The variability of warm absorbers in Active Galactic Nuclei by Gibson, Robert R. (Robert Ross)
The Variability of Warm Absorbers in Active Galactic Nuclei
by
Robert R. Gibson
Submitted to the Department of Physics
in partial fulfillment of the requirements for the degree of
Doctor of Philosophy
at the
MASSACHUSETTS INSTITUTE OF TECHNOLOGY
September 2006
@ Robert R. Gibson, MMVI. All rights reserved.
The author hereby grants to MIT permission to reproduce and distribute publicly
paper and electronic copies of this thesis document in whole or in part.
Author ...........................................................
Department of Physics
July 31, 2006
/'-A/f
Certified by ............... )... ....
Accepted by..........
MASSACHUSETTS INSTITUTE
OF TECHNOLOGY
JUL 0 2 2007
LIBRARI ES
SClaudeR. Canizares
Associate Provost
Bruno Rossi Professor of Experimental Physics
Thesis Supervisor
.. . . ..... . .. . .T........... r.eyta. ......... .".-.
.'Th:om reytak
Professrof Physics
Associate Department Head i(r Education
ARCHNES
The Variability of Warm Absorbers in Active Galactic Nuclei
by
Robert R. Gibson
Submitted to the Department of Physics
on July 31, 2006, in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy
Abstract
This thesis presents three studies of warm (photoionized) absorber variability in Active
Galactic Nuclei (AGN) using high-resolution X-ray spectra provided by the Chandra High
Energy Transmission Grating (HETG). The first study is a single observation of the AGN
MR 2251-178, which is known to have a highly variable warm absorber (WA). We find an
unusually thin effective hydrogen column density along the line of sight compared to previous
observations. Strong line emission without corresponding absorption indicates significant
WA geometric structure. Strong absorption features in the spectrum are evidence of a
highly-ionized, high-velocity outflow, which could be carrying a large amount of mass and
energy out of the AGN.
In the second study, we search for absorption lines variability in the well-studied WA of
MCG -6-30-15. We find a significant anti-correlation over time between at least two ions,
with suggestions of additional time variation in other ions. At least one line, the is - 2p
resonance line of Mg XII, varies as a function of 2-10 keV continuum luminosity. Luminosity-
driven ionization changes alone are insufficient to explain the observed variation. Either
multiple factors influence line strength on observable time scales, or the line of sight to the
central source varies over time through a structured absorber.
In the third study, we survey spectra from the HETG data archive. We model the
normalized excess variance (NEV) spectrum of a varying WA and find that it does not
explain high-energy (> 2 keV) spectral variation, nor does it generally fit NEV spectra at
lower energies (< 2 keV). We also search through each spectrum at high resolution (AA =
0.01 A) for bins which vary more than expected due to normal Poissonian fluctuations.
We find some evidence for such variation in the aggregate sample, though not in AGN
individually.
Our results show that WA structure is more complicated than pictured in contemporary
models. Future high-resolution spectroscopic variability studies are certainly warranted.
AGN models should eventually consider the effects of WA structure and the influence of
continuum variation on the WA.
Thesis Supervisor: Claude R. Canizares
Title: Associate Provost
Bruno Rossi Professor of Experimental Physics
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Preface
Some galaxies emit large amounts of energy from their central regions. The energy output
may be highly variable, and can not be attributed purely to star formation or other stellar
processes. The central region of such a galaxy is called an Active Galactic Nucleus (AGN).
In the standard "unification" model, a supermassive black hole (SMBH) resides at the
heart of the AGN. The SMBH may have the mass of millions or even billions of suns.
An AGN core emits large amounts of energy across the electromagnetic spectrum. It is
believed that an accretion disk and perhaps the base of an outflowing jet (if present) are
primary sources of the emitted energy, but the exact mechanisms of energy generation are
not well-understood.
Recent studies have shown that AGN interact with and influence their immediate sur-
roundings on galactic and extra-galactic scales. AGN influence (or are strongly influenced
by) the galaxy formation process, and AGN activity strongly influences the energetics of
galaxy clusters. If we want to understand the physics of galaxies and galaxy clusters, we
need to understand the physics of AGN.
AGN can be very bright in X-rays, and the X-ray spectra of many AGN are absorbed by
the lines and photoionization edges of ions in an intrinsic "warm absorber." Recent studies
have used high-resolution X-ray spectroscopy to analyze in detail the absorber imprint on
time-integrated spectra. A few studies have searched for variation in the absorber, typically
by splitting the observation into a small number of time segments based on continuum flux.
The results of these studies have been mixed.
Variability studies can potentially reveal a great deal of information about the physics
of warm absorbers and their AGN hosts. For example, measuring ionization time scales
can indicate absorber densities, which can in turn constrain the absorber location. In this
thesis, we search for and characterize absorber variability in recent high-resolution X-ray
spectroscopy of AGN.
We first present an introduction to WAs and AGN in general (Chapter 1) and a dis-
cussion of the physics of WAs (Chapter 2). We then present a history of variability studies
in AGN spectroscopy, a summary of recent issues in WA studies, and a description of two
well-studied WAs (Chapter 3). The remainder of the thesis consists of three studies we have
performed to study absorber variability. In the first study, we examine the time-integrated
spectrum of MR 2251-178, which is known to have a highly variable WA (Chapter 4). In
the second study, we search in detail for variations in individual lines in the WA of MCG
-6-30-15 (Chapter 5). In the third study, we search for signatures of WA variation over
observable time scales in AGN spectra in the Chandra HETG archive (Chapter 6). Finally,
we conclude with a discussion of our results applied to current WA unification models and
discuss the feasibility of variability studies in future X-ray missions (Chapter 7).
Chapter 1
Introduction
AGN are large (perhaps hundreds of parsecs across), bright (with some emitting 1047 erg
s- 1 or more in X-rays alone), and ubiquitous in the universe. The Sloan Digital Sky Survey
(SDSS) Data Release 4 (DR4) contains optical spectra of 64,000 bright AGN (Adelman-
McCarthy, J. K. et al. 2006). Yet despite the size and luminosity of AGN, after decades
of multiwavelength observations we are still not sure that even our general models of their
structure are completely accurate. This is unfortunate, because AGN physics is believed
to strongly influence host galaxies and clusters, and therefore understanding AGN is very
important to understanding the large-scale structure of the universe.
Many factors complicate observing campaigns. AGN are believed to be driven by energy
released during accretion onto a central supermassive black hole with gravitational radii
GMBH/C2 of 1011 to 1015 cm. Even modern, high-resolution telescopes are incapable of
resolving the regions where the high-energy processes occur that power AGN. Emission
from the central region in the ultraviolet (UV) or X-rays is obscured by dust in the AGN, in
the AGN's host galaxy, and in our Galaxy. AGN also seem to be rule-breakers; generalized
statements about them are frequently contradicted by at least a handful of exceptional
cases. 1
In this chapter, we provide a brief introduction to AGN. We present "unification models"
which attribute AGN diversity to the observed orientation of a few simple components
(§1.1). Then we briefly present several current issues in AGN studies which indicate that
AGN are influencing their environments on very large scales (§1.2). Finally, we present an
introduction to the research program of this thesis (§1.3).
1.1 Unification Models of AGN
The original AGN unification model (which we will call "UMo"), in which the diversity
in observed traits is attributed to different orientations of AGN with respect to our line
of sight, is commonly attributed to the spectropolarimetric study of the nearby Seyfert
2 NGC 1068 by Antonucci and Miller (1985).2 In that well-known study, the authors
observed that the continuum polarization fraction of NGC 1068 is about 16%, independent
'This also leads us to conclude that at least a handful of AGN are not rule-breakers. If we only knew
which AGN they are!
2Robert Antonucci notes in a later review article (Antonucci 1993) that several previous researchers, of
which he was unaware, had suggested ideas related to the unification model of Antonucci and Miller (1985).
The model of Antonucci and Miller (1985) is one prominent link in a chain of evolving unification models
extending from the 1970's to the present.
of wavelength. Broad permitted lines characteristic of Seyfert 1 AGN were evident in the
polarized flux, while the unpolarized flux showed the narrow lines of a Seyfert 2. The
direction of polarization (required to be perpendicular to the photons' last direction of
travel before scattering) suggested that the photons left the nucleus in a polar direction
before being scattered. In the polarized spectrum, the ratio of HP3 line luminosity to soft
X-ray luminosity was consistent with that typically measured for Seyfert l's, strengthening
the conclusion that the polarized flux was a scattered reflection of a Seyfert 1 continuum.
This further indicated that X-rays were being scattered just as the optical continuum was,
so that the scattering cross-section was wavelength-independent. Electrons were therefore
favored over dust to be the scattering material. Finally, some method of obscuration was
required so that the Seyfert 1 continuum would not be directly observed in Seyfert 2's. This
obscuration has become known as "the torus" due to its presumed azimuthal geometry.
Figure 1-1 shows an artist's image of an AGN following the UM0 .
The unification model of Antonucci and Miller (1985), modified slightly over time, uses a
small number of AGN components (SMBH, accretion disk, broad line region (BLR), narrow
line region (NLR), obscuring torus, and a relativistic jet) to describe in general terms the
wide variety of AGN observations. It has survived for two decades and become widely
accepted. It fits well with current studies of phenomena, such as the X-ray background
(Triester and Urry 2005), that are unrelated to the original data it was used to explain.
Yet much work remains to be done before we have a comprehensive, quantitative model of
AGN.
Modern studies of AGN are showing that AGN are much more complex than the simple
picture of the UMo. For example, Urry (2004) points out that radio AGN are classified
by the observer's orientation with respect to the jet axis which is likely, but not certainly,
the same as the torus axis of symmetry. Although we have general estimates of the radial
distance of structural components from the central source, we know very little about the
physics of the individual components. In some cases, we do not understand broad com-
ponents of AGN spectra. For example, we do not know the origin of the "soft excess"
sometimes seen at X-ray energies below 2 keV. The UMo is a static picture; it does not
tell us how AGN form, how they feed, how they interact with their host galaxies, or how
they interact with the extra-galactic environment. Alternative unification models have even
been constructed which have different structural components, such as the disk wind model
of Elvis (2000), which does not require an obscuring torus.
The UMo is therefore a powerful first step along the path to understanding AGN, but
much more study and modeling is clearly needed. In this thesis, we will be focusing on
the warm absorber (WA), a photoionized X-ray absorber detected in about half of all AGN
(Reynolds 1997; George et al. 1998). Recent high-resolution spectroscopy has revealed (in
some cases) complicated X-ray line absorption of Seyfert 1 continua. The WA is typically
believed to reside within about 10 pc of the nucleus, and perhaps much closer. Radial flow
velocities can be measured in spectroscopic data, giving us the ability (in theory) to map
out absorber structure. Analysis of ionization stages, column densities, etc., can tell us
about the physical conditions of the absorbing material. Thus an increased understanding
of the WA can potentially advance our understanding of the gas structure and dynamics of
AGN.
AGN studies are complicated by a "chicken and the egg" problem. On the one hand, we
are unable to observe AGN as well as we would like due to time constraints, obscuration,
resolution limitations, etc. On the other hand, it has been difficult to build testable models
that are much more complex than the UMo. Without testable predictions from detailed
models, it is difficult to interpret the complex data we have. But modeling efforts need
more constraints from unambiguous data measurements to advance.
Large amounts of spectroscopic data exist, particularly at lower spectral resolutions
insufficient to distinguish absorption lines. Many models have been proposed to explain
at least localized features of AGN. In a few cases, researchers have begun to combine
diverse data -- particularly variability studies - to constrain or elucidate models of specific
components of an AGN. This is the case with X-ray continuum emission models, which are
inspired by power spectra (e.g., Uttley and McHardy 2001) or Fe Ka line structure and
variability (Miniutti and Fabian 2004).
In many cases, modeling attempts are hindered by the fact that the data cannot dis-
tinguish between competing models. The X-ray soft excess, for example, is often described
as black body radiation or simply fit phenomonologically as a low-energy power law com-
ponent. Some researchers have proposed a model in which emission lines produced by
reflection of the continuum off the accretion disk are relativistically blurred to produce the
excess (e.g., Crummy et al. 2006). But in at least several cases, it is not even clear that a
soft excess is present. An apparent excess in soft X-rays may be the result of miscalculat-
ing the complicated aborption modifying the higher-energy power-law continuum. In other
cases, an apparent detection of photoionized absorber edges may be due to an inaccurate
description of the (assumed) shape of the underlying continuum.
Given these current constraints on AGN studies, in this thesis we look for a way forward
by considering a phenomenon which has received a small amount of previous attention:
short time-scale absorber variability. The underlying physics of photoionized, absorbing
plasmas is very well understood, at least for optically thin absorbers. Recent Chandra
spectroscopy of well-studied variable AGN such as MR 2251-178 and MCG -6-30-15 provides
an excellent platform for variability studies. The X-ray WA has the potential to be an
important discriminator of AGN models. Its location and structure is handled differently
in the various models, as we will describe below. WAs seem to be a promising candidate for
study, given that WA atomic physics is well-understood; we have access to high-resolution,
spectroscopic data of several AGN with strong WAs; and WAs play an important role in
AGN models.
We have selected two candidate models which have received some attention in the recent
literature - the "evaporating torus" model and the "accelerating disk wind" model - for
consideration in our study. These models modify the UMo to incorporate a WA.
1.1.1 An Evaporating Torus
In Figure 1-2, we show a plot of temperature T against an ionization parameter
(1.1)
4irckT'
where c is the speed of light, k is the Boltzmann constant, and ( is the ionization parameter
= _ Lion/nr2 in terms of the 13.6 eV - 13.6 keV ionizing luminosity Lion, the particle
number density n, and the absorber distance r from the continuum source. Since Lion/c is
assumed proportional to the ionizing radiation pressure and nkT is the ideal gas pressure
of the absorber, the ionization parameter E is typically used when pressure balance is being
considered.
Photoionization models will be described in general in another chapter. For now, we
simply state that photoionization models calculate the equilibrium properties of a photoion-
ized gas, where "equilibrium" is defined as the unique state for a given ionization level ( for
which the heating and cooling processes are balanced. Under this constraint, the electron
temperature T is a monotonically increasing function of the ionization parameter (.
In the plot of T vs. B of Figure 1-2, the solid line shows the equilibrium states of the
gas. The temperature T is, in general, not uniquely determined by E. Krolik et al. (1981)
pointed out that this plot has interesting thermodynamic properties. Heating processes
are dominated by photoionization (releasing energetic electrons into the gas) and Compton
scattering. The heating processes are proportional to the electron density, ne. If the heating
and cooling rates are, respectively, neF, and A, then the total cooling rate of the gas is
S= A - ner. (1.2)
The ratio ne/n approaches a constant (a 1) at ionization levels required for X-ray spectral
lines to be visible, so we will assume ne . n for this discussion. Writing E in terms of the
ionizing flux assumed to be Fion = Lion/4rr2,
Fion
F - (1.3)
-nkTc
and substituting for n(, ne) in equation (1.2), we find that at equilibrium (where = 0),
P = AFn (1.4)
ckTF
Now suppose we fix a value of E. Then T oc A/F. Generally, the heating processes
included in F are independent (to first order) of T. On the other hand, cooling processes are
very dependent on temperature. If T is perturbed at fixed E (corresponding to movement
on a vertical line in Figure 1-2), the process will return to equilibrium if dA/dT > 0.
Otherwise, temperature perturbations will increase. Krolik et al. (1981) pointed out that
the cooling curves (A vs. T) are such that temperature perturbations (at fixed E) are stable
when dB/dT > 0 and unstable when dB/dT < 0. Thus the central region of the S-curve of
Figure 1-2 is unstable to such perturbations. Equilibrated gas at critical values of B where
T(E) is multivalued can exist in multiple phases, and some equilibrium states are unstable.3
In further studies (Krolik and Kriss 2001; Krolik 2002), Krolik and Kriss argued that
the specific types of perturbations required to exploit this instability occur naturally in
AGN in cases where the flow time scales are long. Consider a photoionized absorber in
contact with a cool reservoir of gas. The absorber may in fact be "boiling" off the gas
due to radiation heating from the continuum source. The tendency of the evaporating
absorber to heat up will be opposed by the increased pressure due to additional absorbing
material evaporating off the reservoir. Conversely, if the absorber started cooling below Ec,
the evaporated material would condense back onto the reservoir and decrease the pressure,
raising Ec.
3To see this without actually calculating cooling rates, consider the following argument. The T(E) curve
is monotonic for many ionizing continuum shapes. It only "bends backward" into an S-curve for certain
continua, such as when hard X-rays are strong. In a monotonic case, we would naturally expect that cooling
dominates heating above the curve, and vice versa below. If we deform the continuum slowly so that the
T(7) curve bends into an S-curve, we find that cooling dominates to the left of the curve, and heating to
the right. (Since the curve is by definition the set of points where heating and cooling are equal, we do not
expect the sign of C to change except on the curve.) Then vertical upward excursions from the curve result
in increased cooling where dT/d7 > 0 and increased heating where dT/dE < 0.
In this scenario, the WA is therefore identified with the material expected to be evapo-
rating from the obscuring torus. This material may also become the polar scattering region
in the UMo which scatters Seyfert 1 emission into sight for a Seyfert 2 nucleus. Conse-
quently, the WA is placed at a distance of 1-10 pc from the central source, based on rough
estimates of the torus location. The inner edge of the torus has been estimated to be around
1 pc in order to provide a stable balance between the inflow of matter through the torus
to the nucleus and the outflow of material ablated from torus clouds by nuclear radiation
(Krolik and Begelman 1988). In order to effectively obscure BLR emission lines, the torus
must also be larger than the BLR, typically estimated to be on the order of 1017 cm based
on ionization levels. The instability of the gas along much of the equilibrium curve may
naturally explain the diversity of ionization stages seen in X-ray (and UV) absorbers.
We note that, to our knowledge, these models have not been thoroughly tested with
numerical hydrodynamical codes. We hope to pursue such a modeling study in future work.
The task is complicated by the fact that the radiating source is varying on short time scales,
and the structure of the absorber will certainly be important.
1.1.2 An Accelerating Disk Wind
Evaporating torus models (§1.1.1) apply physical arguments about photoionized gas to gen-
erally explain features observed in the UV and X-rays with a minimal number of unification
model components. The disk wind model of Elvis (2000) follows a slightly different ap-
proach. It began as a qualitative attempt to describe a wide array of observed features in
AGN spectra, again with a minimal number of components. As it evolves, it is becoming
more quantitative, even incorporating the T(E) physics of Krolik et al. (1981).
In this model, absorption and emission features in the optical, UV, and X-rays are
produced in a wind flowing out from the accretion disk. The wind leaves the disk vertically,
but each parcel of matter has a Keplerian angular velocity inherited from the disk. At
some height above the disk, the wind angles outwards to about 600 from the polar axis
and accelerates radially. At this stage, the flow obstructs about 6-12' in angular extent.
The wind as a whole is shaped like a funnel with a cylindrical base. Figure 1.3 shows the
outflow structure along with proposed outflow velocities. The figure also shows the angles
which are required to describe the components of the flow in order to produce the correct
proportion of AGN types.
Viewed along the pole, we look down the throat of the funnel and see no absorption. If
we look directly into the accelerating wind, we see a Broad Absorption Line (BAL) AGN,
which shows broad outflowing optical absorption lines from 2000 up to perhaps 60,000 km
- 1 (Krolik 1999). The absorption in BAL AGN typically begins at some minimum "detach-
ment" velocity, corresponding to whatever velocity the accelerating wind had reached at
when it bent into a radial direction. Narrow-line absorbers, such as those seen in the X-ray
WA's, arise from a line of sight through the vertical part of the wind, where it leaves the
disk. The angular extent of the wind segments is chosen empirically to match the observed
fraction of AGN of each type.
The wind is warm enough to contain line-emitting clouds. In fact, the wind confines
the clouds, keeping them from evaporating or expanding too rapidly. If the clouds move
along with the wind, they are not subject to shear forces that would otherwise destroy
them. These clouds, at a wide range of velocities along the line of sight due to rotation
around the polar axis and outflow velocities in the wind, emit photons that we detect as
broad emission lines. The wind is layered, so that higher-ionization lines are emitted from
clouds closer to the source, while clouds farther out are screened by the wind and can exist
at lower ionization levels.
The flow itself, while required by observed column densities to be rather thin along lines
of sight roughly perpendicular to the flow, is posited to be sufficiently voluminous overall to
scatter continuum photons into our lines of sight. This would account for the approximately
10% polarization fractions seen in spectra such as that of NGC 1068. It would also likely
produce the reflection spectrum believed to be responsible for the "Compton hump" and
Fe Ka line seen in X-rays (e.g., Ross and Fabian 2005; Ross et al. 1999).
In a conference presentation in 2003 (Elvis 2003), Martin Elvis added several arguments
in favor of the disk wind model, generally based on the fact that the model was consistent
with characteristics of individual AGN observations. In particular, he referred to an analysis
of the NGC 3783 X-ray spectrum by Krongold et al. (2003), who found two separate WA
components in the spectrum that both lay on stable parts of the T(E) curve and were
in pressure equilibrium. Elvis suggested that, if these WAs are related to BAL clouds in
a confining medium, the clouds would survive longer if they were flowing along with the
confining medium. He also offered a mechanism that could explain how such a wind could
be launched from an accretion disk with such a narrow radial footprint.
The disk wind model has been used to explain data that are apparently inconsistent with
the UMo. Risaliti et al. (2002) collected X-ray observations of 25 galaxies defined as Seyfert
2's based on X-ray spectra. They found that these galaxies showed significant column
density variation on time scales of years. The result was not confined to a small subset of
the sample; in fact, only 3 of the 25 galaxies were consistent with having a constant column
density NH. The variation did not appear to be correlated with flux, making ionization
an unlikely cause of the variation. In no case did NH drop below a few x 1021 cm- 2, so
it did not appear that galaxies were changing character from Seyfert 2's to Seyfert l's.
Assuming the absorption variation was due to spherical clouds crossing the line of sight at
Keplerian velocities, Risaliti et al. (2002) determined that at least the shorter time scale
variations must be due to material within about 1017 cm of the center, much closer than the
obscuring torus. Further arguments suggested that the variable obscuring material must
cover a significant fraction of the solid angle if it alone were responsible for obscuring Seyfert
2's. These considerations naturally led them to propose a unification model related to the
disk wind model. In this model, the obscuring torus is unnecessary, though they did require
a second absorbing system at 5-10 pc distances to allow for longer time scale variability.
1.1.3 Comments on Models
The evaporating torus model (§1.1.1) and the accelerating disk wind model (§1.1.2) are
perhaps the two most commonly discussed current models for AGN absorbers. There are
other models, such as the thermally launched wind used by Chelouche and Netzer (2005) to
fit the complicated absorption line spectrum of NGC 3783. In this thesis, we will address
only the torus and disk wind models. They have benefited from the scrutiny of the research
community for some time now, and have received the most treatment in the literature.
The two models have a lot in common. They agree on the general structure of the UMo,
with the exception that the accelerating wind model allows for the torus to be replaced
by the disk wind. Even in that case, an additional, large-scale absorber may be required
(Risaliti et al. 2002). They refer to the same underlying physics, in that the T(E) relation
somehow constrains a multiphase medium to produce diversity in the WA. In both cases,
the absorber is launched from a reservoir (itself a component of the UMo) which supplies
material for the flow.
Given these similarities, and the fact that detailed radiation-hydrodynamic simulations
have not been performed that could identify physical problems with the models, it is rather
difficult to distinguish between the two models given our current data. Nonetheless, there
are differences which are, at least in principle, observable. We list a few of them here.
1. The principal difference between the two models is one of physical scale. For all but
the largest SMBH's in AGN, the WA portion of the disk wind should lie within 1 pc
of the central source. For smaller SMBHs with a mass about 107 M 0 , the WA would
be located about 1015 cm from the center. The torus is believed to be "parsec-scale"
or larger (§1.1.1), in which case the WA would be located 1000 times farther out.
2. There are also important differences in absorber size. The evaporating region of the
torus should presumably be a much larger volume than the thin wind launched from
the accretion disk.
3. There are differences with regard to the relative locations of components of the nucleus.
For example, if the WA is near the disk, it may be sensitive to the continuum emission
geometry. If continuum emission occurs in outer disk regions, it would not pass
through the WA.
4. The models may be discriminated by launching mechanisms. Detailed calculations
and simulations have yet to be performed to enable such discrimination, but it is
conceivable that certain configurations can be ruled out. For example, it may not
be possible to launch a sufficiently (radially) thin wind from the disk, or it may be
difficult to boil enough material off the torus with an ionizing continuum.
5. Independent of the exact physics of launching mechanisms, we would expect the WA
in each model to be dependent on the launching entity. If the accretion disk changes
significantly, we would expect a disk wind to vary. The torus presumably varies
structurally on much longer time scales.
6. The existence of the torus is a distinguishing feature. If the torus were found not to
exist, this would obviously be a problem for the evaporating torus model. Significant
variations in obscuration generally attributed to the torus (such as those claimed in
Risaliti et al. (2002)), may be difficult to describe in the UMo.
7. In principle, gas density could be a discriminating factor, as claimed by Risaliti et al.
(2002). Detailed hydrodynamic simulations of the physical characteristics of the gas
are needed for unification models to determine a range of predicted gas densities.
Because the models have not been thoroughly characterized analytically or numerically,
many of the most powerful discriminators between them are geometric. This has led us to
consider time-varying properties of the absorbing material with the goal of gaining insights
about the absorber structure. It may be that such insights can help to constrain AGN
unification models.
1.2 Large-Scale Influence of AGN
The processes that occur in active galaxies are extremely energetic and apparently long-
lived, and we might therefore expect AGN to be significant contributors to physics on
galactic, inter-galactic, and even cosmological scales. The spectacular jets of galaxies such
as Cygnus A, shown in Figure 1.3, demonstrate that small-scale (by galactic standards)
AGN processes can have a dramatic effect on the surrounding environment, out to at least
100 kpc. Recent studies are indicating that AGN have an even bigger impact on their
surroundings than we had previously believed. Although such studies are not topics of
research in this thesis, we introduce a few of them very briefly here in order to demonstrate
that understanding gas dynamics in the center of an AGN can inform research on much
larger scales.
1.2.1 Cooling Flows and Cluster Heating
X-ray observations of galaxy clusters have revealed large volumes of hot, X-ray emitting
plasma in the intra-cluster medium (ICM). Given a physically-derived model of the cooling
processes of hot gas, the observed X-ray count rates could be de-projected to constrain
the gas pressure and temperature in terms of the observed (projected) flux. The equation
of hydrostatic equilibrium adds another constraint, and if the gravitational potential and
pressure at a single radius are specified, one may determine the temperature and electron
density at all radii from the center of the cluster. Once the temperature and electron density
are known, the cooling rate can be used to determine a cooling time scale and, given the
X-ray luminosity, a mass cooling rate. This procedure is summarized by White et al. (1997),
who used Einstein Observatory imaging data to calculate cooling rates for a survey sample
of galaxies. A review of cooling flow physics in this era of study was written by Fabian
(1994).
Chandra allows for higher-resolution spectroscopic studies of these "cooling flows" in
clusters. McNamara et al. (2000a) used the ACIS-I instrument to study the X-ray emitting
gas in the Hydra A cluster. The spectroscopic information available at each CCD pixel
allowed them to fit a thermal plasma model (MEKAL4 ) at each point to obtain density and
temperature values at each point. They found that the gas temperature did decrease near
the center of the cluster, but that the cooling mass rate is 34 M® yr- 1, only about 10% of
what had previously been calculated.
Spectroscopic studies performed on other clusters returned similar results: the amount
of cooling mass is much less than previously predicted (e.g., McNamara et al. 2000b). This
conclusion is in agreement with star forming rates measured to be much lower than expected
if large amounts of gas were cooling into the central galaxy. Apparently either the cooling
mass is "missing," or the cooling process is somehow being inhibited. The theoretical
overestimation (or the experimental under-observation) of the material cooling rate was
confirmed by Peterson et al. (2003). These researchers used XMM-Newton spectroscopy of
14 galaxy clusters to show that despite the presence of material which had cooled slightly
from the ambient medium, the clusters did not contain large amounts of material at the
cooler temperatures required by the cooling flow model.
Even as the cooling flow problem was being discovered, a possible solution was offered.
High-resolution X-ray images of clusters such as the Perseus cluster surrounding NGC 1275
(Fabian et al. 2000) revealed large cavities in the gas. These cavities became known as
"ghost bubbles," because they did not appear to contain radio emission, in contrast with
typical jet lobes. The bubbles are not necessarily aligned with the radio jet axis, and may
not be spherical in shape. Figure 1-5 shows a 170 ks ACIS-S image of the Perseus cluster.
4The Mewe Kaastra Liedahl (MEKAL) model is described in XSPEC manuals available online at
http://heasarc.gsfc.nasa.gov/.
A large, non-spherical cavity is evident to the northwest (top right). Its flattened shape has
been compared to the cap of a rising "mushroom cloud."
It is tempting to think that ghost cavities are remants of AGN jet activity some time
ago. The jet heated the gas in the bubble, and the bubble floated upward (outward). As the
bubble "rises" in the cluster, it expands and does mechanical work on the surrounding gas.
Intermittent AGN activity has been shown to produce acoustic waves which can dissipate on
time scales shorter than the cluster cooling time, heating the cluster "gently," i.e., without
shocking the intra-cluster medium (e.g., Ruszkowski et al. 2004).
1.2.2 The AGN Mass Budget: Feeding and Outflows
Assuming the AGN converts accreted mass to luminosity at a rate 0.1M4c 2, a bolometric
luminosity of 1045 erg s- 1 requires a "modest" mass accretion rate of about 0.2 Me yr - 1.
Bright AGN can be a few orders of magnitude more luminous. Thus a moderately bright
AGN can in principle be fueled with a fraction of the total gas in a disk galaxy. It is more
difficult to understand how the gas dissipates angular momentum on its journey from the
host galaxy disk into the heart of the AGN. A hierarchy of mechanisms may in fact be
required (Krolik 1999).
Using near infrared (NIR) images and CO maps of four low luminosity AGN (LLAGN),
Garcia-Burillo et al. (2005) find an added complexity: the net torques are actually positive
inside about 200 pc, indicating that no material at all should be flowing into the AGN in
these galaxies. AGN activity may be regulated by the formation of bar structures in the
galactic disk. The bar structures are transient, and their self-destruction may allow gas in
the bar region to flow into the nucleus.
Other studies have suggested that AGN activity may be due to gas movement triggered
by galactic collisions. Some studies (e.g., Bahcall et al. 1997) have indicated that AGN tend
to live in denser cosmic neighborhoods than normal galaxies. However, other studies have
suggested that AGN activity is not correlated with large-scale galaxy density (Carter et al.
2001; Miller et al. 2003).
As if the question of AGN feeding were not complicated enough, some recent studies have
shown that the amount of material coming out of AGN is also difficult to understand. Several
X-ray observations of AGN have shown evidence for highly-ionized, high-velocity outflows.
While typical WA velocities are a few hundred km s-1, these outflows have been measured
at a few percent to a few tens of percent of the speed of light. Their ionization levels are
typically extremely high; they are detected by broad, asymmetric features attributed to
FeXXVI.
Because the velocities involved are so extreme, there is some ambiguity in the line
identifications. In at least a few cases, they appear more like narrow edge-shaped features
than Gaussian lines. Chartas et al. (2002) rejected the hypothesis that the broad feature
in APM 08279+5255 was an edge, as we did for MR 2251-178 (Gibson et al. 2005). In at
least one case, the claim of a high-velocity outflow (Pounds et al. 2003b) has been disputed
based on a re-analysis of the data (Kaspi 2004). Nonetheless, in most cases, it is difficult
to produce an alternative explanation for the features attributed to these outflows.
Making general assumptions about the outflow geometry, researchers often find that they
exhibit rather extreme characteristics. For example, we estimated that the outflow in MR
2251-178 carried off a few x (102 - 103)fcov M® yr-l! Unless the fraction fco,,, of the solid
angle occupied by the outflow is small, this is a large fraction of the accretion budget. The
kinetic energy outflow is similarly large in comparison to the AGN luminosity. It is unlikely
that fco, is too small, or else we would be extremely lucky to see these features. It may be
that the outflows have been misidentified, although alternate explanations for the absorption
features in the spectra are problematic. Finally, it may be that the absorber geometry is
sufficiently complex that the geometric arguments used to estimate the outflowing mass and
energy rates are invalid.
1.2.3 The MBH - a Relation
In the last 20 years, it has become possible to measure SMBH masses reasonably well using
techniques such as reverberation mapping (e.g., Peterson 1993). In a few cases, very accurate
measurements of the SMBH mass, MBH, can be made. This has been done, for example,
using direct observations of stellar orbits in the Milky Way (e.g., SchSdel et al. 2002; Genzel
et al. 2003; Ghez et al. 2005) or high-resolution measurements of water maser activity in
galaxies such as NGC 4258 (Greenhill et al. 1995). It has been previously observed that
SMBH masses correlate with the luminosity of the host bulge or elliptical galaxy (Kormendy
and Richstone 1995).
In August, 2000, two letters were published in the Astrophysical Journal claiming a
correlation between MBH and the velocity dispersion a in the host galaxy bulge or ellipse
(Ferrarese and Merritt 2000; Gebhardt et al. 2000). The studies differed slightly on specifics;
Ferrarese and Merritt (2000) claimed MBH c a4.8 (based on a sample of 12 galaxies) while
Gebhardt et al. (2000) claimed MBH OC a 3 8 (based on a sample of 26 galaxies). A follow-up
study by Tremaine et al. (2002) found MBH oc a4.0 (based on a sample of 31 galaxies),
agreeing with the latter study (within error).
While SMBH's are large and massive, their mass, size, and range of gravitational in-
fluence are all relatively small compared to their host galaxies. Thus it is surprising that
SMBH properties should have much influence on properties outside the AGN. In the last
few years, several models have been proposed to explain the relation between SMBH's and
host bulges. This is an ongoing process. A successful model may tell us much about the
formation of AGN and their host galaxies.
There are many models explaining the MBH - a relation in current literature. Some
models are driven by pre-conditions in the nuclear region which evolve into the SMBH
and bulge (e.g., Adams et al. 2003). Other models consider "feedback mechanisms" by
which energy or momentum are fed back from an accreting (and hence growing) SMBH
to regulate the evolution of the galactic potential and bulge region (e.g., Begelman and
Nath 2005). Numerical simulations of galaxy collisions have also demonstrated that AGN
activity triggered by the collision can feed material back into the host galaxy, quenching
AGN activity and regulating bulge properties (Di Matteo et al. 2005). AGN activity may
also trigger star formation in host galaxies, which could explain why galaxies with AGN
activity appear bluer than inactive galaxies of similar type (e.g., Sanchez et al. 2004).
1.2.4 The X-Ray Background
The X-ray background (XRB) was first discovered by Giacconi et al. (1962) in data collected
from a rocket searching for X-rays scattered from the Moon. Various causes have been
suggested for the XRB, including bremsstrahlung radiation from hot Galactic gas. Over
the years, it has been spatially resolved to an increasing degree in various wavebands with
observing instruments such as Einstein (Maccacaro et al. 1991), ROSAT (Hasinger et al.
1998), and ASCA (Ueda et al. 1998). With each observation, the challenge has been to
resolve enough discrete sources to account for the XRB flux levels of a few tens of keV
cm-2 s-1 sr-'. Such observations require long exposure times to detect faint sources.
Combining the observed spectra of resolved sources has until recently resulted in a mean
spectrum that does not accurately represent the XRB spectral shape.
Deep observations with recent high-resolution instruments have resolved a large fraction
of the XRB. Mushotzky et al. (2000) reported that they resolved 75% of the hard (2-10 keV)
XRB as well as most of the soft (0.5-2 keV) XRB using the Chandra ACIS-S instrument.
They found that the majority of contributors to the XRB were AGN, and that the mean
hard X-ray spectrum did in fact match the XRB. Giacconi et al. (2001) found a significantly
lower number of hard source counts per deg2 than Mushotzky et al. (2000) in the Chandra
Deep Field South (CDF-S), but still concluded that 60-80% of the hard XRB and 80% of
the soft XRB was resolved in their data.
Some controversy remains, however. Using a deep (700 ks) XMM-Newton observation,
Worsley et al. (2004) claim that only about 50% of the hard XRB above about 7 keV
has been resolved into detected sources. Studies above the approximately 10 keV practical
upper limit on X-ray spectroscopy of modern satellites would also be informative. AGN are
expected to contribute strongly to this region of the spectrum as well, particularly because
the spectral peak at about 30 keV matches well with predictions of Compton reflection
components to AGN spectra. But this is relatively uncharted territory. Although much of
the controversy about the XRB has been resolved, even recent studies indicate that there
is more work to be done.
Now that we know the XRB is dominated by AGN (at least in energy ranges we have
measured), measurements of the XRB are being used to constrain unification models. One
example is a study by Triester and Urry (2005), who verify that the standard AGN unifi-
cation model, UMo, is consistent with and can explain the shape and intensity of the XRB.
This is particularly interesting considering that some unknown majority fraction of AGN
are Seyfert 2's, i.e., oriented so that most of their luminosity is radiated out of our line
of sight. These obscured AGN contribute to the XRB, but are not easily detected by our
telescopes (in soft X-rays, at least). Triester and Urry (2005) verify that the UMo does not
even require redshift-evolution or luminosity variation to explain the XRB, though these
may be real effects.
1.2.5 The Influence of AGN
In this section, we have briefly presented several cases drawn from recent studies of AGN
that demonstrate the influence of AGN on their large-scale surroundings. SMBHs are
not small objects, but it is quite remarkable that they may strongly and directly influence
physics on 100 kpc scales - more than ten orders of magnitude larger than their gravitational
radii! AGN influence is not confined to jet activity, but can apparently be attributed to
a diversity of processes which impact the cosmos on multiple size scales. AGN appear to
be tightly coupled to their host galaxies by unknown mechanisms, regulating bulge and
ellipse dynamics, feeding on gas and dust, and expelling it into the intergalactic medium
(IGM). They are powerful emitters of UV and X-ray radiation, and in fact dominate the
XRB spectrum.
1.3 Program of This Thesis
This introductory chapter has demonstrated that AGN are complicated astrophysical enti-
ties with far-reaching influence. Although they are traditionally described in the straightfor-
ward terms of the standard unification model UMo, most attempts to model their structure
in greater detail are controversial. Comprehensive models that explain AGN components
with detailed physical calculations or simulations have yet to be developed. The individual
components of AGN have been modeled in some detail and with some promise, though a
consensus on these models has yet to be reached. The matter is complicated by the fact
that high-signal, high-resolution spectroscopic data of AGN is difficult to obtain. Analyses
of such data can not currently distinguish between competing theories of the physics of
AGN components, though significant constraints have certainly been applied to models.
In this thesis, we focus on one AGN component that is frequently detected in X-ray
data: the WA. Studies have shown that the WA is present in about half of AGN (Reynolds
1997; George et al. 1998) and can be highly variable (e.g., Halpern 1984). Deep Chandra
observations of strong WAs exist for well-studied galaxies such as MCG -6-30-15 and NGC
3783, and several lower-exposure observations of AGN with WAs are available in the Chan-
dra archive. As we have shown in this chapter, while the WA is believed to reside in the
AGN, there is sufficient controversy about its location and structure to make it an interest-
ing topic of study. Variability in the WA can also reveal physical processes and constraints
that are not evident in time-integrated spectroscopy.
This thesis is organized as follows. In Chapter 2, we present a physical introduction to
WAs, including a discussion of their general spectroscopic characteristics and the physics
that goes into modeling photoionized absorbers. In Chapter 3, we present a literature
history of studies of WAs and topics strongly associated with WAs, such as the UV absorber.
Chapters 4 through 6 describe the research we have conducted for this thesis in the context
of current studies. Chapter 4 is an analysis of the time-integrated HETG spectrum of MR
2251-178, the first AGN for which a WA was proposed. Chapter 5 presents our study of
absorption line variability in MCG -6-30-15, along with a discussion physical models of the
WA in relation to our WA variability study of MCG -6-30-15. Chapter 6 presents results
from a brief survey of the Chandra HETG database in which we search for evidence of
absorber (and emitter) variablity in a sample of AGN spectra. Finally, in Chapter 7 we
present our conclusions from these studies in light of current research and models.
Figure 1-1: An AGN in the standard unification model. At the center, a SMBH is
encircled by an accretion disk. At larger scales, the torus obscures the central region
from some angles of view. Line-emitting clouds are part of an absorbing outflow. The
central region produces a powerful, relatively narrow jet. From M. Urry's web page, with
permission. Copyright ASP, reprinted with permission of the authors.
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Figure 1-2: Plot of loglo(temperature) vs. loglo(E - /47rckT). The data were produced
using an XSTAR model applied to the broken power law ionizing continuum estimated for
MR 2251-178 and described in Gibson et al. (2005).
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Figure 1-3: The outflow model of Elvis (2000), described in §1.1.2. This figure was
obtained from Martin Elvis' web site and used with his permission.
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Figure 1-4: On the top: a 5 GHz VLA observation of Cygnus A with 0.4" resolution.The data were published in Perley et al. (1984). This image was obtained from the NEDdatabase. On the bottom: a 35 ks ACIS-S image from the Chandra data archive, obsidnumber 00360. At a luminosity distance of about 220 Mpc, each 0.5" ACIS-S pixel is about2 kpc; the entire image is about 150 kpc from left (east) to right (west).
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Figure 1-5: A 170 ks ACIS-S image of Abell 426, the cluster surrounding NGC 1275.
This image was taken from the Chandra data archive, obsid number 04952. The diagonal
stripes are artifacts of the CCD imager. A feature which is apparently a "flattened bubble,"
like the head of a mushroom cloud, is visible to the northwest (top right). At an angular
diameter distance of about 70 Mpc, the figure is about 150 kpc from left to right.
Chapter 2
The Physics of Warm Absorbers in
Active Galactic Nuclei
In Chapter 1, we introduced the study of WAs and offered several explanations for why it
has been difficult to determine the role and configuration of WAs in AGN. This would seem
to paint a depressing picture; given existing observational constraints, how can we hope to
get a clear picture of WA physics?
In fact, the study of WAs has been aided greatly by theoretical and laboratory stud-
ies. Photoionized gases in the equilibrium state have been numerically modeled for over
three decades now (e.g., Tarter et al. 1969; Kallman and McCray 1982), and several com-
peting models such as XSTAR (Kallman and Bautista 2001) and CLOUDY (e.g., Ferland
et al. 1998) are freely available on the Internet. Laboratory studies such as those of Brown
et al. (2002) which accurately determine line wavelengths and strengths have been valuable
for high-resolution line identification and analysis. Theoretical wavelength and oscillator
strength calculations such as those of Verner et al. (1996) are commonly cited in spec-
troscopy papers. Theoretical analyses of photoionized plasma lines such as that of Porquet
and Dubau (2000) have been used to estimate physical properties of the ionized gas. One
remarkable recent example of the interaction between theorists and astrophysical observa-
tion is the case of NGC 3783. This AGN had shown a set of Fe absorption line features
that were nearly at rest, several hundred km s- 1 redshifted from the rest of the absorbing
outflow. A large number of lines were found to be at rest, and it was considered unlikely
that their theoretical wavelengths could all be off by a similar amount. Yet a recent study
by Gu et al. (2005) (included in this thesis) found that theoretical calculations had indeed
underestimated the wavelengths of relevant Fe ion lines consistently. Their new calculations
brought the Fe absorber to the same velocity as the rest of the outflow.
We have constructed a set of XSTAR (Kallman and Bautista 2001) transmission models
of WA absorption for illustrative purposes. The underlying continuum is assumed to be a
broken power law approximating the measured continuum of MR 2251-178. For a complete
description of the continuum used, see Gibson et al. (2005). In Figure 2-1, we show the
effect of varying the absorber column density NH for a fixed ionization parameter ( = 10 erg
cm s- 1. In Figure 2-2, we show the effect of varying ( for a fixed column density NH = 1023
cm - 2
The absorption edges in the example of Figure 2-1 are predominantly neutral, while only
small hints of He-like ion shells are present in absorption. At higher (, as seen in Figure 2-2,
neutral shells give way to ionized shells. At ( = 100 in this example, He-like ions such as
O VII and Ne IX produce strong edges. At ( = 1000, the He-like ions have been largely
destroyed except at the high atomic numbers of silicon, sulphur, etc. H-like ion edges now
dominate, particularly the edge of O VIII.
Increasing or decreasing ( scales the normalization of the (UV and X-ray) ionizing
continuum, but the shape of the ionizing continuum also determines the ionization state.
Therefore, it is not possible to compare values of ( calculated for different continua except
in a very approximate sense. Continuum shape has a large effect on the ionization stages
present at a given value of (. For example, a broken power law with an enhanced UV
intensity over a single power law continuum will tend to ionize L and M shells to higher
levels for a given (. However, it will be less effective at K shell ionization. The end result is
that He-like ions will be present at lower ( and over a wider range of ( for a UV-enhanced
continuum.
Figure 2-3 shows a sample plot of ionization fractions vs. ( for the element magnesium.
The He-like ion is particularly prominent in this figure because the continuum used in the
XSTAR model has an enhanced UV continuum over the X-ray, and because He-like ions
have high ionization potentials compared to ions with more electrons'. The He- and H-like
stages are important over a wide range of ý typically seen in AGN.
Other definitions of an ionization parameter have been used by photoionization models.
Perhaps the most common form is
U - 4~nr/h dv, (2.1)
where L, is the luminosity density per frequency v. U is a measure of the ionizing photon
number flux at radius r. It can be related to ý by:
Lionhc
= U 2 (2.2)
L2 £ f/lvdvz
where f, is the source flux density (e.g., Blustin et al. 2004). The ionization parameter U is
useful for calculations that require counting photons; the parameter ( is easier to calculate.
Both require an assumed shape for the ionizing continuum.
2.1 Constructing a WA Model
Detailed X-ray photoionization models for a uniform cloud irradiated by a point source
were first produced by Tarter et al. (1969) and Tarter and Salpeter (1969). They calcu-
lated ion fractions as a function of ý and used them to calculate effective edge absorption
cross sections. They also considered radiative transfer effects in order to estimate the emit-
ted radiation from a multi-zone cloud. In order to calculate ionization balances and gas
temperature as a function of (, they employed the following algorithm.
1. For a given value of (, guess a value of the electron temperature Te.
2. Compute equilibrium ionization balances for the assumed Te.
3. Derive heating and cooling rates from the predicted ionization levels and assumed Te.
'It requires much more energy to remove electrons from the inner orbital shell than from other shells,
of course, so He-like ions are not as easy to ionize as, say, Li-like ions for a given continuum. A continuum
with a strong UV component can ionize Li-like ions, but X-rays are needed to ionize He-like ions of Mg.
4. Equilibrium is found when heating and cooling rates are equal.
5. If heating and cooling rates are not equal, raise or lower the guess Te appropriately
and repeat the procedure.
Modern photoionization codes use essentially the same procedure to find equilibrium
states for a single-zone absorber.
Using some of the papers which were foundations of the algorithms in XSTAR, such as
Halpern and Grindlay (1980), Krolik et al. (1981), and Kallman and McCray (1982), we
have constructed our own model of a single-zone photoionized plasma as part of a study
into the processes involved in WA physics. Because existing photoionization codes (e.g.,
XSTAR) can create these models in a much more rigorous and complete fashion, we have
not carried this work beyond the stage of achieving rough agreement with XSTAR models.
In particular, we have not implemented the important Aug6r processes, which can involve
transitions between ions more than one level apart, making a simple treatment of ionization
balance impossible. We have listed pseudocode here describing the main procedures in our
simple, single-zone photoionization model to illustrate the complex physics involved. The
algorithms involved are not all easily found in the foundational papers, so this description
will useful for future reference.
2.1.1 Determining Ionization Balance
Photoionization Rate: PIR f 4rJ(v)a(v)dv
Collisional Ionization Rate: CIR neC(Te)
Radiative Recombination Rate: RR ne,,rr(Te)
Dielectronic Recombination Rate: DR - neadr(Te)
Require: (PIR + CIR) / (RR + DR) = 1
For a given value of Te, calculate these rates and iterate with different assumed val-
ues of ne until the combined ionization and recombination rates balance. This gives an
approximate ionization balance and hence ne corresponding to Te.
Here J(v) is the mean ionizing intensity in erg cm - 2 sec at frequency v, a is the ionization
cross section, ne is the electron number density, C(Te) is the collisional ionization coefficient
as a function of the electron temperature Te, arr is the radiative recombination coefficient,
and adr is the dielectronic recombination coefficient. Functional forms for the cross section
and the various coefficients can be found in the literature indexed at a website managed by
Dima Verner: http://www. pa. uky. edu/rerner/atom. html.
We note that the algorithm given here does not account for coupling between ionization
stages more than one level apart, as can occur when Aug6r processes are considered.
2.1.2 Determining Te for Given (
Given a value of ý, choose an (educated) estimate of Te. Then calculate the electron heating
and cooling rates as follows. Keep guessing values of Te until an equilibrium condition is
reached in which the net heating and net cooling are equal. In what follows, Je is dJ/dc,
where e is photon energy. Heating and cooling rates are given in erg cm - 3 s- 1
Photoionization Heating
Photoionization heats the electron gas by ejecting energetic electrons from atoms into the
gas.
Photoionization Heating Rate = nif 7 4rJ. (1- - ) ai()hdv
Here ni is the number density of the ion with cross section ai, vth is the ionization cross
section threshhold energy and h is Planck's constant.
Bremsstrahlung Cooling
Bremsstrahlung cools the electron gas by converting electron energy into radiation, which
is assumed to escape from the gas in an optically thin model.
Bremsstrahlung Cooling Rate = 1.42 x 10-27v 2nen i
Here zi is the ion charge.
Recombination Cooling
Recombination (radiative and dielectronic) cools the electron gas by removing energetic
electrons. It is assumed (somewhat inaccurately) that each recombining electron gives up
3/2kBTe of energy. Kallman and McCray (1982) roughly estimate that dielectronic recom-
bination releases a photon with energy approximately equal to that of the lowest resonance
line of the recombining ion, but if we assume that photon escapes the thin absorber there
is no need to account for it.
Recombination Cooling Rate = nine kBTe(orr + adr)
Here kB is Boltzmann's constant.
Collisional Excitation Cooling
Electrons colliding with atoms can excite electrons which then emit photons as they decay
to ground. The photons are assumed to escape the single-zone gas, effectively transferring
energy away from the electron gas.
This is a complicated calculation. We have used the approximation of Kato (1976)
Equation (3) along with the line list of Verner et al. (1996).
Compton Heating and Cooling
Compton processes include heating by photons scattering off the electrons (including the
Klein-Nishina correction to lowest order) as well as cooling by hot electrons transferring
energy to photons.
Net Compton Heating = ce f 5 m2 JEdE- 4kBTe f JEd
Here rT is the Thomson cross section, me is the electron mass, and c is the speed of
light.
2.2 Additional Complexity
The photoionization model described in §2.1 is obviously a complex calculation heavily
dependent on atomic data and theoretical descriptions of processes such as Compton scat-
tering. Such models are generally believed to be appropriate descriptions of WA physics.
However, there are several qualifications that should be kept in mind when using these
models. We briefly describe them in this section.
Photoionization models assume that the gas is in an equilibrium state where heating and
cooling processes are balanced. It is assumed that heating and cooling time scales are short
enough that equilibrium can be maintained as the physical properties of the gas change. If
the gas is able to change its physical structure faster than it can equilibrate, for example,
typical photoionization models will not apply. AGN X-ray continua frequently vary in both
shape and amplitude on very short time scales, and absorbing structures could be thicker
than a few light seconds, so continuum variation could easily result in a non-equilibrium
state. Due to such issues, we believe that time-varying photoionization models (which also
account for WA structure) should also be developed and studied.
Existing photoionization models assume that the absorber is optically thin. This is evi-
dent from the form of the ionization parameter ( oc Lion/r 2, which assumes that dilution of
the ionizing continuum is solely geometric. In reality, the continuum will scatter backwards
and in non-radial directions. Some continuum transfer can be handled assuming a simple
geometry (e.g., spherical or slab) for the absorber, but more realistic absorber geometries
cannot be treated by current codes. Emission line photons will also tend to scatter and
be re-absorbed due to the high optical depth in lines. Codes such as XSTAR calculate a
probability that a line photon emitted inside the absorber will escape the absorber. This
probability is used to determine an emission spectrum and continuum evolution in line
wavelength regions.
Line radiation from lower electron levels is treatable with sufficient computing power.
Codes construct a matrix of all treated level transition rates and solve that matrix to
determine an equilibrium condition. Only a finite number of electron levels can be treated
this way. Ions have an infinite number of electron levels which cannot be handled directly.
Codes commonly group the upper electron levels into "superlevels," which represent an
infinite sum of upper levels. Given that a large number of lower levels can be treated with
existing codes, this is probably not a bad approximation.
2.3 The Typical Warm Absorber
Observations have found that WAs can generally be found in complex configurations. The
X-ray and UV absorbers naturally exhibit different ionization levels. Even the X-ray WA
alone can contain lines from several different levels of ionization. For example, the WA of
NGC 3783 (Kaspi et al. 2002) shows lines from FeXXV, NeIX, and NVI. No single ionization
stage can produce significant ionization fractions of these three ions. It is common to see
absorption lines from H- and He-like Ne, Mg, and Si. (These lines lie in the region of
maximal Chandra MEG response.) Lines from O, S, Fe, and even Ca may also be present.
Other lines may be detected, such as the inner-shell lines described in Behar and Netzer(2002).
Absorbers may also be detected by the combined effect of photoionization edges from
all the ions present in the absorber. Unlike lines, these edges leave a broadband imprint
(typically) in a soft X-ray spectrum. Several studies with XMM-Newton have claimed to
find edge structures from multiple absorbers, such as for MR 2251-178 (Kaspi et al. 2004).
The edges are typically smeared together and complicated by resonance structure, so even
with high resolution, it is difficult to distinguish edge features from individual ions.
Absorption systems can frequently be found at multiple velocity shifts. A typical outflow
velocity is several hundred km s- 1. These lower velocity outflows may be accompanied by
higher velocity outflows such as ones at -1300 km s- 1 in NGC 3783 (Kaspi et al. 2002),
or -2000 km s- 1 in MCG -6-30-15 (Sako et al. 2003; Young et al. 2005). A handful of
sources have also shown evidence for highly-ionized, high-velocity outflows. These absorbing
outflows, if real, are frequently detected as FeXXVI lines with "edge-like" shapes flowing
outward at about 5-40% of the speed of light. Some example galaxies for which such outflows
have been detected are PG 1115+080 (Chartas et al. 2003), APM 08279+5255 (Chartas
et al. 2002), and MR 2251-178 (Gibson et al. 2005).
Blustin et al. (2004) have compiled a set of WA measurements from 14 AGN which have
been recently observed. They find equivalent hydrogen column densities generally in the
range of 21 < loglo(NH) < 22 for Type 1 AGN, with a few instances at higher NH. Values
of ( are widely distributed in the range 0 < loglo(() < 3 with two outliers loglo(() = 3.4, 3.7
in highly-ionized, high-velocity outflow systems.
2.4 Analytical Models of WA's
In some cases, we can directly measure absorber characteristics, such as ionization level. In
other cases, we can analytically derive absorber characteristics with a high degree of con-
fidence in the result. For cases where estimates must be made, researchers have developed
a set of analytical approximations used to measure WA characteristics based on observable
quantities. We emphasize that these are approximations, frequently based on assumptions
of spherical geometry and homogeneity which we know to be untrue. Many of these approx-
imations have been tabulated by Krolik (1999) and Blustin et al. (2004). In this section, we
list some estimates of WA properties which may be calculated from observable quantities.
2.4.1 Column Density
The column density of a specific ion is simply defined as
Ni r ni(r)dr, (2.3)
where ni(r) is the ion number density at radius r, and the absorber extends from ro to
rl along the line of sight. In general, the density is a complicated function of radius,
even when the absorber is not strongly clumped. Given that the absorber thickness Ar is
believed to be much smaller than its distant from the continuum source, the approximation
Ni = (ni)Ar is frequently used, assuming some average density (ni). Column densities are
frequently expressed in terms of the "equivalent hydrogen density," NH, which is calculated
by using the sum of the densities for neutral and ionized hydrogen. Converting between
an individual ion column density and NH requires assuming elemental abundances for the
given ion, which are usually assumed to be the same as solar abundances (e.g, Anders and
Grevesse 1989). NH is therefore the number of neutral or ionized hydrogen atoms expected
to be intersected by a radial beam of area 1 cm2
There are two commonly used methods of calculating NH. The first method is to fit
a spectrum with a model of a photoionized absorber. Such a model fit actually measures
individual ion column densities by fitting absorption lines and also the overall combined
shape of photoionization edges. NH is therefore dependent on the fit value of ( and also
assumed element abundances.
NH can also be determined analytically from a measurement of the equivalent width
(EW) of a single line. Assuming the intrinsic line shape is Gaussian, and assuming a line
velocity dispersion (which can be measured directly if the line is resolved), the EW can be
uniquely associated with an ionic column density (Spitzer 1978). This works best on the
"linear part of the curve of growth," where the EW is proportional to the column density.
For larger column densities, absorbing atoms begin to radially screen each other, so that the
EW nearly "flattens" as a function of column density. Unfortunately, many Chandra line
measurements fall in this "flat part of the curve of growth" where lines do not respond as
sensitively to column density. Still, ionic column densities are in principle calculable from
measured data. As with the model-fitting method, an ionization fraction and elemental
abundance must be assumed to convert from an ion column density to NH.
2.4.2 Temperature
Thermal effects in an absorber at temperature T made of particles of mass m produce a
Gaussian line of full width at half maximum (FWHM) 2.35a, where a = /kT/m. For
typical temperatures of photoionized plasmas, these velocity dispersions are relatively low.
At T = 105, a _ 30 km s- 1. This is well below the typical resolution of the Chandra HETG.
Nonetheless, observers often detect resolved lines in HETG spectra, with widths well over
100 km s- 1. These lines are apparently not broadened by purely thermal effects.
Temperatures can be estimated in one of two ways. Firstly, photoionization models
require (through the assumptions used to generate them) a single temperature for each
value of the ionization parameter (. (The ionization parameter E is different from ( and
may take multiple values of T.) Thus, under the assumption of equilibrium, determining the
ionization level is equivalent to determining a gas temperature. Secondly, plasma diagnostics
on He-like emission line triplets may be used as described in Porquet and Dubau (2000)
to constrain temperatures (and densities) in the absorbing and emitting material. This
requires both a good measurement of the triplet line profiles (which is difficult for AGN)
and the assumption that emitting and absorbing material are in the same physical state
(which is probably unreasonable for AGN). The process is described in more detail in §2.4.4.
Temperatures may be measured directly using other methods, but these methods are
not commonly successful for X-ray observations. Ionized gases emit bremsstrahlung spectra
characteristic of the gas temperature, but these have not been isolated in AGN spectra.
Electrons recombining into the high number of upper levels in an ion will produce "radiative
recombination continuum" (RRC) features in an X-ray spectrum which can be used to
measure the electron temperature (e.g., Ogle et al. 2003; Liedahl 1999).
2.4.3 Time Scales
Although observing constraints make it difficult to obtain good measurements of variability
data, such measurements can be very useful for determining properties of the photoionized
material. We describe here a few important time scales important for photoionized gas.
Ionization Time Scale
For highly-ionized material, ionization levels are primarily driven by photoionization (PI)
rates in and out, collisional ionization (CI) rates in and out, and radiative recombination
rates (RR) in and out. The rate dni/dt of number density change of a particular ion i is
the sum of these rates. We estimate the ionization time scale as
rion( n) dndt (2.4)Idni/dtI
ni
= (2.5)
IPlin - Plout + Clin - Clout + RRin - RRoutl'
where ( is the ionization parameter, n is the total gas number density, ni is the number
density of the ion in question, and t is time.
This calculation seems straightforward, but there is a catch. Single-zone photoioniza-
tion models calculate ionization balances and gas temperatures under the assumption of
equilibrium, so that the denominator of equation (2.5) will be zero. The definition of the
ionization time scale is an artificial estimate that becomes singular in the case of equilib-
rium. (In equilibrium, the ionization levels do not change, so the time scale is infinite.) To
solve this problem, researchers typically perturb the gas characteristics from equilibrium
slightly and estimate time scales from a sample of these near-equilibrium states. Krolik
(2002) notes that photoionization and radiative recombination terms typically dominate
the equation, so rough estimates can actually be computed rather simply. Depending on
the ionizing continuum and especially the gas density, these times can vary widely.
Flow Time Scale
The flow time scale is an estimate of how much time is required to see significant changes
in the gas due to radial velocity Vr. It depends on the gas radius r:
Tflo =- r/v,. (2.6)
A flow at r = 1017 cm moving at 1000 km s- 1 has a flow time scale of 109 sec, or about
30 years. If the flow time scale can be measured, it can be used to estimate the WA location
and therefore discriminate between unification models.
Cooling Time Scale
The cooling time scale is the the time over which a gas at temperature T can lose significant
amounts of heat, allowing it to cool to the equilibrium temperature. It is given in terms of
the electron density ne and the cooling rate A as:
3kBT
Tcool - . (2.7)
neA
In practice, A depends on the state of the gas.
Gas cools very efficiently through line emission. When gas is not highly ionized, the
cooling time scale can be shorter than the ionization time scale. At high ionization levels,
the situation is reversed (Krolik 1999).
2.4.4 Number Density
There are several methods of estimating the number density of ionized material. Each has
its own limitations, and some are very rough approximations. As a result, the number
density of WAs remains unknown.
Ionization Time Scales
Ionization time scales, described in §2.4.3, depend sensitively on the number density of
the ionized material. Recombination and collisional processes depend on the square of the
density, while photoionization involves one factor of particle density and one factor of the
photon density. Detections of variation on a certain time scale allow for lower limits on the
number density; at lower densities, the material wouldn't be able to respond to ionization
changes coherently in the measured time.
"Triplet" Ratios
With high-resolution X-ray spectroscopy, it has become possible to measure "triplet" emis-
sion lines from n = 2 to n = 1 transitions of He-like ions. There are actually four lines in
the triplet, but higher resolutions are required to distinguish two of them. The lines are:
resonance (1P1 -+' So), intercombination (3 P2 ,3 P1 -1 So), and forbidden (3S1 - 3 So).
The 3S1 state is metastable; spontaneous transitions to ground are "forbidden," which
merely means they occur more slowly than "allowed" transitions. In a dense gas, collisional
excitation 3S1 -+ 3P0_2 can easily occur before a spontanous decay. In an ionized gas,
the 1P1 and 3PO-2 levels are populated by radiative cascades driven by recombination and
collisional excitation processes, which are temperature-dependent.
Important information can be obtained from two population ratios which can be mea-
sured for the emitting material by comparing the appropriate triplet line strengths. The
first ratio is a temperature diagnostic. The combined intercombination and forbidden line
strength removes any density dependence in the 3S, -+ 3P0_2 transition. Compared to the
resonance line strength, this ratio gives an estimate of the emitting gas temperature which
controls how important collisional excitation processes (which preferentially populate the
1P1 level) are. The ratio of forbidden line to intercombination line strengths is an indica-
tion of how quickly collisional processes are depleting the 3S1 level by exciting electrons to
3Po- 2 . This is an indicatore of the electron density.
Detailed calculations of these line ratios as a function of temperature and density have
been performed by Porquet and Dubau (2000). In practice, using these diagnostics is
complicated by our inability to measure all the triplet lines due to an insufficient number of
photons or due to confusion with other atomic processes in the line region. The resonance
line frequently shows up in absorption, making it difficult to know how many photons were
originally present in emission.
Ionization Parameter
The ionization parameter ( = Lion/nr2 can be used to estimate the number density n if an
independent measure of the radius r from the continuum source is available. This is not
typically the case, unfortunately. The use of this method is also subject to the caveats for
modeling photoionized gases described in Chapter 1. For a continuum emitter with ionizing
luminosity Lion = 1044 ergs s- 1 and a gas at distance r = 1018 cm with ( = 100, we estimate
n = 106 cm - 3 . If we use a smaller radius r = 1016 cm, we find n = 1010 cm - 3 .
Column Density
We discussed methods of determining the absorber column density in §2.4.1. The particle
density can be estimated by n = NWAAr, where NWA is the WA column density (for all
particles) and Ar is the extent of the WA along the line of sight. This approximation is
rather unreliable, as absorbers are actually found to be highly structured along the line
of sight, and it is in any case difficult to determine Ar, though a rough approximation is
frequently used that Ar s r.
2.4.5 Mass and Energy Outflow Rates
Mass outflow rates may be estimated assuming the outflow is a section of a sphere subtending
Q/47r sr which expands at constant ionization parameter ( (i.e., the number density n oc
r-2).
MI = 4rr2vn m p (2.8)0.7 4r
47Lionv mp (
0 .7 4(r'
where mp is the proton mass, the ratio mp/0.7 is the approximate mass per particle of a
gas with solar abundances, and v is the outflow velocity. The kinetic energy outflow is then
1/2Mv 2.
In several cases, it appears that WA mass outflows are comparable to or larger than the
accretion rates, although the kinetic energy outflows are comparatively small (Blustin et al.
2004).
2.4.6 Launching Radius
If a blob of material starting at rest is accelerated by radiation pressure in the gravitational
field of the central black hole (BH), we may estimate the blob velocity v according to an
energy balance equation. The change in kinetic energy of the absorbing blob is equal to
the change in (gravitational) potential energy plus the amount of energy imparted to the
absorber through momentum transfer from the radiation.
The energy imparted is the integral of the radiation force over the distance traveled.
For Thomson scattering of a continuum with luminosity L, a blob of material at radius r
covering solid angle Q/47r receives energy
S 4rr 2 c Ly dr, (2.10)In 47rr2c 4r '
where aT is the Thomson scattering cross section. Simulations have shown that photon
scattering in atomic line regions is more effective at transferring energy than Thomson
scattering for material which is not highly ionized. Previous studies have estimated the
ratio of energy transfer from line scattering compared to Thomson scattering, allowing for
an estimation of the total energy imparted from scattering (e.g., Arav et al. 1994; Laor and
Brandt 2002).
Chartas et al. (2002) used an energy balance equation (with some mathematical ap-
proximations) to estimate the launching radius of a high-velocity wind in the quasar APM
08729+5255. Assuming the wind was launched from a radius of 2 x 1017 cm, Chartas et al.
(2002) concluded that the high-velocity wind detected in their spectrum reached terminal
velocity rapidly and thus was very near the launching point (or else it would have recom-
bined to lower ionization levels as it moved rapidly outward). If a terminal velocity can be
estimated, the energy balance equation can also be used to estimate the launching radius.
2.4.7 Solid Angle
Sometimes referred to as the "covering fraction" or the "global covering fraction," this is a
measure of the solid angle subtended by the WA, from the point of view of the central source.
This can be estimated by comparing the emission line strength to absorption line strength
for a single line (in the case of a P-Signi profile) or for a pair of lines with predictable atomic
properties. This sort of calculation is not frequently performed because of the difficulty of
measuring the necessary line strengths in X-ray spectra of AGN. However, we did use a
calculation of this form with triplet line ratios in the case of MR 2251-178, discussed later
in this thesis (Gibson et al. 2005).
2.4.8 Volume Filling Factor
The volume filling factor is an estimate of the fraction of space which is filled by the WA.
A smooth, space-filling WA would have a filling factor of 1. A very clumpy WA would have
a much smaller volume filling factor. The filling factor at a specific location is estimated by
fv -n) (2.11)n
where (n) is the number density n averaged over space (e.g., Blustin et al. 2004).
2.4.9 Radius
Essential to most of the estimates of WA properties, the radius r of the WA from the central
source is unfortunately difficult to determine. This is because radius is typically degenerate
with the number density n, as in the ionization parameter formula r = VLion/nr. An
absorber at ( = 100 with n = 106 cm - 3 would be r = 1018 cm distant from an ionizing
luminosity Lion = 1044 ergs s - 1. If the density is n = 1010 cm - 3 , the distance is r = 1016
cm. This calculation is complicated further if we do not have simultaneous observations of
the UV and X-ray continuum, both of which contribute to Lion-
An upper limit on the WA location can be estimated in the following way (e.g., Blustin
et al. 2004). Starting with the column density N in terms of the mean number density (n)
and the volume filling factor f, (§2.4.8), we have N ( n)Ar n fAr. Then using the
definition of the ionization parameter (,
N ofAr r (2.12)
Ar ýrN
.(2.13)
r Lionf 
(2.13)
Our rough approximation assumes that r is chosen near the midpoint of the WA at a
location representative of the average WA properties. Then we have the constraint that
Ar/r < 1 and hence
r < Lionfv (2.14)
-N
For Lion = 1044 ergs S- 1 , f, = 1, ( = 100, and N = 1022 cm- 2 , we have r < 1020. Upper
limits derived in this way usually do not strongly constrain the absorber location.
2.4.10 Mass
If we assume an absorber mass density of p s 1.2mpn, where mp is the proton mass, and a
column density N e nAr, we can estimate the mass, MWA, of WA material subtending an
angle O/47r.
MWA ; 47r 2pAr- (2.15)47r
; 1.2mpnr 2ArQ (2.16)
; 1.2mpNr2n2. (2.17)
Assuming O z 1.6, Blustin et al. (2004) estimated Seyfert WA masses of about 80 Mg .
Compared to the rather large estimated outflow masses seen in WAs, this indicates that
either the WA is transient or that material is frequently added to it.
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Figure 2-1: XSTAR WA transmission model with ( fixed at 10 erg cm s- 1. Column
densities are 1020 (black), 1021 (red), 1022 (green), 1023 (dark blue), 1024 (light blue)
cm - 2 . Theoretical locations of edges of H-like, He-like, and neutral ions are indicated, with
the latter in red.
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Figure 2-2: XSTAR WA transmission model with NH fixed at 1023 cm- 2 . Values of E
shown are 100 (black), 101 (red), 102 (green), 103 (dark blue), 104 (light blue) erg cm s- 1.
Theoretical locations of edges of H-like, He-like, and neutral ions are indicated, with the
latter in red.
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Figure 2-3: A sample plot of ionization fractions for neon produced with the photoion-
ization modeling code described in this chapter. The He-like state (the third curve from
the right) is very prominent and broad due to the strong UV component in the continuum.
Chapter 3
The History of Warm Absorbers
For over three decades now, researchers have been numerically modeling the ionization levels
(and hence the absorption properties) of photoionized gas (e.g., Tarter et al. 1969; Kallman
and McCray 1982). In 1984, it was proposed that variations in X-ray spectra of distant
AGN were caused by an intrinsic, photoionized absorber. Since that time, high-resolution
spectroscopy has revealed (often complex) systems of absorption lines and edges in many
AGN. In this chapter, we discuss the history of spectroscopic observations of WAs in AGN.
We include a discussion of important research questions which are closely related to the
WA, such as the relation between the X-ray and UV absorbers and the possible presence
of dust in the WA. We conclude with a brief summary of recent studies of two AGN which
have strong, well-studied absorption systems: MCG -6-30-15 and NGC 3783. Throughout
this chapter, we pay special attention to variability studies of AGN spectra.
3.1 MR 2251-178: The First Warm Absorber Discovered
MR 2251-178, at z = 0.06398 (Bergeron et al. 1983; Canizares et al. 1978), i.e., cz , 19, 200
km s- 1, was discovered as an X-ray source by the Ariel V all-sky survey (Cooke, B. A.,
et al. 1978). It was the second quasar known to be an X-ray emitter, and the first to be
identified from X-ray observations (Ricker et al. 1978).
Jules P. Halpern fit two Einstein monitor proportional count (MPC) spectra with an
absorbed power law (Halpern 1984):
dN = AE-(a+1) exp(-a(E)NH) photons cm-2 s- 1 keV - 1,dE
where N is the number of photons emitted, E is the photon energy, A is the "power law
normalization" fit parameter, a is the "spectral index" fit parameter, NH is the "equivalent
neutral hydrogen column density" fit parameter, and a(E) is an integrated cross-section per
hydrogen atom (Brown and Gould 1970). He found that the equivalent hydrogen column
density, NH, increased significantly from an upper limit of 5 x 1021 to (2.3 ± 1.2) x 1022
cm - 2 between the two observations, taken on 1979 June 1 and 1980 May 19, respectively.
The spectral indices of the power law fits, 0.52 + 0.17 and 0.72 ± 0.30, had not changed
significantly, though the error bars on the measurements were admittedly large. Further
analysis of the Einstein high resolution imager (HRI) count rates showed that the number
of low energy (0.1-3 keV) counts was much higher in the 1980 observation than would be
expected from extrapolation of the power law fit with neutral absorption. Even though the
HRI could not spectrally resolve the absorbed region, the number of counts in the entire
0.1-3 keV range was inconsistent with predictions of a neutral absorption model.
It was apparent that some form of absorption was responsible for the changes between
the 1979 and 1980 spectra. In order to explain the complexity of the 1980 MPC and HRI
spectra, Halpern considered two types of absorbers, which he called "cold" (neutral) and
"warm" (ionized). The second option was favored because it naturally explained the relative
transparency in the 1980 spectrum in (at least part of) the HRI bandpass. Low-energy
opacity is due to L (and higher) shell electrons of abundant ions and to K shell electrons
of ions with atomic numbers less than 8 (that of oxygen). In a gas which was ionized to
the level where only H- and He-like oxygen survived, the gas would be largely transparent
below 0.7 keV. Halpern used an early photoionization model (Halpern and Grindlay 1980;
Halpern 1982) to fit the MR 2251-178 data and derived rudimentary constraints on the
absorber temperature and radial distance from the continuum source. Although the electron
temperature suggested by the fit, about 105 K, may seem relatively high, Halpern noted
that it is actually "much cooler than a thermal plasma of similar ionization level," hence
he described the absorber as "warm" rather than "hot."
3.2 Other Warm Absorbers
Warm absorbers (WAs) have since been invoked to explain the spectral charactistics of
several well-studied galaxies.
Similarly to the spectrum of MR 2251-178, the soft X-ray spectrum of NGC 4151 showed
evidence of absorption below 2 keV with a "soft excess" at lower energies. The absorption
in NGC 4151 was initially interpreted in terms of a partial covering model in which a large
column (- 6 x 1022 cm - 2) of cold gas covered about 90% of the continuum source, with
the remaining 10% being relatively unobscured (Holt et al. 1980). This could arise, e.g., if
the absorbing column were due to a small number (typically about two) of clouds moving
randomly across the line of sight during an observation. Poisson fluctuations in the number
of obscuring clouds would then account for the 10% leakage of soft flux.
However, (Yaqoob et al. 1989) analyzed 24 EXOSAT observations of NGC 4151 and
found no evidence for a correlation between the cloud covering fraction and the absorber
effective column density. They did, however, find a correlation between the effective ab-
sorbing column and the level of continuum flux in partial covering model fits. They pointed
out that the soft excess could be explained by a warm absorber model in which ionization
levels are high enough that edge cross sections do not significantly obscure soft X-rays, as
Halpern had suggested earlier. Fixing the column density and spectral index to reasonable
values, they found acceptable warm absorber fits to approximately 70% of the observations,
and noted that allowing the column density and spectral index to vary would have improved
their fit results.
In an early variability study, Nandra et al. (1990) broke a 3 day Ginga observation
of the bright and highly variable active galactic nucleus (AGN) MCG-6-30-15 into seven
consecutive segments of various sizes. They fit each spectrum separately with a WA model,
finding that the level of ionization (as quantified by the "ionization parameter," discussed in
Chapter 2) was strongly correlated with the flux level. However, the photon number index
F and absorption column density NH were assumed to be constant across all the fits. As
later studies have shown that the continuum level and even shape can change even on intra-
observation time scales, this assumption may have resulted in inaccurate fits. Nandra et al.
(1990) demonstrated that a WA model produced a significant improvement in the spectral fit
over a simple powerlaw, and also that the spectrum of MCG-6-30-15 was variable, indicating
that fits to the single integrated spectrum would result in an oversimplified description of
the WA.
Attempts to characterize absorber variability with simplified models have been contro-
versial. In the case of MR 2251-178, Pan et al. (1990) fit 15 EXOSAT observations with a
WA model and concluded that the absorption column density decreased as flux increased.
However, Pan et al. (1990) performed their fits with the power law spectral index set to a
single value, assumed to represent an average for all the spectra. Walter and Courvoisier
(1992) responded that it was unreasonable to assume a single value for all the power law
indices; in fact, the data required otherwise. They found that a varying power law with a
constant column density cold absorber were sufficient to satisfy the data. Adding to the list
of interpretations, Mineo and Stewart (1993) fit a photoionized gas model against multiple
spectra, finding that the gas column density remained roughly constant, while the ionization
parameter varied.
NGC 5548 was another AGN which showed early evidence for a WA. Although Nandra
et al. (1991) focused primarily on modeling the reflection component of Ginga and EXOSAT
spectra in their paper, they found that their models of reflection from cold material required
varying column densities in their fits. Because the largest columns were required in the
lowest flux states, they surmised that they were not observing column density variation
after all, but were instead observing ionization level variation in a warm absorber of some
substantial (but essentially constant) column density. Their final model was a composite of
both reflection and ionized absorption.
The nearby Seyfert 1 galaxy MCG-6-30-15 has been a source of much study, in part due
to its brightness and variability. An ionized oxygen edge was detected from Rosat PSPC
data by Nandra and Pounds (1992). The rest-frame energy of the edge was 0.825±0.017
keV, much higher than expected for neutral oxygen, but feasibly due to a blend of O VII and
O VIII, which have edge energies of 0.739 and 0.871 keV, respectively. Assuming previous
variation in the column density seen with Ginga was due to ionization changes over a time
span < 9 months, an upper limit on the ionization time scale allowed the authors to derive
a lower limit on the absorber density and an estimate of the absorber distance r ; NH/n
from the continuum source, where n is the approximate gas density. The authors found
that r < 2 pc, indicating that the WA lay quite close to the continuum source.
Subsequent ASCA observations confirmed the presence of a strong edge at about 0.73
keV, consistent with an O VII edge (Fabian et al. 1994). The column density of the edge
apparently varied between the two ASCA observations reported, taken approximately one
month apart. Fits with photoionization models found loglo(NH) to vary from 21.8 ± 0.1 to
22.13 ± 0.02. Though the cause of the variation remained unknown; Fabian et al. (1994) in-
terpreted the observed correlation between column density and ionization parameter as
an indication that material changes were occuring in the observer, rather than simple
luminosity-driven changes in ionization level.
The change in column density in the MCG-6-30-15 WA merited another look. Reynolds
et al. (1995) re-analyzed the ASCA observations used by Fabian et al. (1994) to search
for WA variability with time in more detail. They confirmed the findings of Fabian et al.
(1994), finding that the WA column density indeed doubled over three weeks. The ionization
parameter ( appeared to increase despite a significant decrease in ionizing luminosity. They
split the observations further into shorter sections (of about 2 ks each) and fit the pieces
with WA models. They were able to rule out the baseline hypothesis that NH and the
power law photon index F remained fixed while ( varied proportionally to the ionizing
flux. Defining the hardness ratio R(xl, yl; X2, Y2) C(x1, y1)/CQ( 2, y2), where C(x, y) is
the number (or rate) of counts between x and y keV, they found R(2.5, 5; 0.4, 0.6) remained
roughly constant while R(2.5, 5; 0.7, 1.3) increased during one portion of the observation.
This was attributed to changes in the WA, predominantly due to deepening of the O VIII
edge. The O VII edge may also have increased in depth. The O VIII edge depth increase was
associated with the previously-discovered doubling of NH required by WA models. Reynolds
et al. (1995) raised the possibility that inhomogeneities in the WA material and some
degree of spatial extension of the continuum source could result in multiple lines of sight
through the WA being observed in one integrated spectrum. In this case, recombination and
photoionization time scale arguments based on a single-zone WA would be misleading. They
also considered the possibility that the spectrum could be complicated by stratification (i.e.,
varying properties with radius) in the WA or that photoionization equilibrium models were
an oversimplification of the absorber. They tentatively suggested that the edge variation
was due to the passage of a warm cloud across the line of sight. Velocity arguments indicated
that the cloud would be located in the broad line region (BLR).
A follow-up four-day observation of MCG-6-30-15 with ASCA by Otani et al. (1996)
elaborated on the results and suggestions of Reynolds et al. (1995). They divided the
observation into 17 pieces, each about 10 ks long. They found that the depth of the O VII
edge remained roughly constant while the O VIII edge depth 7 varied approximately as C - 1,
where C is the instrumental count rate. This result, together with an apparent velocity
difference between the two edges, supported the claim that WAs from two distinct absorbing
regions were present in the line of sight. They claimed that the observed variation time
scale of about 10, 000 s placed the O VIII absorber in the BLR with a small volume filling
factor (AR/R < 0.003), a density n > 2 x 107 cm - 3 , and a pressure nT > 2 x 1013
cm - 3 K, similar to estimates of the BLR pressure. The O VII absorber, they claimed, was
significantly farther out and more volume-filling, possibly associated with a torus wind.
They noted that the failure of the O VII edge to vary with luminosity was mysterious in
this model, though we note that the possibility of multiple (deflected) lines of sight through
the WA raised by Reynolds et al. (1995) allows for seeing both absorbing systems without
requiring that the inner system shield the outer system. Later studies showed that the
feature attributed to the O VII edge had a more complicated structure than previously
thought. Lee et al. (2001) found that the feature was actually composed of L shell edges of
Fe combined with O VII absorption lines.
Ten years after its "discovery", observers were searching for the WA in samples of data.
The Ginga LAC detector was sensitive to absorbing columns above a few x 1021 cm - 2. In
a sample of 60 Ginga spectra of 27 Seyfert galaxies, Nandra and Pounds (1994) claimed
that about half of the galaxies showed significant (confidence > 90%) improvement in their
continuum fits when a WA model was added.
A survey of the ASCA spectra of 24 Seyfert 1 AGN supported the claim: half of the
objects in the survey showed K-shell absorption edges from O VII and/or O VIII (Reynolds
1997). Including the two oxygen edges produced an improvement in the continuum fit at
a 99% confidence level for 12 out of the 24 objects. The hardness ratio R(2.5, 5; 0.7, 1.3)
was found to vary (i.e., not constant at 90% confidence) for two sources: MCG-6-30-15
and NGC 3227. Reynolds (1997) also pointed out that rough calculations suggested that
the WA mass outflow rate "greatly exceeds the accretion rate within Seyfert galaxies,"
and argued that rapid variability of the WA implied that some component of the WA was
within - 1017 cm of the central source. A similar study by George et al. (1998) of 23 ASCA
observations of 18 objects found that more than half (13/18) of the objects contained a
significant WA column. They further claimed that partial covering with a warm absorber
improved several fits, and that including a model of emission from the ionized material also
produced significant fit improvements.
Blustin et al. (2004) recently conducted a survey of WAs using published data in recent
literature. Their paper contains a good summary of the approximations used to estimate
absorber properties such as mass outflow rate and distance from the continuum source. We
have discussed their results for WA properties in Chapter 2. They raise the interesting
possibility that WAs come in two varieties - one at parsec-scale distances, and the other
at distances compatible with a disk wind. Thus it may be that both the evaporating torus
(Krolik and Kriss 2001) and disk wind (Elvis 2000) models are correct. Blustin et al.
(2004) claimed that Seyferts tend to harbor the more distant (parsec-scale) WAs, while
quasars show high-velocity winds launched from much smaller radii. Interestingly, they
cited MR 2251-178 as a quasar which broke the pattern, as it did not contain a high-
velocity outflow. Although recent flux levels of MR 2251-178 seemed to have fallen below
the quasar threshhold, we did detect a high-velocity outflow in the 2002 Chandra HETG
observation of MR 2251-178 (Gibson et al. 2005)!
3.3 The UV Absorber
Given that the Seyfert galaxy NGC 4151 was known to host an X-ray absorber with a large
absorbing column, (Bromage et al. 1985) decided to search for UV absorption lines in that
same galaxy using the IUE satellite. The search was successful: many line features were
detected. The lines also exhibited variability. Equivalent widths of highly-ionized species
(such as N V) were correlated with the non-thermal continuum flux (around 2500 A), but
were less correlated with the continuum at 1455 A. The authors suggested that this was
because the 2500 A continuum region was associated with the source of ionizing ("seed")
photons in the nucleus, while the 1455 A continuum was diluted by other continuum com-
ponents. On the other hand, several low-ionization species, while correlated in equivalent
width among themselves, showed evidence of anti-correlation with the continuum. The
velocity spread parameter b did not appear to change noticeably, leading the authors to
conclude that absorption line variation was largely due to changes in column density of
absorbing ions along the line of sight.
The IUE satellite observed hundreds of AGN and found UV absorption lines in several
of them. Ulrich (1988) analyzed these spectra and found that these lines appeared in
fewer than 10% of the Seyfert galaxies observed with IUE. When present, the lines were
blueshifted with respect to emission lines at velocities up to -2500 km s-1.The equivalent
width of C IV absorption suggested column densities NH > 1019 cm - 2 . Although the data
at that time supported no significant correlation between UV and X-ray absorption, the
author noted that such a correlation "would not be surprising," since gas at the predicted
temperatures of 104 - 105 K could produce lines in both the UV and X-rays.
A few years later, Mathur et al. (1994) used quasi-simultaneous HST and ROSAT ob-
servations of the UV and X-ray spectra of 3C 351 to claim that a link between the UV and
X-ray absorbers had been detected. They employed photoionization models to simultane-
ously fit four UV lines (O VI, C IV, N V, and Lya) and the X-ray continuum (constraining
the ionization parameter and column density). The absorber fits for both regions were in
agreement, leading the authors to conclude that "the X-ray and UV absorbers are one and
the same." They noted that the quality of the fit depended strongly on the underlying
continuum used. In this case, the continuum of 3C 351 had been constrained in the opti-
cal, infrared, and radio with previous observations, giving the authors confidence that their
continuum model was correct. They further noted that UV absorption troughs extended
through emission lines down into the continuum level, suggesting that both the continuum
region and the line emission region (presumed to be the BELR) were at least partially cov-
ered by the absorber. They claimed that variations in equivalent widths of UV and X-ray
lines need not be correlated as the lines were on the flat part of the curve of growth, so
that changes in column density would have minimal impact on equivalent widths. They
suggested that previous analyses of AGN with both UV and X-ray absorbers had mistak-
enly assumed that the absence of Mg II absorption was due to a small absorbing column
rather than to high ionization levels, and also that previous instruments (e.g., IUE) had
been unable to detect the O VI absorption that indicated a bridge between lower and higher
ionization levels typically detected in the UV and X-rays, respectively. Equivalence of the
UV and X-Ray absorbers was also claimed for other AGN: 3C 212 (Mathur 1994), NGC
5548 (Mathur et al. 1995), and PG 1114+445 (Mathur et al. 1998).
However, further observations in bright, well-studied AGN found difficulties in equating
the UV and X-ray absorbers. The bright nearby AGN, NGC 4151, showed a consider-
able increase in both UV continuum levels and high-ionization absorption line strengths
over about 4 years (Kriss et al. 1995). Narrow emission cores of He II also increased sig-
nificantly. However, it was difficult to match the high-ionization lines to the high columns
simultaneously measured for low-ionization lines and neutral hydrogen. Multiple zones were
apparently required in the absorbing medium. The authors suggested that the absorbers
could be clumps of high-density material suspended in a medium of more highly-ionized gas
flowing away from the obscuring torus.
In other cases, one velocity component in the UV absorber could be related to the X-ray
WA. A 1999 FUSE observation of Mrk 509 showed seven distinct kinematic components,
one of which had the same ionization state and column density as the gas producing O VII
and O VIII edges in X-ray spectra (Kriss et al. 2000). The ionization levels and column
densities of the other components indicated little or no connection to the X-ray absorber.
The authors suggested that the component with the highest outflow velocity could be far
from the central source and associated with narrow emission line region (NELR) material.
Studies of the well-known variable AGN NGC 3516 came to similar conclusions. One
study with Astro-2 on the space shuttle Endeavor found that broad emission line ratios
could not be acceptably modeled with a single-zone photoionization model (Kriss et al.
1996). Large differences between the velocity spread parameter b of high-ionization lines
and neutral hydrogen and significantly different velocity shifts further argued against single-
zone models. Finally, single-zone models were unable to account for all the absorption lines
observed, while a multiple-zone model with column densities and ionization parameters
spanning three orders of magnitude was able to consistently model both the UV and X-
ray gas. An HST observation a few months later agreed with this result (Crenshaw et al.
1998). No significant variations were found in the equivalent widths or radial velocities of
absorption lines, but the C IV line was resolved for the first time into four distinct kinematic
components. Overall, the C IV optical depth was too large to correspond to the X-ray WA,
but it was possible that one of the individual components could be associated with the WA.
The improved resolution and signal/noise of HST enabled studies of larger samples of
AGN. It became obvious that the number of AGN with UV absorbers had been grossly
underestimated with IUE. In fact, it now appeard that more than 50% of Seyfert 1 galaxies
showed intrinsic UV absorption. Working with a sample of UV spectra from 17 Seyfert
1 AGN, Crenshaw et al. (1999) found that intrinsic UV absorption always includes high-
ionization lines (from such ions as C IV, N V) and also Lya. Of the 15 objects with near-UV
spectra, only NGC 4151 showed evidence for low-ionization Mg II absorption. The absorbers
were flowing outward at up to -2100 km s- 1 and, at high resolution, split into multiple
distinct kinematic components. As in previous studies, they found that the BLR was at
least partially occulted by the UV absorber. On average, UV absorbers typically covered at
least half the sky (unobscured by the Unified Model torus) as seen by the continuum source.
They exhibited a wide range of physical properties, particularly ionization parameter, both
from AGN to AGN and within the same AGN. Based on their relatively small sample, they
concluded that there appears to be a connection between UV and X-ray absorbers, though
they are not required to arise from the same material.
A recent FUSE survey has shown that, like X-ray absorbers, UV absorbers can be quite
complex (Kriss 2001). All objects that showed UV or X-ray absorption in previous studies
showed O VI absorption in the survey. Conversely, those objects showing O VI absorption in
the survey were very likely to also show absorption at longer UV wavelengths or in X-rays.
Half of the samples showed distinguishable blends in O VI absorption. A few showed single
(unblended) absorption lines, while others showed smooth blends with undistinguishable
velocity components. Line FWHM's were usually < 100 km s- 1, but generally spanned the
range 50 - 750 km s-1. Outflow velocities ranged from -200 to -4000 km s-1, with half
slower than -1000 km s-1.Kriss (2001) suggested that the UV absorbers may be clumps of
gas embedded in a more tenuous medium, the latter being responsible for X-ray absorption.
3.4 Dust in WAs
IRAS 13349+2438 is an infrared-bright, radio-quiet QSO with a high polarization percent-
age. Its large reddening was previously (Wills et al. 1992) thought to be produced when
the continuum light passed through a dusty inclined disk parallel to the host galaxy but
probably between the BLR and NLR, while the polarized light was scattered into our line
of sight from continuum light leaving through the polar regions of the galaxy. Using data
from ROSAT PSPC observations of IRAS 13349+2438, Brandt et al. (1996) argued that
the X-ray scatterers would probably be electrons, but the observed variability of the source
would require (through a causality argument) that the scattering region be very near to the
continuum source. Significant scattering would require the electrons to be very compact and
Thomson-thick, "a very atypical mirror." Additionally, the low absorbing column measured
assuming a cold absorber was quite small, inconsistent with the intrinsic column suggested
by the reddening. The authors suggested instead that a "dusty warm absorber," in which
dust was co-located with ionized absorbing gas, could explain the phenomena observed.
Photoionized gas could be at a temperature low enough that large dust grains would be
able to survive.
A discussion of the requirements for dust to survive in WA material was included in the
survey report of Reynolds (1997). Two conditions are required for dust survival. Firstly,
the absorber gas itself must be below the temperature at which sputtering will destroy dust,
typically about 106 K. This is easily accomplished for photoionized gas. Secondly, the dust
itself must be below the sublimation temperature (somewhat < 2000 K, depending on the
grain type involved). The dust and gas temperatures may be different. In particular, the
dust may be in equilibrium with the radiation field rather than the electron gas. If the dust
radiates as a blackbody, it can survive at distances beyond about 1017 cm from the central
source. The author found three classes of objects in the survey: unreddened objects with
small O VII edges, reddened objects with larger O VII edges, and a small number of objects
(NGC 3516 and NGC 3783) with little reddening but a large O VII edge. If associated
with the WA, the dusty region would necessarily reside in the outer absorber (assuming a
multizone absorber), since radiation would sublimate the dust at the high photoionization
levels of the inner absorber. The author conjectured that the dusty outer absorber could be
associated with the obscuring torus. In particular, since the dust was unlikely to condense
out of cooling hot material (as the dust would be unable to cool to temperatures lower
than the ionized gas temperature), it seems reasonable that the dusty absorber could be an
outflow from the surface of a cold torus undergoing radiative heating.
The search for dusty WAs continued. Komossa and Fink (1997a) raised the question
whether NGC 3227 contained a dusty WA, based on the reddening observed in the galaxy.
However, their photoionization models (which included the effects of dust) were unable
distinguish between a dusty and dust-free WA. Similar arguments were invoked by Ko-
mossa and Fink (1997b) in the case of NGC 3783 to explain broad line reddening and
X-ray variability. Komossa and Bade (1998) demonstrated that a dusty WA model could
successfully fit the X-ray spectrum of IRAS 17020+4544, a galaxy which had previously
been suggested to contain a dusty WA (Leighly et al. 1997). Fits of dusty WA models to
IRAS 13349+2438 produced perplexing results (Komossa and Breitschwerdt 1999; Siebert
et al. 1999). Dust-free WA models significantly outperformed dusty WA models in fits to
X-ray spectra (taken with ROSAT and ASCA), with the latter not even being statistically
acceptable in the ROSAT case. Yet the primary issue remained: how to explain significant
optical extinction without a corresponding warm absorption column? Siebert et al. (1999)
offered several possibilities: variability in the spectra between observations could affect the
optical and X-ray spectra differently, single-zone absorber models may be inadequate in this
case, and instrumental effects may also be significant.
Transmission through dust can produce a polarization signature on spectra, although
it is not conclusive evidence of the presence of dust; scattering by electrons or dust can
also polarize the spectrum. After detecting a WA in the ASCA X-ray spectrum of IRAS
17020+4544, Leighly et al. (1997) hypothesized that the spectrum would also show strong
polarization. Subsequent polarimetry supported that statement - the optical spectrum
showed a continuum polarization rising from 3% to 5% from about 7000 A down to 4000
A. The polarization position angle was in agreement with the orientation of the host galaxy
axis. Encouraged by this result, the authors analyzed a suite of galaxies known to have either
cold or warm X-ray absorbers. They found that the galaxies with WAs were significantly
more likely to have polarized spectra, supporting the proposed association of dust with the
ionized absorbers (as against cold absorbers).
Because dust can impose a polarization signature on a spectrum either through scat-
tering or transmission, it is natural to use polarization studies to search for dust in WAs.
Grupe et al. (1997) found strong (> 1%) polarization in 3 of the 43 AGN in their soft X-ray
selected sample and 3 of 17 in their optically selected sample. In general, the polarized
AGN showed a higher level of reddening than unpolarized AGN. For the unreddened AGN,
the authors argued that we have a direct, unobscured view of the inner accretion disk based
on: the lack of cold X-ray absorption, rapid X-ray variability, the lack of reddening, and
lack of polarization. The reddened AGN showed atypically strong narrow emission lines (in
the optical spectrum), suggesting that the dust responsible for reddening was associated
with the BLR (and thus did not affect the narrow emission line region). They found that
optical reddening overpredicted the measured X-ray column density in their sample, again
suggesting that gas associated with the dust is ionized. Finally, the authors presented some
thoughts on how polarimetry can be used to map out the geometry of the components of
unified AGN models and applied it to their data.
The highly variable Seyfert 1 galaxy MCG-6-30-15 has been at the center of the dis-
cussion of dusty WAs. The WA in MCG-6-30-15 had received much attention already by
the late 1990's, and the reddening in the galaxy's spectra made it a natural laboratory for
dusty WA studies. A multi-wavelength study conducted by Reynolds et al. (1997) collected
optical, infrared, UV, and X-ray spectra in an attempt to understand the role dust plays in
the AGN. The optical spectrum of MCG-6-30-15 is heavily reddened, while the UV spec-
trum is almost extinguished. Two methods of measuring reddening - optical continuum
extinction (based on an assumed continuum spectral index) and decrements in the Ha /
H#, H6 / H,3, and H-y / HP ratios (assuming a standard value for these ratios) - agreed
that E(B - V) lay in the range 0.51 - 1.09. The reddening from Balmer ratios was greater
than that from the optical continuum. Assuming the Balmer lines originated farther out
in the BLR, this implied that little dust existed between the BLR and the accretion disk
assumed responsible for the optical continuum. An unusually large ratio of C IV to HfP
emission was cited as evidence that something was scattering BLR photons around the red-
dening material and into our line of sight. A scattering fraction of under about 5% would
sufficiently enhance the UV flux over the heavily reddened optical flux to bring the intrinsic
C IV / HP ratio down to a normal value. As in previous studies, it was found that the
observed reddening overpredicted a cold X-ray absorbing column. Polarization fractions of
4-6% argued for scatterers in the nucleus. A dusty ionized absorber would explain the phe-
nomena as long as the material were photoionized, since collisional ionization would require
temperatures high enough to destroy the dust. Assuming dust is present in the WA, the
authors used photoionization models that include a configurable mix of dust to fit the data.
The fits were able to distinguish between varieties of dust, preferring those (graphites) that
produced little or no neutral oxygen K edge. More recent studies of the (proposed) dusty
WA of MCG-6-30-15 are discussed in section §3.5.1.
3.5 High-Resolution Spectroscopy of Some Famous AGN
WA studies suddenly became much more complex when high-resolution spectroscopy from
Chandra and XMM-Newton became available. Edges could now be measured with much
more accuracy and spectral lines were clearly detected. In many cases, the lines were even
resolved, with FWHM's of a few 100 km s- 1 or more. Outflow velocities could be measured
up to a few 100 km s- 1 accuracy as well. The ability to study lines from so many different
ions (O VIII, O VII, Ne X, Ne IX, Mg XII, Mg XI, Si XIV, Si XIII, S XVI, S XV, Fe XVII,
Fe XXVI, etc.) separately provided powerful new tests of absorber structure and properties.
In this section, we discuss recent spectroscopy of two AGN, MCG -6-30-15 and NGC 3783,
which have been observed for long exposure times with the Chandra HETG and therefore
give us some of the best examples of AGN X-ray spectroscopy.
3.5.1 MCG-6-30-15
With high-resolution spectra from XMM-Newton and Chandra available, MCG-6-30-15 has
been at the center of the dusty WA debate. The presence of the lines in the spectrum is
indisputable, and several studies have been made of them. The edge structure has been
strongly debated. Timing variability studies focusing on the continuum have also revealed
structure in the continuum components.
Dusty WA or Relativistic Emission?
The standard WA model was challenged in an early high-resolution spectroscopy study with
XMM-Newton. Comparing the spectrum of MCG-6-30-15 to that of Mrk 766, Branduardi-
Raymont et al. (2001) claimed that WA model fits to the spectra were unacceptable for
several reasons. The O VII and O VIII edges were apparently redshifted by 16, 000 km s- ,
indicating that ionized material was falling into the nucleus at a high velocity. Yet the
instrument did not detect absorption lines at these velocity shifts, perhaps because velocity
dispersions in this high-velocity material were large. The authors proposed a radically
different model in which relativistically broadened emission lines of O VIII, N VII, and
C VI were producing the "sawtooth" structure in the spectrum that had traditionally been
attributed to absorption edges removing an underlying continuum. Model fits indicated
that the disk parameters required for the relativistic lines were consistent with the disk
parameters of the generally accepted relativistically broadened Fe Ka line. In addition to
(and sometimes superimposed on) the broad emission lines, the authors found narrower
absorption lines of Ne IX and Ne X, Fe XIX through Fe XXI, O VII and O VIII, N VII,
and C VI flowing out at about -400 km s- 1. Abundance estimates based on the relativistic
emission line model were somewhat different from solar values, especially for Mrk 766.
Furthermore, the high electron density implied by the emission lines suggested a large optical
depth for electron scattering above the accretion disk, suggesting that electron scattering
effects should be apparent in the spectrum.
In contrast, a study of the initial Chandra HETGS spectrum supported the hypothesis
of a dusty WA. In the view of Lee et al. (2001), the O VII edge was at rest in the system,
but was somewhat obscured by lines and also absorption from L shell edges of neutral Fe.
They divided the spectrum into high and low states, finding that oxygen lines were stronger
in the high state. Many lines from O VII were detected at rest in the high state spectrum,
supporting the suggestion that the edge would also be at rest. The O VIII edge was weak
and obscured with lines from other species. The apparent redshift of the O VII edge could
be explained with a combination of blended resonance lines and neutral Fe L edges. The
Fe L absorption was in agreement with that expected from dust in the WA. The absorber
must have multiple zones to account for the wide range of ionization levels observed.
In response, Sako et al. (2003) re-analyzed the XMM-Newton data and claimed that the
dusty WA solution proposed by Lee et al. (2001) was an inadequate fit to their spectrum,
while the relativistic line model was able to reproduce the data better. In particular, they
found that applying a continuum model with the power law the black body temperature
of Lee et al. (2001), an estimated black body normalization, and configurable ionic column
densities and velocity dispersions produced a best-fit model that significantly overestimated
the flux above 23 A, where the Chandra MEG had a smaller effective area. We note, however,
that this analysis overlooks the effects of spectral variability. As Kaspi et al. (2004) have
found in the AGN MR 2251-178, it is possible for spectral components to vary significantly
between observations. Column densities vary, and even the soft excess may vary. Sako et al.
(2003) also claimed to detect two velocity components in some ions, at outflow velocities of
-150 ± 130 and -1900 ± 140 km s- ' . The O VII column densities predicted by measuring
the individual components in these lines were much too small to produce the O VII edge
claimed by Lee et al. (2001). Absorption by iron oxide in dust predicts a specific Fe:O ratio
which would require an O I edge that was not seen in the data. Sako et al. (2003) also
noted that the lines they detected required a broad range of ionization levels, in agreement
with claims by previous authors that absorbers covered multiple zones.
Follow-up studies used the spectrum of a second XMM-Newton observation with a longer
exposure time and higher signal. Turner et al. (2003) calculated what an O VII absorption
edge would look like if it were "eaten away" by the O VII absorption lines approaching the
edge. They found that it looked very similar to the feature observed at 0.7 keV and thus
explained the apparent redshift of the edge. Additionally, they found evidence for Fe I L
edges in the 0.70-0.72 region with the fine structure between the L2 and L3 edges resolved.
Fits with multiple-zone dusty WA models gave X2 values comparable to fits with relativistic
emission lines, though neither set of fits was formally acceptable. Examining the difference
spectrum between high and low states, the authors found that the difference spectrum
divided by a power law was dominated by absorption. This suggests that a multiplicative
absorption effect is present in the spectrum, while the relativistic emission lines, if present,
would be additive. Dividing out the absorption function showed that there may be excess
emission at soft energies, but that any O VIII emission was constrained to be at a level less
than 20% of the continuum.
Further study of the XMM-Newton spectrum supported the dusty WA hypothesis.
Turner et al. (2004) found 51 absorption lines (and one emission line) in the 2001 320
ks XMM-Newton data. A low O VII column density (as measured by O VII lines) had been
cited by Sako et al. (2003) as evidence that the claim of O VII edge absorption by Lee
et al. (2001) was incorrect. However, the new XMM-Newton data supported a larger O VII
column density of 1018.36 - 1018.86 cm - 2 . Furthermore, Turner et al. (2004) re-analyzed
the earlier year 2000 XMM-Newton data and found a much higher column density than
that measured by Sako et al. (2003). Measurements of the O I edge in the later data set
supported an Fe:O ratio of 1:2, appropriate for iron oxide dust. Again, a re-analysis of
the earlier data set found an O I edge optical depth 10 times larger than that previously
reported by Sako et al. (2003). Together with Turner et al. (2003), this study appears to
have undermined some of the primary claims against the dusty WA model.
WA Lines
The XMM-Newton spectrum of MCG-6-30-15 has revealed a large assortment of lines. In
an earlier (year 2000) spectrum, Sako et al. (2003) found evidence for two different velocity
components, at -150 ± 130 and -1900 ± 140 km s- 1. Turner et al. (2004) supported that
conclusion in their analysis of the higher-exposure 2001 spectrum, placing the components
at 80 ± 260 and -1970 ± 160 km s- 1. Using a line-finding algorithm detailed in their paper,
Turner et al. (2004) found 51 absorption lines and one emission line (the O VII forbidden
line) in the spectrum. For some lines (e.g., O VII) several resonance lines were found. Some
elements had lines from almost every charge state present in the spectrum, indicating again
that WAs can exhibit a very broad range of ionization states. Splitting the spectrum into
high and low states showed that four lines had varied appreciably in equivalent width; this
was more than expected by statistics and so considered to be a real effect. Assuming the
line variability was due to ionization variation on a recombination time scale, the authors
placed the low-ionization absorber at a radius < 1019.5 cm and the high-ionization absorber
at a radius < 1017.0 cm. A second search for variability between the two observations (about
one year apart) found little significant variability except that two lines (due to Ca XIV and
Fe XXIII) had fallen below detectable levels in the second observation.
The Variable Continuum and Fe Ka Line
A long RXTE observation enabled researchers to study the continuum of MCG-6-30-15
with very precise time resolution, although the spectral resolution was only sufficient to
distinguish the Fe Ka line. The Fe Ka line flux was consistent with being constant over
time intervals on the order of days (though not on shorter time intervals of < 12 ks) and
the 2 to 10 keV spectrum was found to harden with decreasing flux (i.e., the spectral index
F increased with flux) (McHardy et al. 1998; Lee et al. 2000). Fe Ka flux appeared to
increase after continuum flares. Depending on the precise energy bands measured, evidence
has suggested that harder bands lag softer bands by anywhere from 50 to about 2000 s. This
is in accordance with the idea that hard photons are upscattered from lower energy photons
so that, in general, harder photons scatter more times, which requires a longer amount
of time (Nowak and Chiang 2000; Reynolds 2000; Lee et al. 2000). Although somewhat
difficult to measure, the power spectrum may indicate a spectral break at a few x 10-5 Hz,
suggesting a black hole mass of a few x 106 M® using rough scaling arguments (Hayashida
et al. 1998; Nowak and Chiang 2000; Lee et al. 2000; McHardy et al. 2005). Additionally, Lee
et al. (2000) pointed out that visual inspection of the RXTE light curve showed an apparent
33 hour period, though power spectrum analysis was unable to confirm this analytically.
A long 1999 ASCA observation containing approximately 400 ks of good exposure time
was broken into spectral slices by Shih et al. (2002) in order to test for variability of the
continuum and Fe Ka line. Instead of making "vertical" time slices, the authors split the
spectrum "horizontally." I.e., they drew constant count rate slices through the observation
light curve and extracted spectra from intervals corresponding to the same count rate. They
extracted 12 spectra in this way. A correlation between count rate and photon index F had
previously been suggested for Seyfert 1 galaxies by several authors (Perola et al. 1986;
Nandra et al. 1991; Ptak et al. 1994; Mushotzky et al. 1993) and in the specific galaxies
MCG-6-30-15 (Vaughan and Edelson 2001), NGC 5548 (Chiang et al. 2000), NGC 7496
(Nandra et al. 2000), and IC 4329A (Done et al. 2000). However, the long, high-signal
ASCA observation enabled Shih et al. (2002) to analyze the relation in detail. They found
that the relation between F and flux F was fit well by the relation F = Fo - KF-6, with Fo,
K, and 6 constants. They found Fo = 2.12+0.12 and J = 3.9+20. Additionally, the photon
index appeared to saturate at high flux levels to a maximum value of roughly 2.1 to 2.2.
They interpreted this result in terms of two models. The first model was a combination of
two power laws, one of which could represent a constant reflection component. The second
model was the "thundercloud" model of Merloni and Fabian (2001), in which active coronal
regions would trigger an avalanche of flares. Larger flare regions would produce brighter
but softer spectra. The flux from the Fe Ka line did not appear to be correlated with the
continuum count rate, even though the latter changed by a factor of 3 over the course of the
observation. In fact, the line flux was consistent with remaining constant. This meant that
the equivalent width of the broad line actually decreased with increasing continuum flux.
In the context of a reflection model, this was somewhat surprising unless the continuum
emission source were somehow changing spatially with time.
Researchers found the long 2001 XMM-Newton observation of MCG-6-30-15 very valu-
able for continuum and Fe Ka line variability studies. The rms spectrum showed that the
iron line was less variable than the rest of the continuum (Fabian et al. 2002). Further
analysis of the rms spectrum (Vaughan et al. 2003b) showed that aRMS increased with flux,
indicating that the light curve was more variable at higher luminosity. The periodogram of
the light curve was red noise (power - f-', a > 1) up to about 3 x 10-3 Hz, with white
noise (power - f 0) above that frequency. The steep slope of the power spectrum indicates
that there must be a break in the spectrum at low frequencies, though it was difficult to
constrain the break frequency in the XMM-Newton data. Previous studies of RXTE data
had found a break frequency at 5.1±..1 x 10-6 Hz, about one tenth of the break frequency
estimated from the XMM-Newton data. A study of the coherence functions of the light
curves in different frequency bands found that the hard (2-10 keV) and soft (0.2-0.7 keV)
spectra were nearly coherent at low frequency ranges (5 x 10- 5 Hz), but became increas-
ingly less coherent at higher frequencies (10- 3 Hz). Additionally, the softer spectrum was
found to lead the harder spectrum by about 200 s at lower frequencies, while at higher
frequencies there was little or no lag between the two bands. The authors noted that the
spectral variability of MCG-6-30-15 resembled, in some ways, that of the Galactic black
hole candidate Cyg X-1. They discussed several phenomenological models to explain the
variability of MCG-6-30-15, with particular emphasis on a model originally proposed by
Lyubarskii (1997) in which variations in the accretion rate due to viscosity in the disk prop-
agated inward to an X-ray producing region, which effectively stopped further propagation
of the accretion variations.
Fabian and Vaughan (2003) followed up on the proposal by Shih et al. (2002) that
the continuum could be expressed as a sum of two power laws. They identified the two
power law components as firstly a reflection-dominated component (RDC) which was largely
responsible for the Fe Ka line and remained roughly constant, and secondly a power law
component (PLC) which varied over time but contributed little to the Fe Ka line. They
identified the PLC with the difference spectrum in the 2001 XMM-Newton data and showed
that it indeed contained little or no iron line. The PLC was also shown to have a roughly
constant photon index; apparently it varied primarily in its normalization. Both components
showed effects of the WA. To explain this, the authors considered several possibilities: that
the accretion disk was corrugated so that reflection showed variable intensity over time,
that the variations were due to relativistic beaming from groups of electrons sweeping their
beams into our line of sight, and finally that gravitational light bending would bend PLC
photons from one side of the disk around to be reflected on the other side so that the RDC
would be due to an integrated set of PLC disk emitters.
Further analysis of the 2001 XMM-Newton data supported the authors' claims. Vaughan
and Fabian (2004) began their analysis by noting that the reflection component was really
present, as indicated by a high-energy reflection bump in BeppoSAX data as well as good
fits to a relativistically blurred Fe Ka line model. Alternate models for the broad feature
in the 3 to 7 keV region were considered and dismissed in favor of the relativistic iron
line. Plots of the 3-10 keV flux against the 1-2 keV flux showed a linear correlation with a
nonzero y-intercept. The authors interpreted this result to mean that a significant constant
component, which they identified with the RDC of Fabian and Vaughan (2003), was present
in the spectrum. They then split the spectrum into 10 horizontal slices according to light
curve intensity. They found that the Fe Ka line was rather small in comparison to the
continuum at high flux levels, but became very prominent at low flux levels. The difference
spectrum, identified with the variable PLC of Fabian and Vaughan (2003), showed little
evidence of an Fe Ka line feature. These results supported the RDC and PLC decomposition
of the continuum in Fabian and Vaughan (2003). The rms spectrum again demonstrated
that the Fe Ka line region showed less variation than the rest of the spectrum. Both the
2000 and 2001 XMM-Newton spectra show evidence of Fe XXV line absorption at about 6.7
keV. The absorption appears to have varied between observations.
Reynolds et al. (2004) searched for time variability in the broad Fe Ka line which
apparently extends over a broad range of energies, perhaps 3 to 7 keV. Working with the
2000 XMM-Newton observation, they extracted the spectrum corresponding to the lowest
count rates and subtracted it from the total spectrum. They found the narrow component
of the Fe Ka line disappeared, indicating that it was roughly counstant. The equivalent
width of the broad line also appeared to remain constant. I.e., the intensity of the line
increased as the continuum increased. This result was at odds with previous observations,
e.g., the claim of Lee et al. (2000) that the Fe Ka line flux appeared to remain constant
with time (apart from flare events).
Recently, McHardy et al. (2005) have combined two long RXTE observations with RXTE
monitoring data and the XMM-Newton observations to measure the power spectral density
(PSD) of MCG-6-30-15 over a frequency range from 10-8 to about 2 x 10- 3 Hz. The authors
find that a bending power law is a better characterization of the PSD than a broken power
law, but in any case, there is a characteristic break frequency at about 7 .6+10 x 10-5 Hz.
They suggest that the high, soft state of the Galactic black hole (GBH) Cyg X-1 is a
better description of MCG-6-30-15, rather than the low, hard state previously claimed.
Assuming linear scaling of break frequency with black hole (BH) mass, this suggests that
the supermassive BH in MCG-6-30-15 has a mass of about 2.9+1.86 x 106M®. This is a rather
low estimate (though the error is large), but the authors support the low mass measurement
through several other methods of measurement unrelated to the PSD.
3.5.2 NGC 3783
The Seyfert 1 galaxy NGC 3783 has recently been the focus of a deep, multiwavelength
observing campaign in the UV and X-rays. The Chandra HETG observed NGC 3783 for
about 900 ks in 2001, resulting in an X-ray spectrum of a (Seyfert 1) AGN with unprece-
dented resolution and signal-to-noise. The UV spectrum was observed with the HST Space
Telescope Imaging Spectrograph (STIS) and also the Far Ultraviolet Spectroscopic Explorer
(FUSE) telescope from 2000-2002. Both the UV and the X-ray absorption spectra are highly
structured.
UV Spectrum
The combined UV spectrum showed absorption lines of O VI, N V, C IV, N III, C III, and
Lyman lines up to Lye in three different velocity components (outflowing at -1320, -724,
and -548 km s-1)(Gabel et al. 2003a). The spectrum showed absorption from a metastable
excited state of C III. Kriss et al. (1992) had previously used this line to determine electron
densities in their study of the absorber of NGC 4151. Following their method, Gabel et al.
(2003a) used the level balance equations for the population of this state of C III along with
input from photoionization models to determine a lower limit on the electron density ne
of the absorber required to produce the C absorption lines seen in the spectrum. Their
density limit was rather high: ne , 109 cm - 3 . Together with the ionization level of the
absorber, this implied an upper limit on the absorber distance from the continuum source
of 8 x 1017 cm. As an interesting example of the complexity (and consequences) of these
sorts of calculations, this density limit was revised by several orders of magnitude in a later
paper. Behar et al. (2003) had pointed out that the initial calculations used by Gabel et al.
(2003a) had only accounted for one of the three levels in the triplet metastable state of
C III. The other two levels have a much lower transition rate to ground and thus can be
populated in gas of much lower densities. Gabel et al. (2005) applied a new test based on
the distinction between the relative transition rates of these three metastable levels and
found a much lower electron density of ne ,- 3 x 104 cm - 3 . This also revised the absorber
distance from the continuum source up to about 25 pc.
The UV spectrum showed evidence for a great deal of absorber structure. Following
a method suggested by Ganguly et al. (1999), Gabel et al. (2003a) determined absorption
covering fractions as a function of wavelength. The method can be summarized as follows.
Suppose the underlying emission is a combination of line and continuum emission with
fluxes F1 and Fc, respectively. The absorber may not cover the entire emission regions
(in a two-dimensional projection); the covering factors are C1 and Cf for the two regions.
The optical depth through the absorber, T, is assumed to be the same for each emitter.
Now consider only the continuum emission. A completely opaque absorber (T --+ o) would
allow only the uncovered fraction of light, Fe(1 - C,), to pass. We add an additional term,
F,(Ccexp(-T)), to account for the flux transmitted through a non-opaque absorber. The
line emission is treated similarly, so the final transmitted flux is given by:
F = Fc(Cce-T + 1 - Cc) + FI(Ce-' + 1 - CI). (3.1)
Lyman lines up to LyE are detected (with multiple components) in the UV spectrum of
NGC 3783. The higher-order lines (Ly-y and LyE) are strongly absorbed, indicating that the
lower-order lines (Lya and LyP) are saturated, so that exp(--) z 0 in the line centers and
any photons in these regions are due to continuum not covered by the absorber. Using the
two lines Lya and LyP, Gabel et al. (2003a) solved for Cc and C1 for each of the velocity
components. They found that the continuum source was well-covered by the absorber, in
the 80-100% range for each velocity component. The absorber covering factor of BLR line
emission varied widely from 3% to 84% for different kinematic components. They also found
that the wings of the lines in the various velocity components had lower covering factors
than the cores did. They attributed all of these findings to structure in the absorber. Even
in a single velocity component, they found that different ions had significantly different
covering factors and line widths.
In follow-up studies, Gabel et al. (2003b) showed that the complex structured absorber
was also evolving on measureable time scales of weeks to years. One of the velocity com-
ponents of the UV absorber decelerated in outflow velocity in two different observations,
by 35 and 55 km s- 1. The authors suggested several possibilities for the deceleration, in-
cluding the pull of gravity, interaction with the ambient medium, and mass loading. They
also mentioned the possibility that the apparent deceleration was actually due to different
patches of absorbing material moving across our line of sight. In this case, the absorber
would not be decelerating necessarily, but observers would be seeing different regions of the
absorber which have different intrinsic radial outflow velocities.
In addition to outflow velocities, line strengths varied. Gabel et al. (2005) reported that
the lowest ionization species in each of the three (strongest) kinematic components varied
over time, with absorption line equivalent widths inversely correlated to the continuum flux.
They claimed this was evidence for photoionization-driven changes in the absorber.
X-Ray Spectrum
NGC 3783 was observed with the Chandra HETG for 55 ks in 2000, and again for 850 ks
from February to June of 2001. The long exposure for this bright source resulted in an
X-ray spectrum which enabled an unprecedented level of study of WAs (Kaspi et al. 2002).
Strong absorption lines from H- and He-like ions of N, O, Ne, Mg, Al, Si, and S are evident
in the spectrum. There are also possible detections of H- and He-like Ar and Ca, as well
as H-like C. Lines from lower-ionization ions such as Mg, Si, and S may also be present. A
large number of lines from many ionization stages of Fe are found in the spectrum, including
L and M shell absorption lines. The mean outflow velocity of these lines is -590 + 150 km
s- 1, and the mean line FWHM is 820 - 280 km s- . The outflow velocity is consistent with
the two lower-velocity components in the UV absorber.
The O VII and perhaps the Ne X absorption systems show evidence of containing two
velocity components. For the former ion, the outflow velocities are -62778 and -1284+77
km s- 1. These are again rather similar to the UV velocity components at about -1400,
-720, and -560 km s-1 .
Kaspi et al. (2002) detected over 20 emission features in the spectrum, including the
He-like ion line triplets from O, Ne, and Mg. They also detected radiative recombination
continuum (RRC) emission from O VII and N VI, which both gave an estimated lower limit
of 60,000 K for the absorber temperature.
There is a broad absorption feature in the spectrum from 15-17 A, which Kaspi et al.
(2002) attributed to a large number of inner-shell 2p - 3d line transitions of Fe M-shell
ions. Recently, Holczer et al. (2005) have scrutinized the UTA region to identify a few
individual lines. They found that these lines were at rest in the system frame and thus not
associated with the outflowing WA. This led to an interesting case in which astrophysical
observations of a distant source have prompted improvements in atomic physics. Gu et al.
(2005) calculated the UTA line wavelengths with an improved theoretical methodology and
found that previous predictions of line wavelengths had been systematically too small by
15-45 mA. Using the new line wavelengths, Gu et al. (2005) found that the UTA lines were
outflowing at the same velocity as the rest of the WA, resolving the apparent discrepancy
between UTA and WA velocities.
Netzer et al. (2003) searched for time- and luminosity-dependent variations in the WA.
While they found that the continuum source varied strongly in intensity and shape, there
was no evidence for absorber variation. The equivalent widths of the absorption lines were
consistent with remaining constant between high and low states. This is in marked contrast
with the variations detected in UV absorber line velocities and intensities (§3.5.2).
We note that their analysis left room for further, more complicated tests for variability.
They broke the spectrum into "low" and "high" states based on the softness ratio of 15-25
A flux to 2-10 A flux. Entire observations were classified as belonging to either the low or
high state. The low state is a combination of observation numbers 02090, 02091, 02092, and
02094 (of 170 ks exposure each), while the high state is composed from observations 00373
(55 ks) and 02093 (170 ks). Although Netzer et al. (2003) showed that the softness ratios
of these spectra did not vary much over the course of a single observation, the continuum
fluxes did vary significantly. The WA lines may respond in measurable ways to the overall
continuum flux level on intra-observation time scales. The softness ratio test is an important
constraint on absorber variation, but it is primarily sensitive to edge variation. Lines have
much greater optical depths than edges, so we might expect to see variation in lines while
the complex (overlapping) edge structure may not show evidence for variation.
Chapter 4
The High Resolution X-ray
Spectrum of MR 2251-178
Obtained with the Chandra HETGS
This chapter was originally published in ApJ 627:83-96. The authors involved were: Gibson,
R. R., Marshall, H. L., Canizares, C. R., and Lee, J. C.
Abstract
The QSO MR 2251-178 was observed with the Chandra High Energy Transmission Grating
Spectrometer (HETGS) at a 2-10 keV luminosity of 2.41 x 1044 erg s- 1 (using Ho = 72
km s- 1 Mpc- 1). We observe the source in a relatively low state. The light curve shows no
evidence of variability. We present the zero-order image of MR 2251-178 and compare it to
previous observations.
We find evidence of a highly-ionized, high-velocity outflow, which we detect in a resolved
Fe XXVI Lya absorption line. The outflow appears to have a large mass and kinetic energy
flux compared to the estimated nuclear accretion rate and luminosity. We examine the
possibility that other absorption features in the spectrum are associated with the high-
velocity outflow.
We detect a narrow Fe Ka line and resolved forbidden line emission from Ne IX and
O VII. Modeling the emitting material enables us to constrain its properties and conclude
that it is not along our line of sight.
4.1 Introduction
MR 2251-178, at z = 0.06398 (Bergeron et al. 1983; Canizares et al. 1978), i.e., cz Z 19,200
km s- 1, was discovered as an X-ray source by the Ariel V all-sky survey (Cooke, B. A.,
et al. 1978). It was the second quasar known to be an X-ray emitter, and the first to be
identified from X-ray observations (Ricker et al. 1978).
This was the first quasar for which variable X-ray absorption was observed (Halpern
1984). The absorption was interpreted as changing ionization in a "warm absorber." Since
that time, ionized (warm) absorbers have been observed in a majority of lower-resolution
spectra of Active Galactic Nuclei (AGN's) (Reynolds 1997; George et al. 1998) and more
recently with the high-resolution spectra of Seyfert 1 galaxies such as MCG -6-30-15 (Lee
et al. 2001; Turner et al. 2003; Sako et al. 2003), NGC 3783 (Kaspi, S., et al. 2001; Kaspi
et al. 2002; Gabel et al. 2003a,b; Netzer et al. 2003), NGC 4051 (Collinge et al. 2001), NGC
7469 (Blustin, A. J., et al. 2003), and others.
The region surrounding MR 2251-178 has also received attention. The quasar appears
to be a member of a cluster of nearby galaxies (Phillips 1980) and is surrounded by a
large cloud of ionized gas. [O III] emission from this nebula extends at least 230 kpc
from the nucleus (Bergeron et al. 1983). The nebula appears to be more highly ionized
than the nuclear region, with ionization decreasing from distances of 20 kpc inward to 3.4
kpc (Bergeron et al. 1983).
Much of the previous analysis of MR 2251-178 has been directed toward characterizing
the absorber. Fitting 15 EXOSAT observations with a photoionization model, Pan et al.
(1990) concluded that the absorption column density decreased as flux increased. How-
ever, Walter and Courvoisier (1992) were able to explain the observed variability with a
power law fit of varying slope and cold absorption. Mineo and Stewart (1993) fit a pho-
toionized gas model against multiple spectra, finding that the gas column density remained
roughly constant, while the ionization parameter varied.
XMM-Newton observations combined with previous ASCA and BeppoSAX observations
led Kaspi et al. (2004) to conclude that the variable X-ray continuum of MR 2251-178 could
be modeled with a power law and some combination of (multiple) warm absorbers and a soft
excess. The absorber properties (column density and ionization parameter) varied among
observations, leading Kaspi et al. (2004) to suggest that different absorbing systems were
moving into and out of the line of sight on a time scale of several months.
Absorption lines of Lya, N V, and C IV, blueshifted -300 km s- 1 from the rest frame
on average, were detected in the ultraviolet (UV) by Monier et al. (2001). Absorption from
C IV has been shown to vary over a period of four years, from which a maximum distance
of 2.4 kpc between source and absorber was inferred (Ganguly et al. 2001). Recently, Kaspi
et al. (2004) suggested that O VI, C III, and H I Lyman line absorption in a 2001 FUSE
observation indicates the presence of at least four absorption systems with outflow velocities
in the range of 0 to -600 km s-1, and that the outflowing absorber may not fully cover the
continuum source.
Evidence for a statistically significant Fe Ka emission line has been found in observations
made by ASCA (Reynolds 1997), BeppoSAX (Orr et al. 2001), and XMM-Newton (Kaspi
et al. 2004), with equivalent widths of 190, 62, and 53 eV, respectively. No evidence for a
stronger line was found, although the possibility of a stronger line could not be completely
ruled out in the earlier missions.
In this paper we present the Chandra High Energy Transmission Grating Spectrometer
(HETGS) observation of MR 2251-178. We discuss the data reduction process (§4.2). We
examine the zero-order grating image and compare it to images from previous observations
(§4.3.1). We examine the light curve of MR 2251-178 for variability (§4.3.2). We fit the
observed continuum with several models in order to characterize it and to test for a warm
absorber (§4.3.3). We report the continuum flux in hard and soft energy bands and compare
it to historical values (§4.3.4). We examine the spectrum for absorption and emission lines
(§4.3.5), finding: a narrow Fe Ka line, significant absorption from high-velocity outflowing
highly-ionized Fe (and possibly Si), and emission from low-velocity forbidden lines of Ne IX
and O VII. We construct a photoionized plasma model (§4.4.1) and use it to derive a statistic
expressing which lines we are able to detect with the HETGS at a given ionization level
(§4.4.2). We discuss the highly-ionized, high-velocity outflow we detect in the spectrum
(§4.4.3). An analysis of the properties of the system emitting the forbidden lines allows us
to conclude (given certain assumptions) that it is not along our line of sight (§4.4.4). Finally,
we conclude (§4.5) with a summary of our findings in relation to recent X-ray observations
of MR 2251-178.
4.2 Observations and Data Reduction
We observed MR 2251-178 for 146 ks on 2002 September 11 and 12 (MJD 50814) with the
Chandra HETGS (Weisskopf et al. 2000). Spectral data were reduced using version 2.3 of
the standard CIAO distribution.' The standard CIAO Auxiliary Response Files (ARF's),
used to determine the effective area of the instrument as a function of wavelength, were
corrected for instrumental contamination (Plucinsky, P. P., et al. 2003; Marshall et al. 2003)
using development version 1.1 of the contamarf software. 2
In order to use the maximum available number of counts for line detection, we reduce
the data using the method described in Ogle et al. (2000) to obtain a list of grating counts
observed for both the HEG and MEG first- and second-order spectra. This differs from
the standard CIAO reduction primarily in that it includes second-order counts and that
counts are retained which would be rejected by the CIAO acis_detectafterglow pipeline
tool.3 (See Juett et al. 2002 for a short discussion on retaining these counts.) We use these
counts to identify and measure spectral lines and to construct the light curve. We do not
use zero-order counts for the light curve, as the center of the zero-order image is affected
by pile up (multiple counts in a single read out time frame).
4.3 Image and Spectral Analysis
In this section, we describe the results of our data analysis. We examine the zero-order
image (§4.3.1) and light curve (§4.3.2), test various continuum models (§4.3.3), estimate
the X-ray flux of the central source (§4.3.4), and present our analysis of lines we detect in
the spectrum (§4.3.5).
4.3.1 Zero-Order Image
We obtain the zero-order image from the ACIS-S3 chip and smooth it adaptively using the
CIAO tool csmooth 4 with an oversampling rate of 2:1 on each axis. The image is shown in
Figure 4-1. At an angular diameter distance of 288 Mpc, 10" corresponds to about 12 kpc.
Within about 2.5" from the central source, the image is dominated by the point spread
function (PSF) of the instrument. Radial shadows of the mirror supports extend from the
center of the image, but are not intrinsic to the source.
X-ray emission extends to the northeast, south, and particularly to the west by about
10". Previous VLA radio maps obtained by Macchetto et al. (1990) show 6 cm and 20 cm
radio emission extending up to 20" in the east-west direction. The western 20 cm radio
extension bends southward at a distance of 8" from the nucleus. On a larger scale, Shopbell
et al. (1999) have found evidence for spiral structure with azimuthal symmetry in Ha images,
with active Ha "arms" extending to the east-northeast and southwest.
lhttp: //asc.harvard.edu/ciao
2http://cxc.harvard.edu/cont-soft/software/contamarf. 
.1. html
3http://as .harvard. edu/ciao/threads/acisdetectafterglow
4http://cxc.harvard.edu/ciao/ahelp/csmooth.html
We search for any asymmetry near the central region that may indicate the presence
of an X-ray jet. To do this, we obtain all zero-order image counts in an annulus between
radii of 10 and 50 pixels (4.92"and 24.6"). The inner radius is chosen to stay outside the
full width at half maximum (FWHM) of the zero-order PSF. Data are binned azimuthally
into 12 bins of equal angular size in order to cancel out the 12-fold angular symmetry of
the mirror support shadows. The resulting histogram is shown in Figure 4-2, plotted as
counts against position angle counterclockwise from north at zero degrees. We do not find
significant evidence for asymmetry, though the visible extensions to the west and northeast
are reflected in the histogram. Vertical lines have been plotted on the histogram at -157"
and 23" indicating the orientation of a faint, thin readout streak which has little impact on
the azimuthal profile plotted here.
4.3.2 Light Curve
The light curve (Figure 4-3) is constructed using the 71,400 counts from the first-order
HEG and MEG spectra which did not fall in the narrow region near the gaps between
CCD detectors (the "chip gaps"). Because the ARF in a chip gap region varies strongly
with position, these regions are excluded to prevent time variation of the detector dithering
pattern from influencing the results. Although the ARF varies with position elsewhere,
the variations are generally much smaller than across chip gaps. Counts are binned to 100
second bins. We find a mean of 48.0 counts per bin. A Kolmogorov-Smirnov test does not
indicate significant variability in the count rate.
4.3.3 Continuum Models
Figure 4-4 shows the spectrum with background subtracted and adaptively binned to at
least 100 counts per bin. We simultaneously fit both the High Energy Grating (HEG) and
Medium Energy Grating (MEG) spectra to various models with the spectrum adaptively
rebinned so that each bin contains at least 20 counts. HEG counts below 1.2575 A and
MEG counts below 1.585 A are excluded from fits. MEG counts in 8 of the 31 bins at
wavelengths above 20.24 A are also excluded. (All wavelengths and energies in this section
are observed-frame values, unless specified otherwise.) Omitted ranges represent bins where
the ratio of scaled background counts to observed counts is greater than 10%. This results
in the exclusion of one HEG bin and 9 MEG bins (after data had been rebinned to at least
20 counts per bin), leaving a total of 2574 bins to fit. Background counts were estimated
by CIAO (taken from regions on the ACIS chips in the cross-dispersion direction directly
outside spectral regions) and scaled by a factor of 1/9 to account for the larger chip area of
the background regions compared to the spectral regions.
All models are multiplied by the XSPEC phabs model (with abundances from Anders
& Grevesse 1989) to account for Galactic absorption with a hydrogen column density of
NH = 2.8 x 1020 cm - 2 (Lockman and Savage 1995). There is a known instrumental feature
related to the mirror Ir M edge (briefly discussed in Juett et al. 2002) in both HEG and
MEG spectra which we model as an edge at 2.05 keV with a negative optical depth fixed at
-0.15.5 Models are redshifted so fit parameters are given in the rest frame. All models are
5For more information, see the presentation about the telescope Ir
M edge feature at the Chandra Calbiration Workshop, available at
http://cxc.harvard.edu/ccw/proceedings/O3proc/presentations/marshall2/index.html.
standard XSPEC models unless described otherwise. Results are summarized in Table 4.1.
Errors listed are 90% confidence limits.
We start with models that do not include ionized absorption. A simple power law gives
a photon index of F 1.26+001 and a reduced X 2 = 1.13. This is the lowest photon index
-0...0.01
ever measured for MR 2251-178, although it is within the relatively large uncertainties of a
few early measurements. Because other components required to characterize the continuum
will affect the power law parameters, we draw no physical conclusion from this fact.
At low energies, several factors (e.g., soft excess or ionized absorption) may cause the
spectrum to deviate from a simple power law, and thus the full-spectrum measurement
of a power law index is not a direct indication of spectral hardness. Expecting that the
spectrum at higher energies would be relatively free of these influences, we fit a power law
to the portion of our spectrum which lies above 3 keV (in the observed frame), finding
F = 1.45+0.09 (Omitting the rest-frame 5.0-7.5 keV band makes little difference in our
measurement.) This is also flatter than most of the high-energy spectral fits of ASCA,
BeppoSAX, and XMM-Newton observations reported by Kaspi et al. (2004).
To test for the presence a warm absorber, we construct a table model using version
2.1knn of the photoionization code XSTAR 6 (Kallman and Bautista 2001). The underlying
spectrum for the model is taken to be the broken power law described below (§4.4.1). We
assume a turbulent velocity of 100 km s- 1, a gas temperature of 1.4 x 105 K, and a gas
density of n = 108 cm -3.Abundances are fixed to solar values, except for nickel which we set
to zero abundance in order to simplify the XSTAR calculation. We fit against the combined
model ((powerlaw + bbody) x WA + WEM), where WA is the line-of-sight absorption for the
plasma, WEM is the emission from the plasma predicted by XSTAR, and bbody is a black
body intended to model any soft excess. The WEM emission model has a "norm" parameter,
which roughly models the effect of a varying covering fraction. The "redshift" of the WA
component is allowed to vary slightly from the systemic redshift to account for the possibility
that the absorber may have a velocity shift relative to the system.
The addition of the ionized absorber produces a significant improvement (> 95% prob-
ability by the F test) to the pure power law model. The best fit parameters are given in
Table 4.1. We find a column density of NH = 2.37+0:28 x 1021 cm- 2 and an ionization
parameter log(O) = 0.02+0.11 Here we use the common definition ( = Lion/nr 2, where Lion
is the ionizing luminosity (continuum luminosity between 1 and 1000 Rydbergs), n is the
gas density, and r is the radial distance from the continuum source. The column density
is about 25% smaller than and inconsistent with the smallest column densities fit to the
ASCA, BeppoSAX, and XMM-Newton observations by Kaspi et al. (2004).
Our best fit power law photon index F = 1.460 A01 is consistent with 5 of the 14 high-
energy power law fits reported by Kaspi et al. (2004) for previous missions. The other 9
fits they report are steeper. The warm emission (WEM) normalization and warm absorber
velocity we fit are poorly constrained and are consistent with zero.
Models which do not include an ionized absorber are not identified by the F test as
significant improvements over a pure power law. In particular, we fit the continuum with
a powerlaw + phabs model to allow for excess cold absorption (above Galactic), as well
as a powerlaw + bbody model to simulate a soft excess. Both models leave unacceptable
residuals in the soft spectrum, as shown in Figure 4-5. We find that a black body is a better
fit to the soft excess than a second power law. However, due to the relatively small number
of spectral bins constraining the black body we do not attach strong physical significance
6http://heasarc.gsfc.nasa.gov/docs/software/xstar/xstar.html
to our black body fits.
Finally, we note that additional improvements in the fit statistic for all fits would come
from modeling systematic uncertainties in the calibration which could amount to about
10-15% in the 1 to 2 keV range where the signal is strongest. 7
4.3.4 Continuum Flux
Using the normalization and photon index from the simple power law fit, we integrate the
unabsorbed power law to obtain a 2-10 keV flux of (2.56+0.02) x 10-11 erg cm - 2 s- 1 and a
0.5-2 keV flux of (7.23±0.05) x 10- 12 erg cm - 2 s- 1. Assuming a luminosity distance of 280
Mpc (derived from the redshift using the Wilkinson Microwave Anisotropy Probe (WMAP)
cosmology of Spergel et al. 2003), we obtain a 2-10 keV luminosity of 2.41 x 1044 erg s- 1
The 2-10 keV flux is lower than most previous measurements (see Table 4.2), but higher
than the lowest value of 1.65 x 10- 1 erg cm - 2 s - 1 in the Ginga observation reported
by Mineo and Stewart (1993). We exclude the EXOSAT measurements of Pan et al. (1990)
from this comparison because they were obtained under the assumption of a fixed common
photon index. Historical measurements of the flux are shown for comparison in Figure 4-6.
4.3.5 Absorption and Emission Lines
Due to the low signal in the spectrum, we give special attention to the process of line
detection. We rebin the data to several different multiples of the instrument resolution and
find features in the spectra which stand out as line candidates. We use the following critera
to test candidates for acceptance:
1. The counts present in a Gaussian fit of the line must deviate from the fit continuum
by at least a Poisson confidence limit of 99.5%, not accounting for the number of trials
used in detecting the feature.
2. Within statistical variation, a line present in one grating (HEG or MEG) should also
be present in the other.
3. Within statistical variation, for a given grating (HEG or MEG), a line present in one
grating order (+1 or -1) should also be present in the other.
4. The FWHM of the line should not be significantly smaller than the instrumental
FWHM at the given wavelength.
The properties of all detected features which we identify as lines are summarized in
Table 4.3. Errors given are 90% confidence ranges. Fits for emission and absorption lines
are shown in Figure 4-7 and Figure 4-8, respectively.
Forbidden Emission Lines
We detect two emission lines at rest-frame wavelengths of 13.72 and 22.11 A, corresponding
to the forbidden emission lines of Ne IX and O VII. We test to see if the lines are resolved
by subtracting the instrumental line width from the observed width in quadrature and find
that both lines are significantly resolved with intrinsic widths of 650+340 and 1700+670 km
s- 1 and equivalent widths of 85+36 and 620+210 mA for [Ne IX] and [O VII], respectively.
7See the HETGS calibration web page at http://space.mit.edu/ASC/calib/hetgcal.html
Fe Ka Line
Previous X-ray missions have detected a narrow Fe Ka line at approximately 1.91 A in the
rest frame with equivalent widths of 190 eV (ASCA: Reynolds 1997), 62 eV (BeppoSAX:
Orr et al. 2001), and 53 eV (XMM-Newton: Kaspi et al. 2004). We find a significant excess
of HEG counts at 1.93 A (rest frame). The Gaussian we fit is unresolved but consistent
with the instrumental width at that wavelength (570 km s- ). It has an equivalent width
of 25+14 eV (7. +4 .2 mA).3 -4.0
Fe XXVI in High-Velocity Outflow
There is a highly significant broad feature visible in the high-energy spectrum observed
at about 1.81 A, shown in Figure 4-9. Fitting the high-energy (> 3 keV) region of the
HEG spectrum with a Galactic absorbed power law and an edge gives an optical depth of
0.174+0.16 and a rest-frame edge energy of 7.18 keV (1.73A). For an Fe K edge, this optical
depth would imply a column density large enough to exhibit strong absorption features
elsewhere in the spectrum.
Structure in the Fe K edge has recently been modeled by Kallman et al. (2004). If
the feature we observe is an Fe K edge in the MR 2251-178 rest frame, it would be from
relatively low ionization states of Fe, in which case we would expect to see a much stronger
Fe L edge. The measured energy of the feature is too low to be due to Fe XXV or Fe XXVI,
for which L edges would not be seen. Near-resonance absorption lines (see Table Al of
Kallman et al. 2004) require an unacceptably large column density (NH > 1024) to produce
the absorption measured. Although fitting with an edge does improve our X2 statistic, the
fit systematically underestimates the bins blueward of the feature-the feature we observe
is much narrower than a photoionization edge.
For these reasons, we do not believe that this feature is an edge. Previous detections
of high-velocity outflows have similarly concluded that the features observed are lines, not
edges. For example, Chartas et al. (2002) found that attempts to model a similar feature
with an edge resulted in unacceptably large residuals on the blue side. The feature they
observed was too narrow for an acceptable edge fit, just as in our case.
The most natural identification for the feature we observe is that it is absorption from the
Lyman a line of Fe XXVI produced by an outflow moving at high velocity. In this scenario,
we measure a velocity shift of -12,700 km s- 1, an intrinsic width of 34003100 km s-
- -- 2400 -1900
and an equivalent width of -17 14 mA. Because of the large velocity dispersion, this line may
lie on the linear part of the curve of growth, in which case we may derive a corresponding
column density of NH - 6.8 x 1022 cm - 2 (NFe C 3.2 x 1018 cm-2), assuming a 50% ionization
fraction. At ionization levels where Fe XXVI is abundant, other abundant elements are
completely ionized, so this relatively large (equivalent hydrogen) column density does not
require other features (lines or edges) to be present in the spectrum.
If we were to identify this feature with a Lyman a absorption line from a lower ionization
stage of iron, even larger outflow velocities would be required, e.g., about -22,700 km s- 1
for Fe XXV. Furthermore, we would have to explain why we do not see resonance lines from
nearby ionization stages of iron. For even lower ionization stages, we would need to explain
the lack of L edges in the spectrum.
Recently it has been noted (McKernan et al. 2004) that the spectra of several AGN
show evidence for local (i.e., z = 0) absorption features. If the feature we observe at 1.81
A is considered to be line absorption from local material (e.g., in our Galaxy), the most
reasonable candidate would be resonance line absorption from Fe XXV, which would still
require a blueshift of about -9,000 km s- 1 from the Galaxy rest frame.
We note that Kaspi et al. (2004) observed an absorption feature at a system-frame
energy of 6.97±0.11 keV (1.78± + 0.03 A) which they also identified as an Fe XXVI Lya
line with an equivalent width of -28+20 eV. The absorbing material would be moving at
most a few thousand km s- 1 in their measurement. This XMM-Newton observation was
taken on 2002 May 18, 116 days before the Chandra observation reported in this paper.
For comparison, the equivalent width of the line we measure at a system-frame wavelength
of 1.71+0.01 A is -73+56 eV. We detect no feature at a system-frame wavelength of 1.78 A
subject to the criteria for detection specified in §4.3.5.
Other Line Features: Two Alternative Scenarios
We detect another highly-significant (Poisson probability > 99.9%) absorption feature at
about 15.10 A (observed frame). The likely candidates are lines from Fe XVII, Fe XVIII,
and Fe XIX as well as inner-shell absorption lines from Ne III, Ne IV, and Ne V (Behar and
Netzer 2002).
There is an additional unresolved absorption feature observed at about 6.22 A which
we detect at of Poisson probability > 99.9%. This feature could correspond to absorption
from the Si XIV Ly a line shifted by -16,940_00 km s-1.
It is difficult to identify these features with high confidence. We present arguments
for two alternative scenarios for the gas. In the first scenario, the 15.10 A line is from
moderately ionized neon and the 6.22 A line identification is problematic. In the second
scenario, both lines are part of a highly-ionized, high velocity outflow.
Inner-Shell Lines of Mildly-Ionized Neon In this scenario, the line at 15.10 A is
attributed to mildly-ionized neon. The inner-shell absorption lines from low-ionization
stages of Ne have oscillator strengths of approximately 0.10 to 0.15 in this region. In the
most reasonable case, two Ne V lines theoretically predicted at 14.20 and 14.24 A have
combined to produce the feature. Assuming the absorption feature lies on the flat part of
the curve of growth with a 50% ionization fraction, we derive a column density of about
NH , 1.9 x 1021 cm- 2 . This is close to the column density we obtain with our best model
fit, which requires a warm absorber with a hydrogen column density NH = 2.370..:2 x 1021
cm - 2 at an ionization stage log(() = 0.020.11 A moderate outflow velocity of -510 +1 70
km s- 1 is required for a Ne V identification. Furthermore, the Ne V line modeled here is
the feature predicted to be most detectable with the Chandra HETGS (in the sense of the
"S" statistic described below in §4.4.2) at ionization levels where Ne V is abundant.
Our best fit ionization parameter, log(ý) = 0.02+0,11, is slightly above but consistent
with the level where Ne V is predicted to be abundant (-1.80 < log(() < 0.00). However,
for any -1.15 < log(ý) < 0.60, XSTAR models predict that the next higher stage, Ne VI,
will be abundant. In fact, the abundance of Ne VI peaks at log(ý) = -0.15, a little less than
the value of our best fit parameter. Our ionization model predicts the abundance of Ne VI
to be about four times higher than the abundance of Ne V at log(() = 0.00. According to
Behar and Netzer (2002), Ne VI has inner shell lines that should add, just as those of Ne V
do in this scenario, to produce an equally strong feature observed at about 14.95 A. This
feature is not present in the spectrum. If we were to identify the 15.10 A absorption feature
we detect as Ne VI, a significant redshift would be required in the system frame.
In this scenario of the gas properties, we have no identification for the absorption feature
observed at 6.22 A.
In summary, the arguments in favor of the Ne V identification are:
1. The column density and ionization levels required are close to those of our best warm
absorber model.
2. A moderate outflow velocity is sufficient for the identification.
3. The "S" statistic of §4.4.2 ranks Ne V favorably.
The arguments against the Ne V identification are:
1. We are unable to explain the absence of an Ne VI feature despite the fact that Ne VI
should be more abundant than Ne V.
2. We have no straightforward explanation for the feature we detect at 6.22 A.
Components of a Highly-Ionized, High-Velocity Outflow Alternately, we may at-
tribute the feature at 15.10 A to a resonance line of Fe XVII or Fe XVIII. Experimental line
lists, e.g., the National Institute of Standards and Technology Atomic Database Version
2.0, 8 suggest that a strong Fe XVIII absorption line at 14.21 A (lab frame) should be ac-
companied by a nearby Fe XVIII line at 14.26 A (lab frame) which we do not detect. Thus,
we are left with Fe XVII as a candidate.
Given that we already have seen evidence of a high-velocity outflow in Fe XXVI, it
is reasonable in this scenario to identify the line observed at 15.10 A as the 15.01 A line
produced by Fe XVII. The relative stability of neon-like iron and the large oscillator strength
(> 2.3) for this line (Verner et al. 1996) allow for the possibility that we would detect this
line but not lines from nearby ionization species. In this case, we measure a velocity shift
of -16,770.17 km s-, an intrinsic width of 36n+200 km s- 1, and an equivalent width of
-42, 17 m A.
Whereas the first scenario (involving low ionization stages of Ne) required relatively
high column densities to fit the absorption line at 15.10 A, a smaller column density of
NH - 4.3 x 1020 cm - 2 is required for an Fe XVII identification. Although the lower
ionization and higher column density of the first scenario are a better match for our best
XSTAR fit, there is some degeneracy in the XSTAR models. In particular, a slightly worse
fit (AX2 = 0.02) exists at a column density and ionization stage matching the Fe XVII
identification. An F test indicates that this absorption model, at a higher ionization level
and lower column density, is an improvement over a pure power law at the 90% level, while
the lower-ionization, higher-column-density model (our best fit) is significant at the 95%
level.
In this scenario, the absorption feature observed at 6.22 A is identified as Si XIV Lya
at a blueshift of -16, 940+200 km s- i . The measured velocities for Fe XVII and Si XIV are
consistent with each other, supporting the mutual identification. The three ions identified in
the outflow are abundant at the ionization stages listed in Table 4.4. There is a slight overlap
in the regions where Fe XVII and Si XIV are abundant, although the peak abundances of the
two ions are at very different stages. If the Fe XVII and Si XIV absorption is coming from
different regions of outflow, the common outflow velocity may indicate that the outflow has
reached its asymptotic velocity.
8http://physics.nist.gov/cgi-bin/AtData/main-asd
Our ionization models predict that O VIII should be abundant when Fe XVII is. Fur-
thermore, the "S" statistic described in §4.4.2 predicts that O VIII should be more easily
detected than Fe XVII in the allowed range of ionization. Thus in this scenario, it is prob-
lematic that we do not detect O VIII in our spectrum. An overabundance of iron to oxygen
by a factor of at least four from solar values could resolve this discrepancy.
In summary, the arguments in favor of the Fe XVII identification are:
1. Fe XVII is abundant for many levels of ionization and the 15.01 A line has a large
oscillator strength, allowing for the feature to be present under a range of physical
conditions, but not requiring additional lines from the same ion to appear.
2. Although high outflow velocities are required, we already have strong evidence for
highly-ionized iron flowing out at high velocities.
3. The highly-ionized outflow scenario provides a natural identification for the feature
at 6.22 A as part of the outflow.
The arguments against the Fe XVII identification are:
1. Fe XVII is not abundant at the ionization levels of our best fit warm absorber, although
there is degeneracy in the absorber models.
2. We detect no O VIII absorption, contrary to the prediction of our ionization models.
Comparison to RGS Spectrum
The combined XMM-Newton RGS1 and RGS2 spectra of 2002 May (Kaspi et al. 2004) show
several strong emission lines, in particular O VIII Lya and the resonance and forbidden lines
of O VII. We see a strong O VII forbidden line in the Chandra HETGS spectrum, but no
other emission (or absorption) from oxygen.
As mentioned above, Kaspi et al. (2004) found no evidence for a high-velocity outflow
in the RGS spectra, although they did identify an Fe XXVI Lya feature at lower velocities.
They claim the 2002 RGS spectrum shows evidence for a feature at 14.2 A (corresponding
to our observed-frame 15.1 A absorption line identification discussed in §4.3.5), but their
feature appears weaker than what we detect. They associate the feature with Fe XVIII and
propose that that absorption in the RGS2 spectrum in the 10-11 A range may also be due
to absorption from Fe XVII-Fe XIX, but the RGS1 spectrum is not available in this region
to verify the reality of the feature. Because they do not quantify their line properties, it is
difficult to compare their identifications to ours.
Kaspi et al. (2004) modeled the 2002 RGS spectrum with two absorption systems. One
system was highly ionized and responsible for O VII and O VIII features, with a column
density of 1021.5 - 1021.8 cm - 2.The other system was less ionized and responsible for O III
and O IV lines, with a column density of about 1020.3 Cm- 2.Our best fit model has the lower
ionization level of the latter system but a much higher column density which approaches
within a factor of a few of the former (high-ionization) system. Apparently, the ionization
and/or geometric structure of the absorbing material have changed between observations.
4.4 Discussion
In the following sections we discuss the implications of our data analysis. We introduce the
model we use to analyze the ionization state of absorbers and emitters we detect (§4.4.1),
evaluate the two scenarios for line identifications (§4.3.5) in terms of the ability of the
HETGS to detect spectral lines (§4.4.2), discuss the detection and implications of the highly-
ionized, high-velocity outflow (§4.4.3), and consider the implications of the strong O VII
and Ne IX emission we see without corresponding absorption lines (§4.4.4).
4.4.1 Ionization States
We may determine properties of the gas producing the spectral lines we observe by model-
ing the gas as a single-zone photoionized plasma. We use two different single-zone models.
The first is a set of ion abundances calculated by XSTAR. The second model is a simplified
version of the model presented by Krolik et al. (1981). The equilibrium state of the gas
can be found as a function of the ionization parameter (, defined above in §4.3.3. For each
value of (, the gas temperature and electron density are determined such that heating and
cooling processes are in equilibrium. The heating processes considered are photoionization
and Compton scattering. The cooling processes considered are radiative recombination, di-
electronic recombination, Compton upscattering, bremsstrahlung, and collisional excitation
producing line radiation. Abundances are taken from Anders and Grevesse (1989). We have
compared the results of our model to the results produced by XSTAR using the same con-
tinuum and found reasonable agreement. Because XSTAR includes processes which we do
not currently model (e.g., Auger processes), we quote numerical results using the XSTAR
calculations, though the conclusions we draw are supported by both models.
In order to model the UV and X-ray continua accurately, we use a broken power law.
The continuum mean intensity is:
N,(13.6 eV)-"ox, c < 13.6 eV
_ n NuE- aoX, 13.6 eV < E < 2 keV -24rJ(E) 2 k keV ergs cm sec 1 erg-.l1)47r N Ec-r, 2 keV < e < 75 keV
0, 75 keV < e
The low-energy portion of the continuum Jh, which we have set to be constant with energy,
has little influence on our model. Using UV spectra published in Monier et al. (2001)
and Ganguly et al. (2001) which were taken in 1996 and 2000, respectively, we calculate
aox ;z 1.3 for a power law between the previously-observed UV flux at 2500 A and the 2
keV flux we observe with Chandra. Nu and N, are chosen so that the UV and X-ray power
laws are joined at 2 keV subject to the normalization condition
J13.6 keV Li
e J,()de = ion (4.2)
13.6 eV (4r)2r 2
In practice, we use Nx = 2.28 x 10-4, Nu = 0.619, and F = 1.26 from our simple power
law best fit. The high-energy cut-off at 75 keV is based on continuum fits from BeppoSAX
observations taken in 1988 (Orr et al. 2001).
The ranges of temperature and ( where O VIII, Ne X, Si XIV, Ne V, Fe XVII, and
Fe XXVI make up at least 10% of their elemental abundances are given in Table 4.4. The
numbers quoted are from the XSTAR calculation.
4.4.2 Analysis of Ionization Stages
The photoionized plasma models described above (§4.4.1) indicate abundance levels as a
function of the ionization parameter (. However, because the continuum and instrument
properties vary across the measured spectrum, absorption and emission features from a
given abundant element may not be detected even when they are present. To quantitatively
address the Chandra HETGS' ability to detect lines at a given wavelength, we consider a
statistic based on the signal-to-noise ratio of an expected line observed with the HEG or
MEG gratings. Define
S(, i, j, A) A 2  CA(A) AiXj( )fx, (4.3)FWHM(A)
where CA(A) is the number of continuum counts per Angstrom at the specified wavelength
A, FWHM(A) is the full width at half maximum of the grating instrument, Ai is the
abundance of element i, Xij(ý) is the fraction of element i ionized to stage j at ionization
parameter (, and fx is the oscillator strength of the line we are considering. We test
against all resonance lines tabulated in Verner et al. (1996) for elements of significant solar
abundance.
The ionization fraction of Fe XVII peaks at log(ý) f 1.95. At that ionization stage,
the lines with the highest statistic S are (in decreasing order of S) from the ions O VIII,
Fe XVII, and Ne IX. The lines and statistic values are given in Table 4.5. At log(() = 2.15
the statistic for the Fe XVII line is highest in relation to (as a fraction of) that of O VIII,
yet it is still a factor of about 3 lower than the statistic for the O VIII 18.97 A line. Values
are given in Table 4.6. In this, the best case, we find a ratio
S(102.15, Fe, XVII, 15.02)
' 0.33. (4.4)S(102.15, O, VIII, 18.97)
Our ionization model predicts that O VIII is abundant across the ionization range where
Fe XVII is found. Although the continuum is small in the region where we would expect to
see the O VIII 18.97 A line, line absorption with an equivalent width comparable to that of
the Fe XVII line observed is not consistent with the number of counts we actually observe.
If we attribute the absorption feature at 15.10 A to Fe XVII, the fact that we do not observe
a corresponding O VIII Lya line may also indicate that the elemental abundance ratio of O
to Fe is much less than solar.
The Si XIV feature, if real, may indicate a third ionization stage. Under assumed
abundances, the S statistic for the Si XIV line would be inferior to lines of other ions,
including O VIII. Because the Si XIV line was fairly weak, features that are less detectable
may reasonably be missed. Still, the abundance of Si would need to be enhanced by a factor
of at least 3 to become the most detectable line at log(ý) ; 2.9.
In the alternate interpretation in which the absorption feature at 14.20 A (rest frame)
is a line (or lines) from Ne III, Ne IV, or Ne V, the respective lines from these ions are the
most detectable lines (maximal S statistic) for the ionization stages (log(ý) < 0) where they
would be found, although the S statistic for these lines is much lower than that previously
calculated for Fe XVII, which is a factor of 5-10 higher overall. However, as discussed in
§4.3.5, there are other problems with this scenario.
4.4.3 Highly-Ionized, High-Velocity Outflow
As discussed in §4.3.5, we detect a highly-significant spectral feature most naturally iden-
tified as Fe XXVI Lya at a systemic blueshift of -12, 700+240I km s- 1. This feature alone
suggests we are observing a highly-ionized, high-velocity outflow with dynamical character-
istics that will be discussed below. In one interpretation of the remainder of the spectrum,
we identify two other absorption features with material at lower ionization levels flowing
out at higher velocities (about 17,000 km s- 1).
Absorption lines indicative of very high velocity outflow have been detected in a handful
of objects. These include three quasars that show broad absorption lines (BAL) in the
UV (Chartas et al. 2002, 2003; Reeves et al. 2003), two narrow line Seyfert 1 galaxies
(Pounds et al. 2003b,a), and the Seyfert 2 IRAS 18325-5926 (Lee et al., in preparation).
Our detection adds to the mounting evidence that high velocity outflow could be common
to many bright AGN and could constitute a major mass flux and (kinetic) energy flux
in the nucleus (e.g Pounds et al. 2003a but see Kaspi 2004). It has been suggested that
such outflows are associated with black holes accreting at or above the Eddington rate
(Pounds et al. 2003a). However, since MR 2251-178 was well below its maximum observed
luminosity during our observation (Figure 4-6), at least this outflow is not associated with
super-Eddington accretion. It also shows the lowest observed velocities (0.042c and possibly
0.056c, compared to 0.08c to 0.4c observed in other AGN). So far, there is no systematic
pattern to the velocities or the degree of ionization of the winds.
Dynamical Characteristics
In this section we will use the measured outflow characteristics to estimate characteristic
radii of the absorbing material as well as mass and energy outflow rates. All calculations
will be based on the Fe XXVI line alone, though we will include calculated values from
Fe XVII and Si XIV when possible for completeness.
Following (Turner et al. 1993; Krolik and Kriss 2001), we estimate that the column
density N is due to a line of sight through a thin spherical shell of thickness Ar so that
Ar < r and N x nAr. Then,
Ar (Nr
-(4.5)
r Lion 
(4.5)
implying that the absorber cannot be at a distance farther than
Lio
rmax - io (4.6)Ný
from the central source, where Lion is the ionizing luminosity (between 1 and 1000 Ry),
estimated throughout this section to be 1045 ergs s- 1. Using the column density estimated
for the Fe XXVI line above, we obtain a maximal radius rmax f 1 x 1019 cm. This upper
limit on the radius is a little larger than the maximum estimated value (when fco = 1) of
the launching radius rlaunch derived in equation (4.17).
We estimate the accretion rate required to give the observed luminosity as
Macc - (4.7)7IC2
= 1.1 x 1025 bo 0.1 g e-1 (4.8)1045 erg sec - 1 77
0.17 MLb 0.1 yr - , (4.9)1045 erg sec- 1 7
where Lbol is the bolometric luminosity, r is the accretion efficiency (assumed to be within
a factor of a few of 0.1), and c is the speed of light. We estimate Lbol , Lion N 1045 ergs
S-1
Mass outflow rates may be estimated assuming the outflow is a section of a spherical
shell subtending Q/47r sr which expands at constant ionization parameter ( (i.e., the density
n oc r-2):
M = 47rr2vn Pfcov (4.10)0.7
47rLionyv mpS0.7fcov, (4.11)
where the ratio (mp/0.7) is the approximate mass per particle of a gas with solar abundances,
v is the outflow velocity (here taken to be an absorption line blueshift), mp is the proton
mass, and fcov =- /47r. Estimated mass outflow rates and kinetic energy outflows (1/2M• 2)
are given in Table 4.7.
A related approximation in which we assume the column density N - nr (Krolik and
Kriss 2001) gives a similar outflow mass:
Mi = 4rNrv fcov mP (4.12)0.7
= 2.68 x 1027fcov 1 g sec-1 (4.13)1018 cm
S 1 fco r M yr - , (4.14)1018 cm
where the values for Fe XXVI (including the column density derived above) were used. This
is within a factor of a few of the outflow rate previously derived and shown in Table 4.7 if
the flow is at a radius of a few x 1018 cm.
Unless the covering fraction, fco,, of the outflow is very small or the bolometric lumi-
nosity, Lbol, is much higher than 1045 erg s- 1, the outflow mass and kinetic energy are
somewhat larger (in the Fe XXVI case) or even orders of magnitudes larger (if Fe XVII and
Si XIV are considered) than the total accretion rate and luminosity of MR 2251-178. If the
covering fraction or the duration of the outflow activity were extremely small, our detection
of the outflow would be extremely fortuitous. Either the outflow apparently plays a signifi-
cant role in the mass and energy budgets of the active nucleus, possibly even exceeding the
accretion rates, or else we need a very different interpretation of these features.
Launching Radius
In this section, we assume the second scenario of §4.3.5, i.e., that we have detected absorp-
tion lines of Fe XVII and Si XIV at high outflow velocities. While the putative Fe XVII
and Si XIV lines correspond to different ionization stages, they are flowing out at nearly
the same velocity, about -17,000 km s- 1. This may indicate that the outflowing wind has
reached terminal velocity. In this case we may use equation (1) from Chartas et al. (2002)
to estimate the radius rlaunch at which a radiation-driven wind is launched. We have:
2GMBH iL 1 (4.15)
Vwind ( LEdd
S 2.2 x 10- 9  (4.16)
Vwind
~ 4.8 x 1018 Lco cm, (4.17)5 x 1044 erg sec- 1
where MBH is the black hole mass, vwind is the wind velocity, rf is the force multiplier
(an indication of the gas opacity, assumed to be 100) (Laor and Brandt 2002), Q is the
solid angle of material into which the source is radiating, fco, - (2/47r), and Luv and
LEdd are the UV and Eddington luminosities, respectively. We consider Luv - 5 x 1044
ergs s- 1 to be a reasonable estimate of the UV luminosity based on the FUSE and Faint
Object Spectrograph (FOS) spectra presented in Kaspi et al. (2004); Monier et al. (2001),
respectively. For comparison, Kaspi et al. (2004) set a lower limit on the size of the broad
line region (BLR) of (1.2 + 0.2) x 1017 cm and concluded (based on features of the FUSE
spectrum) that the UV absorber they observed lies outside the BLR.
4.4.4 Covering Fraction
The resonance, intercombination, and forbidden lines of helium-like ions in AGN plasmas
have recently been studied by Porquet and Dubau (2000). Radiative recombination favors
the triplet 3S and 3P levels over the singlet 1P level while collisional excitation favors the
singlet IP level. The presence of strong forbidden emission lines (1s2 1So - 1s2s 3SI) is
evidence that the plasma we observe is photoionized. All three lines may be seen in emission
in the spectra of Seyfert 2 galaxies such as NGC 1068 (Kinkhabwala, A., et al. 2002; Ogle
et al. 2003).
We detect strong, broad forbidden emission lines from helium-like oxygen and neon, but
no corresponding resonance absorption (or emission) lines from these ions. Assuming the
forbidden line emission is produced by warm absorber material, we model the warm absorber
as a spherical shell which covers some fraction of the central source. Strong emission lines
with no corresponding absorption could occur in the following scenarios:
1. The absorbing shell covers a large fraction of the source and is neither obscured nor
expanding (or contracting) appreciably, so that photons scattered out of the resonance
line along our line of sight are replaced by emitted (resonantly scattered) photons from
other regions of the shell.
2. The radial velocity dispersion in the shell (along our line of sight) has become so large
or so small that absorption lines are not detectable.
3. The shell covers less than about half of the source and we are looking through the
shell so that the absence of absorption is due to physical properties of the absorber.
4. The emitting material is not along our line of sight.
Although we cannot completely rule out scenario 1, we note that it is problematic for
several reasons. Warm absorbers (including the UV absorber previously detected in this
system by Monier et al. (2001)) typically show outflow velocities of a few hundred km s- 1,
but these velocities are sufficient to shift photons out of the line center, so that photons
scattered out of the line of sight are unlikely to be replaced by photons scattered from the
far side of the shell. Additionally, the central source, accretion disk, and perhaps other
material would block photons scattering across the center of the shell, reducing the number
of photons available to replace photons absorbed along our line of sight. In any case, the
possibility that a warm absorber could have a covering fraction near unity would have
significant implications for unified AGN models.
Regarding scenario 2, we note that the absorption lines detected in the UV by Monier
et al. (2001) had FWHM's over 300 km s- 1, near to our instrumental FWHM of 390 km s- 1,
which we use in the calculation below. The upper limit on column density which we derive
below is proportional to the line width, so that a narrower line would actually improve
our final result up to the point where it becomes undetectable. (Monte Carlo simulations
indicate that a line with optical depth - = 1 across a FWHM as small as about 200 km
s- 1 would be detectable at 90% confidence more than 80% of the time.) Finally, we note
that the forbidden emission line widths may suggest an upper limit on any absorption line
FWHM if the absorbing material is also emitting forbidden-line photons (which are not
significantly absorbed by intervening material). We will quantify our arguments about the
absorption line FWHM in the discussion following.
The remainder of this section is an analysis of scenario 3. We show that it is inconsis-
tent and hence untenable. We assume that the covering fraction of the warm absorber is
small enough (e.g., fcov < 1/2) that resonance line scattering does not significantly fill in
absorption lines.
We may provide a limit on the covering fraction fcov of the Ne IX absorber by considering
the intensity of the forbidden line we observe and constraining the column density of the
gas, given that we do not see resonance line absorption. We choose to work with the Ne IX
line instead of the O VII line because the low number of continuum counts in the oxygen line
region do not give strong constraints on the presence of any absorption line. We assume the
ionized gas is uniformly distributed in a 47rfcov steradian section of a spherical shell with a
column density of NNeIX along the line of sight.
We first define a parameter ONe such that
_ NeX
aNe nN (4.18)
nNelX
We may estimate aNe from photoionization models as a function of 6. For helium-like
ions, electrons recombine preferentially to the triplet levels which produce intercombination
and forbidden lines, so the suppression of resonance lines is reasonable in a photoionized
plasma. Because we see forbidden lines from helium-like ions (indicating that hydrogen-like
ions are present and recombining with free electrons), we require our model to be at an
ionization stage where hydrogenic ions of oxygen and neon are present. For hydrogenic
atoms, we would expect to see resonance emission lines from recombination. Thus we
interpret the absence of resonance emission lines from hydrogenic atoms as evidence that
the rate of recombination into those ions is small. In particular, we assume that abundances
of completely ionized oxygen and neon are small, so that little recombination into the
hydrogen-like ions is occurring. For plasma states where the abundances of O VIII and
Ne X are at least 10% of the total elemental abundance and the abundances of Ne XI
and O IX are less than 10% of the total elemental abundance, we find aNe ;, 0.88 and
(/laNe) M 210. The temperature of our model is about 45,000 K in this plasma state.
From Mewe and Gronenschild (1981), we calculate an intercombination line branching
ratio to the ground state of about 0.338 and a forbidden line branching ratio of very nearly
1. Using radiative recombination rates from Porquet and Dubau (2000) calculated at a
temperature of 1.4x 105 K (the lowest temperature available), we expect a total forbidden
line rate of about RTot - 5.5 x 10-12 cm 3 s- 1. The resonance line becomes optically
thick (T7 1) and should be clearly detected across its entire FWHM for a column density
N > 2.9 x 1016PFWHM cm - 2 , where we define the parameter 3 FWHM - FWHM/390 km
s- 1 in order to estimate the importance of line width considered in scenario 2. A large
covering fraction or line width would raise the limit on column density, while a smaller line
width would lower it. We are also ignoring the effect of resonance line photons emitted
due to recombination. However, an estimation of this number of photons based on the
strength of the forbidden line indicates that only a few of these photons would fall inside
an instrumentally-wide line, which does not significantly affect our final result.
We expect a total forbidden line luminosity of
LTot = EfRTot nenNexdV (4.19)
Cg NeEf neRTot(4r fcovr2)NNelX (4.20)
< 2.9 x 10 7 a N e 3FWHM 10 10 m_3 fcovr 2 erg sec- 1, (4.21)
where Ef is the energy of the forbidden line, ne is the electron density, and r is the shell
radius (assumed much larger than the thickness of the shell). This corresponds to a flux of
Ff • 3.1 x 10 aNe#FWHM 10 1 0ne ) fcovr2 erg cm- 2 sec-1 , (4.22)
where rpc is the shell radius in parsecs.
Given that we actually measure a flux of about 1.8 x 10-14 erg cm - 2 s- 1 in the forbidden
emission line, we can constrain:
Ne 3 FWHM n foc > 5.9 x 104. (4.23)
OLNe•FWHM 1010 cm-3 5C 
-
By the definition of J,
2 Lion Lxnr2 - 1 (4.24)
where LX is the 2-10 keV luminosity we observe. At these ionization levels, (ne/n) a 1.2.
Combining this with equation (4.23), we find that our model requires
Lfco 0.20 L (4.25)Lion aNe/FWHM
Using the constraint on ((/aNe) mentioned above, we find that
fco 42FWHM (4.26)
a i HM Lion
Recall that we had assumed in this scenario that fcov was less than roughly 1/2. If we
assume the line to be narrower than the instrumental width, PFWHM will decrease and our
constraint will only get stronger, up to the point where the line becomes undetectable. For
a line even as wide as the Ne IX forbidden line we measure (FWHM - 1500 km s-l), our
constraint on fcov is only relaxed by a factor of a few. Thus it is unlikely that velocity
dispersion effects (scenario 2) could explain the absence of an absorption line.
We see no evidence in previous UV observations (Monier et al. 2001; Ganguly et al.
2001; Kaspi et al. 2004) that (L /L,,o) could be small enough to bring the constraint on
fc, (equation (4.26)) down to acceptable values. Even if we add a large excess to our UV
continuum model, this will lower the value of (L./Lion), but it will increase the value of
((/aNe), as fewer X-ray photons will be available at a given value of ( to ionize the helium-
like elements. Furthermore, because of the large L shell cross section in the UV of Ne VIII,
Ne IX should be strongly abundant at the ionization ranges we are considering, yet we do
not see it in absorption. Thus the homogeneous partial shell model (option 3 enumerated
above) is incorrect.
We are left with option 4. We conclude that we are not looking through the gas which is
emitting the forbidden lines we observe. We may be looking through a hole in the emitting
material, or the material may simply be out of our line of sight. The forbidden lines are
much wider than the characteristic thermal width for gas at the ionization stages under
consideration, suggesting that the emitting material is moving at a wide range of velocities.
The ionization level of the gas is similar to that observed in warm absorbers in other AGN.
We speculate that the emitting gas is a warm absorber which is not along our line of sight,
though it may have been at one time.
Analyzing the continua of previous observations of MR 2251-178, Kaspi et al. (2004)
found in one case changes in the absorber ionization and column density without corre-
sponding changes in luminosity, and in another case changes in luminosity without changes
in column density and ionization. They suggested that these changes, which are observed
on time scales of several months to years, are explained by physical motion of the warm
absorber gas. Physical motion of (cold) absorbing gas was originally considered by Halpern
(1984), who argued that the variability of the absorption in MR 2251-178 was better ex-
plained by changing ionization structure in a warm absorber. Now the question has evolved
to whether we are seeing the effects of physical motion in a warm absorber.
Measurable physical motion of the warm absorber has implications for unification mod-
els. Warm absorbers apparently have considerable geometric structure, and variations in
absorption properties are not simply due to viewing angle and ionization stage. We have
shown analytically that plasma at warm-absorber levels of ionization is not uniformly (spher-
ically) distributed about the central source. The highly ionized, high-velocity outflow we also
observe in this data set indicates that ionized absorbers can also have significant structure
along the line of sight, e.g., absorption can come from multiple systems with significantly
different dynamic qualities.
We conclude this section by noting that this observation of MR 2251-178 raises several
important questions about the properties of warm absorbers and their role in AGN uni-
fication models. What is the distribution of ionized material perpendicular to and along
the line of sight, now that we know it is significantly structured and changing on observ-
able time scales? Is there a connection between the warm absorber and the highly ionized,
high-velocity outflow? Does the outflow supply material to the warm absorber, or are the
two separate systems? What are the underlying features in the continuum below 2 keV?
If they are absorption edges, what distribution of ions and ionization stages is required to
fit them, and where are the corresponding absorption and emission lines? High resolution
spectroscopy will hopefully enable us to answer many of these questions as the study of
AGN progresses.
4.5 Conclusions
The Chandra HETGS has enabled us to obtain a high-resolution X-ray spectrum from MR
2251-178. We have observed it in a relatively low state. We do not detect any variability in
the continuum. Morphologically, we do not find any large asymmetries that would signal
the presence of an X-ray jet, though we do see emission extended to the west, south, and
northeast.
The remainder of our conclusions are concerned with characterizing the ionized absorp-
tion evident in the X-ray spectrum. We see evidence for at least two absorbing systems:
a low-ionization absorber which is evident in the continuum and a high-velocity outflow
evident in Fe XXVI line absorption and possibly other lines. We also see forbidden line
emission from helium-like oxygen and neon which appears not to be concentrated along our
line of sight.
Our best continuum fit requires both ionized absorption and some form of soft excess.
In addition to a narrow Fe Ka line, we see lines from at least two dynamic systems of
highly-ionized gas: the forbidden emission lines of helium-like neon and oxygen nearly at
rest in the system, and a broad absorption line from Fe XXVI at a high outflow velocity.
We see two additional absorption lines and describe two different scenarios in which they
could arise. In the first case, the strong 15.10 A feature could be due to Ne V inner-shell
absorption at a typical outflow velocity while the weaker feature is unidentified. In the
second scenario, both features are components of a highly-ionized, high-velocity outflow,
presumably related to the Fe XXVI feature.
On the basis of the Fe XXVI identification alone, we find that the outflow appears to
be carrying away a significant amount of mass and energy from the nucleus compared to
its accretion rate. In the second scenario, in which we identify multiple ionization stages in
the outflowing wind, we find evidence of dynamical and likely spatial structure which may
indicate an asymptotic velocity and a launching radius for the wind.
We use the measured properties of the forbidden line emission from Ne IX and O VII
together with the absence of resonance line absorption to constrain the covering fraction of
the emitting gas. By modeling the photoionized emitter under the influence of a realistic
continuum, we determine (given certain assumptions detailed above) that the emitting gas
cannot be distributed in a uniform spherical shell about the central source. We conclude
that the emitter is not along our line of sight, suggesting that the emitting material may be
a warm absorber which is not in view. We appear to have a relatively unobstructed view
into the nucleus of MR 2251-178 in this observation.
It has been suggested by Kaspi et al. (2004) that physical motion of the warm absorber
gas would explain the variation in warm absorber properties, such as absorbing column
and ionization level, which they observed on time scales of several months. In fact, our
observation, taken 116 days after the 2002 XMM-Newton observation they primarily report,
appears to have an unusually low absorption column density and ionization level compared
those they fit to 14 observations taken over about ten years. They fit the 2002 XMM-Newton
RGS spectrum with a second absorber which more closely matches the ionization level of
our best fit absorber, but is at a much lower column density than ours. Additionally, we
see strong absorption features (line absorption from Fe XXVI and likely Fe XVII or Ne V)
which, though not quantitatively evaluated, do not appear strongly in their spectrum. It
is tempting to speculate that the high-ionization absorber they observed has moved out of
view, but is still detected by us in forbidden emission lines, while the low-ionization absorber
they fit at low column has moved into the line of sight, along with clouds responsible for
the other phenomena we observe. In any case, it seems quite clear that the non-spherical
geometric structure of warm absorber material in MR 2251-178 has important consequences
for the X-ray spectra we observe.
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Modela Photon Power Law Other Reduced
Index Normb 2
power law
(power law+black body)x
xWA+WEM
1.26+01 3.10+0.02 x 10- 3  (none)0.01 -0.02
1.46+0.01 4.20+003 x 10- 3
--0.02 -0.03 NH: 2.37+0
-28 1021 Cm-2
log(C): 0.02 0.1o
WABS Vel.: -330-220 km s
- 1
WEM Norm: 0.0+ 7 .7 x 10
- 7
black body norm:c 1.94018 x 10
- 4
black body kT: 93.2+2.1 eV
-2.2
a All fits include fixed Galactic absorption using the XSPEC phabs model and an instrumental Ir M edge
(described in the text).
b In units of photons keV - 1 cm- 2 s - 1 at 1 keV.
c In units of L3 9 / D20 , where L39 is source luminosity in units of 1039 erg s
- 1 and Do1 is distance to the
source in units of 10 pc.
Table 4.1: Model fit results. Errors shown are 90% confidence limits for individual
parameters. If an error is not given, the fit was poorly constrained.
1.13
1.06
Year(s) Mission F Fluxa
Ariel V 2A (Cooke, B. A., et al. 1978)
Ariel V 3A (McHardy et al. 1981)
SAS-3 (Ricker et al. 1978)
Einstein (Halpern 1984)
EXOSAT (Pan et al. 1990 )b
Ginga (Mineo and Stewart 1993)
ASCA (Reynolds 199 7)d
BeppoSAX (Orr et al. 2001)
(none)
(none)
1.5±0.5
1.52+0.17
-0.17
1.72+0.35
-0.301 .21+0.37 1+ 0 .58
0.20 to 2.13-0.49
1.51±0.09
1.65±0.02
1.61±0.01e
8.7±2.0
3.6±0.5
2.5±0.4
2.93
3.04
1.86 to 3.27c
1.65±0.02
4.50
4.03+0.20
4.19+0.42
-0.42
2000 XMM-NewtonJ (Kaspi et al. 2004) 1.66±0.06 3.30±0.13
2002 XMM-Newtonf (Kaspi et al. 2004) 1.54±0.02 2.10±0.05
2002 Chandra 1.26±0.01 2.56±0.02
a Flux is in 10-11 erg cm- 2 s - 1 and is for the unabsorbed 2-10 keV continuum unless noted otherwise. Errors are
shown where provided by the original author.
b Out of 15 measurements we show the minimum and maximum values reported for the photon index and flux. All
reported flux values are shown in Figure 4-6.
c Flux measurement assumes a fixed F of 1.7. The values cited for F were then fit separately.
d The combined set of ASCA observations starting Nov. 6, 1993 which was reported by Reynolds (1997) is used here.
e Two observations were combined for measurement of F.
f The power law for the XMM-Newton observations was fit to the 3-11 keV band with the 4.5-7.5 rest-frame band
excluded. The 2-10 keV flux was calculated from this power law.
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Ion log(()a Temperature (105 K)
O VIII
Ne X
Si XIV
Ne V
Fe XVII
Fe XXVI
0.90-2.50
1.55-2.90
2.20-3.35
-1.80-0.00
1.40-2.40
> 3.05
0.30-5.38
0.56-12.6
1.96-42.7
0.14-0.22
0.45-3.74
> 18.0
a Values given (in cgs units) indicate the range where a par-
ticular ion accounts for at least 10% of the total element
abundance.
Table 4.4: Gas properties predicted by XSTAR model.
Ion Rest A (A) S(j, i, j, A)a
O VIII
Fe XVII
Ne IX
18.97
15.02
13.45
9.40
2.81
2.19
a The "S" statistic, an indication of the statistical significance
of an (hypothetical) line, is described in §4.4.2 and equation
(4.3).
Table 4.5: Most-detectable lines when Fe XVII is abundant (log(() = 1.95).
Ion Rest A (A) S((, i, j, A)a
O VIII
Fe XVII
Ne IX
18.97
15.02
13.45
6.97
2.29
1.51
a See description in text and equation (4.3).
Table 4.6: Most-Detectable Lines When Fe XVII Is Abundant (log(ý) = 2.15).
Ion M (g s- 1 ) M (MG yr - 1 ) v2 (erg s- 1)
1.4 x 1028fcov
5.6 x 1029fcov
1.1 x 1029fcov
220fcov
8900 fcov
1700fcov
1.1 x 1046 fc
7.9 x 1047fcov
1.6 x 1047fo
Table 4.7: Outflow Mass and Energy Estimates. Values may be compared to an estimated
accretion rate Macc = 1.1 x 1025(Lbol/1045 erg sec-1)(0.1/77) g sec - 1 and X-ray luminosity
of 2.41 x 1044 erg s- 1 (see text).
Fe XXVI
Fe XVII
Si XIV
Figure 4-1: Smoothed zero-order image from ACIS-S3 chip. Two pixels are approximately
1". 10" are approximately 12 kpc. North is up and west is to the right. There are possible
extensions to the northeast, south, and particularly west on a scale of 10".
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Figure 4-2: Azimuthally binned histogram of counts between 10 and 50 pixels from central
source. Horizontal lines show the mean (red) and la deviations. Position angle is degrees
counterclockwise from north at zero. Two vertical lines at -157" and 23.0" indicate the
orientation of a faint, thin readout streak.
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Figure 4-3: Light curve from first-order HEG and MEG counts
izontal lines show the mean (red) and la deviations (green).
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Figure 4-4: Chandra first-order observed-frame spectrum binned adaptively to at least
100 counts per bin, in the observed frame. HEG is top, MEG is bottom. The best-fit power
law plus black body model with an XSTAR absorption model is overlaid in red. Model
components are also shown individually, with the absorbed power law in green and the
absorbed black body in blue. An instrumental "reverse edge" feature at 2.0 keV is evident
(modeled), as is the systematic deviation between HEG and MEG spectra in the 1-2 keV
range (not modeled).
86
_YN
cu
E
U
U)
0
-1-
0
L1
x
L
0.5 1 2 5
E
U)
000-O
L-J
x
LL
o
N_
-o
0.5
Energy [keV]
Figure 4-5: Differential between the MEG observed spectrum and a model with a Galactic
absorbed power law and black body in the soft X-ray region (0.4-1.0 keV). The model is
too low in the 0.5-0.8 keV region, and is possibly too high in the 0.8-1.0 keV region. An
ionized absorption model (e.g., the XSTAR model described in the text) improves the fit
of this residual. The spectrum is binned adaptively to at least 100 counts per bin.
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Figure 4-6: 2-10 keV fluxes measured from power law with galactic absorption. The
sources (mission and authors) of this data are given in Table 4.2. Error bars are shown where
given by the original author. The 2-10 keV flux we measure in this Chandra observation
(the rightmost, i.e., most recent, point) is lower than that observed on most previous
observations.
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Figure 4-9: Highly-significant feature attributed to absorption from the resonance a line
of Fe XXVI, flowing out (blueshifted) at about 12,700 km s - 1 . Data are binned to at
least 20 counts per bin and shown in the observed frame. The model shown is our best-fit
continuum model described in the text.
Chapter 5
Line Variability in the High
Resolution X-ray Spectrum of
MCG -6-30-15
This chapter was originally published in ApJ 627:83-96. The authors involved were: Gibson,
R. R., Marshall, H. L., Canizares, C. R., and Lee, J. C.
Abstract
The recent 540 ks Chandra HETGS spectrum of the well-studied, variable Active Galactic
Nucleus (AGN) MCG -6-30-15 shows strong is - 2p absorption lines from many ions. The
spectrum was obtained over a period of about ten days, and the large number of counts in the
spectrum makes it ideal for testing variability on short time scales. We apply quantitative
tests for line variability to the is - 2p absorption lines of H- and He-like Ne, Mg, Si, and
S. We find significant correlations and anti-correlations between lines as a function of time,
much as we would expect if ionization levels in the absorber were varying. We also find
evidence for variation in at least one is - 2p resonance absorption line as a function of
luminosity.
We consider several possibilities to explain the line variation. First we consider factors
that could change ionization levels in the absorber: radial motion, density variation, lumi-
nosity variation, and continuum shape variation. None of these individually can explain
the line variation, though we cannot completely constrain continuum shape variation with-
out simultaneous knowledge of the ultraviolet (UV) continuum. Other factors, considered
individually, are also unable to explain all the variation: multiple changing continuum com-
ponents, variable obscuration, and changes in velocity dispersion. Changes in line emission
are an unlikely cause of significant absorption line variation, but we are unable to fully
constrain them. Variability could be due to a changing line of sight through a structured
absorber. Modeling such scenarios should produce useful constraints on continuum emission
mechanisms and absorber structure.
5.1 Introduction
Warm absorbers (WAs) were first proposed to explain variability in the soft X-ray spectra
of AGN. Changes in the soft X-ray continuum of the Einstein spectrum of MR 2251-178
were attributed by Halpern (1984) to varying ionization levels in a photoionized ("warm")
absorber. With high-resolution spectroscopy we now resolve absorption lines and measure
time-integrated properties of the WA. But early research with lower-resolution spectroscopy
used variability studies to support and characterize the WA model. For example, Yaqoob
et al. (1989) found a correlation between the absorbing column and the level of continuum
flux in the spectrum of NGC 4151, while Nandra et al. (1990) divided a 3 day Ginga
observation of MCG -6-30-15 into seven time segments to demonstrate that the level of
ionization was strongly correlated with the flux level.
We now have sufficient data to test for variation in individual X-ray spectral lines, with
the goal of further constraining WA structure. Some such tests have already been carried
out. For example, Netzer et al. (2003) found that the soft X-ray continuum of NGC 3783
changed over time scales of 20-120 days. Although researchers have found several absorbers
with multiple kinematic components in the combined spectra (Kaspi et al. 2002) of NGC
3783, Netzer et al. (2003) did not find significant differences between equivalent widths
(EWs) of lines from these absorbers in high and low spectral states. Turner et al. (2004)
found that four lines (out of about 50) showed evidence for likely variation between the
high and low states of a 320 ks XMM-Newton observation of MCG -6-30-15.
In the UV, line variability has been detected in several cases. For example, Ganguly
et al. (2001) found that the C IV doublet in the QSO MR 2251-178 disappeared after a
previous detection four years prior. This was taken as further support for the case that
WAs are intrinsic to AGN. More recently, Scott et al. (2004b) found variation in some of
the kinematic components of the Lyf and O VI absorption lines of the Seyfert 1.5 galaxy
Mrk 279.
The AGN MCG -6-30-15, at redshift z = 0.00775, has been one of the primary sources
for WA variability studies. It has been studied extensively with X-ray spectroscopy, and
each generation of study has yielded new information. Fabian et al. (1994) discovered a
change in the column density of the O VII edge in two ASCA spectra taken about one month
apart. They suggested the change in column density was due to material changes in the
WA, not just to changing ionization levels. In a follow-up study of the same data, Reynolds
et al. (1995) found that the ionization level appeared to be increasing even while the ionizing
luminosity was decreasing. They pointed out that multiple lines of sight through the WA
might be contributing to a single observed spectrum, so that spectral variability could be
tied to changes along these individual lines of sight. Reynolds et al. (1995) also raised the
possibility of stratification in the WA, i.e., change of WA physical properties with radius,
which would mean that single-zone models of the WA were an oversimplification. They
tentatively suggested that the variability was due to the passage of an ionized broad line
region (BLR) cloud across the line of sight.
A follow-up long observation of MCG -6-30-15 with ASCA provided more data for
time-variation studies. Otani et al. (1996) found that the depth of the O VII edge remained
roughly constant while the O VIII edge varied approximately as the inverse of the continuum
count rate. Because the two edges occur at different ionization stages, and because of an
apparent difference in velocity offset between the two edges, Otani et al. (1996) suggested
that two distinct WAs were present. The high-ionization absorber, located within the BLR,
was responsible for the O VIII edge. The low-ionization absorber was located much farther
from the continuum source, though the fact that it was not observed to vary with luminosity
was surprising. In recent years, high-resolution spectroscopy has shown that the soft X-
ray continuum and absorption are complex. Features from multiple ionization stages and
outflow velocities can be found in the spectrum (e.g., Branduardi-Raymont et al. 2001; Lee
et al. 2001; Sako et al. 2003; Turner et al. 2003).
Apart from absorption signatures, the continuum of MCG -6-30-15 shows complex vari-
ability in other respects. RXTE observations have shown that the 2-10 keV spectrum hard-
ens as the flux decreases, i.e., the power law photon index F increases with flux (McHardy
et al. 1998; Lee et al. 2000; Vaughan and Edelson 2001). Depending on the precise energy
bands measured, hard bands appear to lag soft bands by anywhere from 50 to about 2000
s, consistent with the model that high-energy photons are Compton upscattered (and hence
delayed) low-energy photons (Nowak and Chiang 2000; Reynolds 2000; Lee et al. 2000).
Additionally, there is a suggestion of a 33 hour period in the RXTE light curve (Lee et al.
2000).
The long 1999 ASCA observation provided the ability to take a different kind of look at
the spectrum of MCG -6-30-15. Instead of making "vertical" slices to produce spectra from
selected time intervals, Shih et al. (2002) split the spectrum "horizontally" into luminosity-
selected spectra. I.e., they formed spectra by grouping together data from small time
intervals which had similar instrumental count rates. They were able to specify a functional
form which adequately fit the observed relationship between the photon index F and flux.
This led to a discussion of models describing the processes responsible for generating the
continuum flux. Fabian and Vaughan (2003) and Vaughan and Fabian (2004) modeled
recent XMM-Newton spectra as a combination of two components, a phenomenological
model previously suggested by Shih et al. (2002). The data indicated that one of the
components, which they called the "reflection-dominated component" (RDC), remained
constant and was largely responsible for the broad Fe Ka line seen in the spectrum. They
called the second component the "power law component" (PLC), and identified it as a power
law with varying normalization but nearly constant photon index. The PLC contributes
little to the Fe Ka line.
Recent studies of the AGN MR 2251-178 have revisited the questions raised by variabil-
ity. Although MR 2251-178 is the original WA for which ionization variation was detected,
it appears that we now have evidence for other types of variability in that AGN. Fitting
photoionization absorption models against the historical set of continuum observations,
Kaspi et al. (2004) found that column densities appeared to vary on time scales of perhaps
several months, even when ionization changes were taken into account. They suggested
that clouds moving across the line of sight could be responsible. Indeed, a recent Chandra
observation shows evidence for ionized WA material in the AGN which is not in our line of
sight, assuming a simple spherical absorber geometry (Gibson et al. 2005). Thus the WA
in MR 2251-178 appears to have significant non-radial structure.
This paper is part of a study to understand WAs in AGN by examining variability in
recent high-resolution X-ray spectra. As mentioned above, several explanations for observed
absorber variability have been offered in previous studies. These explanations include:
variation of ionization level, cloud motion across the line of sight, and multi-zone structure
in the WA. In this paper, we concentrate on some specific types of variability we detect in
the high-resolution Chandra HETG spectrum of MCG -6-30-15. The principal conclusions
we present in this paper are that:
1. The X-ray line profiles are sufficiently complicated and variable that care must be
taken when deriving physical properties from a line in a time-integrated spectrum.
2. Although there is evidence that ionization effects are important, the variation we
detect cannot be explained as due to changing ionization levels caused by luminosity
variation alone. We discuss other possible causes of variation in line strength.
The study of line variability in high-resolution X-ray spectra is complex and rather new.
This paper is not intended to be an exhaustive study of the line variability in MCG -6-30-
15. Rather, we establish here that lines are varying and that the variation mechanisms are
complex. In future studies, we will further quantify the variation in high-resolution spectra
of MCG -6-30-15 and other AGN.
5.2 Observations and Data Reduction
The Chandra HETGS conducted four observations of MCG -6-30-15 from 19 May 2004 to
27 May 2004 for a total usable exposure time of about 520 ks. We processed the data using
version 3.1 of the CIAO tools.' Much of our data analysis is conducted using a development
version of the ACIS Grating Light Curve (AGLC) package to construct counts spectra
sampled on time intervals which are subsets of the total observation time. Information
about the AGLC package is available at http://space.mit.edu/CXC/analysis/aglc/.
We analyze the data using a development version of the Interactive Spectral Interpretation
System (ISIS) tool (Houck and Denicola 2000).2
Whenever possible, we work directly with counts spectra to compute line properties. The
continuum flux can, in most spectral regions, be represented locally by a linear function.
Multiplying the continuum flux by the instrument response and exposure time gives a
continuum for the counts spectrum. We use Auxiliary Response Files (ARFs) computed
with CIAO 3.1 to determine the instrument response. These represent the instrument
effective areas and quantum efficiencies to the extent they were understood at the time the
CIAO 3.1 tools were produced. They do not include the most recent calibration updates
but are believed to be accurate within 10%, and are adequate for our purposes in this paper.
5.3 Spectral Analysis
We refer to the spectrum of MCG -6-30-15 with all four observations combined as the "time-
integrated" spectrum. The Fe Ka line region of this spectrum has already been published
by Young et al. (2005), who found evidence for a relativistically broadened Fe Ka line and
an outflow of highly ionized Fe at about -2000 km s- 1. In this paper, we focus primarily on
is - 2p resonance absorption lines of He- and H-like ions of Ne, Mg, Si, and S. Assuming
these ions are present in the absorber, their ls - 2p lines would be among the strongest
found in the spectrum at wavelengths where the MEG grating has the largest effective area.
Most (but not all) of these lines are strongly evident in the time-integrated spectrum. These
lines can saturate at large ion column densities, so that the amount of absorption does not
vary strongly with column density. For this reason, we also briefly examine the is - 3p lines
of the candidate ions. Because the ls - 3p lines have smaller absorption oscillator strengths
than the is - 2p lines, they require higher column densities to saturate, and may therefore
show evidence of variability even when the ls - 2p lines do not.
In this section, we analyze absorption line features in the HETG spectrum as a function
of time and luminosity. Because accurate continuum fitting is an important requirement
for our study, we first discuss at length the method we use to determine continua in line
regions (§5.3.1). Then we present the method we use to test lines for variability (§5.3.2).
We test for line variability as a function of time (§5.3.3) and luminosity (§5.3.4). We follow
'http://asc.harvard.edu/ciao/
2ISIS is available at http://space.mit.edu/ASC/ISIS/
up our luminosity variability tests with further testing of the Mg XII resonance line (§5.3.5)
and conclude with a discussion of is - 3p lines (§5.3.6).
5.3.1 Fitting the Continuum
In order to measure absorption line strengths, we must accurately estimate the continuum
which is being absorbed. Several factors complicate continuum fits. Firstly, the HETG
response varies with wavelength. In some cases, the ARF can vary dramatically over a few
bins. Secondly, there may be intrinsic narrow spectral features that affect the continuum
fit, such as nearby absorption or emission lines. Thirdly, we must use an appropriate fit
algorithm. In some cases, we will be fitting segments of spectra which have fewer than 15
counts per bin. In this case, the X2 statistic is not applicable (e.g., Gehrels 1986).
In order to accurately estimate the continuum, we adopt the following scheme. We
assume the continuum flux can be approximated as a straight line over the fit region. We
choose the fit region to be relatively small (< 0.6 A) so that a line should be a good approx-
imation to the local continuum. For any continuum flux, we can determine a corresponding
count rate by multiplying the flux by the instrument ARF and the exposure time. We max-
imize the statistical likelihood to find the continuum flux model which best reproduces the
observed counts. In practice, this means we minimize the C statistic given in Equation (5)
of Cash (1979). Unlike the x2 statistic, the C statistic is appropriate for Poisson-distributed
data, even when the number of counts per bin is small.
In several of the fit regions there are obvious absorption features which can adversely
influence the continuum fit. Because these features influence a small number of bins com-
pared to the entire fit region, they do not dramatically affect the fits, but removing them
from the fit does improve the fit quality. We have visually selected several strong, narrow
features which we exclude from the fit region. We also exclude the absorption line region,
taken to be 0.03 A on each side of the line center, from the fit. Finally, we truncate the
fit region to exclude bins with residuals where atomic line lists indicate strong lines could
be present. The continuum fit regions and the excluded regions are listed for each line in
Table 5.1. The continuum fit is acceptable in the sense that the probability of higher X2
over the fit bins is < 80% in all cases except for Si XIII and S XV. The latter line was
not strongly detected, while the former line is adjacent to a strong feature in the ARF
and the fit region is also likely influenced by a complicated mix of emission and absorption
features from nearby lines which we have not excluded. The continuum surrounding the
Mg XII is - 2p line, which figures prominently in our analysis, was particularly well fit,
with X2 = 22.4 for 22 degrees of freedom.
These results indicate that our continuum fitting methodology is appropriate. We are
further encouraged by the fact that the results of our variability tests changed little when
we tried other, less accurate fitting methods. For example, using a X2 statistic and allowing
nearby absorption lines to influence the continuum fit results in underestimating the actual
continuum, but does not strongly affect the results of our variability tests. We use the fit
method described in this section throughout the paper.
In Figure 5-1, we show Gaussian fits to line regions for the is - 2p lines of H- and He-like
Ne, Mg, Si, and S. Strong ls - 2p absorption lines are present for Ne, Mg, and Si. The S XV
region does not show a strong absorption feature. A weaker line is detected for S XVI. In
this paper, we are not using the properties of the time-integrated lines, but for completeness
we have listed in Table 5.2 the fit properties including the velocity shift, intrinsic width,
and EW of each line. We also list any regions which were excluded from the continuum fit.
The time-integrated line properties reported here are for informational purposes only and
are not essential to our analysis. A full analysis of the time-integrated spectrum will be
published in a future paper (Lee et al. 2006, in preparation).
5.3.2 Line Variability
An equivalent width (EW) is a measure of the strength of a line with respect to the surround-
ing continuum. We calculate EWs from counts spectra by summing over equally-spaced
bins:
S(i) - C(i)EW S(i)C(i) AA, (5.1)
i= (i)
where there are N bins in the line, the number of observed counts per bin is given by S(i),
the number of continuum counts is given by C(i), and AA is the bin width. We use the first
order spectrum of the MEG rather than the HEG because the larger effective area of the
former results in many more counts in the regions of interest. A larger number of counts
enables us to break the spectrum into smaller time slices. We bin the MEG spectrum to 0.01
A per bin and typically choose N so that we are summing over a region several times larger
than the instrumental FWHM of approximately 0.02 A. Determining which wavelength to
use as the centroid is somewhat difficult, as we wish to test line regions that have no strong
profile in the total time-integrated spectrum and we also wish to test the possibility that
lines move over time. In general, we place the centroid at the expected rest wavelength in
the system frame except in cases where the integrated spectrum shows a line blueshifted
enough that shifting the centroid will visibly result in a better correspondence with the line
center.
This method of measuring EWs is not exact. For example, it gives incorrect results
when the line is wider than N bins. However, it is a useful diagnostic tool to discover
underlying trends in the data. We will use the results of these measurements as an initial
guide for our data analysis. In order to be precise, we will refer to our measurements as
"truncated equivalent widths" (TEWs), to distinguish the fact that we are only summing
over a fixed number of line bins. For narrower lines, TEWs are effectively similar to EWs.
All of the resonance lines we fit (shown in Figure 5-1) in the time-integrated spectrum have
FWHMs narrower than 0.07 A; the broadest line Si XIV) has FWHM M 0.04 A.
We measure TEWs as a function of both time and luminosity. To measure time variation,
we split the observations into 39 ks time slices and construct counts spectra for the region of
interest for each time slice. We discard incomplete time segments. To measure variation with
luminosity, we use a more complicated procedure. We break the entire set of observations
into a large number of spectra, each corresponding to a time slice of about 3 ks. We order
the slices according to the 2-10 keV flux measured by counting up flux in HEG bins. (Note
that pile up is not an important issue in the dispersed spectrum.) We then combine the
ordered spectra in groups of some specified number. As an example, we show as horizontal
dashed lines in Figure 5-2 the luminosity slices we would use for the case where each group
contains 11 of the 3 ks slices and there are 16 groups in total.
The effective area of the MEG is, for the most part, constant in time at a given wave-
length. Notable exceptions are regions near bad pixels and chip gaps on the ACIS detector.
Due to the dithering motion of the satellite during an observation, wavelengths close to
one of these regions will see a varying detector response as less responsive regions move
into and out of the dispersion position corresponding to a given wavelength. The 3 ks time
slice duration was chosen to be a multiple of the dithering period (approximately 1 ks) so
that variations in the response will be smoothed out. We have also examined the ARFs
and determined that the wavelengths we are interested in are typically outside the regions
where bad pixels and chip gaps could strongly affect our TEW measurements.
We calculate the error on TEW measurements using the following formula:
N
ATEW = AA (Axi)2, (5.2)
i=1
where
AxS(i) SaC (i) S (5.3)
C(i) 2 C (i) C(i)
The first term under the radical is the error associated with measuring the counts observed
in the line region. When summed over N = 7 bins, there are a sufficient number of counts
that the error distribution is nearly Gaussian, hence we have assumed AS(i) = V(i).
The second term is the error associated with the continuum fit, which we estimate based
on simulations. In most cases, the first term dominates. There is no covariance error term
because the continuum fits exclude the line region.
We assume a gas number density of 108 cm - 3 , although the results depend little on
density in this regime. We forced the Ni abundance to zero to simplify the calculations but
otherwise used solar abundances for abundant ions up to and including Fe (Grevesse et al.
1996). Table 5.3 shows the ranges of the ionization parameter ( for which He- and H-like
ions of relevant elements are present for our continuum model. ( is defined as Lion/nr2,
where Lion is the source luminosity between 13.6 eV and 13.6 keV, n is the absorber number
density, and r is the distance between the source and absorber.
In order to interpret our results in terms of photoionization models, we have calculated
ionization fractions of abundant elements for a generic UV and X-ray continuum using the
photoionization modeling code XSTAR.3 The exact continuum shape is difficult to deter-
mine without simultaneous UV spectroscopy, is difficult to estimate without understanding
the complex absorption processes below 2 keV, and in any case varies on short (< 10 ks)
time scales (e.g., Shih et al. 2002), at least in X-rays. Therefore, we assume a generic contin-
uum shape and focus on relative behavior of ionization fractions between ions, which is less
dependent on continuum shape than individual values of ionization fractions are (§5.4.2).
We model the continuum as a broken power law. The flux density of each power law
component is FE oc e-a, where E is the photon energy and FE is in units of ergs cm - 2 s- 1
erg-'. The break energy is at 2 keV. For the ultraviolet region, we use FE oc e-1.8, while for
the X-ray region we use FE oc E-1"0 . The continuum is cut off at 100 keV. The continuum we
use is an approximation of the instantaneous state of the variable continuum. The value of
the ionization parameter ( should be considered to be only an estimate of the true ionization
level. The model is most useful for comparing relative values of ionization levels between
two ions. Small changes in the continuum shape do not affect relative ionization fractions
as strongly as they affect the overall ionization level. For further exploration of this subject,
see §5.4.2.
3http://heasarc.gsfc.nasa.gov/docs/software/xstar/xstar.html
The best candidates to test are the is - 2p resonance lines of H- and He-like Ne, Mg,
Si, and S. While we detect absorption lines from many other ions in the time-integrated
spectrum, these lines have strong absorption oscillator strengths and appear in a wavelength
region where the MEG effective area is large, so there are many counts to work with. Because
the Si XIV ls-2p line falls in a region where the MEG ARF varies strongly with wavelength,
we choose not to test this line for variability. We ignore the S XV line region because we do
not detect a line in the time-integrated spectrum and there is also a weak ARF feature in
this region, though we note that no significant variability results were detected when this
line region was tested. The Si XIII line also has structure in the ARF on the red side of
the line. This structure is not as strong as the Si XIV case and is constant over time, so it
should not affect variability tests that rely on relative changes (such as the correlation tests
in §5.3.3). With these caveats, we keep it in our list of lines. Overall, we have six lines to
test.
5.3.3 Time Variability
We test the is - 2p resonance lines described in §5.3.2 for variation with time in 39 ks bins, 4
summing the TEWs over N = 7 wavelength bins (0.07 A). To explicitly test for variability,
we take the set of TEWs that we measure for each line and calculate the X2 statistic for
the best fit to a constant value. The strongest candidate for variability is Mg XI, which
varies at 94.7% confidence. The only other candidate varying at > 90% confidence is Si XIII
(91.3% confidence). The other line candidates (and confidence of variation) are: Mg XII
(86.8%), S XVI (86.2%), Ne IX (54.4%), and Ne X (44.3%). Given that we have tested six
lines for variability, these results (with four of six cases having confidences > 85% and two
of six > 90%) suggest that TEWs may indeed be varying. We also note that lines may vary
with time in ways that our test would not detect. For example, lines may vary with smaller
amplitudes or on different time scales than we are testing.
Figure 5-3 shows the TEWs for each of the lines as a function of time. There appear
to be correlations (or anti-correlations) between pairs of lines, most notably in the first six
time slices. To test this observation formally, we use Spearman's rank-order correlation
test. We apply the test to all 13 time slices for each possible pair of ions. The test indicates
that the TEWs of lines from Ne IX and Si XIII are correlated at 97.1% confidence. Lines of
Ne X and Si XIII are anti-correlated at 95.4% confidence, while lines of Mg XI and Mg XII
are anti-correlated at 99.9% confidence. Figure 5-4 shows these relations in detail. For each
correlation or anti-correlation mentioned, we plot the fractional TEW about the mean, i.e.
(TEW- (TEW))/(TEW) in order to emphasize the variation. The lines of the He-like ions
Ne IX and Si XIII are correlated, while the lines of He-like and H-like ion pairs Ne IX/Si XIII
and Mg XI/Mg XII anti-correlate. The anti-correlation between He-like and H-like Mg is
particularly strong. We have tested 15 pairs of lines for correlation and found three above
95% confidence, including one at 99.9% confidence. There is therefore significant evidence
for an anti-correlation in variation between at least Mg XI and Mg XII.
The Mg XI and Si XIII is - 2p lines have a large number of continuum counts in the
MEG, allowing for studies at higher time resolution than 39 ks. We find no significant
correlations between Mg XI and Si XIII using time bins of 39, 20, 10, or 5 ks.
For the strongest anti-correlation (between Mg XI and Mg XII), we have enough counts
in the spectrum to test for (anti-)correlation using shorter time slices. In fact, we find
4The time bins were chosen to fit neatly into the available exposure times of the four 2004 observations.
anti-correlations at 93.7% confidence for time slices of 20 ks, but only 77.1% and 63.5%
for 10 and 5 ks, respectively. There may be several reasons for the decline in confidence of
variability with shorter time scales. For example, because each ion has a different ionization
equilibration time scale (e.g., Krolik and Kriss 2001), different response times to changes
in the ionizing continuum may wash out correlations if the time slices we use are not much
longer than the ionization time scales. It would be very interesting and informative to model
in detail the time variation of ionization levels driven by the varying ionizing continuum.
Such a study is beyond the scope of this paper, but will be considered in future work. The
strength of the (anti-)correlation between lines may also decrease at shorter time scales
simply because smaller numbers of counts are used for the calculations, leading to increased
scatter in the data.
The results of our tests for (anti-)correlations between lines are qualitatively consistent
with variations caused by changes in ionization. Table 5.3 shows, for the ions of interest,
that there is typically a wide range of ( between ionization fraction peaks. In the range
between peaks, the ionization fraction of the He-like ion is decreasing while that of the
H-like ion is increasing with (. Changes in ( in this region (perhaps caused by varying
luminosity) will cause anti-correlations between such ions.
Nonetheless, explaining the variability as due to ionization changes caused by luminosity
variation is problematic. He-like ions in our sample have ionization thresholds above 2 keV,
so we would expect the 2-10 keV continuum to control the ionization levels of He- and H-like
ions. However, we do not find any significant correlation between TEWs and the 2-10 keV
flux; no ion shows a correlation (or anti-correlation) confidence > 90%. We will investigate
further the behavior of is - 2p lines as a function of luminosity in §5.3.4.
If the correlation between the time variation of the Ne IX and Si XIII lines is real, it is not
possible to find a single ionization level ýo for the entire absorber such that perturbations
about $o would cause all the correlations and anti-correlations in the data. This is not
surprising; we have already noted that multiple ionization stages are required to explain all
the lines present in time-integrated spectra. However, the detection of coherent variation
among these ionization stages does place some constraints on their geometric structure.
A model of the absorber would need to explain the lack of strong correlation between
the continuum and individual ionization components while simultaneously predicting the
correlations between pairs of components. Further modeling of the absorber is beyond the
scope of this paper, but the discussion in this section shows the need for models of structured
absorbers.
Finally, we note that a study of the HETG spectrum of NGC 4051 by Collinge et al.
(2001) found that absorber properties were different for He- and H-like ions. In this case,
He-like ions were found in one velocity component, while H-like ions were found in another.
The authors noted that this contradicted photoionization models, since the He-like ion
Si XIII is formed at ionization levels similar to the H-like ions of Ne and Mg, and would
therefore be expected to evolve as the H-like ions do. Collinge et al. (2001) suggested that
this may indicate the absorber is not in photoionization equilibrium, but instead that the
ion behavior is dependent on ionization potential, in which case Si XIII would be expected
to behave as the other He-like ions. In our case, we see correlated behavior between He-like
ions and anti-correlations between He-like and H-like ions regardless of the predictions of
ionization models.
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5.3.4 Luminosity Variability
Following the procedure described in §5.3.2, we test is - 2p lines to see whether they vary
as a function of luminosity. We test by summing TEWs across N = 7 wavelength bins of
0.01 A each. We split the observations into 3 ks segments, order those segments by 2-10 keV
flux, and combine them in groups of size M to form spectra for which we measure TEWs.
The entire set of four observations can be broken into 176 different 3 ks segments.
Re-ordering by luminosity and combining them in groups of size M gives [176/MJ TEW
measurements. For our initial measurements with N = 7, we choose M for each line so
that there are at least 50 counts expected in the continuum for all N bins combined at the
lowest flux level. We perform these tests for each of the ls - 2p lines in our sample. In
Figure 5-5 we show the pattern of TEWs as a function of 2-10 keV luminosity for each of
the six lines.
In three of six cases we find that the measured TEWs are inconsistent with being
constant at 85% confidence or more, including 2 of 6 at > 95% confidence. The three ions
with the greatest confidence of variability are Mg XII, Si XIII, and S XVI at confidences of
98.9%, 96.6%, and 88.0%, respectively. As for the case of variation with time, these results
suggest that line variation is occuring.
Our strongest candidate for variability, the is - 2p line of Mg XII, shows an even higher
confidence of variability if we narrow the line region we use to calculate TEWs. Taking
N = 5 and N = 3 (and keeping M unchanged) gives confidences of 99.7% and 99.9%,
respectively. We conclude that the 1s- 2p line of Mg XII is a strong candidate for variability.
5.3.5 Further Testing of the Mg XII Line
In this section, we study the 35 luminosity ordered spectra of the Mg XII line region in more
detail, looking for further evidence of variability. For each spectral bin in each luminosity
slice, we wish to calculate the statistical likelihood of obtaining the number of counts that
we observe, with the constraint that the line optical depth in each bin remain constant
across the entire observing time.
For simplicity, assume we are working in a single spectral wavelength bin. (We apply the
same procedure to each spectral bin.) For each luminosity slice, we fit a linear continuum to
the spectrum near the line region, excluding the 8.40-8.55 A region where the line resides.
Suppose the continuum counts in each of the i luminosity slices is fit to be Xi counts and
that we actually observe ci counts in the spectra. We wish to find a single multiplier, f, for
all the luminosity slices, so that the joint probability of finding ci counts in spectrum i is
maximized, given an expected rate of counts f x Xi.
The likelihood is maximized when
f = Zci/ZXi. (5.4)
i i
This gives us one value of f for each spectral bin. Given that we have 15 spectral bins
and 35 luminosity slices, we can calculate a total of 15 * 35 = 525 Poisson probabilities for
our best-case model of the line depth as specified by the value f for that line. Each of these
probabilities represents the Poisson probability P(x > ci, f*Xi) that we would observe more
counts than we actually do. In the case of the Mg XII line, we observe an excess of low-
count spectral bins. Out of 525 cases, we find 8 probabilities > 99.5% that we would obtain
more counts. Using the binomial distribution, we calculate the probability of this many
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cases occuring randomly to be 0.6%. The fact that we have a large number of probabilities
2 99.5% in the maximum-likelihood scenario may indicate that deviations from the most
probable configuration are characterized by excess absorption (i.e., the observed number
of counts is unexpectedly low, indicating a high probability of obtaining more counts in a
purely random Poisson process), though other explanations are possible. This supports our
result in §5.3.4 that the Mg XII line is varying. Applying this same test to the other is - 2p
lines produces inconclusive results.
All of the 8 probabilities over 99.5% came from the 8.40-8.50 A region. (All wavelengths
in this discussion are given in the observed frame.) We also included the 8.50 - 8.55 region
in our test. Since the line is centered at approximately 8.48 A, this means that the bins
with unexpectedly low numbers of counts were near to or blueshifted from the line center.
The region on the red side of the line showed less evidence for variation.
Finally, we note that our criterion for variability is rather crude, as we only look at
excess probabilities in the tails of the distribution. More powerful tests (applied to larger
data sets) may be able to distinguish variation beyond what we find here.
5.3.6 Line Saturation and is - 3p Lines
For small column densities Ni of a given ion, absorption lines have EWs which are propor-
tional to Ni. The absorption EW saturates as Ni increases, so that large changes in column
density may produce only small changes in EWs. In our study, we have concentrated on the
relatively strong is - 2p absorption lines of various ions. The weaker is - 3p lines, having
much smaller oscillator strengths, are less susceptible to saturation. In principle, they could
give stronger indications of variability than we find for the is - 2p lines.
Unfortunately, the is - 3p lines in the data are rather weak. In all cases (excepting
S XVI), the EWs we measure for these lines are less than half those of the is - 2p lines.
In some cases (e.g., Mg XII), we do not detect any significant is - 3p line at velocities
consistent with those measured for the is - 2p lines. Even in cases where we do detect lines,
the error in those measurements is large compared to the measured EW, so that tests for
variability of these lines are inconclusive.
A detailed study of the is - 2p and is - 3p lines in the time-integrated spectrum will be
presented in an upcoming paper (Lee, et al. 2006, in preparation). For the purposes of this
study we conclude that, although the is - 2p lines may be affected by saturation to some
extent, they are probably not strongly saturated, or else we would expect to see stronger
Ls - 3p lines. In particular, the ion Mg XII, which receives the most attention in this paper,
has no detectable is - 3p line.
Of course, even if the is - 2p lines are saturated, they can still vary. Variation in the
EW of saturated lines suggests large changes in ionic column densities. For example, the
EW measured in the time-integrated spectrum for Mg XII is -7.9 1.7 mA. When we order
spectral slices by luminosity, we find that the strongest line has an EW of -27.2 + 5.2 mi.
Depending on the parameters used in a curve of growth analysis, this could indicate changes
in the column density by orders of magnitude. Detailed curve of growth studies are beyond
the scope of this paper, but will be presented in the upcoming paper (Lee, et al. 2006, in
preparation). We also note that the non-linearity of the curve of growth means that errors
in EW measurement can lead to large uncertainty in column density estimation.
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5.4 Discussion
It is common to use a curve of growth analysis to associate the EWs of measured lines with
an ionic column density Ni and a velocity spread parameter b. Varying EWs would then
be due to changing column densities or changes in the spread of velocities in the absorbing
material. Column densities might vary because the overall number density of particles in the
absorber itself is changing, as happens when a cloud moves across our line of sight. Column
densities may also vary when ionization fractions change due to changes in ionization level
of the absorber.
Other causes of variation are possible which are not covered by the underlying assump-
tions of the curve of growth. In particular, line emission may fill in the absorption line,
moving it off the curve. This line emission may vary, resulting in a varying line profile.
Another possibility is that we are looking along different lines of sight at different times.
Continuum photons may be scattered or gravitationally bent into our line of sight from
multiple sources in the nucleus, or photons from the same source may take different paths
to reach our detector. Multiple bright emitters may be geometrically dispersed so that, at
different times, the paths from them to our detector pass through regions with different
physical properties.
Because the anti-correlations over time described in §5.3.3 suggest varying ionization,
we consider first the implications and constraints of varying ionization levels. We derive
ionization time scales for the ions under study (§5.4.1), then we consider possible causes
of ionization variation (§5.4.2) such as variation in: absorber distance (§5.4.2), absorber
density (§5.4.2), luminosity (§5.4.2), and continuum shape (§5.4.2). In following sections,
we discuss other, more complex scenarios: variable unabsorbed continuum components
(§5.4.3), cloud motion (§5.4.3), variable emission (§5.4.3), and changes in absorber velocity
dispersion (§5.4.3).
5.4.1 Ionization Time Scales
In this section, we estimate a lower limit on the absorber density assuming that ionization
levels are changing to cause the observed variability. This calculation applies only to sce-
narios where line variation is due to changes in ionization level in an absorber with constant
equivalent hydrogen column density NH along our line of sight. Because the luminosity-
selected spectra were assembled from 3 ks time slices of spectrum that were (typically)
well-separated in time (see Figure 5-2), the variability we detect in these spectra suggests
that the lines may be varying on time scales smaller than tens of ks. If the variation time
scale was much longer than 3 ks, we would not expect that the ionization level would track
the continuum when the spectrum was split into 3 ks segments, making it less likely that
any variability would be detected as a function of luminosity. For the following analysis,
we assume an upper limit to the ionization time scale of 39 ks, corresponding to the time
scale for which we detected (anti-)correlations between lines (§5.3.3).
We have calculated ionization time scales for ions of interest assuming ionization levels
are driven by photoionization (PI) rates, collisional ionization (CI) rates, and radiative
recombination rates (RR) into and out of each ion. We estimate the ionization time scale
as
i (, n) ni (5.5)Idni/dtl
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IPIin - Plout + CIin - Clout + RRin - RRoutl'
where ( is the ionization parameter, n is the total gas number density, ni is the number
density of the ion in question, and t is time. To calculate Ti, we use photoionization cross
sections from Verner et al. (1995); Verner and Yakovlev (1995), collisional ionization rates
from Voronov (1997), and radiative recombination rates from Aldrovandi and Pequignot
(1973); Shull and van Steenberg (1982); Arnaud and Rothenflug (1985); Verner and Ferland
(1996). Calculating the ionization rates requires a prior assumption of ionization fractions,
electron density ne, and electron temperature Te, which we calculate as a function of ý
with XSTAR photoionization models. Because we are calculating PI, CI, and RR rates
using different data than XSTAR, our calculations will naturally be calculated slightly off
the equilibrium point determined by XSTAR (where the time scale is technically infinite).
We also test a range of nearby ( and T to ensure our estimates are consistent at various
off-equilibrium points.
We use a fiducial broken power law with spectral index aox = 1.8 in the UV and soft
X-rays (13.6 eV to 2 keV), ax = 1.0 above 2 keV, and a cutoff energy of 100 keV. We use
XSTAR version 2.1 kn3. 5 We have tested our results against other continuum shapes, and
found that differences in time scale are within a factor of 2.
For H- and He-like Ne, Mg, and Si, we find that for values of log(() near 2 and a number
density n, the time scales 7 can be estimated roughly by - x n - 1011 s cm - 3 . Ionization
changes on a time scale < 39 ks (see §5.3.3) would require a minimum gas number density
nmin - 106 cm - 3 . (5.7)
This is not a strong constraint on the density, which could easily be much higher. As
noted above, the variations may be occuring on shorter time scales corresponding to higher
densities.
An absorber with a column density NH - 1021 cm - 2 would have a scale size r - NH/n <
1015 cm along the line of sight. This is not a strong constraint on the absorber size, and in
any case involves the approximation that the absorber density is constant along the line of
sight. Because absorbers can apparently show significant geometric structure (e.g., Gibson
et al. 2005), we do not draw conclusions about the absorber geometry from this limit.
5.4.2 Changes in Column Density Due to Ionization
The Is - 2p resonance absorption line of Mg XII appears to be stronger at some times and
weaker at others, as is shown in Figure 5-4. The anti-correlation with Mg XI line strength
suggests that the time variation is real and perhaps related to changes in ionization level
of the absorber (§5.3.3). The pattern of variation is complex; it is neither monotonic with
time (Figure 5-4) nor with luminosity (Figure 5-5). In the following sections, we consider
the possibility that the variation is due to ionization changes in the absorber.
The equilibrium ionization state of an optically thin photoionized gas can be determined
as a function of the continuum shape and an ionization parameter ( - Lion/nr2 described in
§5.3.2. Ionization changes can in principle occur on time scales much shorter than the length
of an observation. Changes in ionization level affect the ionic column densities along our
line of sight, which in turn determine the strength of absorption lines in our spectrum from
5XSTAR is available at http://heasarc.gsfc.nasa. gov/docs/software/xstar/xstar.html.
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a given ion. In the following sections, we consider possible causes of ionization variation:
radial variation (§5.4.2), density variation (§5.4.2), continuum luminosity variation (§5.4.2),
and continuum shape variation (§5.4.2).
Ionization Variation Due to Radial Distance
Radial variation affects the ionization level of the plasma through geometric dilution of the
ionizing continuum. The assumption typically made in photoionization models - that the
ionizing continuum falls off as 1/r 2 - is an approximation; it assumes that the continuum
expands radially without significant scattering and that the absorber is thin so that the
continuum is not appreciably attenuated by the absorber itself.
Assuming Lion and n remain constant, Aý/ý = -2Ar/r. Radial (outflow) velocities of
1000 km s- 1 correspond to Ar = 1013 cm in 105 seconds of observing time. The absorber
would therefore have to be within a fewx 1013 cm of the central source in order to show
appreciable changes in ionization level on intra-observation time scales. This is within 100
gravitational radii (rg - GMBH/C2) for the black hole of estimated mass MBH = 3 X 106M*
in MCG -6-30-15 (McHardy et al. 2005). This is not plausible: an ionization level of ý = 1000
(required for highly ionized Si lines) for an ionizing luminosity of Lion = 1044 ergs s-1 would
require an absorber number density n = Lion/6r 2 > 1014 cm - 3 . Furthermore, absorption
lines are typically seen in outflow, which in this scenario would mean that ionization levels
would only decrease as the radius increases, contrary to the anti-correlated TEW variation
seen in Mg XI and Mg XII (§5.3.3).
Ionization Variation Due to Density
At ( = 100, our photoionization model indicates the electron temperature is about 105 K.
(The actual values of 6 and T could be different, but our conclusions would not be much
altered.) The adiabatic sound speed c, in an ideal gas at that temperature is about 30 km
s- 1. Structural changes in the WA can occur at the speed of sound on a time scale < 40
ks for an absorber size rmax • (40 ks)c, ; 1011 cm. We assume an upper limit to the gas
density of nmax ; 1011 cm - 3 , above which we would expect the O VII forbidden line to be
strongly suppressed by collisional depletion (Porquet and Dubau 2000), contrary to our data
(Lee et al. 2006, in preparation). An absorber with a typical equivalent hydrogen column
density NH = 1022 - nAr would need to be nearly maximal in both size and density.
Such an absorbing cloud would lead an extremely precarious existence. It would have
a maximum mass (assuming a constant density profile) of Mmax = (4/3)7rr3axnmaxmp =
7 x 1020 g. Such a cloud of mass M would have a gravitational binding energy of lEG =
(3/5)GMmax/rmax < 2 x 1023 erg. Since Mmax oc rm, a smaller absorber (at maximal
density) would be less tightly bound.
The gravitational binding energy is small compared to the thermal energy, the kinetic
energy of the outflowing absorber, and also the energy supplied by the continuum to ionize
the absorber's hydrogen atoms. On the basis of these estimates we conclude that any cloud
small enough to be varying at the speed of sound on intra-observation time scales cannot be
gravitationally bound. This scenario thus requires some method of confining the absorber.
Complications for such a confinement model include:
1. The absorber density must be able to both decrease and increase so that the ionization
level can both rise and fall.
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2. An absorber of such small size could easily move across the line of sight during a single
observation if it has a transverse velocity of a few x 10 km s- 1.
This argument shows that complex models are required if we attribute line variation to
density fluctuations at the speed of sound. This does not rule out the possibility that some
WA components may be gravitationally confined and not varying. Nor does it constrain
confinement models for WA clouds, which have been proposed previously (Krolik et al. 1981;
Krolik and Kriss 1995). Rather, we conclude that density variation cannot easily explain
the line variation in our data.
Ionization Variation Due to Luminosity
Our observations cover a 2-10 keV luminosity range of A log(L) a 0.56. We wish to know
whether the line variation with luminosity we detect (§5.3.4) can be attributed to luminosity
variation alone. To test this hypothesis, we construct a naive model in which the TEWs
are considered to be EWs of lines on the linear part of the curve of growth, so that the
TEWs are proportional to ionic column densities and hence to ionization fractions, which
are themselves a function of the 2-10 keV source luminosity. We use the ionization fractions
calculated from the XSTAR model described in §5.3.2. Two multiplicative constants, A
and B, are required in our fit. Firstly, assuming the ionizing luminosity is proportional to
the 2-10 keV X-ray luminosity, A signifies the ratio between the ionization parameter ( and
the mean 2-10 keV flux (f2-10o), i.e., A =_ /(f2-lo). Secondly, we multiply the negative
of the ionization fraction FA by B to obtain the TEW, i.e., B - -TEW/FA. In practice,
strong lines such as these Is - 2p resonance lines would lie on or near the flat part of
the curve of growth so that the EW would saturate at large column densities, where the
ionization fraction of the associated ion is highest. This means that in reality, TEWs are
less responsive to luminosity changes than in our model. Thus our model overestimates
variation.
We fit each line separately to allow for the possibility of multiple ionization zones in the
absorber. The fits are shown as dotted lines in Figure 5-5. The fits to three is - 2p lines are
rejected by the X2 distribution: Mg XII at confidence 98.9%, Si XIII at confidence 95.6%,
and S XVI at confidence 93.9%. These lines were previously considered to be candidates for
variability in that they were inconsistent with a constant fit at least at the 85% confidence
level (§5.3.4).
Apparently, line strengths are varying with luminosity in ways that simple ionization
models can not explain. In the case of S XVI, our model is unable to explain the positive
TEWs (corresponding to line emission) seen at lower luminosities, hence it chooses B so
that TEWs are about zero. The case of emission line variation influencing TEWs will be
considered in §5.4.3.
Our fit values for A give the values of ionization parameter ( reported in Table 5.4
for each of the lines. Comparison with Table 5.3 shows that the fit values are slightly
below the level for which the ionization fraction peaks for all ions except Mg XI, which
is slightly above the peak. Our model has chosen a range where ionization fractions for
most ions are increasing slightly - but not strongly - with ý. This results in a general
trend of absorption lines strengthening slowly with luminosity. It is somewhat surprising
that a multi-zone absorber would be configured so that the is - 2p lines we measure are
preferentially produced at an ionization level somewhat smaller than where individual ions
peak in ionization fraction.
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We naturally expect absorption lines to vary with luminosity due to changes in ioniza-
tion state of the absorber. We have demonstrated that luminosity variation alone is an
insufficient explanation for the line variation overall, but it may certainly be a contributing
factor to the variation. Without developing a more complex model of absorber response
to luminosity changes that includes a full curve of growth treatment, continuum shape
variation, and a non-zero absorber response time to continuum variation, it is difficult to
determine the extent to which TEWs are influenced by luminosity variation.
Ionization Variation Due to Continuum Shape
While the overall normalization of the photoionizing continuum is expressed implicitly in the
ionization parameter (, the shape of the continuum may vary and alter the ionization state
of the absorber. In general, the UV continuum strength strongly influences the ionization
state of ions in our study up to the He-like state, while X-ray photons are required to create
H-like and fully stripped ions. Because we do not have simultaneous, complete coverage of
the UV continuum of MCG -6-30-15, we can only estimate the UV continuum shape. We
assume the UV continuum is specified by a power law flux f, oc E- a o x ergs cm - 2 s- 1 erg- 1
with aox , 1.8 taken from a Hubble Space Telescope (HST) survey of QSOs at redshift
z > 0.33 (Telfer et al. 2002). However, there is evidence that the extreme UV (EUV)
spectrum may be much harder for AGN in general (Scott et al. 2004a), so we also consider
the effects of a flatter UV spectrum.
Figure 5-6 shows ionization fractions of He- and H-like ions of Ne, Mg, and Si as a func-
tion of ( calculated with XSTAR for three different continua. In each case, the continuum
is composed of two power laws constrained to meet at 2 keV. Below 2 keV, we use a power
law index aox = 1.8 for the top two plots and aox = 1.3 for the bottom plot. Above
2 keV, we use a second power law with ax = 1.0 for the top plot and ax = 0.4 for the
bottom two plots. The X-ray spectral indices are chosen because they represent the outer
boundaries of the variable power law we measure with the HETGS. The continuum is cut off
above 100 keV. For convenience, we refer to the three continua as Co, C1, and C2 specified
by (aox, ax) = (1.8, 1.0), (1.8, 0.4), and (1.3, 0.4), respectively. Because we can measure
the 2-10 keV luminosity L2- 10, we plot ionization fractions against L 2_ 10/nr 2 rather than
against --= Lion/nr 2, using the ionization parameter described in §5.3.2. We convert from
Lion to L2- 10 by calculating the ratio of the two luminosities from our continuum models.
For the top two plots (for Co and C1 ) in which only the X-ray spectral index is varied,
some differences in ion fractions are apparent between the different continuum shapes. The
differences are small, with regions of significant ionization fraction varying by no more than
about A log(() < 0.3. The peak of Si XIII ionization fraction varies little with respect to
the Ne X peak in all of the models.
Because the anti-correlation between Mg XI and Mg XII was the strongest we measured,
we choose to work with those ions. At log(L 2_lo/nr 2) = 1.35, approximately where the
ionization fraction curves for the two ions cross, we find that the ionization fraction of
Mg XI increases by about 20% between continua Co and C1, while the ionization fraction of
Mg XII decreases by about 20%. On the linear part of the curve of growth where the EW
is proportional to ionic column density, this would result in 20% changes of EWs for these
ions, which is smaller than the error bars in Figure 5-4. In fact, strong X-ray absorption
lines tend to lie on the flat part of the curve of growth where much larger changes in ionic
column density are required to show appreciable changes in EW, so that EWs would be
even less responsive to X-ray continuum variation. The variation from continuum Co to C2
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is similar.
However, Shih et al. (2002) found in a study of a long ASCA observation of MCG -6-30-
15 that the continuum shape varies with luminosity: L2-10 increases as the X-ray spectrum
softens. We have considered only variations due to changing continuum shape at a constant
L 2- 10 . Combining the two effects would tend to increase the magnitude of EW variations.
Modeling these effects is beyond the scope of this paper, though in future research, we
intend to study the time-varying response of ionized absorbers to continuum variation. In
order to accurately compare the results of these time-varying models to astrophysical data,
it will be most helpful to have simultaneous UV and X-ray continuum measurements.
5.4.3 Other Causes of Variation
In §5.4.2, we considered causes of line variation that directly influenced the ionization level
of the absorber. In the following, we consider mechanisms that can affect the EW of a line
in other ways. We consider the possibility that the continuum is made of multiple varying
components (§5.4.3), cloud motion across the line of sight (§5.4.3), variable emission lines
(§5.4.3), and changing line velocity dispersions (§5.4.3). Because these mechanisms do not
directly influence ionization levels, they will have difficulty explaining the anti-correlations
over time between He- and H-like ion line strengths (§5.3.3).
Unabsorbed Continuum Components
Previous studies of MCG -6-30-15 have suggested that the continuum of MCG -6-30-15
may actually be a combination of multiple components, e.g., a power law and a reflection-
dominated component added together (e.g., Shih et al. 2002; Vaughan and Fabian 2004).
If one of those components is unabsorbed, while the other is affected by line absorption, it
could result in anti-correlations between line strengths at different wavelengths, as seen in
Figure 5-4. For example, if the continuum is composed of a constant, absorbed component
and a variable, unabsorbed power law, the variable component may change shape with time
such that it is decreasing at the wavelength of the Mg XI is - 2p line while increasing at
the wavelength of the Mg XII is - 2p line. This would result in an apparent anti-correlation
in EWs of the two lines.
While this is technically possible, it does not seem to be a likely scenario. The fact
that we observe correlations and anti-correlations across the is - 2p lines of five different
ions places strong constraints on the type of continuum variation that is allowed. We see
a correlation between the lines of Ne IX and Si XIII at system-frame wavelengths of about
13.45 and 6.65 A respectively while we see an anti-correlation between the Mg XI and
Mg XII at 9.17 and 8.42 A. This would require the unabsorbed continuum to rise and fall
in a complicated pattern. Assuming the continuum shape is in some way correlated with
luminosity, this scenario is unable to explain TEW variation that is not monotonic with
luminosity.
Changes in Column Density Due to Cloud Motion
Halpern (1984) considered the possibility that changes in the soft X-ray absorption in the
spectrum of MR 2251-178 could be due to clouds moving across our line of sight, but even-
tually rejected that hypothesis in favor of a model in which ionization levels were changing.
Since that time, other studies have raised the possibility of varying obscuration. For exam-
ple, Reynolds et al. (1995) raised the possibility that cloud motion could be the cause of
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ionized edge variation in MCG -6-30-15. Recently, Kaspi et al. (2004) fit archived spectra of
MR 2251-178 with a photoionization model and found evidence that column densities were
varying. They suggested that clouds moving across the line of sight on a characteristic time
scale of a few months may be responsible. Gibson et al. (2005) detected structure in the
WA perpendicular to the line of sight in a Chandra HETGS observation of MR 2251-178
which was taken through a "hole" in the WA. This further indicates that motion of the WA
tangential to the line of sight could produce a varying pattern of absorption with time.
We do see evidence for multiple absorbing systems in the overall spectrum: time-
integrated spectral lines appear at different velocity offsets (Table 5.2), and the Mg XII
line may have a non-Gaussian morphology (Figure 5-1). Multiple absorber components
might be a result of several absorbing clouds being situated along our line of sight. But it
is difficult to construct a model in which significant variation can be obtained while using a
sufficiently large number of clouds to provide for consistent absorption over the course of our
observation (and previous observations). Most importantly, the anti-correlations between
lines at different ionization levels cannot be easily explained due to cloud motion alone. We
see, for example, in Figure 5-4 that Mg XI lines become weaker as Mg XII lines strengthen,
and vice versa. In a moving-cloud scenario, there is no reason why this should be the case.
If a cloud that had a large amount of Mg XII moved into view, this would not decrease the
amount of Mg XI in the observed column, and (depending on the ionization level) could
even increase it significantly.
Emission Line Variation
Some emission line photons are undoubtedly present in the absorption line regions of the
spectrum. For example, at low luminosities, the S XVI line region may have an excess of
counts over the continuum (Figure 5-5). It is difficult to determine how many emission line
photons are present in a line region. These emission lines could conceivably be varying,
changing the line profiles over time. The emitter need not be physically associated with the
WA; emission line photons in the X-ray spectrum could originate from various locations in
the nuclear region.
Changes in the geometry of the absorbing and emitting regions could produce time-
varying emission lines. For example, an obscuring cloud could move across a line emission
region and scatter the emitter's line photons out of view. These sorts of scenarios suffer from
the same complications as the moving-absorber scenario in §5.4.3: it is difficult to explain
why He-like ion absorption lines should weaken as H-like ion absorption lines strengthen,
and vice versa.
A more likely possibility is that ionization changes are occurring in the emitter, which
enhance photons in lines of one ion at the expense of others. Ionization changes in the
emitting material are subject to similar constraints as those considered for the absorber
in §5.4.2. In this case, it may be possible to use other lines in the ls - 2p "triplet" as a
proxy for the resonance line emission. Resonance line photons are created primarily when
electrons are excited or recombine and cascade down to the ls - 2p 1P1 level, then decay to
ground. Forbidden line photons decay to ground from the is - 2p 3S1 level. The latter are
preferentially populated by recombination events, so (in a photoionized gas where collisions
are not de-populating levels significantly) we would normally expect to see more emission
from the forbidden line. Furthermore, absorption cross-sections for the forbidden lines
are small compared to the resonance cross-sections, so that the lines should be relatively
undiminished by intervening absorbers. The Mg XI forbidden line is an ideal test case, as
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the strongest anticorrelation in TEWs was found between Mg XI and Mg XII. Just as with
the resonance absorption lines, we do not see significant time variability in the forbidden
line on 39 ks time scales, in the sense described in §5.3.2. We also do not see any correlation
between the forbidden emission line and resonance absorption lines of Mg XI or Mg XII in
time bins of 39 ks.
In general, it is difficult for emission line variation to be the fundamental cause of
absorption line variation. Emission line photons are emitted from material presumed to
exist in many different parts of the AGN at various ionization stages. It is unlikely that
the emitters would vary coherently in ionization state, so that the emission line photons
we receive represent an average ionization state for the different regions. Furthermore, any
emitting photons that are Doppler shifted by more than a few x 100 km s- ' from the
absorber velocity will be shifted out of the absorption line region.
These factors make it difficult to construct a scenario in which emission line photons
dominate the line variation we detect. Future X-ray spectroscopy missions with even higher
resolution than the HETG may resolve individual emission components, but for our study
it is most likely that line variation is caused by some property of the absorber.
Changes in Equivalent Width Due to Velocity Dispersion
The velocity dispersion parameter b has the effect of moving the curve of growth upward
(to larger values of EW /A) as it increases (e.g., Spitzer 1978). As with the cloud motion
scenarios, it is difficult to imagine a configuration in which velocity dispersions are anti-
correlated between He- and H-like ions as lines from both types of ions strengthen and
weaken several times over the course of our observations. Because velocity dispersions
(when resolved) are due to gas motion rather than a Maxwellian temperature distribution,
any mechanism for variation would require changes in the bulk motion or turbulent velocities
of the absorber. Such changes on large scales seem unlikely.
5.5 Conclusions
In this paper, we have tested for variability in the is - 2p resonance lines of Ne IX, Ne X,
Mg XI, Mg XII, Si XIII, and S XVI in the recent Chandra HETGS spectrum of MCG -6-30-
15. We find that lines are indeed varying, both as a function of luminosity (in the sense
that TEWs are formally inconsistent with a constant value) and as a function of time (at
least in the sense that TEWs of lines are correlated or anti-correlated between ion species).
This study has demonstrated two important points for the ongoing interpretation of
AGN X-ray spectra. Firstly, lines can vary over the course of an observation. Caution
is therefore warranted in the analysis of spectra integrated over long observation times.
Secondly, while our results indicate that variation in ionization levels may contribute to
observed variability, ionization variation cannot be explained as simply due to luminosity
variation of the central source.
With this in mind, we have examined several possible explanations for line variability in
the HETGS spectra of MCG -6-30-15. We have ruled out any simple scenarios of variation
due to:
1. Changes in absorber distance from the ionizing source
2. Changes in absorber density at the speed of sound
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3. Changes in a single-zone absorber ionization level due to source luminosity variation
4. Changes in the ionizing X-ray continuum
5. A multiple-component continuum with different levels of absorption in the components
6. Cloud motion across the line of sight
7. Changes in the absorber velocity dispersion
We have additionally commented on and constrained scenarios of variation due to:
1. Changes in the UV ionizing continuum
2. Emission line variation
There is one more possibility we would like to suggest for further study. Recent studies
of MR 2251-178 have shown that the WA may have structure perpendicular to the line
of sight (Kaspi et al. 2004; Gibson et al. 2005). Current models of continuum emission,
such as hot spots in the disk or the light-bending model of Miniutti and Fabian (2004),
predict that the continuum emitter could also be moving around. It may be that our line
of sight through the absorber is changing over the course of an observation, either due to
the continuum emitter moving behind the absorber, or to the absorber itself moving per-
pendicular to the line of sight. Different regions of the absorber may have different physical
characteristics, and if we are looking through an equilibrated absorber at each time slice,
this could naturally produce correlations and anti-correlations among line strengths such
as those seen in §5.3.3. Modeling such an absorber is difficult work and will be the subject
of future study. Such models have the potential to draw connections between continuum
emission processes (probably in the inner accretion disk) and the absorber structure (which
may be parsecs away).
Spectral variability studies require X-ray spectroscopy with high resolution and a large
collecting area. Future spectroscopy missions will certainly contribute to our understanding
of the variability of WA in AGN, and therefore to our understanding of the structure and
physical processes in the overall nuclear region.
There is a strong need for more detailed models of structured ionized absorbers. In
particular, we need to understand better the effects of time variation of the ionizing source
on a structured absorber. We also need to explore the possible forms of absorber physical
structure, including spatial extent, motion, and density. We intend to pursue such models
in future studies.
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Ion Lab Wavelength Continuum Fit Exclusion
(A) Region A) Region(s) (A)
13.2 - 13.7
11.9 - 12.5
9.05 - 9.50
8.30 - 8.65
6.50
6.00
4.80
4.50
- 6.90
- 6.40
- 5.20
- 5.02
13.510 - 13.640
12.140 - 12.400
9.210 - 9.270
9.310 - 9.410
9.440 - 9.470
8.455 - 8.52
8.40 - 8.46
6.670 - 6.850
6.160 - 6.220
5.005 - 5.070
4.740 - 4.800
4.830 - 4.880
Table 5.1: Continuum Regions for Line Fits.
Ion Lab Wavelength Shift Intrinsic oa EW
(A) (km s- 1) (km s- 1) (mA)
Ne IX
Ne X
Mg XI
Mg XII
Si XIII
Si XIV
S xv
S XVI
13.447
12.134
9.169
8.421
6.648
6.182
5.039b
4.729
a The instrumental broadening
sured line width.
-110+30
-222+28
-148±47
-272+50
-185±45
-1570±150
-1780+360
262+45
245±45
230+68
170±100
81±450
840+170
-30.8+3.1
-24.9+2.3
-11.4+1.3
-7.8+1.0
-7.87i0.81
-10.3+1.5
-2.6±1.3
is subtracted in quadrature from the mea-
b This line is not strongly detected in our analysis.
c The S XVI line is not resolved.
Table 5.2: is - 2p Resonance Line Time-Integrated Properties for Selected Ions. The
errors listed indicate the 68% confidence region for the fits.
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Ne IX
Ne X
Mg XI
Mg XII
Si XIII
Si XIV
S XV
S XVI
13.447
12.134
9.169
8.421
6.648
6.182
5.102
4.729
Ion log(() at Peak log(() Rangea
Ionization Fraction
O VII 1.30 0.10 to 2.45
O VIII 2.25 1.20 to 3.15
Ne IX 2.05 0.90 to 3.05
Ne X 2.85 2.05 to 3.75
Mg XI 2.55 1.60 to 3.45
Mg XII 3.25 2.50 to >4.00
Si XIII 2.95 2.10 to 3.80
Si XIV 3.55 2.85 to >4.00
S XV 3.25 2.55 to >4.00
S XVI 3.90 3.10 to >4.00
a Values given (in cgs units) indicate the range
where a particular ion accounts for at least
10% of the total element abundance.
Table 5.3: Gas Properties Predicted by XSTAR Model for aox = -1.8, Fx = 2.0.
Ion log(O)
Ne IX 1.35
Ne X 2.55
Mg XI 2.75
Mg XII 3.14
Si XIII 2.54
S XVI 3.86
Table 5.4: Ionization Parameters ( for Fits to TEWs. 6 is in ergs s- 1 cm- 1.
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Figure 5-1: Fits to MEG counts spectra for is - 2p lines of selected ions. The panels
show the fits for: a) Ne IX, b) Ne X, c) Mg XI, d) Mg XII, e) Si XIII, f) Si XIV, g) S XV
(not detected), h) S XVI. The linear continuum fit to the flux has been multiplied by the
MEG ARF and exposure time to produce a number of model counts per bin. The ARF
varies with wavelength, so that the continuum shape appears to be non-linear. The line-like
feature at about 4.85 A in plots g and h is instrumental.
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Figure 5-2: Flux slices used to make luminosity-selected spectra. The solid lines represent
the 2-10 keV flux measured in the HEG for each of the four observations. The x-axis
is the time since the start of the observation for each of the four observations. The y-
axis is the measured flux divided by the average flux of 3.6 x 10-11 ergs cm - 2 s- 1 . The
horizontal dashed lines indicate the boundaries between which counts were taken for the
luminosity-selected spectra. The Chandra observation id number is marked for each of the
four observations. The observations are shown in chronological order.
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Figure 5-3: TEWs as a function of time. Each time bin is 39 ks long. Vertical dotted lines
mark gaps between the observations that are a few days long or less. The observations are
ordered chronologically, so that (from left to right) we are showing Chandra observation
id's 04760, 04761, 04759, and 04762. The horizontal dashed line indicates y = 0. From top
to bottom, the lines shown are the is - 2p lines of Ne IX, Ne X, Mg XI, Mg XII, Si XIII,
and S XVI.
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Figure 5-4: Comparing line TEWs to test for correlation. Time bins are 39 ks with
vertical dotted lines indicating longer gaps between chronologically-ordered observations,
as in Figure 5-3 and horizontal dashed lines indicating y = 0. The y-axis is (TEW -
( TEW )) / ( TEW ), where ( TEW ) is the mean TEW for each line. From top to bottom,
the lines shown are in black (red) the is - 2p lines of: Ne IX (Si XIII), Ne X (Si XIII), and
Mg XI (Mg XII).
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Figure 5-5: TEWs as a function of luminosity for is - 2p absorption lines tested for
variation. The x-axis is the logarithm of the 2-10 keV flux measured in the HEG. The
horizontal dashed line indicates where TEW = 0. Absorption lines have TEW < 0; emission
lines have TEW > 0. The dotted line is a fit to the curves with a simplified photoionization
model described in §5.3.4.
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Figure 5-6: Ionization fractions calculated with XSTAR. The x axis is the logarithm of
L 2-lo/nr 2 , where L2- 10 is the 2-10 keV luminosity, n is the absorber number density, and r
is the absorber distance from the continuum source. This is the equivalent of ý x L2- 1o/Lion,
where Lion is the luminosity from 13.6 eV to 13.6 keV. The ionizing flux is assumed to be
two power laws with a cutoff at 100 keV. The UV power law (up to 2 keV) has a spectral
index denoted aox, while the X-ray power law (above 2 keV) has a spectral index ax.
From top to bottom, the continuum models have (aox, ax) = (1.8, 1.0), (1.8,0.4), and
(1.3, 0.4). The ions plotted are: Ne IX and Ne X (black), Mg XI and Mg XII (red), Si XIII
and Si XIV (green).
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Chapter 6
A Search for Warm Absorber
Variability in Chandra HETG
Spectra
Warm (photoionized) absorbers (WAs) are found along the line of sight in about half of
Seyfert 1 Active Galactic Nuclei (AGN) (Reynolds 1997; George et al. 1998). WAs are
evident in the Chandra High Energy Transmission Grating (HETG) spectra of several AGN
with tens of absorption lines at multiple velocity shifts and ionization stages in some cases
(e.g., Lee et al. 2001; Kaspi et al. 2002).
There is much yet to learn about the physical states, structure, and environment of
WAs. For example, the distance from the continuum source to the absorber can vary
by several orders of magnitude between two contemporary WA models (e.g., Elvis 2000;
Krolik and Kriss 2001). Observations have so far been unable to distinguish conclusively
between these two locations proposed for the WA, and it may be that both are possible
(e.g., Blustin et al. 2004). If we could understand better the physics of WAs and the forces
that influence them, we would learn important information about the inner workings of
AGN, which could in turn help us understand the mechanisms that AGN use to influence
their large-scale surroundings.
Photoionized gas modeling codes such as XSTAR1 or CLOUDY2 can produce complex,
detailed models of idealized WAs. These codes are widely used in studies of AGN absorbers.
Unfortunately, it is not clear how accurately they reflect the real conditions in AGN, which
may be very complex. AGN absorbers may not be equilibrated, may be highly spatially
structured, may have multiple velocity components, and may vary over time due to a number
of different factors. To complicate matters further, the ionizing continua of AGN are clearly
varying in X-rays (e.g., Shih et al. 2002), and we must consider that the ultraviolet (UV)
continuum is also varying. Ionization fractions of elements can vary significantly as the
ionizing continuum varies, but we do not generally have simultaneous knowledge of the
absorber spectrum and the full ionizing continuum.
Even when photoionization models fit the observed spectrum well, there is ambiguity in
the physical interpretation of the results. The ionization level of an equilibrated absorber
depends on both the absorber density and distance from the central source, so that the
absorber density and location cannot be determined from ionization levels alone. Other
lhttp://heasarc.gsfc.nasa.gov/xstar/xstar.html
2http://www.nublado.org/
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measures of absorber properties, such as ionization time scales, can provide a second con-
straint to resolve this degeneracy.
Measuring line variability is difficult. Modern, high-resolution X-ray spectroscopy al-
lows precise measurements of individual spectral lines, but studies are limited by telescope
collecting areas and observing time constraints. A large number of counts is necessary to
clearly define lines on short time periods. We have presented some tests of line variability
in Chapter 5 for the spectrum of MCG -6-30-15. The methods used in Chapter 5 required
many counts in the line region and therefore could not be used to characterize variability
for AGN in general.
In this chapter, we consider two other approaches to test for and characterize spectral
variability in AGN which have been observed with the Chandra HETG. These studies are
attempts (for the first time, to our knowledge) to search for short time scale absorber
variability in a large set of AGN using high-resolution X-ray spectroscopy. Our studies will
be constrained by the number of counts available in our sample spectra.
In the first study, we calculate the normalized excess variance (NEV) of AGN spectra
as a function of photon energy. This tells us how spectra are varying beyond the Poisson
variations expected as part of the observing process. Because of the short exposure times
and limited number of counts available in most spectra, we will not be able to take advantage
of the full HETG resolution in this study. Our modeling is further complicated by the fact
that absorbers vary in a highly non-linear way with column density and ionization level, so
that long computations are required to accurately model even simple absorber variation.
Accordingly, this study is only a starting point for future work. Our aim is to determine
whether varying absorbers can potentially explain the short-term variation seen in AGN
spectra, and to place some general constraints on such models.
In our second study, we use Poisson statistics to determine whether spectral bins are
varying with respect to the continuum significantly more than expected due to the stochastic
measurement process. This allows us to determine a confidence level that the underlying
physical processes governing the number of counts in a bin are varying. In this study, we
will work at higher spectral resolution, but over somewhat longer time scales.
Much of our data analysis is conducted using a development version of the ACIS Grat-
ing Light Curve (AGLC) package to construct counts spectra sampled on time intervals
which are subsets of the total observation time. Information about the AGLC package is
available at http://space.mit.edu/CXC/analysis/aglc/. We analyze the data using a
development version of the Interactive Spectral Interpretation System (ISIS) tool.3
6.1 Observations and Data Reduction
We searched the Chandra archive for HETG observations of AGN which resulted in MEG
spectra with at least a few tens of thousands of counts. In some cases, a single observation
produced enough counts to merit inclusion in our sample. In other cases, we combine data
from multiple observations. We combine observations whenever possible, with the exception
of the MCG -6-30-15 observations. This is a bright, well-studied Seyfert 1 AGN which has
been the subject of many variability studies. Because we have spectra of MCG -6-30-15
from two different epochs (about 120 ks in 2000, and 520 ks in 2004) with a large number
of counts, we choose to analyze them separately to see if MCG -6-30-15 has evolved on
multi-year time scales.
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3http://space.mit.edu/ASC/ISIS/
All spectra were reduced using CIAO 3.2 or 3.3 as described in the threads on the
Chandra web site. In cases where multiple observations were added, the ARFs were weighted
according to exposure. Table 6.1 is a list of the targets in our study, along with the redshift,
AGN type, cumulative exposure, and total number of first order MEG counts for each target.
Because Chandra HETG observations are commonly taken only of AGN expected to
produce a large number of counts, our survey sample consists primarily of bright, nearby
AGN. In fact, 13 of the targets are Seyfert 1 AGN. The strong obscuration of Seyfert 2
objects makes it difficult to obtain a large number of counts from any but the brightest
Seyfert 2 AGN. There are two Seyfert 2 objects in the sample. The most distant object in
the sample is the bright quasar 3C 273, at z = 0.158. Two objects are classified as quasars,
although one of them - MR 2251-178 - has dimmed considerably since its initial quasar
classification. Finally, there are 2 BL Lac objects on our list.
6.2 Analysis of Normalized Excess Variance Spectra
There are a large number of ways in which an absorber may vary to influence an AGN
spectrum. For this study, we assume the absorber parameters which vary (column density
and ionization level) are normally distributed. Gibson et al. (2006) have shown that the
absorber can vary in a complicated way as a function of luminosity. Complex geometries of
time-varying absorbers and continuum emitters may work together to cause the observed
variation. As a result, our assumption of normal distribution may be far from accurate; we
consider it simply to be a useful approximation for the purposes of this study.
Our attempts at modeling variability are further complicated by the fact that spectral
variability is not due to absorber variation alone. There are clearly components in the
spectrum responsible for variation above 2 keV, and these components likely affect the
variability below 2 keV where the absorber is most influential. Without knowing how
other continuum components vary, it is difficult to determine what the contribution of the
absorber is, if any.
Markowitz et al. (2003) used RXTE monitoring data to calculate the NEV spectra of
seven Seyfert 1 galaxies. They found that variability was frequently stronger in soft X-ray
regions, as would be expected if the spectrum softened with increasing flux. The NEV
showed a dip in the Fe Ka line region, supporting the claim that the Fe Ka line was less
variable than the continuum. They did not consider variability below 3 keV where the WA
would be most influential.
The fractional variance (i.e., the square root of the NEV) has previously been analyzed
for XMM-Newton observations of MCG -6-30-15 by Vaughan and Fabian (2004). They
assumed that the continuum was constructed from a sum of a constant component and a
component which varied in normalization, but not shape. They derived the shape of the
constant component from flux-flux plots using a method described by Taylor et al. (2003).
Using this two-component form for the fractional variance, Vaughan and Fabian (2004)
derived the result that the energy dependence of the NEV spectrum is determined only by
the constant component. They found that the constant component derived from their flux-
flux analysis fit their overall XMM-Newton spectrum well, though it dit not fit as well to a
subset of their spectrum taken from 45 consecutive ks when the source was in a low state. We
note that both the method used to derive the constant spectral component and the formula
they used to calculate the NEV spectra depend on the same underlying assumptions about
the continuum components, and this may have influenced their fit results. In this study,
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we prefer to derive a theoretical NEV spectrum from models of absorber variability, rather
than constructing it from an analysis of the observed spectrum.
Goosmann et al. (2006) have modeled the fractional variance spectrum which would be
produced by a collection of random magnetic flares reflecting off the accretion disk surface.
Their model reproduced the decreased variability in the Fe Ka line region. The exact shape
of the fractional variance spectrum in that region can be used in their model to constrain
physical parameters such as the supermassive black hole spin and the disk inclination.
Astrophysical observations of the galaxies in our sample span durations of several tens
to hundreds of ks. Vaughan et al. (2003a) showed that NEV spectra drawn from observa-
tions taken over such time scales can be observation-dependent. The underlying physical
processes may have variations that occur over longer time scales than those sampled, so
that the calculated NEV will vary depending on when the source was observed. Even if
the underlying processes do not change, the measured variance will vary over time if the
variance is calculated from an observation segment which is shorter than the longest time
scale in the physical processes. In some cases, repeated measurements of the variance may
not even converge to a single value. Although we cannot account for processes occuring on
time scales longer than our observations, the error bars we use appear to represent very well
the scatter in the calculated NEV spectra (plotted as a function of energy), so we do not
expect that our error estimates are unrealistic. Also, Goosmann et al. (2006) find that the
shape of the NEV spectrum is less susceptible to variation than the overall normalization.
Recently, Gierliriski and Done (2006) have posted a manuscript on astro-ph in which
they describe NEV models applied to the XMM-Newton spectra of MCG -6-30-15, 1H 0707-
495, and NGC 4051. They do not formally fit their models to the data, but find that their
model gives " a very good description of the shape of the 0.3-10 keV" NEV. Besides the
fact that they do not formally fit their models, the most important difference between their
study and ours is that they smear the absorber by a Gaussian with a = 0.3c when modeling
the NEV. This is an extreme requirement to place on the absorber, which effectively smears
out absorber lines. In our fits, we do not smear over lines, and the variation in strong
lines inhibits the fits in much of our parameter space. Gierliniski and Done (2006) also
construct their models using Monte Carlo simulations of a large number of spectra. While
the number of spectra (3000) they randomly generate is probably large enough to produce
accurate models consistently, we note that our experience shows that a somewhat smaller
number of random spectra (about 600) is not sufficient. Because WA variation is very
non-linear, a small number of randomly generated spectra at the extreme regions of the
parameter space may strongly affect the model spectrum. We prefer to generate our spectra
deterministically, using the methods described in §6.2.2.
In this study of excess variance we are looking for very general results. Only the data
sets with the longest exposures (NGC 3783 and MCG -6-30-15) have enough counts to
allow using the full spectral resolution of the HETG. For our survey of spectral variability,
we prefer to treat each AGN the same, so we use a common time slice duration At and
wavelength bin width AA for each AGN. A large bin width of AA = 0.5 A still allows for a
good number of bins (a 30) below 2 keV where the absorber is expected to be influential,
while probing a short time scale of At = 5 ks. We are interested to see:
1. Whether short-term variation is common in AGN.
2. Whether different AGN types have characteristic or common forms of variation.
3. Whether there is evidence for short-term variation due to continuum components
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other than the absorber.
4. Whether absorber variation can explain some or all of the short-term variation.
5. What physical parameters would describe a candidate absorber variation model.
Because AA = 0.5 A is much wider than the instrumental resolution and, more impor-
tantly, than WA absorption lines, we refer to this test as "broad-band." We will also
present "narrow-band" spectra for MCG -6-30-15 and NGC 3783 with AA comparable to
the instrumental FWHM.
In this section, we describe the procedures by which we calculate fractional variability
spectra for each of the objects in our sample (§6.2.1). Then we present our results for a
variable absorber model (§6.2.2) and for an alternate model where the NEV is due to a
varying power law (§6.2.3).
6.2.1 Calculating Fractional Variability Spectra
The NEV of a spectrum at a given wavelength is the (normalized) RMS variation in excess
of that expected from purely statistical variation. For a series of N time slices indexed by
i E {0, 1, ..., N - 1} with counts xi in a given spectral region, we calculate the sample mean
T and unbiased sample variance s2 as:
N-1
E - x, (6.1)
i=O
2 1 N-i
= N 1 ( - 2 . (6.2)
i=0
We know that the observation process will introduce a variance equal to the Poisson
variance, 5, which we subtract away to obtain the variance of underlying physical processes.
Finally, we divide the result by y 2 to obtain a dimensionless measure of the (square of the)
fractional variability, which is the NEV:
fv2ar Y- 2 (6.3)
We caution that the magnitude of fvar should be interpreted with caution. The choice to
normalize by y - 2 is essentially arbitrary. To avoid ambiguity, we interpret f2ar in terms
of physical models. Unless otherwise specified, in this chapter we calculate the NEV using
the same parameters for every AGN, with time slices of At = 5 ks and wavelength bins of
AA = 0.5 A.
Suppose we model the number of photons produced as a combination of two processes.
The first process produces a constant number A of photons per time slice, while the second
produces a time variable number B(t). Then the total number of counts received at a given
time is C(t) = A + B(t), and the NEV is
F2  - (B(t)-B(t))2
Fv r = (6.4)ar (A + B(t))2
We use a capital "F" to distinguish the model from data. In this calculation, we have
left out the second numerator term which accounts for Poisson processes introduced during
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the measurement process, as we are simply producing a theoretical model to characterize
intrinsic variability.
Now consider a model in which photons are produced with a rate defined by C(t) =
NB(t), where N is some normalizing constant and B(t) is a time-variable multiplier. This
form is appropriate for modeling systems in which a constant continuum is modified by
time-varying absorption. In this case, the intrinsic fractional variability is particularly
straightforward, as the norm N cancels out:
F 2a = -(B(t) - B(t))2 (6.5)
var (B(t))2
In some cases, we have multiple Chandra observations of a single source. These ob-
servations may be taken over relatively short periods of a few days, as for the 2004 MCG
-6-30-15 observation, or they may be spread over periods of months to years. For observa-
tions taken months or years apart, the continua show obvious evolution. We are interested
in looking for shorter-term variations, so it makes no sense to combine time slices from all
observations in our calculations. Instead, we calculate the fractional variability separately
for each observation and add the results as follows.
Suppose there are M observations with the ith observation having squared fractional
variability fari, sample variance sf, and mean counts Ti. We define the combined NEV as:
EM y?22 .._ i 0 fi ar,i (6.6)fvar,comb 
-
M  2
IM 2 (6.7)
i=0
If all the fractional variabilities are the same, so that Vi, fSari = f02, then f2ar,comb = f2.
If all the observations have the same number of mean counts, then far,comb = far,i For
each observation, we estimate errors on the NEV following the formulae in Appendix 2 of
Edelson et al. (2002). We add the errors as required by Equation (6.6) to obtain the error
on f ar,comb"
In Figure 6-1, we show the calculated values of f2ar,comb for the Seyfert 1 AGN in our
sample. In each case, we show the system-frame energies on the x-axis. We have omitted
points from regions where the background counts were > 10% of the total counts. Figure 6-2
emphasizes the behavior with spectral energy for the Seyfert 1 objects by dividing out the
mean f2ar,comb for each object and plotting the result on a linear scale. Figure 6-3 shows
squared fractional variabilities of AGN which are not Seyfert 1 types.
The variability spectra for which we have the best data (i.e., have the smallest error
bars and fewest dropped bins due to high background) typically extend out to high energies.
Absorber variation (unless it is extreme) would influence the spectrum only below about 2
keV. Several sources appear to decrease in far,comb with increasing energy, including the
spectra for NGC 3783 and MCG -6-30-15. Other sources seem fiat with energy. A few, such
as Mrk 421, even increase with energy.
It is interesting to compare the two spectra with the highest signal to noise, those of
MCG -6-30-15 (2004 epoch) and NGC 3783. The NEV of MCG -6-30-15 decreases at lower
energies (< 1 keV), while that of NGC 3783 increases. Both appear to have a local minimum
at about 0.9 keV (13.8 A). If this feature is real, it could be due to (forbidden) line emission
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from ions such as Ne IX, which would remain relatively constant if it were emitted over a
large spatial extent. MCG -6-30-15 also has a single low-variability point at about 16.8 A
(0.74 keV) where the O VII edge lies. Perhaps some radiative recombination continuum
(RRC) emission from a large spatial region is providing a relatively constant component at
this energy. The O VIII RRC lies at about 0.87 keV, and may be contributing to the lower
variability at about 0.9 keV.
The long exposures of the 2004 MCG -6-30-15 and NGC 3783 observations allow us
to look at variation with greater spectral resolution. We have calculated the (squared)
fractional variability for these two AGN with time slices of length At = 10 ks and spectral
bins of AA = 0.02 A, comparable to the MEG FWHM. The NEV spectra for MCG -6-
30-15 are shown in Figures 6-4 through 6-7, and the spectra for NGC 3783 are shown in
Figures 6-8 through 6-12. In each case, we have plotted the spectrum flux in the lower panel
for comparison. In both cases, the NEV spectra are rather noisy, and do not show strong,
narrow features at wavelengths of strong spectral lines. This indicates that either the WA
is not varying, or that Equation 6.5 does not accurately describe the varying processes in
the spectrum. The features seen in the low-resolution NEV spectrum at 0.74 and 0.9 keV
are not strongly evident in the high-resolution spectrum, though there are weak features at
these energies.
6.2.2 Modeling a Variable Absorber
As we showed in §6.2.1, the definition of NEV which we are using makes it straightforward
to model the variability expected due to a changing ionized absorber. We describe here a
model we have constructed which calculates the fractional variability due to an absorber
which varies with a Gaussian-distributed hydrogen column density and ionization level.
We used the precalculated gridl7 table model available at the XSTAR web site4 . This
grid was calculated for a power law continuum (with spectral index a = 1.0) and a turbulent
velocity 100 km s- 1. We then use the grid to produce a series of models, each of which
determines a set of Far values according to Equation (6.5).
For each model, we construct an array SNH of 25 column densities which are nor-
mally distributed with mean NH and variance oa2 . We then construct a second Gaussian-
distributed array Sloglo(0 ) of ionization parameters with mean loglo(() and variance a2oglo(•)
The input values for our model are all possible pairs (NH,log10 (()) with NH E SNH and
loglo(() E Sloglo0 (). We use these inputs to the XSTAR table model to generate 625 ab-
sorption spectra and then apply Equation (6.5) to obtain an expected fractional variability
spectrum.
Several examples of model results are shown in Figures 6-13 and 6-14. The axes of
these plots are logarithmically scaled, so the model spectra should be compared to the
NEV spectra in Figures 6-1 and 6-3. The model NEV values generally drop off significantly
above 2 keV, except at high ionization levels. This indicates that our model will have
difficulty matching observed NEV spectra above 2 keV, but may still contribute strongly
to the NEV spectrum at lower energies. We also note that the region from 0.7 to 1 keV
shows strong variability in our models, due to the influence of WA lines and edges in that
region. We do not generally see this feature in the real NEV spectra. Our models were
calculated with wavelength bins of size AA = 0.5 A. We have also calculated model spectra
for narrower wavelength bins (not shown). In these spectra, individual WA lines vary quite
4http://heasarc.gsfc.nasa.gov/xstar/xstar.html
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strongly and stand out noticably from the NEV spectrum. We do not see such features in the
higher-resolution NEV spectra we calculated for NGC 3783 and MCG -6-30-15 (Figures 6-4
through 6-5 and 6-8 through 6-12).
We test our model result against the observed NEV spectrum for MCG -6-30-15 using
the X2 statistic and find best-fit values of NH = 1022.6, o NH = 1020.6, logl 0(() = 2.0, and
alog o(W) = 0. We tested a range of values for NH from 1020 to 1022.9, UNH from 1019 to
102 , logl 0 (() from 0.2 to 3.8, and aloglo(ý) from 0 to 1. We fit only the spectral range from
0.5 to 2.0 keV. Our best fit has X2 = 257 for 27 spectral bins and four parameters and is
thus strongly rejected by the X2 statistic. Figure 6-15 shows a plot of the model fit to the
observed fractional variability. The fit is visibly inadequate.
Because of the combined effect of photoionization edges, models such as this one work
better when variability increases at lower energies. We visually selected a second AGN
from the spectra shown in Figures 6-1 and 6-3 for a second fit attempt. The AGN we
selected, NGC 4151, is a Seyfert 1 (as classified by SIMBAD) at z = 0.0033. Its fractional
variability is comparatively low at higher energies, but rises steeply with decreasing energy
below 1 keV. The best fit parameters are: NH = 1022.8, UNH = 1020.6, loglo(() = 2.2,
and alog1 o(ý) = 0, similar to those for MCG -6-30-15. The result is much better, with a
X2 = 34.8 for 22 degrees of freedom, but the model is still rejected at the 96% confidence
level. Figure 6-16 shows the best fit.
There is some subjectivity in the fitting process, since we have arbitrarily chosen the
range of spectral energies over which the fit is performed. We already know that variation
at high spectral energies cannot be easily accounted for by absorber variations, and it may
be that our fit range is too broad. In support of this, we try fitting a smaller energy
range, 0.5-1.5 keV. This time, we obtain a formally acceptable fit, with X2 = 17.3 for 18
degrees of freedom. The fit parameters are: NH = 1022.8, aNH = 1019.8, logl 0(() = 1.0, and
aoglogo() = 0. Figure 6-17 shows the model fit.
In the model described here, loglo(ý) is normally distributed. We have also tried a
model in which ( itself was normally distributed. The results were similar, as the best fit
for MCG -6-30-15 and NGC 4151 depended little on ( variation.
6.2.3 Modeling a Variable Power Law
We can also use Equation 6.5 to model the effect of a single varying power law which
produces a continuum C(t) = Nexp(-r(t)), where F(t) varies with time. We used the
same method as in §6.2.2 to fit an NEV model due to Gaussian variations in the power law
photon index r. We tested pairs of means V and variance a2 with a range of values F from
1.0 to 3.0 and ar from 0.05 to 2.0. The fit is formally unacceptable and worse than the pure
absorption variation model in §6.2.2. The single power law with constant norm and varying
photon index varies in a quite different way from MCG -6-30-15. (This is not relevant to
the results of Vaughan and Fabian (2004), who fit a different continuum model composed
of one constant component and a power law which varied only in normalization.)
A time-variable power law norm and a constant photon index will produce an NEV
constant with energy. It is possible that the high-energy variability seen in several AGN in
our sample could be explained by such a model. Modeling a spectrum which varies in both
continuum and WA properties is very complex and beyond the scope of this introductory
study. A large parameter space would have to be searched, and the WA ionization level
should be tied in some realistic way to the variable continuum.
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6.3 Testing for Varying Absorption Lines
In §6.2, we searched a sample of AGN for short-term variations at low spectral resolution.
In this section, we take advantage of the spectral resolution of the Chandra MEG to search
for variability in narrow wavelength bins. For each AGN in our sample, we use Poisson
statistics to determine whether wavelength bins are varying more than expected due to any
amount of absorption in each bin. The process is described in §6.3.1. In §6.3.2 and §6.3.3,
we describe the results of our test.
6.3.1 Testing For Line Variability in the Whole Spectrum
In this section, we describe the algorithm we use to determine where line variation may be
occurring in a spectrum. The same algorithm is applied to each AGN in our sample, so
for the sake of discussion we consider only a single AGN. The garfgaps function provided
with the AGLC software identifies spectral regions which are affected by chip gaps or bad
pixels. We flag these regions and do not consider them in our test.
We use AGLC to break the MEG spectrum into 3 ks time slices with a wavelength res-
olution of AA = 0.01 A. We order the 3 ks slices according to some rank, either observation
time or 2-10 keV luminosity. We also associate with each slice the CIAO ARF calculated
for that observation, allowing us to convert from counts spectra to flux spectra. (On 3 ks
time scales, the ARF is relatively constant.)
For every spectral bin at wavelength A0, we wish to fit a linear continuum to the sur-
rounding spectrum while ignoring the region about A0o, so that any line at that wavelength
will not strongly affect the continuum fit. We fix two parameters, AAcont, and AAline. Then,
for every spectral bin at wavelength A0 , we perform the following procedure:
1. Specify a set of spectral bins B composed of all bins with central wavelengths A E
{x I ((x > Ao - AAcont) A (x < Ao - AAline)) V ((X 2 Ao+ AAline)A (x < Ao+ AAcont))}-
2. Determine a grouping factor G such that when the rank-ordered 3 ks slices are com-
bined into groups of size G (i.e., each group is a combination of G 3 ks slices), the
mean number of counts per bin in the spectral bins B is at least Cin for all groups.
The group size G will generally vary for each spectral bin for which the test is run.
Call the resulting number of (full) groups Ng.
3. If it is not possible to find a G that fits the requirements of Step 2, then there are
not enough groups to perform variability tests. Flag the spectral bin at Ao as unused,
move to the next bin, and restart the procedure.
4. Otherwise, for each group, fit a linear continuum to the spectrum in bins B. Use the
ARF to fit the flux, as opposed to fitting counts, which will be structured at some
wavelengths due to a varying ARF across bins. Using the continuum fit, determine
the number of expected continuum counts Ci in the bin at wavelength A0 for group i.
5. For group i, given Ci and the number of observed counts, xi, a maximum likelihood
analysis tells us that the expected number of counts Ni in that bin is Ni = f x Ci,
where f = E xi/ El Ci.
6. For each group, calculate the Poisson probability Pi of observing at least xi counts
given an expected rate Ni of counts: Pi P(x > xi, Ni).
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For our study, we used AA,,ont = 0.2 A, AAline = 0.05 A, Cmin = 10, Ng,min = 5.
The Poisson probabilities Pi for all G groups should be uniformly distributed. We can
build a test for variability based on this fact. After performing the above operations, we
have an array of probabilities for every wavelength bin in the spectrum which was not
flagged as unusable. If the intrinsic properties of the spectrum are not changing, these
probabilities should be uniformly distributed. Assuming our continuum fits are reasonably
accurate, continuum variation should not affect the list of probabilities, since our statistical
test "divides out" the influence of the continuum in step 5.
The minimum number of Poisson probabilities in a given bin is Ng,min, and many bins
will have more probabilities. In order to make our test more sensitive, we group the bin
probabilities together so that all probabilities in M adjacent spectral bins are now grouped
into a single "macro-bin." We have tried several different values for M, but generally prefer
to use M = 2. If the original spectral resolution was AA = 0.01 A, then each array will
contain at least 2 x Ng,min probabilities corresponding to a macro-bin width of 2 x AA = 0.02
A, similar to the MEG FWHM. We only consider macro-bins constructed from contiguous
sets of bins which have not been flagged as unusable.
In order to determine if the intrinsic spectral properties (e.g., absorption or emission)
are varying in a source, we look for macro-bins in which the Poisson probabilities are
not uniformly distributed. Non-uniformity does not tell us the mechanism of variation; it
simply contradicts the assumption that some constant intrinsic process absorbs (or emits!)
at some constant multiple rate of the (varying) continuum. (This includes a multiple rate
of 1, corresponding to no absorption or emission beyond the continuum.)
To prove non-uniformity, and hence intrinsic variability, we must devise a test which
assigns some confidence to the assertion that the Poisson probabilities in a macro-bin are not
uniformly distributed. We adopt three different tests of non-uniformity in a given macro-
bin. In each case, we take as inputs the array Pmac,i of Poisson probabilities in macro-bin
i. We also specify a confidence threshhold Tconf = 99.5%.
Test 1: In this test, we calculate the probability that we would see fewer values of Pmac,i >
Tconf in a macro-bin (assuming a uniform distribution) than we actually do see. This is
calculated using the binomial distribution, and indicates whether there is an excess of
Poisson probabilities at the high end of the hypothetically uniform distribution. In our
test, high Poisson probabilities correspond to anomalously low count rates, which could be
caused by strong absorption.
Test 2: In this test, we calculate the probability that we would see fewer values of Pmac,i <
(1 - Tcof) in a macro-bin (assuming a uniform distribution) than we actually do see. This
is calculated using the binomial distribution, and indicates whether there is an excess of
Poisson probabilities at the low end of the hypothetically uniform distribution. In our
test, low Poisson probabilities correspond to anomalously high count rates, which could be
caused by strong emission.
Test 3: In this test, we apply a Kolmogorov-Smirnov (KS) test to the array of probabilities
to get a confidence level rejecting the hypothesis of uniformity. The KS test is not sensitive
to deviation in the distribution tails, which Tests 1 and 2 are designed to catch. Non-
uniformity could be caused by variation in intrinsic absorption or emission levels. The KS
test returns only a lower limit on the confidence of variation.
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We use these tests in several ways to test for variation in individual AGN and in the
combined sample. Applying Tests 1, 2, and 3 to the AGN in our sample, we find that Test
1 generally returns the strongest case for variation. This is satisfying, because Test 1 is
specifically designed to detect anomalously high absorption in spectral slices. Unless other-
wise specified, we work with M = 2, indicating that we are combining Poisson probabilties
into 0.02 A bins.
6.3.2 Line Variability Test Results for Individual AGN
We apply Tests 1, 2, and 3 to each AGN in our sample. For each test, we look for an excess
of confidence values above 99.5%, indicating that a large number of spectral macro-bins
have deviated from purely random fluctuations. In general, we do not find such excesses
in the individual AGN in our survey. Perhaps the most significant case for variability is
the test for variation with luminosity in NGC 3783, which has 3 of 234 confidences over
99.5% for Test 1 for macro-bins of size M = 2. According to the binomial distribution,
this can happen by pure chance 11% of the time. Given the large number of AGN tested,
we do not consider this result significant. However, we have tested all possible wavelength
bins in the spectrum regardless of whether we would expect to see line absorption at those
wavelengths. Thus it is most accurate to say we have not detected strong evidence for
narrow-band spectral variability across spectra as a whole.
Using the same results for Tests 1, 2, and 3, we restrict our test to consider only
macro-bins which are near theoretical wavelengths for strong atomic lines. We consider all
wavelengths within -1000 to 0 km s- 1 of the is - 2p lines of He- and H-like Ne, Mg, Si, and
S, as well as strong inner shell lines of Ne VII, Ne VIII, Mg IX, Mg X, Si XI, Si XII, S XIII,
and S XIV. We do not find any stronger evidence for variability when restricting our tests
to these regions.
6.3.3 Line Variability Test Results for the Aggregate Sample
In this section, we combine all the AGN in our sample to search for variability in the sample
as a whole. We use the results of Tests 1, 2, and 3 for macro-bins of size M = 2. From each
AGN, the tests give a single probability for each wavelength macro-bin which was considered
acceptable for our tests. (As discussed in §6.3.1, we only accepted bins with a sufficiently
high number of counts and which did not fall near a region with a highly structured ARF.)
We de-redshift these wavelengths and then add the probabilities to an empty sample grid.
Considering wavelengths in the system frame allows us to compare spectra of different AGN,
although individual lines may still fall at slightly different wavelengths in the spectrum due
to the intrinsic velocities of the absorbers.
There are two different ways to test for variability in the aggregate sample. Firstly,
we may stack the confidence probabilities given by Tests 1, 2, and 3, so that only one
probability per macro-bin per AGN is associated with the aggregate result. This puts all
AGN on an equal footing, as even the spectra with the longest exposures will contribute
only one probability per bin. It is not obvious what the distribution of these numbers should
be, so we run Monte Carlo simulations to calculate confidence limits for the stacked results.
In the second case, we combine the Poisson probabilities for each wavelength bin and each
spectral slice for all the AGN. In this case, spectra with long exposures will be weighted
more strongly than those with short exposures. The Poisson values should be uniformly
distributed regardless of which AGN they were drawn from, so we can apply standard tests
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for uniformity to the aggregate sample. We describe these tests and their results in detail
in the rest of this section.
Case 1: All AGN on Equal Footing
In this test, we combine the results of Tests 1, 2, and 3 for each macro-bin in each AGN
into 3 spectra (one for each test). We add the probabilities, so at each wavelength we have
a number representing the sum of the probabilities produced by Tests 1, 2, and 3 for the
appropriate macro-bin(s) in each AGN.
The set of macro-bins used was sparse in the spectrum of each AGN, i.e., there were gaps
in the set of macro-bins due to rejected regions with low numbers of counts or complicated
ARFs. Because the HETG zero order of each spectrum was typically aimed at (nearly) the
same spot on the Chandra CCDs for each observation, chip gaps will tend to fall in the
same spectral regions for each observation. This means that some wavelengths will have a
large number of macro-bin measurements, while others will have few or none. To quantify
this, we construct a control spectrum with the same wavelength grid as our macro-bins. We
add 1 to the appropriate bin in the control spectrum for every probability determined by
Tests 1, 2, and 3. Thus the control spectrum represents the number of probabilities that
have been collected for a given wavelength. (Because we are binning the control spectrum
more coarsely than the macro-bins, each AGN can contribute multiple times to a bin in the
control spectrum.)
It is not obvious what the distribution of summed results of Tests 1, 2, and 3 should
look like. In order to calculate 90% confidence regions for the sum of these probabilities,
we randomly generate 1000 sets of uniformly-distributed probabilities corresponding to the
Poisson probabilities described in Step 6 of the survey algorithm. We apply Tests 1, 2,
and 3 to these simulated values just as for the measured values. We then find the ranges
occupied by the upper and lower 5% of the test results and consider these to lie outside the
90% confidence regions. In summary, we produce 1000 sets of simulated data for each AGN,
assuming there was no variation (i.e., the Poisson probabilities corresponding to variation
in individual spectral slices were uniformly distributed).
Figure 6-18 shows our results for the case where spectral slices are ordered by 2-10 keV
flux. In the top three panels of each figure, we show the accumulated probabilities from
Tests 1, 2, and 3 divided by the control spectrum. In the bottom panel, we show the control
spectrum. Figure 6-19 shows the results for time-ordered spectra.
For the flux-ordered case, Test 1 shows an excess of bins above the 90% confidence
range. There are no bins outside the range on the low side, but 55 out of 290 (19%) on
the high side. This is almost four times the 5% we would expect to find in the upper tail
by random chance. Some of these are certainly spurious, while others may indicate real
variability. We list each of the variation candidate bins in Table 6.2 along with possible line
identifications. We list lines having an absorption oscillator strength > 0.1 and within 0.04
A of the center of candidate bins, as 0.04 A is the bin resolution we used for this test. This
does not account for the possibility that lines could be velocity shifted by more than 0.04
A, which at 10 A, this corresponds to about 1200 km s- 1. The table contains 6 lines which
are is - 2p resonance lines of the He-like or H-like ions CaXX, ArXVII, SiXIV, SiXIII,
A1XIII, and AIXII.
When we order the spectral segments by time, we achieve similar results: 48 out of 300
(about 16%) significances lie above the 90% confidence range for Test 1. In this case, we find
5 resonance is - 2p lines of He-like or H-like ions as candidate line identifications, but the
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ions involved are different from the luminosity-ordered spectra. The ions with significant
is - 2p line variation are: FeXXVI, ArXVIII, SiXIII, MgXI, and NeX.
If we assume there are 8 abundant ions (Ne, Mg, Al, Si, S, Ar, Ca, and Fe) with He-
and H-like is - 2p resonance lines in the spectral range of our test, there are 16 possible
resonance lines in the spectrum. Since we declared matches when the lab wavelength was
within 0.04 A of the significant region, the resonance lines cover 16 x 0.08 = 1.28 A out of the
approximately 300 x 0.04 = 12 A covered by test bins. Therefore, if the significant bins are
randomly distributed, each one has about a 10% chance of falling near a is - 2p resonance
line, giving roughly 55 x 0.10 = 5.5 matches just by random chance. This is similar to the
number of matches we actually find, so we do not attribute any strong significance to the
line identifications. In light of this calculation, the lines listed in Table 6.2 should not be
considered true line identifications.
Evidence for variation was found by examining the upper tail of probabilities in Test 1.
It is not surprising that Test 3 did not detect significant variation, as it relies on the KS test
which is not sensitive to the tails of probability distributions. An excess of probabilities in
the high tail of Test 1 means that there were a large number of cases where the number of
counts in a time slice in a given bin were much smaller than expected. This could be due
to absorption varying over time.
We do not see a similar excess of significant bins in the upper tail of Test 2. This
indicates that unexpectedly high numbers of counts, perhaps due to variable emission, are
not as common. In fact, we find a similar number (15-19%) of bins that lie in the lower tail
of the 90% confidence region for Test 2 as for the Test 1 upper tail. This corresponds to
a deficit of wavelength bins that have unexpectedly high numbers of counts compared to a
constant emission rate model.
Case 2: All Spectral Slices Weighted Equally
In the second test for variability in the aggregate sample, we keep track of every Poisson
probability generated for each wavelength bin in every spectral slice of each AGN in our
sample. We then apply Tests 1, 2, and 3 to the collection of probabilities associated with
each (rest-frame) wavelength bin. For the first aggregate test, we had at most one proba-
bility per bin per AGN; in this test we can have a much larger number of probabilities to
analyze. Because the KS statistic depends on the number of input data points, it is much
more discriminating in this case.
Figure 6-20 shows the results of this test for luminosity-ordered spectral slices, and Fig-
ure 6-21 shows the results for time-ordered slices. We plot the logarithm of the probability
returned by Tests 1, 2, and 3. In each case, a low probability indicates a strong deviation
from a uniform distribution of input values and, ultimately, from Poisson-distributed data.
The results from Test 2 are weaker than from Tests 1 and 3, again indicating that unexpect-
edly high count rates are not commonly seen in the data. The wide-band structure in test
3 is comparable to the (inverted) control spectrum in Figure 6-18, which is not surprising
since the KS test statistic depends on the number of input data points.
Applying Test 1 to luminosity-ordered spectral slices, we find 4 out of 290 spectral bins
have probabilities < 1%. For the time-ordered case, we find 4 of 300 bins. This result is not
significant, as we would expect about that number of probabilities < 1% just from random
chance. However, Test 3 shows stronger results. For the luminosity ordered case, the KS
test finds 12 of 290 bins with probabilities < 1%, and for the time-ordered case, the number
is 20 out of 300. Both these results are highly significant. The probabilities in these bins
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are apparently strongly non-uniformly distributed.
For all tests described in this section, the region around the SiXIII is - 2p line (at
6.65A) is flagged as a strong candidate for variability. There is a strong "inverse edge"
feature in the ARF at about 6.05 A, but this feature should not affect our study, as we
have excluded bins from that region and the SiXIII line is typically redshifted to higher
wavelengths. There is a feature in the ARF at about 6.75 A which can affect measurements
of the line, as seen in the case of MCG -6-30-15 (Gibson et al. 2006). We have accounted
for the ARF in our continuum fits, and we have chosen time slices that are a multiple of
the instrument dither time, so it would be somewhat surprising if structure in the ARF
were affecting this measurement. The line was also a strong candidate for variation in the
aggregate sample test described in §6.3.3. The SiXIII is - 2p line is apparently a good
candidate for future variability studies, with the caveat that care must be taken to ensure
that instrumental features are not influencing the measurements.
The KS test also shows strong variation at about 7.65 A, which could possibly be
attributed to blueshifted AIXII. Other strong candidates for variability include lines at
about 3.45 and 4.07 A. These could be attributable to various inner-shell lines of Ar ions
(Behar and Netzer 2002).
Finally, we consider the possibility that lines are varying at significant blueshifts from
their rest-frame wavelengths. The test described in this section shows some evidence for line
variation, and we have a large number of Poisson probabilities generated for our sample,
which allows us to search in narrow wavelength regions. Our test grid has wavelength bins
of size 0.04 A, corresponding to about 3000 km s- 1 at 4 A. We restrict our analysis to the
wavelengths of the strong lines considered in §6.3.2. We test for variability in the aggregate
set of bins associated with these lines after blueshifting them by some multiple of -3000 km
s- 1. We estimate the significance of variability using Tests 1 and 3 applied to the Poisson
probabilities in these regions.
Figures 6-22 and 6-23 show our results. Test 3, based on the KS test, shows stronger
evidence for variability once again, and variability may be stronger in the luminosity-ordered
case for blueshifts between 0 and -15,000 km s- 1. We do not see the same trend for time-
ordered spectral slices, and it is difficult anyway to estimate the significance of the apparent
trend in Figure 6-22 of higher variation at lower velocities. There could be systematic
reasons for the apparent trend, such as incorrect continuum fits due to strong lines (nearly at
rest) being included in the continuum fit region, although in that case, we would expect the
same trend to appear in both luminosity- and time-ordered cases. Given these difficulties,
we do not attribute strong significance to the apparent trend for the luminosity-ordered
case, but consider it worthy of further study in the future.
6.4 Conclusions
We have calculated NEV spectra for AGN in the Chandra archive which have been observed
with the HETG. For two AGN, NGC 3783 and MCG -6-30-15, there are enough counts in
the observations to produce NEV spectra with spectral resolution comparable to that of
the MEG. We did not find evidence for stronger or weaker variation in line absorption
regions. We then calculated NEV spectra with poor wavelength resolution (AA = 0.5 A),
but on short time scales (At = 5 ks). The spectra showed a variety of different shapes.
We attempted to fit two of the NEV spectra, those for MCG -6-30-15 and NGC 4151, with
a model that would attribute the spectral variations in the soft X-rays solely to absorber
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variation. This model was not formally successful in fitting the NEV spectrum.
Simple models of fractional variability involving normally-distributed variations in the
WA or power law photon index alone are inadequate to describe the short-term (5 ks)
variations which are occuring in the 0.5 to 10 keV NEV spectra of MCG -6-30-15 and NGC
4151. Rather than attempting to fit the variability spectrum of each AGN in the study, we
have instead used these results to draw some general conclusions.
1. Short-term continuum variation is present in almost every AGN in the HETG archive.
2. There is no obvious trend of continuum variation characteristics with AGN type,
though we do not have a large enough sample to draw strong conclusions about any
type except Seyfert 1 AGN.
3. The variations extend out to energies well beyond 2 keV. In most cases, the fractional
variability (as defined in §6.2.1) decreases with increasing energy, but some AGN (e.g.,
Mrk 421) behave otherwise.
4. Some, but not all, AGN have highest NEV below 2 keV.
5. Fitting two AGN, MCG -6-30-15 and NGC 4151, with variable absorber models indi-
cates that the absorber may contribute to the observed variability.
6. If the fit region is restricted to soft X-rays, a varying WA can account for the observed
NEV in at least the case of NGC 4151.
7. Given that some other physical process is responsible for at least the high-energy
variability, the choice of which energy range to fit has significant consequences for the
fit results.
We obtained similar results for our fits to the 0.5 to 2 keV NEV spectra of MCG -6-30-15
and NGC 4151. In each case, the model preferred little or no ionization variation. A rather
high absorbing column was required (NH , 1022.6 cm - 2) with about 1% variation about that
column. Such a strong absorbing column would be expected to produce strong absorption
lines. This column density is similar to that found for the highly ionized absorber component
in the 2000 MCG -6-30-15 spectrum model of Lee et al. (2001). Detailed modeling of
the 2004 observation of MCG -6-30-15 has not yet been completed (Lee et al. 2006, in
preparation), but we note that Netzer et al. (2003) have claimed that the absorbers in NGC
3783 have a combined column of about 4 x 1022 cm - 2. This is not far from the results of
our model fits for MCG -6-30-15 and NGC 4151.
Since continuum variation can be probed without high spectral resolution, the Chandra
HETG is not needed for studies of this type. In some cases spectral data from other
instruments (e.g., the Chandra ACIS-S) will be affected by spectral pile up, in which photons
enter the detector faster than the detector can be read out. This will distort the measured
spectrum and also the variability spectrum. It may be possible to use data archives from
previous missions (such as ASCA) to produce variability spectra. It would be interesting
to see if the NEV spectra change significantly over years or decades.
This study has shown the need for a better understanding of continuum models. Before
proceeding further with this study, it would be most helpful to understand how the contin-
uum varies across the spectrum. While the soft X-ray region shows variability presumably
due to both the continuum and the absorber, the hard X-rays should be relatively unaffected
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by the absorber. A better understanding of the continuum emitter variation, constrained
by the high-energy spectrum, would allow us to isolate the variability attributed to the
absorber alone.
In the second part of this study, we quantified the count variations in each spectral
bin of each AGN spectrum available to us, excepting spectra that were too dim for good
statistics and spectral regions known to be dominated by chip gaps or bad pixels. We found
evidence that bins were varying with respect to the surrounding continuum by occasionally
containing an unexpectedly low number of counts compared to the expected rate for a
model with constant absorption and emission. This could be due to variable absorption
mechanisms. We did not see an excess of unexpectedly high numbers of counts in wavelength
bins, which would indicate variable emission processes. In several cases, the wavelength bins
which showed significant variation matched up to resonance is - 2p lines of abundant ions.
However, because the number of matched ions was not much greater than we would expect
by random chance, we do not attribute great significance to the line identifications.
The results of this test show that searches for line variability in AGN are a worthwhile
pursuit, and can be expected to show positive results. The recent study by Gibson et al.
(2006) of MCG -6-30-15 is an example of a search in a single AGN which has detected line
variability on intra-observation time scales and yielded interesting physical constraints. We
are unable to draw strong conclusions about the variability mechanisms in AGN from this
current study, as our method has combined observations taken over time scales ranging
from days to years.
We draw the following conclusions from the second part of this study.
1. Survey tests for narrow-band (line) variability are feasible and show evidence for
narrow-band variability.
2. The variability we detected may be due to varying absorption processes. Further
study is needed to confirm this.
3. In tests of the aggregate sample of AGN, we found some evidence that variation
is occuring on narrow wavelength scales. The is - 2p line of SiXIII was a strong
variability candidate in all our tests, and future studies should examine this line
closely. Structure in the MEG ARF near this line should be considered carefully.
4. We did not detect a significant excess of unexpectedly large counts in wavelength bins,
which would be attributed to varying emission processes.
5. Survey tests for narrow-band (line) variability should continue as the archive of high-
resolution spectroscopy grows.
6. Some statistical tests are stronger than others for detecting variability. It would be
valuable to develop and/or apply stronger statistical tests.
As in the case of the NEV models, we add the caveat that our tests depend on an
accurate measure of the continuum flux. If the continuum flux varies in a complicated way
in the fit region (< 0.5 A), it could upset our estimates of the expected count rate in a line
region. Of course, this would also be evidence for narrow-band variation in the spectrum,
but it need not be attributed to absorber variation. Future tests for line variability will
hopefully address this possibility.
In this chapter, we have presented introductory studies searching for short-term variabil-
ity in narrow spectral features of AGN. This field of study is rather new, as high-resolution
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X-ray spectroscopy with sufficient signal-to-noise has only become available in recent years.
We find significant evidence that variability is occuring, although the exact nature of the
variability is difficult to determine with existing data. A deeper understanding of the un-
derlying physical processes would require more long spectroscopic observations and a better
understanding of the physical processes responsible for variations in the continuum emission.
We look forward to conducting further variability studies in the future, and emphasize the
need for high-resolution X-ray spectroscopy satellites capable of collecting large numbers of
counts from distant AGN.
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Name Redshift z AGN Typea Exposureb (ks) MEG 1st Order
Countsb
3C 120
3C 273
Ark 564
Centaurus A
Fairall 9
H1426+428
IC 4329A
M81*
MCG -6-30-15
(2000b Only)
MCG -6-30-15
(2004 Only)
MR 2251-178
Mrk 290
Mrk 421
Mrk 509
Mrk 766
NGC 3783
NGC 4151
NGC 4593
NGC 5506
NGC 5548
NGC 7469
PKS 2155-304
0.033
0.158
0.0249
0.00182
0.047
0.129
0.016
0.00014
0.0078
0.0078
0.064
0.030
0.030
0.034
0.0083
0.0098
0.0033
0.009
0.006
0.017
0.016
0.117
Seyfert 1
Quasar
Seyfert 1
Seyfert 2
Seyfert 1
BL Lac
Seyfert 1
LINER
Seyfert 1
Seyfert 1
Quasar?
Seyfert 1
BL Lac
Seyfert 1
Seyfert 1
Seyfert 1
Seyfert 1
Seyfert 1
Seyfert 2
Seyfert 1
Seyfert 1
BL Lac
57
200
49
98
80
140
59
280
65
520
150
250
45
58
89
890
290
79
89
230
140
200
46,000
360,000
64,000
64,000
38,000
140,000
130,000
59,000
61,000
370,000
46,000
78,000
150,000
57,000
51,000
600,000
180,000
77,000
28,000
110,000
78,000
420,000
a AGN types are taken from the SIMBAD database or, in the case of MR
2251-178, from the literature.
b Except for MCG -6-30-15, in cases where multiple observations are avail-
able, the exposure and counts reflect the combined data.
Table 6.1: Galaxies included in variability survey.
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System Frame Identified Lab Frame Oscillator Strength
Wavelength (A) Wavelength (A)
1.90, 1.94, 2.02
2.42
2.54
2.66
3.02, 3.06
3.22
3.30
3.34
3.54
3.90
3.94
4.10
4.78
5.14, 5.18
5.58
5.74
5.82
5.90
5.94
6.02
6.22
6.54
6.62, 6.66
6.70
6.78
6.86
6.90
7.18
7.34
7.54 - 7.70
7.74
8.10
8.18
8.70
9.06
9.38
9.46
9.54
9.94
10.30
10.38
11.06
12.22
12.34
15.54
Fe Kaa
CaXXb
CaXVI, CaXVII, CaXVIII
CaXIII, CaXIV, CaXV
ArXVII, CaXII, CaXIII, CaXIV
ArXVIIb
ArXII, ArXIII
SXII, SXIII
SiXI
SiXIVb
AIXII, SiXIII b
SiXII
SiXI
SiX
SiIX, AIX, SiX
A1XIII b
A1XIIb
AlVIII
MgIX, AlVII
FeXXII
MgIX
MgVIII
MgVIII, FeXXI
FeXXI
FeXIV
3.02
3.20, 3.22, 3.25
3.23, 3.30, 3.27
3.67, 3.34, 3.32, 3.30
3.95
4.12,4.09
5.18, 5.13
5.90
6.18
6.64, 6.65
6.72
6.78
6.85
6.93, 6.91, 6.86
7.17
7.76
8.11
8.20, 8.19
9.04
9.38
9.50
9.51, 9.51
12.36
15.56
0.416
0.519, 0.685, 0.638
0.154, 0.262, 0.431
0.156, 0.102, 0.154, 0.156
0.717
0.256, 0.411
0.234, 0.672
0.136
0.416
0.159, 0.701
0.615
0.656
0.430
0.346, 0.134, 0.209
0.416
0.693
0.328
0.132, 0.137
0.125
0.631
0.207
0.188, 0.189
0.964
0.422
a The Fe Ka line wavelength varies with ionization stage of the emitting ion.
b This line is a ls - 2p resonance line of either the He-like or H-like ion.
Table 6.2: Wavelengths with excess variability.
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Figure 6-1: Logarithms of NEV for 13 Seyfert 1 AGN. We calculate the NEV for each
AGN using time slices of At = 5 ks and wavelength bins of AA = 0.5 A. MCG -6-30-15 is
shown twice using data from two different observation epochs. The 2000 observation only
uses the second half of the observation, as the first half shows a high background in soft
X-rays. The y axis is the same for each observation to emphasize the relative magnitudes
of the NEV. In some cases, this means that plot points are "off the charts," as for Mrk 509.
We have omitted points at frequencies where the background is stronger than 10% of the
source counts, leading to sparse spectra in some cases, as for Fairall 9. The x axis energies
are shown in the system frame of each observed AGN.
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Figure 6-2: Same as Figure 6-1, but the NEVs have been divided by the mean NEV for
each source, and the results are plotted on a linear plot.
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Figure 6-3: Same as Figure 6-1 but showing NEVs for 8 AGN which are not Seyfert 1
objects.
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Figure 6-4: The top panel shows the NEV far calculated for MCG -6-30-15 as in Equa-
tion (6.3). Here we have used At = 10 ks and AA = 0.02 A. Only the first three 2004
observations are included in the calculation, as the fourth is too short. The bottom panel
shows the MEG flux in the same wavelength range.
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Figure 6-5: Same as Figure 6-4, but for a different wavelength range.
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Figure 6-6: Same as Figure 6-4, but for a different wavelength range.
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Figure 6-7: Same as Figure 6-4, but for a different wavelength range.
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Figure 6-8: The top panel shows the NEV fIar calculated for NGC 3783 as in Equa-
tion (6.3). Here we have used At = 10 ks and AA - 0.02 A. Only the 2001 observations are
included in the calculation, as the 2000 observation is too short. The bottom panel shows
the MEG flux in the same wavelength range.
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Figure 6-9: Same as Figure 6-8, but for a different wavelength range.
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Figure 6-10: Same as Figure 6-8, but for a different wavelength range.
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Figure 6-11: Same as Figure 6-8, but for a different wavelength range.
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Figure 6-12: Same as Figure 6-8, but for a different wavelength range.
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Figure 6-13: Sample NEV spectra for the model described in §6.2.2. In this figure, we
compare the effects of varying the column density at a fixed ionization level. For each
panel, we give the model parameters as (1ogl 0 (NH), 10gl0(UNH), 10g 10 (ý), olog(,o()). The
model parameters are: top left black (23, 20, 2, 0); top left red (22, 20, 2, 0), top right
black (23, 21, 2, 0), top right red (22, 21, 2, 0), bottom left black (23, 20, 3, 0), bottom
left red (22, 20, 3, 0), bottom right black (23, 21, 3, 0), bottom right red (22, 21, 3, 0).
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Figure 6-14: Sample NEV spectra for the model described in §6.2.2. In this figure, we
compare the effects of varying the ionization level at a fixed column density. For each panel,
we give the model parameters as (logl0(NH), 10gll(0NH), 10910 (0), loogg0(ý)). The model
parameters are: top left black (22, 0, 2, 0.5); top left red (21, 0, 3, 0.5), top right black
(21, 0, 2, 1), top right red (21, 0, 3, 1), bottom left black (23, 0, 2, 0.5), bottom left red
(23, 0, 3, 0.5), bottom right black (23, 0, 2, 1), bottom right red (23, 0, 3, 1).
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Figure 6-15: The NEV of MCG -6-30-15 is shown black. The green histogram shows
the best model fit for an ionized absorber with Gaussian variations in column density and
ionization. This fit is visually inadequate and is formally rejected by the X2 statistic. The
model and best parameters are described in §6.2.2.
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Figure 6-16: The NEV of NGC 4151 is shown black. The red histogram shows the best
model fit for an ionized absorber with Gaussian variations in column density and ionization.
The model and best parameters are described in §6.2.2.
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Figure 6-17: Similar to Figure 6-16, but showing the best model fit only on the energy
range 0.5-1.5 keV. The fit shown is formally acceptable.
155
VLAGRWS: chi2 for min cant 10 cts, dt: 2954, dLC: 0.2, dLL: 0.05, byTReal
oaoC
'Z-a
o00-
D
o
a
a
0U
(_D
3u.
0
_J
o
a
o U30a
(1)0led
2 4 6 8 10 12 14
Angstroms (system frame)
Figure 6-18: Summed probabilities of variation according to Tests 1, 2, and 3 (described in
§6.3.1), which look for excess variability in the upper tail, lower tail, and KS statistic applied
to the (assumed uniform) distribution of Poisson probabilities which measure variability
about the expected count rate. The top 3 panels show the results for Tests 1, 2, and 3,
divided by a control spectrum. The bottom panel shows the control spectrum. In this
case, all probabilities from the 3 tests were considered. The histogram in red shows the
90% confidence limits for our test that variation is occuring. The spectral segments were
ordered by 2-10 keV luminosity.
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Figure 6-19: Integrated probabilities of variation according to Tests 1, 2, and 3 (described
in §6.3.1), which look for excess variability in the upper tail, lower tail, and KS statistic
applied to the (assumed uniform) distribution of Poisson probabilities which measure vari-
ability about the expected count rate. The top 3 panels show the results for Tests 1, 2, and
3, divided by a control spectrum. The bottom panel shows the control spectrum. In this
case, all probabilities from the 3 tests were considered. The histogram in red shows the
90% confidence limits for our test that variation is occuring. The spectral segments were
ordered by time.
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Figure 6-20: Results of Tests 1, 2, and 3 applied to the set of all Poisson probabilities
at a given (rest frame) wavelength for all AGN combined. In this case, the Poisson proba-
bilities were determined from luminosity-ordered spectral slices. Low values on the y axis
roughly correspond to low probabilities of greater deviation from uniformity. For a detailed
discussion, see §6.3.3.
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Figure 6-21: Same as Figure 6-20, but for time-ordered spectral slices.
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Figure 6-22: Results of Tests 1 and 3 applied to the cumulative Poisson probabilities in
macro-bins corresponding to blueshifted strong absorption line candidates. The Poisson
probabilities were calculated from luminosity-ordered spectral slices. The test results are
plotted as a function of the blueshift. The results of Test 1 are plotted in black, and Test
3 results are in red.
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Figure 6-23: Same as Figure 6-22, but the Poisson probabilities were calculated for time-
ordered spectral slices.
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Chapter 7
Conclusions
In this chapter, we summarize the conclusions drawn from previous chapters of this thesis
and comment on their implications for future observations and modeling of Active Galactic
Nuclei (AGN) X-ray warm absorbers (WAs).
7.1 Study of MR 2251-178
MR 2251-178 is a well-studied AGN which is variable in many respects. The continuum
shape has been observed to change over time, the power law spectrum has hardened and
softened, and flux levels have risen and fallen. The absorbing column is assumed to vary
based on continuum fits, although these fits were performed assuming a fixed power law
spectral index. The power law index in fact varies, which may result in erroneous estimates
of the absorber column and density.
Recent high-resolution observations with XMM-Newton and Chandra have shown that
lines are also varying in the spectrum. Kaspi et al. (2004) detected tens of lines in the
2002 XMM-Newton spectrum which we did not detect in the HETG observation taken 4
months later (Gibson et al. 2005). A preliminary look at the unpublished LETG observation
taken 3 months after the HETG observation shows that the lines have evolved again, with
weaker forbidden emission and no absorption in the FeXVII line we associated with a
highly-ionized, high-velocity outflow (HIHVO).
The continuum of MR 2251-178 varied among the XMM-Newton, HETG, and LETG ob-
servations. During the HETG observation, the continuum was unusually hard and absorbed
by a relatively low column. We fit the continuum with a power law, ionized absorption, and
a soft excess, but still found unacceptable residuals around 1 keV that we could not explain
(Gibson et al. 2005).
The WA material in MR 2251-178, presumably responsible for absorbing the X-ray
spectrum and producing the (forbidden) emission lines, has a complex geometric structure.
We showed that it cannot be shaped like a section of a spherical shell, and that it was (in
September, 2002) relatively thin along our line of sight. Previous studies have suggested
that absorber clouds may be moving across our line of sight on time scales of a few months
(Kaspi et al. 2004).
The HIHVO apparently carries a large amount of mass and energy out of the nucleus
(compared to the nuclear accretion rate), unless it is very small in angular extent or very
short-lived. Assuming we correctly identify the absorption features for FeXVII and SiXIV
as part of the HIHVO, the outflow contains a range of ionization zones and velocity compo-
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nents. The FeXVII and SiXIV components both flow outward at about -17,000 km s- 1 ,
while the FeXXVI component flows outward at about -13, 000 km s- 1.
The HIHVO was not detected in the XMM-Newton observation, though Kaspi et al.
(2004) did note an absorption feature they ascribed to FeXXVI nearly at rest. Our prelim-
inary look at the LETG data found no HIHVO absorption in the FeXVII feature near 15
A. The LETG is not sensitive enough at high energies to search for the FeXXVI feature.
Forbidden emission lines in the soft X-rays were also weaker than in the HETG spectrum.
The soft X-ray continuum was brighter in the LETG observation, raising the possibility
that the absorption and emission features have been covered by a soft continuum compo-
nent that was not as strong in the HETG observation. It is also possible that the HIHVO
disappeared a few months after the HETG observation. It may have moved off the line of
sight or it may have been ionized to undetectable levels.
7.2 Study of MCG -6-30-15
MCG -6-30-15 is a well-studied nearby AGN with a continuum known to vary on short (1
ks) time scales. The absorber is known to be complex, with multiple ionization levels and
velocity components (e.g., Lee et al. 2001; Sako et al. 2003; Turner et al. 2003). A study of
a 320 ks XMM-Newton observation found evidence that 4 lines (out of about 50 detected)
varied between high and low spectral states (Turner et al. 2004).
Our variability analysis of is - 2p lines of He- and H-like ions in the 520 ks HETG
observation of MCG -6-30-15 found that lines are indeed varying (Gibson et al. 2006).
As a function of time, we found significant anti-correlations between equivalent widths
(EWs) of He- and H-like ions, and a correlation between the He-like ions NeIX and SiXIII.
The anticorrelations rule out scenarios which rely on simply adding material along the
line of sight, such as intervening clouds. Photoionization models would actually predict
that, if ionization changes alone were responsible for the variation, the He-like ion SiXIII
would be correlated, rather than anti-correlated, with MgXI. This may indicate that the
absorber is not in photoionization equilibrium, which would mean that the ubiquitous use
of photoionization models to analyze WAs is inappropriate. Another possible explanation
is that the different absorption lines arise in different sections of the absorber along the
line of sight, each at a different ionization level. This would require some mechanism to
alter the absorber properties in a correlated way. For example, patches of absorber with
different densities would have different ionization levels and could vary by the influence of
the photoionizing continuum.
We also found that at least one line is varying in strength (EW) as a function of lu-
minosity. A fit with a naive photoionization model found that ionization variation due to
luminosity alone was not sufficient to explain the line variation. Combined with the anti-
correlations observed between lines over time, this means that the WA variation is a complex
phenomenon. We ruled out several possible explanations that could individually cause vari-
ability, including: changes in absorber position, density, ionization due to continuum shape
and level; multiple continuum components with different levels of absorption; cloud motion
across the line of sight; and changes in the absorber velocity dispersion. We also considered
unlikely variation due to changes in the ultraviolet (UV) continuum and the influence of
varying underlying emission lines. The variability could be a complex combination of these
effects, or we suggest it could be due to structure in the absorber. We may be looking
through different patches of the absorber (arranged perpendicularly to the line of sight) at
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different times, particularly if the continuum source is moving around behind the absorber.
The continuum source is not expected to move more than a few tens of gravitational radii
in at least some models (e.g., Miniutti and Fabian 2004), so this would suggest that the
WA has structure on similar scales.
7.3 Survey of HETG Spectra of AGN
In Chapter 6, we searched for and attempted to characterize variability in a sample of
archived HETG AGN spectra which have a sufficently high signal-to-noise. We constructed
normalized excess variance (NEV) spectra for each of the AGN in our sample and attempted
to fit two of the spectra with a simple model of a varying absorber. In the second part of
this study, we searched the HETG spectra of each AGN in an attempt to detect variations
across the entire spectrum which were in excess of that expected during the measurement
process.
We calculated NEV spectra to characterize short term (At = 5 ks) variations in broad
AA = 0.5 A wavelength ranges. We found that all the AGN had excess variance in their
spectra. The NEV spectra came in different shapes, with some showing stronger variation
at longer wavelengths, while others showed a rising trend of variation in the hard (> 2 keV)
X-rays. For the two AGN with the longest exposure, NGC 3783 and MCG -6-30-15, we
constructed NEV spectra at higher resolution and did not find evidence for NEV structure
in line absorption or emission regions.
The NEV spectra generally show continuum variation out to hard X-ray energies well
above the region (< 2 keV) which we would expect to be influenced by the WA. This
indicates that other processes besides absorber variation are driving the short term, broad-
band variability. We fit a model of absorber variation to the NEV spectra of MCG -6-30-15
and NGC 4151 at lower energies (< 2 keV), but were not able to find an acceptable fit.
Restricting the fit region to 0.5 to 1.5 keV did give an acceptable fit to the NGC 4151
NEV spectrum. Given that we observe strong variations above 2 keV, and given that other
studies have had some success fitting a two-component continuum model (e.g., Vaughan
and Fabian 2004), it seems most likely that continuum emission variation is significant (and
perhaps even dominant) across the X-ray spectrum.
This does not rule out the possibility that absorber variability is responsible for sig-
nificant continuum variation on short time scales. It may be possible to detect absorber
variation by looking in narrow wavelength ranges, comparable to the FWHM of the instru-
ment. We devised a test to search through AGN spectra for non-Poissonian variation. We
did not find evidence of variation in individual AGN, but we did find significant variation
when the probabilities for all AGN were combined at each wavelength. The variation con-
sisted of an excess of wavelength bins in time slices with an unexpectedly low number of
counts over a narrow wavelength range, possibly due to varying absorption. We found no
excess of bins with unexpectedly high numbers of counts. In all our tests, the SiXIII ls - 2p
line was strongly indicated as a variation candidate, and we recommend that future studies
pay particular attention to this line.
7.4 Conclusions and Future Study
This thesis has shown that WA variation can be detected on measurable time scales as short
as a few tens of ks. Before we discuss the physical implications of our results, we will briefly
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consider the implications of our study for current and future X-ray spectroscopy.
Only with high-resolution X-ray missions (Chandra and XMM-Newton) in the last sev-
eral years has it become possible to directly measure absorption lines from a WA. Previously,
researchers made physical claims about WAs based on broader spectral features, such as
edges (e.g., Otani et al. 1996) or the soft X-ray continuum (e.g., Kaspi et al. 2004; Halpern
1984). Recent studies have shown that edge structures can actually be more complex (e.g.,
Lee et al. 2001; Turner et al. 2003; Kallman et al. 2004) than previous models considered.
Fits of continuum models of WAs can experience a large amount of degeneracy. They can be
complicated by ambiguity over the number of absorbing systems presenct and uncertainty
about the shape of the underlying continuum, among other factors.
While many claims based on broad-band spectral features may be correct, the most
accurate measurements of absorber properties will be obtained from spectral lines, which
have a much larger optical depth than edges and can usually be unambiguously identified.
Earlier tests for line variability had shown mixed results. Some evidence indicated that
lines in MCG -6-30-15 could vary on observable time scales (Turner et al. 2004), while a
study of NGC 3783 found no evidence for variation in individual lines (Netzer et al. 2003).
In this thesis, we have developed and implemented several tests for line variability, again
with mixed results. We detected line variability in MCG -6-30-15. Our continuum fits to
MR 2251-178 also indicated an unusually low absorbing column, and we detected a HIHVO
which may be transient. Interestingly, MR 2251-178 and MCG -6-30-15 are sources for
which previous absorber variability has been detected (Halpern 1984; Turner et al. 2004).
They are also known to have highly variable continua.
Our survey for line variability presented in Chapter 6 gives evidence that narrow-band
variability is occuring in the spectra of AGN generally. The variability primarily consists
of unexpectedly low counts at times in a narrow wavelength range. This could be due to
enhanced absorption. We did not see variation in the other direction, with an unexpectedly
high number of counts possibly attributable to varying emission processes.
Our test did not detect variation in individual AGN. Future work will concentrate on
improving the testing methodology. For example, if we know there are absorption lines in
the time-integrated spectrum, we can limit our search to those regions in hopes of finding
more significant results. A test like this was successful in the case of MCG -6-30-15 (Gibson
et al. 2006). We also need to develop and/or apply stronger statistical tests (e.g., for non-
uniformity), which will enhance our ability to detect variation. (See also the methods which
were not powerful enough to detect variability presented in the Appendix to Chapter 5.)
Further high-resolution spectroscopy is required to test for absorber variability. Our
archive sample is limited by the amount of exposure time granted to observers. For bright
AGN, this can be quite short, so that we cannot get a get good look at absorber lines. We
recommend that more emphasis be placed on obtaining longer exposures of spectra of bright
AGN with known WAs. Repeat observations of these AGN would allow tests of variability
on multi-year time scales.
In has become clear in the course of our study that a better understanding of continuum
emission processes is essential to further analyses of absorber variability. We have several
comments on this subject.
1. Previous studies of absorber variability have depended on assumptions about the
underlying X-ray continuum (such as a constant power law photon index) which have
been shown in recent studies to be incomplete or inaccurate.
2. The NEV spectra presented in Chapter 6 demonstrate that short-term, broad-band
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variations are ubiquitous in AGN, and are likely due at least in part to continuum
variation.
3. WA variation has frequently been attributed to ionization changes caused by variation
of the ionizing continuum. We have shown that line variation in MCG -6-30-15 cannot
be simply attributed to changes in the ionizing luminosity (Gibson et al. 2006). We
know how a hypothetical ionizing continuum should affect the absorber. If we better
understood the continuum (in both X-rays and the UV), it would enable us to place
stronger constraints on the processes influencing the WA.
4. The soft X-ray continuum may be composed in part of broad emission lines (e.g.,
Crummy et al. 2006). If these emission lines are varying appreciably, they could
influence tests for absorption line variability.
There are several implications of the studies presented in this thesis for models of WA
and AGN in general.
7.4.1 Complex Geometry of the Absorber/Emitter
Our study of MR 2251-178 showed that the material responsible for emitting and absorbing
X-ray lines is not structured as a section of a spherical shell. This calculation was based on
the fact that we saw a large amount of line emission compared to absorption from the same
ion. This could be due to emission from material distributed (non-spherically) around the
nucleus, or it may be that there are thin patches in the absorbing material along our line
of sight.
The disk wind model of Elvis (2000) allows for X-ray line emission from regions further
down the flow than the cylindrical launching region where the WA is located. This could
enhance line emission compared to absorption along the line of sight. However, these flow
regions have large velocity dispersions, as they are responsible for the broad emission lines
in AGN. The forbidden lines in MR 2251-178 are rather narrow (e.g., 700 km s- 1 for NeIX,
1700 km s- 1 for OVII) compared to the high-ionization UV line widths of 5000 km s- 1 or
more (Leighly and Moore 2004) the wind is supposed to produce. More modeling is needed
to explain what regions of the disk wind would be expected to emit in X-rays, and what
physical processes could influence these regions. If the broad emission line regions of the
flow emit in X-rays, they would also absorb X-ray lines, and we would therefore expect to
see along some lines of sight broad absorption lines outflowing at high speeds. In fact, in
MR 2251-178, we did see a high-velocity outflow with at least one line having a FWHM of
about 7800 km s- 1. However, this line was extremely highly ionized, which makes it difficult
to understand how it could co-exist with ions at lower ionization levels in that region of
the wind. We also detected other components of the high-velocity outflow which had much
smaller line widths.
In the second case, it may be that a hole has opened up in the region of the flow we are
looking through. Elvis (2003) suggests that a thin wind may be launched from the accretion
disk as a line-driven wind. If we are seeing a hole in the wind, then the launching mechanism
must be erratic, or the structure of the wind is changing rapidly. If the wind is launched
at 10,000 km s- 1 from 1000 gravitational radii for a supermassive black hole (SMBH) with
mass 107 M 0 , it would take about 2-3 weeks for a parcel of material to travel through the
region associated with the WA. This is not very different from the few month time scale
for absorber variation proposed by Kaspi et al. (2004). More modeling of disk winds is
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certainly needed in order to understand what types of winds may be launched. If variable
obscuration can be associated with clumpiness in the launched wind, WA variability could
be an important probe of the accretion disk processes launching the wind.
Unlike the disk wind model, the evaporating torus WA model does not try to explain a
large number of diverse effects as due to geometry. As a result, geometric constraints on the
WA do not have as much impact on the torus model. The absorbing and emitting material
may be distributed around the nucleus. There may be an excess of forbidden line emission
produced by the accretion disk, which has no immediate relation to the WA outflow in this
model. Covering 50% of the solid angle (Reynolds 1997; George et al. 1998) at parsec-scale
distances requires a large (parsec-scale) absorber. The absorber may be patchy, but these
patches would be small compared to the estimated absorber size in order to cross the line
of sight in a few months.
7.4.2 Density Constraints
We detected variation in absorption lines in the spectrum of MCG -6-30-15 that anti-
correlated between He- and H-like ions and correlated between two He-like ions. If these
variations are due to ionization level changes in the WA, then ionization time scales suggest
that the WA must have a particle number density n > 106 cm - 3 .
A density this high could be problematic for the torus evaporation model. A typical
column density of about 1022 cm - 2 requires a WA thickness Ar N NH/n < 1016, which
means that the WA would be much thinner than the parsec-scale extent of the inner edge
of the torus. It is difficult to imagine how the WA could cover a large fraction of the sky in
the form of such a thin sheet.
Based on their sample of Seyfert 2 nuclei, Risaliti et al. (2002) infer that n = 106 cm - 3
is an upper limit for the torus density. Therefore, the WA would actually be denser than
the torus it evaporates from, which is unrealistic. Any absorption variation attributed
to spherical clouds moving at Keplerian speeds would require densities a few orders of
magnitude higher than n = 106 cm - 3 , as pointed out by Risaliti et al. (2002). Of course,
we do not expect the variation in MCG -6-30-15 to be caused primarily by intervening
clouds, as these would not produce anti-correlations in absorption line strengths.
In the disk wind case, a WA at 1000 gravitational radii from a 107 M® SMBH (about
1.5 x 1015 cm) would have to be about r = NH/n < 1016 cm thick in order to have a column
density of 1022 Cm- 2 . The density lower limit is not a strong constraint on the disk wind
model.
It is not certain that the anti-correlations are caused by ionization changes, thus this
density constraint may be moot. For a discussion of whether ionization variation can be
at least partly responsible for the anti-correlations, see Gibson et al. (2006). If the anti-
correlations are not caused by ionization changes, this strengthens the claim in Gibson et al.
(2006) that the variation may be caused by looking along different lines of sight through a
structured absorber.
7.4.3 Dynamic Components: the HIHVO
Our study of MR 2251-178 revealed the presence of an HIHVO which may be transient, as it
was not observed in the XMM-Newton spectrum taken 3 months earlier, and it carries mass
and energy out of the nucleus at a rate which is much higher than the accretion rate. Either
the HIHVO must either be very short-lived or Q (the solid angle subtended by the wind)
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must be very small, or else the flow would carry a large amount of mass/energy compared
to the AGN accretion budget.
The high velocity (4-6% of the speed of light) of the HIHVO seems to distinguish it from
ordinary WAs, which typically have outflow velocities < 2000 km s- 1. HIHVOs in other
AGN have been found at velocities ten times higher. Chartas et al. (2002) estimated that
an HIHVO in APM 08279+5255 was located about 2 x 1017 cm from the central source.
This is smaller than the parsec-scale torus, but in agreement with the disk wind model for
a large SMBH. We were not able to strongly constrain the location of the HIHVO in MR
2251-178.1
Interestingly, Blustin et al. (2004) concluded that photoionized absorbers come in two
varieties. The typical WAs are associated with evaporating torii, while the more rare HI-
HVOs are associated with a disk wind. Although several of the sources with HIHVOs in
their sample were high-luminosity quasars, they cited MR 2251-178 as a counterexample to
the hypothesis that HIHVOs are associated with high luminosities. MR 2251-178 is a bright
quasar (although it has dimmed in recent years) for which no HIHVO had been detected.
Our subsequent detection of an HIHVO (Gibson et al. 2005) in this source removes MR
2251-178 from the list of two counterexamples provided by Blustin et al. (2004).
It is tempting to associate the HIHVO with a disk wind, given its high outflow velocity,
mass and energy flow rate, and likely transience. This would indicate that the disk wind is
very dynamic, and can change appearance over a few months. However, the large outflow
velocities of HIHVOs do not fit well into the paradigm of Elvis (2000). In the case of MR
2251-178, the disk wind model may imply that the HIHVO was launched either unusually
rapidly from the disk, or in a direction along our line of sight (not perpendicular to the
disk).
7.4.4 Variation Due to Structure?
We concluded that luminosity variation was insufficient to fully explain the line variation
we saw in MCG -6-30-15, and that intervening clouds were not able to explain the line
anti-correlations over time. After considering several other possible causes, we suggested
that either the variation was due to a complicated mix of causes, or it could be explained
more simply by structure in the WA perpendicular to our line of sight. The WA could be
moving across our line of sight, or we could be looking along different lines of sight through
the WA because the continuum source is moving around.
This claim, if verified, could allow some very interesting studies of AGN structure.
In effect, long observations of varying WAs could be giving us a two-dimensional view of
the absorbing regions. Spatial regions with greater absorption could correspond to clouds
confined in an outflowing wind. This would allow measuring the distribution and properties
of these clouds, if we either assume the absorber is moving across the line of sight or if we
are given a model of the spatial distribution of continuum emission. If the variation is due
to a moving continuum source, it would put interesting constraints on current continuum
emission models such as the gravitational light-bending model, which allows the source to
move by about 20 gravitational radii (Miniutti and Fabian 2004).
Because we don't know the size of the continuum emitting region, we don't know what
the scale sizes of absorber structure are in this scenario. A SMBH of mass 107 M® with
1Arguments using the light-crossing time to deduce scale size are not appropriate for absorbers, which
represent a small projected area along the line of sight. For example, transverse motion at low speeds can
lead to strong and rapid changes in the absorption, if the absorber is structured.
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a continuum source moving over 20 gravitational radii would illuminate absorber structure
over about 1012 cm. (Actually, the size would be somewhat smaller, as the continuum
emission region will be projected at some angle to our line of sight.) If the variation is due
to transverse motion of the absorber at 1000 km s- 1, we would expect to see about 1012
cm pass by every 10 ks.
These scale sizes are very small compared to a parsec-scale torus. Structures of this size
have very small gravitational binding energy compared to their kinetic and thermal energy,
and would need to be confined or constantly regenerated, as has previously been suggested
for WA clouds (e.g., Krolik and Kriss 2001).
7.4.5 Absorber Variation Is Dominated by Continuum
In Chapter 6 of this thesis, we found that, while WA variation may contribute to the short-
term (5 ks time scale) variablity of AGN spectra, the spectral variability is dominated
by other processes. The significant amount of variability above 2 keV suggests that the
continuum is varying on short time scales, probably across the entire X-ray spectrum.
Continuum variability studies have been pursued for some AGN, particularly MCG -6-30-
15 (Vaughan and Fabian 2004). It will be difficult to interpret broad-band WA models (i.e.,
models which do not rely primarily on line fits) fit to AGN continua with confidence until
we understand the underlying continuum.
7.4.6 The Future
Testing for variability requires significantly more data than is necessary for a single high
quality, time-integrated spectrum. This means that variability studies will generally be re-
quired to choose between time resolution and spectral resolution. This choice will determine
the type of study which can be conducted.
Lower spectral resolution still allows for an adequate study of the time-varying con-
tinuum. As discussed in Chapter 6, data from RXTE, XMM-Newton, and Chandra have
already been used to produce RMS spectra. Future studies will hopefully use the measured
variation to constrain continuum emission models. Understanding continuum emission bet-
ter will allow us to make stronger statements about WA variation.
Future missions can benefit WA studies by providing high resolution spectroscopy with
a large effective area. The Constellation-X development team is targeting a 2 eV FWHM at
6 keV for the microcalorimeter instrument. This would be an excellent improvement over
even the Chandra HETG. Such resolution would have important consequences for absorber
studies.
Firstly, higher resolution will allow us to search for structure in the broad features
attributed to HIHVOs. The non-Gaussian shape of the absorption features in HIHVOs
may reveal discrete components in the HIHVO, which we could compare to other lines in
the spectrum seen at different outflow velocities, or it may reveal a smooth smear that could
be used to characterize the wind properties by constraining outflow models.
Analyzing absorption lines from the "ordinary" WA could also produce extra-ordinary
results. UV absorbers are frequently seen to have multiple kinematic components, and these
components have even been seen to vary independently (e.g., Scott et al. 2004b). Measuring
these components would certainly address current questions about the relationship between
UV and X-ray absorbers. It would also reveal whether the X-ray absorption region is highly
structured along the line of sight. Line studies of time-integrated spectra typically assume
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that absorption lines are from single-component absorbers. Finding that the X-ray absorber
has multiple components could impact conclusions from many contemporary studies of line
strengths.
Such high resolution may also enable us to distinguish emission lines from absorption
lines. The (assumed) blending of emission and absorption lines in current-day spectra
complicates analyses, and being able to measure them separately will allow us to estimate
the solid angle covered by the absorber, which would in turn give better constraints to other
derived quantities. Varying covering factors could be attributed to structure in the absorber
perpendicular to the line of sight, and could be used to characterize the physical structure
of the absorber (and perhaps any confining medium in which it resides).
Finally, we imagine an idealized scenario in which long exposures of AGN are taken with
very high resolution spectrometers. Velocity structure in absorption lines will help us to
distinguish the various components in the absorber. Variation studies of those velocity com-
ponents will place density constraints on each component in cases where components vary
due to luminosity-induced ionization changes. Together with column density measurements
and ionization modelling of sets of lines, we may be able to determine a robust density
map of the absorber along the line of sight. Combined with reverberation mapping trans-
fer functions which estimate emission region structure based on emission line time delays,
future analyses of X-ray spectroscopy will have much to say about the enigmatic structure
of AGN.
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