Over the years, computational physics and chemistry served as an ongoing 5 source of problems that demanded the ever increasing performance from 6 hardware as well as the software that ran on top of it. Most of these 7 problems could be translated into solutions for systems of linear equa- 
is physically and programmatically distributed)
23
• Multi-core computers 24 We briefly discuss these architectures in the order of these bullet points.
25
First, vector machines were introduced in the late 1970s and early 1980s.
26
They were able in one step to perform a single operation on a relatively large 27 number of operands stored in vector registers. Expressing matrix algorithms 28 as vector-vector operations was a natural fit for this type of machines.
29
However, some of the vector designs had a limited ability to load and store good cache reuse.
10
Thirdly, a natural way of achieving even greater performance levels
11
with both vector and RISC processors is by connecting them together with 12 a network and letting them cooperate to solve a problem bigger than would 13 be feasible on just one processor. This advance results in parallel systems 14 with distributed memory. Many hardware configurations followed this path,
15
so the matrix algorithms had to follow this as well. It was quickly discovered 16 that good local performance has to be combined with good global parti-
17
tioning of the matrices and vectors.
18
Any trivial divisions of matrix data quickly uncovered scalability 
32
But when applied to matrix algorithms, both yield good performance results
33
with very similar algorithmic approaches: these combine local cache reuse 34 and independent computation with explicit control of data dependences.
35
The initial success of vector computers in the 1970s was driven by raw At the basis of numerical solutions to linear systems of equations lies a decompositional approach. The general idea is the following: given a problem involving a matrix A, one factors or decomposes A into a product of simpler matrices from which the problem can easily be solved. This divides the computational problem into two parts: first determine an appropriate decomposition, and then use it in solving the problem at hand. Consider the problem of solving the linear system:
where A is a nonsingular matrix of order n. The decompositional approach begins with the observation that it is possible to factor A in the form:
where L is a lower triangular matrix (a matrix that has only zeros above the diagonal) with ones on the diagonal, and U is upper triangular (with only zeros below the diagonal). During the decomposition process, diagonal elements of A (called pivots) are used to divide the elements below the diagonal. If matrix A has a zero pivot, the process will break with divisionby-zero error. Also, small values of the pivots excessively amplify the numerical errors of the process. So for numerical stability, the method needs to interchange rows of the matrix or make sure pivots are as large (in absolute value) as possible. This observation leads to a row permutation matrix P and modifies the factored form to:
The solution can then be written in the form: operations and implement them on various systems to achieve portability 10 and efficiency. This package came to be known as the Level-1 Basic Linear
11
Algebra Subprograms (BLAS) or Level-1 BLAS.
12
The term Level-1 denotes vector-vector operations. As we will see,
13
Level-2 (matrix-vector operations), and Level-3 (matrix-matrix operations) next reference is likely to be in the same block.
31
The software in LINPACK was kept machine-independent partly 32 through the introduction of the Level-1 BLAS routines. Calling Level-1
33
BLAS did almost all of the computation. For each machine, the set of
34
Level-1 BLAS would be implemented in a machine-specific manner to 35 obtain high performance.
36
The Level-1 BLAS subroutines DAXPY, DSCAL, and IDAMAX are 37 used in the routine DGEFA (see Fig. 11 .2).
38
It was presumed that the BLAS operations would be implemented in 39 an efficient, machine-specific way suitable for the computer on which the and to minimize data movement, in addition to using vector operations.
19
Recasting the algorithms in terms of matrix-vector operations makes it 20 easy for a vectorizing compiler to achieve these goals. code is typified by the main Level-3 BLAS, which, in this case, is matrix 10 multiplication.
11
The original goal of the LAPACK project was to make the widely provide a transportable way to achieve high efficiency on diverse modern 22 machines.
23
Here we use the term "transportable" instead of "portable" because, The jury is still out concerning the productivity of writing and reading the The acceptance of MPP systems not only for engineering applications 34 but also for new commercial applications especially for database applica- rather small and will, without a doubt, decrease further in the coming years.
11
And the advances of the Ethernet standard into the 100 Gb/s territory with 12 latencies well below 10 µs make it even more so.
13
LAPACK was designed to be highly efficient on vector processors, looks very similar to that of LAPACK (see Fig. 11 .5).
37
In order to simplify the design of ScaLAPACK, and because the BLAS This decision has permitted the ScaLAPACK code to be quite similar, and 2 sometimes nearly identical, to the analogous LAPACK code. 
Multicore Processors

13
The advent of multi-core chips brought about a fundamental shift in the The algorithm is the same for each thread (the SIMD paradigm), and the 20 matrix data is partitioned among threads in a cyclic manner using panels 
33
The standard components of LU factorization are represented by the 34 pfactor() and pupdate() functions (see Fig. 11 .6). As one might 35 expect, the former factors a panel, whereas the latter updates a panel using 36 one of the previously factored panels.
37
The main loop makes each thread iterate over each panel in turn. If where data does not fit in the main memory and has to be explicitly moved 12 between the memory and the disc).
13
In dense linear algebra the Tile Algorithms are direct descendants of automatically keeping track of data dependencies (Fig. 11.8 ). This approach 1 relies on the availability of such a scheduler, which is not trivial to 
24
The essence of the problem is the dramatic increase in complexity that point in time it is hard to which approach will prove to have a lasting power.
So the bad news is that none of the presented code will work efficiently 
