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ABSTRACT

This work examines how physical and chemical heterogeneity can affect reactive
and non-reactive transport in porous media. The effect of heterogeneity of the porous
media is investigated both on dissolution rate of magnesite and attenuation time of nonreactive contaminants in non-reactive media. Various spatial distribution were created
using statistical parameters in PETREL.A total of 6793 transport modeling simulations
were run using CrunchFlow. Lasso regression was used to select most significant features
and those features are then used in linear regression and deep learning models.
The magnesite dissolution simulations were performed under different
permeability ratios (magnesite /sand permeability) and inlet pH. The variables used for
building different realizations of porous media are mineral abundance, major direction
anisotropy and minor direction anisotropy. Overall, permeability ratio had the most
significant impact on dissolution rate. Deep learning captured 89.0 % of the variance in
the data while linear regression only captured 73.2%.
The bromide transport simulations were conducted under various flow rates and
transverse dispersivity values. Different spatial distributions were created with different
permeability standard deviations and major and minor direction anisotropies. Standard
deviation proved to have the most significant impact on attenuation time, followed by
major and minor direction anisotropies A more heterogeneous and anisotropic
distribution resulted in a slower concentration reduction. The effect of anisotropies were
trivial in a relatively homogenous distributions. The linear model can describe 70.83 % of
the variance in the data.
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1. INTRODUCTION

Reactive transport has a vital role in geological media from microscopic to
macroscopic scale. The flow and transport regime can be significantly affected by
chemical reactions such as precipitation and dissolution reactions (Berkowitz et al.,
2016). Advective-dipersive-diffusive transport coupled with chemical reaction requires
more complicated methods to model. The heterogeneity of natural subsurface and
insufficient data make it difficult to estimate the hydraulic variables and subsequently an
accurate estimation of flow and transport in natural subsurface will be difficult to attain
(Wang and Huang, 2011). The goal of this study was to model the impact of
heterogeneity both in reactive and non-reactive media.
1.1.

MINERAL DISSOLUTION
The dissolution rate of a mineral can be significantly altered by physical and

chemical heterogeneity. For several years, the effect of physical heterogeneity on flow
and transport processes has been studied (Dentz et al., 2011a; Dentz et al., 2011b;
Espinoza and Valocchi, 1998; Meile and Tuncay, 2006). However, the number of studies
that have investigated the effect of chemical heterogeneties on mineral dissolution and
percipitation rate are very limited (Li et al., 2007; Meile and Tuncay, 2006). The goal in
this study is to quantify the reaction rate based on statistical properties of a heterogeneous
porous media. Different models of the porous media were created using parameters such
as mineral abundance and major and minor anisotropies. Magnesite dissolution
simulations were carried out under different pH and permeability ratios (permeability of
magnesite zone to sand zone). Permeability ratio, major direction anisotropy and inlet pH
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were found to be the most significant variables. Most effective features were selected by
lasso regression and then included in a deep learning and linear regression model in an
attempt to find a model to predict mineral dissolution rate. The R2 score of the linear
model was only 73.2%, however 89% of the variance in the data was captured by deep
learning.
1.2.

ATTENUATION TIME OF A NON-REACTIVE CONTAMINANT
Ground water contamination has been one of the most important environmental

problems for decades (Wang and Huang, 2011). Quantifying and predicting contaminant
transport is crucial for ground water remediation, quality improvement and waste
disposal (Gjetvaj et al., 2015; Yoon et al., 2015). Due to uneven distribution of solid
materials in the natural subsurface, various spatial patterns occurs. These spatial
variations lead to significant deviation in permeability of the heterogeneous porous
media. The goal of this study is to quantify the transport of non-reactive contaminant in
heterogeneous porous media with various spatial distribution. By using statistical
parameters such as permeability standard deviation, major and minor direction
anisotropies the different spatial distributions were created. Then solute transport
simulations were conducted under various flow rates and transverse dispersivity values.
Permeability standard deviation had the most significant impact on attenuation time. The
impact of anisotropies were insignificant in low heterogeneity distribution. In contrast the
effect of transverse dispersivity was only significant when heterogeneity was low. A
linear regression model was created based on the features selected by lasso regression.
This linear model has a R2 score of 70.83%.
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PAPER
I.

PREDICTION OF MAGNESITE DISSOLUTION RATE IN
HETEOGENOUS POROUS MEDIA USING DEEP LEARNING

Mahta Gholizadeh Ansari1, Peyman Heidari1,*, Yao Wang1
1

Missouri University of Science and Technology, Department of Geosciences.

ABSTRACT
Physical and chemical heterogeneity can significantly affect the dissolution rate of
minerals in the subsurface. Two-dimensional representations of porous media were
generated using statistical parameters that represent the spatial distribution of mineral.
Magnesite dissolution was simulated using reactive transport modeling under various
hydrogeochemical conditions. Different realizations of the porous media were generated
using mineral abundance, major and minor direction anisotropies. Different permeability
ratios and inlet pH were considered during the simulations. A total of 3257 simulations
were carried out. The most significant variable that changed dissolution rate, porosity and
concentration of Mg2+ was permeability ratio followed by major direction anisotropy and
inlet pH. More homogeneous spatial distributions have smaller anisotropy values. A more
homogeneous distribution will result in higher breakthrough concentration of Mg2+ and
higher porosity change. At the end, deep learning was used to predict porosity change
(reaction rate) based on statistical and hydrogeochemical parameters regardless of the
underlying spatial distribution of minerals. Lasso regression was used to select features
that were included in the deep learning training. The model was trained using 80% of the
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data and was tested with the rest. Deep learning captured 89.0% of the variance in the test
data, while a linear regression model captured only 73.2% of the variance.

1. INTRODUCTION
Mineral dissolution rate measurements based on field data are usually up to five
orders of magnitude slower than those measured in laboratories (Maher et al., 2004;
Navarre-Sitchler and Brantley, 2007; Salehikhoo et al., 2013; White and Brantley, 2003).
Mineral dissolution rates have been extensively investigated both in laboratory
experiments and field studies in recent decades. Most laboratory studies have been
carried out in well-mixed batch or flow-through reactors. Although weathering rates have
been quantified based on observed mineral depletion fronts in the field (Brantley and
White, 2009; Maher et al., 2006; Zhu et al., 2009). Several reasons have been examined
to understand this discrepancy, including the effect of the age of the reacting material,
reaction affinity, and precipitation of secondary minerals. The goal of this study is to
investigate the effects of heterogeneous distribution of physical and chemical parameters
through porous media on reaction rates, and ultimately, on the discrepancy between
laboratory-driven and field-scale dissolution rates. Advancing our understanding of
mineral dissolution at larger scales is extremely important for precise modeling in several
applications such as weathering, contaminant transport, and reactive processes in oil
reservoirs.
Understanding mineral dissolution, precipitation rates, and their mechanisms is of
great importance for several applications in environmental and geological systems. Over
a short time scale, mineral dissolution may be responsible for adding harmful elements to
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ecosystems and may also be implemented to prevent the spread of harmful elements in
waste disposal and chemical remediation sites (Birkefeld et al., 2006; De Windt et al.,
2004; Heidari, 2014; Mayer et al., 2002; Morrison et al., 2012; Sobanska et al., 2000;
Steefel et al., 2003; Tompson and Jackson, 1996; van der Lee and De Windt, 2001; Xu et
al., 2000; Yokoyama et al., 2005). Over a large time scale, mineral dissolution is the most
significant process that regulates atmospheric CO2 levels (Berner, 1995) and releases
elements important for plant growth that sustain ecosystems (Huntington, 2000).
Numerous factors have been examined to explain the discrepancies between wellmixed laboratory rates and those measured in field studies. These include differences in
the surface area of fresh and weathered minerals (Anbeek, 1993; White et al., 2005), the
effect of reaction affinity (Maher et al., 2006), the precipitation of secondary minerals
(Alekseyev et al., 1997; Maher et al., 2009; Moore et al., 2012; Steefel and Vancappellen,
1990) and the age of the reacting material (Maher et al., 2004; Reeves and Rothman,
2013). Recently, this discrepancy has been examined from the perspective of pore scale
flow patterns and concentration alterations that are associated with it (Li et al., 2007a;
Molins et al., 2012). It is known that variations in hydrological properties of porous
media such as permeability lead to significant change in the flow field (Boggs et al.,
1992; Heidari, 2014; Heidari and Li, 2014). These changes can significantly affect the
spatial distribution of reactants in the media, which is very important during the mineral
dissolution process.
Minerals in natural porous media are typically distributed unevenly with random
spatial patterns, ranging from uniform distribution to clustered minerals (Allen-King et
al., 1998; Barber et al., 1992; Liermann et al., 2011; Sudicky et al., 2010; Zinn and
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Harvey, 2003). Various heterogeneity structures result in significant changes in statistical
properties representing porous media such as permeability variance and anisotropy.
Various numerical studies have identified connectivity and correlation length
(anisotropy) as key parameters that determine solute breakthrough (Renard and Allard,
2013; Willmann et al., 2008). Heidari and Li (2014) have also shown that with a large
enough permeability variance, the correlation length strongly controls the effective
dispersivity and the extent of non-Fickian behavior when a non-reactive solute moves
through a heterogeneous porous medium. Most laboratory-measured mineral dissolution
reaction rates have focused on well-mixed batch reactor systems where spatial variations
in abundance of the reacting phase are neglected. However, as far as we know, no study
has quantified reaction rates based on the statistical properties of porous media. In
addition, fluid flow and transport are neglected by nature in the well-mixed reaction rate
measurements (Li et al., 2007a). In the subsurface, however, the reaction, fluid flow and
transport occur simultaneously.
Although the effect of physical heterogeneity on flow and transport processes has
been studied for several decades, chemical heterogeneity has attracted much less attention
(Dentz et al., 2011a; Dentz et al., 2011b; Espinoza and Valocchi, 1998; Meile and
Tuncay, 2006). Moreover, the number of studies that have investigated the effect of
chemical heterogeneties on mineral dissolution and percipitation rate are very limited (Li
et al., 2007a; Meile and Tuncay, 2006). Pore-scale modeling studies have shown that
spatial distribution of Anorthite in porous media resulted in a factor of 3 lower overall
rates, even with the same amount of mineral (Li et al., 2006, 2007b). The majority of the
studies on the effect of spatial distribution of mineral in porous media on mineral
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dissolution rates have focused on modeling (Li et al., 2011; Li et al., 2006, 2007b) except
for a few studies (Li et al., 2014; Salehikhoo et al., 2013; Smith et al., 2013).
In recent years, Artificial Neural Networks (ANN) have been widely used for
modeling water resources in environmental sciences such as water quality (Gümrah et al.,
2000; Maier and Dandy, 1998), water resources and management (Coppola et al., 2003;
Gaur et al., 2013; Maier and Dandy, 1998; Nikolos et al., 2008; Rizzo and Dougherty,
1994; Tsai et al., 2016) optimizing remediation (Rizzo and Dougherty, 1996; Rogers and
Dowla, 1994; Yan and Minsker, 2006), run-off prediction (Piotrowski et al., 2016), solute
transport in groundwater (Almasri and Kaluarachchi, 2005; Lischeid et al., 2003; Luciano
et al., 2013; Morshed and Kaluarachchi, 1998a, b) and permeable reactive barriers
(Guruprasad et al., 2011). Morshed et al. (1998a) used ANN to predict breakthrough
curves (BTC) based on flow and transport parameters. The main parameters of
breakthrough curves are breakthrough time, the time at which the maximum contaminant
level (MCL) has been reached and maximum concentration. In their study, the
applicability of ANN was assessed for simulating these parameters as functions of flow,
transport and combination of the two. Based on their findings, ANN can simulate the
effects of flow with an R2 of 0.99, the effect of transport with an R2 of 0.985, and the
effect of both flow and transport with an R2 of 0.998 on the four main parameters of
BTC. The number of hidden layers of most of these neural networks is limited due to
computational cost required to train deep networks. Due to advances in algorithms and
the emergence of powerful CPUs, deep (multi-layered) neural networks have recently
won numerous machine learning contest recently (Schmidhuber, 2015). In the area of
environmental sciences, Song et al. (2016) have shown that deep belief nets (Hinton et

8
al., 2006) could highly contribute to enhancing the soil moisture estimations. However,
this technique has not yet been implemented to predict mineral dissolution to the best of
our knowledge.
In this study, we propose to study the relationship between statistical parameters
representing “small-scale” heterogeneities in porous media and “large-scale” mineral
dissolution rates. We intend to quantify reaction rate based on transport limitations and
local heterogeneities. In addition, we will use machine learning to examine the possibility
of predicting mineral dissolution rate using deep learning (LeCun et al., 2015).

2. METHODOLOGY
2.1.

MAGNESITE DISSOLUTION
Three parallel reactions have been proposed for magnesite dissolution (Chou et

al., 1989; Plummer et al., 1978; Salehikhoo and Li, 2015)
↔

(1)
↔

(2)

↔

(3)

According to Transition State Theory (TST), the magnesite dissolution rate can be
calculated as (Li et al., 2014):
A

1

(4)

(5)
where R represents the overall rate for magnesite; and

,

,

(mol/

/s ) are

the rate constants of reaction (1)-(3); the values used in this study in Equation (4) are
2.5×10-5, 6×10-6 and 4.5×10-10, respectively (Chou et al., 1989); A is the surface area of a
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mineral;
and
(3); and

stands for the activities of aqueous species; IAP is the ion activity product of
, defined in Equation (5);

is the equilibrium constant for Equation

is -8.234 (Wolery et al., 1990); So

represents the distance from

equilibrium. Under different circumstances, each of these three rate constants can have a
relatively significant effect on the overall reaction rates. In acidic conditions, the rate of
the first reaction is proven to be the most important. If the concentrations of CO2 are
high, the second reaction rate is the controlling one and the third rate is the most effective
when pH conditions is more alkaline (pH higher than 6-7) (Li et al., 2014).

2.2.

POROUS MEDIA DISCRIPTION
This study has a numerical approach to investigate the effects of heterogeneous

distribution of physical and chemical parameters through porous media on dissolution
rates of magnesite. The dimensions of the quasi-2D porous medium is
200mm 200mm 1mm. The modeling domain consists of 40,000 grid blocks of
1mm 1mm 1mm. Three different combinations of percentages of magnesite and sand
are considered in this work: 90% sand to 10% magnesite, 70% sand to 30% magnesite,
and 50% sand to 50% magnesite. Spatial distributions of minerals in porous media were
determined using a commercial software, PETREL from Schlumberger. PETREL is a
software capable of building porous media models, interpreting seismic data, and
performing well correlation, which is normally used in the oil and gas industry
(Gringarten and Deutsch, 2001). To produce a 2D realization of the porous medium,
PETREL requires major and minor direction anisotropies, a variogram model, and sand
and magnesite percentages.
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Variograms are widely used in geostatistical analysis to describe the spatial
relationship between values of a parameter (Webster and Oliver, 1993). The variogram
equation is as follows (Gringarten and Deutsch, 2001; Warrick and Myers, 1987):
2γ h

EY u

Y u

h

2

(6)

where Y represents a stationary random function (the type of mineral in this study)
and

stands for a distance vector. In other words, the variogram defines the expected

square difference for different data with a distance vector of h (Gringarten and Deutsch,
2001). We can also use a semivariogram

, which is half of the variogram, 2

.A

semivariogram is described by several characteristics. Theoretically, a semivariogram's
value at the origin should be zero, whenever it is anything other than zero the value at the
origin is referred to as the nugget, which can represent measurement error (Bohling,
2005; Gringarten and Deutsch, 2001; Manto, 2005). The sill (

describes the variance

of the random field and neglects the spatial structure (Gringarten and Deutsch, 2001;
Manto, 2005). Range is the distance at which sill is reached by the semivariogram
(Bohling, 2005). Another name for range is anisotropy, which is used in this study. Here,
the values for the nugget and sill are 0.0001 and 1.0, respectively.
The most commonly studied variogram models are those with a sill, such as a
spherical model, exponential model, Gaussian model or nugget model (Bohling, 2005;
Gringarten and Deutsch, 2001; Warrick and Myers, 1987). In addition, if a
semivariogram value changes due to changes of the direction, it is called an anisotropic
varigoram (Manto, 2005). For the purpose of this study an exponential anisotropic
variogram was chosen, because the exponential model is considered more appropriate for
representating of high variability with lower range (Bohling, 2005). For the purpose of
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geo-modeling, PETREL accepts mineral percentage, porous media geometry, variogram
model, and major and minor direction anisotropies. Fourteen different pairs of major and
minor direction anisotropies were chosen for this study as shown in Table 1. After
providing all required inputs, the software will randomly generate a spatial distribution
honoring all parameters. However, there are numerous distributions that will honor these
restriction. Therefore, ten different realizations were generated for each simulation case
(for example, 50% sand to 50% magnesite, major direction anisotropy=50 mm, major
direction anisotropy=50 mm) to reduce the effect of any specific spatial distribution.

Table 1. Major and minor direction anisotropies
Combination

Major(mm)

Minor(mm)

Combination

Major(mm)

Minor(mm)

Case 1

1

1

Case 8

50

10

Case 2

10

1

Case 9

50

20

Case 3

10

10

Case 10

50

50

Case 4

20

1

Case 11

100

1

Case 5

20

10

Case 12

100

20

Case 6

20

20

Case 13

100

50

Case 7

50

1

Case 14

100

100

2.3.

REACTIVE TRANSPORT MODELING
The aqueous concentrations are determined by flow and transport processes in

addition to the geochemical reaction systems. In a system with magnesite dissolution as
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the sole kinetically controlled reaction, the governing reactive transport equation is as
follows (Salehikhoo and Li, 2015):
.

(7)

where CMg(II) is the total Mg2+ concentration (mol/m3), t is the time (s), D is the
combined dispersion–diffusion tensor (m2/s), v is the flow velocity vector (m/s), and
is the magnesite dissolution rate (mol/s) calculated from a Transition State Theory
(TST) based rate law (Salehikhoo and Li, 2015). If the numerical simulation resolution is
high enough, we can assume a well-mixed condition in each grid block. Therefore,
simulation is carried out using a TST rate law from a batch experiment to calculate
(Chou et al., 1989). In recent studies, it has been observed that magnesite
dissolution rates decreased from an evenly distributed pattern to clustered parallel to main
flow direction layer (Li et al., 2014; Salehikhoo et al., 2013).
All the numerical simulations were carried out using CrunchFlow, a pertinent
code for geochemical modeling of reactive transport processes in the subsurface (Heidari
and Li, 2014; Li et al., 2011; Maher et al., 2009; Singha et al., 2011; Steefel et al., 2003;
Steefel and Lichtner, 1994). The following species are involved in aqueous
reactions:
,

,

,

,

. Here, primary species are:

,

,

,

,

,

,
,

,
,

and

,

,
the rest

are secondary species (Li et al., 2014; Salehikhoo et al., 2013). The code solves for
concentration of each primary species by numerically approximating Equation (7) and
uses equilibrium constants to calculate secondary species. The initial and inlet conditions
for magnesite dissolution are shown in Table 2. All simulations were performed with
35% porosity and a flow rate of 5 ml/min, with longitudinal and transverse dispersivity of
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0.05 and 0.005 (cm), respectively (Heidari and Li, 2014). In addition to the effect of
magnesite abundance, magnesite spatial distribution, and anisotropy, the effect of
permeability variance (permeability ratio) between the sand and magnesite zones on
mineral dissolution were examined. For permeability ratios (permeability of magnesite
divided by permeability of sand), values of 10, 1 and 0.1 were chosen. Under conditions
where the permeability ratio was 1 both zones had a permeability value of 1 × 10-13 m2.
Moreover, to examine the effect of inlet fluid on magnesite dissolution, three pH values
(4, 6 and 8) were considered. For each of the treatment combinations mentioned above,
simulations were run for all unique spatial distributions obtained from PETREL. A total
of 3527 simulations were obtained and each simulation took 2 - 12 hours to complete.

Table 2. Initial and inlet conditions
Species

Inlet condition(mol/l)

Initial conditions(mol/l)

pH

4.0 or 6.0 or 8.0

8.0

SiO2(aq)

1.0E-9

CO2(aq)

1.2581E-9

Br-

1.00E-4

Na+

1.0000E-3

1.0000E-3

Ca2+

1.2581E-9

1.2581E-9

Cl-

1.0000E-3

1.0000E-3

Mg2+

1.2581E-9

1.0E-7

1.0E-9
1.2581E-9
1.0E-7
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2.4.

MACHINE LEARNING
Results of a total of 3527 simulation cases were analyzed to calculate the porosity

increase in each case. Porosity increase was solely attributed to magnesite dissolution
(sand is relatively non-reactive). Machine learning was used to train models that predict
porosity change based on statistical parameters that represent hydrogeochemical
condition of the dissolution process. In order to more reliably measure accuracy of the
trained model, the data was randomly divided into three datasets: the training dataset
(80%), validation dataset (10%), and test datasets (10%). Each model was then trained on
the training dataset. Then, the models were fine-tuned on the validation dataset. Finally,
the models were tested for accuracy on the test dataset and their accuracy was reported.
The accuracy metric in this study is R2. During training, each model tries to minimize a
loss value. Here, the loss value is the sum of squared error between the predicted porosity
change using machine learning and the calculated porosity change using numerical
simulation.
2.4.1. Feature Selection.

In this study, the changes of porosity was chosen to

be the dependent variable. The permeability ratio of magnesite to sand, pH, magnesite
percentage, permeability of magnesite, and major and minor direction anisotropy were
the independent variables. In order to establish some non-linear features based on the
independent variables, each variable was transformed using the following non-linear
functions:

,

,

,

, 10 , 10 ,

,

, √ , √ . Therefore, each case

started with 6 features that were turned into 66 features using this transformation.
In order to select the features, the least absolute shrinkage and selection operator
(Lasso) regression method was chosen. Lasso regression is a method proposed by
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Tibshirani to address the short comings of subset selection and ridge regression
(Tibshirani, 1996). In subset selection, even slight changes in data will result in a
significant change in the selected models, thus having a negative impact on the accuracy
of the estimation (Frank and Friedman, 1993; Tibshirani, 1996). Even though ridge
regression shrinks some of the coefficients (Hoerl and Kennard, 2004) it does not
necessarily assign 0 to any coefficient, which makes it difficult to select the most
effective independent variable (Tibshirani, 1996). Lasso regression has been commonly
used for variable selection (Meinshausen and Bühlmann, 2006; Zhao and Yu, 2006; Zou,
2006). Lasso regression enforces a penalty in the form of the absolute value of the
coefficients, the algorithm continues to reduce the coefficients and assign a coefficient of
zero to some of the variables, which makes variable selection more convenient than in
many other methods (Jahreis, 2015; Tibshirani, 1996; Zou and Hastie, 2005). Lasso
estimates are regulated by a penalty parameter called λ. For λ value of zero, the lasso
estimator will be the same as an ordinary least squares estimator that minimizes the
residuals. In contrast, large values of λ will shrink all the coefficients to zero (Jahreis,
2015). Choosing a moderate λ is vital for proper variable selection. Using a cross
validation method can simplify the procedure of choosing a proper λ value (Hastie,
2009).
2.4.2. Deep Learning.

Artificial neural networks (ANN), which were

originally inspired by biological nerve system interconnections, are mathematical models
that are capable of unfolding complex relationships (Guruprasad et al., 2011; McCulloch
and Pitts, 1943).
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ANN consists of multiple units resembling neurons, which produce an output
based on a given input value and its activation functions (Almasri and Kaluarachchi,
2005). The weight values of the activation function are representative of the
interconnections between the units (Yan and Minsker, 2006). Modification of the weights
related to each of these interconnections leads to a learning algorithm capable of
demonstrating the relationship between outputs and inputs (Yan and Minsker, 2006). The
back propagation algorithm was first introduced by Rumelhart (Rumelhart, 1986). This
algorithm has two general procedures to find the weight vector ( ). Initially, it assigns
small random variables to w. Then, it updates these values using the training dataset to
minimize the mean square error (Almasri and Kaluarachchi, 2005).
Here, we trained a deep neural network (Bengio, 2009; Deng and Yu, 2014) using
the back propagation algorithm. The network architecture can be seen in Figure 1. There
were a total of 14 hidden layers. The input layer had 20 nodes, which correspond to
features for each case that were selected using Lasso regression. Immediately after the
input layer, there are two linear hidden layers with 64 nodes each. After these layers,
there are eight linear hidden layers with 128 nodes each. After these, there are two tanh
(hyperbolic tangent) hidden layers with 128 nodes each followed by two sigmoid
(logistic) hidden layers with 128 nodes each. Finally, there is a one-node linear output
layer. In addition to weights and biases between layers, the number of layers, nodes per
layer, and type of activation function in each layer were selected during the training
process using the training and validation datasets. It should be mentioned that no over
fitting was observed during the training process.
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Figure1. The deep neural network architecture

3. RESULTS
To demonstrate the extent of variability among the realizations, three random
realizations were chosen out of the ten simulation sets for 30% magnesite and 70% sand
with major and minor anisotropy directions of 50 mm and 20 mm, respectively. The
simulations all had the same conditions, with an inlet pH of 8 and a permeability ratio of
1. As shown in Figure 2, even though the mineral spatial distribution is significantly
different, the reaction rates or saturation indices are not significantly different from one
another. Figure 2 (j) - (l) show that there is only a slight difference in the Mg2+
concentration, porosity and overall rate for different realizations. Figure 2 demonstrates
that the small scale distribution might not be a significant factor in determining reactive
transport processes if all statistical parameters are the same.

3.1.

MAGNESITE ABUNDANCE
The effect of magnesite abundance (percentage) on dissolution rate was

examined. Figure 3 (a)–(c) shows the spatial distribution of magnesite and sand in three
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Figure 2. 2D Spatial profiles of different realizations: (a)–(c) the spatial
distribution of sand and magnesite, (e)–(h) magnesite reaction rate under steady-state
condition, and (g)–(i) saturation index of pore solution under steady state condition. j)
average porosity change, k) concentration of Mg2+. l) overall rate of magnesite
dissolution.
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randomly selected cases. In columns (I) through (III), the percentage of magnesite
increases from 10% to 50%. Figure 3 (d)–(f) shows the magnesite dissolution rate, with
the black portion of the figure specifying the high reaction rate zones. As expected
(Figure 3 (d)–(f)), the lowest percentage of magnesite had the lowest reaction rate. Figure
3 (g)–(i) shows the natural log of the saturation index of the pore solution. Note that a
zero saturation index indicates an equilibrium condition, so a higher percentage of
magnesite had a saturation index closer to the equilibrium. However, the spatial
distributions of saturation indexes of the 30% and 50% magnesite cases are comparable.
Figure 3 (j)–(l) demonstrate change of variables over time. We analyzed ten realization,
plotting the average between the ten values and the standard deviation between values as
error bars. Figure 3 (j) shows that the average porosity increased with the increase in
percentage of magnesite; however, it does not show a very distinguishable change in
porosity when the percentage of Mg increases from 30% to 50%. Figure 3. (k) shows the
overall breakthrough curve of Mg2+ for different percentages of magnesite. With the
increase in percentage of magnesite, the concentration of Mg2+ also increased, and there
was a significant change from 10% to 30% of magnesite, but just a slight declination
when the porous media magnesite percentage increased from 30% to 50%. In Figure 3
(l), the overall rate increased with the percentage of magnesite increase, but the change
was not significant. Increase in abundance of magnesite results in an increase in
dissolution rate. However, the changes are more pronounced with increase from 10% to
30% compared to increase from 30% to 50%. Increase of abundance leads to a higher
percentage of pores being occupied with reactant minerals. Therefore, the porosity,
effluent Mg2+ concentration and overall dissolution rate increase.
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Figure 3. 2D Spatial profiles of different percentages of magnesite: (a)–(c) show
spatial distribution of sand and magnesite, (e)–(h) magnesite reaction rate under steadystate conditions, with the black zones indicating the highest reaction rates and (g)–(i) the
natural log of saturation index of the pore solution. j) average porosity, k) concentration
of Mg2+ and l) overall rate of dissolution of magnesite. The lines in (j)–(l) are average
and error bars are standard deviation of ten different realizations.
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Moreover, saturation index increases in magnesite zones towards the outlet. As
shown in the reaction rate spatial distribution in Figure 3. (d)-(e), the local reaction rate in
zones that have reached equilibrium are significantly lower than the inlet or magnesitesand interface. It can be concluded that effective dissolution occurs only for magnesite
grains on the sand-magnesite interface, and magnesite grains deeper in the magnesite
zone will not react because the pore solution is already at equilibrium, as shown in Figure
3. (g)-(i) (Li et al., 2014). Figure 3. (j)-(k) indicates that there is a significant change in
porosity, Mg2+ concentration and overall rate when percentage of magnesite increases
from 10% to 30%. However, the changes in those values are relatively trivial when
magnesite abundance is set to 50%. This indicates that increase in abundance above a
certain limit might not lead to a significant increase in reaction rate because reactions
mostly occur on the reactive zones interface and the size of the reactive zone does not
significantly affect dissolution rates (Li et al., 2007a).

3.2.

PERMEABILITY RATIO
The effect of difference in permeability between the reactive zone and the non-

reactive zone was studied. Figure 4 (a)–(c) shows the three spatial distributions of
minerals with the permeability ratios of magnesite-to-sand zones of 10, 1 and 0.1. These
cases were randomly selected for visualization. Figures 4 (d)–(f) shows the magnesite
dissolution rate where the black zones of the distribution indicate the highest reaction
rates. Based on this visualization, reaction rates are comparable. Figure 4 (g)–(i)
illustrates the saturation index of pore solution, where higher permeability of magnesite
has wider zone approaching equilibrium conditions. The higher the permeability of the
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magnesite zone, the closer the results are to equilibrium. The overall breakthrough curve
shown in Figure 4 (k) demonstrates that Mg2+ concentration increases with increase of the
magnesite zone permeability.
In cases where permeability of magnesite is 1 order of magnitude higher than the
permeability of sand, a higher portion of the inlet solution flows through the reactive
zone, which results in higher reaction rates and higher breakthrough concentrations
(Figure 4, column I). In contrast, fluid flow is mostly through the nonreactive zone due to
lower permeability in the reactive zone, as shown in Figure 4 (column III). The low flow
rate through the reactive zone limits mass transport and subsequently decreases reaction
rate (Molins et al., 2012; Salehikhoo and Li, 2015). In other words, when aqueous phase
concentration is near-equilibrium, the rate-limiting process in the overal reaction rate of
the porous media is transport rather than rate of geochemical detachment from the surface
of the mineral (Berner, 1981; Steefel, 2009). As shown in Figure 4 (j)-(k), increasing the
permeability of the reactive zone by two orders of magnitude will result in an increase of
Mg2+ concentration, porosity and overall rate by a factor of two.

3.3.

MAJOR DIRECTION ANISOTROPY
Anisotropy (variogram range) is a directional variable. In this section, the effect

of major direction anisotropy on mineral dissolution was studied. Figure 5 (a)–(c)
demonstrates the 2D spatial distribution of the porous media consisting of 10% magnesite
and 90% sand. To illustrate the effect of major anisotropy, minor anisotropy was kept
constant at 20 mm and major anisotropy values was set to 20, 50, and 100 mm.
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Figure 4. 2D spatial profiles of permeability ratio of 0.1, 1, 10: (a)–(c) the spatial
distribution of minerals (Mg is shown as red and sand as blue); (d)–(f) the magnesite
reaction rate; (g)–(i) saturation index of pore solution. j) average porosity, k)
concentration of Mg2+ and l) overall rate of dissolution of magnesite. The lines in (j)–(l)
are average and error bars standard deviation of ten different realizations.
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Figure 5 (d)–(f) shows the magnesite dissolution rate distribution, where lower
major anisotropy shows a relatively uniformly distributed reaction profile along the flow
direction. Similarly, the pore solution saturation index with respect to magnesite
dissolution demonstrates that pore water chemistry moves further away from the
equilibrium condition as the major anisotropy increases, as shown in Figure 5 (g)–(i).
Increase of major direction anisotropy results in aggregation of reactive particles
along the flow direction. Therefore, as the major direction anisotropy decreases the
spatial distribution moves toward a more homogeneous distribution. More
homogeneously distributed minerals leads to higher dissolution rate, larger equilibrium
zone, and higher rate of porosity increase (Figure 5). Because reactions occur mostly on
the reactive zone interface with the non-reactive zone, smaller anisotropy increases the
interface contact area and a larger portion of the reactive zone will be in contact with farfrom-equilibrium inlet solution.

3.4.

MINOR DIRECTION ANISOTROPY
In addition to major direction anisotropy, the effect of minor direction anisotropy

on mineral dissolution was also studied. The minor direction is the direction
perpendicular to the flow.
Figure 6 (a)–(c) illustrate the 2D spatial distribution of magnesite and sand with
different minor anisotropy values. From left to right, the minor anisotropy increases from
10 mm to 50 mm. Major direction anisotropy is constant at 50 mm for all cases. As
shown in Figure 6 (g)-(i), increase of minor direction anisotropy causes the solution to
move slightly further away from the equilibrium conditions.
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Figure 5. 2D spatial profiles with different major anisotropy (20 mm, 50 mm, and
100 mm) and minor anisotropy of 20 mm: (a)–(c) the spatial distribution of minerals; (d)–
(f) the magnesite reaction rate; (g)–(i) saturation index of pore solution. j) average
porosity, k) concentration of Mg2+ and l) overall rate of dissolution of magnesite.
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Therefore, increase of minor anisotropy is associated with negligible reduction in
average porosity and effluent Mg2+ concentration as shown in Figure 6 (j)–
(k).Theoretically, lower values of minor direction anisotropy should lead to higher
reaction rates. It should be mentioned that these results might be affected by our choice of
major direction anisotropy and magnesite abundance.
Different minor and major anisotropy will help us compare the effect of chemical
heterogeneity and its spatial distribution in porous media on overall porosity change and
reaction rate. With lower anisotropy values, the porous media resembles a well-mixed
condition (Li et al., 2011; Li et al., 2014) or chemically homogeneous porous media;
therefore, reaction is almost uniformly distributed in the system. In a physically
homogeneous condition, it is assumed that each magnesite grain is in contact with the
sand, which results in relatively higher reactive surface areas compared to a cluster of
magnesite in a sand zone (Li et al., 2014). It is assumed that dissolution is happening all
over the porous media, which leads to higher Mg2+ concentration and IAP/keq values
along the flow direction. Interestingly, major anisotropy values have a more significant
impact on the steady state Mg2+ concentration, porosity and rate.

3.5.

EFFECT OF PH
To understand the effect of inlet pH on reaction rates in heterogeneous porous

media, three cases were randomly selected to be analyzed in Figure 7. All other variables
were constant, while the only difference is inlet pH was set to 4.0, 6.0, and 8.0. Figure 7
(g)-(i) shows the saturation index of pore solution. Pore solution saturation index reached
equilibrium condition in all pH values.
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Figure 6. 2D spatial profiles of different minor anisotropy (10 mm, 20mm, 50mm)
of magnesite, major anisotropy kept at 50mm: (a)-(d) the spatial distribution of mineral;
(e)-(h) magnesite dissolution rate, and (i)-(l) saturation indexes of pore solution. j)
average porosity, k) concentration of Mg2+. l) overall rate of dissolution of magnesite.
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However, the equilibrium condition was different for each case due to different
chemical conditions. In pH 6.0 and 8.0, similar to acidic condition (pH=4.0), equilibrium
was reached within the magnesite zone, but in the immediate vicinity of magnesite-sand
interface, log IAP/keq gradually became smaller than zero and moved further from the
equilibrium. In other words, the transient zone between local equilibrium and far from
equilibrium became wider.
Interestingly, there is a significant decrease in Mg2+ concentration in Figure 7 (j)(l) and increase in porosity change due to pH increase from 4.0 to 6.0, but the changes are
trivial when pH value is raised to 8.0. At 25

magnesite dissolution rate is highly

dependent on pH and has a linear relationship with H+ activity in mild acidic solutions
(3.0<pH<5.0) (Chou et al., 1989; Pokrovsky et al., 2009). In addition, Pokrovsky et al.
(1999) stated that dissolution rate is independent of pH values within the range of 5.0 to
8.0, which corresponds well with our findings. Our results are in agreement with the
previous findings even though our simulations were carried out in heterogeneous porous
media.

3.6.

FEATURE SELECTION AND REGRESSION
The change of porosity was chosen to be the dependent variable and permeability

ratio of magnesite to sand, pH, magnesite percentage, permeability of magnesite, major
and minor direction anisotropies were the independent variables. In order to establish
some non-linear variables based on our initial variables, the functions,
,

,

, , 10 , 10 ,

,

, √ , √ were used to transform the data.
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Figure 7. 2D spatial profiles of dissolution under various inlet pH (4.0, 6.0, 8.0):
(a)-(d) the spatial distribution of minerals (e)-(h) spatial distribution of magnesite
dissolution rate, (i)-(l) saturation index of pore solution. j) average porosity, k)
concentration of Mg2+. l) overall rate of dissolution of magnesite.
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After transformation, the variables in all three datasets (training, validation, and
test) were standardized using the training dataset. We used the lassoCV (cross validation
code) function from Python’s Scikit-learn package to perform feature selection. The code
used the data to determine the L1 penalty coefficient, λ in addition to coefficients for
linear regression. The most significant variables and their coefficients are presented in
Table 3, with λ =1.838e-07.
After feature selection, simple linear regression was performed to provide a baseline to compare the deep learning results. The metric used for comparison was R2. The R2
score for linear regression on the training dataset was 0.735. To provide a more realistic
estimate of accuracy each model need to be verified using the test dataset (never used
during training), which resulted in an R2 score 0.732, meaning that 73.2% of the variance
in the data can be accounted for using regression.

Table 3. Coefficients calculated from regression analysis
Variable

lasso coefficients

regression coefficients

Major Anisotropy

-8.19E-05

-5.19E-05

10 Major Anisotropy

-1.19E-05

-1.51E-05

1/Major Anisotropy

-1.19E-05

-1.74E-05

Major Anisotropy 0.5

-1.93E-05

-5.42E-05

Minor Anisotropy 4

-1.49E-05

-1.58E-05

10 Minor Anisotropy

6.68E-06

8.36E-06

1/Minor Anisotropy

1.36E-05

1.39E-05

log10(Minor Anisotropy)

-4.13E-05

-3.95E-05
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Table 3. Coefficients calculated from regression analysis (Cont.)
2.62E-05

10 pH
log10(pH)

-0.000222228

2.95E-05
-0.000226992

Magnesite Percentage 4

-1.90E-05

-2.21E-05

1/Magnesite Percentage

-9.80E-05

-8.06E-05

log10(Magnesite Percentage)

8.44E-05

0.000105618

10 Magnesite permeability

-0.054625685

-4326057872

10- Magnesite permeability

0.000272208

8439208352

1/Magnesite permeability

-0.054659091

-7958133105

log10(Magnesite permeability)

2.39E-17

6432564228

Mg Perm ln(x)

1.96E-13

-649160879.6

K ratio

0.000126931

-1511267287

K ratio 0.5

0.000169472

539809902.4

3.7.

DEEP LEARNING
As explained in the methodology section, the neural network used in this study is

a deep network with 14 hidden layers. 10 linearly activated layers, followed by two tanh
layers and two sigmoid layers. The output layer is only one node that gets bits of
information from the last hidden sigmoid layer (Figure 1). We used the Adaptive Moment
Estimation (Adam) optimization (Kingma and Ba, 2014; Ngiam et al., 2011; Sutskever et
al., 2013) method to minimize the sum squared differences loss function. The weight for
all connections between nodes was randomly initialized around 0 with standard deviation
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of 1 (Srivastava et al., 2015; Sussillo and Abbott, 2014).The best results were obtained
after learning using the whole training datasets for 5000 epochs.
The training R2 score of 0.924 was achieved on several configurations using deep
learning, The R2 score of the validation dataset was used to choose the best architecture
for testing. The validation R2 score 0.888 was the highest. To provide a more realistic
approximation of the accuracy of the network, the model was examined using the test
dataset and R2 score of 0.890 was recorded. To better understand the extent of
improvements of using deep learning instead of linear regression the differences between
actual porosity changes and machine learning predictions are plotted for all cases in the
test dataset in Figure 8. The extent of blackness of each sub-figure in Figure 8 is an
indication of the errors made by the model. A perfect model with R2 score 1.0 will result
in a white figure. Figure 8 (b) is much whiter compared to Figure 8 (a), which visually
confirms the difference between the R2 scores. It can be concluded that deep learning can
better predict porosity change given the data, especially in the higher ranges of the
porosity change interval.

4. DISCUSSION AND CONCLUSION
This work investigates the effect of physical and chemical heterogeneity on
dissolution rate of magnesite. Porous media were generated using statistical parameters
that represent the spatial distribution of mineral. Magnesite dissolution was simulated
using CrunchFlow under various hydrogeochemical conditions. The simulations were
performed under different permeability ratios (magnesite permeability/sand permeability)
and inlet pH.
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Figure 8. Differences between actual and machine learning prediction of
porosity change (reaction rate) using a) linear regression and b) deep learning for
all test cases. The extent of blackness of a figure is representative of the error of
the method.
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A total of 3257 simulations were carvarried out. Each simulation took 2-12 hours
to complete. The highest change in porosity was calculated under 50% magnesite
abundance at 0.0023%. The lowest porosity change was 0.0011, which occurred under a
permeability ratio of 0.1. Increasing magnesite percentage by 4% resulted in 15%
increase in changes of porosity. To compare on a similar scale, a 4% increase in major
direction anisotropy reduced the changes of porosity by 19%. However, the same amount
of change in minor direction anisotropy barely decreased the porosity changes. Increasing
the permeability ratio of the reactive zone to the non-reactive zone by 99 % resulted in an
81% increase in changes of porosity. Under pH conditions of 6 and 8, porosity change
was 0.0016, which is 25% less than pH 4. Permeability ratio had the most significant
impact on porosity changes followed by major direction anisotropy and inlet pH.
Breakthrough concentration of Mg2+ is closely related to porosity change.
Similarly, the highest Mg2+ concentration at steady state was 1.96 × 10-4 (mol/l) which
was obtained when the porous media consisted of 50% magnesite and the lowest
concentration of Mg2+ was 1.01 × 10-4 (mol/l), which occurred when the permeability
ratio was set to 0.1. Permeability ratio had the most significant impact on concentration
of Mg2+ with increasing the permeability ratio by 99% resulted in 82% higher
concentration of Mg2+ at steady state. Increasing the pH from 6.0 to 8.0 did not change
the concentration of Mg2+ but decreasing the pH to 4.0 increased Mg2+ by 29%.
Overall, permeability ratio had the most significant impact on dissolution rate,
porosity and concentration of Mg2+, followed by major direction anisotropy and inlet pH.
As the major and minor direction anisotropies decreases, the mineral distribution
becomes closer to a homogeneous distribution. A more homogeneous distribution will
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result in higher breakthrough concentration of Mg2+ and higher porosity change because
dissolution is more evenly distributed throughout the porous media (Li et al., 2014).
Interestingly, the minor anisotropy direction values have the least significant impact on
the dissolution of magnesite and the parameters associated with it. Further studies should
investigate why minor anisotropy is significantly less effective on dissolution compared
to major anisotropy. Even though changing the percentage of magnesite has affects in
dissolution of magnesite, it seems to be less significant than major anisotropy values. The
rate of increase of magnesite dissolution with increase of magnesite abundance in our
models slowed down as the abundance reached higher than 30%. This is due to saturation
of the porous media with Mg2+ and consumption of H+ in the pore solution.
Deep learning proved to be a very powerful tool in predicting reactive transport
processes in systems as complex as dissolution in heterogeneous porous media. With just
using the statistical parameters that can be measure in the fields and without any
interference of the underlying spatial distribution of minerals, deep learning captured
89.0 % of the variance in the data while linear regression only captured 73.2%. Our study
confirms the capability of using artificial engineering and machine learning in the areas
of engineering and science where the underlying physics and conditions are very complex
or difficult to measure.
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ABSTRACT
This work examines how heterogeneity can affect solute transport and attenuation
time in porous media. Different spatial distributions were created by using statistical
parameters such as different permeability standard deviation, as well as major and minor
direction anisotropies. The solute transport was simulated under various flow rates and
transverse dispersivity values. A total of 3536 simulations were carried out in
CrunchFlow. Standard deviation proved to have the most significant impact on
attenuation time, followed by major and minor direction anisotropies. A more
heterogeneous and anisotropic distribution resulted in a time delay in concentration
reduction. The effect of anisotropies were trivial in a relatively homogenous distribution.
On the contrary, the effect of transverse dispersivity was only significant when
heterogeneity was low. Lasso regression was used for feature selection and a linear
regression model was created based on the selected features. The linear model can
describe 70.83 % of the variance in the data.
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1. INTRODUCTION
Ground water contamination is known to be one of the most important
environmental concerns in recent years (Wang and Huang, 2011). Quantifying flow and
predicting contaminant transport are essential in many fields such as groundwater
hydrology (remediation and quality improvement), waste disposal and subsurface CO2
storage (Gjetvaj et al., 2015; Gouze et al., 2008; Wang and Huang, 2011; Yoon et al.,
2015). The heterogeneity of natural subsurface and insufficient data make it difficult to
estimate the hydraulic variables and subsequently an accurate estimation of flow and
transport in natural subsurface will be difficult to attain (Wang and Huang, 2011). Solute
transport in natural subsurface depends on chemical, microbial and physical processes.
The transport of a solute is a combination of various processes, such as convective
transport, dispersion, molecular diffusion and in cases where reactive species are
involved, production, decay and equilibrium or non-equilibrium exchange with solid
phase (SHARMA and ABGAZE, 2015). Solute transport in heterogeneous media has
been studied in experimental (Chao et al., 2000; Cortis and Berkowitz, 2004; Levy and
Berkowitz, 2003; Silliman, 2001), numerical (Brusseau et al., 1989; Fernandez-Garcia et
al., 2005; Goltz and Roberts, 1986; Valocchi, 1985; Willmann et al., 2008) and field
research (Adams and Gelhar, 1992; Garabedian et al., 1991; Welty and Gelhar, 1994).
The Advection Dispersion Equation (ADE) works well under the assumption that
Fick’s first law applies well to tracer transport in homogenous media (Berkowitz et al.,
2006; Zhang et al., 2016). However, transport in the heterogeneous system has been
established as non-Fickan and therefore cannot be accurately modeled by the ADE
(Berkowitz et al., 2006). In order to quantify the anolomous and non Fickian behavior
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different models have been proposed such as multi rate mass transfer model (Haggerty
and Gorelick, 1995), dual porosity model (Gerke and Vangenuchten, 1993), Continuous
Time Random Walk which has non-locality in time (Berkowitz and Scher, 1998, 2001;
Berkowitz et al., 2000) and Fractional Advection Dispersion Equation which is spatially
non local (Benson et al., 2000a, b; Meerschaert Mark and Sikorskii, 2011; Meerschaert et
al., 1999; Zhang et al., 2016).
Various spatial patterns can be observed in natural subsurface due to the uneven
distribution of solid material (Allen-King et al., 1998; Barber et al., 1992; de Marsily et
al., 2005; Scheibe et al., 2011; Sudicky et al., 2010a; Zinn and Harvey, 2003). The
mineral distribution in the porous media, which can vary from patches to layers, causes
spatial variation in the subsurface and significantly changes its flow and transport
properties (Bao et al., 2014; Jin et al., 2013; Landrot et al., 2012; Li et al., 2011;
Nicolaides et al., 2015). The impacts of permeability variations on macrodispersion and
spreading tracers have been studied over the past few decades (Berkowitz et al., 2006;
Dagan, 1990, 2004; Dagan et al., 2013; Dentz et al., 2004; Zhang and Neuman, 1990).
The quantification of effective permeability in most studies involves
mathematical, geostatistical, numerical and stochastic methods with synthetic or imaged
small scale distribution (Babadagli, 2006; Desbarats and Bachu, 1994; Di Federico et al.,
2010; Sun et al., 2011; Vernerey, 2012). The effective permeability is highly dependent
to pore connectivity, ratio of high permeability zones to the entire media and the direction
of the mineral distribution and the flow (Bernabe et al., 2003; Bernabe et al., 2004;
Bernabe et al., 2011). Effective permeability depends on both spatial distribution
characteristics and magnitude of permeability variations (Desbarats and Bachu, 1994).
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Effective permeability is derived from the arithmetic average of layers parallel to the
flow and the harmonic average of layers perpendicular to the flow (Song and Renner,
2006).
It is widely known that proper understanding of the heterogeneity and the spatial
distribution of a system is crucial for estimation and prediction of solute transport (de
Dreuzy and Davy, 2007; Heidari and Li, 2014b; Jankovic et al., 2003; Pedretti et al.,
2013; Pedretti et al., 2016; Ramasomanana et al., 2013).Moreover, Connectivity and
correlation length has been recognized by numerous studies as main parameters in solute
breakthrough (Renard and Allard, 2013; Willmann et al., 2008). Dispersivity increases as
the connectivity in relatively low conductivity layers increases (Zinn et al., 2004).
Moreover, with the incline in connectivity of the low conductivity layers the
breakthrough curves tailing increases (Willmann et al., 2008). According to Pedertti
(2013) the shape of the breakthrough curves can be altered by permeability variation in
vertical layers.
Several studies demonstrated that permeability has high spatial variation, meaning
that its maximum value can be larger than its minimum value by several orders of
magnitude, while the variation in other parameters remain relatively minor (Gelhar, 1986;
Russo and Bouton, 1992; Zhang and Neuman, 1990). Most of previous solute transport
modeling studies had limited permeability variation, the goal of this study is to quantify
and predict the transport of non-reactive contaminant in heterogeneous non-reactive
porous media with high variation in permeability values, using a modeling approach.
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2. METHODOLOGY
2.1.

POROUS MEDIA DESCRIPTION
The goal of this study is to investigate the effects of physical heterogeneity on the

attenuation time of non-reactive contaminants. The dimensions of the quasi-2D porous
medium is 200mm 200mm 1mm. The modeling domain has 40,000 grid blocks of
1mm 1mm 1mm which consist of sand zones with variable permeability. Spatial
distributions of permeability were created in porous media using PETREL. PETREL can
create replicas of different porous media which can be of use when interpreting seismic
data, and performing well correlation, which is normally used in the oil and gas industry
(Gringarten and Deutsch, 2001). In order to create a 2D realization of the porous
medium, major and minor direction anisotropies, a variogram model, mean and standard
deviation are inserted in the software.
Variograms are widely used in geostatistical analysis to describe the spatial
relationship between values of a parameter (Webster and Oliver, 1993). The variogram
equation is (Gringarten and Deutsch, 2001; Warrick and Myers, 1987):
2γ h

EY u

Y u

h

2

where Y represents a stationary random function and

(6)
stands for a distance

vector. In other words, the variogram defines the expected square difference for different
data with a distance vector of h (Gringarten and Deutsch, 2001). A semivariogram
which is half of the variogram, 2

,

, is described by sill, range and nugget. The non-

zero value of a semivariogram at its origin is called a nugget, which also can represent
the measurement error (Bohling, 2005; Gringarten and Deutsch, 2001; Manto, 2005). The
sill (

value is the description of the variance of the random field without accounting
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for the spatial structure (Gringarten and Deutsch, 2001; Manto, 2005). Range or
anisotropy is the distance at which sill is reached by the semivariogram (Bohling, 2005).
In this study the values for the nugget and sill are 0.0001 and 1.0, respectively.
The most commonly studied variogram models are those with a sill, such as a
spherical model, exponential model, Gaussian model or nugget model (Bohling, 2005;
Gringarten and Deutsch, 2001; Warrick and Myers, 1987). An anisotropic variogram is
defined as a semivariogram that its values change with direction (Manto, 2005).
Numerous studies report that permeability has a lognormal distribution (Garabedian et
al., 1991; Jankovic et al., 2003; Renard and deMarsily, 1997; Sudicky et al., 2010b;
Wang and Huang, 2011). Thus, a lognormal model was chosen for the anisotropic
variogram.
In this study, the mean value of 17576 milidarcy and the standard deviation of
11232 md were derived from Botany aquifer study (Jankowski and Beck, 2000). In order
to better understand the impact of permeability variations four sets of standard deviation
values of 11.232, 112.32, 1123.2 and 11232 were inserted in PETREL. Fourteen different
pairs of major and minor direction anisotropies were chosen for this study as shown in
Table 1. After providing all required inputs, the software will randomly generate a spatial
distribution. Ten different realizations were generated for each combination (for example,
standard deviation=112, major direction anisotropy= 50 mm, major direction
anisotropy=50 mm) to reduce the effect of any specific spatial distribution.

Table 1. Major and minor direction anisotropies
Combination

Major(mm)

Minor(mm)

Combination

Major(mm)

Minor(mm)
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Table 1. Major and minor direction anisotropies (Cont.)

2.2.

Case 1

1

1

Case 8

50

10

Case 2

10

1

Case 9

50

20

Case 3

10

10

Case 10

50

50

Case 4

20

1

Case 11

100

1

Case 5

20

10

Case 12

100

20

Case 6

20

20

Case 13

100

50

Case 7

50

1

Case 14

100

100

REACTIVE TRANSPORT MODELING
The traditional Advection Dispersion Equation (ADE) is used to quantify

transport of non-reactive chemical at Darcy scale (Gjetvaj et al., 2015; Heidari and Li,
2014b). In the ADE method it is assumed that variation of advective fluxes and diffusion
will create a hydrodynamic dispersion which resembles a diffusion-like (Fickian) process
in the macro scale (Bear, 1988; Gjetvaj et al., 2015).
.

C

vC

0

(1)

C is concentration of solute (mol/l3), t is time (s), D is dispersion diffusion tensor
(m2/s), v is the velocity vector whose basis consists of two vectors in which are parallel
and perpendicular to the main flow (Heidari and Li, 2014b).The dispersion diffusion D is
the sum of the effective diffusion coefficient D* (m2/s) and the mechanical dispersion
coefficient. In any grid block in the porous media,

and

are flow velocities in

longitudinal and transverse direction and their corresponding dispersion coefficients (
and

) can be derived from the following equations.
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and

∗

(2)

∗

(3)

are the longitudinal and transverse dispersivity (m). Gelhar et al. (1992) has

demonstrated that the longitudinal dispersivity is usually 6 to 20 times larger than the
transverse disperpersivity. In this study, diffusion was set to 10-5 cm2/s.
All the numerical simulations were carried out using CrunchFlow, a pertinent
code for geochemical modeling of reactive transport processes in the subsurface (Heidari
and Li, 2014a; Li et al., 2011; Maher et al., 2009; Singha et al., 2011; Steefel et al., 2003;
Steefel and Lichtner, 1994). The Advection Dispersion Equation (Eq (1)) was solved
using the code. The initial and inlet conditions for magnesite dissolution are shown in
Table 2. All simulations were performed with 35% porosity with longitudinal dispersivity
of 0.05 (Heidari and Li, 2014a) and transverse dispersivity was set to 0.01, 0.001 and
0.005. In order to examine the effect of flow rate, each of the simulation sets were run
with flow rate of 1, 5 and 25 (ml/min). For each of the treatment combinations mentioned
above, simulations were carried out for all the unique spatial distributions obtained from
PETREL, which lead to a total of 3536 simulations.

Table 2. Initial and inlet conditions
Species

Inlet condition(mol/l)

Initial conditions(mol/l)

pH

6.0

7.0

SiO2(aq)

1.2581E-9

1.0E-9

CO2(aq)

1.2581E-9

1.2581E-9

Br-

1.2581E-9

1.00E-4

53
2.3.

DATA ANALYSIS
In this study, the pore volume at which

2.3.1. Data Transformation.

concentration reaches 0.01 of the initial condition was chosen to be the dependent
variable. The standard deviation, flow rate, transverse dispersivity, and major and minor
direction anisotropy were the independent variables. In order to capture the possible nonlinear features based on the independent variables, each variable was transformed using
the following non-linear functions:

,

,

,

,

,

,

,

,√ ,√ .

Therefore, each case started with 5 features that were then turned into 55 features using
the above transformation.
2.3.2.

Feature Selection. The least absolute shrinkage and selection operator

(Lasso) regression method was chosen to select the best features. Tibshirani (1996)
proposed lasso regression to compensate for the short comings of subset selection and
ridge regression methods.
The model selected by the subset selection is very sensitive to the slightest
changes in the data which have a negative impact on the accuracy of the model (Frank
and Friedman, 1993; Tibshirani, 1996). Moreover, selecting the most effective
independent variable is also challenging with ridge regression, because despite the fact
that it shrinks some of the coefficients (Hoerl and Kennard, 2004) it does not assign 0 to
any of them (Tibshirani, 1996).
Lasso regression has been commonly used for variable selection (Meinshausen
and Bühlmann, 2006; Zhao and Yu, 2006; Zou, 2006). Lasso regression imposes a
penalty in the form of the absolute value of the coefficients. Lasso eases the selection by
an algorithm that continuously shrinks the coefficients and assign a zero coefficient to
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some of the variables (Jahreis, 2015; Tibshirani, 1996; Zou and Hastie, 2005). The
penalty parameter is called λ. If λ is zero, the lasso estimator will be the same as an
ordinary least squares estimator that includes all the variables and only minimizes the
residuals. On the contrary, large values of λ will assign zero to all the coefficients
(Jahreis, 2015). Using a cross validation method can simplify the process of choosing a
moderate λ value which is necessary for proper variable selection (Hastie, 2009).

3.

RESULTS
To show the variations among the realizations, as shown in Figure 1 (a)-(b), four

random realizations were chosen out of ten simulation sets for standard deviations of
1123 and 11232 with major and minor anisotropy directions of 100 mm and 50 mm,
respectively. The simulations were all carried out with a flow rate of 5 ml/min and a
transverse dispersivity of 0.005 (cm). The realization sets with standard deviation of
1123, Figure 1 (c), demonstrates that in spite of the significant differences in the spatial
distribution of the realizations, the breakthrough curves are very similar to one another.
However, it can be observed in Figure 1 (d) that the breakthrough curves are significantly
dissimilar. This disparity is due to high standard deviation values which result in a larger
permeability variation in each simulation set; thus, the effect of spatial distribution
becomes more pronounced. However, spatial distribution does not seem to have a
significant impact on the breakthrough curves in lower standard deviations simply
because the variation between the values is so small that the spatial distribution of those
values has no effect.
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Figure 1. 2D Spatial profiles of different realizations: (a) the permeability spatial
distribution with standard deviation of 1123, (b) the permeability spatial distribution with
standard deviation of 11232, (c) average breakthrough curves for four realizations with
standard deviation of 1123 and (d) breakthrough curves for four realizations with
standard deviation of 11232.

3.1.

EFFECT OF PERMEABILITY STANDARD DEVIATION
The effect of standard deviation variations on solute transport and the attenuation

time were examined. Figure 2 (a)-(c) demonstrates the permeability spatial distribution in
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three simulations set that were selected randomly. Standard deviation in columns (I)
through (II) is 112, 1123 and 11232. Figure 2 (d)-(f) shows Br concentration profiles at
0.5 pore volumes. Figure 2 (g)-(i) shows the velocity profile at 0.5 pore volumes. As
expected, it can be seen that the lowest standard deviation has the lowest velocity and
lowest velocity variation throughout the porous media. Figure 2 (j) shows the overall
breakthrough curves for different standard deviation values. We analyzed ten realizations
for each simulation sets and plotted the average of those ten realizations and the standard
deviation of the values are represented by error bars. Increase in permeability standard
deviation results in increase in attenuation time. However this change is more pronounce
when the standard deviation was increased from 1123 to 11232.
As shown in Figure 2 (a)-(c), lower standard deviation resembles a well-mixed or
homogenous medium and the permeability variability is really low. Whereas for larger
values for standard deviation the variability becomes much larger and the medium
becomes highly heterogeneous with very high variation in permeability values. Velocity
profile Figure 2 (g)-(i) also demonstrates in column (I) which has a low standard
deviation , velocity is almost the same throughout the profile therefore the Br
concentration front is very smooth, however as the standard deviation increase it can be
observed that the front becomes very uneven and it follows the permeability and velocity
profile pattern. In the zones with higher permeability and velocity the concentration has
significantly decreased.
Interestingly, it can be observed in Figure 2 (j) that initially the concentration
starts to decrease faster in high standard deviation condition but the breakthrough
happens much faster in the media with lower standard deviation. The high contrast in
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permeability values of each point in the media when the standard deviation is high cause
tailing in the breakthrough curves. Meaning that, it takes longer (more pore volumes) for
the fluid to pass through whereas in lower standard deviation the contrast between
permeability values of the medium is lower therefore the fluid flushes out with a steady
rate throughout the media.

3.2.

EFFECT OF FLOW
In order to examine the effect of flow rate and permeability standard deviation on

attenuation time, as shown in Figure 3 the breakthrough curves are plotted for each flow
rate under low, medium and high standard deviation (112, 1123, 11232) . As the flow rate
increase the advection part of ADE Eq (1) becomes larger which will result in a faster
concentration reduction. However, it will simultaneously increase the mechanical
dispersion and the ultimately increase the dispersion coefficient (Eq (2) and (3)). Thus,
higher flow which will result in a more pronounced dispersion values which result in
tailing of the breakthrough. Therefore, the changes are negligible when the flow rate
increases from 5 to 25 (ml/min). As it is shown in Figure 3 (a)-(c), by increasing the
permeability standard deviation changes between the breakthrough curves with different
flow rate will not become any more significant and the trend remains the same for
medium and high standard deviation. The slope of the breakthrough curves with the
highest standard deviation decrease significantly due to the fact that the permeability field
becomes more heterogeneous and the variability between each point becomes larger
therefore it takes longer for the fluid to progress in the media.
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Figure 2. 2D Spatial profiles of Br transport under various standard deviations (112,
1123, 11232) : (a) – (c) the permeability spatial distribution, (d)-(f) Br concentration front
at 0.5 pore volumes, (g)-(i) velocity profile, (j) concentration of Br.

59

Figure 3. Br breakthrough curves under different flow rates with low to high standard
deviation: a) low standard deviation (112), b) medium standard deviation (1123) and c)
high standard deviation (11232).

3.3.

EFFECT OF MAJOR ANISOTROPY
The effect of different major anisotropies (variogram range) on attenuation time

was studied in this section. Figure 4 (a)-(c) describe the 2D spatial distribution of
permeability with standard deviation of 11232, respectively. Figure 4 (d)-(f) demonstrate
Br concentration profiles. To illustrate the effect of major anisotropy , minor anisotropy
was kept at 20 mm and major anisotropy values was set to 20 , 50 and 100 mm column
(I) to (II), respectively. Figure 4 (g)-(i) show the velocity profile. As the major
anisotropy increases the porous media move further away from homogenous distribution.
Therefore, with the increase in major anisotropy values the Br concentration front
becomes more uneven. However this uneven and rough concentration front is less
significant in low standard deviation and becomes more pronounce when the
permeability standard deviation is the highest (Figure 4 (d)-(f)).
Similarly, the effect of inclination in major anisotropy values on breakthrough
curves are more noticeable when standard deviation is high, as shown in Figure 5 (a)-(c).
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Lower anisotropy values resemble a more homogenous or well mixed porous media
therefore the concentration decreases much faster than the high major anisotropy value.
This tailing is due to the fact that higher major anisotropy increase the distance that
permeability values are correlated which will lead to zonation happening in major
anisotropy direction and therefore causing a delay in breakthrough. The same trend
applies to the breakthrough curves with lower permeability standard deviation values
even though it is not as distinguishable as higher permeability standard deviation.
However, bear in mind that when the variability between the values are small, the spatial
distribution and the distance in which the values are correlated does not come into effect.
In other words, the effect of major anisotropy direction will be significant only if the
variation between the values are high.

3.4.

EFFECT OF MINOR ANISOTROPY
In addition to major direction anisotropy, the effect of minor anisotropy which is

perpendicular to the flow was also examined. Figure 6 (a)-(c) illustrate the 2D spatial
distribution of permeability with standard deviation of 11232. In order to investigate the
effect of minor direction anisotropy, major anisotropy was kept constant at 100 mm and
minor anisotropy was increased from 10 mm to 50mm (column (I)-(II)). As shown in
Figure 6 (g)-(i) the high velocity zones and high permeability zones are highly
compatible and the zones becomes wider as the minor anisotropy values increases. It can
be observed in Figure 6 (d)-(f) that the Br concentration front becomes smoother as the
value for values for minor anisotropy increases and it comes closer to major direction
anisotropy value.
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Figure 4. 2D Spatial profiles of Br transport under various major direction anisotropy
values (20, 50, 100) : (a) – (c) the permeability spatial distribution, (d)-(f) Br
concentration front at 0.5 pore volumes, (g)-(i) velocity profile, (j) concentration of Br.
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Figure 5. Br breakthrough curves for different major direction anisotropies with low to
high standard deviation: a) low standard deviation (112), b) medium standard deviation
(1123) and c) high standard deviation (11232).
When the two anisotropy direction are equal, the medium resembles an isotropic
well mixed media.
Similar to major anisotropy values, the effect of minor anisotropy is not very
pronounce when the standard deviation is the low (1123). However, for greater standard
deviation values the difference between the minor anisotropy values becomes significant.
As it is shown in Figure 6 (j) the largest minor anisotropy has the fastest concentration
reduction. Whereas Br concentration in simulations with smaller values of minor
anisotropy take much longer to decrease.
It can be derived from Figure 7 (a)-(c) that the time delay in breakthrough curves
is highly dependent on the difference between the major and minor anisotropy values. In
lower minor anisotropy values, narrow high permeability zones (channels) occur along the
direction of the flow.

Within the high permeability and high velocity channels

concentration decrease rapidly. However due preferential flow paths, the fluid does not
progress outside of the channels as much as it does within them. Since there is much lower
flow out side of the channels the concentration in low permeability zones will not decrease.
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The breakthrough tailing and delay in concentration reduction decrease as minor anisotropy
increases because the high permeability zones becomes wider and channeling is
significantly reduced.

3.5.

EFFECT OF TRANSVERSE DISPERSIVITY
In order to examine the effect of transverse dispersivity and permeability standard

deviation on attenuation time, the breakthrough curves are plotted for each transverse
dispersivity under low, medium and high standard deviation as shown in Figure 8 The
transverse dispersivity values increases from 0.001 to 0.005 and then eventually to 0.01
(cm). It can be observed in Figure 8 (a)-(c) that as the standard deviation increases the
disparity between the breakthrough curves lessens. As shown in Figure 8 (a), in
permeability field with low standard deviation the effect of transverse dispersivity is
more significant. The changes are trivial when the transverse dispersivity is increased
from 0.001 to 0.005 (cm). However, when it increases to 0.05, the slope of the
breakthrough curve decreases. In other words, as the transverse dispersivity increases, the
concentration reduction becomes slower and the attenuation time increases.
Higher transverse dispersivity values will increase the mechanical dispersion
perpendicular to the flow direction Eq (3). This causes the flow to disperse more in
perpendicular direction, therefore it takes longer for the fluid to progress in media in the
direction of flow and flush out of the porous medium. Thus, the concentration reduction
occurs with a slightly lower pace. It is noteworthy to mention that the same trend applies
to the breakthrough curves for higher standard deviations. However, it appears that in
higher standard deviation the effect of the changes in transverse dispersivity is negligible.
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Figure 6. 2D Spatial profiles of Br transport under various minor direction anisotropy
values (10, 20, 50) : (a) – (c) the permeability spatial distribution, (d)-(f) Br concentration
front at 0.5 pore volumes, (g)-(i) velocity profile, (j) concentration of Br.
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Figure 7. Br breakthrough curves for different minor direction anisotropies with low to
high standard deviation: a) low standard deviation (112), b) medium standard deviation
(1123) and c) high standard deviation (11232).
In comparison with high standard deviation, the velocity distribution under lower
standard deviation conditions is relatively more uniform and has much lower magnitude.
Thus, since the advection part of the ADE is relatively smaller the dispersion section is
more dominant, the changes in transverse dispersivity tend to be more significant in
lower standard deviations. Whereas, in higher standard deviations the velocity and its
variation is high, therefore the advection part of the ADE is more dominant and the
changes in the dispersion part is negligible.

Figure 8. Br breakthrough curves for different transverse dispersivities with low to high
standard deviation: a) low standard deviation (112), b) medium standard deviation (1123)
and c) high standard deviation (11232).
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3.6.

FEATURE SELECTION AND REGRESSION
The pore volume at which concentration reaches 0.01 of the initial condition was

chosen as the dependent variable. The standard deviation, flow rate, transverse
dispersivity, and major and minor direction anisotropy were the independent variables. In
order to capture non-linearity in the initial variables, the
functions,

,

,

, , 10 , 10 ,

,

, √ , √ were used to transform the

data. After transformation, the variables in were divided in training, validation, and test
datasets and then were standardized using the training dataset. The feature selection was
conducted with the lassoCV (cross validation code) function from Python’s Scikit-learn
package. The code used the data to determine the L1 penalty coefficient and λ. The most
significant variables and their coefficients are presented in Table 3, with λ = 0.001275.
After feature selection, simple linear regression was performed and in order to
provide a more realistic estimate of accuracy each model need to be verified using the
test dataset (never used during training), which resulted in an R2 score 0.7083, meaning
that 70.83% of the data can be explained by the model.

Table 3. Coefficients calculated from regression analysis
Variable
Transverse dispersivity
Transverse dispersivity 2
Transverse dispersivity 3
10 -Dispersivity
Mean Permeability 4
log10 (Mean Permeability)
Ln (Mean Permeability)
Mean Permeability 0.5
Mean Permeability 0.33

Lasso coefficients
-0.00084
-7.17E-14
-6.70E-15
1.20E-12
1.273547
3.80E-15
-1.97E-17
-1.97E-17
-1.97E-17

Regression coefficients
-3.7E+10
-6.6E+11
2.96E+11
-4E+11
2.13E+08
34133382
1.9E+08
2.21E+08
-6.4E+07
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Table 3. Coefficients calculated from regression analysis (Cont.)
STDV Permeability
STDV Permeability 2
STDV Permeability 3
STDV Permeability 4
Major Anisotropy
10 Major Anisotropy
Major Anisotropy 0.5
Minor Anisotropy
Minor Anisotropy 2
10 Minor Anisotropy
Minor Anisotropy -1

0.057603
0.098959
0.010085
0.00101
0.034596
-0.00428
0.006665
-0.00993
-0.00237
-0.00297
-0.02365

14272288
-1.5E+09
1.48E+10
-1.3E+10
0.0401
-0.00418
0.003418
-0.04849
0.02491
-0.01331
-0.02969

4. DISCUSSION AND CONCLUSIONS
This work investigates the effect of physical heterogeneity on Br attenuation time.
Porous media were generated using statistical parameters such as permeability mean,
permeability standard deviation, major direction anisotropy and minor direction
anisotropy. The simulations were performed under different flow rates and transverse
dispersivity values. A total of 3536 simulations were carried out.
The longest it took for the concentration to decrease to 0.1 of the initial
concentration is 1.90578 pore volumes, which was obtained under the following
condition, flow rate of 5 (ml/min), standard deviation of 11232, major direction
anisotropy of 100 mm and minor direction anisotropy of 50 mm. The fastest
concentration reduction to 0.1 of the initial concentration is at 1.08673 pore volumes,
which occurred under the lowest standard deviation (11), flow rate of 25 (ml/min) and
major direction anisotropy and minor direction anisotropy of 1 mm.
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Overall standard deviation had the most significant impact on the attenuation
time, followed by major and minor anisotropy. With 99 % decrease in permeability
standard deviation values, the attenuation time for concentration to decrease to 0.1 of the
initial concentration, decreases by 20%. It can also be observed that the effect of major
and minor anisotropy is only significant when the standard deviation is the highest. Under
that condition, with 80% decrease in major direction anisotropy values the attenuation
time decreases by 11%. Similarly, by 80% decrease in minor direction anisotropy values
the attenuation time increases by 1.37%. Interestingly, changes in transverse dispersivity
only comes into effect when the standard deviation is very low, Even though changing
the flow rate and dispersivity have some effects on the attenuation time, it seems to be
significantly less effective in comparison with other parameters.
Lasso regression was used to select the most significant variables and simple
linear regression was conducted on the selected variables in attempt to find the best
fitting model. The model then was verified on the test data set which resulted in R2 score
of 0.7083. It can be concluded that due to the fact that controlling the media’s
characteristic is very complex in the laboratory, numerical studies proven to be successful
in modeling the solute transport in a vast variety of porous media.
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SECTION
2. CONCLUSIONS

The goal of this study was to model the impact of heterogeneity both in reactive
and non-reactive transport using statistical parameters.
Magnesite dissolution was simulated under various hydro geochemical
conditions. Overall, permeability ratio had the most significant impact on dissolution rate,
porosity and concentration of Mg2+, followed by major direction anisotropy and inlet
pH. As the major and minor direction anisotropies decrease, the mineral distribution
becomes closer to a homogeneous distribution. Deep learning captured 89% of the
variance in the data whereas liner regression only captured 73.2%.
Bromide attenuation time was simulated under various flow rates and transverse
dispersivties in heterogeneous porous media. Realization of the porous media were
created using statistical parameters such as mean permeability, permeability standard
deviation and major and minor direction anisotropy. Overall permeability standard
deviation had the most significant impact on the attenuation time, followed by major and
minor anisotropy. Lasso regression was used to select the most significant variables and
simple linear regression was conducted on the selected variables in an attempt to find the
best fitting model. The model then was verified on the test data set which resulted in an
R2 score of 0.7083.
It can be concluded that due to the fact that controlling the media’s characteristic
is very complex in the laboratory, numerical studies have proven to be successful in
modeling the solute transport in a vast variety of porous media.
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