ABSTRACT Energy-efficient computation is important in mobile edge computing (MEC) systems. However, the computation efficiency problem in the unmanned aerial vehicle (UAV)-enabled MEC systems has been rarely researched. In this paper, a UAV-enabled MEC system under partial computation offloading mode is investigated. The computation efficiency is maximized by jointly optimizing the offloading times, the central processing unit frequencies, the transmit powers of the user and the trajectory of the UAV. For the non-convex computation efficiency problem, a two-stage iterative algorithm is proposed. Moreover, we derive the closed-form expressions for the local computation frequency and the transmit power of the user, which facilitates our algorithm implementation. Simulation results demonstrate that the computation efficiency of our proposed joint optimization scheme is better than those of other benchmark schemes.
I. INTRODUCTION
With the development of cellular networks and the Internet of Things (IoT), mobile devices and mobile data traffic are growing dramatically [1] - [3] . Smart mobile devices have received great development, and new applications with computation-intensive features, such as virtual reality (VR), intelligent car, navigation and multi-media transformation, are emerging [4] . However, all of these services are computationally intensive and delay-sensitive, and they are beyond the computing capability of ordinary smart mobile devices [5] , [6] . The contradiction between the computation-intensive requirement and the limit computation capability decreases the quality of experience (QoE) of users.
Recent research shows that mobile edge computing (MEC) is considered as a promising technology to solve the above problems [7] . The MEC server provides cloud-computing
The associate editor coordinating the review of this article and approving it for publication was Kai Yang. be improved [20] - [22] . Moreover, the UAV-assisted MEC network can significantly improve the computing performance of users [23] - [28] . Thus, the UAV-enabled MEC system has a broad application prospect.
A. RELATED WORK AND MOTIVATION
In the conventional MEC systems, resource allocation has been widely studied [12] - [17] . In [12] , the authors proposed a method of joint communication and computing collaboration in MEC systems to minimize energy consumption and improve the performance of the MEC. In [13] , the authors optimized computation and communication resource allocation jointly to solve the latency-minimization problem in multiuser time division multiple access MEC system. A non-orthogonal multiple access (NOMA) enabled MEC was studied in [14] , and the time allocation and power were optimized in combination to reduce the energy cost of computing offload. Recently, the authors in [15] proposed a resource management scheme for energy acquisition MEC system based on reinforcement learning. Experimental results show that the algorithm can significantly improve the computational performance. The authors in [16] discussed the resource optimization problem and task offloading scheme to reduce energy consumption, while the authors in [17] considered the computing resource allocation and radio allocation. However, due to the limited communication facilities in some areas, such as remote areas, basements, disaster areas, these areas limit the applications of the traditional ground MEC systems.
In order to tackle the above challenges, the authors in [18] and [19] proposed a UAV-enabled MEC architecture. Compared with the conventional MEC nerwork, UAV-enabled MEC nerwork uses the line-of-sight (LoS) links communication, which is more flexible and has a wider application range [20] - [22] . At the same time, UAV-enabled MEC can significantly improve the computing performance of the users [23] - [28] . The authors in [18] shown that UAVs are able to collect data and process. After the cloud server is equipped, the computation offloading task can be further realized. The UAV-enabled MEC system was first proposed in [19] . It was shown that the benefits of computation offloading in energy-saving can be obtained and the system computing performance was obviously enhanced. In order to make the MEC system service scene more flexible, the authors proposed a UAV-based MEC system in which the UAV provided computing offload opportunities to users [23] , [24] . The authors in [25] studied a problem of minimizing the sum of the maximum delay. They considered the causal constraint of energy consumption, the UAV flight trajectory and the discrete binary constraint. The energy consumption minimization problem was also studied in [26] , and the authors combined wireless power transfer with mobile edge computing. The authors in [27] analyzed the problem of minimizing energy consumption in multi-user MEC in orthogonal frequency-division multiple access scheme, non-orthogonal multiple access (NOMA) scheme, time-division multiple access scheme and one-by-one access scheme, respectively. Different from the works in [23] - [27] , the authors in [28] studied a MEC network where the cellular ground base stations (GBSs) serve a UAV and the UAV offloads computing tasks into GBS.
Although resource allocation has been extensively researched in MEC systems [12] - [17] , also in UAV-enabled MEC systems [23] - [28] , very few studies focused on the computation efficiency of the UAV-assisted MEC systems. The authors in [29] focused on the computation rate maximization problem in UAV-assisted wireless-powered MEC systems. However, the computation efficiency is not considered in the above-mentioned works. Computation efficiency was first proposed in [30] . It was defined as the ratio of the number of the computation bits to the consumed energy. It can reflect how many computation bits can be achieved with per unit energy. Based on the work in [30] , the authors in [31] extended the computation efficiency maximization framework into the wireless-powered MEC networks with TDMA. However, in [30] and [31] , computation efficiency was only considered in the conventional ground MEC systems.
Different from the above-mentioned works, this paper studies a computation efficiency maximization problem in a UAV-enabled MEC system. For maximizing the computation efficiency, we jointly optimize the transmit power, the offloading time, the CPU frequencies and the trajectory of the UAV. As far as the authors know, in UAV-enabled MEC systems, it is the first time to consider the computation efficiency maximization problem.
B. CONTRIBUTIONS AND ORGANIZATION
In this paper, a UAV-enabled MEC system is studied, where a UAV provides MEC services for the user. The UAV and the user both have a computing processor. However, the user's computing processor is the microprocessor with weak computing power. So, the user can only perform low-level computing tasks. Different from the user, the processor of UAV is more advanced and can perform a large number of complex computing tasks [23] - [26] . In the partial computation offloading mode, the user can simultaneously execute local computations and offload tasks to the UAV [32] - [35] . The main contributions are shown as follows:
• The resource allocation framework in a UAV-enabled MEC system is proposed to maximize the computation efficiency of the user by jointly optimizing the transmit power, the offloading time, the CPU frequencies and the trajectory of the UAV. It also takes into account the maximum consumed energy constraint, the offloading time constraint of the user, CPU frequencies, the transmit power constraints of the user and the UAV's mobility constraints and position constraints.
• The computation efficiency maximization problem is a non-convex problem. Thus, we proposed a two-stage alternative optimization algorithm to solve this difficult problem. First, in the case of any given trajectory, we apply the Lagrangian dual method to obtain the closed expressions of the optimal the transmitted power and CPU frequencies. Then, for obtaining the optimizing trajectory of the UAV, the successive convex approximation (SCA) method is used.
• The simulation results illustrate that the proposed computation efficiency scheme can significantly improve computational performance, which compared with the traditional non-joint optimization scheme. In addition, our alternating iteration algorithm has obvious convergence. The rest of this paper is organized as follows. Section II introduces the system model. In Section III, the computation efficiency maximization problem is proposed and a two-stage alternative algorithm is presented. Section IV shows the numerical results to demonstrate the computational performance of the proposed scheme. The conclusion of this paper is in Section V.
Notation: In this paper, vector is denoted by bold-face lower-case letters; scalar is denoted by italic letters. For a vector a, a represents its Euclidean norm. [x] + = max(x, 0) and max (x, 0) represents the larger value in x and 0.
II. SYSTEM MODEL
As shown in Fig. 1 , a UAV-enabled MEC system is studied in this paper. It consists of a UAV transmitter and a ground user, where a UAV is equipped with an MEC server that provides MEC services for the user. In order to better design the trajectory of the UAV, we assume that the position of the user is known [20] - [22] . Without loss of generality, a threedimensional (3D) Euclidean coordinate is considered. Let q denotes the horizontal plane coordinate of the ground user, where q = [x, y]. During a finite flying time T , the flight altitude of the UAV is a fixed H (H > 0). Furthermore, we apply the block fading channel model in this paper. The channel remains unchanged for a finite flying time. 
A. CHANNEL MODEL
For convenience of exposition, we discretize the finite flying time T into N equal-time slots, i.e. T = N δ t , where δ t is the time interval that allows UAV to be considered as a constant position at a time slot. The trajectory coordinates of the UAV at the nth slot are denoted by
Due to the practical reasons, the UAV needs to return to the base for charging or refueling in the last period of time. In this case, the beginning and final positions of the UAV are denoted by q 0 , q F , respectively. In practice, the UAV has a limited kinetic energy, so that there exists a maximum speed constraint. The maximum flying speed of the UAV is denoted by V max . Thus, the speed constraint and the positions constraints of the UAV are given as
Similar to the works in [20] - [22] , it is assumed that the communication link of the UAV to the user is a reliable LoS link. Moreover, the Doppler effect generated by the UAV mobility can be well counterbalanced. The channel power gain between the UAV and the ground user submits to the spatial path fading models, which can be given as
where β 0 indicates the channel power gain at a reference distance d 0 = 1 m; d n is the horizontal distance between the ground user and the UAV at the nth slot, n ∈ {1, 2, · · · , N };
· denotes its Euclidean norm and boldface lower case letters denote vectors.
B. LOCAL COMPUTATION AND COMPUTATION OFFLOADING
In this paper, it is assumed that computation tasks of the user are bit-wise independent. It can be randomly divided into different units and executed in parallel on the MEC server [25] - [27] . The partial computation offloading mode is used, thus the system can perform local computing and computation offloading simultaneously. The details are presented as follows.
The user can perform local computing [33] - [35] . Let f [n] denotes the CPU frequency of the user in the nth slot. The total computation bits performed by the user and the total consumed energy by the user during n slots can be respectively expressed as,
where C indicates the number of calculation cycles in which the user processes a bit of data and γ c is the computation VOLUME 7, 2019 energy efficiency coefficient of the processor's chip. Furthermore, the magnitude of γ c is determined by the user's chip architecture.
FIGURE 2.
Computation offloading from user to the UAV.
As shown in Fig. 2 , during the computation offloading stage, each time slot is divided into three parts, namely, the offloading part, the computation part and the downloading part. During the offloading part, the user offloads its computation task during each slot. After the user offloading its tasks to the UAV at the nth slot, the UAV completes the computing task as the MEC server and then passes the calculation result back to the user. In fact, because the UAV has powerful computing power, it can perform offloading tasks by allocating computational space. Similar to [33] - [35] , we ignored the computing time and download time of the UAV.
As in [35] , during the user's offloading phase, the number of computing bits in the nth slot is given as
where B denotes the communication bandwidth; ν is the communication overhead that contains the offloading computation task; t[n]T /N represents the time requirement of the user offloading its data into the UAV at the nth slot,
denotes the transmit power of the user and σ 2 0 is the noise power of the user. In fact, the duration of each time slot is limited, so the sum of offloading times of the user has a time constraint that can be expressed as
C. COMPUTATION EFFICIENCY Due to the limited available energy of the user, the consumed energy by the user in the process of local calculation and task loading should meet the following energy constraints, given as
where E th is the maximum energy available in the user.
The total computation bits R of the user can be given as
The total consumed energy of the user is expressed as
According to the computation efficiency definition given in [30] and [31] , one has
, n ∈ N .
Remark 1: In traditional resource allocation strategies, the optimization objective is to maximize the computation bits or to minimize the consumed energy. The computation bits and the consumed energy cannot achieve a good tradeoff. In contrast, computation efficiency that considers both the computation bits and the consumed energy has potential to achieve a good tradeoff between them.
III. COMPUTATION EFFICIENCY MAXIMIZATION IN A UAV-ENABLED MEC SYSTEM A. PROBLEM FORMULATION
In the UAV-enabled MEC system, the computation efficiency maximization problem is formulated as P 1 It can be seen that the above problem is non-convex for the following reasons. First, P 1 has multiple variables that are coupled with each other. Furthermore, the objective function is a ratio, and the objective function relatives to the trajectory of the UAV is a non-concave function. Thus, an efficient two-stage alternative algorithm is proposed to solve P 1 . The details are presented as follows.
B. CPU FREQUENCIES, OFFLOADING TIMES AND TRANSMIT POWER OPTIMIZATION
For any given trajectory, P 1 can be transformed into P 2 .
It is observed that P 2 is also non-convex since the objective function is a ratio. Moreover, the coupling of the offloading times t[n] and the transmit powers of the user p[n] make the optimization problem challenging. In order to solve problem P 2 and get the global maximum, it can be seen P 2 is equivalent to a parameter problem solution based on the Dinkelbach's method [36] . It can be reformulated as P3, one has
where
, n ∈ N and η is a non-negative parameter. The objective function of P 3 is concave. In order to solve P 3 , for any given trajectory, the Lagrange dual method is used [37] and the duality gap is zero. By solving P 3 , Theorem 1 is obtained. Theorem 1: For any given trajectory q u , the closed expression of the optimal CPU frequencies f opt [n] and the transmit power p opt [n] are respectively given as,
where µ ≥ 0 denotes the dual variable, which is associated with the constraint C2; [x] + = max(x, 0) and max (x, 0) represents the larger value in x and 0.
Proof: Please see Appendix A. Next, we can get the optimal offloading time from the following equation by using the proof of Theorem 1.
Remark 2: By using the bisection method, the equation (14) can be solved [37] . Then, the subgradient method is applied to update µ and θ n in Lemma 1, where µ and θ n (µ ≥ 0 and θ n ≥ 0) respectively represent the dual variables connected with the constraints C2 and C3. According to [37] , the subgradient method guarantees the optimal value to converge with a small enough error tolerance.
Lemma 1: In order to get the dual variable, the subgradient method is used as follows
where s is the iteration index; ι(s) and θ n (s) denote the iterative steps at the sth iteration, respectively. In (15), µ(s) and θ n (s) are the corresponding subgradients,respectively, expressed as
where f s,opt [n], P s,opt [n] and t s,opt [n] are the optimal solutions at the sth iteration.
C. UAV TRAJECTORY OPTIMIZATION
For any given the transmit power of the user, the CPU frequency as well as the offloading time, the UAV trajectory problem of (10) can be optimized by solving P 4 . 2 
where the equality holds when
A+z , where γ is a nonnegative constant and A is a constant. Since G (z) is convex with respect to A + z, (A + z ≥ 0). By using the first-order Taylor expansion of convex function to expand G (z) at the given z 0 , the global underestimation can be obtained as
is the derivative of the function G (z) at the given z 0 .
Applying Theorem 2 to problem P 4 , we can get the approximate optimization problem P 5 , given as
By iteratively solving P 5 , the optimal UAV trajectory q u [n] for maximizing computation efficiency problem can be obtained. P 5 is convex problem and it can be readily solved by using standard convex optimization platforms, such as CVX [29] .
D. OVERALL ALGORITHM AND CONVERGENCE
Based on the solving process of the original problem, a two-stage alternating iteration algorithm is summarized in Algorithm 1. The convergence analysis for the two-stage alternating iteration algorithm is presented as follows.
For convenient presentation, let p, f , t and respectively. η (p, f , t, q), η pft (p, f, t, q) and η q (p, f, t, q) are the objective values of P 1 , P 2 and P 4 , respectively. In the first stage, since the optimal solutions of problem P 2 are obtained for any given q, it follows that
where p i+1 and f i+1 are the optimal transmit power and the optimal offloading time obtained by (13), respectively. t n+1 is the optimal CPU frequencies obtained by (14) . Because the first-order Taylor expansions in (18) is tight at the given local points, the following equation can be obtained, given as
In the second stage, for the given p i+1 , f i+1 , and t i+1 in the step 3 of Algorithm 1, we have
where (a) holds since P 4 is solved optimally with solution p i+1 , f i+1 , and t i+1 ; (b) holds since the objective value of P 4 is the lower bound of the origin problem. Based on (21)- (23), one has
It indicates that the objective value of P 1 is not decreased after each iteration of our proposed alternating iteration algorithm. Since the objective value of P 1 is the upper bound with a finite value, our proposed alternating iteration algorithm guarantees convergence. At Algorithm 1, when R opt − ηE opt = 0, the optimal resource allocation strategy and the maximum computation efficiency are obtained, where Table 1 shows the details for Algorithm 1.
IV. SIMULATION RESULTS
In this section, simulation results are provided to verify the computational performance of our proposed joint optimization scheme is significantly better than those of other benchmark schemes. The simulation parameters are based on previous works in [23] and [33] . The detail simulation parameters are shown in Table 2 . Fig. 3 shows the trajectories of the UAV under different schemes. The position of the user is randomly set to q = [3, 8] . In the straight trajectory scenario, the flight speed of the UAV is constant, and the UAV flies from the initial point to the end point with a straight trajectory. In the semi-circle trajectory scheme, the flight path of the UAV is a semicircle, in which the diameter of the semicircle is ||q F − q 0 ||. The optimal trajectory is obtained by using our proposed Algorithm 1. The maximum consumed energy of the user is set as E th = 1 joule. Under the proposed optimal trajectory, the UAV flies smoothly along the curve, and its flight path is closer to the user than those of the other two schemes. This indicates that when the UAV is close to the user, the transmission distance becomes shorter, which can provide the user with better communication channel quality and computing services to improve the computation efficiency. Fig. 4 shows the UAV trajectories under our proposed computation efficiency (CE) maximization scheme and the computation bits (CB) maximization scheme. The maximum consumed energy of the user is also set as E th = 1 joule. It can be seen from Fig. 4 that the trajectory of the UAV is close to the user. And when the UAV closes to the user, the trajectory point becomes denser. The same trajectory characteristics can also be seen in Fig. 3 . The reason is that the UAV can hover properly, and adjusts the transmit power to the user according to its position at each moment to establish a more effective communication link with the user. It also can be seen that under the CE scheme, the trajectory of the UAV is closer to the user than that of the CB scheme. The reason is that the CE scheme considers both the computation bits and the consumed energy, and it is possible to achieve a good tradeoff between them, while the CB scheme aims to maximize the computation bits. Fig. 5 shows the computation efficiency of the user versus the maximum consumed energy under different trajectories. As shown in Fig. 5 , the computation efficiencies obtained by three schemes all increase with the maximum consumed energy. Moreover, the user's computation efficiency obtained by using our proposed joint optimization scheme is the largest among that of the straight trajectory and semi-circle trajectory schemes. Moreover, the computational efficiency gap between that achieved with our proposed trajectory and those obtained with the straight trajectory and semi-circle trajectory increases. This indicates that the proposed resource allocation scheme for joint optimization of the UAV trajectory is more efficient for improving the computation efficiency. 6 illustrates the computation efficiency versus the maximum consumed energy in different modes. The local computing mode is that the user only performs local computing, and the global offloading mode is to completely offload the computing tasks to the MEC server for calculation. Both the two benchmark schemes jointly optimize the trajectory of the UAV. The simulation results of the partial offloading mode is obtained by using our proposed Algorithm 1. As shown in Fig. 6 , the computation efficiency obtained in the partial offloading mode is more efficient compared to the other benchmark schemes. Because the user can flexibly allocate resources according to the quality of the channel state information for computation offloading and local computing under the partial offloading mode. Moreover, the performance of the global offloading mode is better than that of the local computing mode. The result is the same as [32] . Moreover, the computation efficiency of the user increases with the maximum consumed energy. The reason is that as the user's energy increases, the user has more energy to perform local computing or computation offloading. Furthermore, the computation efficiency does not change as the energy increases under the local computing mode. It can be explained by the fact that when the maximum consumed energy value is 1 joule, the computation efficiency of the user achieves its maximum. After that, the user does not need more energy to improve computing efficiency. Fig. 7 shows that the computation efficiency versus the maximum consumed energy under the CE maximization framework and the CB maximization framework. As can be seen in Fig. 7 , the computation efficiency of the proposed CE framework is higher than that of the CB maximization framework, and the gap between them is gradually increased. This is similar to the simulation results shown in Fig. 4 . It can be explained by the fact that CE maximization focuses on maximizing the computation efficiency of the user while CB maximization is to maximize the computation bits. Next, in Fig. 8 , the convergence performance of our proposed algorithm is shown. The maximum consumed energy of the user is set as 1.5 joule, 1.8 joule, 2 joule. It can be seen from Fig. 8 that for different maximum consumed energies of the user, the computation efficiency achieving the maximum value only takes 5-6 iterations. Thus, our proposed alternate iterative algorithm has a faster convergence rate.
V. CONCLUSION
The computation efficiency maximization problem was studied in a UAV-enabled MEC system. we jointly optimized the CPU frequencies, the offloading times, the transmit power of the user and the trajectory of the UAV to formulate the computation efficiency maximization problem. To solve the non-convex problem, a two-stage alternative optimization algorithm was applied. Simulation results reveal that the computation efficiency maximization scheme has higher computational efficiency than other benchmark schemes. It also proved that our algorithm has good convergence. In our future work, computation efficiency maximization problem will be extended into the multi-UAV and multi-user scenario.
APPENDIX A PROOF OF THEOREM 1
According to (12) , the Lagrangian of optimization problem P 3 is obtained by (25) , as shown at the top of this page, where is a set of all variables in the optimization problem P 3 . Next, the Lagrangian dual function of P 3 is given as
It can be seen from (26), P 3 is equivalent to its dual problem. So, we can get the optimal solution of P 3 by solving the dual problem, one has
Next, based on (27), the dual problem is similar during each time slot, so it can be converted into N independent subproblems, which can be expressed in (28) , as shown at the top of this page. Thus, differentiating the Lagrangian of P 3 with respect to P[n] and f [n], respectively. one has 
