This paper applies variational data assimilation to inundation problems governed by the shallow water equations with wetting and drying. The objective of the assimilation is to recover an unknown time-varying wave profile at an open ocean boundary from inundation observations. This problem is solved with derivative-based optimisation and an adjoint wetting and drying scheme to efficiently compute sensitivity information. The capabilities of this approach are demonstrated on an idealised sloping beach setup in which the profile of an incoming wave is reconstructed from wet/dry interface observations. The method is robust against noisy observations if a regularisation term is added to the optimisation objective. Finally, the method is applied to a laboratory experiment of the Hokkaido-Nansei-Oki tsunami, where the wave profile is reconstructed with an error of less than 1% of the reference wave signal.
Introduction
Wetting and drying plays an important role in coastal research for the study of tsunamis (Kowalik et al., 2005) , storm surge hazards (Westerink et al., 2008) , tidal flats and river estuaries (Zhang et al., 2009; Xue and Du, 2010; Kärnä et al., 2011) , and other flooding events (Song et al., 2011) .
Many algorithms have been proposed for the simulation of wetting and drying processes, both for the shallow-water equations (Medeiros and Hagen (2013) and the references therein) and for the Navier-Stokes equations (Funke et al., 2011) .
In addition to the pure simulation of wetting and drying problems, it is often desirable to study the sensitivity of the result with respect to changes in the input parameters such as initial and boundary conditions. The key for the efficient computation of these sensitivities is the adjoint approach (Errico, 1997; Gunzburger, 2003) . In the context of shallow water modelling without wetting and drying, adjoint models have been successfully used in various applications, ranging from data assimilation (Bagchi and Brummelhuis, 1994; Gejadze and Copeland, 2005; Chen and Navon, 2009 ) and parameter identification (Ding and Wang, 2005) , to wave and flood control (Kawahara and Kawasaki, 1990; Katopodes, 1996, 2000; Ding and Wang, 2006; Samizo and Kawahara, 2011) . Blaise et al. (2013) successfully reconstructed the initial condition for a tsunami simulation from buoy measurements, but also emphasized the importance of including wetting and drying in the adjoint model as future work.
The main contribution of this paper is the development of an adjoint model for the shallow water equations with wetting and drying. The adjoint model computes the sensitivity (or gradient) of the wet/dry interface with respect to boundary conditions at a computational cost equivalent to one linearised shallow water solve. The adjoint model is then used to efficiently solve data assimilation problems with gradient-based optimisation. The goal of the data assimilation here is to reconstruct the wave height boundary values that lead to an observed wet/dry interface.
Shallow water model with wetting and drying

Continuous formulation
The non-linear shallow water equations with appropriate initial and boundary conditions are considered here in the form
where Ω ⊂ R 2 is the domain of interest, T is the final time, u is the unknown depth-averaged velocity, η is the unknown free-surface displacement, h describes the static bathymetry, H = η + h is the total water depth, u 0 and η 0 are the initial conditions, and n is the normal vector on the boundary. The water height variables are sketched in figure 1a. The domain boundary is divided into ∂Ω S , where a no-normal flow condition is imposed, and ∂Ω D , where a Dirichlet boundary condition prescribes the free-surface displacement η D . The remaining parameters are the gravitational force g and the friction coefficient in the Chézy-Manning formulation (Hervouet, 2007) c f (H) = gµ 2 H 1/3 , where µ is the user specified Manning coefficient. In its standard form, the shallow water equations do not account for wetting and drying processes. With wetting and drying, the domain Ω becomes an unknown variable itself, described by all points where the total water-level is positive. Hence, equations (1) are extended by the domain equation
The numerical treatment of wetting and drying is challenging, and various extensions have been proposed and are reviewed in Medeiros and Hagen (2013) . A classical approach is to mark individual mesh elements in the computational domain as wet or dry and remove dry elements from the time step The modified water depth variables for the wetting and drying scheme by Kärnä et al. (2011) .
computation. However, the elemental wet/dry conditions usually involve discontinuous functions, which complicates the development of the adjoint system. This can be seen in the work of Miyaoka and Kawahara (2008) , where the wetting and drying algorithm was ignored in the adjoint computation; instead, the adjoint shallow water equations without wetting and drying were solved only in the wet area. Such an approach cannot provide the sensitivity of the wet/dry interface, which is needed here for the data assimilation. Therefore, we use an alternative wetting and drying algorithm proposed by Kärnä et al. (2011) , motivated by the fact that their numerical scheme is differentiable. The wetting and drying algorithm developed is based on the idea of replacing the static bathymetry h with a dynamic bathymetryh, which moves such that the water level remains always positive. This dynamic bathymetry is defined ash (x, t) :
where f is a smooth function that ensures the positiveness of the total water depth, that is:
The modified variables for the dynamic bathymetry approach are sketched in figure 1b. For the function f , Kärnä et al. (2011) suggest a smooth ap-proximation of the maximum operator:
This function choice, plotted in figure 2a, is also used in this work. The parameter α > 0 controls the accuracy of the approximation to the max operator. Kärnä et al. (2011) provides a guideline for determining a suitable estimate for this parameter:
where d e is a typical length scale of a representative element in the computational mesh. By ensuring that α → 0 as the mesh size goes to zero, this ensures consistency of the discretisation with the nonsmooth equations. The modified shallow water equations that include wetting and drying are obtained from the original equations (1) by replacing the total depth H with its dynamic variantH and including the time derivative of the dynamic bathymetryh in the continuity equation to account for the temporal variability of the bathymetry:
To avoid non-differentiable functions in the continuous formulation, the norm operator in (6) is replaced by a smooth approximation:
with the same α constant as above. A plot of this approximation function is given in figure 2b.
Spatial discretisation
The modified shallow water equations (6) are discretised in space with a mixed continuous-discontinuous finite element method. A general introduction to discontinuous Galerkin methods can be found in Hesthaven and Warburton (2008) . The discrete function spaces are constructed with the P1 DG -P2 finite element pair (Cotter et al., 2009; Comblen et al., 2010) . Let V and W denote the associated function spaces for the velocity and free-surface displacement fields, respectively. The weak formulation is obtained by multiplying the two partial differential equations in (6) with test functions Ψ ∈ V and Φ ∈ W and integrating over the domain Ω. The resulting discretised variational problem is to find u ∈ V, η ∈ W such that ∀ Ψ ∈ V, Φ ∈ W :
Here, E denotes the interior mesh facets and the superscripts + and − are used to distinguish between the two facet values for the discontinuous functions. {u} represents the downwind value of u, i.e.:
{u} := u · n if u · n < 0, 0 otherwise, and u denotes the jump of u across the facet side:
Note that the above formulation includes a simple upwinding scheme for the advection term, which is obtained by integrating the advection term by parts, replacing the advected velocity at the inflow facets with the upwind velocity and then integrating by parts again. The no-normal flow boundary condition has been weakly enforced by neglecting the surface integrals associated with the domain boundary ∂Ω S in equation (7b). Similarly, the pressure term in the momentum equation (7a) is integrated twice by parts to weakly enforce the Dirichlet boundary condition on ∂Ω D . As discussed in Kärnä et al. (2011) , volume conservation is only satisfied if the integrals featuring the continuity equation (7b) are evaluated accurately. SinceH is not a polynomial function, standard quadrature rules cannot evaluate these integrals exactly. Section 2.4 investigates this issue and shows how the quadrature degree affects the volume conservation. Another difficulty is to ensure thatH is positive everywhere also at the discrete level. Kärnä et al. (2011) uses piecewise linear elements forH and exploits the fact that functions based on linear finite elements take their extrema at vertices. Therefore a nodewise projection forH ensures a domain-wide positive water level. To circumvent this problem for the quadratic elements used here to represent water depth,H itself is never stored as a discrete function, but is instead reevaluated for each quadrature point using equation (3).
Temporal discretisation
Following Kärnä et al. (2011) , the weak equations (7) are discretised in time using the diagonally implicit Runge-Kutta scheme DIRK (2,3,2) (Ascher et al., 1997, §2.5) , This is a second-order, L-and S-stable scheme, which allows for large time steps in the time integration.
The continuous time period is split into discrete levels with associated time steps ∆t. For each time level, DIRK schemes solve a sequence of stages, each of which requires solving a system of non-linear equations. For brevity, we write the weak equations (7) in the shortened form:
Let the superscript n denote the time level and superscripts i and j denote DIRK stages. The computation of time level n involves the following steps:
• For each stage i = 1, . . . , s solve the following non-linear system for intermediate solutions u i and η i :
Each stage has an associated time level of t i = t n + c i ∆t which is used to evaluate the forcing terms. The coefficients a i,j and c i depend on the specific Runge-Kutta method and are defined below.
• A final stage linearly combines the intermediate solutions to obtain the solution at the next time level u n and η n :
Again, the coefficients b j depend on the specific Runge-Kutta method used.
In general, the Runge-Kutta coefficients a ij , b j and c i are defined compactly in the form of a Butcher tableau:
The Butcher tableau for the DIRK (2,3,2) scheme used in this work is given by (Ascher et al., 1997, §2.6 ):
Verification
The shallow water model with wetting and drying was implemented using the FEniCS framework (Logg et al., 2011) . The implementation was verified with the commonly used 'Thacker' test case for which an analytical solution is known (Thacker, 1981) .
The Thacker test considers an undamped wave in a flat, bowl shaped basin where wetting and drying occurs on its sides. The domain consists of a circular basin with a parabolic depth
where L and h c are positive constants describing the basin's radius and depth at its centre, respectively. The analytical solution satisfies the shallow water equations with wetting and drying, (1) and (2), without bottom friction, that is µ = 0 and is:
and η c is the maximum free-surface displacement at the basin's centre. The parameters for the numerical tests were chosen to be consistent with Balzano (1998) : L = 430.62 km, h c = 50 m, η c = 2 m and a gravity magnitude of g = 9.81 m/s 2 . This results in a periodic free-surface oscillation with a 12 h period, see figure 3 .
The Thacker test case was numerically solved on four meshes with increasing resolution (figure 4). To ensure that the domain is sufficiently large to capture the wetting and drying process, the computational domain consists of a circle with radius 496.20 km, in accordance to Kärnä et al. (2011) . The simulation was carried out for 24 h with a time step of 300 s. This time step is small enough to ensure that the spatial error dominates the temporal discretisation error: performing the convergence analysis with a time step of 150 s resulted in similar convergence results. The smoothness constant α is estimated using equation (5) and yields α ≈ 2.4 m for the finest mesh. Subsequent numerical experiments showed that this value can further be reduced to α = 1.8 m without compromising the stability of the simulation. Hence, this reduced value was used for the finest mesh, and linearly increased with the mesh element sizes for the coarser meshes (that is α = 1.8, 3.6, 5.4, 7.2 m for the 10, 20, 30, 40 km element size meshes, respectively).
The model implementation was verified by repeating the convergence test performed by Kärnä et al. (2011) and comparing the resulting order of convergence. The error measure is defined as:
whereη :=H − h andη exact := max(η exact , −h) are the numerical and analytical solutions that take the bathymetry into account. The numerical errors for the four meshes are plotted in figure 5. The average convergence rate is 1.46, which is consistent with the observed order of convergence of 1.47 in Kärnä et al. (2011) .
Volume conservation
As discussed in section 2.2, it has to be assessed whether, and to what extent, the finite quadrature rule affects volume conservation. Furthermore, volume conservation might be affected by the tolerance setting of the Newton solver which is used to solve the non-linear problem at each timestep.
To study the conservation of volume, the Thacker test case introduced in the previous section was used. It consists of a closed domain and therefore the fluid volume should remain constant throughout time. Using the setup with the coarsest mesh from the previous section, the Thacker test case was solved for a combination of different quadrature degrees and Newton tolerances. For each combination, the maximum relative error in the volume conservation was computed as
where V (t) := ΩH (t) dx is the total fluid volume at a time t.
The results of these tests are listed in table 1. The volume conservation error is largely dominated by the tolerance of the Newton solver while the quadrature degree has only marginal influence. The numerical simulations that follow use a quadrature degree of 20 and a relative Newton solver tolerance of 10 −9 .
Validation
The validation of the forward model is outside the scope of this work. However, it should be noted that the wetting and drying scheme employed here has previously been applied to the Scheldt estuary and the North Sea, and validated against tidal stations with good results in Kärnä et al. (2011) and Gourgue (2011) . 3. The data assimilation problem
Formulation as an optimisation problem
This section formulates the problem of reconstructing the profile of an incoming wave from inundation observations as an optimisation problem constrained by the shallow water equations. This will allow us to apply techniques such as gradient-based optimisation methods and the adjoint model to efficiently solve the data assimilation problem.
The goal quantity that we aim to minimise measures the misfit between an observed and the simulated wet/dry interface at all time levels. For that, we map the simulated water height η to an indicator function which approaches 1 in dry and 0 in wet areas. By noting that η ≥ h in wet and η < h in dry areas (see figure 1a) , this indicator function is defined as H(η − h) where H is a smooth approximation of the Heaviside step function:
where α controls the smoothness of the approximation. A plot of this approximation in given in figure 2c . Given some observations d of a wet/dry interface (that is, d is an time-varying function that approaches 1 at dry and 0 at wet points), we define the goal quantity as
The first term quantifies the discrepancy between simulated and observed wet/dry interfaces, while the second term is a regularisation term that enforces temporal smoothness in the boundary displacement: a larger β value results in smoother boundary displacement in the reconstructed profile. The optimisation parameters are the Dirichlet boundary values η D at each time level in the shallow water equations (6). For simplicity, in our computations it is assumed that the boundary values only vary in time and are constant in space. For spatially varying boundary conditions, the functional 12 would need to be extended by an additional spatial regularisation term. Note that the computation of the Runge-Kutta stages requires the Dirichlet boundary values at intermediate time levels, see section 2.3. These values are obtained by linearly interpolating the boundary values from the two neighbouring time levels.
We can now state the data assimilation problem as an optimisation problem with the shallow water equations as a constraint:
Adjoint model implementation
In order to efficiently solve the optimisation problem (13), the total derivative of the goal quantity with respect to the optimisation parameters, dJ/dη D , is required. This quantity is here computed by solving the adjoint equations.
For the mathematical derivation of the adjoint shallow water equations we refer the reader to Funke (2012, §5.4 .4 and appendix C). The adjoint model was automatically generated using the FEniCS extension dolfin-adjoint (Farrell et al., 2013) . dolfin-adjoint derives the adjoint model, and the derivative computation, directly from the discretised shallow water equations. This has the advantage that the derivative is also the derivative of the discrete shallow water model, rather than just another approximation of the non-discrete derivative. Without this discrete consistency, the derivative might a bad descent direction for the optimisation, and one would need to use a more robust optimisation methods.
The adjoint implementation was verified with the Taylor remainder convergence test (Funke, 2012, §2.5.6) . Its application to a simple example yielded the expected first-order convergence without gradient information, and second-order convergence with gradient information. Furthermore, the Taylor remainder convergence test was successfully applied to the first ten optimisation iterations of all numerical examples in this paper. This gives high confidence that the adjoint system and the gradient computation are correctly implemented.
Numerical examples
This section performs numerical experiments on two data assimilation problems with inundation observations. In both cases, the resulting optimisation problems (13) were solved with the limited memory BFGS method with bound support (L-BFGS-B) from SciPy (Byrd et al., 1995; Jones et al., 2001) . The L-BFGS-B method belongs to the class of quasi-Newton algorithms that use an approximation of the Hessian matrix based on a limited number of functional gradients (here 10).
In order to be able to investigate the effectiveness and robustness of the wave reconstruction, we apply the method to synthetically generated observations of the wet/dry interface. The synthetic observations were obtained by first choosing a Dirichlet boundary condition η exact D , then solving the shallow water model, and recording the wet/dry interface at each timestep as H(η − h). Using these records as the observations d in the goal quantity (12) guarantees that the chosen Dirichlet boundary condition η exact D is a solution to the optimisation problem (13).
Wave profile reconstruction on a sloping beach
The first data assimilation problem consists of a long, thin sloping beach with an incoming wave on the deep side. The goal is to reconstruct the wave profile based on observations of the wet/dry interface.
The computational domain is an adaption of a wetting and drying test case considered by Balzano (1998) . It consists of a linearly increasing slope of 1.2 km width and 20.7 km length. The left end of the slope is 5 m below, and the right end 2.5 m above the reference water level, see figure 6a. The The model inputs to be reconstructed by the data assimilation are chosen to be the free-surface displacement values on left boundary for each time level, except during the final 2 h. The final 2 h cannot be reconstructed because the boundary values have no influence on the wet/dry interface due to the finite wave speed.
Sinusoidal wave profile without noisy observations
In a first experiment, the reference Dirichlet boundary η exact D consists of one sinusoidal wave with p := 12 h period and 1 m amplitude (figure 7a):
The observations d in the goal quantity (12) as an initial guess. As expected, the algorithm terminated after the first iteration, reporting that the first-order optimality conditions hold (i.e. the gradient of the goal quantity is zero).
Next it was tested if the reference Dirichlet boundary condition can be reconstructed without prior information. For that, the optimisation problem (13) was solved with β = 0 and an initial guess of η D = 0. The optimisation algorithm was terminated once the relative change of the functional value in one optimisation iteration dropped below 10 −9 . With that setup, the optimisation finished after 17 iterations, see figure 7d . Figure 7c shows that the reference Dirichlet condition was accurately reconstructed. The maximum discrepancy of the incoming wave profile is 0.1 cm, which corresponds to a relative reconstruction error of 0.1 %.
To test the impact of the smoothing parameter we increased α from 0.43 m to 1.8 m. The results are shown in figure 8. Compared to the previous experiment, the smoother gradient at the wet/dry interface can clearly be seen. With this setup, the optimisation algorithm terminated after 14 iterations and reconstructed the incoming wave profile up to a maximum error of less than 0.03 cm. Overall, the reconstruction seems to work well for different α values, however, a large smoothing constant can cause unphysical results as described in Kärnä et al. (2011) .
Sinusoidal wave profile with noisy observations
So far the experiments were performed with perfect observations in the sense that the same model was used to produce the observations and to reconstruct the wave profile. To avoid this 'inverse crime', we repeated the experiment with pointwise Gaussian noise added to the observations d. The noisy observations are shown on the upper frames of figure 9 for two different noise levels. The impact of the noise on the observations is clearly visible.
With noisy observations it becomes important to regularise the problem in order to avoid the model describing the noisy data rather than the physical relationships, also known as overfitting. For comparison, we repeated the reconstruction for three different regularisation values: β = 4 × 10 9 , 4 × 10 10 , 4 × 10 11 . These were chosen such that the functional terms are approx- imately of the same magnitude at the beginning of the optimisation. The results are shown in figure 9 . The quality of the reconstructed wave profiles depends clearly on the regularisation term. The larger β is, the smoother and flatter the wave profile becomes. Considering the reference wave profile 10a, a value of β = 4 × 10 10 yields robust results for both noise levels in this example.
Composed sinusoidal wave profile
The next experiment demonstrates that a more complex wave profile can be reconstructed. For that, the previous example is repeated with a reference Dirichlet function η exact D that is the composition of two sinusoidal functions with different periods (figure 10a):
where p := 12 h. The smoothing value is again α = 0.43 m. The observations are generated in the same way as in example 4.1.1 and are plotted in figure 10b . In this case, the optimisation tolerance was reached after 141 iterations. The results in figure 10 show that the wave was successfully reconstructed. The maximum error is 1.2 cm, or a relative error of 1.2 %. Comparing the required numbers of iterations to the previous experiments indicates that the shape/complexity of the wave profile to be reconstructed impacts the convergence rate of the optimisation method.
Reconstruction of the Hokkaido-Nansei-Oki tsunami wave profile
The second data assimilation problem is motivated by the question of whether it is possible to reconstruct a tsunami wave profile from satellite observations that record the inundation line over time. The considered event is the Hokkaido-Nansei-Oki tsunami that occurred in 1993 and produced runup heights of up to 30 m on Okushiri island, Japan. The Central Research Institute for Electric Power Industry (CRIEPI) in Abiko, Japan constructed a 1/400 scale laboratory model of the area around the island (Matsuyama and Tanaka, 2001) . Following Yalciner et al. (2011) Reconstructed wave, β = 4.0 · 10 11 Figure 9 : Results of the wave profile reconstruction on a sloping beach with a sinusoidal incoming wave profile, a smoothing value α = 0.43 m and pointwise Gaussian noise added to the observations with standard deviation σ = 0.1 (left) and σ = 0.5 (right). Different regularisation values β were used to control the smoothness of the reconstructed wave. The final 2 h of the wave profile are excluded from the reconstruction. The optimisation was initialised with a wave profile of 1.05 × 10 −3 m for all time levels, which corresponds to the final free-surface displacement of the input wave. For the same reason as in the examples above, the final 2 s of the Dirichlet boundary values were then reset to the reference Dirichlet boundary values and excluded from the reconstruction. Furthermore, a box constraint was used to restrict the minimum and maximum free-surface displacement to −1.5 cm and +2 cm. Without these constraints the optimisation generated unrealistically large Dirichlet boundary values at an intermediate iteration for which the Newton solver in the shallow water model diverged.
The optimisation iteration converged after 67 iterations. The results are shown in figure 12 . The incoming wave was reconstructed up to an absolute error of 9 × 10 −4 cm, or a relative error of less than 6 × 10 −4 %.
Summary
A shallow water model with wetting and drying and its adjoint model has been developed and used to reconstruct an incoming wave profile from inundation observations. The reconstruction is formulated as an optimisation problem which minimises the difference between the observed and the simulated wet/dry interface and solved with an efficient gradient-based optimisation method. This problem setup is a step towards reconstructing unknowns such as the tsunami source and wave profile from real inundation data that is available from historical data or satellite imaging.
Numerical experiments demonstrate that, under idealised conditions, the profile of the incoming wave can be accurately recovered. Furthermore, an experiment with added Gaussian noise in the observations showed robustness with respect to noisy data. However, multiple question remain unanswered. In particular, we lack convergence analysis for the regularised continuous problem to the nonsmooth, free-boundary problem. Similarily, convergence analysis of the discretisation of the regularised continuous problem is lacking. Furthermore, a mesh-independent optimisation method should be employed to obtain improve performance, in particular for setups with spatially varying wave profiles or adaptive-timestepping. Finally, experiments with real observations are needed to fully exclude inverse crimes.
The initial results of the paper are promising and motivate future research in this direction: for example, the robustness of the data assimilation should be tested against partially missing observations. In this case, the regularisation parameter β will play an important role to enforce smoothness of the reconstructed wave profile. Another direction is to overcome the shallow water assumption, as it might not accurately capture important physical processes. One possibility is to replace the shallow water model with a three-dimensional wetting and drying model. 
