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Abstract
Dilute magnetic semiconductors (DMSs) are ideal candidates for spintronic devices as they
exhibit both semiconducting and magnetic properties. The defining feature of a DMS
material is the exchange interactions between the magnetic ions and the band electrons
and holes, which leads to many of the spin behaviours observed. A fundamental property
of DMSs is that a relatively small external magnetic field can cause enormous Zeeman
splittings of the electronic energy levels, which allows separating of states with different
spins. The giant Zeeman effect present in the DMS systems also leads to the possibility
of trapping quasiparticles in an inhomogeneous magnetic field.
In this thesis the effect of inhomogeneous magnetic fields on excitons in a DMS quan-
tum well is investigated. We look at the possibility of trapping excitons in hybrid structures
composed of a DMS quantum well placed a few nanometres below a nanoscale and mi-
croscale ferromagnetic disk and a ferromagnetic strip. Quasiparticles in a DMS quantum
well are shown to undergo a splitting between band states for different spin components
due to the giant Zeeman interaction. Due to the inhomogeneous magnetic field created
by a nanoscale ferromagnetic disk in the vortex state the quasiparticles are found to be
confined in a small region on the quantum well. The behaviours of excitons in the pres-
ence of both a homogeneous and inhomogeneous magnetic field is then discussed. The
binding energy of a heavy hole exciton in a finite DMS quantum well in the presence of a
homogeneous is calculated. The study is extended to look at excitons in the presence of
an inhomogeneous magnetic field. The behaviour of excitons in the presence of a inhomo-
geneous magnetic field, is found to depend on the type of magnetic field, and is shown to
be different for a magnetic field created by a microscale and nanoscale ferromagnetic disk
and a ferromagnetic strip.
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The success of semiconductor electronics has been built on the charge degree of freedom,
and therefore the key parameter is the charge of the electrons or holes. Integrated circuits
operate by controlling the flow of carriers through the semiconductor by applied electric
fields, and until recently, the spin of the electron was ignored in mainstream charge based
electronics. However, currently there is considerable interest in a new type of spin elec-
tronics called spintronics, where not just the electron charge but also the electron spin
carries information, and this offers opportunities for a new generation of devices [1][2]. The
discovery in 1988 of the giant magnetoresistive effect (GMR) is considered the beginning
of this new spin based electronics [3].
Spintronics exploits the intrinsic spin of the electron and its associated magnetic mo-
ment, in addition to its fundamental electronic charge. Either adding the spin degree of
freedom to conventional charge based electronic devices or using the spin alone has the
potential advantages of non volatility, increased data processing speed, decreased electric
power consumption, and increased integration densities compared with conventional semi-
conductor devices [1]. Traditional approaches to using spin are based on the alignment of a
spin (either up or down) relative to a reference (an applied magnetic field or magnetisation
orientation). Device operations then proceed with some quantity (e.g electrical current)
that depends in a predictable way on the degree of alignment. There are two directions
for semiconductor spintronics; one is semiconductor magneto electronics, where the mag-
netisation direction is important, and the other is quantum information technology based
on the spin degree of freedom in semiconductors [4].
A valuable testing ground for spintronics, for various theoretical ideas and device
applications, comes from dilute magnetic semiconductors (DMSs), which simultaneously
exhibit both semiconducting and ferromagnetic properties [5][6]. DMSs are created by
dilute doping of magnetic ions (usually a few percent, and usually transition metals) into
the semiconductor, giving rise to localised magnetic moments in the semiconductor [7][8].
In physics, quasiparticles are characterised as that of a single particle in a system, including
the effect the particle has on the system. It can be roughly defined as the combination of
a particle and its influence on the local environment. The most well known quasiparticles
are the electron, hole and exciton quasiparticle. Due to the giant Zeeman interaction in a
DMS, an inhomogeneous magnetic field produced by a nanoscale/microscale ferromagnetic
disk can act as an effective potential that can trap quasiparticles in the quantum well.
This thesis looks at Cd1−xMnxTe DMS quantum wells, as an interesting system for
studying excitons in a DMS quantum well in the presence of an inhomogeneous magnetic
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field. Chapters 2, 3, 4 and 5 cover the main results of this work. Chapter 2 looks at
the bandstructure of the conduction and valence band in a semiconductor within the
framework of ~k · ~p theory which forms the framework for later work. Two models within
this theory will be discussed, namely the Kane and Luttinger Kohn model. Chapter 3
looks at the splitting between band states for different spin components of quasiparticles
in a DMS quantum well placed a few nanometres below a nanoscale ferromagnetic disk in
the vortex state. The magnetic field profile for a single vortex from this ferromagnetic disk
is also discussed. Chapter 4 and 5 looks at the behaviours of excitons in these systems,
in the presence of both a homogeneous and inhomogeneous magnetic field. Chapter 6
concludes the work with an overview of the findings, and an outlook for the future of
research in this area. In all chapters lengthy derivations are demoted to appendices.
1.1 Dilute magnetic semiconductors
As mentioned previously DMSs are non magnetic semiconductors doped with a few per-
cent of magnetic elements, usually transition metals, which produce localised magnetic
moments in the semiconductor, Figure (1-1). These magnetic moments usually originate
from the 3d or 4f shells of the transition metals. The presence of such ions randomly
distributed in the host lattice gives rise to two kinds of interactions, firstly the sp-d (sp-f)
exchange interaction between the localised d (f) electrons of the magnetic ions and the
delocalised electrons (s orbital like) and holes (p orbital like). Secondly is the d-d (f-f) in-
teraction between the ions themselves. When a semiconductor contains localised magnetic
moments, its band structure will be modified by the exchange interaction of these mo-
ments with the band electrons. DMSs exhibit a variety of effects via these spin exchange
interactions that are not present in nonmagnetic semiconductors [7].
1.1.1 Properties of Cd1−xMnxTe
In their crystal structure, as well as mechanical, optical and electrical properties, DMSs are
qualitatively similar to their non magnetic parent compounds. Hence the crystal structure
of Cd1−xMnxTe, in which a fraction x of the Cd atoms are substituted by Mn2+, resembles
that of CdTe. Similar to CdTe, Cd1−xMnxTe crystallises in the zincblende structure,
and is a direct gap semiconductor with the band extrema at the Γ point, Figure (1-2).
There is a limit to the concentration of magnetic ions that can be incorporated into the
compound without the resulting alloy changing its crystal structure to a form other than
zincblende. For Cd1−xMnxTe values of x less than 0.77 respectively are necessary to
ensure a zincblende structure [7]. Cd1−xMnxTe is one of the most intensively studied of
the AII1−xMnxBVI type DMSs. These AII1−xMnxBVI type DMSs are interesting subjects of
spintronics for the three following reasons. Firstly, the parameters which determine the
band structure of the material such as the energy gap, and the lattice parameter can be
varied by appropriately changing the Mn concentration x in the crystal. With increasing
x the energy gap Eg increases, to the point that the originally opaque material eventually
becomes transparent to the visible. This variation is given by
Eg(300K) = (1.528 + 1.316x) eV,
Eg(4.2K) = (1.606 + 1.592x) eV, (1.1)
2
Figure 1-1: Three types of semiconductors: (a) a magnetic semiconductor with a periodic array
of magnetic elements; (b) a dilute magnetic semiconductor containing a fraction of magnetic ions;
(c) a nonmagnetic semiconductor which contains no magnetic ions. Adapted from from Ref. [9].
Figure 1-2: Schematic diagram showing the difference between a direct and indirect bandgap
semiconductor.
Figure 1-3: Phase diagram for Cd1−xMnxTe showing the paramagnetic, spin glass and antiferro-
magnetic phase. Taken from Ref. [10].
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for x < 0.77 [7]. The lattice parameter of Cd1−xMnxTe obeys Vegard’s law [11] and is
given by
a0 = (1− x)aCdTe + xaMnTe, (1.2)
where aCdTe = 6.4810 A˚ and aMnTe = 6.338 A˚ are the lattice parameters of CdTe and the
hypothetical zincblende MnTe [7][12][13]. The lattice parameter decreases linearly with
increasing Mn2+ content. Secondly, the magnetic properties of these DMSs include para-
magnetic, spin glass and antiferromagnetic behaviour, depending upon the magnetic ion
concentration and temperature. Thirdly is the exchange interaction between the localised
magnetic moments of the Mn2+ ions and the conduction and valence band electrons which
results in a series of features which are unique to DMS, most importantly of which is the
giant spin splittings of the electronic states which will be discussed below [7].
1.1.2 Magnetic Properties of Cd1−xMnxTe
As already mentioned, depending on the magnetic ion concentration and temperature
Cd1−xMnxTe can have a paramagnetic, antiferromagnetic, or spin glass magnetic phase
as shown in Figure (1-3) [14][10][15]. The regions marked P, S, and A can be loosely
identified as paramagnetic, spin glass, and antiferromagnetic regions. For small values of
x the system behaves in the paramagnetic fashion, and the Mn2+ spins can be regarded as
isolated and independent from one another. In the paramagnetic state this magnetisation
is related to the manganese concentration and to the average value of the manganese spin
component 〈Sz〉 as [7]
M(x,B, T ) = −gMnµBN0x 〈Sz〉 , (1.3)
where gMn = 2 is the magnetic ion Mn2+ g factor, µB is the Bohr magneton, and N0 is
the number of unit cells per unit volume. When the concentration of the Mn2+ ions is







where J = 5/2 is the total angular momentum of the Mn2+ ions, kB is the Boltzmann












As x is increased, the antiferromagnetic interactions between the magnetic ions become
important and the magnetisation M is no longer described by the standard Brillouin
function. The magnetic ion concentration x and temperature T need to be replaced by
effective values xeff and Teff , and the magnetisation then becomes [7]






where xeff and Teff are phenomenological fitting parameters. The Mn2+ distribution can
be isolated atoms (singlets), pairs, triplets and larger clusters. The number of different
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types of clusters depends on the Mn2+ concentration. The effective manganese concen-
tration is the concentration of magnetic ions that remain in (unpaired) spin singlet states,
defined as
xeff =
number of singlet states
total number of cations . (1.7)
For higher values of x and lower temperatures, DMSs pass from the paramagnetic
region into a new phase, called the spin glass state. The spin glass behaviour, attributed
to the frustration of the antiferromagnetic interactions between the Mn2+ ions, arises from
the lattice topology of the AII1−xMnxBVI alloys. The spin glass state becomes possible when
the magnetic ion concentration exceeds a percolation threshold of x ∼= 0.19, for a dilute
magnetic with nearest neighbour interactions only. However the spin glass phase can form
for arbitrarily small x at sufficiently low temperatures. For Cd1−xMnxTe with x > 0.65,
there is a long range (antiferromagnetic) ordered phase.
1.1.3 The sp-d exchange interaction
A critical distinguishing characteristic of a DMS is the sp-d exchange interaction. There-
fore, confirmation of the sp-d exchange interaction is essential in judging whether or not
the synthesised material is a DMS. The strong spin dependent coupling of the effective
mass carriers to the localised d electrons of the magnetic ions was first discovered in
Cd1−xMnxTe [16] and Hg1−xMnxTe [17].
If localised Mn2+ magnetic ions are incorporated into the semiconductor, the band
structure is significantly influenced by the sp-d exchange coupling. The sp-d exchange





[Jˆsp−d(~r − ~Ri)]~Si · ~σ, (1.8)
where ~Si is the total spin operator of the magnetic ion at ~Ri, ~σ is the spin operator of an
electron at position ~r, and Jˆsp−d(~r − ~Ri) is an appropriate exchange constant that desig-
nates the exchange interaction coupling integral for the sp-d exchange. The summation is
over all lattice sites occupied by the Mn2+ ions.
To simplify Hsp−d the following two approximations can be made. Firstly, since the
electron wavefunction is greatly extended the electrons interact with a large number of
magnetic ions, and so the molecular field approximation, which replaces ~Si by the ther-
mal average 〈Sz〉 taken over all Mn2+ ions, can be used. Secondly, since the electronic
wavefunction spans a large number of lattice sites, the term Jˆsp−d(~r − ~Ri) is replaced by
xJˆsp−d(~r − ~R). The summation is carried out over all sites of the sub lattice denoted by




[Jˆsp−d(~r − ~R)] (1.9)
then has the periodicity of the lattice, which allows the use of the same wavefunctions
as the non magnetic crystal lattice Hamiltonian, and can thus be incorporated into the
total Hamiltonian of the semiconductor [7][18]. The modifications of the band structure
from the sp-d exchange interaction is determined by the values of the exchange constant
Jˆsp−d. If the magnetic field is zero then 〈Sz〉 = 0 and the material behaves like a typical
nonmagnetic semiconductor.
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The main effect of the sp-d exchange interaction is the modification of the band struc-
ture in the presence of an external magnetic field. This sp-d exchange interaction leads
to a splitting between band states for different spin components. When a magnetic field
is applied to a semiconductor, the energy of the electrons and holes with their spin mag-
netic moments parallel to the field is lowered, and the energy of those with spin magnetic
moments antiparallel to the field is raised. The difference in energy between opposite spin
polarisations is known as the Zeeman splitting. Thus in addition to the regular Zeeman
coupling present in nonmagnetic semiconductors, the electrons and holes feel a large mag-
netisation from the magnetic ions. This results in a Zeeman splitting that can be hundreds
of times larger than that in non magnetic semiconductors [7].
In order to understand the effects involving the sp-d exchange it is sufficient to only
consider how the exchange affects the top of the valence band (p-like) and the bottom of
the conduction band (s-like). The exchange Hamiltonian can be written as two separate
terms for the conduction and valence band respectively as
Hs,p−d = Hs−d +Hp−d. (1.10)
Using the appropriate basis (which will be discussed in the next Chapter), the exchange







where the exchange interaction results in a splitting of ±3A, independent of the orientation
of the external magnetic field. In the valence band the exchange splitting depends on the
orientation of the external magnetic field. For a magnetic field in the z direction the
exchange Hamiltonian for the valence band is [7]
Hp−d =

3B 0 0 0
0 B 0 0
0 0 −B 0
0 0 0 −3B
 , (1.12)
where there is a splitting of ±3B and ±B for the heavy and light hole respectively [19].
The corresponding result for a magnetic field in the xy plane may be found in Ref. [20].
Here A and B are given by
A = 16N0αxeff 〈Sz〉 , (1.13)
B = 16N0βxeff 〈Sz〉 , (1.14)
where N0α and N0β are the conduction electron and valence band exchange integrals. For
Cd1−xMnxTe the values for the exchange integrals are given in Appendix K. The values
of α and β are of the same order for all the II-VI compounds containing manganese, and
are not sensitive to the magnetic ion concentration. The size of the exchange interaction
is influenced by two competing effects. According to the present understanding of the
exchange interaction between band carriers and the d electrons of the Mn2+ ions, a pos-
itive contribution is given by the parallel (ferromagnetic) alignment of the spins, which
comes from the Coulomb exchange between the band electrons and the Mn2+ d electrons.
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The exchange constant α arises almost exclusively from this direct ferromagnetic s-d ex-
change and is therefore positive. A negative contribution is given by the so called kinetic
exchange, originating from the hybridisation of the Mn2+ d electrons with the s and p
band electrons leading to an antiferromagnetic alignment of the spins of the Mn2+ ions
and the band electrons. The p-d exchange constant β contains both positive (βdir) and
negative (βhyb) contributions, the latter of the two being dominant and connected with
the antiferromagnetic p-d hybridisation. Thus, one may write that β = βdir + βhyb with
βdir ≈ α.
It is conventional to write the resulting exchange energy Hamiltonian as
Hs−d = −N0αxeff 〈Sz〉Se,z, (1.15)
for electrons, and
Hp−d = −13N0βxeff 〈Sz〉Sh,z, (1.16)
for holes, where Se,z, and Sh,z are the spins of the electron (±12) and hole (±32 for heavy
holes, and ±12 for light holes) [21][22][23]. The Zeeman splitting for the valence band
using Eq. (1.16) for one spin component is plotted in Figure (1-4) as a function of the
magnetic field for different Mn2+ concentrations and temperatures. It can be seen that
increasing the Mn2+ concentration increases the energy splitting, as does decreasing the
temperature.
The solution for the energies of electrons in the conduction band incorporating the s-d
exchange of Eq. (1.11), for ~k ≈ 0, where the band is assumed to be parabolic, is given by





~ωc + Se,z (geµBBz −N0αxeff 〈Sz〉) , (1.17)
where Eg is the energy gap, l = 0, 1, 2 . . . is the Landau quantum number, ωc is the
cyclotron frequency, and ge is the band electron g factor [7]. The Landau ladder (l+ 12)~ωc







ghµBBz − 13N0βxeff 〈Sz〉
)
, (1.18)
where gh is the hole g factor. Then Eqs. (1.17) and (1.18) can be rewritten as









~ωc + gheffµBBzSh,z, (1.20)
where ge(h)eff are the effective g factors [7], used to describe Zeeman splittings of the con-
duction and valence bands and are given by



































































Figure 1-4: The Zeeman splitting for a heavy hole as a function of the magnetic field for various
Mn2+ concentrations at a temperature of 5 K (top), and for various temperatures for a Mn2+
concentration of x = 0.01 (bottom).
8
1.1.4 The d-d exchange interaction
The half-filled 3d shell of Mn2+ is highly localised at the ion site, and contains five electrons
with aligned spins, giving each individual ion a magnetic moment of five Bohr magnetons.
The Mn2+ ions, and their interactions among themselves, determine the magnetic prop-
erties of the DMS. These properties are interesting, giving insight into the behaviour of a
disordered magnetic system. This section outlines the interactions that couple the spins of
magnetic ions, discussed comprehensively in reference [24]. There are several microscopic
mechanisms that lead to the spin-spin (d-d) interactions between two Mn2+ magnetic
ions. The d-d exchange interaction between the magnetic ions can be introduced with the









where Jˆα,βd−d denotes the exchange tensor, ~Rij = ~Ri− ~Rj is the vector separating spins, ~Si,α
and ~Sj,β correspond to the components α and β of the Mn2+ spins i at ~Ri and j at Rj .
There are four main mechanisms that lead to the spin-spin magnetic ion interactions.
Firstly the superexchange interaction, resulting from the sp-d hybridisation, is by far the
dominant spin-spin interaction for short distances. The superexchange interaction can be
explained in the following way; as a result of the aforementioned sp-d exchange interac-
tion, the electrons residing in the sp bands are either attracted to or repulsed by a given
magnetic ion, depending on their spin orientation. This results in a spatial separation of
the spin down and spin up electrons if the bands are entirely occupied. Such a separation
leads to an antiferromagnetic interaction between neighbouring localised spins. Indeed,
in the absence of holes, localised spins are antiferromagnetically coupled in Mn2+ based
AII1−xMnxBVI DMSs [11][24]. The second interaction is know as the Bloembergen-Rowland
mechanism, an indirect Mn2+-Mn2+ coupling resulting from fully occupied band states
that are polarised by the sp-d exchange interaction [24][10]. This long ranged Bloember-
gen Rowland mechanism is an order of magnitude less effective than the superexchange
interaction. Thirdly is the Ruderman Kittel Kasuya Yosida interaction (RKKY), which
originates from the indirect exchange interaction via electrons. For the case of the RKKY
interaction, the Mn2+-Mn2+ coupling proceeds via spin polarisation of partly filled bands,
which is achieved by free carriers (due to doping of the material). Since the spins of all
carriers can assume the same direction if the band is unfilled, a ferromagnetic ordering
can emerge [24][26][27][28][29]. The superexchange between more distant pairs of Mn2+
gives an antiferromagnetic coupling that competes with RKKY as soon as free carriers
are present. Lastly is the double exchange which couples magnetic ions in different charge
states by a virtual hopping of an extra electron from one ion to the other. This mechanism
operates if the width of the carrier band is smaller than the exchange energy, a situation
expected for bands formed from d states.
1.2 Conclusion
Now we have briefly reviewed the magnetic properties of DMSs, and in particular the
existence of a giant Zeeman interaction, in the next Chapter we give an overview of the
theoretical description of semiconductor band structures, which provide the framework




To understand the properties of excitons in a DMS semiconductor quantum well, one has
to first study the electronic band structure. In this Chapter, the bandstructure of the
conduction and valence band in a semiconductor will be considered. All the details of
the bulk band structure can be described within the framework of ~k · ~p theory, which is
very useful for calculating the band structure of a direct band gap semiconductor near a
particular point in the Brillouin zone. Two models within this theory will be discussed,
namely the Kane and the Luttinger Kohn model. The effect of strain can be easily added
to the Luttinger Kohn model, with the use of the Pikus Bir Hamiltonian.
In a crystalline solid the motion of electrons is characterised by energy bands En(~k),
with band index n, and wave vector ~k which labels the energy levels in the band. Most
physical phenomena (electronic, optical and magnetic) in semiconductors can be under-
stood by looking at a small portion of the band structure. Therefore, it is sufficient only
to consider the bottom of the conduction band, and the top of the valence band, assumed
to be at the Γ point, the ~k = 0 point in k space. In most compound semiconductors,
the maximum of the valence band and the minimum of the conduction band occur at the
same point in the k space, making them direct gap semiconductors, Figure (1-2). The
conduction band is s orbital like, and the valence band is p orbital like with heavy hole
and light hole band maxima.
2.1 k·p method
An elementary model for the band structure of a direct band semiconductor close to the
fundamental energy gap is an isotropic parabolic dispersion for the conduction band Ec(~k)









where Eg is the band gap, and m∗e and m∗h are the effective masses for the conduction
and valence band. This model neglects the non parabolicity of the conduction band,
anisotropy, and coupling between the light and heavy holes [30]. A better approach is
to use the ~k · ~p method which can calculate the semiconductor band structure near the
band edges. This theory is for the energy eigenstates and wavefunctions in the region of
any ~k value, and particularly for ~k = 0. For this method one needs to know the ~k = 0
eigenstates [30].
10
In an ideal crystal the ions occupy positions which form a regular periodic structure.
The potential V (~r) is thus a periodic function, where the periodicity is that of the corre-
sponding Bravais lattice
V (~r + ~R) = V (~r), (2.2)
where ~R is a lattice vector. The Schro¨dinger equation for electrons moving in such a











(~r) = En(~k)φn~k(~r), (2.3)
where ~p is the momentum operator, m0 is the electron rest mass, En(~k) is the energy, and n
refers to the band. Since the lattice has translational symmetry the energy eigenfunctions










where the function u
n~k
(~r) is lattice periodic, u
n~k
(~r + ~R) = u
n~k
(~r). Then one can write






















which can be expanded near a particular point of interest in the band structure [31]. If




















+ V (~r), (2.7)
H0un0(~r) = En(0)un0(~r). (2.8)
2.1.1 k·p method for one band
If one is interested in the band edge of a single band, such as the conduction band, and the
couplings to the other bands are weak, then time independent perturbation theory can be
used to solve Eq. (2.6). The eigenstates are divided into weakly interacting subsets A and
B, where one is primarily interested in set A. Here the band of interest is labelled n and
is contained in class A whilst class B contains all the other bands in the system, labelled
n′ [31]. Then to second order in the perturbation (~/m0)~k · ~p











En(0)− En′(0) , (2.9)
and the wavefunction to first order in the perturbation is
u
n~k



















If En(~k) has an extremum at ~k = 0 then En(~k) will vary quadratically away from ~k = 0
and ~pnn = 0 [31]. One can then write




























En(0)− En′(0) , (2.13)
with α, β = (x, y, z). The effective mass of the band is seen to be related to momentum
matrix elements connecting the band to other bands in the system [31].
2.2 Kane model
The Kane model is a simple model that describes the electron states in the vicinity of the
band gap in a direct semiconductor using ~k · ~p theory, and also includes the spin orbit
interaction in the form of the Pauli spin orbit term, which enters into the Hamiltonian
from a non relativistic approximation to the Dirac equation [30]. The spin orbit interaction
(also referred to as spin orbit coupling) is the interaction between orbital and spin degrees
of freedom of an electron. Although this interaction has an essentially relativistic nature
it nevertheless can give rise to an observable modification of the band structure of a
semiconductor. For example in semiconductors the spin orbit interaction gives rise to a
splitting of the topmost valence bands which are split by an energy gap ∆so, resulting in a
heavy hole band, light hole band and spin orbit split off band. The spin orbit interaction
term can be written as
Hso = ~4m20c2
~p · ~σ × (∇V (~r)), (2.14)
where ~σ = σxiˆ+ σy jˆ + σzkˆ is the vector of Pauli spin matrices, and c is the speed of light
[31].
The Kane model considers the effect on the conduction and valence band states as one
moves away from the Γ point (~k = 0), and considers the effect of the spin orbit interaction
on them. The conduction and valence band states are solved exactly using the matrix
formalism based on a convenient basis choice. Using Eq. (2.3) the Hamiltonian near the
zone centre ~k = 0 is then written as
HK = H0 +Hso. (2.15)
The Schro¨dinger equation for the Bloch states φ
n~k
(~r) then leads to the following equation







~k · ~p+ ~
2
4m20c2
~k · ~σ × (∇V (~r)) + ~4m20c2















The ~k dependent spin interaction (the third term) can normally be neglected compared






~k · ~p+ ~4m20c2














This equation is solved using a basis of band edge states found in the absence of the
spin orbit term, where |S ↑〉 , |S ↓〉 are the two fold degenerate conduction band states
with eigenenergy Es, and the six fold degenerate valence band states are written as
|X ↑〉 |X ↓〉 , |Y ↑〉 , |Y ↓〉 , |Z ↑〉 , |Z ↓〉 with eigenenergy Ep. Here |X〉, |Y 〉, and |Z〉 are
functions with the periodicity of the host lattice, and which transform like px, py and pz
orbitals. |↑〉 and |↓〉 are the spin eigenfunctions.
For convenience the following linear combinations are constructed and used to create
basis states |ui〉 , i = 1, 2, . . . 8:
|iS ↓〉 , 1√
2
|(X − iY ) ↑〉 , |Z ↓〉 , 1√
2
|− (X + iY ) ↑〉 ,
|iS ↑〉 , 1√
2
|− (X + iY ) ↓〉 , |Z ↑〉 , 1√
2
|(X − iY ) ↓〉 , (2.18)
where the first four are degenerate with their spin counterparts [31]. With this choice one








Es 0 kP ′ 0








0 0 0 Ep + ∆so3
 , (2.19)
where Es = Eg is the band gap energy, and Ep = −∆so/3 (the top of the valence band is
taken to be the zero of energy). The Kane parameter P ′ is given by
P ′ = ~
m0
〈ui |pz|uj〉 ≡ −i ~
m0
〈S |pz|Z〉 , (2.20)




∣∣∣∣∂V∂x py − ∂V∂y px
∣∣∣∣Y 〉 . (2.21)
The full derivation is given in Appendix A. The band structure obtained from the Hamil-
tonian (Eq. (2.19)) is displayed in Figure (2-1).
For small ~k it can be shown that the energy bands are given by


























Figure 2-1: Band structure for Cd1−xMnxTe obtained using the Kane model showing the con-
duction band, heavy hole, light hole, and spin orbit split off band. This has been calculated using
the values given in Appendix K, for x = 0.05.
(Appendix A), with corresponding eigenfunctions
φc,α = |iS ↓〉 , φc,β = |iS ↑〉 ,
φhh,α = − 1√2 |(X + iY ) ↑〉 , φhh,β =
1√
2




|(X − iY ) ↑〉+
√
2
3 |Z ↓〉 , φlh,β = −
1√
6
|(X + iY ) ↓〉+
√
2




|(X − iY ) ↑〉 − 1√
3





where c denotes the conduction band, lh the light hole, hh the heavy hole, and so the
split off band. The Kane parameter can be seen to be related to the effective mass of the







) ~23Eg(Eg + ∆so)
2m∗e(3Eg + 2∆so)
. (2.24)
In principle knowledge of the zone centre energies and conduction band effective mass (i.e
from spectroscopic measurements) allows the parameters entering the model to be estab-
lished, after which it can be used to predict other properties of the electronic structure.
However, one can see from Eq. (2.22) that the Kane model also predicts that the heavy
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hole band disperses upwards, which is contrary to experiments. Therefore a more accurate
band model is required. This is given by the Luttinger Kohn Hamiltonian, obtained by
using Lo¨wdin’s Renormalisation.
2.3 Lo¨wdin’s Renormalisation
Lo¨wdin’s Renormalisation is a technique in perturbation theory. The couplings to other
bands are included and it continues from the previous idea where the placing of bands
into two different sets was introduced, with set A containing the bands of interest and set
B containing all the other bands in the system. In this case, unlike in Section 2.1.1, set A
will include both conduction and valence bands. The eigenstate equation is written as
N∑
n=1
(Hmn − Eδmn)an = 0, (2.25)
assuming an orthonormalised basis set of unperturbed states [31]. This partitioning means


















Since only the coefficients am for m in class A are of interest, those in class B are eliminated



















Grouping terms with the same coefficients together and replacing the coefficients that are






E −Hmm an, (2.28)
and










(E −Hαα)(E −Hββ) + . . . . (2.29)
The second, and subsequent terms account for the effect of bands in class B on class A in













(UAmn − Eδmn)an = 0. (2.31)
A necessary condition for the expansion of Eq. (2.29) to be convergent is
|Hmα|  |E −Hαα| . (2.32)
In practice, to second order in perturbation, E may be replaced by EA in Eq. (2.29)
(where EA is an average energy of states in class A), and then the series in Eq. (2.29) can
be truncated at the second order term. If class A consists of only a single nondegenerate
state n, then class B consists of the rest, and Eq. (2.31) gives only on equation








(E −Hαα)(E −Hββ) + . . . . (2.33)
If H is separated into H(0) and a perturbation H′, then to second order in H′




En(0)− Eα(0) , (2.34)
where En(0) = H(0)nn . If the states in class A are degenerate, then the diagonal elements
are almost or exactly the same with differences of the first and higher orders, and then we
can write [31]




EA −Hαα , (2.35)
This is now applied to the Luttinger Kohn Hamiltonian to include the influence of the
other bands.
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2.4 Luttinger Kohn Hamiltonian
The Kane model includes all 4 bands treated exactly, but the coupling to the other bands
is neglected. Within this approximation the heavy hole band has the wrong sign and
value when compared to experimental data. Therefore a better model is required, for
which the Luttinger Kohn Hamiltonian is used for degenerate bands, with the spin orbit
interaction included [33]. This Hamiltonian can be extended to include all 4 bands via
Lo¨wdins renormalisation. The heavy and light hole bands are labelled as the Γ8v valence
band, while the spin orbit split off band is labelled as the Γ7v valence band. The lowest
conduction band is labelled as the Γ6c conduction band, and the next highest conduction
bands are labelled as Γ7c and Γ8c, shown in Figure (2-2). The bands are separated into
two classes, where the bands of interest are placed in class A (either all or some of the 4
bands that contains the lowest conduction band, the heavy hole, light hole and spin orbit
split off band within the valence band). All other bands in the system are placed in class
B, which influences the bands in class A. The Hamiltonian in Eq. (2.16) is rewritten by
Figure 2-2: Schematic diagram of the band structure, showing energy separations and coupling
parameters. Taken from Ref. [30].







∇V (~r)× ~p · ~σ +H ′
]






Π = ~p+ ~4m0c2
~σ ×∇V (~r). (2.38)
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where class B affects class A when a perturbation is applied. Class A contains states
labelled by Roman indices j and class B contains states labelled by Greek indices γ. The
eigenvalue problem (see Section 2.3)
A∑
j′
(UAjj′ − Eδjj′)aj′(~k) = 0 (2.40)
needs to be solved, where (Eq. (2.35))































since Πjj′ = 0 for j and j′ in class A, and Παjγ ∼= pαjγ for j in class A and γ in class B.
Adding the unperturbed part to the perturbed part in H′jγ does not effect the results (i.e









































The summation is over all others states γ, and α and β run over x, y and z. This equation
is similar to Eq. (2.13), but has been generalised so as to now also include the degenerate
bands. The Luttinger Kohn Hamiltonian is then





2.4.1 4×4 Luttinger Kohn Hamiltonian
The 4 × 4 Luttinger Kohn Hamiltonian only explicitly includes the light and heavy hole













|(X + iY ) ↓〉+
√
2






|(X − iY ) ↑〉+
√
2






|(X − iY ) ↓〉 , (2.47)
from the eigenfunctions in Eq. (2.23) [34]. To formulate the matrix elements in Eq. (2.45)

































E0 − Eγ , (2.48)
and the band structure γ parameters are defined as
~2
2m0
γ1 = −13(A0 + 2B0),
~2
2m0
γ2 = −16(A0 −B0),
~2
2m0
γ3 = −C06 . (2.49)
The parameters γ1, γ2 and γ3 describe the coupling between the p like valence band states
and the remote bands.




P +Q −b c 0
−b∗ P −Q 0 c
c∗ 0 P −Q b









































3(kx − iky)kz. (2.51)
From a practical point of view, the γ parameters in Eq. (2.49) can be determined from
the effective masses of the various bands, which themselves can be determined from ex-








































































where [001] and [111] indicate the band directions [35][36].




















and R = |c| − i|b|. The derivation is given in Appendix B. For the Hamiltonian in Eq.
(2.54), the valence bands from det
∣∣∣HLK(~k)− E∣∣∣ = 0 are given by
E(~k) = −P ±
√
Q2 + |c2|+ |b2|. (2.56)
From the small k expansion one obtains




















k2x + k2y, and k⊥ = kz, from which one can immediately obtain the effective


















γ1 − γ2 . (2.59)
The band structure for Cd1−xMnxTe using the 4× 4 Luttinger Kohn Hamiltonian can be
seen in Figure (2-3). In contrast to the Kane model the masses here are of the correct
sign, so the heavy hole band disperses downwards.
Figure 2-3: Band structure for Cd1−xMnxTe obtained using the 4 × 4 Luttinger Kohn model.
This has been calculated using the values in Appendix K, for x = 0.05.
21
2.4.2 6×6 Luttinger Kohn Hamiltonian
This model extends the 4× 4 Luttinger Kohn Hamiltonian to include the spin orbit split












|(X + iY ) ↓〉+
√
2






|(X − iY ) ↑〉+
√
2




















|(X − iY ) ↑〉 − 1√
3
|Z ↓〉 . (2.60)
Using Eq. (2.46) with these basis functions, the 6× 6 Luttinger Kohn Hamiltonian is
HLK = −

P +Q −b c 0 − 1√2b
√
2c






















∗ √2Q − 1√2b 0 P + ∆so

, (2.61)
where P , Q, b and c are as before. The effective masses parallel or perpendicular to the
xy plane for the heavy and light hole are still given by Eq. (2.59), and the effective masses









The band structure for Cd1−xMnxTe using the 6× 6 Luttinger Kohn Hamiltonian can
be seen in Figure. (2-4).
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Figure 2-4: Band structure for Cd1−xMnxTe obtained using the 6 × 6 Luttinger Kohn model.
This has been calculated using the values in Appendix K, for x = 0.05.
2.4.3 8×8 Luttinger Kohn Hamiltonian
Finally, the previous Luttinger Kohn Hamiltonian can be extended to include the lowest








= |iS ↓〉 . (2.63)
The new Hamiltonian presented with these basis functions (u70, u80, u10, u20, u30, u40,











0 Eg + ~
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k± = kx ± ky. (2.65)
The Kane parameter describing the coupling between the conduction and valence bands
P ′ is given by Eq. (2.20), and ∆so is given by Eq. (2.21) [38]. Once again, the effective
masses can be found by diagonalising HLK and expanding about ~k = 0, or by applying
perturbation theory. The effective mass of the conduction band electron can be found
from Eq. (2.13). The number of bands taken into account, as well as the addition of
higher order terms in the perturbation theory, effects the degree of accuracy to which m∗e
is calculated. Staying with only second order terms, and including the effects of the closest














or including the more remote Γc8 and Γc7 conduction bands gives [39]
m0
m∗e


























and C = −2, an empirically chosen dimensionless constant generally acceptable for all
materials. The Luttinger Kohn parameters γ′1, γ′2 and γ′3 have an additional contribution
from the conduction band [40]:











Figure 2-5: Band structure for Cd1−xMnxTe obtained using the 8 × 8 Luttinger Kohn model.
This has been calculated using the values in Appendix K, for x = 0.05.

















































The band structure for Cd1−xMnxTe using the 8× 8 Kohn Luttinger Hamiltonian can be
seen in Figure. (2-5).
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2.5 Pikus Bir (Strain) Hamiltonian
Strain in crystals is created by deformation and is defined as a relative lattice displacement.
Figure (2-6) illustrates this concept; under a small uniform deformation of the lattice, the
position vector ~r is distorted in both orientation and length. The strain coefficients εij
(where i, j = x, y, z) define the deformation of the lattice and are dimensionless [31].
Strain modifies the valence band structure, including the band edge energies and the
effective masses, which are among the most important parameters characterising any semi-
conductor material. In addition, strain also introduces additional coupling between the
heavy hole bands, light hole bands, and the spin orbit split-off bands. Strain however
can be useful for modifying the band structure of semiconductors in a beneficial and
predictable way.
Figure 2-6: Comparison of the unstrained lattice with position vector ~r, and the strained lattice
with position vector ~r ′. Under a small uniform deformation of the lattice, the position vector ~r is
distorted in both orientation and length. Taken from Ref. [31].
When a material with a smaller band gap is embedded inbetween a material with a
larger band gap a quantum well is formed, Figure (2-7) (which shows a quantum well where
Cd1−xMnxTe forms the well material and Cd1−yMgyTe forms the barrier material). This
can create strain due to the lattice mismatch between the material forming the well and
the barrier. The use of lattice mismatched materials in semiconductor devices provides
an advantage over lattice matched materials, due to the greater degree of freedom in
adjusting the band structure of the heterostructure device. Any strain can be decomposed
into either hydrostatic strain or shear strain. The hydrostatic strain does not break the
crystal symmetry and only shifts energy levels without lifting the band degeneracy. When
a compressive hydrostatic stress is applied, the semiconductor bandgap widens, and when
a tensile hydrostatic stress is applied the bandgap diminishes. The most important effect
arising from lattice mismatch is a lifting of the degeneracy of the heavy and light holes in
the valence band at the Γ point, which leads to a splitting of the heavy and light holes
bands. This is due to the shear strain, which breaks the cubic symmetry of the lattice
[41][42]. The nature of this splitting depends on whether it is brought on by either tensile
or compressive strain.
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Figure 2-7: Schematic diagram of a Cd1−xMnxTe/Cd1−yMgyTe finite quantum well of length L,
with offsets Ve and Vh for the conduction and valence band.
Figure (2-8) illustrates that in a quantum well in the presence of compressive (tensile)
strain the bottom of the conduction band is shifted up (down) by the value of the hydro-
static strain. For the case of the holes, at the Γ point the valence band for the heavy and
light hole is shifted up or down depending on the tensile or compressive hydrostatic strain,
and is also shifted by a value which depends on the shear strain. A general stress will
induce both hydrostatic and shear strain; two important stress examples are the biaxial
and uniaxial stress, see Figure (2-9).
Figure 2-8: Comparison showing a quantum well under compressive strain, an unstrained quantum
well, and a quantum well under tensile strain.
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Figure 2-9: Cubic crystal under in plane biaxial tensile stress. Under this type of stress, the x-y
plane is still a square, but the x,y-z plane becomes a rectangle (left). Cubic crystal under [110]
uniaxial compressive stress. Under this type of stress, the x-y plane becomes a rhombus, and the
x,y-z plane becomes a rectangle (right). Taken from Ref. [43].
In this section we will discuss how the previously introduced Luttinger Kohn Hamilto-
nian needs to be modified in order to incorporate strain. We consider the particular case
relevant for the quantum well systems studied in later chapters in which the inplane strain
produced by mismatching lattice constants in the well and the barrier region is given by
the strain coefficients







εxy = εyz = εzx = 0, (2.75)
where ax and a0 are the lattice constants of the well and the barrier material, and C11
and C12 the stiffness constants. The biaxial compressive strain can be divided into a
hydrostatic component and a shear strain component. The hydrostatic component is
[44][45]







where a is the hydrostatic deformation potential. Since this component of the strain just
raises or lowers the whole band uniformly, it can be included in the band gap energy. The
shear strain component is written as [44][45]








where b is the shear deformation potential. Since this strain component leads to a lifting
of the degeneracy and influences the position of the heavy and light hole it needs to be
added to the Luttinger Kohn Hamiltonian. The shear component of the strain for the
heavy and light hole can be added to the 4× 4 Hamiltonian in Eq. (2.50) (using the same
basis functions), by writing it as [46]
Hζ =

−ζ 0 0 0
0 ζ 0 0
0 0 ζ 0
0 0 0 −ζ
 , (2.78)
where






The band structure which now includes the effect of strain (calculated by using both
Hamiltonians in Eq. (2.50) and (2.78)) along both the kx and kz direction for both
compression (ζ < 0) and tensile (ζ > 0) strain for a Cd1−xMnxTe /Cd1−yMgyTe quantum
well is shown in Figure (2-10) and (2-11). The lattice constants are given by
ax = (1− x)aCdTe + xaMnTe
= (6.4810− 0.143x)A˚, (2.80)
for Cd1−xMnxTe from Eq. (1.2), and
a0 = (1− y)aCdTe + xaMgTe
= (6.418− 0.061y)A˚, (2.81)
for Cd1−yMgyTe, where aCdTe = 6.4810 A˚ [13], aMnTe = 6.338 A˚ [12], and aMgTe = 6.420
A˚ [13]. Comparing Figure (2-3) with Figures (2-10)-(2-11) it can be seen that the heavy
hole and light hole band degeneracy has been lifted due to strain, and there is a splitting
between the light and heavy hole for both tensile and compressive strain which is not
present when there is no strain. As show in Figure (2-10) for the case of compressive
strain the heavy hole band is now above the light hole band at ~k = 0 for both the kx and
kz directions, while for tensile strain the light hole band is shifted above the heavy hole
band for both the kx and kz directions. For tensile strain in the kz direction at a point
away from ~k = 0, the heavy hole band crosses the light hole band, as shown in Figure
(2-11). Since the strain can lift the degeneracy of the heavy and light hole and can move
the light hole band above the heavy hole it should be included in the next Chapter, which
will look at trapping quasiparticles in a DMS quantum well.
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Figure 2-10: Band structure of the heavy (solid line) and light (dashed line) hole for compressive
strain in both the kz (left) and kx (right) direction. These were calculated using the deformation
potentials given in Appendix K for a Cd1−xMnx/Te Cd1−yMgyTe quantum well with x = 0.05,
and y = 0.05.
Figure 2-11: Band structure of the heavy (solid line) and light (dashed line) hole for tensile
strain in both the kz (left) and kx (right) direction. These were calculated using the deformation
potentials given in Appendix K for a Cd1−xMnxTe/Cd1−yMgyTe quantum well with x = 0.05,
and y = 0.05.
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2.6 Conclusion
To conclude, the bandstructure of the conduction and valence bands in a semiconductor
has been considered within the framework of ~k · ~p theory. Firstly the Kane model was
discussed, but it predicts that the heavy hole band disperses upwards, contrary to the
finding of experiments. To rectify this the Luttinger Kohn Hamiltonian was investigated
and shown to be an improvement. The relationship between Hamiltonian parameters
and effective masses, available from experiment, was considered, for the Luttinger Kohn
Hamiltonian extended to include the conduction, heavy hole, light hole and split off band.
The effect of strain was also added to the Luttinger Kohn model, with the use of the Pikus
Bir Hamiltonian. The compressive strain and tensile strain for both the heavy and light
hole was calculated for a Cd1−xMnxTe /Cd1−yMgyTe quantum well. A splitting at ~k = 0
between the light and heavy hole, for both tensile and compressive strain occurs which is
not present in the absence of strain. Since the strain can lift the degeneracy of the heavy
and light hole, and can move the light hole band above the heavy hole it is necessary to
include it in subsequent studies described in the next Chapter. This looks at the trapping




Zero dimensional magnetic traps
for quasiparticles
As mentioned previously due to the sp-d exchange interaction in a DMS there is a giant
Zeeman splitting of the electronic states that can be hundreds of times larger than that
in non magnetic semiconductors in the presence of an applied magnetic field. A relatively
small external magnetic field can cause a sizeable Zeeman splitting of the electronic en-
ergy levels. This feature has be utilised in another way, by taking advantage of the large
effective g factor present in a DMS, and combining it with a spatially inhomogeneous
applied magnetic field, to create a spatially varying Zeeman potential that acts as a con-
fining potential for quasiparticles [6][47][48][49][50]. Inhomogeneous magnetic fields with
nanoscale spatial variation can be provided by a variety of systems, such as microscale
ferromagnets [47][48][49], where the microscale ferromagnet is deposited on top of the
DMS quantum well. They have been used as a source of an inhomogeneous magnetic
field [51][52], for example for the case of a microscale ferromagnetic disk placed above a
non magnetic semiconductor. In this case, the inhomogeneous magnetic field modifies the
exciton kinetic energy operator, and excitons were found to be weakly confined in the
semiconductor. In the case of DMSs, these have been considered in the vicinity of mi-
croscale ferromagnets with a variety of shapes (i.e circular, rectangular, and squares), and
depending on the shape and orientation of the ferromagnet, different nonuniform fields
are generated, which have been shown to give rise to various types of confined electron
and hole states [47][48][49]. The confinement in these cases was found to be a result of the
Zeeman interaction, which is hundreds of times stronger than the variation of the kinetic
energy. Another possibility for obtaining inhomogeneous magnetic fields is through the
use of nanoscale or mesoscopic superconductors, or the Abrikosov vortices that appear in
type-II superconductors [6], which has been the subject of both theoretical and experi-
mental studies [6][53]. Of particular interest is the magnetic vortex state of a nanoscale
ferromagnetic disk [47][54], which can confine quasiparticles in a DMS quantum well within
the magnetic vortex.
In this Chapter the inhomogeneous magnetic field created from a nanoscale ferromag-
netic disk in the vortex state will be studied, firstly by looking at the energy contributions
in a ferromagnet, and then the conditions needed for a magnetic vortex to form. Before
the properties of excitons in a DMS in the presence of a magnetic field is studied, we first
consider the effect the inhomogeneous magnetic field has upon the valence band holes,
and the splitting of the heavy and light holes in the DMS quantum well.
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3.1 Energy contributions in ferromagnets
Ferromagnetic materials like nickel, iron, cobalt and compounds containing these elements
exhibit a collective interaction between the electron spins. This phenomenon causes a
permanent magnetic moment, and due to the exchange interaction individual magnetic
moments will attempt to align with other magnetic moments within a material. If the
magnetic moments align in a parallel fashion, the material is ferromagnetic; if the magnetic
moments align antiparallel, the material is antiferromagnetic [55].
While the exchange interaction forces nearby spins to align into a uniform distribution,
the demagnetising field has the opposite effect on the long range scale. The magnetisation
generates a magnetic stray field which influences the magnetisation itself and is expressed
in terms of a demagnetisation energy [56]. The demagnetisation energy forces the mag-
netisation to align parallel to the sample’s surface, in order to minimise the surface charges
[57]. The resulting competition creates regions containing atoms with aligned magnetic
moments called domains, whose orientation differs from that in adjacent domains. In
the absence of an applied magnetic field, the domains are randomly oriented so that the
net macroscopic magnetisation is zero. In the presence of an applied magnetic field, the
domains align themselves with the applied field.
3.2 Vortex states
In very small ferromagnetic systems, however, the formation of domain walls is not ener-
getically favoured. When the lateral dimensions of ferromagnetic materials shrink to the
submicron regime, instead of the aggregate of magnetic domains, the magnetisation can
arrange in a single, highly nonuniform pattern or a magnetic vortex.
Due to the competition between the exchange energy and the demagnetisation energy,
the magnetisation essentially aligns with the disk geometry as much as possible and lies
in the plane of the ferromagnet disk [54]. In this curling configuration, the spin directions
change gradually in plane so as not to lose too much exchange energy, see Figure (3-1
(a)). If the spin directions remain confined in plane in the vicinity of the dot centre the
angle between adjacent spins becomes increasingly large, which costs energy. Therefore,
at the core of the vortex structure, the magnetisation turns out of the plane to reduce
energy, see Figure (3-1 (b)). The region containing a strong out of plane magnetisation
component is called the vortex core, and is typically only a few nanometres in diameter
[49]. It has been observed in circular ferromagnetic disks with diameters ranging between
the nm scale and up to 1 µm [54][58]. Figures (3-2 (a)) and (3-2 (b)) respectively show
magnetic force microscopy images of vortex formation in ferromagnetic permalloy Ni80Fe20




Figure 3-1: (a) The spin configuration in a nanoscale ferromagnetic disk. Far away from the centre
of the disk the magnetisation continuously curls around the centre with a ’curling configuration’,
that aligns with the disk geometry and lies in the plane of the ferromagnet disk. (b) In the centre
of the ferromagnetic disk the magnetisation turns out of the plane and forms a magnetic vortex.




Figure 3-2: (a): Magnetic force microscopy image of vortex formation in an array of ferromagnetic
permalloy Ni80Fe20 disks with a diameter of 1 µm and a thickness of 50 nm. The central dot in
each disk shows the evidence of the vortex formation. (b): Magnetic force microscopy image of
vortex formation in an array of ferromagnetic permalloy Ni80Fe20 disks with a thickness of 50 nm,
with diameters ranging from 0.1 µm to 1 µm after an external magnetic field of 1.5 T has been
applied. Taken from Ref. [58]
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3.3 Magnetic field created by a nanoscale ferromagnetic
disk
As mentioned previously quasiparticles can be trapped in a DMS quantum well by an
inhomogeneous magnetic field created by a nanoscale ferromagnetic disk in the vortex
state placed a few nanometres above the DMS [49], see Figure (3-3).
Figure 3-3: Diagram depicting a nanoscale ferromagnetic disk (of height d) in the vortex state
placed a few nanometres above a DMS quantum well, using cylindrical coordinates.
The magnetic field created from this ferromagnetic disk in the vortex state can be
calculated using the magnetisation profile of the vortex and the magnetostatic Maxwell
equations. For a magnetic disk of height d which is small compared to the radius, the
vortex magnetisation can be written as
~M(~r) = Mϕ(ρ)~eϕ +Mz(ρ)~ez, (3.1)
where cylindrical coordinates ~r = (ρ, ϕ, z) are used [61] . Then using Maxwell’s equations












ρ′2 + z2 − ρ2]
[(ρ− ρ′)2 − z2]
}
, (3.2)








(ρ− ρ′)2 + z2
E(k)√
(ρ+ ρ′)2 + z2
, (3.4)
with K(k) and E(k) the usual elliptical integrals [63], and k =
√
4ρρ′/[(ρ+ ρ′)2 + z2].
The derivation of bz(ρ, z) is given in Appendix C. To calculate the magnetic fields we
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need to know Mz(ρ′), and for this the magnetisation in the disk. This can be fitted to the
results of micromagnetic simulations [60], using the parameterisation [61][64][65]
∣∣Mz(ρ′)∣∣ /Ms =
{
(ρ2c − ρ′2)(ρ2c + ρ′2) ρ′ ≤ ρc
0 ρ′ > ρc
, (3.5)
where ρc is the vortex core radius, and Ms is the saturation magnetisation. The saturation
magnetisation of a ferromagnetic material is a measure of the maximum amount of field
that can be generated by a material, resulting from all the magnetic moments being
mutually aligned with the external field; beyond this no further increase in magnetisation
occurs. The radius of the magnetic core is about 30 nm in permalloy Ni80Fe20 disks [58][59]
and 10 nm in Fe disks [60], and µ0Ms = 1.06 T in permalloy Ni80Fe20 disks. A plot of the
magnetic field as a function of ρ for different z values, calculated assuming Mz given by
Eq. (3.5), is given in Figure (3-4). It can be seen that Bz(ρ, z) is largest at ρ = z = 0,
which corresponds to the centre of the vortex. It decreases for increasing ρ and z, and
becomes negligible for distances beyond the core radius. The quasiparticles are trapped
by the z component of the magnetic field within the vortex. Br(ρ, z) is equal to zero when
ρ = 0, and reaches a maximum at a distance ρ close to the value of ρc. This maximum
value is roughly half that of Bz(ρ, z) for the same z value.
The giant Zeeman effect in the DMS has the possibility of trapping quasiparticles in
the strong magnetic field near the disk surface. The eigenstates of a quasiparticle placed











eff µB~σ · ~B(~re(h))
}
φm(ρ, ϕ, z) = Eφm(ρ, ϕ, z).
(3.6)
We use here the simple parabolic band model of the conduction and valence band. Given
the symmetries of the magnetic field, solutions of this equation have the form [47]
φm(ρ, ϕ, z) = exp(imϕ)
(
φm↑ (ρ, z)
φm+1↓ (ρ, z) exp(iϕ)
)
, (3.7)
where the angular momentum quantum number m is an integer (Appendix D). The extra
phase exp(iϕ) in the spin down component has two significant consequences. Firstly σz
is not a good quantum number, a consequence of the radial component of the magnetic
field. Secondly the (usually expected) degeneracy between states with ±m is now lifted,
since the presence of the magnetic field breaks the time reversal symmetry responsible for
this degeneracy.
To demonstrate the lifting of the ±m degeneracy the magnetic fields can be approxi-
mated by removing the terms involving the vector field ~A(~r) (negligible compared to the
Zeeman term) and by applying a Taylor series for small (ρ, z) (when one is only interested
in the most strongly bound states, localised at small (ρ, z)) so that














































































Figure 3-4: Top: Magnetic field component Bz(ρ, z) for a nanoscale ferromagnetic disk in the
vortex state as function of ρ for several values of z. Bottom: Magnetic field component Bρ(ρ, z)
for a nanoscale ferromagnetic disk in the vortex state as function of ρ for several values of z. With

































Figure 3-5: Comparison of the magnetic field component Bz(ρ, z) for a nanoscale ferromagnetic
disk in the vortex state as function of ρ for several values of z using both Eq. (3.4) (dashed line)
and the approximation in Eq. (3.9) (solid line). With a vortex core radius of ρc = 30 nm, a disk
height of d = 50 nm, and µ0Ms = 1.06 T (found in permalloy Ni80Fe20 disks).
where
A(z) = b1 − b2z + 2b3z2, (3.10)
and
B(z) = b22 − 2b3z, (3.11)
with b1 = 1/2, b2 = (pi + 2)/4 and b3 = 1 [47]. These are only accurate for the magnetic
fields where the wavefunction is localised for ρ  pc and z  pc, so for values of 15 nm
or less for z and ρ, which can be seen in Figure (3-5) where the approximation for the
magnetic field using Eq. (3.9) is plotted as a function of ρ.
The following eigenfunction ansatz for Eq. (3.7) is used
























where a1 and a2 are both functions to be determined, as is the decay constant b. Sub-
stituting these approximations into Eq. (3.6) gives 2 sets of equations from the different
spin components in the Schro¨dinger equation, and then depending on the value of m the
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2 αB(z)a1(z) = 0. (3.17)
where s = 1 if m ≥ 0 and s = −1 if m < 0, E0 = ~2/(2m∗e(h)ρ2c), em = E/E0 and
α = ge(h)eff µBµ0Ms/2E0 [47]. If s = 1 then the solutions of these equations are obtained
from Eq. (3.17) if 4/b4 = −α; possible only if α < 0. This being the case when Ms < 0
(when the z axis disk magnetisation Mz points away from the DMS surface). Eq. (3.15)
has the solution a1(z) = 12B(z)a2(z) when b2 =
√










((6− pi)(10 + pi)
128
)
a2(z) = ema2(z). (3.18)
The solution is found to be a2(z) = exp(−kz) (assuming z > 0), with eigenenergy em =
2
√|α|(m + 2) + α (6−pi)(10+pi)128 − k2. Finally Eq. (3.14) gives k = −0.321√|α| + 0.127|α|
(with k > 0 satisfied for |α| > 1.56) with em = 2
√|α|m [47]. This is similar to a harmonic
oscillator (s = 1, and therefore m ≥ 0). These solutions are only valid up to z2 since
the expansion for Bρ(ρ, z) and Bz(ρ, z) was truncated after the second term in the Taylor
series. This in turn means that the a1 and a2 terms are also only valid up to z2, and
therefore the second derivative of a1 is only valid up to z0.
To summarise for Mz < 0 there is only a solution when s = +1 or m ≥ 0, proving that
the ±m degeneracy is indeed lifted in this simplified case. These simple solutions only
hold for small values of m, where the wavefunctions are localised at small ρ and z and the
Taylor series for the magnetic fields are valid [47].
3.4 Electronic states in a quantum well
Quantum wells were briefly introduced in Chapter 2, so before we look at a new effective
Hamiltonian for holes in a DMS quantum well a more detailed discussion about quan-
tum wells is needed. This thesis looks at the DMS quantum well system Cd1−xMnxTe/
Cd1−yMgyTe, with a layer of Cd1−xMnxTe embedded in between Cd1−yMgyTe, see Figure
(2-7). This creates a confinement potential for both conduction band electrons and valence
band holes arising from the energy difference between the larger band gap of the barrier
Cd1−yMgyTe and the smaller band gap of the well material Cd1−xMnxTe. In a quantum
well the energetically low lying electrons and holes states are confined in the z direction
to a region of length L (lengths around 100 A˚), which is considerably larger than the
lattice constant, but sufficiently small that the electron and hole wavefunctions become
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quantised. The translational motion in the xy plane perpendicular to the confinement
direction is unrestricted.
Within the framework developed in the preceding section using ~ke → −i~∇e, ~kh →
−i~∇h the electron and hole confinement in the z direction can be described by the one
dimensional Schrodinger equation with Hamiltonian













for holes, where m∗e,⊥ and m∗h,⊥ are the effective masses of the electron and hole (heavy
or light) in the z direction. For the case of an infinite well where the excited electrons are
completely confined in the quantum well the wavefunction has to vanish at the interface
between the well and barrier. Standing waves are established. There is an infinite ladder




0 −L/2 ≤ ze ≤ L/2




0 −L/2 ≤ zh ≤ L/2
∞ elsewhere , (3.22)
for holes. The eigenfunctions of the one particle Hamiltonians of the quantum well for an
infinite well, satisfying











































For a finite square quantum well the well depth seen by electrons and holes can differ (see
Figure (2-7)), described by the conduction and valence band offsets given by
Ve(h)(ze(h)) =

Ve(h) ze(h) < −L/2
0 −L/2 ≤ ze(h) ≤ L/2
Ve(h) ze(h) > L/2
. (3.26)
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When the total energy is larger than the height of the potential, the energy becomes
continuous (not quantised); when the energy is less than Ve(h) the states are bound, with
a finite number of quantised states. The wider and/or more shallow the potential, the
lower the energies of the quantum states. The eigenfunctions for the finite quantum well
can be divided into even and odd parity solutions. For even parity
φe(h)(ze(h)) =

Ce(h) exp(κe(h)ze(h)), ze(h) < −L/2
Ae(h) cos(ke(h)ze(h)), −L/2 < ze(h) < L/2





Ce(h) exp(κe(h)ze(h)), ze(h) < −L/2
Be(h) sin(ke(h)ze(h)), −L/2 < ze(h) < L/2
−Ce(h) exp(−κe(h)ze(h)), ze(h) > L/2
, (3.28)







2m∗e(h),b(Ve(h) − E⊥e(h))/~2, (3.30)
and E⊥e(h) the eigenenergy, found by requiring smooth solutions to Eq. (3.23). Here m∗e(h),w
(m∗e(h),b) is the associated mass in the quantum well (barrier) in the confinement direction.
























3.5 New effective Hamiltonian for a dilute magnetic semi-
conductor quantum well
This section will discuss the derivation of an effective Hamiltonian to show the splitting
of the heavy and light holes in a DMS quantum well in the presence of an inhomogeneous
magnetic field that is both parallel and perpendicular to the z direction. This is due to
the Zeeman splitting of the valence band depending on the direction of the magnetic field
with respect to the quantum well growth direction (taken to be the z direction) [19].
The 4× 4 Luttinger Kohn Hamiltonian in Eq. (2.50) that models the heavy and light
hole bands can be rewritten by rearranging the basis as
HLK = −

P +Q c −b 0
c∗ P −Q 0 b
−b∗ 0 P −Q c
0 b∗ c∗ P +Q
 , (3.32)
where the matrix elements are still given by Eq. (2.51). For a quantum well structure we




















φhh(zh)φ− 32 (x, y)
 , (3.33)
where the functions φn(x, y) are undetermined at present. The ground state functions











φhh(zh) = E⊥hhφhh(zh), (3.34)
for heavy holes, where φhh(zh) is the envelope function for the heavy hole band, and for










φlh(zh) = E⊥lhφlh(zh). (3.35)
The potential well Vh(zh) is given by Eq. (3.26). The functions φhh(zh) and φlh(zh) that
satisfy Eqs. (3.34) and (3.35) are even functions given by Eq. (3.27), and fulfill the relation∫
φ∗hh(zh)pzφlh(zh)dzh = 0.
For a quantum well we don’t use the previous ~k · ~p theory as before with ~p, instead we
use ~~k = −i~~∇ and treat the z direction differently by working in the space of the lowest
confinement state. The 4×4 Luttinger Kohn Hamiltonian needs to be turned into a set of
differential equations. This can be achieved with the following integral which is separated












Then by integrating out the z degree of freedom the Luttinger Kohn Hamiltonian can be
rewritten as [49]
H˜LK(x, y) = −

Hhh cIhl 0 0
c∗I∗hl Hhl 0 0
0 0 Hhl cIhl


























































hh(zh)pzφlh(zh)dzh = 0, since pz
vanishes between states of equal symmetry, for a symmetric quantum well between L/2
and −L/2 [49].
As already mentioned the inhomogeneous magnetic field from the nanoscale ferromag-
netic disk acts as an effective potential that can trap quasiparticles in the DMS quantum
well due to the Zeeman interaction [49]. The Zeeman Hamiltonian for the valence band is
Hzeeman(~r) = gheffµB ~B(~r) · ~Se(h), (3.40)
where ~Se,h = (Se(h),x, Se(h),y, Se(h),z) is the spin operator (defined in Appendix E) [47]. If
the quantum well is narrow then one can rewrite it as
H˜z(x, y) = gheffµB ~Bav(d) · ~Se(h), (3.41)
where d is distance between the quantum well and the nanoscale ferromagnetic disk, and
~Bav is the average value of the magnetic field over the thickness of the well [49]. Then the
valence band effective Hamiltonian can be written as
H˜(x, y) = H˜LK(x, y) + H˜z(x, y). (3.42)
The Zeeman splitting of the valence band depends on the direction of the magnetic






























effµBBz 0 0 0
0 −12gheffµBBz 0 0
0 0 −∆lh + 16gheffµBBz 0
0 0 0 −∆lh − 16gheffµBBz
 ,
(3.44)
for the edge (at the Γ point) of the valence band quantum well. Where the energy splitting
∆lh = |E⊥lh −E⊥hh| is due to the quantum well confinement. The energy of the heavy hole
splits by a factor of |gheffµBBz|, while the energy of the light hole splits by a factor of
|13gheffµBBz|. For a magnetic field perpendicular to the z direction, chosen here to be









































9∆2lh ± 6∆lhgheffµBBx + 4(gheffµBBx)2. (3.47)
When ∆lh >> |gheffµBBx| then up to terms quadratic in the external field Bx, the eigen-















where the full derivation is given in Appendix F. If the mixing between the light and heavy
holes is emitted then the heavy holes don’t split and the light holes split by |23gheffµBBx|
[49]. Figure (3-6) shows the splitting between the heavy and light holes for both magnetic
configurations. It can be seen that when the magnetic field is in the z direction the heavy
holes split by 3 times the amount of the light holes, and the energy splitting has a linear
relationship with respect to the magnetic field, while for a magnetic field perpendicular
to the z direction the light holes split considerably more than the heavy holes, and the






























































Figure 3-6: Top: Energy splitting of the heavy and light holes in a Cd1−xMnxTe/Cd1−yMgyTe
quantum well as a function of the magnetic field in the z direction. Bottom: Energy splitting
of the heavy and light holes in a Cd1−xMnxTe/Cd1−yMgyTe quantum well as a function of the
magnetic field in the x direction. Parameters for Cd1−xMnxTe are given in the Table in Appendix
K, x = 0.05, and ∆lh=50 meV [49] have been assumed.
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To include the effect of strain to the effective Hamiltonian in Eq. (3.42) we can write
H˜(x, y) = H˜LK(x, y) + H˜z(x, y) +Hζ , (3.50)
where Hζ is given by Eq. (2.78). For a magnetic field in the z direction the new valence






effµBBz − ζ 0






−∆lh + 16gheffµBBz + ζ 0







effµBBz − ζ, (3.52)




effµBBz + ζ. (3.53)
For a magnetic field perpendicular to the z direction the valence band effective Hamiltonian
with the inclusion of strain is
H˜(x, y) =

−ζ 0 12√3gheffµBBx 0
































9∆2lh ± 6∆lhgheffµBBx + 4(gheffµBBx)2 + 36ζ2 ∓ 12BxζgheffµB − 36ζ∆lh.
(3.56)
Figure (3-7) shows a comparison plot for the splitting between the heavy and light holes
for both magnetic configurations with and without the inclusion of strain. It can be
seen that the strain has little effect on the splitting compared to the effect of the giant
Zeeman interaction due to the sp-d exchange interaction in a DMS. Due to this fact for
simplification the strain will be omitted in the next Chapters when discussing excitons in


























































Figure 3-7: Top: Comparison of the energy splitting of the heavy and light holes in a
Cd1−xMnxTe/Cd1−yMgyTe quantum well with (dashed) and without (solid) the inclusion of the
strain as a function of the magnetic field in the z direction. Bottom: Comparison of the energy
splitting of the heavy and light holes in a Cd1−xMnxTe/ Cd1−yMgyTe quantum well with (dashed)
and without (solid) the inclusion of the strain as a function of the magnetic field in the x direction.
Parameters for Cd1−xMnxTe are given in the Table in Appendix K, x = 0.05 and ∆lh=50 meV
[49] have been assumed.
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3.6 Conclusion
To conclude, in this Chapter the effect of an inhomogeneous magnetic field from a nanoscale
ferromagnetic disk in the vortex state upon the valance band has been studied. This was
done by deriving a new effective Hamiltonian to describe the splitting of the holes in a
DMS quantum well in the presence of a magnetic field either parallel and perpendicular
to the z direction. When the magnetic field is in the z direction the splitting of the heavy
holes is 3 times that of the light holes splitting, while for a magnetic field perpendicular to
the z direction the light holes split much more than the heavy holes, and there is mixing
between the bands. The effect of the strain in the case of Cd1−xMnxTe/Cd1−yMgyTe is
negligible compared to the giant Zeeman interaction due to the sp-d exchange interaction
in the DMS. Therefore the strain will be omitted in the next Chapters where excitons in
a DMS quantum well in the presence of a magnetic field will be considered.
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Chapter 4
Excitons in the presence of a
homogeneous magnetic field
When photons of energy comparable to the band gap are incident on a semiconductor,
they can be absorbed by electrons providing them with enough energy to be excited from
the valence band to the conduction band. A hole state is then created in the valence band
which behaves like a positively charged particle. At low enough temperatures there will
be insufficient free carriers to screen the electron and hole, and they can lower their energy
by approaching one another and binding together. The electron and hole interact via the
Coulomb interaction and this bound electron-hole pair is called an exciton.
In the previous Chapter the band structure for electrons in the conduction band and
holes in the valence band, and the splitting of heavy and light holes in a DMS quantum
well due to a magnetic field from a nanoscale ferromagnetic disk in the vortex state was
discussed. The Coulomb interaction between the hole and electron in the DMS quantum
well has been ignored up until now. In this Chapter the fundamental properties of excitons
in a bulk semiconductor, and in a quantum well, will be discussed. A variational approach
will be followed to calculate the binding energies for both a heavy and light hole exciton
as a function of the quantum well size. Then, excitons in a DMS quantum well in the
presence of a homogeneous magnetic field will be studied, to look at a simple picture
for the behaviour of the exciton binding energy, before excitons in the presence of an
inhomogeneous magnetic field are studied. The binding energy for both a heavy and
light hole exciton is calculated, as well as a look at how the binding energy changes as a
function of the well width for different values of the magnetic field. Results are reported for
a Cd1−xMnxTe/Cd1−yMgyTe quantum well, which has not previously been studied in this
way, and the majority of studies looking at the material Cd1−xMnxTe have Cd1−xMnxTe
as the barrier material instead of the well material [66][67][68].
4.1 Excitons in bulk semiconductors
Here the basic Schro¨dinger equation for an exciton in a bulk semiconductor will be dis-
cussed. The electron hole system of the exciton is analogous to a hydrogen atom, since
the mass of the hole is generally much greater than the electron. Using the effective mass
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4piε0εr |~re − ~rh|
]
φex = Eexφex, (4.1)
where m∗e and m∗h are the effective masses of the electron and hole, ε0 is the permittivity
of free space, εr is the dielectric constant of the material, ~re and ~rh are the positions of the
electron and hole, and |~re − ~rh| the distance between them. The terms in this equation
are the kinetic energy of the conduction electron, the kinetic energy of the hole, and the
Coulomb interaction between the electron and hole [69].
This equation can be separated into two parts, one for the centre of mass motion and







~r = ~re − ~rh. (4.3)

































φK(~R) = EKφK(~R), (4.6)









φn(~r) = EXφn(~r), (4.7)
for the relative motion. The solution for the centre of mass motion is






the kinetic energy of the centre of mass. The solution for the relative motion follows
the usual hydrogenic solution, where the wavefunction is written as a product of a radial
function and the spherical harmonics
φn(~r) = Rn,l(r)Yl,m(θ, φ), (4.10)
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where Rn,l are the Laguerre polynomials and Yl,m the spherical harmonics. The energy














For bulk Cd1−xMnxTe the heavy hole exciton binding energy is EX = 10.05 meV, while
the bulk light hole exciton binding energy is EX = 11.68 meV (from Eq. (4.11), using
n = 1). The Bohr radius for the heavy hole exciton is a∗B = 77 A˚, and a∗B = 66 A˚ for the
light hole exciton for bulk Cd1−xMnxTe.
4.2 Excitons in a Quantum well
We now consider how this situation changes for an exciton confined within a quantum
well. The Hamiltonian in this case can be expressed in the effective mass approximation
as
Hex = − ~
2
2m∗e




where the second term for the kinetic energy of the hole is determined from the Luttinger
Kohn Hamiltonian given in Eq. (2.50), and Ve(ze), and Vh(zh) are the confining potentials
for the electrons and holes. They are assumed to be square wells, and for a finite well they
are given by Eq. (3.26).
An exact solution to the Schro¨dinger equation corresponding to the exciton Hamilto-
nian in Eq. (4.14) is not possible. Therefore a variational approach is considered, which
neglects the valence band coupling and which produces a highly non-parabolic subband
structure which can lead to an underestimation of the binding energy [71][72]. Ignoring
the off-diagonal terms of the Luttinger Kohn Hamiltonian leads to the formation of two
types of excitons, the heavy hole and the light hole exciton. With this approximation the
Hamiltonian of a heavy (light) hole exciton in a quantum well reduces to [69][71]
Hex = H⊥e (ze) +H⊥h (zh) +Hr(ρ, z, ϕ), (4.15)
whereH⊥e (ze) andH⊥h (zh) are the one particle Hamiltonians for the conduction and valence
bands of the quantum well











The last term in Eq. (4.15) is composed of two terms, the kinetic energy of the relative
motion of the electron and hole in the xy plane, and the Coulombic interaction:























ρ2 + z2 and (ρ, ϕ, z) are the relative coordinates separating the electron and
hole in cylindrical coordinates. The effective masses here for the hole and the reduced

























(γ1 − γ2) for light holes, (4.19)
from Eq. (2.59).
The exciton wavefunction is chosen to have the following form,
φex = φe(ze)φh(zh)φr(ρ, z, ϕ), (4.20)
where the variational wavefunction φr(ρ, z, ϕ) accounts for the internal motion of the
excitons, and φe(ze) and φh(zh) are eigenfunctions of the one particle Hamiltonians of the
quantum well (ground state solutions of the electrons and holes in the quantum well)
H⊥e (ze)φe(ze) = E⊥e (ze)φe(ze), H⊥h (zh)φh(zh) = E⊥h (zh)φh(zh). (4.21)
For a finite well they are given by Eqs. (3.27) and (3.28).
























The one particle wavefunctions φe(ze) and φh(zh) decay exponentially outside the well in
the z direction, so it is only necessary to integrate over ze and zh between the limits µ
and ν, which lie just outside the quantum wells. The denominator in Eq. (4.22) is









|φe(ze)|2 |φh(zh)|2 |φr|2 ρdρdzedzhdϕ. (4.23)
Given the three term Hamiltonian in Eq. (4.15) the numerator N for the expectation
value of the exciton energy in Eq. (4.22) can be written as








+ 〈φex|Hr(ρ, z, ϕ)|φex〉 .
(4.24)
The first term can be written as〈
φex|H⊥e (ze)|φex
〉
= 〈φex|τ |φex〉+ 〈φex|υ|φex〉 , (4.25)
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where τ and υ are the kinetic and potential terms of the one particle electron Hamiltonian
H⊥e (ze). The first part is
















which after differentiating becomes

















The first term when normalised with the denominator gives the one particle kinetic energy
of the electron, which when coupled with 〈φ|υ|φ〉 in Eq. (4.25) results in the one particle
electron energy E⊥e (ze), defined in Eq. (3.25). For stationary states within semiconductor































+ |φe(ze)|2 |φh(zh)|2 φ∗rφ′′r
}
ρdρdzedzhdϕ. (4.29)





























The last two terms in the integration over ze cancel out and examination of the first term
on the right hand side shows that this will not contribute since φe(ze) it vanishes at the















|φe(ze)|2 |φh(zh)|2 φ′2r ρdρdzedzhdϕ.
(4.31)
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|φe(ze)|2 |φh(zh)|2 φ′2r ρdρdzedzhdϕ.
(4.32)
The last term in the Hamiltonian in Eq. (4.15) can be written as









































The exciton binding energy EX is then determined by the requirement that [69]
Eex = E⊥e (ze) + E⊥h (zh)− EX . (4.34)
To determine EX we use a variational wavefunction for φr and minimise Eex as a function
of the variational parameters [73][66][67][74][75][68]. The trial wavefunctions that will be
discussed will be the Harrison and Greene and Bajaj wavefunction.
4.2.1 Harrison model
The Harrison trial wavefunction for ϕr is given by






where λ and α are variational parameters [69]. Using Eq. (4.35) in (4.20) it is possible to
minimise the expectation value in Eq. (4.22) with respect to λ and α, and hence calculate
the exciton binding energy for different quantum well widths. This was done using the
downhill simplex method in multi-dimension for minimising functions with more than one
variable [76]. The integration was performed using a weighted Simpson’s integration in
Fortran. The accuracy of the calculation is effected by the limit of the integrations and
the discretisation. The binding energy and variational parameters were found to converge
to a value accurate to 5 decimal places when the ze and zh integrals were integrated
between ±(L/2 − Ln(0.00001)/2κe(h)) (this is sufficient distance for the wavefunction to
have decayed outside the well). While the ρ integral was integrated from 0 to 104. The
discretisation for the z integrals and ρ integrals was set to values to ensure the convergence

































Figure 4-1: The exciton binding energy as a function of the quantum well width for excitons in a
Cd1−xMnxTe infinite quantum well for both the heavy and light hole excitons using the Harrison
model. The values of the physical parameters used for Cd1−xMgxTe are given in the table in
Appendix K, and x = 0.01.
The binding energies for the heavy hole and light hole excitons in a Cd1−xMnxTe
infinite well has been calculated as a function of the well width L, and is shown in Figure
(4-1). It is seen that the values of the heavy hole and light hole exciton binding energy
increase as L is reduced, the reason for this behaviour being that the exciton wavefunction
is compressed in the quantum well as L is reduced, leading to increased binding. The
binding energy of the heavy hole exciton is lower than the light hole exciton binding
energy for an infinite well. This can be explained by looking at the binding energy for
bulk Cd1−xMnxTe, where he bulk heavy hole exciton binding energy is 10.05 meV and
the bulk light hole exciton binding energy is 11.68 meV, calculated from Eq. (4.11) (using
n = 1) . This is due to the light hole exciton having a greater reduced mass than the
heavy hole exciton.
The values of the binding energies for the heavy and light hole exciton calculated as a
function of the width of the Cd1−xMnxTe/Cd1−yMgyTe quantum well (where Cd1−xMnxTe
forms the well and Cd1−yMgyTe forms the barrier, see Figure (2-7)) for different Mg con-
centrations y is shown in Figure (4-2 (a)). The band gap for Cd1−xMnxTe in the well is
taken to be
Ew = (1.606 + 1.592x) eV, (4.36)
from Eq. (1.1), and for the band gap of Cd1−yMgyTe
Eb = (1.606(1− y) + 3.2y) eV. (4.37)
The conduction and valence band offsets are (Eq. (3.26))
Ve = 0.7(Eb − Ew), Vh = 0.3(Eb − Ew). (4.38)
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The subband energies are determined by numerically solving the transcendental equations




















It can be seen from Figure (4-2 (a)) that for a given value of y, the value of the exciton
binding energy increases as the well width L is reduced until it reaches a maximum and
then it starts to drop. This is from the fact that as L is decreased the exciton wavefunction
is compressed in the quantum well leading to increased binding, until it reaches a certain
value of L where the wavefunction starts spilling into the surrounding Cd1−yMgyTe layers,
at which point the binding energy starts to approach the bulk value of Cd1−yMgyTe. This
behaviour is exhibited by both light and heavy hole excitons. Due to the wavefunction
spilling into the barriers the exciton binding energy is a lot larger for the infinite potential
barrier than the finite potential barrier for L < 100 A˚. The binding energy is also greater
for a given value of L for a higher value of y, for both the heavy and light hole exciton.
The reason for this is that the electron and hole subband energies increase with increasing
y because Ve and Vh increase with increasing y. For L < 100 A˚ the maximum of the heavy
hole exciton binding energy is larger than that of the light hole exciton binding energy.
This can be explained by looking at the compression for the exciton wavefunction. The







This separation 〈z〉 shown in Figure (4-3), has a minimum for small L and increases
with increasing L. For heavy hole excitons 〈z〉 is smaller than for light hole excitons.
The interpretation for this is that the heavy hole excitons receive stronger confinement
than the light hole excitons owing to the band offset potentials [77][78]. Therefore the
heavy hole exciton has a higher binding energy than the light hole exciton for small L.
As the well width increases the excitons become less confined and the light hole exciton
binding energy becomes higher than the heavy hole exciton binding energy, as they start
to approach their bulk values. This is seen in Figure (4-2 (a)), where the heavy and light
hole excitons reach the bulk binding energy values, and the light hole exciton binding
energy is higher than the heavy hole exciton binding energy as the well width is increased.
The variational parameter α in Eq. (4.35) is expected to equal 1 for an exciton in the
bulk, and λ equal the Bohr radius in atomic units, which is approximately 145 for heavy
hole excitons. This can be seen in Figure (4-2 (b)) as α approaches 1 for well widths
of L > 500 A˚. For higher values of the Mg concentration y the parameter α peaks at
a lower value, but converges to 1 as the well width is increased. Figure (4-2 (c)) shows
the variational parameter λ closely approaching the bulk value of the Bohr radius of the
heavy hole as the well width reaches 300 A˚ for all values of y. For higher values of y the



























































Figure 4-2: (a) The exciton binding energy as a function of the quantum well width for excitons
in a Cd1−xMnxTe/Cd1−yMgyTe finite well for both the heavy and light hole excitons for different
values of the Mg concentration y using the Harrison model. (b) The variational parameter α as
a function of the quantum well width for a heavy hole exciton in a Cd1−xMnxTe/Cd1−yMgyTe
finite well for different values of the Mg concentration y. (c) The variational parameter λ as a
function of the quantum well width for a heavy hole exciton in a Cd1−xMnxTe/Cd1−yMgyTe finite
well for different values of the Mg concentration y. The values of the physical parameters used for
























Figure 4-3: The separation 〈z〉 as a function of the quantum well width for excitons in a
Cd1−xMnxTe/Cd1−yMgyTe finite well for both the heavy and light hole excitons for different
values of the Mg concentration y. The values of the physical parameters used for Cd1−xMgxTe
are given in the table in Appendix K, and x = 0.01.
Figure (4-4 (a)) shows how the binding energy varies for different values of the magnetic
ion concentration x for a heavy hole exciton. As x increases the binding energy is reduced
for small values of the well width L, since the potentials Ve and Vh are smaller for higher
values of x. The binding energies start to converge to the same value as the well width
reaches 200 A˚. The variational parameters peak at a higher value as x is increased but all
converge to the bulk value, as shown in Figure (4-5 (b)) and (4-5 (c)). Figure (4-5 (a))
shows how the binding energy varies for different conduction and valence band offsets for
a heavy hole exciton. As the valence band offset increases the binding energy decreases
for small well widths, but starts to converge to the same value for well widths above 200
A˚. This is due to the electron subband energy making a bigger contribution than the hole
subband energy due to the difference in the mass of the electron and hole. The variational
parameters peak at higher values as the valence band offset is increased but they converges
































































Figure 4-4: (a) The exciton binding energy as a function of the quantum well width for heavy
hole excitons in a Cd1−xMnxTe/Cd1−yMgyTe finite well for different values of the magnetic ion
concentration x using the Harrison model. (b) The variational parameter α as a function of
the quantum well width for heavy hole excitons in a Cd1−xMnxTe/Cd1−yMgyTe finite well for
different values of the magnetic ion concentration x. (c) The variational parameter λ as a function
of the quantum well width for heavy hole excitons in a Cd1−xMnxTe/Cd1−yMgyTe finite well for
different values of the magnetic ion concentration x. The values of the physical parameters used




















































Figure 4-5: (a) The exciton binding energy as a function of the quantum well width for heavy
hole excitons in a Cd1−xMnxTe/Cd1−yMgyTe finite well for different values of the valence band
offset Vh and conduction band offset Ve using the Harrison model. (b) The variational parameter
α as a function of the quantum well width for heavy hole excitons in a Cd1−xMnxTe/Cd1−yMgyTe
finite well for different values of the valance band offset Vh and conduction band offset Ve. (c)
The variational parameter λ as a function of the quantum well width for heavy hole excitons
in a Cd1−xMnxTe/Cd1−yMgyTe finite well for different values of the valance band offset Vh and
conduction band offset Ve. The values of the physical parameters used for Cd1−xMgxTe are given
in the table in Appendix K, with x = 0.01, and y = 0.15.
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4.2.2 Greene and Bajaj model
Greene and Bajaj [79] were the first to calculate the binding energies of heavy and light
hole excitons as a function of well size for finite values of the barrier height. Their trial
wavefunction for ϕr is given by







where α and δ are the variational parameters [79]. Calculations were repeated using
this trial form, and the binding energies for the heavy and light hole excitons for a
Cd1−xMnxTe/Cd1−xMgxTe finite well calculated as a function of the well width are shown
in Figure (4-6). The band gaps and offsets are as before. The exciton binding energy again
increases as the well width L is reduced until it reaches a maximum and then it starts
to drop, and this behaviour is exhibited by both the heavy and light hole exciton. The
binding energy is higher for the heavy hole exciton for small L, again explained by the
fact that the heavy hole excitons receive stronger confinement for small L than the light
hole excitons. As the well width increases the excitons become less confined and the light
hole exciton binding energy becomes higher than the heavy hole exciton binding energy, as
they start to approach their bulk values. As can be seen in Figure (4-6) both the Harrison
model and Greene and Bajaj model display the same shape and differ only slightly for
small L, but both converge to the same value as L is increased. Since there is little differ-
ence to the binding energy for both models it does not matter which model will be used



























Harrison model, Heavy hole
Harrison model, Light hole
Greene and Bajaj model, Heavy hole
Greene and Bajaj model, Light hole
Figure 4-6: The binding energy as a function of the well width in a finite
Cd1−xMnxTe/Cd1−yMgyTe DMS quantum well using the Harrison model and Greene and Ba-
jaj model for both a heavy and light hole exciton. The values of the physical parameters used for
Cd1−xMgxTe are given in the table in Appendix K, with x = 0.01 and y = 0.15.
62
4.2.3 Excitons in a dilute magnetic semiconductor in the presence of a
homogeneous magnetic field
So far, the effect of the magnetic field on an exciton in a DMS quantum well, and the sp-d
interaction term for a DMS semiconductor, have been ignored. They will now be discussed
here. The Hamiltonian for an exciton in a DMS well in the presence of a homogeneous
magnetic field can be written in cylindrical coordinates in the effective mass approximation
































e2ρ2B2z + geeffµBBzSe,zΘ(L/2− |ze|)
+gheffµBBzSh,zΘ(L/2− |zh|). (4.43)
where the first six terms are the same as those for the Hamiltonian in Eq. (4.15). The
last terms correspond to the diamagnetic shift, the linear Zeeman effects (containing the
electron and hole g factors), and the sp-d exchange interaction for the electron and hole
present in the DMS. The effective g factors are defined in Eq. (1.21) and (1.22). The elec-
tron and hole g factors in the barrier material have been ignored, since they are negligible
in comparison to the effective g factors in a DMS. We again use the Harrison wavefunction
defined in Eq. (4.35) to calculate the binding energy as a function of the magnetic field for
a Cd1−xMnxTe/Cd1−yMgyTe dilute magnetic semiconductor. The variational parameters
were found as before. We label σ+ a heavy hole exciton (light hole exciton) with spins




2 , Sh,z =
1
2), and for spins Se,z = −12 , Sh,z = −32 (Se,z = −12 ,
Sh,z = −12) we use σ−.
The binding energy in a Cd1−xMnxTe/Cd1−yMgyTe quantum well calculated as a
function of the well width for different values of the magnetic field for a σ+ heavy hole
exciton is shown in Figures (4-7 (a)) and (4-7 (b)) for two different values of the magnetic
ion concentration x. It can be seen that the presence of the magnetic field leads to a
reduction in the binding energy for a heavy hole with σ+ spins in the DMS quantum well,
and the binding energy decreases as the magnetic field increases for both values of x. The
binding energy varies more for small well widths of L < 200 as x increases, due to the
sp-d interaction making a bigger contribution. For L > 300 the binding energy converges
to the same value for both values of x, and the main effect on the binding energy is the
diamagnetic shift. The binding energy in a Cd1−xMnxTe/Cd1−yMgyTe quantum well as
a function of the well width for different values of the magnetic ion concentration x for a
σ+ heavy hole exciton is shown in Figure (4-8) for one value of the magnetic field. The
binding energy varies below L < 200, which decreases as x increases, but it converges to






















































Figure 4-7: (a) The binding energy as a function of the well width in a finite
Cd1−xMnxTe/Cd1−yMgyTe DMS quantum well using the Harrison model for a heavy hole ex-
citon with spins labelled by σ+ for different values of the magnetic field, with a magnetic ion
concentration of x = 0.01. (b) The binding energy as a function of the well width in a finite
Cd1−xMnxTe/Cd1−yMgyTe DMS quantum well using the Harrison model for a heavy hole exciton
with spins labelled by σ+ for different values of the magnetic field, with a magnetic ion concen-
tration of x = 0.04. The values of the physical parameters used for Cd1−xMgxTe are given in the




























Figure 4-8: The binding energy as a function of the well width in a finite
Cd1−xMnxTe/Cd1−yMgyTe DMS quantum well using the Harrison model for a heavy hole ex-
citon with spins labelled by σ+ for different values of the magnetic ion concentration x. The values
of the physical parameters used for Cd1−xMgxTe are given in the table in Appendix K, with Bz = 8
T and y = 0.15.
The binding energy in a Cd1−xMnxTe/Cd1−yMgyTe quantum well calculated as a
function of the well width for different values of the magnetic field for a σ− heavy hole
exciton is shown in Figure (4-9 (a)) and (4-9 (b)) for two different values of the magnetic
ion concentration x. The presence of the magnetic field also leads to a reduction in the
binding energy for a σ− heavy hole exciton in the DMS quantum well. The binding energy
varies more for small well widths of L < 200 as x increases, due to the sp-d interaction
making a bigger contribution. The binding energy converges to the same value for L > 300
for both values of x. This is the same behaviour as the binding energy for σ+ heavy hole
excitons, but the binding energy varies more for σ+ heavy hole excitons as x increases.
This is due to the fact that the hole contribution of the sp-d interaction is positive which
makes a bigger contribution than the electron contribution for σ+ excitons, while for σ−
excitons the electron sp-d interaction contribution is positive and the hole contribution is
negative. The binding energy in a Cd1−xMnxTe/Cd1−yMgyTe quantum well as a function
of the well width for different values of the magnetic ion concentration x for a σ− heavy
hole excitons is shown in Figure (4-10). Below L < 200 the binding energy varies for
different values of x, which decreases as x increases, but it converges to the same value.
For σ+ heavy hole excitons the binding energy decreases more for increasing x than it does























































Figure 4-9: (a) The binding energy as a function of the well width in a finite
Cd1−xMnxTe/Cd1−yMgyTe DMS quantum well using the Harrison model for a heavy hole ex-
citon with spins labelled by σ− for different values of the magnetic field, with a magnetic ion
concentration of x = 0.01. (b) The binding energy as a function of the well width in a finite
Cd1−xMnxTe/Cd1−yMgyTe DMS quantum well using the Harrison model for a heavy hole exciton
with spins labelled by σ− for different values of the magnetic field, with a magnetic ion concen-
tration of x = 0.04. The values of the physical parameters used for Cd1−xMgxTe are given in the




























Figure 4-10: The binding energy as a function of the well width in a finite
Cd1−xMnxTe/Cd1−yMgyTe DMS quantum well using the Harrison model for a heavy hole ex-
citon with spins labelled by σ− for different values of the magnetic ion concentration x. The
values of the physical parameters used for Cd1−xMgxTe are given in the table in Appendix K,
with Bz = 8 T and y = 0.15.
The effect of the sp-d interaction on the binding energy can be seen in Figure (4-11
(a)), where the binding energy is plotted as a function of magnetic field for both σ+ and
σ− heavy hole excitons in a Cd1−xMnxTe/Cd1−yMgyTe quantum well for different values
of x without the inclusion of the diamagnetic shift term. The spin up and spin down
exciton components (σ+ and σ−) split as a function of the magnetic field and the splitting
increases as the magnetic field increases until it starts to level off as the magnetic field
is further increased. The binding energy decreases as the magnetic field increases for σ+
heavy hole excitons, due to the hole contribution of the sp-d interaction being positive and
making a bigger contribution than the electron contribution of the sp-d interaction. While
the binding energy increases as the magnetic field increases for σ− heavy hole excitons,
due to the hole contribution of the sp-d interaction being negative. For σ+ heavy hole
excitons the binding energy changes more rapidly, due to the positive hole contribution of
the sp-d interaction. The effect of the diamagnetic shift term can be seen in Figure (4-11
(b)) where its included in the calculation of the binding energy as a function of magnetic
field for both σ+ and σ− heavy hole excitons in a Cd1−xMnxTe/Cd1−yMgyTe quantum
well. The binding energy decreases as the magnetic field increases for both σ+ and σ−
heavy hole excitons. The binding energy is lower for the σ+ heavy hole excitons for a
































































Figure 4-11: (a) The exciton binding energy as function of the magnetic field for a heavy hole
exciton with both σ+ and σ− spins in a 100 A˚ finite Cd1−xMnxTe/Cd1−yMgyTe DMS quantum
well using the Harrison model for different values of the magnetic ion concentration x. With-
out the inclusion of the diamagnetic shift term. (b) The exciton binding energy as function
of the magnetic field for a heavy hole exciton with both σ+ and σ− spins in a 100 A˚ finite
Cd1−xMnxTe/Cd1−yMgyTe DMS quantum well using the Harrison model, with x = 0.01. The




To conclude, in this Chapter the binding energy of excitons in Cd1−xMnxTe/Cd1−yMgyTe
quantum wells has been considered. It is believed that this has not previously been studied
in this way to calculate the binding energies for this material. The Harrison model was
used to calculate binding energies in both an infinite and finite quantum well without
the presence of a homogeneous magnetic field. For the infinite case the binding energy
increases as the well width decreases, and for a given value of the well width the light hole
exciton has a higher value for the binding energy. For the finite case the exciton binding
energy increases as the well width L is reduced until it reaches a maximum and then it
starts to drop, due to the wavefunction spilling into the surrounding barrier layers, which is
exhibited by both light and heavy hole excitons. Due to the wavefunction spilling into the
barriers the exciton binding energy is a lot larger for the infinite potential barrier than the
finite potential barrier for around L < 100 A˚. The heavy hole exciton has a higher binding
energy than the light hole exciton for small L, due to the heavy hole excitons receiving
stronger confinement than the light hole excitons owing to the band offset potentials. The
Harrison model was compared to the Greene and Bajaj model, and the binding energy
differs only slightly for small L, but for both models the binding energies converge to
the same value as L is increased. The binding energy in a DMS quantum well in the
presence of a homogeneous magnetic field was calculated using the Harrison model. For
a heavy hole exciton with spins labelled by both σ− and σ+ the presence of the magnetic
field leads to less binding and the main contribution is from the diamagnetic shift term
for small values of the magnetic ion concentration x. The binding energy decreases for
increasing x, and decreases more rapidly for σ+ excitons. This approximation is only
valid for a homogeneous magnetic field. In the next chapter excitons in the presence of
an inhomogeneous magnetic field will be discussed.
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Chapter 5
Excitons in a dilute magnetic
semiconductor in the presence of
an inhomogeneous magnetic field
In the previous Chapter the fundamental properties of excitons in a DMS quantum well
were discussed, by considering a model to calculate the binding energy of excitons in a
quantum well in the presence of a homogeneous magnetic field. Results were presented for
Cd1−xMnxTe, and the approximations used were valid for a homogeneous magnetic field.
In this chapter we extend our study to look for the first time at excitons in Cd1−xMnxTe
in the presence of an inhomogeneous magnetic field. Excitons can be forced into regions
of low field gradient by means of inhomogeneous magnetic fields, creating a magnetic trap
for the excitons [52][80]. The properties of excitons in an inhomogeneous magnetic field
created by a microscale ferromagnetic disk, a nanoscale ferromagnetic disk in the vortex
state, and a ferromagnetic strip, will be discussed. It is believed that excitons in a dilute
magnetic semiconductor in the presence of these magnetic fields has not previously been
studied in this way.
5.1 The excitonic Hamiltonian
We consider a DMS quantum well in which the electrons and holes are additionally trapped
laterally by the presence of an inhomogeneous magnetic field, basing our analysis on the
following Hamiltonian to describe the electron and hole motion
Hex = H2D(~re, ~rh) +H⊥(ze, zh) +W (γ) +Hmzex (~re, ~rh) +Hs,p−d, (5.1)
whereH2D(~re, ~rh) is the 2D effective Hamiltonian,H⊥(ze, zh) is the Hamiltonian describing
the electron and hole confinement in the quantum well, W (γ) is the difference between
the 2D and 3D Coulomb interaction, Hmz(~re, ~rh) is the spin Hamiltonian and Hs,p−d is
the sp-d exchange interaction. The first four terms are discussed in detail in the following
sections.
5.1.1 The 2D effective Hamiltonian
In quantum wells the electron and hole motions along the z direction is quantised into
discrete levels due to the presence of the confinement potential along this direction. For
70
simplicity the electron and hole motion in the well material will be regarded as pure two
dimensional motion with quantisation along the z direction [81]. The two dimensional
motion is then additionally restricted in a sufficiently small area by applying an inhomo-
geneous magnetic field, and the z direction is assumed to be unaffected by the magnetic
field [82][52][83][84][80]. The first term in Eq. (5.1) is the Hamiltonian for a 2D system
consisting of an electron in the conduction band and a hole in the valence band interacting
via the Coulomb interaction in the xy plane, while moving in an inhomogeneous magnetic
field, which is written as
















4piε0εr|~re − ~rh| ,
(5.2)
where m∗e,|| and m∗h,|| are the electron and hole effective masses in the xy direction. Notice
that ~re , ~rh are 2D coordinates and give the xy plane position of the electron and hole,
respectively, which is different to the 3D exciton Hamiltonian in Eq. (4.1), where ~re and ~rh
are 3D coordinates. The Coulomb interaction in this 2D effective Hamiltonian corresponds
to the Coulomb interaction in the xy plane, called the 2D Coulomb interaction. The γ
parameter is a variational parameter that will be used to make the difference between the
2D and 3D Coulomb interaction small, and will be discussed later on.
The Hamiltonian can be simplified by separating into the centre of mass coordinates,
~R = (m∗e,||~re + m∗h,||~rh)/M , and the relative motion coordinates, ~r = ~re − ~rh, where



































The effect of the inhomogeneous magnetic field is accommodated by applying a wave-






























































, and the full
derivation is given in Appendix G. Further progress is made by simplifying the equation
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using an adiabatic expansion assuming that the size of the exciton is smaller than the
length scale over which the magnetic field varies. In particular, the exciton relative motion
is assumed to be faster than the centre of mass motion, and the relative coordinate smaller
than the centre of mass motion. Note that in the case of a ferromagnetic disk placed above
a quantum well, which is considered below, the magnetic vortex present at the centre of
the disk and which penetrates into the quantum well has a core radius of approximately
30 nm (Chapter 3 for permalloy Ni80Fe20 disks), while the exciton radius is approximately
8 nm for Cd1−xMnxTe (Chapter 4 using Eq. (4.13)). In this case the vector potential can










(~r · ∇R) ~A(~R) + . . . , (5.6)
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where µ = m∗e,||m∗h,||/M is the exciton reduced mass, and ξ = (m∗h,||−m∗e,||)/M . The gauge

































By applying a further wavefunction transformation
Ψ(~R,~r)→ exp {−iξ(e/~c)Ω(r)}Ψ(~R,~r), (5.9)






























where H2D(~R,~r) = exp {iξ(e/~c)Ω(r)} H˜2D(~R,~r) exp {−iξ(e/~c)Ω(r)}. Expanding this
out and ignoring terms of order r3 leads to
















~B(~R) · ~L+ ie~2Mc
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with the full derivation to be found in Appendix G. Here ~L = ~r × (−i~∇r) is the exciton
relative angular momentum operator [52]. The above Hamiltonian describing the exciton
motion in an inhomogeneous magnetic field now has position dependent terms, and an
additional term (W1 in Eq. (5.11)) not present for a homogeneous field [87].
The H˜2D(~R,~r) Hamiltonian is separated into sum of a relative motion Hamiltonian
and centre of mass Hamiltonian
H˜2D(~R,~r) = HCM(~R) +Hrelγ (~r, ~R,∇R), (5.13)
with














The total exciton wavefunction is a product of wavefunctions describing centre of mass
and relative motions
Ψ(~R,~r) = ψ(~R)Φnr,mr0 (~r), (5.16)
where the relative motion wavefunction obeys the Schro¨dinger equation{
Hrelγ (~r, ~R,∇R)− Erel(γ, ~R,∇R)
}
Φnr,mr0 (~r) = 0. (5.17)
The first two terms in the relative motion Hamiltonian, Eq. (5.15), describe a 2D hydro-
genic system, which is exactly solvable, and the influence of the final two terms W1 and W2
will be treated as a perturbation to second order in the magnetic field. This assumption
is valid in the weak field regime, ~ω∗c < 2Rex, where Rex = µe4/32pi2ε20ε2r~2 is the effective
Rydberg, and ω∗c = eB/µc is the cyclotron resonance frequency. For literature on excitons
in an inhomogeneous magnetic field in the high field regime refer to reference [86]. From
the zeroth order Hamiltonian








the zeroth order eigenvalues are
E0(nr,mr) = −λ2nrγ2R∗y, λnr = (nr − 1/2)−1, (5.19)
and the zeroth order wavefunctions
















where nr is the radial relative motion quantum number, mr is the angular relative motion
quantum number, L(α)n (x) is the associated Laguerre polynomial, and a∗B = 4piε0εr~2/µe2
is the exciton radius. The normalisation constant Anr,mr is determined by 〈Φnr,mr0 |Φnr,mr0 〉
= 1, with explicit values A10 = 2λnγ/a∗B, A20 = 2λnγ/
√
3a∗B, A21 = 2λnγ/
√
6a∗B [52][88].
Using standard perturbation theory [88][89], the first order equation (note we use a sub-
script to denote the order of the term in the series expansion of the eigenvalue E or
wavefunction Φnr,mr)
{H0 − E0(nr,mr)}Φnr,mr1 (~r) = {E1(nr,mr)−W1}Φnr,mr0 (~r), (5.21)
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along with the orthogonality condition 〈Φnr,mr1 |Φnr,mr0 〉 = 0, give for the first order eigen-
value correction




while the second order correction is












where the full derivation is given in Appendix H. Thus one obtains the exciton relative
motion energy













For a magnetic field perpendicular to the xy plane the following values are found for the
numerical constants, αnrmr and βnrmr : α10 = 21/128, β10 = 3/8, α20 = 365/64, β20 = 117/8,
and α2±1 = 145/128, β2±1 = 45/4 (these values are derived in Appendix G).
5.1.2 Confined normal to the quantum well
The second term in the Hamiltonian in Eq. (5.1) describes the electron and hole confine-
ment in the quantum well z direction, defined as











given by Eqs. (3.19) and (3.20), where the potentials Ve(ze) and Vh(zh) are as previously
discussed and given by Eqs. (3.21) and (3.22).
5.1.3 Difference between the 2D and 3D Coulomb interaction
In reality the electron and hole interact via the 3D Coulomb interaction, whilst H2D con-
sidered in the previous section contains only a 2D inplane Coulomb term. The Hamiltonian
in Eq. (5.1) has been divided into an unperturbed part H0(γ) = H2D(~re, ~rh) +H⊥(ze, zh)
given by Eq. (5.2) and (5.25), and a small perturbational part W (γ) with the use of a
variational parameter γ first introduced in reference [90]. The third term in Eq. (5.1) is
the small perturbational term which is the difference between these 2D and 3D Coulomb
interactions,





4piε0εr[r2 + (ze − zh)]1/2
, (5.26)
and contains the variational parameter γ which is chosen to make the magnitude of W (γ)
as small as possible [80]. The term γe2/4piε0εrr has been added and subtracted to the
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Hamiltonian in Eq. (5.1), which corresponds to the component of the electron hole in-
teraction in the xy plane. This approach was used and proved to be reliable by Lee et
al, in studies of impurity states in anisotropic crystals [90] and for the study of Wannier
excitons in a thin crystal film [91], and later by Ekenberg and Altarelli [72] and Jiang [92]
in the calculation of exciton binding energies in quantum wells.
The energy perturbation is written as
E = E0(γ) + ∆E(γ) = E0(γ) + ∆E1(γ) + ∆E2(γ) + . . . , (5.27)
where








H0Φ0 = E0Φ0. (5.29)
First of all, it should be noted that γ is not a parameter in a variational trial wavefunction
and therefore it should not be determined by minimising Eq. (5.27) with respect to γ. If
the term W (γ) is treated exactly, the total energy should not depend on the choice of the
parameter γ, which only determines how the energy is divided between H0(γ) and W (γ).
Therefore, the value of γ is chosen to render the solution of the perturbed part much
smaller than that of the unperturbed part, with the optimum value of γ determined from
minimising |∆E(γ)/E0(γ)| to ensure the fastest convergence of the perturbation series,
Eq. (5.27). The first order perturbation to the ground state energy is ∆E1(γ), and based
on this first order perturbation energy, the optimum condition is found when [93][80]
∆E1(γ) = 〈Φ0 |W (γ)|Φ0〉 = 0, (5.30)
Once γ is found from this condition, it can then be used in determining the exciton
relative motion energy in Eq. (5.24). The validity of the calculation can be judged by the
dependence of E = E0(γ) + ∆E(γ) on γ [90]. The less E is dependent upon γ, the more
accurate the results.
Ideally this term in Eq. (5.30) should be as close to zero as possible when all the terms
in the Hamiltonians H2D(~re, ~rh), H⊥(ze, zh) and W (γ) are included, but here the effect
of the magnetic field has been ignored to simplify the calculation. A similar approach
was used successfully by Wei et al [94] to calculate binding energies. Therefore for the
unperturbed Hamiltonian the solution in the xy direction is that given by the Hamiltonian
H2D(~re, ~rh) when no magnetic field is included. The electron and hole motion in the z
direction is found from the one dimensional problem with the Hamiltonian of Eq. (5.25),
and infinite potential barriers are also used to simplify the calculation. The binding
energies were successfully calculated for an infinite quantum well using this perturbation
variational method by Bajaj and Branis [93] and Wei et al [94]. Hence the wavefunctions
for the unperturbed Hamiltonian are written as

















for odd ne and nh,
















for even ne and nh,
















for odd ne and even nh, and
















for even ne and odd nh, where ne and nh = 1, 2, . . ., and Le and Lh are the quantum well
widths of the conduction and valence band, taken here to have the same value L.
For the ground state, the lowest subband exciton, where nr = ne = nh = 1, and
mr = 0, the expectation value of W (γ) is







































where C contains normalisation constants. Then by setting r˜ = 4γr/a∗B, and using the







































where Hk is the Struve function of order k, Nk is the Neumann function of order k [95][93],
and β1 = |4γ(ze − zh)/a∗B|. For ne = nh = 1, nr = 2 and mr = 0,


































































































where β1 is now defined as β1 = |4γ(ze − zh)/3a∗B|. Finally, for ne = nh = 1, nr = 2 and
mr = ±1,










































































+ (β21 − 2)pi [N1(β1)−H1(β1)]
)}]
. (5.42)
Figure (5-1) shows the calculated variation of the variational parameter γ as a function
of the well width in a infinite Cd1−xMnxTe DMS quantum well for both the heavy and
light hole exciton for the ground state (nr = ne = nh = 1,mr = 0). The values of γ where
found by requiring Eq. (5.30) be satisfied, which was achieved by using the downhill
simplex method for minimising a function with one variable [76]. The double z integrals
where performed using the Simpson method in Fortran, with step sizes chosen to ensure
convergence to 3 decimal places. Figure (5-2) shows the corresponding variation for both
the heavy and light hole exciton for nr = 2 and mr = 0, whilst Figure (5-3) shows the
results for nr = 2 and mr = ±1. As can be seen in these figures the variational parameter
γ increases as the well width decreases for all the values of nr and mr considered. This
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can be explained by looking at how the variational parameter is related to to the binding
energy. The binding energy for the ground state exciton is given by EB = 4R∗yγ2 [96][93],
since the eigenenergy corresponding to the wavefunction for the unperturbed Hamiltonian
(Eq. (5.31)-(5.34)) is







So as the excitons become more compressed as the well width decreases, the variational
parameter should increase. The value of γ also changes depending on the value of nr and
mr, being greater for nr = 2 and mr = 0 compared to nr = 1 and mr = 0, and greater still
for nr = 2 and mr = ±1. For a given value of the well width the variational parameter γ















Figure 5-1: Variational parameter γ as a function of the well width for a heavy and light hole
exciton in a infinite Cd1−xMnxTe DMS quantum well for nr = 1 and mr = 0. The values of the
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Figure 5-2: Variational parameter γ as a function of the well width for a heavy and light hole
exciton in a infinite Cd1−xMnxTe DMS quantum well for nr = 2 and mr = 0. The values of the














Figure 5-3: Variational parameter γ as a function of the well width for a heavy and light hole
exciton in a infinite Cd1−xMnxTe DMS quantum well for nr = 2 and mr = ±1. The values of the
physical parameters used for Cd1−xMnxTe are given in the table in Appendix K.
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5.1.4 Spin Hamiltonian
We now consider the fourth term in the Hamiltonian in (5.1), which describes the inter-
action of the exciton spin with the magnetic field. The Zeeman splitting of the electron
and hole in ordinary semiconductors is described by a spin Hamiltonian. In a bulk semi-
conductor, the ground state of the heavy hole exciton consists of an electron with spin
Se = ±12 , and a heavy hole with spin Jh = ±32 , while the round state of the light hole
exciton consists of an electron with spin Se = ±12 , and a light hole with spin Jh,z = ±12 .
Zinc blende crystals have tetrahedral symmetry, and the total Hamiltonian must retain
its scalar form under the coordinate transformations of the tetrahedral symmetry group.
This results in the following spin Hamiltonian [97][98][99]
Hmzex (~re, ~rh) = He +Hh +He−h, (5.44)
describing the exciton spin interaction with the magnetic field, which is the fourth term









(κiJh,i + qiJ3h,i)Bi(~rh), (5.46)




(aiJh,iSe,i + biJ3h,iSe,i), (5.47)
describing the spin coupling of the electron and hole forming the exciton. In these equa-
tions ge(h),i represents the electron (hole) g factor in the direction i, Se,i is the component
of the electron spin, Bi is the component of the magnetic field, Jh,i is the i component
of total angular momentum of the hole, κ and q are the (Luttinger) Zeeman splitting
constants for the hole, and a, b are the spin splitting coupling constants. For a quantum
well, the heavy hole sub matrices have the property that J˜h,x = J˜h,y = 0 and J˜h,z = 49 J˜3h,z.
Using the relevant symmetry for a quantum well in the z direction the spin Hamiltonian
for an electron and heavy hole can therefore be rewritten as [97]


























with ge,x = ge,y, qx = qy, and bx = by. By using the following relations
gh,x = 3qx, gh,y = −3qy, gh,z = 6κz + 13.5qz
cx = 1.5bx, cy = −1.5by, cz = 3az + 6.75bz, (5.49)
and
gh,x = −gh,y, cx = −cy, (5.50)
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for the D2d point group symmetry of the quantum well. D2d symmetry has a fourfold
rotation reflection axis along the z direction which dictates cx = |cy as well as ge,x = ge,y,
and gh,x = −gh,y. If this symmetry is broken a zero field splitting cx + cy appears. Eq.
(5.48) can then be rewritten as










The spin-spin coupling constant, ci, is related to the zero field spin interaction. Assuming
the field varies slowly on the scale of the exciton radius, this can be simplified using
the adiabatic approximation, expanding the magnetic field to zero order in the relative
coordinates, i.e., ~B(~re, ~rh) = ~B(~R). With this assumption, the exciton spin Hamiltonian
takes the form [98]










Neglecting the terms which do not depend on the magnetic field, cz, and the terms cx and
cy, which cancel because of symmetry considerations of the D2d point symmetry group of
the quantum well [84][100], the eigenenergy of the spin Hamiltonian for an electron and
heavy hole (Jh,i = 3/2) is straightforwardly calculated from Eq. (5.52), by expanding the
direct products of the spin matrices and simplified to




where gex = ge,z +gh,z is the exciton g factor, and the ± refers to heavy hole excitons with
plus (Se = 12 , and Jh =
3
2) or negative (Se = −12 , and Jh = −32) spins.
5.2 Centre of mass equation
The total exciton wavefunction satisfying the Schro¨dinger equation containing the Hamil-
tonian (5.1) can be written as a product of terms describing the decoupled motions [80]
Ψ(~R,~r, ze, zh) = ψ(~R)Φnr,mr0 (~r)φe,h(ze, zh)Lmz(~R), (5.54)
where ψ(~R) is the wavefunction associated with the in plane centre of mass motion,
Φnr,mr0 (~r) is the exciton wavefunction associated with the in plane relative motion,
φe,h(ze, zh) is the exciton wavefunction corresponding to the confinement in the quantum
well, and Lmz(~R) is the exciton spin wavefunction.
It is assumed that there is no coupling between the exciton spin and its centre of mass
and relative motion. The following Schro¨dinger equations are then obtained{
HCM(~R) + Erel(γ, ~R,∇R) + Emz(~R) + E⊥e,h +Hs,p−d(~R)− E
}
ψ(~R) = 0, (5.55)
{
Hrelγ (~r, ~R,∇R)− Erel(γ, ~R,∇R)
}
Φnr,mr0 (~r) = 0, (5.56){
Hmz(~R)− Emz(~R)
}





φe,h(ze, zh) = 0. (5.58)





φe,h(ze, zh) = 0), does not depend on the magnetic field, since only
the exciton in the xy plane is being additionally restricted by applying the inhomogeneous
magnetic field. Therefore the energy does not have to be calculated explicitly. This is
due to the fact that the infinite well has been chosen to be used. All the well confinement
related contribution to the exciton trapping is then determined through the γ parameter,
and energies found give the exciton energy relation to E⊥e,h.
Now all the results of the exciton relative motion, well confinement, and spin interaction
(Eqs. (5.24), (5.30), and (5.53) respectively) are used to solve the exciton centre of mass
equation in Eq. (5.55)


















which describes the centre of mass motion of the exciton in an inhomogeneous magnetic
field. The magnetic field is parallel to the z direction and for the magnetic disk systems
has rotational symmetry, i.e., Bz(~R) = Bz(R). As a result, the exciton centre of mass




where mR is the exciton centre of mass angular momentum quantum number, and the














+ V eff (R)− E
}
ψ(R) = 0, (5.61)
where the effective mass
M eff (R) = M1− αnrmrc1γ−4Bz(R)2
, (5.62)
and the effective potential


















In this section the possibilities of trapping excitons is illustrated using the magnetic field
profiles created by microscale ferromagnetic disks and a nanoscale ferromagnetic disk in
the vortex state placed on top of the DMS quantum well. The possibility of trapping
excitons in a magnetic strip (linear magnetic traps) is also discussed. For this the exciton
centre of mass equation is re-derived due to the different symmetry.
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5.3.1 Microscale ferromagnetic disk
Here we discuss the magnetic field created by a microscale ferromagnetic disk. The mi-
croscale ferromagnetic disk is assumed to be very thin and is completely magnetised in
the z direction, with the magnetisation given by
~M(~R) = hMδ(Z − d)Θ(a−R)~eZ , (5.65)
where h is the disk thickness, a the disk radius, d the distance between the magnetic disk
and the DMS quantum well,M the magnetisation, and Θ(X) the Heaviside step function.
Z and R =
√
X2 + Y 2 are the cylindrical coordinates. The corresponding vector potential






















(a+R)2 + d2 . (5.67)





































where the full derivation may be found in Appendix I. Then the total magnetic field
acting within the DMS quantum well is taken to be BTotalz = Ba +Bz(R), where Ba is an
applied homogeneous magnetic field used to increase the confinement of the exciton [52].
Figure (5-4) shows the magnetic field profile created by a microscale ferromagnetic
disk for different values of Ba and BD0 , and Figure (5-5) illustrates how it varies with
separation d and radius a. It can be seen that increasing the external applied magnetic
field Ba simply increases the value of the magnetic field at a given point. By increasing
BD0 the magnetic field profile is shifted up and has a steeper curve, as seen in Figure (5-4).
By increasing the distance from the microscale ferromagnetic disk to the DMS quantum
well there is a reduction in the steepness of the magnetic profile, while increasing the disk
radius results in the magnetic field profile being both broadened and reduced in magnitude


















































Figure 5-4: Left: Magnetic field in the presence of a microscale ferromagnetic disk as a function of
the radial coordinate R for different applied magnetic fields, Ba, calculated with BD0 = 0.1 µmT,
a = 2 µm, and d = 0.2 µm. Right: Magnetic field in the presence of a microscale ferromagnetic
disk as a function of the radial coordinate R for different strengths of the magnetisation of the




















































Figure 5-5: Left: Magnetic field in the presence of a microscale ferromagnetic disk as a function of
the radial coordinate R for different distances of the disk to the DMS quantum well, d, calculated
with Ba = 0.35 T, BD0 = 0.1 µmT, and a = 2 µm. Right: Magnetic field in the presence of a
microscale ferromagnetic disk as a function of the radial coordinate R for different disk radii, a,
calculated with Ba = 0.35 T, BD0 = 0.1 µmT, and d = 0.2 µm.
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The effective potential given by Eq. (5.63) resulting from the magnetic field created by
the microscale ferromagnetic disk is shown in Figures (5-6)-(5-9). Figure (5-6) illustrates
how this potential varies for different values of the applied magnetic field, Ba, and the
strength of the magnetisation of the disk, BD0 , whilst Figure (5-7) shows the influence of
the disk radius and distance between the disk and the DMS quantum well. The structure
evident in the magnetic field plots, Figure (5-4), (5-5) is evident in the effective potential,
Figure (5-6), (5-7), in particular the rapid variation near the disk radius creates a minimum
in the effective potential just outside R = a, which it will be seen below traps excitons.
The effective potential of the well width L on the effective potential can be seen in Figure
(5-8). Increasing the well width raises the effective potential, meaning that the ground
state energy of any trapped exciton will also increase with well width. The effective
potential for different nr, mr and mR quantum numbers is also shown in Figure (5-8),
in the panel on the right. Increasing the radial relative motion quantum number nr
greatly increases the effective potential which can be seen by comparing the left plot in
Figure (5-8) for nr = 1 and mr = 0 with the right plot in Figure (5-8) for nr = 2 and
mr = 0. This can be explained by looking at the fourth term in the effective potential
in Eq. (5.63), −λ2nrγ2R∗y. The biggest negative contribution to the effective potential
results from the zero field term −λ2nrγ2R∗y in the effective potential. It increases with
increasing nr, which is due to the −λ2nrγ2R∗y term having a lower negative contribution to
the effective potential. The effective potential increases with the inclusion of the γ term
in −λ2nrγ2R∗y which again results from −λ2nrγ2R∗y having a lower negative contribution to
the effective potential. The effective potential is decreased when the mr term is added
due to the effect of the other terms, which can be seen in Figure (5-8). The first term in
the effective potential equation, the centrifugal term, contains the exciton effective mass
and the angular momentum of the centre of mass motion, and generally gives the smallest
contribution to the effective potential. Varying like (m2R/R2), it becomes significant as
R → 0, but is otherwise negligible, as can be seen in Figure (5-8), where the effective
potential for nr = 2, mr = 0, mR = 1 only differs from the effective potential for nr = 2,
mr = 0, mR = 0 when R becomes very small. The second term in the effective potential,
the diamagnetic term, depends upon the square of the magnetic field. The third term,
the orbital momentum term, makes a greater contribution than the diamagnetic term, but
only contributes when mr 6= 0. The fifth term, the spin contribution, is found to be slightly
larger than the diamagnetic term. The sixth term, the sp-d interaction, is greater than the
others. Figure (5-9) shows the effect of changing the magnetic ion concentration, x, and
temperature, T , which influences the sp-d interaction term. Increasing x and decreasing T
leads to a greater sp-d interaction term. The spin components in the sp-d interaction for




2 , Sh,z =
1
2)
are labelled by σ+ and Se,z = −12 , Sh,z = −32 (Se,z = −12 , Sh,z = −12) are labelled by
σ−. The effective potentials for heavy and light hole excitons for both σ+ and σ− spin

































































Figure 5-6: Left: Effective potential for a microscale ferromagnetic disk as a function of the radial
coordinate R for different applied magnetic fields, Ba, for a heavy hole exciton. Calculated with
BD0 = 0.1 µmT, a = 2 µm, d = 0.2 µm, Se,z = 12 , Sh,z =
3
2 , x = 0.01, T = 1 K, L = 50 A˚, nr = 1,
mr = 0 and mR = 0. Right: Effective potential for a microscale ferromagnetic disk as a function
of the radial coordinate R for different strengths of the magnetisation of the disk, BD0 , for a heavy
hole exciton. Calculated with Ba = 0.35 T, a = 2 µm, d = 0.2 µm, Se,z = 12 , Sh,z =
3
2 , x = 0.01,
T = 1 K, L = 50 A˚, nr = 1, mr = 0 and mR = 0. The values used for Cd1−xMnxTe are given in


































































Figure 5-7: Left: Effective potential for a microscale ferromagnetic disk as a function of the
radial coordinate R for different distances of the disk to the DMS quantum well, d, for a heavy
hole exciton. Calculated with Ba = 0.35 T, BD0 = 0.1 µmT, a = 2 µm, Se,z = 12 , Sh,z =
3
2 ,
x = 0.01, T = 1 K, L = 50 A˚, nr = 1, mr = 0 and mR = 0. Right: Effective potential for a
microscale ferromagnetic disk as a function of the radial coordinate R for different disk radii, a,
for a heavy hole exciton. Calculated with Ba = 0.35 T, BD0 = 0.1 µmT, d = 0.2 µm, Se,z = 12 ,
Sh,z = 32 , x = 0.01, T = 1 K, L = 50 A˚, nr = 1, mr = 0 and mR = 0. The values used for




































































Figure 5-8: Left: Effective potential for a microscale ferromagnetic disk as a function of the radial
coordinate R for different quantum well widths, L, for a heavy hole exciton. With Ba = 0.35 T,
BD0 = 0.1 µmT, a = 2 µm, d = 0.2 µm, Se,z = 12 , Sh,z =
3
2 , x = 0.01, T = 1 K, nr = 1, mr = 0
and mR = 0. Right: Effective potential for a microscale ferromagnetic disk as a function of the
radial coordinate R for different values of nr, mr and mR for a heavy hole exciton. Calculated
with Ba = 0.35 T, BD0 = 0.1 µmT, a = 2.0 µm, d = 0.2 µm, Se,z = 12 , Sh,z =
3
2 , x = 0.01, T = 1




































































Figure 5-9: Left: Effective potential for a microscale ferromagnetic disk as a function of the
radial coordinate R for different values of the magnetic ion concentration, x, for a heavy hole
exciton. Calculated with Ba = 0.35 T, BD0 = 0.1 µmT, a = 2 µm, d = 0.2 µm, Se,z = 12 , Sh,z =
3
2 ,
T = 1 K, L = 50 A˚, nr = 1, mr = 0, and mR = 0. Right: Effective potential as a function of
the radial coordinate R for different temperatures, T , for a heavy hole exciton. Calculated with
Ba = 0.35 T, BD0 = 0.1 µmT, a = 2 µm, d = 0.2 µm, Se,z = 12 , Sh,z =
3
2 , x = 0.01, L = 50
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Figure 5-10: The ground state exciton centre of mass radial wavefunction ψ(R) as a function of
the radial coordinate R for a heavy and light hole exciton with both σ+ and σ− spin components,
confined by the magnetic field due to a microscale ferromagnetic disk. The inset shows the effective
potential. Calculated with Ba = 0.35 T, BD0 = 0.1 µmT, a = 2 µm, d = 0.2 µm, x = 0.01, T = 1
K, L = 50 A˚, nr = 1, mr = 0 and mR = 0. The values used for Cd1−xMnxTe are given in the
Table in Appendix K.
The eigenfunctions and energies of the Schro¨dinger Eq. (5.61) containing the effective
potentials have been found using the fourth order Runge Kutta method to discretise the
equation and the bisection method for root finding, implemented in C++. Care was taken
to ensure eigenvalues converged to 10 decimal places with respect to the discretisation step
size, which was typically 0.0001µm. It is found that the effective potential can trap more
than a single ground state wavefunction, and the wavefunctions for all the heavy and light
hole excitons for a single value of x and T are plotted in Figures (5-11) and Appendix J
(Figure (J-1)-(J-2)), where the higher members of the series are to be found. More heavy
hole exciton radial states are identified as being trapped by the effective potential when
x = 0.09 and T = 20 K, than light hole excitons, because for a heavy hole exciton the
sp-d exchange interaction makes a bigger contribution, and creates a deeper potential well,
shown in the insert of Figure (5-10). The wavefunction is more confined for the heavy
hole exciton than the light hole exciton due to the effective potential being narrower for
a given value of x and T for the heavy hole. The wavefunctions for different values of nr
and mr for a heavy hole exciton can be found in Figure (5-12) and Appendix J (Figure
(J-3)-(J-4)). For a heavy hole exciton with nr = 1 and mr = 0 eleven states are found
when x = 0.09, T = 20 K. Increasing nr to nr = 2 (and still mr = 0) traps an additional
twelfth state. Increasing the value of mr to mr = 1 (and having nr = 2) increases the
number again, to thirteen. This can be explained by looking at the effective potential
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on the right side of Figure (5-8), where the well is slightly deeper when nr = 2 and
mr = 1, meaning more states can be trapped. Increasing the value of nr results in the
wavefunction becoming more confined, and becomes confined further for a higher value of
mr (with nr = 2 and mr = 1) due to a narrower potential well being created by the terms






























































Figure 5-11: (a) Ground state, (b) first excited state, (c) second excited state, and (d) third excited
state exciton centre of mass radial wavefunction ψ(R) as a function of the radial coordinate R for
a heavy and light hole exciton. Calculated with Ba = 0.35 T, BD0 = 0.1 µmT, a = 2 µm, d = 0.2
µm, Se,z = 12 , Sh,z =
3
2 , x = 0.01, T = 20 K, L = 50 A˚, nr = 1, mr = 0 and mR = 0. The values

































































Figure 5-12: (a) Ground state, (b) first excited state, (c) second excited state, and (d) third excited
state exciton centre of mass radial wavefunction ψ(R) as a function of the radial coordinate R for
a heavy hole for different values of nr and mr. Calculated with Ba = 0.35 T, BD0 = 0.1 µmT,
a = 2 µm, d = 0.2 µm, Se,z = 12 , Sh,z =
3
2 , x = 0.01, T = 20 K, L = 50 A˚, and mR = 0. The
values used for Cd1−xMnxTe are given in the Table in Appendix K. Rest given in Appendix J
(Figure (J-3)-(J-4)).
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The number of excited states changes depending on concentration x and temperature
T , and this is shown in Figure (5-13)-(5-16). The number of solutions (where n = 0 is the
lowest energy state) for nr = 1 and mr = 0 and the corresponding energy En for different
values of x can be seen in Figure (5-13) for both heavy and light hole excitons. Increasing
x increases both the number of solutions and their energies, due to the fact that the sp-d
interaction term increases with x, resulting in a deeper well in an overall rising potential,
as can be seen in Figure (5-9). The corresponding ground state wavefunction becomes
more localised as x is increased, Figure (5-13). The light hole exciton has fewer solutions
and lower energies for a given value of x, because for a light hole exciton the sp-d exchange
interaction makes a smaller contribution.
The number of solutions for nr = 2 and mr = 0 as well as the corresponding energy
for different values of x is plotted in Figure (5-14) for the heavy hole exciton. Increasing
nr increases the number of solutions for the heavy hole exciton for a given value of x.
Results for nr = 2 and mr = 1 are also presented. Increasing mr increases the number of
solutions for heavy hole exciton for a given value of x.
Now considering the effect of temperature, the exciton energies found for nr = 1 and
mr = 0 for different values of T can be seen in Figure (5-15) for the heavy hole exciton.
Decreasing temperature increases both the number of confined exciton states and their
energies, which is due to decreasing T increasing the strength of the sp-d interaction.
Results for nr = 2 and mr = 0 are also given in Figure (5-15). Increasing nr results in an
increase in the number of solutions for a given value of T . Comparing Figure (5-15) (lower
panel) with Figure (5-16) shows the effect of increasing mr to mr = 1 (with nr = 2), which
increases the number of solutions found. This is due to the well being slightly deeper for
the case when nr = 2 and mr = 1 which is shown in Figure (5-8), meaning more states
are trapped.
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    -15.00
    -14.80
    -14.60
    -14.40
    -14.20
    -14.00




























    -16.06
    -16.04
    -16.02
    -16.00
    -15.98
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Figure 5-13: Calculated energies En of a heavy hole (top) and light hole (bottom) exciton for
different magnetic ion concentrations, and the corresponding ground state exciton centre of mass
radial wavefunction ψ(R) (insert). Found using Ba = 0.35 T, BD0 = 0.1 µmT, a = 2.0 µm, d = 0.2
µm, Se,z = 12 , Sh,z =
3
2 , T = 20 K, L = 50 A˚, nr = 1, mr = 0, and mR = 0. The values used for
Cd1−xMnxTe are given in the Table in Appendix K.
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     -3.20
     -3.15
     -3.10
     -3.05
     -3.00
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     -2.90
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Figure 5-14: Same as previous figure but for the heavy hole with nr = 2, mr = 0 (top) and
nr = 2, mr = 1 (bottom).
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Figure 5-15: Calculated energies En of a heavy hole exciton with nr = 1, mr = 0 (top) and
nr = 2, mr = 0 (bottom) for different temperatures, and the corresponding ground state exciton
centre of mass radial wavefunction ψ(R) (insert). Found with Ba = 0.35 T, BD0 = 0.1 µmT,
a = 2.0 µm, d = 0.2 µm, Se,z = 12 , Sh,z =
3
2 , x = 0.01, L = 50 A˚, and mR = 0. The values used
for Cd1−xMnxTe are given in the Table in Appendix K.
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Figure 5-16: Same as previous figure but for nr = 2, and mr = 1.
The effect of the magnetic ion concentration x can be seen in Figure (5-17), where
the ground state energy is plotted as a function of the magnetic ion concentration. For a
heavy hole exciton with σ+ spins (Se,z = 12 , Sh,z =
3
2) the ground state energy increases
when x is increased, due to the fact that increasing x increases the sp-d interaction term,
while the ground state energy decreases as x is increased for a heavy hole exciton with σ−
spins (Se,z = −12 and Sh,z = −32), due to the fact that increasing x when the heavy hole
exciton has negative spins increases the sp-d interaction term, which now has a negative
contribution. This is the same for the light hole exciton ground state energy as a function
of x, which compared to the heavy hole exciton has a lower ground state energy for a
given value of x, due to the sp-d interaction making a smaller contribution for light hole
excitons. Increasing nr increases the ground state energy for a given value of x, while
increasing mr (with nr = 2 and mr = 1) slightly decreases the ground state energy as a
function of x. For both nr = 2, mr = 0 and nr = 2, mr = 1 the ground state energy
increases for increasing x for σ+ spins.
The effect of the temperature T can be seen in Figure (5-18). For a heavy hole exciton
with σ+ spins the ground state energy increases when T is decreased, due to the increasing
sp-d interaction. The opposite applies for a heavy hole exciton with σ− spins, where
decreasing T increases the sp-d interaction term, which makes a negative contribution for
this case. This is the same for the light hole exciton ground state energy as a function of
temperature, which when compared to the heavy hole exciton has a lower ground state
energy for a given value of temperature. Increasing nr increases the ground state energy
for a given value of T , while increasing mr (with nr = 2 and mr = 1) decreases the ground
state energy as a function of T . For both nr = 2, mr = 0 and nr = 2, mr = 1 the ground





























x (Magnetic ion concentration)




























x (Magnetic ion concentration)




























x (Magnetic ion concentration)





























x (Magnetic ion concentration)





























x (Magnetic ion concentration)





























x (Magnetic ion concentration)
Heavy hole positive spins, nr=2 mr=1
(f)
Figure 5-17: Ground state exciton energy as a function of the magnetic ion concentration for a
heavy hole exciton with σ+ (a), and σ− (b) spin contributions (with nr = 1 and mr = 0), for a
light hole exciton with σ+ (c), and σ− (d) spin contributions (with nr = 1 and mr = 0, ), and
for a σ+ heavy hole exciton with nr = 2, mr = 0 (e), and nr = 2, mr = 1 (f). Calculated with
Ba = 0.35 T, BD0 = 0.1 µmT, a = 2.0 µm, d = 0.2 µm, T = 20 K, L = 50 A˚, and mR = 0. The

























































































































































































Heavy hole positive spins, nr=2 mr=1
(f)
Figure 5-18: Ground state exciton energy as a function of the temperature for a heavy hole
exciton with σ+ (a), and σ− (b) spin contributions (with nr = 1 and mr = 0, ), for a light hole
exciton with σ+ (c), and σ− (d) spin contributions (with nr = 1 and mr = 0, ), and a σ+ heavy
hole exciton with nr = 2, mr = 0 (e), and nr = 2, mr = 1 (f). Calculated with Ba = 0.35 T,
BD0 = 0.1 µmT, a = 2.0 µm, d = 0.2 µm, x = 0.01 K, L = 50 A˚, and mR = 0. The values used for
Cd1−xMnxTe are given in the Table in Appendix K.
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5.4 Nanoscale ferromagnetic disk in the vortex state
In this subsection we discuss how excitons behave in a different inhomogeneous magnetic
field, that created by a nanoscale ferromagnetic disk in the vortex state given by Eq. (3.4).
We again find excitons confined within a DMS quantum well are trapped this time by the
magnetic vortex.
A plot of the magnetic field created by a nanoscale ferromagnetic disk in the vortex
state with a vortex core ρc of 30 nm is shown in Figure (3-4). The corresponding effective
potential accounting for the influence on the excitons is given by Eq. (5.63), and is
plotted in Figure (5-19) for the nanoscale ferromagnetic disk in the vortex state for a
heavy hole exciton with both σ+ spins and σ− spins for different values of the magnetic
ion concentration x. As the value of x is increased the effective potential varies more
significantly, but it converges to the same constant value for all concentrations for distances
beyond the radius of the magnetic vortex core where the field becomes negligible. The
plots show that an exciton can only be trapped within the region beneath the vortex core,
and only heavy and light hole excitons with σ− spins can be trapped, unlike the case of
the microscale ferromagnetic disk which can trap excitons with both σ+ and σ− spins.
The effective potential given for the nanoscale ferromagnetic disk in the vortex state for a
heavy hole exciton with both σ+ spins and σ− spins for different temperatures is plotted
in Figure (5-20). As the value of T is decreased the effective potential varies more, and
again it converges to the same constant value for all temperatures beyond the radius of
the magnetic vortex core, where the field becomes negligible. The effective potential for a
heavy hole exciton is much deeper than the light hole exciton due to the sp-d interaction
making a bigger contribution, Figure (5-21). Changing the values of mr and mr just
shifts the effective potential up or down, but the shape remains the same for the case of a
nanoscale ferromagnetic disk, as shown in Figure (5-21). Decreasing the distance between
the nanoscale ferromagnetic disk and the DMS quantum well z increases the depth of the
potential well, as well as it becoming narrower due to the magnetic field being stronger

































































Figure 5-19: Effective potential for a nanoscale ferromagnetic disk as a function of the radial
coordinate R for different values of the magnetic ion concentration x, for a heavy hole exciton with
σ+ spins (left) and σ− spins (right). Calculated with z = 1 nm, ρc = 30 nm, T = 1 K, L = 50









































































Figure 5-20: Effective potential for a nanoscale ferromagnetic disk as a function of the radial
coordinate R for different temperatures T , for a heavy hole exciton with σ+ spins (left) and σ−
spins (right). Calculated with z = 1 nm, ρc = 30 nm, x = 0.09 K, L = 50 A˚, nr = 1, mr = 0, and
































































Figure 5-21: Left: Effective potential for a nanoscale ferromagnetic disk as a function of the
radial coordinate R for both a heavy and light hole exciton with σ− spins for nr = 1 and mr = 0.
Right: Effective potential for a nanoscale ferromagnetic disk as a function of the radial coordinate
R for a heavy exciton with σ− spins for different values of nr and mr. Calculated with z = 1 nm,
ρc = 30 nm, x = 0.09, T = 1 K, L = 50 A˚, and mR = 0. The values used for Cd1−xMnxTe are




































Figure 5-22: Effective potential for a nanoscale ferromagnetic disk as a function of the radial
coordinate R for a heavy with σ− spins for different z values. Calculated with ρc = 30 nm,
x = 0.09, T = 1 K, L = 50 A˚, nr = 1, mr = 0 and mR = 0. The values used for Cd1−xMnxTe are
given in the Table in Appendix K.
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Calculated centre of mass radial wavefunctions describing excitons in the lowest energy
state trapped by the field just discussed due to a nanoscale ferromagnetic disk for both
heavy and light hole cases with σ− spins are plotted in Figure (5-23). It is found that the
heavy hole exciton is more tightly confined than the light hole exciton, due to the potential
well being narrower for a heavy hole, see Figure (5-21). Compared to the microscale disk
where the excitons were confined to a ring with radial extent ∼ 1 µm, e.g Figures (5-10),
(5-11 (a)), and (5-12 (a)), here the exciton is confined to a point with radial extent almost
two order of magnitudes smaller. It is found that the vortex field can trap additional
states and the wavefunctions for all the trapped heavy and light hole exciton states are
shown in Figure (5-23). The heavy hole exciton has three excited states when x = 0.09
and T = 1 K, while the light hole exciton has only one for the same values, because for a
heavy hole exciton the sp-d exchange interaction makes a bigger contribution, and creates
a deeper potential well, shown in Figure (5-21). The wavefunctions for different values of
nr and mr for a heavy hole exciton are plotted in Figure (5-24). Unlike the case with the
microscale ferromagnetic disk the wavefunctions confined by the magnetic field created by
the nanoscale ferromagnetic disk for different values of nr and mr have the same shape,
which can be explained by looking at the potential well in Figure (5-21) for different values






























































Figure 5-23: (a) Ground state, (b) first excited state, (c) second excited state, and (d) third excited
state exciton centre of mass radial wavefunction ψ(R) as a function of the radial coordinate R for
a σ− heavy and light hole exciton for a nanoscale ferromagnetic disk. Calculated with z = 1nm,
ρc = 30 nm, Se,z = − 12 , Sh,z = − 32 , x = 0.09, T = 1 K, L = 50 A˚, nr = 1, mr = 0 and mR = 0.




































































Figure 5-24: (a) Ground state, (b) first excited state, (c) second excited state, and (d) third excited
state exciton centre of mass radial wavefunction ψ(R) as a function of the radial coordinate R for
a σ− heavy hole for different values of nr and mr for a nanoscale ferromagnetic disk. Calculated
with z = 1 nm, ρc = 30 nm, Se,z = − 12 , Sh,z = − 32 , x = 0.09, T = 1 K, L = 50 A˚, and mR = 0.
The values used for Cd1−xMnxTe are given in the Table in Appendix K.
The number of solutions and the corresponding energies for different values of the con-
centration x are shown in Figure (5-25) for both heavy and light hole excitons. Increasing
x increases the number of solutions, and the ground state wavefunction becomes more
confined. The corresponding energy and the ground state energy decreases linearly as x is
increased. This is the same behaviour as for excitons with σ− spins confined by a magnetic
field created by the microscale ferromagnetic disk. This behaviour is consistent with the
variation seen in the effective potential, Figure (5-19), which becomes deeper for σ− spin
excitons. The heavy hole exciton has more solutions than the light hole exciton for a given
value of x, because for a heavy hole exciton the sp-d exchange interaction makes a bigger
contribution, and creates a deeper potential well. This is the same as was found for the
microscale ferromagnetic disk.
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Figure 5-25: Calculated energies En of the heavy hole (top) and light hole (bottom) exciton with
σ− spin contributions for different magnetic ion concentrations, and the corresponding ground
state exciton centre of mass radial wavefunction ψ(R) (insert). Calculated with z = 1 nm, ρc = 30
nm, Se,z = − 12 , Sh,z = − 32 , T = 1 K, L = 50 A˚, nr = 1, mr = 0, and mR = 0. The values used for
Cd1−xMnxTe are given in the Table in Appendix K.
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The number of solutions and the corresponding energies for different distances between
the nanoscale ferromagnetic disk and the DMS quantum well z is shown in Figure (5-26)
for a heavy exciton. Increasing z decreases the number of solutions, and the ground
state wavefunction becomes less confined. The corresponding energy and the ground state
energy increases as z is increased. This can be explained by looking at the effective
potential which becomes deeper and narrower as z is decreased resulting in more trapped
states, Figure (5-22).
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Figure 5-26: Calculated energies En of the heavy hole exciton with σ− spin contributions for
different distances between the nanoscale ferromagnetic disk and the DMS quantum well z, and the
corresponding ground state exciton centre of mass radial wavefunction ψ(R) (insert). Calculated
with ρc = 30 nm, Se,z = − 12 , Sh,z = − 32 , T = 1 K, x = 0.09, L = 50 A˚, nr = 1, mr = 0, and
mR = 0. The values used for Cd1−xMnxTe are given in the Table in Appendix K.
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The effect of the temperature can be seen in Figure (5-27), where the ground state
energy is plotted as a function of the temperature. For a heavy hole exciton with σ− spins
the ground state energy increases as T is increased. This is the same for the light hole
exciton ground state energy as a function of T . Due to the sp-d interaction increasing as T
is decreased, which now makes a negative contribution. Increasing nr increases the ground
state energy for a given value of T , while increasing mr (with nr=2 and mr=1) decreases
the ground state energy as a function of T . For a heavy hole exciton with σ− spins for
both nr=2, mr=0 and nr=2, mr=1 the ground state energy increases for increasing T .
The effect of the temperature on the ground state energy for σ− excitons is the same for
both the magnetic field created from the microscale ferromagnetic disk and the nanoscale
ferromagnetic disk in the vortex state.
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Heavy hole, nr=2 mr=1
Figure 5-27: Ground state exciton energy as a function of the temperature for a heavy (top
left) and light hole exciton (top right) with σ− spin contributions, and for a σ− heavy exciton for
nr = 2, mr = 0 (bottom left), and nr = 2, mr = 1 (bottom right). Calculated with z = 1 nm,
ρc = 30 nm, x = 0.09, L = 50 A˚, and mR = 0. The values used for Cd1−xMnxTe are given in the
Table in Appendix K.
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5.5 Exciton trapping in magnetic wire structures
The centre of mass equation in Eq. (5.61) for excitons in an inhomogeneous magnetic field
is for the confinement of excitons using circular (two dimensional) magnetic traps (such as
the microscale and nanoscale ferromagnetic disks studied in the previous sections). This
needs to be adapted if the model is to be applied to the study of the confinement of
excitons using linear magnetic traps (such as those created by a ferromagnetic rectangular
strip).
5.5.1 Ferromagnetic strip
Here we discuss the magnetic field created by a ferromagnetic strip. As can be seen in
Figure (5-28) the magnetic strip is placed upon the DMS quantum well with the strip
width a lying along the x direction, the length of the strip lying along the y direction, and
the strip height h is in the z direction. The magnetisation of the strip can either be in the
plane of the strip or perpendicular to it.
Figure 5-28: Experimental configuration showing the ferromagnetic strip with stripe width a,
and thickness h placed upon the DMS quantum well with well width L. The distance from the
bottom of the stripe to the middle of the quantum well is given by z0. Ba is an applied homogeneous
magnetic field used to increase the confinement of the exciton. Adapted from Ref. [84].
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Since no currents are involved, Maxwell’s equations are
~∇ · ~B = 0, ~∇× ~H = 0, (5.69)
where ~B = µ0( ~H + ~M) with magnetisation ~M [62]. For reference at saturation the
magnetisation of cobalt is µ0Ms = 1.82 T, and for nickel µ0Ms = 0.51 T [101]. Equations
(5.69) imply ~H can be written in terms of the gradient of a scaler potential ~H = −~∇Φ,
which leads to
~∇ · ~H = −~∇ · ~M = −∇2Φ. (5.70)
We see that
Φ(~r) = − 14pi
∫ ∇ · ~M(~r ′)d3~r ′
|~r − ~r ′| (5.71)
If we can find Φ(~r), then outside the magnet ~M = 0, and ~B = µ0 ~H = −µ0∇Φ. Then
~B(~r) = µ04pi
∫ ∇ · ~M(~r ′)d3~r ′
|~r − ~r ′| . (5.72)
For a single magnetic ferromagnetic strip with magnetisation in the z plane with bound-
aries x ∈ (−a/2, a/2), y ∈ (−∞,∞), and z ∈ (−h/2, h/2) implies
~∇ · ~M = −M [δ(z − h/2)− δ(z + h/2)][Θ(x+ a/2)−Θ(x− a/2)], (5.73)
where the strip length along the y direction is assumed to extend to infinity, Figure (5-28)



































where z0 is the distance from the bottom of the ferromagnetic strip to the centre quantum








(x+ a/2)2 + (z + h/2)2




(x− a/2)2 + (z + h/2)2




where Ln is the natural logarithm. A homogeneous magnetic field Ba can be applied in
the z direction to increase confinement of the exciton, then the total magnetic field will
be Bz(x, z) +Ba.
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5.5.2 Centre of mass equation
The first term in Eq. (5.1) for the Hamiltonian for a 2D system (consisting of an electron in
the conduction band and a hole in the valence band interacting via the Coulomb interaction
in the xy plane) in the case of an inhomogeneous magnetic field created by a ferromagnetic






































where the magnetic field enters via the vector potential which is in the Landau gauge
~A(~R) = AY (X)eY . The wavefunction transformation used to accommodate the effect of
the inhomogeneous magnetic field from a magnetic strip is
Ψ(~R,~r)→ exp {−i(e/~c)yAY (X)eY }Ψ(~R,~r), (5.78)
and the adiabatic approximation applied to the vector potential, expanding as a power







eY = AY (X)eY ±
m∗h(e),||
M
xBz(X) + . . . . (5.79)
Then H2D(~R,~r) becomes













































The eigenvalues and eigenfunctions of the equation for the exciton relative motion are










describing the exciton spin interaction with the inhomogeneous magnetic field, oriented
along the z direction [84]. The eigenvalues of {Hmz(X)− Emz(X)}Lmz(X) = 0 are found
to be
Emz = ±12µBgexBz(X). (5.83)
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The total exciton wavefunction is a product of the decoupled motions, with once again it
being assumed that there is no coupling between exciton spin and the exciton centre of











+ V eff (X)− E
}
ψ(X) = 0, (5.84)
where the effective mass
M eff (X) = M
1− αnrmr e2µ~2M2c2γ−4Bz(X)2
= M1− αnrmr c1M γ−4Bz(X)2
, (5.85)
and the effective potential




















γ is calculated from Eq. (5.30), and ω = (m2e,||+m2h,||)/M . The wavefunction of the centre
of mass motion is decoupled since ψ(~R) = exp {iQY Y }ψ(X) where QY is the wave vector
of the centre of mass motion in the Y direction (free direction in the wire) [84].
5.5.3 Results
The magnetic field in the z direction created by a ferromagnetic strip for magnetisation
in the x direction given by Eq. (5.76) is plotted in Figure (5-29) and Figure (5-30) for
different values of the strip width a, strip height h, and distance between the centre of
the ferromagnetic strip and the centre of the quantum well z. The magnetic field in the z
direction Bz has a negative peak in the region near the edge of the stripe which corresponds
to x = a/2, and a positive peak near the other edge at x = −a/2 (assuming the centre of
the strip lies at x = 0). As the strip width a is increased Bz peaks at a higher value and
becomes more shifted along x as shown in Figure (5-29). Figure (5-29) shows Bz peaks
at a higher value as h is increased, as well as becoming steeper. Increasing z decreases
the value at which Bz peaks, due to the magnetic field becoming weaker further away
from the strip, Figure (5-30). The value of the saturation magnetisation µ0Ms affects the
value at which the magnetic field peaks, and using the value for nickel where µ0Ms = 0.51
T results in the magnetic field peaking at a value that is approximately 25% that of for






























































Figure 5-29: Left: Magnetic field in the z direction for a ferromagnetic strip for magnetisation
in the x direction as a function of the coordinate along the wire width for different values of the
strip width a. Calculated with Ba = 0 T, h = 16 nm, z0 = 1 nm, µMs = 1.82 T. Right: Magnetic
field in the z direction for a ferromagnetic strip for magnetisation in the x direction as a function
of the coordinate along the wire width for different values of the strip height h. Calculated with






























Figure 5-30: Magnetic field in the z direction for a ferromagnetic strip for magnetisation in the x
direction as a function of the coordinate along the wire width for different distances between the
centre of the ferromagnetic strip and the centre of the quantum well z. Calculated with Ba = 0
T, a = 20 nm, h = 16 nm, and µ0Ms = 1.82 T.
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Figure (5-31) shows the corresponding effective potential experienced by the exciton
centre of mass, for a heavy hole exciton with both σ+ and σ− spins for different magnetic
ion concentrations x in the DMS. For a heavy and light hole exciton with σ+ spins the
effective potential reaches a maximum when X < 0, and a minimum when X > 0. While
for a heavy and light hole exciton with σ− spins the effective potential reaches a minimum
when X < 0, and a maximum when X > 0. It can be seen that only heavy and light hole
excitons with σ+ spins can be trapped, unlike the case of the microscale ferromagnetic
disk which can trap excitons with both σ+ and σ− spins, and the nanoscale ferromagnetic
disk that can only trap excitons with σ− spins. As the value of x is increased the effective
potential becomes steeper, and reaches a higher peak value. The effect of the temperature
T on the effective potential is shown in Figure (5-32) for a heavy hole exciton with both
σ+ and σ− spins. As the value of T is decreased the effective potential becomes steeper,
as well as peaking at a higher value. The effective potential for a heavy hole exciton with
σ+ spins is shown in Figures (5-33) - (5-34) for different values of the strip width a, strip
height h and distance between the centre of the ferromagnetic strip and the centre of the






































































Figure 5-31: Effective potential for a ferromagnetic strip for magnetisation in the x direction
as a function of the coordinate along the wire width for different values of the magnetic ion
concentration x, for a heavy hole with with σ+ spins (left) and σ− spins (right). Calculated with
Ba = 0 T, a = 20 nm, h = 16 nm, z0 = 1 nm, µ0Ms = 1.82 T, T = 1 K, L = 50 A˚, nr = 1,






































































Figure 5-32: Effective potential for a ferromagnetic strip for magnetisation in the x direction as
a function of the coordinate along the wire width for different temperatures T , for a heavy hole
with σ+ spins (left) and σ− spins (right). Calculated with Ba = 0 T, a = 20 nm, h = 16 nm,
z0 = 1 nm, µ0Ms = 1.82 T, x = 0.09 K, L = 50 A˚, nr = 1, mr = 0, and mR = 0. The values used

























































Figure 5-33: Right: Effective potential for a ferromagnetic strip for magnetisation in the x
direction as a function of the coordinate along the wire width for a heavy hole with σ+ spins for
different values of nr and mr. Calculated with Ba = 0 T, a = 20 nm h = 16 nm, z0 = 1 nm,
µMs = 1.82 T ,T = 1 K, x = 0.09 L = 50 A˚, and mR = 0. Left: Effective potential for a
ferromagnetic strip for magnetisation in the x direction as a function of the coordinate along the
wire width for different values of the strip width a for a heavy hole with σ+ spins. Calculated with
Ba = 0 T, h = 16 nm, z0 = 1 nm, µMs = 1.82 T ,T = 1 K, x = 0.09 L = 50 A˚, nr = 1, mr = 0,




























































Figure 5-34: Left: Effective potential for a ferromagnetic strip for magnetisation in the x direction
as a function of the coordinate along the wire width for different values of the strip height h for
a heavy hole with σ+ spins. Calculated with Ba = 0 T, a = 20 nm, z0 = 1 nm, µ0Ms = 1.82
T, T = 1 K, x = 0.09 L = 50 A˚, nr = 1, mr = 0, and mR = 0. Right: Effective potential for a
ferromagnetic strip for magnetisation in the x direction as a function of the coordinate along the
wire width for different distances between the centre of the ferromagnetic strip and the centre of
the quantum well z for a heavy hole with σ+ spins. Calculated with Ba = 0 T, a = 20 nm, h = 16
nm, µ0Ms = 1.82 T, T = 1 K, x = 0.09 L = 50 A˚, nr = 1, mr = 0, and mR = 0. The values used
for Cd1−xMnxTe are given in the Table in Appendix K.
The number of solutions and the corresponding energy for different values of the mag-
netic ion concentration is plotted in Figure (5-35) for a heavy hole exciton with σ+ spins.
Increasing x increases the number of solutions and the ground state wavefunction becomes
more confined, due to the fact that the sp-d interaction term increases with x, resulting in
a deeper and narrower potential well, as can be seen in Figure (5-31). The corresponding
energy and the ground state energy decreases linearly as x is increased, due to the po-
tential well having a higher negative value for the minimum as x is increased. There are
fewer solutions for a given value of x for excitons confined by the magnetic field created
by the ferromagnetic strip as compared to the microscale ferromagnetic disk. This is due
to the fact that the potential trapping the excitons is alot narrower for the case of the
ferromagnetic strip. Compared to the microscale disk where the excitons were confined
to a ring with radial extent ∼ 1 µm, here the exciton is confined to a point almost two
orders of magnitude smaller. There are more solutions for a given value of x for exci-
tons confined by the magnetic field created by the ferromagnetic strip as compared to
the nanoscale ferromagnetic disk in the vortex state if the ferromagnetic strip width a is
large enough which can be seen in the bottom half of Figure (5-35). As the ferromagnetic
strip width is increased the number of solutions increases, due to the effective potential
becoming deeper as a is increased, as shown in Figure (5-33).
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Figure 5-35: Top: Calculated energies En of the σ+ heavy hole exciton for different magnetic
ion concentrations, and the corresponding ground state exciton centre of mass radial wavefunction
ψ(X) (insert). Bottom: Calculated energies En of the σ+ heavy hole exciton for different values of
the disk width a, and the corresponding ground state exciton centre of mass radial wavefunction
ψ(X) (insert). Calculated with Ba = 0 T, a = 20 nm (top), h = 16 nm, z0 = 1 nm, µ0Ms = 1.82
T, Se,z = 12 , Sh,z =
3
2 , x = 0.09 (bottom), T = 1 K, L = 50 A˚, nr = 1, mr = 0, and mR = 0.
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The corresponding value for the ground state energy decreases as the ferromagnetic
strip width a is increased as seen in Figure (5-36). This can be explained by looking at the
effective potential in Figure (5-33), where the potential peaks at a higher negative value
as well as becoming deeper as a is increased. The effect of the ferromagnetic disk height
can be seen in Figure (5-36), where the ground state energy decreases as the disk height is
increased, again explained by looking at the effective potential in Figure (5-34). Finally,
the ground state energy increases as the distance between the bottom of the ferromagnetic
strip and the centre of the quantum well is increased as seen in Figure (5-36), due to the
































































































Figure 5-36: Ground state exciton energy for a ferromagnetic strip for different magnetic ion
concentrations as a function of the disk radius (top left), disk height (top right) and distance from
the bottom of ferromagnetic strip to the centre of the quantum well (bottom) for a σ+ heavy hole.
Calculated with Ba = 0 T, a = 20 nm (top right, bottom), h = 16 nm (top left, bottom), z0 = 1
nm (top left, top right), µ0Ms = 1.82 T, Se,z = 12 , Sh,z =
3
2 , nr = 1, T = 1 K, L = 50 A˚, nr = 1,
mr = 0, and mR = 0. The values used for Cd1−xMnxTe are given in the Table in Appendix K.
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The effect of choosing different magnetic ion concentrations x can be seen in Figure
(5-37), where the ground state energy is plotted as a function of the magnetic ion con-
centration for different temperatures. For a heavy and light hole exciton with σ+ spins
the ground state energy decreases as x is increased. This is opposite to the case of the
microscale magnetic disk where the ground state energy increases as x increases for a
heavy and light hole exciton with σ+ spins. This can be explained by comparing the ef-
fective potential for the heavy hole exciton with σ+ spins for the microscale ferromagnetic
disk in Figure (5-9) with the ferromagnetic strip with magnetisation in the x direction in
Figure (5-31). For the effective potential created by the microscale ferromagnetic disk the
minimum value for the potential well (the bottom of the potential well where the excitons
becomes trapped) increases as x is increased, but for the effective potential created by the
ferromagnetic strip the potential well minimum value occurs at a higher negative value
and becomes deeper as x increases. Which results in a lower value for the ground state
energy as x is increased for the excitons in the effective potential created by a magnetic
field from the ferromagnetic strip. Increasing nr increases the ground state energy for a
given value of x, while increasing mr (with nr=2 and mr=1) decreases the ground state
energy as a function of x. This can be again explained by looking at the shape of the
effective potential, which is shifted up for nr = 2, and is slightly shifted down for mr = 1
but is still higher than for the case when nr = 1 and mr = 0. For a heavy hole exciton with
σ+ spins for both nr=2, mr=0 and nr=2, mr=1 the ground state energy decreases for
increasing x, which again is opposite to the case of the exciton trapped by the microscale
ferromagnetic disk. Due to the potential well minimum occurring at a higher negative
value as x increases for the ferromagnetic strip for all values of nr and mr.
The effect of varying the temperature T can be seen in Figure (5-38), where the
ground state energy is plotted as a function of the temperature. For a heavy and light
hole exciton with σ+ spins the ground state energy increases as T is increased. Increasing
nr increases the ground state energy for a given value of T , while increasing mr (with
nr=2 and mr=1) decreases the ground state energy as a function of T . For a heavy hole
exciton with σ+ spins for both nr=2, mr=0 and nr=2, mr=1 the ground state energy
increases for increasing T . This can be explained by looking at Figure (5-31) where the
potential peaks at a higher negative value and becomes deeper as T is decreased. This is
opposite behaviour to the exciton trapped by the microscale ferromagnetic disk where the
ground state energy decreases as T increases for a heavy and light hole exciton with σ+
spins. This can be explained by comparing the potential created by the ferromagnetic strip
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Figure 5-37: Ground state exciton energy for a ferromagnetic strip as a function of the magnetic
ion concentration for a heavy (top left) and light (top right) hole exciton with σ+ spin contributions
(with nr = 1 and mr = 0), and for a σ+ heavy hole exciton with nr = 2, mr = 0 (bottom left),
and nr = 2, mr = 1 (bottom right). Calculated with Ba = 0 T, a = 20 nm, h = 16 nm, z0 = 1
nm, µ0Ms = 1.82 T, L = 50 A˚, and mR = 0. The values used for Cd1−xMnxTe are given in the


























































































































Figure 5-38: Ground state exciton energy for a ferromagnetic strip as a function of the magnetic
ion concentration for a heavy (top left) and light (top right) hole exciton with σ+ spin contributions
(with nr = 1 and mr = 0), and for a σ+ heavy hole exciton with nr = 2, mr = 0 (bottom left),
and nr = 2, mr = 1 (bottom right). Calculated with Ba = 0 T, a = 20 nm, h = 16 nm, z0 = 1
nm, µ0Ms=1.82 T, L = 50 A˚, and mR = 0. The values used for Cd1−xMnxTe are given in the
Table in Appendix K.
The magnetic field created by a ferromagnetic strip for magnetisation in the z direction
given by Eq. (5.74) is plotted in Figure (5-39) and Figure (5-40) for different values of the
strip width a, strip height h and distance between the centre of the ferromagnetic strip
and centre of the quantum well z, using µMs = 1.82T for cobalt. The magnetic field
in the z direction Bz has positive peaks in the regions near the edge of the strip which
corresponds to x = a/2 and x = −a/2, and a negative peak at the centre of the strip (at
x = 0). The positive peaks increase as the disk width a increases, and as both the disk
height h and the distance between the ferromagnetic strip and quantum well z decreases.
The negative peak at the centre has a greater negative value as both a and z is reduced,






























































Figure 5-39: Left: Magnetic field for a ferromagnetic strip for magnetisation in the z plane as a
function of the coordinate along the wire width for different values of the strip width, a. Calculated
with Ba = 0 T, h = 16 nm, z0 = 1 nm, µMs = 1.82 T. Right: Magnetic field for a ferromagnetic
strip for magnetisation in the z direction as a function of the coordinate along the wire width
for different values of the strip height, h. Calculated with Ba = 0 T, a = 20 nm, z0 = 1 nm,






























Figure 5-40: Magnetic field for a ferromagnetic strip for magnetisation in the z plane as a function
of the coordinate along the wire width for different distances between the ferromagnetic strip and
the centre of the quantum well, z. Calculated with Ba = 0 T, a = 20 nm, h = 16 nm, µ0Ms = 1.82
T.
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The corresponding effective potential for the ferromagnetic strip for magnetisation
in the z plane is plotted in Figure (5-41) for a heavy hole exciton with both σ+ and
σ− spins for different magnetic ion concentrations x. For excitons with σ+ spins the
effective potential reaches a minimum at the centre of the ferromagnetic strip, and has
two maximum peaks near the regions which correspond to x = a/2 and x = −a/2.
Conversely, for a heavy or light hole exciton with σ− spins the effective potential reaches
a maximum at the centre of the ferromagnetic strip, and has two negative peaks near
the regions which correspond to x = a/2 and x = −a/2. Excitons with both σ+ and
σ− spins can be trapped in the negative peaks of the potential, unlike the case for the
magnetisation in the x direction for the ferromagnetic strip that only traps excitons with
σ+ spins. For excitons with both σ+ and σ− spins the negative peaks in the potentials
have a greater negative value and become deeper as x is increased. The effective potential
for the ferromagnetic strip for magnetisation in the z plane is plotted in Figure (5-42) for
a heavy hole exciton with both σ+ and σ− spins for different temperatures. For excitons
with both σ+ and σ− spins the negative peaks in the potentials have a greater negative







































































Figure 5-41: Effective potential for a ferromagnetic strip for magnetisation in the z direction as a
function of the coordinate along the wire width for different values of the magnetic ion concentration
x, for a heavy hole with both σ+ spins (left) and σ− spins (right). Calculated with Ba = 0 T,
a = 20 nm, h = 16 nm, z0 = 1 nm, µ0Ms = 1.82 T, T = 1 K, L = 50 A˚, nr = 1, mr = 0, and









































































Figure 5-42: Effective potential for a ferromagnetic strip for magnetisation in the z direction as
a function of the coordinate along the wire width for different temperatures T , for a heavy hole
with both σ+ spins (left) and σ− spins (right). Calculated with Ba = 0 T, a = 20 nm, h = 16 nm,
z0 = 1 nm, µ0Ms = 1.82 T, x = 0.09 K, L = 50 A˚, nr = 1, mr = 0, and mR = 0. The values used
for Cd1−xMnxTe are given in the Table in Appendix K
The number of solutions and the corresponding energy for different values of the mag-
netic ion concentration x is plotted in Figure (5-43) for both a σ+ and σ− heavy hole
exciton for a ferromagnetic strip with magnetisation in the z direction. Increasing x
increases the number of solutions, and the ground state wavefunction becomes more con-
fined. The corresponding energy decreases as x is increased, which can be explained by
looking at the negative peaks in the potentials shown in Figure (5-41), which peak at a
higher negative value and become deeper as x is increased.
There are more solutions for a given value of x for the case of the magnetic field
created by the ferromagnetic strip for magnetisation in the z direction for a heavy hole
exciton with σ− spins than there are for a heavy hole exciton with σ+ spins, due to the
potential being narrower for the heavy hole exciton with σ+ spins, whilst there are more
solutions for a given value of x for a heavy hole exciton with σ+ spins confined by the
ferromagnetic strip with magnetisation in the x direction than there is solutions for a
heavy hole exciton confined by the ferromagnetic strip with magnetisation in the z plane,
as seen by comparing Figure (5-35) and (5-43). This can be explained by comparing the
potentials in Figure (5-31) with Figure (5-41), where the potential is deeper for a given
value of x for the case when the magnetisation is in the x direction.
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Figure 5-43: Calculated energies En of the heavy hole exciton with σ+ spins (top) and σ− spins
(bottom) for different magnetic ion concentrations, and the corresponding ground state exciton
centre of mass radial wavefunction ψ(R) (insert). Calculated with Ba = 0 T, a = 20 nm, h = 16




























x (Magnetic ion concentration)


































x (Magnetic ion concentration)






Figure 5-44: Ground state exciton energy as a function of the magnetic ion concentration with
different temperatures for a heavy hole with σ+ spins (left) and σ− spins (right). Calculated with
Ba = 0, a = 20 nm, h = 16 nm, z0 = 1 nm, µ0Ms = 1.82 T, L = 50 A˚, nr = 1, mr = 0, and
mR = 0. The values used for Cd1−xMnxTe are given in the Table in Appendix K.
The effect of using different concentrations x of the magnetic ion can be seen in Figure
(5-44), where the ground state energy is plotted as a function of x and for different
temperatures. For a heavy hole exciton with both σ+ and σ− spins the ground state
energy decreases as x is increased, while the corresponding energy is lower for a given
value of x for the heavy hole exciton with σ+ spins. This is opposite to the case of the
microscale ferromagnetic disk where the ground state energy increases as x increases for
a heavy hole exciton with σ+ spins. This can be explained by comparing the potentials
in Figure (5-9) for the microscale ferromagnetic disk with the left side of Figure (5-41)
for the ferromagnetic strip with magnetisation is in the z plane, where the potential has
a higher negative value and becomes deeper as x is increased. The behaviour is the same
for the ground state energy for the heavy hole exciton with σ− spins confined by both
the microscale ferromagnetic disk and the ferromagnetic strip for magnetisation in the z
plane, where the ground state energy decreases as x increases.
5.6 Summary
To conclude, in this Chapter, a model has been developed for excitons in a dilute magnetic
semiconductor in the presence of an inhomogeneous magnetic field. The magnetic fields
created by both microscale and nanoscale ferromagnetic disks, and also a ferromagnetic
strip, has been considered, with results obtained assuming the dilute magnetic semicon-
ductor is Cd1−xMnxTe. A variational parameter γ was used to included the effect of the
difference between the 2D and 3D Coulomb interaction and calculated for both the heavy
and light hole. This parameter γ increases as the well width decreases, and also depends
on the quantum numbers nr and mr.
The magnetic field created by a microscale ferromagnetic disk is found to trap more
than a ground state exciton, and that there are more confined excited state solutions for
heavy hole excitons than light hole excitons, due to the sp-d interaction making a smaller
contribution for a light hole exciton. Higher values of the magnetic ion concentration x,
and decreasing temperature T result in more trapped states, which become increasingly lo-
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calised due to the effective potential well that they move in becoming deeper and narrower
for increasing x and decreasing T . For heavy and light hole excitons with σ+ spins the
ground state energy increases for increasing magnetic ion concentration and for decreasing
temperature, whilst for heavy and light hole exciton with σ− spins the ground state energy
decreases for increasing magnetic ion concentration and decreasing temperature. This is
due to the sp-d interaction either making a negative or positive contribution.
It has been found that the magnetic field from a nanoscale ferromagnetic disk traps
fewer excitons than the microscale ferromagnetic disk, and can only trap heavy and light
hole excitons with σ− spins. The exciton is confined to a point with radial extent almost
two order of magnitudes smaller for the nanoscale ferromagnetic disk. The number of
trapped states increases with increasing magnetic ion concentration x and decreasing
temperature T for heavy and light hole excitons with σ− spins.
For a magnetic field created from a ferromagnetic strip the excitons that can be trapped
are found to depend on the direction of the magnetisation. When the magnetisation is
in the x direction only excitons with σ+ spins can be trapped, due to the shape of the
potential. Increasing the magnetic ion concentration in the dilute magnetic semiconductor
x increases the number of excited state solutions, and the wavefunction describing the
states becomes more localised. For heavy and light hole excitons with σ+ spins the ground
state energy decreases as x increases, and increases as T increases. This is opposite to the
behaviour of excitons confined by the magnetic field from the microscale ferromagnetic
strip, which is understood in terms of the behaviour of the effective potential. When the
magnetisation is in the z plane the magnetic field from a ferromagnetic strip can trap both
σ+ and σ− excitons, in the negative peaks of the potential. Increasing x increases the
number of solutions for excitons with σ− spins, and there is more solutions for excitons
with σ− spins than for the case for excitons with σ+ spins when the magnetisation is in
the z plane. There are also more solutions when the magnetisation is in the x direction
than the z plane for σ+ excitons. For σ+ and σ− spin excitons the ground state energy
decreases as x increases, which is opposite compared to the behaviour of σ+ excitons
confined by a magnetic field created by the microscale ferromagnetic disk, and the same
compared to the behaviour of σ− spin excitons confined by a magnetic field created by
the microscale ferromagnetic disk.
Taken together, these results illustrate the opportunities that exist for trapping exci-
tons with different spins in states with different symmetries and spatial extents through
the use of inhomogeneous magnetic fields acting upon dilute magnetic semiconductors.
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Chapter 6
Conclusion and Further work
6.1 Summary
The use of the spin of quasiparticles, instead of their charge, as a basis for the operation of
a new type of electronic devices has attracted the attention of a large interdisciplinary re-
search community. Although still largely theoretical, progress in crystal growth techniques
has allowed spintronics research to expand into experimental areas, with the potential of
offering devices that are smaller, faster, more energy efficient, and less volatile than tradi-
tional charge based electronics. Dilute magnetic semiconductors (DMSs) are ideal candi-
dates for spintronic devices as they exhibit both semiconducting and magnetic properties.
Unlike, an ordinary semiconductor, a DMS has a sp-d interaction that can dramatically
change the physics of the semiconductor in a magnetic field. This sp-d interaction leads
to giant Zeeman splittings of the conduction and valence band, which can be observed at
relatively small external magnetic fields. The spin degree of freedom can be utilised in
another way, by taking advantage of the large effective g factor present in a DMS, and
combining it with a spatially inhomogeneous applied magnetic field, to create a spatially
varying Zeeman potential that acts as a confining potential for quasiparticles such as elec-
trons, holes or excitons. These features make DMSs of interest as model systems in the
emerging field of spintronics. A fundamental understanding of the spin properties of DMS
quantum well structures is essential in furthering progress towards these new devices. The
work presented in this thesis is aimed at contributing to this knowledge. It is hoped that
the work presented here has furthered the understanding of these materials and structures
by looking at hybrid systems combining nanoscale and microscale ferromagnets with DMS
quantum wells. This thesis looked at Cd1−xMnxTe DMS quantum wells as an interesting
system for studying quasiparticles in the presence of an inhomogeneous magnetic field.
Many possibilities of using inhomogeneous magnetic fields was proposed, and the results
in this thesis illustrate the opportunities that exist for trapping excitons with different
spins in states with different symmetries and spatial extents through the use of these dif-
ferent inhomogeneous magnetic fields acting upon the DMS. The giant Zeeman splitting
of the different spin components was also looked at.
Firstly, to understand the effects of an inhomogeneous magnetic field on the electrons
and holes in a DMS quantum, the splitting on the heavy and light hole modelled using the
Luttinger Kohn Hamiltonian was investigated. The inhomogeneous magnetic field that
was studied was from a nanoscale ferromagnetic disk in the vortex state, and due to the
high effective g factors present in DMSs the particles were found to be confined in a small
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region in the quantum well due to the magnetic vortex.
Next, we extended the study by including the Coulomb interaction between the electron
and hole, and the Harrison model was used to calculate binding energies in a finite quantum
well both with and without the presence of a homogeneous magnetic field. It is believed
that this has not previously been studied in this way to calculate the binding energies
for this material. The presence of the magnetic field leads to a reduction in the binding
energy for a heavy hole with both σ+ and σ− spins in the DMS quantum well, and it was
found that the binding energy decreases as the magnetic ion concentration in the dilute
magnetic semiconductor is increased.
Finally, we have explored the effects of an inhomogeneous magnetic field on excitons
in a DMS quantum well. The inhomogeneous magnetic field that were studied were a
microscale and nanoscale ferromagnetic disk, and a ferromagnetic strip. The 2D coulomb
interaction was used for simplicity, but the variational parameter γ was introduced to
included the effect of the difference between the 2D and 3D Coulomb interaction. The
different solutions for both a heavy and light hole exciton with both σ+ and σ− spins with
different nr and mr quantum numbers was calculated for different values of the magnetic
ion concentration and temperature, which are the two variables that greatly effect the sp-d
interaction in a DMS. The number of solutions and the ground state energy was found
to depend on the magnetic ion concentration and temperature, as well as the type of
magnetic field. These results illustrate the opportunities that exist for trapping excitons
with different spins in states with different symmetries and spatial extents through the
use of inhomogeneous magnetic fields acting upon dilute magnetic semiconductors.
6.2 Future work
For future work, it would be interesting to extend this study by looking at different in-
homogeneous magnetic fields, perhaps one created by a superconducting disk. The model
for excitons in the presence of an inhomogeneous magnetic field could be improved by
using a finite well, and the effect of the magnetic field on the energy of the exciton con-
finement in the quantum well direction will need to be included. This study could also
be extended to include the valence band coupling since ignoring the valence band cou-
pling is an over simplification, which produces a highly non-parabolic subband structure,
which alters the binding energies [72][103][104][105][106]. The non parabolicity for the
conduction band and the spin orbit split off band should also be added to get a more
accurate picture [72][105]. The use of the effective mass theory in homogeneous bulk
semiconductors is well established, however its application to heterostructures, especially
with regard to the boundary conditions across an abrupt heterostructure in not so well
established [107][108][109][110][111][112][113]. Therefore a more accurate model for exci-
tons in a DMS quantum well should involve the use of envelope function theory, so that
proper boundary conditions at the interfaces are automatically obtained [114][115].
The confinement of excitons in a DMS quantum well might be verified experimentally
by calculating the optical response of the hybrid structure composed of the ferromagnet
deposited on top of the diluted magnetic semiconductor quantum well. Since high values
of the effective g factors are fundamental for the localisation and the manufacturing of
efficient traps, optical localisation is expected to be observed at sub Kelvin temperatures
[48]. Spin flip Raman scattering can provide a high resolution probe of the spin splittings
in these hybrid systems [116][117].
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Appendix A
Deriving the Kane Hamiltonian
and calculating the eigenvalues
This section outlines the derivation of one of the matrix elements of the Kane Hamiltonian
given in Eq. (2.19), as well as the eigenvalues. The matrix element H22 is written as
〈(X − iY ) ↑√
2
∣∣∣∣H ∣∣∣∣(X − iY ) ↑√2
〉
=
〈(X − iY ) ↑√
2




〈(X − iY ) ↑√
2




〈(X − iY ) ↑√
2
∣∣∣∣ ~p · ~σ ×∇V (~r) ∣∣∣∣(X − iY ) ↑√2
〉
.
For the first term, expanding out gives
〈(X − iY ) ↑√
2
∣∣∣∣H0 ∣∣∣∣(X − iY ) ↑√2
〉
= 12 (〈X ↑ |H0|X ↑〉 − i 〈X ↑ |H0|Y ↑〉+ i 〈Y ↑ |H0|X ↑〉
+ 〈Y ↑ |H0|Y ↑〉)
= 12(Ep − iEp + iEp + Ep)
= Ep, (A.2)
where H0 |X ↑〉 = Ep |X ↑〉. For the second
~
m0
〈(X − iY ) ↑√
2









∣∣∣~k · ~p∣∣∣X ↑〉+ 〈Y ↑ ∣∣∣~k · ~p∣∣∣Y ↑〉)
= 0, (A.3)
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〈(X − iY ) ↑√
2
∣∣∣∣ ~p · ~σ ×∇V (~r) ∣∣∣∣(X − iY ) ↑√2
〉
= − i~8m20c2




∣∣∣∣∂V∂x py − ∂V∂y px
∣∣∣∣Y 〉
= −∆so3 , (A.4)
since the spin operators act as σx |↑〉 = |↓〉, σy |↑〉 = i |↓〉, and σz |↑〉 = |↑〉. The last step
defines the spin orbit energy ∆so [31][30]. Combining, Eq. (A.1) becomes〈(X − iY ) ↑√
2
∣∣∣∣H ∣∣∣∣(X − iY ) ↑√2
〉
= Ep − ∆so3 . (A.5)
Other terms in the Hamiltonian matrix Eq. (2.19) follow by similar analysis.
To calculate the eigenvalues of the Hamiltonian in Eq. (2.19) define the reference
energy such that Ep = −∆so/3, and Es = Eg, which is the band gap energy. The
Hamiltonian in Eq. (2.19) then becomes
H =










0 0 0 0
 , (A.6)
which has the eigenvalue E′ = 0 and the characteristic polynomial





When k2 is very small, the roots of Eq. (A.7) are expected to be E′ = Eg, E′ = 0 and
E′ = −∆so.
Expand about the extreme of the bands (E(k) = E(0) + k ∂f∂k |k=0 + 12k2 ∂
2f
∂k2 |k=0 =
E(0) + ε(k2)) for small ~k (since its only valid near the band edge where ~k = 0), and let
E′ = Eg + ε(k2). Putting this into Eq. (A.7) we see
ε = k
2P ′2(3Eg + 2∆so)
3Eg(Eg + ∆so)
. (A.8)
Then by letting E′ = 0 + ε(k2):
ε = k
2P ′22∆so + 3k2P ′2εk2




and by setting E′ = −∆so + ε(k2):





Since E′ = En(k)− ~2k2/2m0, the 4 energy bands in Eq. (2.22) are



























Diagonalising the 4× 4 Luttinger
Kohn Hamiltonian Hamiltonian
Here the block diagonalisation of the 4 × 4 Luttinger Kohn Hamiltonian is summarised.




v∗ 0 0 −v
0 w∗ −w 0
0 w∗ w 0
v∗ 0 0 v
 , (B.1)
where v = 1/
√
2 exp(iφ), w = 1/
√




v∗v + vv∗ 0 0 v∗v − vv∗
0 w∗w + ww∗ w∗w − ww∗ 0
0 w∗w − ww∗ w∗w + ww∗ 0
v∗v − vv∗ 0 0 v∗v + vv∗
 =

1 0 0 0
0 1 0 0
0 0 1 0




H′LK = UHLKU †
= −

v∗ 0 0 −v
0 w∗ −w 0
0 w∗ w 0
v∗ 0 0 v


P +Q −b c 0
−b∗ P −Q 0 c
c∗ 0 P −Q b
0 c∗ b∗ P +Q
 (B.3)

v 0 0 v
0 w w 0
0 −w∗ w∗ 0




v∗ 0 0 −v
0 w∗ −w 0
0 w∗ w 0
v∗ 0 0 v


(P +Q)v −bw − cw∗ −bw + cw∗ (P +Q)v
−b∗v − cv∗ (P −Q)w (P −Q)w −b∗v + cv∗
c∗v − bv∗ −(P −Q)w∗ (P −Q)w∗ c∗v + bv∗






P +Q R 0 0
R∗ P −Q 0 0
0 0 P −Q R
0 0 R∗ P +Q
 , (B.6)
where R = |c| − i|b|. Hence H′LK = UHLKU † is block diagonal.
132
Appendix C
Magnetic field created by a single
vortex in a nanoscale
ferromagnetic disk
Here the magnetic field due to a single vortex in a nanoscale ferromagnetic disk is sum-
marised. The resulting expressions are used in the modelling in Chapter 3. To derive
the magnetic fields given in Eq. (3.2) and (3.4) we follow reference [62] and start from
Maxwell’s equations
∇ · ~B = 0, (C.1)
∇× ~H = ~J, (C.2)
where ~J is the current from free charges, zero here, and ~B = µ0( ~H + ~M) everywhere.
Therefore
∇× ~H = 0, (C.3)
∇ · ~H = −∇ · ~M. (C.4)
These are solved by introducing the magnetic potential Φ such that ~H = −∇Φ, so that
∇× ~H = −∇×∇Φ = 0, and ∇2Φ = ∇ · ~M . Comparing with the electrostatic potential
from a charge distribution
∇2Φel = −4piρ(~r), Φel(~r) =
∫
ρ(~r ′)d3~r ′
|~r − ~r ′| , (C.5)
we see
Φ(~r) = − 14pi
∫ ∇ · ~M(~r ′)d3~r ′
|~r − ~r ′| . (C.6)
If we can find Φ(~r), then outside the magnet ~M = 0, and ~B = µ0 ~H = −µ0∇Φ.
Here by symmetry the magnetisation (Eq. (3.1)) is
~M(~r) = (Mϕ(ρ)~eϕ +Mz(ρ)~ez) (Θ(z + d)−Θ(z)) , (C.7)
where Θ is the Heaviside step function; so that
∇ · ~M = Mz(ρ) [δ(z + d)− δ(z)] , (C.8)
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ρ2 + ρ′2 + z2 − 2ρρ′ cos(ϕ′ − ϕ) . (C.10)






(ρ+ ρ′)2 + z2
K(k), (C.11)
with K(k) the usual elliptical integral of the first kind [63], and
k2 = 4ρρ
′
(ρ+ ρ′)2 + z2 . (C.12)
Writing the magnetic field as
~B(~r) = −µ0∇Φ(~r) = ~b(~r)−~b(~r + d~ez), (C.13)
where






(ρ+ ρ′)2 + z2
K(k), (C.14)















(ρ− ρ′)2 + z2
E(k)√
(ρ+ ρ′)2 + z2
, (C.15)
and E(k) is an elliptical integral of the second kind [63]. The ρ component is calculated
in the exact same way. From the symmetry of the system the ϕ of the magnetic field is




Eigenfunctions of quasiparticles in
the magnetic field of a single
vortex of a ferromagnetic disk.
Here the eigenfunctions of quasiparticles in the magnetic field of a single vortex of a
ferromagnetic disk in Eq. (3.7) are derived. The Hamiltonian (3.6) does not commute with
the z component of the spin, so spin is not a good quantum number; the eigenfunctions
are a combination of spin up and spin down wavefunctions. We write



















φ(ρ, ϕ, z) = Eφ(ρ, ϕ, z),
(D.2)
where Bz and Bρ are the transverse and radial components of the magnetic field, and the
effects of the vector potential are ignored as negligible in comparison with those due to






















The upper and lower entries give two equations






eff µB (Bzφ↑(ρ, ϕ, z) +Bρ exp(−iϕ)φ↓(ρ, ϕ, z)) , (D.4)
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and






eff µB (Bρ exp(iϕ)φ↑(ρ, ϕ, z)−Bzφ↓(ρ, ϕ, z)) . (D.5)
Then expanding the wavefunctions as φ↑(↓)(ρ, ϕ, z) =
∑
m

































↑ (ρ, z) exp(imϕ)



































↑ (ρ, z) exp(i(m+ 1)ϕ)
−Bzφm↓ (ρ, z) exp(imϕ)
)
. (D.7)
Multiplying Eq. (D.6) by exp(−ilϕ)/2pi and integrating by dϕ from 0 to 2pi gives
























↑(ρ, z) +Bρφl+1↓ (ρ, z)
)
, (D.8)
since the integral ∫ 2pi
0
exp(imϕ) exp(−ilϕ)dϕ = 2pi, (D.9)
if m = l, and ∫ 2pi
0
exp(i(m− 1)ϕ) exp(−ilϕ)dϕ = 2pi, (D.10)
if l = m − 1. Then, multiplying Eq. (D.7) by exp(−i(l + 1)ϕ)/2pi and integrating by dϕ
from 0 to 2pi gives
























↑(ρ, z)−Bzφl+1↓ (ρ, z)
)
. (D.11)
Multiplying Eq. (D.8) by exp(ilϕ) and Eq. (D.11) by exp(i(l + 1)ϕ) gives















Eφl+1↓ (ρ, z) exp(i(l + 1)ϕ) = −
~2
2m∗e(h)
































φl+1↓ (ρ, z) exp(iϕ)
)
. (D.14)
Therefore φl↑(ρ, z) exp(ilϕ) is only coupled to φ
l+1
↓ (ρ, z) exp(i(l+ 1)ϕ), so the general form
is written as
φm(ρ, ϕ, z) = exp(imϕ)
(
φm↑ (ρ, z)
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Eigenvalues for the 4 × 4 effective
Hamiltonian
The 4× 4 effective Hamiltonian given in Eq. (3.45) for a magnetic field ~B = B~ex has the
characteristic equation
E4 + 2∆lhE3 + E2∆2lh − 6c2E∆lh + 9c4 − 10E2c2,
where c = 12√3g
h
effµBBx. With corresponding eigenvalues
E = 12
√



















9∆2lh ± 6∆lhgheffµBBx + 4(gheffµBBx)2. (F.1)
The eigenvalues can be simplified by applying a Taylor Expansion






































































9∆2lh ± 6∆lhgheffµBBx + 4(gheffµBBx)2. (F.4)
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Appendix G
Derivation of the 2D Hamiltonian
consisting of an electron in the
conduction band and a hole in the
valence band interacting via the
Coulomb interaction
This section outlines the derivation of the 2D Hamiltonian consisting of an electron in the
conduction band and a hole in the valence band interacting via the Coulomb interaction
given in Eq. (5.11) by separating the coordinates into centre of mass and relative coordi-
nates, and applying the wavefunction transformation and adiabatic expansion. Starting








































































































































By applying the adiabatic expansion in Eq. (5.6), and expanding out and combining terms






















(~r · ∇R) ~A(~R)
+ e
~c
(~r · ∇R) ~A(~R)
[












This can be simplified with the use of



































(~r · ∇R) ~A(~R) = ∇R(~r · ~A(~R))− ~Ξ. (G.11)
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~r × ~B(~R) = (ˆiy − jˆx)BZ = ~Ξ, (G.14)





−i∇r + ξ e~c
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Applying a further wavefunction transformation in Eq. (5.9)
Ψ(~R,~r)→ exp {−iξ(e/~c)Ω(r)}Ψ˜(~R,~r), (G.17)


















































Expanding this out and combining terms together, while ignoring terms of order r3 or
higher gives Eq. (5.11)














Derivation of the perturbation
corrections to the eigenvalues of
the relative motion Hamiltonian
Here the outline of the derivation of the perturbation corrections to the eigenvalues of the
relative motion Hamiltonian used in Chapter 5 is discussed. Firstly




∣∣∣∣ e2cµξ ~B(~R) · ~L+ ie~2Mc
{





The second term has the form
~TR(~R) · 〈Φnr,mr0 | ~r |Φnr,mr0 〉 , (H.2)
where the operator ~TR(~R) is independent of ~r. Since ~r is odd under inversion and








recalling that Φnr,mr0 (~r) is the inplane hydrogenic wavefunction.
The second order correction is




























8 for n = 1 and m = 0,117
8 for n = 2 and m = 0,45




Magnetic field created by a
microscale ferromagnetic disk
Here the derivation of the vector potential given in Eq. (5.66) and the magnetic field in Eq.
(5.68) for a microscale ferromagnetic disk is summarized. Starting with the magnetisation
~M(~R) = hMδ(Z − d)Θ(a−R)~ez, (I.1)
the corresponding vector potential is calculated from the differential form of Amperes law
~∇2R ~A(~R) = −4pi~∇R × ~M(~R):
~A(~R) =




~∇R × ~M(~R) = −∂Mz
∂R
~eϕ = hMδ(Z − d)δ(a−R)~eϕ,
= hM
a
δ(cos θ)δ(ρ− a)~eϕ. (I.3)





ρ′2dρ′dϕ′dθ′ sin θ′ cosϕ′δ(cos θ′)δ(ρ′ − a)





[a2 + ρ2 − 2aρ sin θ cosϕ′]1/2
= 4hMa










a2 + ρ2 + 2aρ sin θ . (I.5)




















(a+R)2 + d2 . (I.7)
The corresponding magnetic field is then given by









Since the radial component of the magnetic field does not trap the exciton within the DMS
quantum well, only the z component of the magnetic field is calculated which is given by































































































Wavefunctions for the heavy and
light hole excitons in the presence





































































Figure J-1: Fourth, (b) Fifth, (c) Sixth, and (d) Seventh excited state exciton centre of mass radial
wavefunction ψ(R) as a function of the radial coordinate R for a heavy hole exciton. Calculated
with Ba = 0.35 T, BD0 = 0.1 µmT, a = 2 µm, d = 0.2 µm, Se,z = 12 , Sh,z =
3
2 , x = 0.01, T = 20
K, L = 50 A˚, nr = 1, mr = 0 and mR = 0. The values used for Cd1−xMnxTe are given in the















































Figure J-2: Eighth, (b) Ninth, and (c) Tenth excited state exciton centre of mass radial wave-
function ψ(R) as a function of the radial coordinate R for a heavy hole exciton. Calculated with
Ba = 0.35 T, BD0 = 0.1 µmT, a = 2 µm, d = 0.2 µm, Se,z = 12 , Sh,z =
3
2 , x = 0.01, T = 20 K,



































































Figure J-3: Fourth, (b) Fifth, (c) Sixth, and (d) Seventh excited state exciton centre of mass
radial wavefunction ψ(R) as a function of the radial coordinate R for a heavy hole exciton for
different values of nr and mr. Calculated with Ba = 0.35 T, BD0 = 0.1 µmT, a = 2 µm, d = 0.2
µm, Se,z = 12 , Sh,z =
3
2 , x = 0.01, T = 20 K, L = 50 A˚, nr = 1, mr = 0 and mR = 0. The values

























































































Figure J-4: Eighth, (b) Ninth, (c) Tenth, (d) Eleventh, and (e) Twelfth excited state exciton
centre of mass radial wavefunction ψ(R) as a function of the radial coordinate R for a heavy hole
exciton for different values of nr and mr. Calculated with Ba = 0.35 T, BD0 = 0.1 µmT, a = 2
µm, d = 0.2 µm, Se,z = 12 , Sh,z =
3
2 , x = 0.01, T = 20 K, L = 50 A˚, nr = 1, mr = 0 and mR = 0.
The values used for Cd1−xMnxTe are given in the Table in Appendix K.
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Appendix K












N0α 0.22 eV [7]
N0β -0.88 eV [7]
Table K.1: Band parameters, deformation potentials, dielectric constant and exchange
integrals values for Cd1−xMnxTe.
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