Our concern is to consider an ecological system with Ivlev's functional response 1 y e ya x of predator to prey. In addition to a, this system contains parameters r and D, which represent the intrinsic rate of increase for the prey population and the death rate for the predator population, respectively. A necessary and sufficient condition for the uniqueness of limit cycles of the predator᎐prey system is Ž . presented. This result gives the bifurcation curve in the a, D -plane. ᮊ 1998 Academic Press
INTRODUCTION
We consider a predator᎐prey system of the form x s rx 1 y x y 1 y e ya x y, Ž . Ž .
1.1
Ž .
ysy 1ye ya x y D .
Ž . Ž . Ž . Here x and y are the prey and the predator population or density , и respectively; s drdt; r, a, and D are positive parameters. This system is said to have a functional response of Ivlev type. Many studies have been Ž . Ž made on the existence and the uniqueness of limit cycles of 1.1 see, e.g., w
x . 1, 2, 5, 6 .
Throughout this paper we assume that Ž . Ž . Then system 1.1 has the only critical point , in the first quadrant Ž . If assumption 1.2 fails, then system 1.1 has no critical points, and Ž . therefore no limit cycles of 1.1 exist. Hence, it is natural to discuss the Ž . Ž . existence of limit cycles of 1.1 under the assumption 1.2 .
The purpose of this paper is to give a necessary and sufficient condition Ž . under which system 1.1 has exactly one limit cycle. w x Recently, Kooij and Zegeling 3 presented the following result.
Ž . THEOREM A. System 1.1 has at most one limit cycle if a ) 2; if it exists Ž . it is hyperbolic. If 0 -a F 2, then system 1.1 has no limit cycles.
Ž .
From Theorem A we see that more than one limit cycle of 1.1 cannot Ž . exist; there is no limit cycle of 1.1 if 0 -a F 2.
1.3
Ž . However, if a ) 2, then we cannot decide whether or not system 1.1 has Ž . one limit cycle. The questions then arise: i Are there cases where system Ž .
has no limit cycles even if a ) 2? ii What kind of condition is
Ž . necessary for system 1.1 to have exactly one limit cycle?
A classical method of Bendixson gives an affirmative answer to question Ž .
i . Bendixson's criterion shows that r 1 y 2 x y D q 1 y e ya x -0 for x ) 0 1 . 4 Ž . Ž .
Ž . Ž . implies system 1.1 has no limit cycles. In case a F 2 r, condition 1.4 is Ž . satisfied if and only if r F D. In case a ) 2 r, condition 1.4 is equivalent to 2 2r 2r r 1q log y D q 1 y -0. Ž .
where all the parameters are positive real numbers, and showed that
( y D Ž . is necessary and sufficient for the uniqueness of limit cycles of 1.6 under Ž . a certain condition on p. Judging from 1.7 , we can expect that our desired condition is expressed by two parameters a and D. As a matter of the fact, the main result is stated in the following. 
A simple calculation yields Ž .
Similarly, we have
Ž . Ž .
Ž . LEMMA 2.1. F u has the following properties:
Ž . b if a ) 2, then there exists a u such that F u is increasing for y -u -u and decreasing for u ) u;Ž
.
We here define h u '1y2uy2y 1yD e ya u 1 y2 uy 2 q a uq 1yuy
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Hence, we have
hЈ y s0 and hЈ u ª y2 as uªϱ.
Note that the discriminant of
is positive.
Ž . Ž . Ž . a 0-aF2: Since hЉ y s a a y 2 F 0, there exists a u# such that
Ž . Ž . Taking 2.8 into account, we have hЈ u -0 for u ) y. Hence,
Ž . We therefore conclude that F u is decreasing.
Since hЉ y ) 0, there exist two constants u* and u# with u* -u# such that
Ž . Ž . Ž . From 2.8 it follows that hЈ u s 0 for some u g u*, u# and
Ž . Since the signs of FЈ u and h u are the same, F u is increasing for y -u -u and is decreasing for u ) u.Ž
Then the conclusion of b shows that Ž . FЈ 0 ) 0. This is a contradiction. Ž . Ž . 2.9 , and the conclusion of b , we see that F u ) 0 for y -u -0 and Ž . F u -0 for u ) 0.
The proof of Lemma 2.1 is complete.
Ž . Remark 2.1. The derivative of F u at u s 0 is nonpositive if and only
for 0 -u -. Then we have
Hence, taking notice that lim K u s 0, we get
This completes the proof.
ABSENCE OF LIMIT CYCLES
Ž . In this section we will show that condition 1.8 is necessary for system Ž . 1.1 to have limit cycles. To this end, we prove the following results.
Ž . is satisfied, then system 1.1 has no limit cycles.
We can easily prove Theorem 3.1 by means of Lemma 2.1 and the w x following result which is a simple modification of Theorem 3.1 in 7 .
THEOREM B. Suppose that
Ž . where G w is the in¨erse function of w s G u sgn u. Then system 1.1 has no limit cycles.
Ž . y1 Ž . From 2.2 , 2.3 , and 2.5 it turns out that G w is increasing and y1 Ž . y1 Ž . greater than y for w g R; G 0 s 0; G w ªϱ as w ª ϱ.
Proof of Theorem 3.1. Note that
Ž . and therefore, by Theorem B, system 1.1 has no limit cycles. This completes the proof.
Ž .
Ž . In case a ) ⌫ D , it is difficult to check 3.2 directly. To prove Theorem 3.2, we prepare some lemmas.
Ž . then system 1.1 has no limit cycles.
Proof. By virtue of Theorem B, it suffices to show that condition 3.2 is satisfied. The proof is by contradiction. Suppose that there exists a w ) 0 such that
Ž . By 2.6 and Lemma 2.1 b , there exists a u such that F u is increasinĝ Ž . for y -u -u and decreasing for u ) u. It follows from 3.3 thatŽ . Ž . FЈ 0 F 0. Hence, by Remark 2.1 and Lemma 2.1 c , the value u iŝ Ž . nonpositive. Since F u has the only maximum value at u s u, we conclude that 
Ž . Since G u is decreasing for u -0, it follows that y␤ -y␣. Hence, Ž . together with 3.4 , we obtain
Ž . Ž . On the other hand, by 3.3 and 3.6 we have
This is a contradiction. The proof of the lemma is complete. Now, we define for 0 -u -. It is clear that Ž .
Ž . Hence, 3.9 is also satisfied with n s i q 1. This completes the proof.
and obtain
Ž . Ž .
The result follows from this.
with n G 2. y n q 1 y log 1 yD n ny1 y2nlog 1 yD q log 1 yD
We are now ready to prove Theorem 3.2.
Ž . Proof of Theorem 3.2. Since a ) ⌫ D , we can use Lemma 3.1. From Ž .
it is enough to show that
Ž . Hence, by 3.8 we have
if n is even and
Ž . if n is odd and n / 1. From Lemma 3.3 it turns out that a F ⌬ D implies a 1 y 2 y 2 -0.
3.14 Ž . Ž . 
for k any positive integer. Then we have 
Ž . Ž .
Repeating this procedure, we have
Ž . which is a contradiction to 3.11 .
There are three cases to consider.
Hence, together with 3.11 , we get 3.10 .
Ž .
Ž . Žk. Ž . Case ii : k is odd and k / 1. By 3.15 and the fact that L u is decreasing for u ) 0, we have
. Ž . and L u is decreasing for u ) u . Hence, there exists a u with
Ž . Ž . By 3.12 and 3.15 we have
Žky2. Ž . and L u is decreasing for u ) u . Using the same argument ky 1 repeatedly, we obtain
Case iii : k is even. We have
u is decreasing for u ) 0. Hence, the remainder of the Ž . Ž . proof is reduced to that of Cases i and ii .
The proof of Theorem 3.2 is complete.
Using Theorem 3.1 and Lemma 3.1, we have the following result which is a corollary of Theorem 1.1.
Proof. We have
Ž . 
Ž . Ž . In case a F ⌫ D , system 1.1 has no limit cycles by Theorem 3.1. We Ž . Ž . consider the case that a ) ⌫ D . Then, by 3.17 and Lemma 3.1, system Ž . 1.1 has no limit cycles. The proof is complete. 
UNIQUENESS OF LIMIT CYCLES

Ž .
In this section we will show that condition 1.8 , namely,
Ž . is sufficient for system 1.1 to have a unique limit cycle. Recall that system Ž .
Ž . 1.1 is equivalent to system 2.1 which is of Lienard type. Hence, if systeḿ Ž .
Ž . Ž . 2.1 has a limit cycle, then system 1.1 also has a limit cycle. System 2.1 ÄŽ . 4 is defined on the domain D s u,¨: u ) y and¨g R . Note that any Ž . Ž . Ž . limit cycle of 2.1 is a closed curve surrounding the origin, u,¨s 0, 0 .
q Ž . As a beginning, we introduce some notation. We write T P and y Ž . T P for the positive semitrajectory and the negative semitrajectory of Ž . 
Ä 4 Ž .
Consider the curve
which is defined for y -u -1 y . Noticing
Ž . Ž . we see that C u has the following properties under assumption 4.1 :
Ž . There exists a u ) 0 such that C u is increasing for y -u -u andˆ Ž . by 4.5 . Integrating this inequality from 0 to u -0, we obtain 1 u y p -y G u .
Ž .
Ž . c Ž . By 2.3 , the right-hand side tends to yϱ as u ª y. However, the Ž . left-hand side is finite by 4.6 . This is a contradiction. Thus, for every q y Ž . point P g Y , the negative semitrajectory T P crosses the curve¨s Ž .
y C u in the domain D . y Ž . Ž . Let Q be the point of intersection of T P and the curve¨s C u .
Ž . Ž . From 4.2 and 4.7 it follows that C u -0 for y -u -0.
Hence, the point Q lies in the third quadrant. We therefore conclude that y Ž . 
