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Abstract—Joint radar and communication (JRC) has recently
attracted substantial attention. The first reason is that JRC allows
individual radar and communication systems to share spectrum
bands and thus improves the spectrum utilization. The second
reason is that JRC enables a single hardware platform, e.g., an
autonomous vehicle or a UAV, to simultaneously perform the
communication function and the radar function. As a result,
JRC is able to improve the efficiency of resources, i.e., spectrum
and energy, reduce the system size, and minimize the system
cost. However, there are several challenges to be solved for the
JRC design. In particular, sharing the spectrum imposes the
interference caused by the systems, and sharing the hardware
platform and energy resource complicates the design of the
JRC transmitter and compromises the performance of each
function. To address the challenges, several resource management
approaches have been recently proposed, and this paper presents
a comprehensive literature review on resource management for
JRC. First, we give fundamental concepts of JRC, important
performance metrics used in JRC systems, and applications of the
JRC systems. Then, we review and analyze resource management
approaches, i.e., spectrum sharing, power allocation, and inter-
ference management, for JRC. In addition, we present security
issues to JRC and provide a discussion of countermeasures to
the security issues. Finally, we highlight important challenges in
the JRC design and discuss future research directions related to
JRC.
Keywords Joint radar-communication, spectrum sharing, wave-
form design, power allocation, interference management, security
I. INTRODUCTION
Frequency spectrum is becoming increasingly congested due
to the rapid growth of wireless devices and mobile services.
As a result, the price of the available wireless spectrum has
experienced a sharp rise during recent years [1]. For example,
mobile network operators in the UK have been required to
pay a total cost of £119.3 million for the 1800 MHz band
since 2015 [2]. In Germany, the mobile network operators are
required to pay a total cost e5 billion for 4 frequency bands
from 700 MHz to 1500 MHz [3]. The number of connected
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devices worldwide is expected to be 75 billion by 2025 that
requires extra spectral resources. As a consequence, the mobile
network operators need to seek opportunities to reuse or share
spectrum currently restricted to other applications, and the
radar bands are one of the best candidates to be shared with
various communication systems due to the large chunks of
spectrum available at radar frequencies. For example, the
mmWave band used in the radar systems has been recently
proposed to be used in wireless communication systems, i.e.,
5G networks and beyond. This leads to a convergence trend
of the radar and the communication, namely joint radar and
communication (JRC) [4], [5]. In general, there are two main
categories of JRC [1]: coexisting radar and communication
(CRC) and dual function radar-communication (DFRC). In
particular, CRC allows individual radar and communication
systems to share the spectrum, and DFRC enables a single
hardware platform, e.g., an autonomous vehicle or a UAV, to
simultaneously perform the communication function and the
radar function. As such, JRC is able to improve the efficiency
of resources, i.e., spectrum and energy, reduce the system
size, and minimize the system cost. These benefits enable JRC
as a promising technology for several emerging applications
supporting logistics automation markets such as autonomous
vehicle systems and flying wireless mesh networks. The mar-
ket is expected to reach a staggering $81 and $290 billion in
2030 and 2040, respectively [6].
However, there are several challenges to be solved for the
JRC design. First, JRC such as CRC enables the spectrum
sharing between the radar system and the communication
system. This imposes the interference caused by both the
systems that can significantly degrade the performance. For
example, as the Aegis combat system, i.e., an American
integrated naval weapons system, shares the S-band, i.e., the
3.5 GHz band, with a cellular system including 100 base
stations, the miss detection probability of the system can
be up to 95% [7]. This raises the interference management
and power allocation issues for JRC. Second, JRC such as
DFRC allows the communication function and radar function
to share a single hardware platform, spectrum and energy
resources. This complicates the design of the JRC transmitter
and compromises the performance of each function. To address
the issues, several resource management approaches including
spectrum sharing with waveform design, time sharing, spatial
beamforming, and power allocation have been recently pro-
posed for JRC.
There are several surveys and tutorials on JRC that are
given in [4], [8], [9], and [10]. In particular, the authors
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2in [4] and [8] highlight the applications of JRC and review
the state-of-the-art for JRC systems. The authors in [9] pro-
vide an overview of DFRC used particularly for autonomous
vehicles. This work can be considered to be a good tutorial
that provides basic concepts of DFRC and explains spectrum
sharing strategies for DFRC. The authors in [10] discuss
research challenges, trends, and applications of JRC. The
existing surveys/tutorials are generally covering all issues in
JRC. However, the existing surveys and tutorials have the
following limitations:
• Basic concepts and important performance metrics related
to resource management in JRC systems are not suffi-
ciently provided.
• Resource management issues such as power allocation,
security issues, and countermeasures for JRC are not well
investigated and discussed.
• Many state-of-the-art technologies for both DFRC and
CRC are not thoughtfully updated and reviewed.
• Many emerging research topics as well as new issues
introduced recently are not comprehensively discussed.
This motivates us to have a comprehensive survey on JRC.
In particular, our survey pays special attention to “resource
management” for JRC. The survey has the following contri-
butions:
• We provide fundamental knowledge of JRC that elabo-
rates basic concepts of JRC and important performance
metrics used for resource management. In addition, we
discuss application scenarios of JRC in practice.
• We review and discuss a number of spectrum sharing
approaches for JRC. The spectrum sharing approaches
are based on communication signal, radar signal, time
sharing, and antenna allocation. We furthermore analyze
and compare the advantages and disadvantages of the
approaches.
• We review, discuss, and analyze power allocation and
interference management approaches for JRC.
• We present security issues to JRC and provide a discus-
sion of countermeasures to the security issues.
• We highlight challenges and discuss potential research
directions related to JRC.
For the reader’s convenience, we classify the related studies
according to the resource management issues, i.e., spectrum
sharing, power allocation, and interference management. As
such, the readers who are interested in or working on the re-
lated issues will benefit greatly from our insightful reviews and
indepth discussions of existing approaches, remaining/open
issues, and potential solutions. For this, the rest of this
paper is organized as follows. Section II introduces the basic
concepts of JRC as well as important performance metrics and
applications of JRC. Section III reviews the spectrum sharing
approaches for JRC. Section IV discusses power allocation
approaches for JRC. Section V presents interference cancel-
lation approaches for JRC. Section VI presents security issues
to JRC and discusses the countermeasures. Section VII high-
lights important challenges and potential research directions.
Section VIII concludes the paper. The list of abbreviations
commonly appeared in this paper is given in Table I.
TABLE I: List of common abbreviations used in this paper
Abbreviation Description
CPM/CRB Continuous Phase Modulation/Cramer´-Rao bound
CSI Channel State Information
CRC Coexisting Radar and Communication
DFT Discrete Fourier Transform
DFRC Dual Function Radar-Communication
FFT/IFFT Fast Fourier Transform/Inverse Fast Fourier Transform
FH/LFM Frequency Hopping/Linear Frequency Modulation
FMCW Frequency Modulated Continuous Wave
JRC Joint Radar and Communication
PRI Pulse Repetition Interval
PAPR Peak-to-Average Power Ratio
OFDM Orthogonal Frequency-Division Multiplexing
MI Mutual Information
RCS Radar Cross Section
SINR Signal-to-Interference-Plus-Noise Ratio
II. FUNDAMENTAL BACKGROUND OF JOINT RADAR AND
COMMUNICATION SYSTEMS
In this section, we present the fundamental background
of JRC. To understand JRC, the basic knowledge of radar
technology is necessary. Thus, we first provide some funda-
mental background of radar technologies. We then present and
discuss the approaches for the integration of radar technologies
into conventional data communication systems, i.e., the JRC
systems. After that, we introduce and discuss performance
metrics and applications of JRC systems.
A. Radar Technology
1) Basic Concepts and Applications: Radar (acronym for
RAdio Detection And Ranging) is an electrical detection
system that uses radio waves to determine target objects. The
basic operation principle of a radar system is transmitting the
radio waves to the air and then observing the received signals
(reflected from the target objects) to determine characteristics
of the objects such as distance, directions, velocities, shapes
and even materials [11]. The radar systems can hence find
a number of applications in both military missions (e.g., to
detect aircraft, ships, spy unmanned aerial vehicle (UAV), and
spacecraft) and civilian (e.g., robots, autonomous vehicles, and
terrain exploration).
2) Architecture and Main Components: Figure 1 illustrates
the main components of a typical radar system which consist
of (1) Transmitter, (2) Receiver, (3) Switch and Antenna and
(4) Controller. Both transmitter and receiver components are
connected to the switch and all of them are controlled by the
controller as illustrated in Fig. 1. The main processes can be
expressed as follows:
• First, the transmitter generates the radio frequency (RF)
signals and sends these signals (typically direct to a
target) out through the antenna. The transmitted signals
in the form of electromagnetic (EM) waves will be then
3Transmitter
Detector A/D
Signal 
Processor
Local 
Oscillator
Receiver
Detection and 
measurement 
results
Antenna
Target
Transmitted signal
Reflected signal
Switch
Receive 
protector 
switch
Fig. 1: Main components of a radar system.
propagated to the target objects through the environment,
e.g., through the air.
• Then, when the EM waves hit the target objects’ surfaces,
they will be reflected or scattered to the surrounding
environment.
• After that, if the radar system can receive the reflected
signals (scattered signals or echo signals), the radar re-
ceiver will process and analyze these signals to determine
the properties of the target objects.
To avoid interference between the transmitted and reflected
signals, the switch will be used. Note that radar receivers are
usually, but not always, located at the same device with the
transmitters. Thus, in the case if the transmitters and receivers
are separated in different devices, the switch is not required.
When the received signals are passed to the receiver, they
first go through a low-noise amplifier in order to amplify a very
low-power signal without significantly decreasing the received
signal-to-noise (SNR) ratio. The amplified signals will be
then shifted to an intermediate frequency by the intermediate
frequency (IF) amplifier with the aim of extracting signals that
have frequencies close to that of the transmitted signals. After
that the detector device will be used to extract information
from the modulated received signal. Note that in conventional
radar systems, the detectors are often combined with analog-
to-digital converter (ADC) and signal processors to create
favorable conditions for analyzing and presenting the results.
However, these components (i.e., ADC and signal processor)
are not compulsory to implement on the radar systems.
3) Target Identification and Radar Range:
a) Target distance identification: One of the most im-
portant goals of a radar system is to detect and determine
the distance R between the target object and the system.
To calculate the distance R, we can measure the round-trip
travel time of transmitted signals ∆T (i.e., the time from
the signals transmitted from the system to the time that the
system receives the reflected signals) and use the following
equation [11]:
R =
c∆T
2
, (1)
where c is the speed of light (c ≈ 3 × 108 m/s). This
equation implies that the distance between the radar system
and the target object is directly proportional to the travel
time of received signals. This principle is used in almost all
radar systems to determine the distance of the target objects.
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Fig. 2: Block diagram of an FMCW system.
Alternatively, this equation can be also used to determine the
velocity of the target object. Specifically, if we denote R1 and
R2 respectively are the distance from the target to the system at
time t1 and t2, the target velocity can be estimated as follows:
v =
√
R21 +R
2
2 − 2R1R2 cosα
|t1 − t2| , (2)
where α is the angle between the antenna and the target at two
different time t1 and t2 and |.| is the absolute value function.
b) Radar range: Another equation that is also very
important for radar systems to determine characteristics of
target objects is radar range equation which can be expressed
as follows [11]:
Pr =
PtGtGrλ
2σF 4
(4pi)3R4
, (3)
where Pt and Pr are signal transmission power from the
radar system and received signal power (reflected from the
target object) at the system, respectively. Gt and Gr are the
transmitting and receiving antenna gains of the radar system,
respectively.1 σ is the scattering coefficient of the target object
and F is the pattern propagation factor. λ is the wavelength of
carrier frequency. R is the distance between the target object
and the system which can be calculated from (1). From (3), by
observing the received signal power at the radar system, we
can infer some characteristics of the target object. For example,
given the scattering coefficient, we can infer some features of
target object (e.g., material and shapes). These information is
especially important for military applications.
4) Radar Waveform and Processing: There are two typical
waveforms used in JRC systems, i.e., Frequency-Modulated
Continuous Wave (FMCW) and Orthogonal Frequency-
Division Multiplexing (OFDM).
a) FMCW radar waveform: FMCW is a type of linear
frequency modulation (LFM) or chirp modulation in which
the frequency increases or decreases with a so-called chirp
rate [12]. An FMCW system is shown in Fig. 2 which
consists of a transmitter, a receiver, a mixer and an analog-to-
digital converter (A/D). A modulated signal is transmitted and
received through antennas, and the transmitted and received
signals are multiplied in the time domain and processed.
According to [13], the transmitted signal of an FMCW radar
system can be modeled as:
sT(t) = AT cos
(
2pifct+ 2pi
∫ t
0
fT(τ)dτ
)
, (4)
1In cases if the radar system uses only one antenna for both transmitting
and receiving signal as illustrated in Fig. 1, then Gt = Gr .
4where fT(τ) is the transmit frequency as a linear function
of time, fc is the carrier frequency and AT represents the
transmitted signal amplitude.
Let fD denote the Doppler frequency. The time delay and
the receiving frequency can be expressed, respectively, as
follows:
td = 2
R0 + vt
c
and fR(t) =
B
T
(t− td) + fD, (5)
where R0 is the range at t = 0, B is the bandwidth, v is
the target velocity, c is the speed of light and T is the time
duration. The received signal can be described as:
sR(t) = AR cos
(
2pifc(t− td) + 2pi
∫ t
0
fR(τ)dτ
)
,
= AR cos
{
2pi
(
fc(t− td) + B
T
(1
2
t2 − tdt
)
+ fDt
)}
.
(6)
Here, AR represents the received signal amplitude, which is
dependent on antenna gains, transmitted power, and the target’s
distance and radar cross section (RCS). To obtain information
of the Doppler frequency and beat frequency, sT(t) and sR(t)
are mixed by multiplication in the time domain, and passed to
a low-pass filter (LPF). The intermediate frequency (IF) signal
SIF(t) of the LPF output is then obtained for the up ramp as
sIF(t) =
1
2
cos
(
2pifc
2R0
c
+ 2pi
(2R0
c
B
T
+
2fcv
c
)
t
)
. (7)
Similarly, the IF signal SIF(t) of the LPF output can be
obtained for the down ramp as follows:
sIF(t) =
1
2
cos
(
2pifc
2R0
c
+ 2pi
(
− 2R0
c
B
T
+
2fcv
c
)
t
)
. (8)
Hence, two time-dependent frequency terms called beat
frequency appear in the spectrum of the baseband signal
fbu =
2R0
c
B
T
+
2fcv
c
, (9)
fbd = −2R0
c
B
T
+
2fcv
c
. (10)
We can then use these frequencies to solve for v and R0.
Figure 3 shows the receive and transmit frequencies of the
triangular waveform for the FMCW radar system, where fbu
and fbd denote the up ramp beat frequency and down ramp
beat frequency, respectively.
b) OFDM radar waveform: Consider a standard OFDM
modulation with cyclic prefix (CP) in order to avoid the
inter-symbol interference (ISI). The resulting OFDM symbol
duration is To = Tcp +T , where Tcp and T denote the CP and
data symbol durations, respectively. Provided the maximum
delay τmax, we typically choose Tcp = C TM with C = d τmaxT/M e,
where d.e is the ceiling function and M is the number of
subcarriers in the OFDM sysmbol. The OFDM frame duration
is thus TOFDMf = NTo, where N is the number of OFDM
symbols in the frame. The continuous-time OFDM transmitted
signal with CP is given by
s(t) =
N−1∑
n=0
M−1∑
m=0
xm,nrect(t−nTo)ej2pim∆f(t−Tcp−nTo), (11)
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Time
B
T T
td
fbd
fd
fbu
Fig. 3: The received and transmitted frequencies of a triangular
waveform for the FMCW radar system.
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Fig. 4: OFDM radar signal modulation.
where rect(t) is one for t ∈ [0, To] and zero otherwise.
By ignoring the noise, the signal received though the time-
frequency selective channel is
y(t) =
∫
h(t, τ)s(t− τ)dτ,
=
P−1∑
p=0
hps(t− τp)ej2piνpt,
(12)
In (12), h(t, τ) is the radar channel model, which can be
determined as follows:
h(t, τ) =
P−1∑
p=0
hp∆(t− τp)ej2piνpt, (13)
where hp is the complex channel gain, νp =
2vpfc
c and
τp =
2rp
c denotes a round-trip Doppler shift and delay,
respectively. To determine the Doppler shift and delay, an
ambiguity function can be used. An ambiguity function is
a two-dimensional (2D) function of time delay and Doppler
frequency showing the distortion of a returned signal after the
receiver matched filter due to the Doppler shift of the return
from the object target. Thus, the ambiguity function describes
the propagation delay and Doppler relationship of the signals,
and it can be defined as follows:
X (νp, τp) =
∫ +∞
−∞
s(t)y∗(t)dt. (14)
The ambiguity function given in (14) is also known as
the cross-correlation function between the transmitted sig-
nal, i.e., s(t), and the reflected signal, i.e., y(t). Then, the
radar target parameters can be determined as (ν∗p, τ∗p) =
maxνp,τp X (νp, τp).
5B. Joint Radar-Communication Approaches
We present three main approaches for integration between
radar and communication systems. The key technologies to-
gether with advantages and disadvantages of each approach
are then discussed.
1) Frequency-sharing: This is the most simple approach
for JRC systems. Specifically, to use both radar and commu-
nication functions, at the same time, they will be allocated
to operate at separated antennas and transmitted at different
frequencies. In this way, both functions can work fully inde-
pendently and be easy to integrate into any existing systems.
However, this approach requires the system to be equipped
with separated antennas and frequencies which may not be
cost-effective in implementing in civilian applications due to
limited spectrum availability.
2) Time-sharing: This is also a simple solution for com-
bining both functions, i.e., radar and communication, into one
system. The key idea of this approach is using a switch to
choose and control the operation of these two functions. In
particular, for this approach, the switch will take responsibility
to control operations for communication and radar functions
separately. For example, if the system needs to detect a target
object, the radar function will be activated. Otherwise, if the
system wants to transmit data, the communication function
will be used. It is important to note that for this approach,
even if we have two separated antennas to serve for these two
functions, the functions should not work concurrently due to
severe interference if they transmit at the same frequency.
One of the biggest advantages of this approach is simplicity
and ease of implementation. Both functions can be efficiently
deployed and integrated into any system just by using a
simple switch and without requiring re-designing radar and
communication waveforms. However, this approach also has
a few disadvantages. First, only one function can operate at
a time, and thus the most important issue is to determine the
appropriate working time for these functions to be activated.
Some research works [5] propose solutions to fairly allocate
working time for both functions (e.g., they work in a round-
robin fashion). However, these solutions are not appropriate
to implement on real-time systems when demands on radar
and data communications are dynamic and uncertain. Deep
reinforcement learning has been recently introduced to quickly
find optimal decisions in a real-time manner [14], but its
performance is much dependent on the accuracy of sensors,
e.g., road friction sensor, weather station instrument and
speedometer. More related research works are reviewed later
in Section III.
3) Signal-sharing: This is the most popular approach used
in JRC systems, especially in autonomous systems mainly due
to its outstanding features, e.g., low-cost and spectrum usage
optimization. The core idea of this approach is integrating
both functions on the same signals to transmit. To do so,
there are two solutions, i.e., communication waveform-based
and radar waveform-based solutions. The first solution (i.e.,
communication waveform) is based on the idea of embedding
radar signals on the data communication waveform signals,
while the second solution (i.e., radar waveform-based) is to
embed data on the radar waveform signals.
a) Radar waveform-based: The first approach to inte-
grate the data communication functions into an existing radar
system is to modify the radar waveform such that it can
include digitally modulated data symbols. In particular, for a
conventional frequency-modulated continuous-wave waveform
radar (FCWR) system, the transmitter can periodically transmit
M FCWR pulses of duration Tp with a pulse repetition interval
denoted by TPRI, where TPRI is slightly larger than Tp. Then,
the m-th pulse is given by [15]:
sm(t) = e
j2pifct+jpiγt
2
,∀t ∈ [mTPRI,mTPRI + Tp], (15)
where γ is the frequency modulation rate and fc is the carrier
frequency. Now, if we want to embed the data symbols on the
radar signals, we can replace the m-th pulse sm(t) in (15) by
sm(t)e
jφm where φm encapsulates the information message in
the form of continuous phase modulation as introduced in [16]
or differential QPSK modulation as presented in [17].
Another well-known method which also allows to transmit
data based on the radar signals is based on the frequency
modulation scheme [18]. Specifically, the transmitter can use a
positive frequency modulation rate γ to transmit bits “1”, while
negative values can be used to transmit bits “0”. Although the
principle of this method is pretty simple and easy to decode
information at the receiver, its communication rate is very
low and its performance much depends on the pulse repetition
interval (PRI).
b) Communication waveform-based: The idea of this
solution is integrating radar function into the current con-
ventional data communication waveform signals. The most
effective communications waveform technique is using the
OFDM signaling. The main reason is that OFDM is commonly
used in both radar and data communication systems, and thus
it can be more flexible and adaptable for the combination of
both functions. In particular, for an OFDM waveform radar of
M pulses with N subcarriers, then the transmitted signal can
be expressed as in (11). In (11), {xm,n} are complex weights
transmitted over the m-th symbol on carrier fn. Thus, if the
data is embedded to the radar signals to transmit, the complex
weights {xm,n} are replaced by the communication symbols
which depend on the transmitted data. However, for the dual-
function OFDM signals, the transmit information can cause a
high degree of sidelobes after matched filtering, and thus data
dependency can be eliminated by allocating each symbol to a
subcarrier [19].
Table II provides some comparisons in terms of the main
features, advantages and disadvantages of the aforementioned
approaches.
C. Performance Metrics of JRC Systems
The main aim of JRC systems is to simultaneously perform
both data and radar communication. Thus, there are two key
metrics which are usually used to evaluate the performance
for these functions in JRC systems, i.e., data communication
rate and radar estimation rate .
1) Data Communication Rate: The communication rate
indicates the number of data bits that we can transmit to the
6TABLE II: JRC Approaches Comparisons
Approaches Frequency-sharing Time-sharing Signal-sharing
Features Two functions operate concurrently in Two functions operate sequentially Two functions operate concurrently
two separated frequency ranges based on a switch in the same frequency range
Advantages Easy to implement and integrate Easy to implement and integrate High performance
Disadvantages Low performance due to Low performance due to High complexity for designing
sharing frequency sharing operation time hardware components
receiver. Typically, from [20], given the transmit power P tr,
the transmission rate can be determined as follows:
rdata = κW log2(1 +
P tr
P0
), (16)
where κ ∈ [0, 1] is the data transmission efficiency, W is the
bandwidth of the communication channel, and P0 is the ratio
between the noise power N0 and the channel (power) gain
efficiency h, i.e., P0 = N0h .
From (16), there are few factors that affect performance of
data transmission rate.
• Bandwidth (W ): This parameter is impacted by the
communication approach of JRC system. For example,
for time-sharing and signal-sharing approaches, the JRC
system can utilize all bandwidth for both radar and data
communication functions. However, for the frequency-
sharing approach, the JRC system needs to trade-off
between radar and data communication activities. Given a
fixed amount of allocated bandwidth, the more bandwidth
allocated for data communication activities, the less the
system has for radar activities and vice versa.
• Transmit power (P tr): This parameter has significant
influence to the communication approach of JRC systems.
Specifically, for frequency sharing and signal sharing
approaches, when the JRC system has to perform both
functions concurrently given that it is supplied by only
one energy source, it needs to control the power alloca-
tion for both activities to achieve performance for both
functions as requirements.
• Transmission efficiency (κ): This is an internal parameter
which depends on the hardware configuration of the JRC
system.
• Channel condition (P0): This is an external parameter
which depends on the communication environment con-
ditions, e.g., channel gain and noise.
2) Radar Performance: To evaluate the performance of
a radar system, we only can rely on the received signals
reflected from the objects because these signals can provide
useful information such as distance, directions and velocities.
In general, the more power the system receives from reflected
signals, the higher the accuracy information the system can
obtain from the targets, and thus the greater performance the
system can achieve. From (3), there are some important factors
which have significant impacts on the radar performance, and
they can be divided into two catalogs, i.e., internal and external
factors. External factors are the communications environment
and target locations, while internal factors are related to
hardware configurations of radar system such as antenna gains
and transmit power. In practice, we are unable to control
external factors, but we can control some internal factors to
improve the radar performance. For example, we can increase
the transmit power at the transmitter and/or transmit signals
at a low frequency to increase the received signal power.
a) Radar rate estimation: For JRC systems, estimating
radar signal rates is a challenging task, and this is also an
important metric to evaluate the system performance. The
estimation rate can be determined by the minimum number of
bits that need to be used to encode the Kalman residual [5]. In
general, this estimation is a statistical deviation from the radar
prediction of a target parameter, for a given channel degrada-
tion. Given a radar channel with the transmitted information
X and the addition of some noise N , the estimation rate can
thus be calculated as follows [21]:
Re =
I(X;X +N)
Tp
, (17)
where I(x; y) is the radar estimation information function and
Tp is the pulse repetition interval of the radar system which
can be calculated by Tp =
Tpulse
δ . Here, Tpulse is the radar pulse
duration and δ is the radar duty factor.
Then, if the radar estimation error follows the Gaussian
distribution with variance 〈||rτ,e||2〉 = σ2τ,e, we can express
Re in the following way [21]:
Re ≤ 1
2Tp
log2
(
1 +
σ2τ,p
σ2τ,e
)
, (18)
where σ2τ,p is the variance of a process noise. The process noise
is an amount of information about the target that is added to
the knowledge of the target based on prior observations. Note
that Gaussian distributions are often used to model the radar
estimation error because they have a closed-form solution to
entropy, thereby a closed-form solution for the estimation rate
function. In cases the Gaussian distributions are not suitable
to be considered, we can still capture the measure of radar
information based on the bounds of the radar estimation rate
as shown in [22].
b) Range resolution: This is also an important metric
used in JRC systems to evaluate the system performance,
especially related to radar operation efficiency. This metric is
to show the ability of a radar system to differentiate between
two or more targets that are very close in either range or
bearing. There are three main factors impacting to the range
resolution at different levels, i.e., the efficiency of the receiver
and indicator, the types and sizes of targets and the width of
the transmitted pulse. For a high accuracy system, it should be
able to differentiate between the targets separated by one-half
the pulse width time τ , and thus its range resolution can be
theoretically calculated by:
Sr =
cτ
2
, (19)
7where Sr is the range resolution as a distance between the two
targets in unit of meters.
D. Application Scenarios of JRC Systems
In this section, we are going to study the applications of
JRC systems in practice. In general, we can divide applications
into military and civilian uses. We summarize some of the
important applications in Table III that are described in the
following.
1) Military Applications:
a) Shipborne JRC systems: Radar systems have a long
history and have been widely implemented on all combat (as
well as civil) ships. The main aim of using radar systems
onboard is to detect enemies on the sky and on the ground/sea
at long distances. In the past, radar and data communication
systems (e.g., voice and text) are usually separately operated.
However, due to the development of digital technologies, more
and more applications of using JRC have been introduced
recently to facilitate both functions. For example, when a
battleship performs a radar scanning activity, it can include
some information to transmit data to its allies on the sky or
on the sea. In this case, the battleship can not only detect
enemies but also carry out strategic communications to ensure
shipborne electronic warfare with its allies and command post.
b) Airborne JRC systems: Similar to shipborne JRC
systems, both radar and data communications functions are
expected to be implemented on modern airborne systems to
enhance electronic warfare by communicating and detecting
objects at long distances simultaneously. However, there are
several fundamental differences between airborne and ship-
borne JRC systems. First, while airborne systems are usually
moving very fast (up to few thousands kmph, e.g., Lockheed
SR-71 Blackbird [23]), shipborne systems’ movements are
pretty slow (less than 100 kmph). In addition, while shipborne
JRC systems are usually used to detect and communicate with
targets moving above the horizon, the airborne JRC systems
are often used to detect and communicate with targets moving
below the horizon as seen by the radar that is also known as
look-down/shoot-down ability to combat aircrafts. Specifically,
targets of airborne systems are usually below the radar, and
thus the radar has to “look down” to search for the target,
it will cause many difficulties in detecting the target. Thus,
to address this problem, look-down/shoot-down radars have
been developed with electronic programs that process the radar
image and search for moving objects which are detected by
looking for Doppler shifts in the radar return.
c) Ground-based JRC systems: In a similar way, the
command post and many mobile military vehicles such as
tanks, reconnaissance vehicle and light utility vehicle on the
group also can perform both radar detection and data commu-
nications by using JRC systems to improve electronic warfare.
However, different from applications of JRC in airborne and
shipborne systems which mainly focus on communicating and
detecting targets at long distances without many obstacles,
ground-based JRC systems mainly focus on communicating
and detecting objects at short distances, e.g., battlefields, with
many obstacles in surrounding environments, e.g., vehicles,
trees, and buildings. As a result, designing ground-based JRC
systems needs to take these factors into considerations. For
example, low-frequency signals are usually used in airborne
JRC systems due to long-range communications and detections
requirements, while high-frequency signals are often used in
ground-based JRC systems because of short-range communi-
cations and detections demands.
2) Civilian Applications:
a) Autonomous vehicular systems: Over the last five
years, we have experienced a huge demand on autonomous
vehicular systems, especially self-driving cars. However, there
is a tremendous barrier that is hindering the development of
autonomous vehicular systems, that is safe for both people
in the car and others in traffic. Current safety systems, e.g.,
based on sensor systems and cameras, do not guarantee an
extra safety for autonomous vehicular systems because many
unexpected events on the road are out of control by these
systems, e.g., moving objects from blinded zones and impacts
by weather as well as other environmental impacts. As a
result, automotive radar is emerging as a key technology
enabling intelligent and autonomous features in autonomous
vehicles such as relieving drivers from monotonous tasks,
reducing driver stress, and adding life-saving automatic inter-
ventions [27]. In practice, automotive radar systems, e.g., NXP
(www.nxp.com), Rohde&Schwarz (www.rohde-schwarz.com)
and Infineon (www.infineon.com), working at 77/79 GHz are
able to detect and recognize objects at a range of up to 250
meters, which enables the driver assistance capabilities re-
quired to obtain a five-star rating from Euro NCAP (European
New Car Assessment Program) [25]. These radar systems are
currently used at the same frequency as the vehicle networks.
As a result, many applications of JRC can be implemented
in order to simultaneously enhance communication efficiency
and road safety for autonomous vehicles.
b) Wi-Fi based indoor localization and activity recogni-
tion: Wi-Fi positioning system (WPS) is a geolocation system
that uses the characteristics of nearby Wi-Fi hotspots and other
wireless access points to discover the location of a device
or person. Importantly, WPS can be viewed as a type of
passive radar, which locates the target based on the received
signals sent by the user equipment (UE). In general, the UE is
localized based on the estimation of its time of arrival (ToA)
and Angle of Arrival (AoA) parameters. Alternatively, the
localization information can also be obtained by measuring
the received signal strength (RSS) and by exploiting its fin-
gerprint properties (e.g., signal strength), which are then asso-
ciated with a possible location in a pre-measured fingerprint
database [28]. Potential applications of such techniques go far
beyond the conventional indoor localization scenarios, which
include health-care for elderly people, contextual awareness,
anti-terrorism actions and Internet-of-Things (IoT) for smart
homes [29], [30]. Thus, this technology can be viewed as a
particular radar/sensing functionality incorporated into a Wi-
Fi communication system, which again falls into the area
of DFRC. As a result, sophisticated joint signal processing
approaches can be developed for realizing simultaneous local-
ization and communications.
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Applications Coverage Frequency Commercialized products
(up to) GHz
Shipborne Long 2-12 Raymarine (www.raymarine.com.au)
100-150 km [24] Garmin (www.garmin.com)
Airborne Very long 8-12 Aeroexpo (www.aeroexpo.online),
100-300 km [24] Leonardocompany (www.leonardocompany.com)
Ground-based Very long 0.3-2 Lockheedmartin (www.lockheedmartin.com)
100-300 km [24] Raytheon (www.raytheonmissilesanddefense.com)
Autonomous Short 24 or 75-79 Nxp (www.nxp.com)
vehicles 100-200 m [24] [25] Infineon (www.infineon.com)
Indoor localization and Short 2-12 or 24 Sensingproducts (www.sensingproducts.com)
activity recognition 10-50 m [24] Parametric (www.parametric.ch)
UAV communication Medium 8-12 or 24-40 Echodyne (www.echodyne.com)
and radar sensing 2-3 km [24] [26] Orbisat (www.orbisat.com.br)
c) UAV communication and radar sensing: Unmanned
aerial vehicles (UAV) have been proposed as aerial base
stations to a range of data-demanding scenarios such as
concerts, football games, disasters and emergency scenar-
ios [31]. In these applications, communication and sensing
are a pair of essential functionalities. Different from the
commonly used camera sensor on the typical UAV platforms
which are sensitive to environmental conditions, such as light
intensity and weather, radio sensing is more robust, and thus
it can be incorporated into other services. Additionally, radio
sensing can be adopted in drone clusters for formation flight
and collision avoidance [32]. While both communication and
sensing techniques have been individually investigated over
the past few years, the dual-functional design aspect remains
widely unexplored for UAVs. By the shared exploitation of
the hardware between sensors and transceivers, the payload on
the UAV is minimized, which increases its mobility/flexibility,
while reducing the power consumption [33].
III. SPECTRUM SHARING
JRC systems such as DFRC perform both radar and com-
munication functions by using a common hardware device.
Therefore, these functions need to share system resources such
as spectrum and energy. In particular, sharing the frequency
spectrum is very important since the frequency spectrum is
becoming increasingly congested due to the plethora of con-
nected devices and services. To enable the frequency spectrum
sharing between the radar and communication functions while
guaranteeing the requirement performance of each function,
several resource sharing approaches have been proposed. In
general, the approaches can be divided into four categories [9]:
communication signal-based approaches, radar signal-based
approaches, time division approaches, and spatial beamform-
ing approaches.
• Communications signal-based approaches: These ap-
proaches use standard communication signals such as
OFDM for the radar probing. In particular, a JRC system
transmits OFDM signals including data bits to a remote
communication receiver. The OFDM signals that are
reflected from radar targets can be used by the radar
subsystem to obtain the targets’ parameters. However,
issues of these approaches are the randomness of the data
bits and the high peak-to-average power ratio (PAPR) of
the communication signals.
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Fig. 5: JRC system based on OFDM signal.
• Radar signal-based approaches: These approaches use
conventional radar signals such as frequency-modulated
continuous wave to transfer communication symbols. One
major issue of these approaches is that embedding the
communication symbols in the radar signals can compro-
mise the radar performance. Thus, advanced waveform
designs need to be investigated.
• Time-division approaches: These approaches perform
time allocation to the radar and communication functions
separately. The key issue of these approaches is how to
optimize the trade-off between radar and communication
performance.
• Spatial beamforming approaches: These approaches de-
sign beamforming for the communication signals, and
then the radar signal is projected into the null space of
its channel to the communication receiver.
A. Communication Signal-Based Approaches
Two communication signals that are commonly used for the
radar probing are the spread spectrum and OFDM as shown
in Fig. 5.
1) Spread Spectrum: In digital communication systems,
e.g., the code-division multiple access (CDMA), each com-
munication signal with a bandwidth can be transmitted with
a larger spectral band by using the spread coding technique.
The spread coding technique allows communication signals to
be modulated with pseudorandom sequences. Moreover, the
9pseudorandom sequences have good autocorrelation properties
that facilitate radar target detection. Thus, the communication
signal modulated with the spread coding can be used for
the JRC systems as proposed in [19] and [34]. The general
idea of such an approach is as follows. First, data bits are
mapped into data symbols, e.g., by using the PSK modulation.
Then, each data symbol is modulated, i.e., multiplied, with a
code sequence, e.g., an m-sequence. The code sequences are
assumed to be known at receivers, e.g., by using synchro-
nization schemes. Thus, the radar receiver and the commu-
nication receiver can, respectively, estimate target parameters
and detect data symbols by using the matched filter based
on correlation algorithms. The simulation results in [19] show
that the m-sequences with higher spreading factors, i.e., longer
sequence lengths, are able to estimate the targets with higher
ranges. However, the maximum velocity that the proposed
scheme can estimate is very limited, e.g., 6.25 m/s. This
limits the application of the proposed scheme to practical
real-time applications such as autonomous vehicles. Moreover,
high speed analog-to-digital converters are required for the
wideband spread-spectrum waveforms that increases cost and
complexity.
2) OFDM Waveform: The OFDM allows multiple orthog-
onal subcarrier signals with partially overlapping spectra to
carry data in parallel. The OFDM thus improves spectral
efficiency significantly. The OFDM has several other ad-
vantages such as robustness against multipath fading, easy
synchronization and equalization, and high flexibility. These
advantages enable the OFDM to be effectively used for the
target detection of the radar function.
The pioneering work that uses the OFDM for JRC is [35].
The system model is a monostatic system [36], e.g., an
autonomous vehicle (AV) as shown in Fig. 5, that is equipped
with one transmitter and one radar receiver, i.e., DFRC. The
transmitter first modulates data bits to OFDM signals by
using a conventional OFDM modulation (see Section II-A4b).
Accordingly, the data bits are mapped into data symbols, e.g.,
by using BPSK, and then an inverse fast Fourier transform
(IFFT) algorithm is applied to transfer the data symbols to
OFDM signals. At the same time, the transmitter also share the
OFDM signals with the radar processing of the radar receiver.
The OFDM signals are transmitted to a distant communica-
tion receiver. Some OFDM signals reflected from targets are
received by the radar receiver. The radar processing calculates
the range of the target by simply correlating the transmitted
signal and the reflected signal. Note that this process generates
a range profile. The simulation results in [36] show that
the proposed scheme can accurately calculate the ranges of
two close targets, i.e., with a spacing between them being
1.9 m. However, the proposed scheme has a drawback that
the correlation function of the time domain OFDM signal
depends on the data bits. Thus, the range profile may have
high sidelobes that drastically reduces the detection accuracy,
especially in scenarios with multiple targets.
To eliminate the bit-data dependency, the authors in [36]
propose a simple solution using the element-wise division. In
particular, the radar processing at the radar receiver applies
an fast Fourier transform (FFT) algorithm to transform the
reflected signal in the time domain to received modulation
symbols in the frequency domain. The received modulation
symbols include the transmitted modulation symbols, velocity
and range information of the target. The transmitted mod-
ulation symbols are removed from the received modulation
symbols by using the element-wise division. The IFFT al-
gorithm is then applied to the received modulation symbols
to calculate the velocity and the range of the target. The
simulation results in [36] show that the peak-to-sidelobe ratio
of the range profile obtained by the proposed scheme is much
higher than that of the range profile obtained by the baseline
scheme from [35]. This facilitates the detection process and
significantly improves the accuracy of radar target parameter
estimation. For example, the proposed scheme can estimate
the target velocity of up to 252 m/s [37].
Different from [36], the authors in [38] propose to combine
the OFDM technique with the P4 code [39] to address the
randomness of data bits. The P4 codes are basically similar to
the phase values generated by the phase-shift keying (PSK)
modulation. First, a sequence of P4 codes, i.e., phases, is
generated according to the data bit rate. By cyclically shifting
the positions of the P4 codes in the sequence, new sequences
of P4 codes are generated that constitute a complementary
set. Before the random bits are modulated by the OFDM
technique, they are mapped into one of the P4 code sequences
in the complementary set. The complementary set has one
important feature that reduces the sidelobes of autocorrelation
functions implemented at the radar receiver. This facilitates the
target detection process and further improves the radar perfor-
mance. The simulation results show that with the proposed
scheme, the JRC system is able to clearly detect targets with
a velocity up to 300 m/s.
Unlike [38], the authors in [40] propose to combine the
OFDM with the m-sequence [41] instead the P4 code. The
m-sequence is also known as a maximum-length sequence
that includes bits generated using maximal linear feedback
shift registers. The m-sequence and its cyclic shifted versions
have an ideal periodic autocorrelation function. Thus, the m-
sequence can be used to design the radar and communication
signals to enhance the resolution range and velocity estimation
of the radar. In particular, before the random bits are modulated
with the OFDM, they are mapped into a time shift value that is
used to generate the corresponding m-sequence. At the radar
receiver, the cross-correlation and discrete Fourier transform
(DFT) are used to estimate the range and the velocity of the
targets. The simulation results in [40] show that by using a
m-sequence with the size of 127, the proposed scheme is able
to detect two close targets, i.e., the distance between them
is 0.3 m, with a range of up to 12 km. Moreover, the data
transmission rate can achieve up to 8.96 Mbps.
Apart from the P4 code and the m-sequence, the Golay
code [42] has recently been combined with the OFDM as
proposed in [43]. The Golay code, also known as the Golay
complementary sequence, is a type of linear error-correcting
code used in digital communications. Thus, the Golay code
can not only eliminate the data dependency but also can
improve the error-correction capability of the joint radar-
communication system. The modulation of the Golay code is
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implemented similarly to that of the m-sequence as presented
in [40]. The simulation results in [43] show that the BER
obtained by the proposed scheme is much lower than that
obtained by the original OFDM scheme, e.g., [35]. Moreover,
the proposed scheme significantly decreases the side lobes
of the ambiguity functions that results in improved radar
performance.
Most of the aforementioned approaches assume that the
phase shifts on different OFDM subcarriers are the same.
However, when a large number of OFDM subcarriers are
used, i.e., the wideband OFDM is used, the received signals
on different subcarriers are incoherent [44], meaning that
the phase shifts on different subcarriers may be different.
In this case, the traditional detection algorithms such as the
correlation algorithms as proposed in [40] may not accu-
rately estimate the phase shifts of the received signal that
can cause a significant performance degradation of the JRC
system. For this, the authors in [45] propose to transform
the OFDM wideband system into an approximately equivalent
narrowband system by using the linear interpolation method
and the cubic spline interpolation method [46]. Then, the
traditional detection algorithms such as correlation algorithms
can be applied to estimate the radar target parameters, i.e., the
range, velocity, azimuth and elevation angles. By using Monte
Carlo simulations, the results show that the proposed scheme
outperforms the traditional detection approaches without using
the interpolation method in terms of a lower total root mean
square estimation error of the estimated parameters.
Note that in the aforementioned OFDM waveform-based
approaches, the IFFT algorithm is typically used to transform
data symbols on subcarriers in the frequency domain to
samples that constitute OFDM symbols in the time domain.
Due to the central limit theorem, some output samples have
very large magnitudes. This results in the PAPR problem [47]
in the OFDM approaches. The PAPR in the time domain is
defined as the ratio of the maximum instantaneous power to
the average power over output samples. The high PAPR forces
the transmit circuit operating in the saturation region, and the
signal distortion, i.e., in-band distortion, will occur. As a result,
less power can be transmitted that increases the BER for the
communication function and reduces the detection range for
the radar function.
A simple solution to the PAPR problem is found in [48] that
uses the clipping-based active constellation extension (ACE)
technique [49]. In particular, the proposed scheme first sets
a target amplitude threshold. Then, the amplitudes of output
samples that are higher than the threshold are clipped. Note
that the clipping of output samples reduces the radar and
communication performances. To address this issue, the cross-
correlation and error vector magnitude methods [50] that do
not heavily depend on the type of data to transmit are used
at the radar receiver and communication receiver, respectively.
The simulation results show that the probability of high PAPR
is very small, i.e., 10−6. This means that the proposed scheme
significantly reduces the PAPR. However, the BER obtained
by the proposed scheme is slightly lower than that obtained
by the traditional OFDM without PAPR reduction, e.g., [40].
Moreover, optimizing the amplitude threshold is challenging.
A different and typical solution to the PAPR problem is to
use the tone reservation (TR) [51]. The idea is to add some
subcarriers, i.e., the tones, that do not carry data to the IFFT
algorithm in addition to the data-bearing subcarriers. The tones
are determined so as to minimize the PAPR. Then, the radar
and communication receivers discard these tones when they
demodulate the received signals. As shown in the simulation
results, the proposed scheme can reduce the PAPR up to 0.6
dB compared with the traditional OFDM approaches without
PAPR reduction. However, the proposed scheme requires a
subset of subcarriers that leads to spectrum resource waste.
To improve the spectrum efficiency and data rate while
reducing the PAPR, the authors in [52] propose to combine
the OFDM with the orthogonal chirp division multiplexing
(OCDM) signals [53]. The OCDM signal consists of a number
of chirp waveforms that are mutually orthogonal with each
other in the chirp domain. Some reserved chirp waveforms are
reserved for generating peak canceling signals, and the other
chirp waveforms are used for embedding the communication
data. In particular, at the transmitter, the data symbols, e.g.,
QAM symbols, are first modulated with the OCDM signals
generated using the inverse discrete Fresnel transform (IDFnT)
algorithm [54]. Then, the OFDM technique is applied to
the modulated symbols to generate OFDM signals. At the
communication and radar receivers, the discrete Fresnel trans-
form (DFnT) and FFT algorithms are used to detect the data
symbols and the targets. The simulation results in [52] show
that the communication rate obtained by the OCDM-OFDM-
based waveform scheme is 4N2, while those obtained by both
the OCDM-based waveform scheme and the OFDM-based
waveform scheme are 4N . Here, N is the number of chirps.
Moreover, the ambiguity function obtained by the OCDM-
OFDM-based waveform has a sharp shape and low sidelobes
that improves the radar performance.
The aforementioned approaches discuss how to address two
major issues, i.e., the data bit randomness and the high PAPR,
of using the OFDM for the JRC. Since both the functions share
the OFDM symbols, choosing OFDM modulation parameters
such as the subcarrier spacing and length of guard interval,
i.e., cyclic prefix (CP), has a considerable effect on the per-
formance of both the radar and communication functions. The
authors in [55] analyzed and presented conditions that some
important OFDM parameters should satisfy to guarantee the
performance of both the functions. The conditions generally
depend on the characteristics of radar and communication
channels. In particular, the CP length of the OFDM symbols
needs to be larger than the maximum excess delay to prevent
the inter-symbol interference. Second, the subcarrier spacing
needs to be smaller than the coherence bandwidth, i.e., the
frequency span over which the channel is assumed to be
constant.
Before finishing this section, we discuss an emerging
modulation technique called orthogonal time frequency space
(OTFS) [56] that can be used for the JRC system. The
OTFS is considered to be a generalization of the OFDM
and the CDMA, i.e., the spread-spectrum technique. The
OTFS technique enables data symbols to experience a near-
constant channel gain even for the channels with high Doppler
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Fig. 6: FH waveform modulation for JRC systems.
frequencies, massive MIMO, or at high frequencies such as
mmWave. Therefore, the OTFS has recently been proposed
for the JRC system as in [57]. The system model includes
a communication transmitter, a radar receiver collocated with
the communication transmitter, and a remote communication
receiver. At the communication transmitter, the data symbols,
e.g., QAM symbols, are first arranged on a 2D grid. Then, the
inverse symplectic finite Fourier transform (ISFFT) is applied
to represent the data symbols in the time-frequency domain.
This process is also called Heisenberg transform [58]. At the
communication receiver, the Wigner transform and the SFFT
are applied to the received signal to detect the data symbols.
The radar receiver estimates the target parameters by using the
matched-filter based on cross ambiguity function, SFFT, and
maximum-likelihood algorithm. The simulation results show
that the radar performance obtained by the OTFS scheme is
similar to that obtained by the OFDM scheme using the same
bandwidth and time resources. However, the communication
rate obtained by the OTFS is much higher than that obtained
by the OFDM scheme. The reason is that the OTFS has a
higher multiplexing gain and does not use an overhead from
the CP sequence, which is used in the OFDM scheme. The
future works need to evaluate the OTFS scheme in dynamic
mobile environments with high Doppler frequency.
B. Radar Signal-Based Approaches
This section discusses spectrum sharing approaches in
which communication symbols are embedded into the emis-
sion of the radar signals. The traditional radar systems typ-
ically use two signals, i.e., frequency-hopping and chirp or
sweep signal, with constant-modulus waveforms to avoid the
signal distortion and to improve the energy efficiency [59]. The
two signals have recently been proposed for the JRC system.
1) Frequency-hopping signal: Frequency-hopping (FH)
technique is a method of transmitting radio signals by rapidly
changing the frequency among many distinct frequencies. The
FH signals have the constant-modulus feature and are easily
generated. Thus, they are commonly used for radar systems
in military areas. Moreover, the FH waveform signals are
resistant to interference and eavesdropping. Thus, FH signals
can be used to embed data symbols in the JRC systems
as proposed in [60]. The system model is a DFRC system
equipped with a common dual-function transmit platform,
i.e., a MIMO radar system, as shown in Fig. 6. The system
first generates a set of M orthogonal FH waveforms by
using the code optimization algorithm [61] that guarantees
a good ambiguity function for the radar detection. Then,
the communication symbols that are modulated by PSK are
embedded into the FH waveforms. In particular, M orthogonal
FH waveforms are transmitted in each radar pulse. The phase
of each FH waveform is modulated with Q FH codes. Here,
each FH code represents a communication symbol, meaning
that MQ communication symbols are embedded during the
radar pulse. At the communication receiver, the matched-
filtering algorithm is adopted to estimate the embedded phases
and the communication symbols. The simulation results in
[60] show that the SER can achieve up to 10−6 when the
BPSK is used for the symbol modulation. However, how the
proposed scheme alters or compromises the radar performance
is not shown. Moreover, the proposed scheme requires an
accurate channel state information (CSI) estimate that is very
challenging to obtain in practice.
To address the challenge, the authors in [62] proposed to use
the FFT algorithm instead of the matched-filtering algorithm at
the communication receiver. In particular, the received signal
at the communication receiver is partitioned into Q contin-
uous non-overlapped sub-pulses. Then, the FFT algorithm
is implemented with the Q sub-pulses to determine their
dominant frequency components. Based on these frequency
components, the FH codes are estimated, and the embedded
data symbols are detected. The simulation results show that
the ambiguity function has a sharp shape with lower sidelobe
levels, improving the radar performance. Furthermore, the
BER of the communication symbol detection obtained by the
proposed scheme is very low, i.e., up to 10−6, given the
SNR of −9 dB. Especially, compared with [60], the proposed
scheme does not require the CSI estimation to detect the data
symbols that significantly reduces the complexity in designing
the communication receiver.
Recently, the Costas hopping waveform [63] has been used
as FH waveform as proposed in [64]. The Costas hopping
waveforms can have nearly ideal range-Doppler ambiguity
properties and exhibit a thumbtack-shaped ambiguity function.
Moreover, the Costas waveforms are simple to generate and
immune to interference that facilitate the target detection.
The system model is a collocated MIMO radar system with
M transmit antenna elements. The system first generates
the Costas waveforms using the construction algorithm [63].
Then, the phase modulation approach as proposed in [60] is
adopted to embed the information symbols in every Costas
waveform. The frequency diverse array (FDA) technology is
used to transmit the embedded Costas waveforms. Specifically,
each waveform emitted from an individual antenna element
is orthogonal with a frequency increment. This means that
the FDA allows the system to use more transmit and re-
ceive degrees-of-freedom than the conventional MIMO radar
in [60] and [62]. This makes the system easy to distinguish
the targets even if they have the same angle but different
ranges. The simulation results show that the proposed scheme
outperforms the FH waveform-based approach [60] in terms of
SER at the communication receiver and of SINR at the radar
receiver. This indicates that the proposed scheme has better
robustness against the interference and noise. However, the
proposed scheme requires the phase synchronization between
12
the transmit platform and the communication receiver that may
be challenging to implement.
To address the phase synchronization challenge, the authors
in [65] developed the phase-rotational invariance approach for
embedding the communication symbols in the radar emission.
The main idea can be described as follows. Assume that the
transmitter side aims to embed a sequence of Q bits to the
communication receiver into each radar pulse. The transmitter
side generates 2Q pairs of beamforming vectors. The 2Q pairs
of beamforming vectors generate 2Q different phase rotation
values. Then, during the radar pulse, the sequence of Q bits
is mapped into a pair of beamforming vectors, i.e., a phase
rotation value. In other words, a pair of beamforming vectors
are embedded into the radar pulse. To avoid the interference,
a pair of orthogonal waveforms are associated with the pair of
beamforming vectors. As such, the same pair of waveforms
is used during all pulses, while the pair of beamforming
vectors changes from pulse to pulse based on which bit
sequence is transmitted, i.e., which phase rotation value is
selected. At the communication receiver, the phase rotation
value and the corresponding bit sequence are estimated by
taking the difference in phase between the two beamforming
vectors. The simulation results show that the proposed scheme
outperforms the information embedding schemes based on
sidelobe diversity [66]. Especially, the proposed scheme does
not require phase synchronization as it does not need the phase
estimation of the received signal.
In fact, the data rate obtained by the scheme in [65] can be
significantly improved if more pairs of orthogonal waveforms
are used as proposed in [67]. As such, instead of transmitting
one-bit sequence during the radar pulse, multiple bit sequences
can be transmitted on different pairs of orthogonal waveforms.
The simulation results show that the proposed scheme can
embed up to 15 bits per pulse, while the baseline scheme
from [65] can embed only 8 bits per pulse given the same BER
and SNR. This means that the proposed scheme improves the
data rate significantly.
2) Chirp signal: Apart from the FH signals, the chirp signal
is commonly applied to radar systems. The chirp signal, also
known as sweep signal, is a signal in which the frequency
increases or decreases with the chirp rate [12]. Before trans-
mitting the chirps, the radar transmitter performs a so-called
chirp modulation, LFM, or FMCW (see Section II-A4a). The
echo signal reflected from the target is received by the radar
receiver. Then, the radar receiver estimates the range, velocity,
and direction of the target based on the differences in phase
and frequency between the transmitted signal and the echo
signal, e.g., through matched filters. With low sidelobe levels,
the LFM can detect two small targets that are located at a long
range with a very small separation between them. Moreover,
the LFM-based radar system is highly resistant to interference,
e.g., jamming and eavesdropping. In addition, the LFM-based
radar system can simplify hardware components due to the
constant modulus feature of the chirp waveform. Recently, the
chirp waveform has been used to convey data bits [68]. For
example, a positive chirp rate is to transmit bit “1”, and a
negative value is to transmit bit “0”. This means that the chirp
waveform can be used for the JRC systems.
However, generating the sweep signal typically requires
a large range of frequencies that results in low spectrum
efficiency. To improve the spectrum efficiency, the LFM mod-
ulation can be combined with the OFDM as proposed in [69].
In particular, data symbols are first modulated by a typical
OFDM transmitter to generate OFDM signals. The OFDM
signal is then multiplied with the LFM waveform. At the
radar receiver, the radar processing is implemented by mixing,
i.e., multiplying, the reflected signal with the conjugate LFM
waveform generated from a local oscillator. This process is
called dechirping. Then, the 2D-FFT algorithm is applied to
the baseband signal after the dechirping to estimate the range
and the velocity of the target. Since the baseband signal is the
same as that in conventional OFDM systems, the baseband
processing at the OFDM receivers can be used to demodulate
the data symbols. The proposed scheme is able to detect one
target with a distance up to 60 m and a velocity of 3 m/s.
However, parameters to generate the LFM waveform at the
transmitter need to be known at the receiver, and this requires
some synchronization schemes. Moreover, the OFDM is a non-
constant envelope modulation technique with high PAPR that
may result in the serious distortion of transmitted signals in
the nonlinear region of radar amplifier at the receiver.
To address the shortcomings of the scheme proposed in [69],
minimum shift keying (MSK) is proposed to combine with
the LFM modulation as proposed in [70]. Such a combination
scheme is namely MSK-LFM. MSK is known as a continuous
phase modulation (CPM) scheme in which the data symbols
are modulated with signals that have continuous phases. The
integration of the MSK signal with the chirp waveform is
implemented similarly to the integration of the OFDM signal
with the chirp waveform as presented in [69]. Since the MSK
signal has the constant envelope feature, the MSK-LFM signal
can avoid the distortion caused by the nonlinearity of the radar
amplifier. However, as analyzed in [71], the spectrum of the
MSK-LFM signal is a function of data bits. Thus, in the cases
that all the data bits included in the LFM pulse, are “0” or
“1”, the spectrum of the MSK-LFM signal exceeds the original
bandwidth of radar system, i.e., the LFM signal bandwidth.
This results in increasing the energy leakage and degrading
both the detection and communication performances.
To strict the spectrum within the original bandwidth of the
radar system, a simple solution is to place data bits in the
middle of the LFM pulse, and the edge of the signal has no
data bits. However, this leads to discontinuous phases between
consecutive LFM pulses, and thus a large spectrum extension
may occur. The authors in [72] propose a modified three-phase
integrated waveform algorithm. The idea is to add a sequence
of bits “1” at the beginning of the LFM pulse and a sequence
of bits “0” at the end of the LFM pulse. This is to avoid
the above two cases, i.e., all the bits included in the LFM
signal are “1” or “0”. The simulation results show that the
spectrum of the MSK-LFM signal obtained by the proposed
scheme is always within that of the LFM signal. However, the
data rate obtained by the proposed scheme is very limited due
to a number of redundant bits. To reduce the redundant bits,
the approaches based on the partial response of the CPM [73]
and rate-shift algorithm [74] can be used. In particular, the
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rate-shift algorithm is implemented based on the time-varying
property of the upper bound on available transmission rate of
the MSK-LFM signal. Then, the data rate is adjusted such that
it is always approximately close to the maximum available rate
at any time. The simulation results in [74] show that the rate-
shift approach can improve the data throughput up to 60%
compared with the constant rate MSK-LFM signal given the
same BER.
The radar signal-based approaches as proposed in [70],
[72], and [74] are considered in single-user scenarios in
which the JRC transmitter transmits communication symbols
to a single communication receiver. It is worth noting that
the frequencies, also known as subcarriers, included in the
LFM radar signals are orthogonal with each other. Therefore,
the aforementioned approaches, e.g., [70], can be applied to
multi-user transmissions in which each user is assigned to
one subcarrier in the LFM radar signal. Such an approach
can be found in [75] and [76]. In particular, the authors
in [75] considered a scenario including one JRC transmitter
and multiple communication users. First, each communication
bit to be sent to a user is modulated with a discontinuous phase
modulation, i.e., BPSK. Then, the data symbol is embedded
into/multiplied with a subcarrier of the LFM radar signal. This
means that one data symbol is transmitted on a subcarrier in
one LFM radar pulse. Thus, if the LFM radar signal has N
subcarriers, there are only N symbols, i.e., N bits, transmitted
during the LFM pulse. The proposed scheme consequently
has a low capacity that cannot meet the need for high-speed
transmission in practical systems.
To achieve high-speed transmission, the authors in [76] pro-
pose to modulate the communication bits sent to the users by
using the continuous phase modulation, i.e., the CPM, instead
of the discontinuous phase modulation. First, the bit sequence
to be sent to a user is converted into a bipolar amplitude
modulated sequence. Then, the CPM is applied to convert the
bipolar amplitude modulated sequence into phase symbols.
The symbols to be sent to the user are embedded into one
subcarrier of the LFM signal. At each communication receiver,
the low-pass filtering, CPM demodulation and decoding are
applied to detect the communication symbols. Since a large
number of communication symbols are transmitted in one
LFM pulse, the proposed scheme can significantly improve
the data transmission and spectrum efficiency. In particular, the
spectrum efficiency achieved by the proposed scheme is almost
D log2D times higher than that achieved by the baseline
scheme [75]. Here, D is the number of communication sym-
bols transmitted in one pulse on each subcarrier. Moreover, the
proposed scheme can achieve the BER close to that obtained
by the baseline scheme without adjacent channel interference.
In addition, the distance and velocity ambiguity functions are
almost the same with the LFM waveform, meaning that the
proposed scheme can well accomplish the detection. These
benefits are of great significance for the development of
intelligent transportation systems.
The BER obtained by the scheme proposed in [76] can be
improved when it is combined with the low-density parity-
check (LDPC) code [77] as proposed in [78]. Accordingly,
the LDPC codes are inserted in the symbol sequence before
Source with JRC 
Target
(comm. receiver)
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Preamble Data blocks
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Fig. 7: A JRC system based on IEEE 802.11ad frame in which the
preamble is used for object parameter estimation and the data blocks
are used for data communication.
this symbol sequence is embedded into the LFM radar signal.
At the communication receiver, the BCJR algorithm [79] is
used together with the traditional CPM demodulation, e.g., as
used in [76], to decode and detect the communication symbols.
The simulation results show that compared with the baseline
scheme in [76], the proposed scheme can improve the BER
around 1.8 dB. However, the proposed scheme occurs a high
latency due to the introduction of the LDPC coding and BCJR
algorithm.
C. Time-Division Approaches
Time division approaches are simple methods that allow the
radar and communication functions to coexist and share the
same waveform or the same frequency band. A straightforward
time division approach is to allocate time slots to the radar
function and the communication function in a fixed manner.
Such an approach is found in [80]. The system model is
an autonomous vehicle system including a source vehicle, a
target vehicle, and surrounding objects, e.g., other vehicles,
as shown in Fig. 7. The source vehicle is equipped with the
DFRC in which the radar function is to sense the surrounding
environment to detect the objects and the communication
function is to exchange information such as velocity, braking,
and entertainment content, with the target vehicle. To provide
both high data rate for the communication and high accuracy
and resolution for the radar, the IEEE 802.11ad standard,
i.e., a wireless LAN (WLAN) specification operating at the
millimeter wave (mmWave) band, is used for the dual radar-
communication system. The frame of the IEEE 802.11ad
consists of preamble and data blocks. The source vehicle
reserves the preamble block in the frame for the radar, i.e.,
to detect objects and to estimate their ranges and velocities,
and uses data blocks for the data transmission. The simulation
results show that the proposed scheme can achieve a radar
detection rate up to 99% given low SNR, i.e., above −2 dB.
However, the velocity estimation performance is limited due
to the short preamble duration [81].
To improve the radar performance, one potential solution
is to increase the preamble duration frame. However, this
significantly degrades the communication performance. To
optimize the trade-off, two approaches are proposed in [82]
and [83]. The authors in [82] introduced the concept of
“fraction of data symbols”. The fraction of data symbols is
the ratio of the number of data symbols possibly included
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in the frame to the number of data symbols in the standard
frame as used in [80]. The fraction of data symbols is
determined to minimize the mean-square error (MSE) bounds
for the range estimation, velocity estimation, and data symbol
estimation. The optimization problem is shown to be convex.
The simulation results show that the proposed scheme can
improve the range minimum mean square error (MMSE) by
3.3 cm2 compared with the baseline scheme [80].
Unlike [82], the authors in [83] proposed to use sparse
sensing techniques to optimize the trade-off between the
communication performance and radar performance. The idea
is to add virtual preambles in a coherent processing interval
(CPI). Here, the CPI consists of some frames in which the
relative acceleration and velocity of the objects and the target
with respect to the source vehicle are small enough and can be
assumed to be constant. The virtual preambles located in the
CPI in a sub-Nyquist fashion [84] that maximizes the velocity
estimation accuracy and minimizes the communication rate
distortion. The simulation results show that the velocity error
and the rate-distortion achieved by the virtual pulse scheme
are much lower than those obtained by the baseline scheme
in [80].
Another time-division approach can be found in [5]. Dif-
ferent from [82], cycle times are used instead of the standard
frames. Then, time portions in each cycle time are allocated to
the radar and communication so as to maximize the radar esti-
mate rate and communication rate of the radar-communication
system. Here, the estimation rate is a metric similar to the
communications rate that provides a measure of the infor-
mation about the target gained from radar illumination. The
estimation rate is determined based on the mutual information
(MI) achieved by the radar receiver. One advantage of the
proposed scheme is that the time portion allocated to the
radar function in the current cycle time can vary depending
on the radar information measured in the previous cycle time.
For example, if little information is gained through the radar
function in the previous cycle time, then the time portion for
the radar function should decrease.
The simulation results for the schemes proposed in [82],
[80], and [5] show the benefits of using the time frames or
cycle times to improve both the data communication rate and
sensing accuracy. The time-division approaches are thus appli-
cable to autonomous vehicle systems. However, the vehicles in
the systems can access the same channel at the same time that
causes an access collision. To avoid the collision, the authors
in [85] introduced a mechanism called Radar-Aware Carrier-
Sense Multiple Access (RA-CSMA). This mechanism enables
each vehicle in the collision domain, i.e., the area including ve-
hicles potentially affecting each others’ transmissions, to sense
the channel status and reserve the channel for the duration of
the frame. The proposed mechanism outperforms the random
channel access scheme in terms of the spectral efficiency and
the achievable communications range. The performances in
terms of spectral efficiency and SINR obtained by the proposed
mechanism are also close to those obtained by the idealistic
channel access scheme, i.e., the perfect TDMA access with
no inter-vehicle interference and ideal synchronization. How-
ever, the RA-CSMA mechanisms may repeat several requests
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Fig. 8: Spatial beamforming for JRC systems.
before accessing the channel that results in increased latency
significantly.
D. Spatial Beamforming
This section discusses spectrum sharing approaches based
on beamforming design. Such an approach is typically used
in coexistent radar and communication systems [86]. The key
idea is to project the radar signal into the null space of its
channel to the communications receiver [87].
In particular, the authors in [88] proposed a channel-
selection algorithm for a radar-communication coexistence
system in which a military radar system and LTE base stations
(BSs) share the 3.5− 3.6 GHz bands. First, the CSI matrix of
each BS interference channel, i.e., the channel shared between
the BS and the radar system, is estimated by using the blind
null space learning algorithm [89]. Then, the singular value
decomposition (SVD) method is adopted to find the null space
of each CSI matrix of the BS, i.e., namely projection matrix
of the BS. The best CSI matrix, i.e., the CSI matrix that
minimizes the difference between the original radar signal
and the radar signal projected onto the null space of the CSI
matrix, is selected. The radar signals are then projected on
the best CSI matrix. The simulation results show that the
performance, e.g., in terms of estimation accuracy, obtained by
the proposed scheme is close to that obtained by the original
radar signal scheme. This means that the proposed scheme is
able to minimize the degradation in the radar performance.
However, how the proposed scheme affects the performance
of the cellular BSs is not shown.
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Fig. 9: Spectrum-sharing based on antenna allocation. “C” and “R”
stands for radar function and communication function, respectively.
ti refers to each data transmitting time.
Different spatial beamforming approaches can be imple-
mented by allocating antenna elements to the radar function
and communication function. For example, the authors in [90]
address the antenna allocation problem for the DFRC systems,
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and the authors in [91] and [92] consider the problem of sparse
transmit array design for the DFRC systems. Here, we discuss
the scheme proposed in [90] in detail to understand how the
antenna elements are assigned to the radar and communication.
The system model includes a communication transmitter and
a radar receiver that share the same uniform linear array
(ULA) as shown in Fig. 9. Each antenna element of the
ULA can be connected with the communication transmitter
or the radar receiver. The communication transmitter is to
transmit communication signals, and the radar receiver is to
receive radar echoes. At each communication transmitting
time, antenna elements of the ULA are dynamically selected to
transmit data bits according to the data bit stream, and the rest
is used by the radar receiver. In particular, the data bit stream
is divided into blocks, and each block consists of constellation
bits and spatial bits. The constellation bits are modulated by
traditional modulation techniques, e.g, BPSK. The spatial bits
are to determine the combination of transmit antenna elements
of the ULA. This is similar to the Global System for Mobile
(GSM) that can increase the channel capacity and improve
the spectral efficiency. Compared with the traditional MIMO
system, the proposed scheme can improve the channel capacity
by the number of spatial bits [93]. To evaluate the radar
performance, the CRB of the radar resolution is used. The
simulation results show that given the small number of radar
receiving antennas, the CRB of the proposed scheme is much
lower than that of the baseline scheme, i.e., in which the
antennas are spatially partitioned into the two subsystems. This
implies the efficiency of the proposed scheme.
Summary: In this section, we have discussed four spectrum
sharing approaches for the JRC systems. The approaches are
summarized in Table IV. We observe that the approaches
based on communication signals, i.e., OFDM, and radar sig-
nals, i.e., LFM, receive more attentions than the other ones.
Each approach has its own advantages and disadvantages.
For example, the OFDM waveforms-based approaches can
improve spectrum efficiency, but they incur high PAPR and
require relatively costly hardware. Also, the LFM waveform-
based approaches have continuous constant modulus wave-
form that can be generated and detected by using simplified
hardware, but they have lower peak output power that limits
the target detection range. Thus, understanding the advantages
and disadvantages of each approach is necessary to properly
design spectrum sharing schemes for the JRC systems. In
fact, in addition to the spectrum sharing, the radar function
and communication function share system energy. Thus, it is
important to consider power allocation approaches in the JRC
systems that are discussed in the next section.
IV. POWER ALLOCATION
Power allocation in JRC systems is mainly different from
that in existing communication systems in two aspects: 1) the
transmitted signals for radar and communications in DFRC
systems are drawn from the same transmit power budget while
in existing communication systems each transmitter has its
own transmit power budget and 2) transmit power is allocated
to optimize the joint performance of radar and communication
in JRC systems while in existing communication systems
the transmit power is allocated to optimize communication
performance. The studies of power allocation in JRC systems
can be classified into two groups based on the considered sys-
tem models, i.e., power allocation over different antennas/sub-
carriers in multi-antenna/multi-carrier systems. This section
reviews the power allocation designs in JRC systems.
A. Multi-antenna JRC Systems
1) Power Allocation in DFRC Systems: Reference [94]
considers a DFRC system as shown in Fig. 10, where a
multiple-antenna BS transmits data to a downlink user while
detecting multiple radar targets simultaneously over the same
mmWave channel. With the objective to minimize the sum of
the communication and radar beamforming errors, the authors
formulate a weighted beamformer design problem subject
to the non-convex constant-modulus constraint and transmit
power budget. Moreover, to obtain the solution efficiently,
the authors decompose the formulated problem into three
sub-problems and introduce a triple alternating minimization
algorithm to solve the sub-problems with low complexity. The
numerical results demonstrated that the introduced algorithm
is able to achieve a near-optimal solution. The performance
gap between the optimal solution and the proposed solution
decreases with the decrease of SNR. However, a limitation of
the proposed beamforming design is that it only works for
the case when the number of data streams is larger than the
number of targets.
Different from [94] which only studies power allocation
for communication phase, reference [95] considers additional
power allocation for training symbols during the channel
estimation phase. To minimize the channel estimation error,
the authors first derive the optimal power allocation between
communication and training symbols in closed-form. Then,
based on the optimal power allocation, the authors propose
three waveform designs to maximize communication MI only,
radar MI only, and weighted sum of communication and radar
MI. It is shown that the optimal power allocation scheme
can significantly increase the MI of communications while
causing a trivial impact on the MI of radar sensing. Moreover,
when the number of communication symbols is larger than
that of the training symbols, the MI of radar sensing with the
proposed power allocation exceeds the case without the power
allocation. The simulation results demonstrate that weighted
communication and radar waveform design is less affected
by the channel correlation and its performance gain over
the waveform designs to maximize communication MI only
increases with the channel correlation.
However, the proposed designs in this work only work for
the ideal scenario without cochannel interference and the CSI
is perfectly known by the dual-function transmitter.
References [96] and [97] extend the system model in [94]
to the scenario with multiple downlink users. The authors in
[96] consider both separated and shared antenna allocation
strategies that separate and share the transmit antennas, respec-
tively, for mmWave radar detection and communications. With
the aim to match the desired beam pattern for detecting radar
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TABLE IV: Spectrum sharing approaches for JRC systems.
Approaches Ref. Key ideas Advantages Shortcomings
[19]
Data symbols are modulated with m-sequences, and the
matched filters are used at the radar and communication
receivers.
Target detection with high
range
Low velocity targets, high cost
and complexity of receiver de-
sign
[35]
Data symbols are modulated OFDM technique by using the
IFFT. The OFDM demodulation is used at the communication
receiver to detect data symbols, and the correction algorithm
is used at the radar receiver to detect targets.
High spectrum efficiency High sidelobes
Communication
signals [36]
Same as [35], but the element-wise division and the IFFT
algorithm are used at the radar receiver to estimate the target
parameters.
High spectrum efficiency,
and low sidelobes High PAPR
[38]
[40]
[42]
P4 code, m-sequence, or Golay code are combined with
OFDM to modulate the data symbols.
High spectrum efficiency,
and high radar perfor-
mance
High PAPR
[51]
Same as [35], but redundant subcarriers are introduced to the
IFFT algorithm.
High data rate and low
PAPR Low spectrum efficiency
[52] OCDM is combined with OFDM to modulate data bits.
High spectrum efficiency,
and high communication
and radar performance
High modulation and demodu-
lation complexity
[60]
Data symbols are embedded into FH waveforms. Then, the
matched-filtering algorithm is adopted to estimate the embed-
ded data symbols.
Low SER Accurate CSI estimation re-quirement.
[62]
Same as [60], but the FFT algorithm is used instead of the
matched-filtering algorithm.
High radar performance
and low BER CSI estimation is not required.
Radar signals [64]
Data symbols are embedded into Costas waveforms before
they are transmitted using the FDA technology.
Low SER, high SINR, and
robustness against inter-
ference
Phase synchronization require-
ment
[69]
LFM is combined with OFDM. The 2D-FFT algorithm is
used at the radar receiver, and the conventional OFDM
demodulation is used at the communication receiver.
High-range resolution,
long-range detection and
high spectrum efficiency
High PAPR
[70] LFM is combined with MSK. Low PAPR High energy leakage
[75]
Data symbols of different users are modulated with subcarri-
ers in the LFM signal.
High range resolution, and
application capability in
multi-user scenarios.
Low communication through-
put
[78]
LFM is combined with LDPC technique. BCJR algorithm is
used at the communication receiver to detect data symbols.
High-range resolution,
and low BER
High modulation and demodu-
lation latency
Time division/ [80]
The JRC transmitter uses the IEEE 802.11ad standard in
which the preamble is used for radar function and the data
blocks are used for communication function.
High radar detection rate
and high data rate
Low-velocity estimation accu-
racy
spatial beam-
forming [82]
Same as [80], but the fraction of data symbols is determined to
minimize the MSE bounds for the range estimation, velocity
estimation, and data symbol estimation.
High communication and
radar performance Low spectral efficiency
[88]
Radar system uses the blind null space learning algorithm
to determine the null space of the CSI matrix of the cellular
system. Then, the radar signals are projected on the null space
of the CSI matrix.
Low interference caused
by the radar system to the
cellular system
CSI estimation requirement
targets while meeting the SINR requirements for the downlink
users, beamformers have been designed based on semi-definite
relaxation (SDR) under both antenna allocation strategies.
Moreover, by including the SINR requirements as a penalty,
the authors simplify the beamformer design problems to man-
ifold optimizations [98]. Subsequently, the authors introduce
a Riemannian conjugate gradient (RCG) algorithm [99] to
solve the optimizations with low complexity. It is demonstrated
through numerical results that the shared antenna allocation
strategy significantly outperforms the separated counterpart in
terms of the tradeoff between the beampattern quality and
the downlink SINR. The performance gain of the shared
strategy over separated counterpart is up to 8 dB in terms
peak-sidelobe-ratio (PSLR). Moreover, the performance of
the simplified manifold optimizations is comparable to that
of original problems. Nevertheless, the beamformer design
is based on the assumption that the transmitted signals for
communication and radar sensing are independent. The impact
of channel correlation is not taken into account.
Reference [97] aims to maximize the weighted sum rate of
a DFRC system with rate-splitting multiple access (RSMA)
while maintaining a desirable radar beampattern under the
average transmit power constraint of each antenna of the dual-
function transmitter. As the formulated maximization problem
is non-convex, the authors propose a solution based on the
alternating direction method of multipliers (ADMM) [100]
to find local optima with low complexity. The simulation
results indicate that the RSMA-based DFRC system achieves a
better tradeoff between the weighted sum rate and mean-square
error compared to the conventional space-division multiple
access (SDMA) [101]. The reason is the generation of the
common stream in the RSMA renders reduced interference at
the transmit beampattern angles compared to SDMA. In terms
of weighted sum rate, the RSMA-based DFRC system could
outperform the SDMA counterpart by up to 48%.
Reference [102] considers full-duplex (FD) communications
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Fig. 10: System model of DFRC in [94].
in the DFRC system with multiple communication users and
a single target. The objective is to embed the downlink trans-
mission into the emission of radar signals while separating the
uplink communication signals from the radar target returns
(i.e., echo) and clutter. To this end, the authors design a
joint transmit and receive beamformer for the multi-antenna
BS under the transmit power budget. The proposed design
is shown to distinguish communication signals at the radar
receiver from signal-dependent radar target returns even when
they share the same spatial angle with the radar signals.
Compared to the case with no transmit processing gain, the
performance gain of the proposed transmit beamforming is
shown to be up to 8 dB in terms of achieved SINR. However,
this work assumes perfect timing synchronization between
the MIMO radar platform and the communication users. The
robustness of the beamformer design to synchronization errors
is left unknown.
References [103] and [104] study the applications of DFRC
in mmWave vehicular systems. Specifically, reference [103]
considers a mmWave vehicular DFRC system where a source
vehicle uses IEEE 802.11ad waveforms to communicate with a
recipient vehicle while detecting another target vehicle based
on the received echo. To facilitate target detection, the au-
thors introduce an analog beamforming algorithm that adopts
random subsets of transmit antennas to concurrently generate
coherent beams towards the recipient vehicle at an angle of
departure and perturb the sidelobes of the beams for radar
target detection in the angular field. It reveals that there exists
a tradeoff between the communication rate and radar recovery
rate which can be balanced by adjusting the subset size of the
transmit antennas. The cause of the tradeoff is that a smaller
subset size of the transmit antennas facilitates sidelobe per-
turbation while reducing communication SNR. By optimizing
the subset size, the introduced beamforming design is shown
to enable multiple-target detection with high accuracy at the
cost of a minimal decrease in communication performance.
For a target distance of 30 meters, the communication rate
declines less than 5% while maintaining the target detection
probability to be one. However, the considered system assumes
constant velocity for the target vehicle which considerably
simplifies mobility estimation. Moreover, this work assumes
that directional LoS communication links always exists, which
restricts the proposed designs in more realistic NLoS scenar-
ios. The mmWave signals attenuate markedly when penetrating
obstacles. For vehicular communications, the existence of LoS
link may be severely hindered by mobile vehicles. Therefore,
it is imperative to design solutions for mmWave vehicular
networks.
To generalize the target mobility model, reference [104]
considers time-varying velocity of the targets. Moreover, the
system model in [103] is extended in [104] to the scenarios
of multi-vehicle communications and multi-vehicle detection.
The authors investigate the problems to minimize the tracking
errors for multiple vehicles at a roadside unit under the sum
rate requirement for the downlink transmission to multiple
vehicles and transmit power constraint. The authors prove the
convexity of the minimization problem and design an optimal
power allocation scheme based on the posterior Cramer´-
Rao bound (PCRB) [105]. Compared with the conventional
water-filling scheme, the proposed power allocation scheme
is shown to achieve a better tradeoff between radar sensing
and communication performance. Moreover, the proposed
scheme achieves high estimation accuracy, e.g., root-mean-
square-error (RMSE) of the target angle can be reduced to
less than 0.01◦. Nonetheless, the proposed scheme is tailored
to minimize the sum-PCRB which causes SNR loss of the
vehicles with high channel gains. Moreover, similar to [103],
the limitation of this work is that the case with NLoS is not
taken into account.
Reference [106] considers uplink communication in a half-
duplex DFRC system. Specifically, the DFRC system op-
erates as a radar during transmit mode and simultaneously
receives and radar target returns and uplink transmission from
a communication user in communication mode. The design
objective is to separate the uplink transmission and radar target
returns from the aggregated signals so as to minimize cross-
interference. To this end, the authors employ the minimum
variance distortionless response (MVDR) principle [107] to
deeply null the radar target returns located outside the main
radar beam. It is shown through numerical evaluation that the
introduced receive beamforming based on MVDR effectively
mitigates the cross-interference between the reflected radar
signal and the communication signal even if they are received
from the same angle. The difference between the achieved
SINR in the cases with and without the use of MVDR is up
to 12 dB. A shortcoming of this work is that the beamformer
design is based on the assumption that the cross-correlation
of the waveforms can be ignored. However, it is not practical
to realize perfectly orthogonal waveforms. It is important to
take into account the cross-correlation of the waveforms in
designing the beamformers.
Different from above-reviewed works which consider co-
located antennas, the authors in [108] consider a general
distributed DFRC system which concurrently serves multiple
signal-antenna transmitters and detects multiple targets with
spatially separated transmit and receive antennas, as shown in
Fig. 11. The design goal is to achieve localization accuracy
and communication rate in terms of Cramer-Rao bound (CRB)
and Shannon’s capacity, respectively. To minimize the mean
squared localization error, the power allocation problem is for-
mulated subject to the target communication rate requirements
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Fig. 11: System model of distributed CRC in [108].
Fig. 12: System model of wireless-powered dual function
radar/communications.
of multiple receivers. The authors demonstrate the convexity
of the formulated problem and adopt a standard water-filling
algorithm to obtain the optimal power allocation solution. It is
shown by the simulations that the proposed power allocation
method allows the DFRC system to achieve much lower local-
ization error compared to both radar-only and communication-
only systems as well as comparable communication rate to the
communication-only system. However, the power allocation
problem is based on the assumptions that 1) the signals from
the target can be ignored at the communication receiver, and
2) estimates of the target position and RCS for the next cycle
available. Both assumptions are hard to realize in practice,
which largely limits the applicability of the proposed solution.
The above-reviewed works all consider DFRC systems with
internal power supply. Differently, reference [109] considers a
DFRC transmitter powered by RF energy harvesting [110].
Specifically, the DFRC transmitter first harvests RF energy
from a wireless power beacon and then functions as a JRC base
station, as shown in Fig 12. The objective is to minimize the
transmit power of the power beacon under the constraints of
radar and communication performance. To address this issue,
the authors propose a semi-definite relaxation and auxiliary
variable method to jointly optimize the energy beamforming
vector, energy transfer time and the transmit power of the
DFRC transmitter. It is analytically proven that the optimal
solution always exists and is rank one. Compared with an
equal power allocation scheme that assigns the same transmit
Fig. 13: System model of CRC.
power to each sub-channel, the proposed scheme is shown
to consume less than half energy to achieve the same data
information rate and MI. However, the authors do not consider
the circuit power consumption of the DFRC transmitter which
overestimates the achieved performance.
Different from the above-reviewed references which do not
take into account communication security, reference [111]
considers the scenario where the radar receiver could be
malicious attackers to intercept the information transmitted
simultaneously with the radar waveform. To maintain a low
probability of interception (LPI) [112] at the radar receiver,
the authors formulate an LPI-based power allocation problem
to minimize the transmit power for communication signal and
radar waveform subject to the probability of false alarm and
probability of detection requirements at the radar receiver.
Moreover, a bisection search-based approach is employed
to attain the optimal solution of the formulated problem.
The simulations show that the probability of detection is
affected by transmit power of the dual-function transmitter,
probability of false alarm, and SNR of signal paths, and the
communication rate. However, a drawback of the proposed
design is that it is based on the assumption that the exact
information (i.e., position and speed) of the target is known.
Such information greatly affects the probabilities of detection
and false alarm at the radar receiver. Therefore, any estimation
errors could degrade the performance of the proposed design.
2) Power Allocation in CRC Systems: Another group of
works focus on power allocation issues in CRC systems where
the communication subsystem operates on the same frequency
band with the radar subsystem. Reference [113] considers a
CRC system with a single communication user and radar, as
shown in Fig. 13. With the objective to maximize the radar
SINR with respect to a single target subject to the downlink
communication rate and power constraints, the authors in
[113] propose a joint design of transmit covariance matrix for
communication, the transmit precoder for radar, and the radar
subsampling. The simulation results show that the JRC system
with the proposed design outperforms traditional radars that
do not coordinate communication systems in RCS estimation
accuracy and saves up to 60% of data samples required for the
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radar estimation. Moreover, compared with null space projec-
tion precoding which emits the radar waveforms towards the
orthogonal directions of the communication receiver to avoid
interference, the proposed precoding scheme achieves 77.6 dB
higher radar SINR. However, the considered system relies on
a control center that has instant CSI of all the channels to
implement the proposed design. The real-world operation of
such a system is greatly affected by CSI estimation errors,
synchronization errors, communication overhead and delay.
References [114], [115] and [116] extend the system model
in [113] to the scenarios with multiple downlink users. The
objective of [114] is to maximize the weighted MI rate of radar
and communication users by configuring the transmit covari-
ance matrices under the overall transmit power budgets. As the
configuration problem involves non-convex optimization, the
authors propose an alternating optimization-based iterative ap-
proach based on the principle of Gauss-Seidel iteration [117].
The proposed approach is proven to achieve at least a local
optimum solution. The numerical simulations demonstrate the
local convergence of the proposed approach. However, the
performance gap between the global optimal solution and the
resulted solution is unknown. Moreover, transmit covariance
matrices are devised based on the assumption that perfect CSI
is known to all radar and communication transmitter.
Differently, reference [115] focuses on the design of trans-
mit beamforming taken into account the impact of CSI inaccu-
racy. In particular, the authors formulate a non-convex problem
to maximize the detection probability of the radar constrained
by the communication rate and transmit power constraints
with CSI quantization errors. Due to the non-convexity of
the problem, the authors instead optimize its upper bound
and norm bound in the case with imperfect CSI. The authors
transform the proposed problem into a semi-definite program
and then obtain the solution based on the standard semi-
definite relaxation techniques. Compared with zero-forcing
and MMSE beamforming methods, even the upper bound
minimization based on the proposed method is shown to
achieve higher average detection probability. However, the
detection performance in this work can only be deemed as
the upper bound as the radar waveforms are assumed to be
orthogonal to the communication signals which cannot be
perfectly achieved.
Reference [116] extends the system models in [113] and
[115] to the cases with multiple radar target detection under
both perfect and imperfect CSI. Considering the case with
perfect CSI, the authors first introduce two transmit beamform-
ing designs based on convex optimizations. One beamforming
design is based on the BS transmit power minimization subject
to the SINR requirements at downlink users and interference
level to the radar while the other is based on interference
minimization at the radar under the maximum transmit power
and minimal SINR constraints of the users. To solve the
formulated problem with perfect CSI, the authors devise a
gradient projection method based on the Armijo rule [118].
Moreover, in the case with imperfect CSI, the authors develop
a worst-case robust beamforming design based on the S-
procedure [119]. The simulation results show that, compared
with the SDR-based beamformers, proposed beamformers are
shown to consume less than half of the energy when QPSK
modulation is adopted and up to 4 dB radar SNR gain in the
case with perfect CSI. Moreover, in the case with imperfect
CSI, the proposed robust beamformer exhibits higher tolerance
for CSI errors and saves up to 1 dB average transmit power
compared with the SDR-based counterpart.
Summary: Table V and Table VI summarize and compare
the reviewed power allocation schemes in DFRC and CRC
systems, respectively. The existing studies in DFRC systems
assume the availability of perfect CSI at transmitters, which
is hard to be obtained in practice. Therefore, power alloca-
tion in DFRC systems with imperfect CSI remains an open
issue. With imperfect CSI, power allocation based on robust
optimization is a promising direction to be explored. More-
over, none of the existing designs in CRC systems considers
mmWave technique for radar sensing and communications. It
is imperative to investigate power allocation in mmWave CRC
systems for the emerging 5G scenarios. Another limitation
of existing designs in CRC systems is that none of them
applies for multi-target detection. Multiple targets generate
more dynamic echo and thus higher interference to impair
the communication performance, which should be taken into
account in the power allocation designs. Moreover, existing
designs for CRC systems only exploit transmit beamforming.
Receive beamforming and joint designs can be further ex-
plored to improve system performance. Last but one the least,
the majority of existing literature assumes that radar emissions
and radar target returns are the only sources of interference that
influence the communication performance. However, as shown
in [120], communication performance is also susceptible to
environmental clutter. The impact of environmental clutter is
a critical factor to be taken into account in the power allocation
designs for future work.
B. Multicarrier Communications
Multi-carrier communication relies on orthogonal subcarrier
waveforms with a lower data rate to suppress inter-symbol
interference (ISI). Compared to single carrier communication,
ISI can be effectively mitigated at the cost of reduced spectral
efficiency [121]. Due to the practicality, frequency diver-
sity, waveform diversity and ease of implementation [122],
multicarrier waveforms have attracted increasing attention in
communication-only and radar-only systems and have been
adopted in many systems, such as LTE, LTE-Advanced and
WiMAX systems [123]. However, there has been a very
limited amount of research on the power allocation designs
in multicarrier JRC systems.
References [124], [125], and [126] consider power alloca-
tion problems in multi-carrier CRC systems. Focusing on non-
overlapping subcarrier allocation, the authors in [124] design
a power allocation scheme for each subcarrier to maximize the
MI rate of radar under communication rate and transmit power
constraints. Based on the Lagrange multipliers, the authors
derive an optimal power allocation solution in closed-form. An
interesting finding is that a higher maximizing MI rate does not
ensure optimal radar performance. Moreover, it is shown that
communication signals scattered off the target largely affect
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TABLE V: Beamforming Designs for DFRC Systems
Reference System Objective Implementation CSI Frequency Communication
& radar channels
[94] MT-SU-DFRC Minimization of the weighted sum of the
communication and radar beamforming er-
rors subject to the constant-modulus and
power constraints of the beamformers
Transmitter Perfect mmWave MIMO &
MIMO
[95] MT-SU-DFRC Maximization of MI of communications sub-
ject to the total power constraint
Transmitter Perfect Microwave MIMO &
MIMO
[97] ST-MU-DFRC Maximization of weight sum rate subject to
the radar beampattern and transmit power
constraints
Transmitter Perfect Microwave MISO & MIMO
[96] MT-MU-
DFRC
Minimization of detection error subject to the
SINR requirements for the downlink users
Transmitter Perfect Microwave MISO & MIMO
[102] ST-MU-DFRC Separating the uplink transmission from the
radar target returns
Transmitter & re-
ceiver
Perfect Microwave MISO & MIMO
[103] MT-SU-DFRC Balance the tradeoff between radar detection
and communication rate performance
Transmitter & re-
ceiver
Perfect mmWave MIMO &
MIMO
[104] MT-MU-
DFRC
Balance the tradeoff between radar detection
and communication rate performance
Transmitter & re-
ceiver
Perfect mmWave MIMO &
MIMO
[106] MT-SU-DRFC Uplink communication signals separation
from the accumulated received signals
Receiver Perfect Microwave MIMO &
MIMO
[109] ST-SU-DFRC Minimization of the transmit power of the
power beacon
Power beacon Perfect Microwave SISO & SISO
[108] MT-MU-
DFRC
Mean squared localization error minimization
subject to the communication rate constraints
of multiple receivers
Transmitter Perfect Microwave MISO & MIMO
[111] ST-SU-DFRC Minimization of the total transmit power sub-
ject to the information rate and covertness
requirements
Transmitter Perfect Microwave SISO & SISO
TABLE VI: Beamforming Designs for CRC Systems
Reference System Objective Implementation CSI Frequency Communication
& radar channels
[113] ST-SU-
CRC
Radar SINR maximization subject to the
communication rate and power constraints
Transmitter Perfect Microwave MIMO & MIMO
[114] ST-MU-
CRC
Weighted system MI rate maximization under
the transmit power budgets
Transmitter Perfect Microwave MISO & MIMO
[115] ST-MU-
CRC
Radar detection probability maximization
subject to the communication rate and trans-
mit power constraints
Transmitter Perfect & Im-
perfect
Microwave MISO & MIMO
[116] ST-MU-
CRC
1) Communication transmit power minimiza-
tion subject to the SINR requirements at
downlink users and interference level at radar
receiver; 2) Interference minimization at the
radar receiver subject to the transmit power
budget and minimal SINR constraints of the
communication users
Transmitter Imperfect Microwave MISO & MIMO
the radar performance, especially when the radar target returns
are weak. The proposed scheme incurs heavy communication
overhead as it assumes that the transmitted communication
signal is perfectly known by the radar receiver. Thus, signaling
between the communication transmitter and radar receiver is
inevitable.
References [125] and [126] consider both overlapping and
non-overlapping subcarrier allocation between radar and com-
munications, respectively. In [125], the authors first introduce
a power allocation solution for independent radar MI and
communication rate maximization problems based on the non-
overlapping subcarrier allocation scheme. The optimal solution
is derived in closed-from by using the Karush-Kuhn-Tucker
(KKT) condition. Then, the authors formulate a joint radar
MI and communication rate maximization problem based on
the overlapping subcarrier allocation scheme and propose
a sequential optimization algorithm to obtain the optimal
transmit powers for communication and radar iteratively. It is
validated through simulations that the overlapping subcarrier
allocation scheme brings significant gains in radar MI and
communication rate compared to the orthogonal counterpart
at the cost of higher complexity. However, this work assumes
that in the case of overlapping subcarrier allocation the number
of shared subcarriers is fixed. An interesting extension is to
optimize the number of subcarriers to be shared.
Similar to [125], reference [126] also considers both over-
lapping and non-overlapping subcarrier allocation schemes,
however, targets on communication throughput maximization.
Specifically, the authors formulate communication throughput
maximization problems under the SINR target for the radar
and transmit power constraints. Under the non-overlapping
subcarrier allocation scheme, the authors show the non-
convexity of the formulated problem and propose a se-
quential convex programming method based on alternating
direction [127]. Moreover, under the orthogonal subcarrier
allocation scheme, the formulated problem involves mixed-
integer nonlinear optimization, the optimum and suboptimum
of which can be solved by a branch and bound algorithm
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and a penalized sequential convex programming approach, re-
spectively. The proposed methods are shown to offer superior
performance compared with the penalized sequential convex
programming method [128] and a branch-and-bound method
[100] under both overlapping and non-overlapping subcarrier
allocation schemes, especially when the radar SINR is low or
when the communication transmit power is high. Nevertheless,
this work only studies the direct interference across the com-
munication and radar subsystems. The impact of secondary
interferences such as clutter is also worth investigating.
Different from the system models in [124]–[126], another
group of works [129] and [130] consider DFRC systems where
the radar and communication subsystems are allocated with
non-overlapping subcarriers. In [129], the radar subsystem
aims to maximize the MI between the radar target returns
and the impulse response of a target while the communication
subsystem aims to maximize that between the transmitted and
the received communication signals at the communication re-
ceiver. Through joint optimizing power allocation, the authors
design a selfish radar scheme that prioritizes radar performance
and a cooperative scheme that maximizes the weighted MI
rate. Both schemes yield optimal solutions in Lagrangian
forms based on the KKT conditions. The simulation results
suggest that the selfish radar scheme and the cooperative
scheme render better radar performance and communication
performance, respectively. However, spectrum sharing between
the subsystems is not investigated in this work.
Reference [130] extends the system model of [129] to
the case with multiple communication receivers. The authors
target maximizing the MI between the target response and
the transmit waveform for the radar subsystem. Power and
subcarrier allocation schemes have been developed for both
the radar-centric design and cooperative design which does
not and does guarantee target communication performance,
respectively. The simulations result show that, compared with
the radar-centric design, the cooperative design can consider-
ably improve the communication MI and the radar MI at the
cost of a small decrease in the radar MI, e.g., a 37.7% increase
of communication MI at the cost of a 5% decrease in radar
MI. However, similar to [129], the frequency reuse between
communication and radar subsystems are not investigated.
The goal of [131] is to minimize the total transmit power
of the system through joint optimization of subcarrier and
power allocation under the radar MI and communication rate
requirements. This design goal results in a mixed-integer
nonlinear program shown to be non-convex. The authors
propose a three-step approach which sequentially solves the
subproblems of subcarrier assignment, power allocation for
radar and power allocation for communication based on the
waterfilling operation and bisection search. Compared with the
existing subcarrier and power allocation approaches in [132]
and [133], the proposed approach is shown to be superior
in saving the total transmit power. The performance gain of
the proposed approach increases with higher MI requirements
for radar and/or communication. However, this work does not
consider the impact of cross-interference between the radar
and communication subsystems by assuming the use of orthog-
onal channels. Moreover, the performance gain between the
proposed approach and the optimal solution remains unknown.
Summary: Table VII summarizes and compares the re-
viewed references in multi-carrier power allocation designs.
It can be seen that existing works focus on single target
detection for simplicity. Multi-target detection is challenging
as it is difficult to abstract each target’s power from coherently
accumulated returns. Designing power allocations in multi-
carrier JRC systems with multiple targets is an imperative
direction. Another direction worth exploring is to adopt MIMO
channels for communications. Transmit beamforming designs
in multi-carrier and multi-antenna JRC systems have not been
addressed yet. Additionally, mmWave is a promising technol-
ogy for both communication and radar sensing applications.
The mmWave has a different propagation behavior from the
microwave. Power allocation in multi-carrier JRC systems
needs to be revised if mmWave is adopted. Last but not least,
none of the reviewed works address the influence of secondary
interference (e.g., clutters) which is shown to cause a non-
neglectable impact on communication performance compared
to the radar interference [120]. The power allocation in both
multi-carrier CRC and DFRC needs to be redesigned consid-
ering the effect of secondary interference.
V. INTERFERENCE MANAGEMENT
Due to spectrum sharing, the radar and communication sub-
systems are mutually impaired by the interference imposed by
each other. Interference management performs a pivotal role in
the performance of both communication and radar subsystems.
Different from interference management in existing wireless
communication systems which mainly focus on mitigating the
interference among communication transmissions, JRC sys-
tems target mitigating the cross-interference for both radar and
communication subsystems. This section reviews interference
cancellation approaches for JRC systems.
A. CRC systems
From the perspective of the availability of system infor-
mation, the designs of CRC systems can be classified into
three types: non-cooperative, cooperative and co-designed.
With non-cooperative and cooperative types of systems, in-
terference management schemes are devised with and without
the information exchange between the subsystems. Moreover,
the co-designed systems jointly configure the subsystems, e.g.,
in waveforms and transmit power. From the perspective of the
design objective, the research of interference management can
be sorted into two categories: radar interference cancellation
at the communication receiver and communication interference
cancellation at the radar receiver
At a radar receiver, other than the radar target returns, there
are unwanted signals reflected from other objects, such as
buildings and trees. These unwanted signals are referred to as
clutters, which are deemed as interference to be removed at the
radar receiver. References [134] and [135] target on effective
interference power (EIP) minimization problems at the radar
in CRC systems. Subject to the constraints of preserving
a communication capacity target under the transmit power
constraint, the authors in [134] first propose a cooperative
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TABLE VII: Multicarrier Power Allocation Designs
Reference System model Subcarrier al-
location
Communication
channels
Design objective
[124] ST-MU-CRC Orthogonal SISO Radar MI rate maximization under communication rate
and transmit power constraints
[125] ST-SU-CRC Orthogonal and
non-orthogonal
SISO Radar MI rate maximization under communication rate
and transmit power constraints
[126] ST-SU-CRC Orthogonal and
non-orthogonal
SISO Communication throughput maximization subject to the
SINR target for the radar and transmit power constraints.
[129] ST-SU-DFRC Orthogonal SISO The MI maximization between the radar target returns
and the impulse response and that between the transmit-
ted and the received communication signals
[130] ST-MU-DFRC Orthogonal SISO MI maximization for radar subject to communication and
transmit power constraints
[131] ST-SU-DFRC Orthogonal SISO Transmit power allocation subject to the radar MI target
and the communication rate target.
design that adopts a fixed radar sampling scheme and a
Lagrangian dual decomposition-based algorithm to optimize
the precoding matrix of the communication subsystem. Then,
the authors introduce a joint design of radar sampling and
communication precoding matrix based on alternating op-
timization. The simulation results indicate that the second
design obtains a significantly lower EIP and recovery error
than those of the first one especially when the number of radar
transmit and receive antennas is large. However, the proposed
design assumes perfect orthogonality of transmit waveforms
and requires perfect synchronization between the radar and
communication subsystems in terms of sampling times which
are only ideal to be realized in real-world systems.
Compared with [134], reference [135] additionally considers
non-cooperative and codesigned CRC system. Under the con-
straints of transmit power budget and target communication
capacity, the authors investigate the designs of the radar
sampling and communication transmit covariance matrices
to minimize EIP. In cooperative and non-cooperative CRC
systems, the design problem is shown to be convex and
solved by the interior point method. In co-designed CRC
systems, the authors demonstrate the non-convexity of the
problem and propose an alternating algorithm that searches
only for the optimum sampling among matrices which are row-
permutation and column-permutation of the original sampling
matrix. Compared to the cooperative and non-cooperative
design, the co-design is shown to result in lower EIP by at
least 20%. Moreover, the performance gain of the co-design in
terms of recovery error increases with the radar sampling rate.
Nevertheless, the performance gap between the proposed low-
complex solution for the co-design and the optimal solution
is not investigated.
Unlike the works in [134] and [135] that focus on minimiz-
ing EIP at radar, references [136], [137], and [138] target on
interference removal at communication receiver. The authors
in [136] design two algorithms for joint interference removal
and data demodulation in a non-cooperative CRC system
composed of one communication subsystem and multiple radar
subsystems. The first one is based on the on-grid compressed
sensing technique which exploits the sparse representation of
radar signals and the sparsity of the demodulation error. The
second algorithm is a compressed sensing-based technique that
forces an atomic norm constraint. As the second algorithm
involves high computation complexity, the authors also imple-
ment a fast method for the second algorithm based on the non-
convex factorization [139]. It is shown that both algorithms
outperform the original demodulation and the second algo-
rithm achieves a lower SER. A limitation of this work is that
the radar target returns in the direction of the communication
receiver are neglected.
Reference [137] extends [136] by explicitly accounting for
both radar target returns and secondary interference at the
communication receiver. The authors introduce two algorithms
to facilitate reliable communication data demodulation. The
first one utilizes a sparse representation of the interference
and estimates the radar signals through a convex optimiza-
tion with relaxations. The second algorithm performs radar
signals estimation and the communication demodulation error
estimation via two-stage processing. In particular, a local
optimum is first obtained by an alternating optimization ap-
proach. Then, the global optimum can be inferred in a higher-
dimensional space based on a signed shift truncation from
the local optimum. Simulation results reveal that, with QPSK,
the symbol error rate and computation time obtained by the
two-stage processing algorithm are more than one order of
magnitude and two orders of magnitude lower than those
obtained by the convex relation algorithm. However, it is
noted that [137] considers only a single radar while [136]
considers multiple radars. Besides, this work only considers
the case when communication and radar signals fully overlap
the same bandwidth. Partial bandwidth reuse between radar
and communication subsystems is worth to be explored for
potential performance enhancement.
Different from the above works which consider microwave
communication, reference [138] considers mmWave CRC
systems with colocated radar and communication transmit-
ter/receivers as shown in Fig 14. Assuming perfect CSI
between radar and communication, the authors aim to mitigate
the cross-interference between radar and communication. In
particular, the authors develop a two-stage beamformer which
first subtracts the mmWave signals imposed onto the radar
and then mitigates the radar’s signals at the communication
receiver. The gap between the system performance with and
without the proposed designs is shown to widen when the
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(a) Colocated radar and communication transmitter (b) Colocated radar and communication receiver
Fig. 14: System model of mmWave CRC in [138].
transmit power of the communication transmitter is greater
than that of the radar. The SIR gain at radar receiver is up to 50
dB. However, this work only studies a special scenario where
LoS communication links exist. In mmWave systems, block-
ages significantly affect the propagation behavior of mmWave
signals. Considering the cases with non-LoS communication
links is essential in the beamformer design. Besides, this work
considers a fixed transmit power for both communication and
radar which largely simplifies the beamformer design. The
transmit power and the beamformer can be jointly optimized
for better performance.
Summary: Table VIII summarizes and compares the above-
reviewed interference cancellation designs. Most of the exist-
ing works consider microwave JRC systems. The mmWave
communication brings about different signal propagation and
thus interference characteristics. The application of mmWave
communication in different types of JRC system under differ-
ent types of system information availability is worth further
exploration. Besides, most of the existing studies focus on
a single target (ST) and single user (SU) CRC systems for
simplicity. Multiple target (MT) and multiple user (MU) result
in more dynamic mutual interference for both radar and com-
munication subsystems. Interference cancellation for MT-MU-
CRC systems remains an open issue. Furthermore, reference
[137] is the only reviewed work that accounts for the impact
of secondary interference for interference cancellation at the
communication receiver. Such efforts need to be extended to
design interference cancellation scheme at radar receivers.
B. DFRC
In CRC systems the cross-interference is independent and
the cancellation is performed at each individual radar and/or
receiver. Differently, in DFRC systems, the communication
signals are correlated with the radar target returns as they
come from the same source. Cancellation of communication
signals in the radar target returns involve reconstructing the
received signals in the original form which is more challenging
than interference cancellation in communication systems as
the subtraction of reconstructed signals imprecisely can cause
more residues resulting in severe degradation of the radar’s
dynamic range, measured by the radar’s capability to handle
a range of signal strengths.
References [140] and [141] aim to improve the radar
dynamic range in OFDM DFRC systems. The authors in [140]
propose two interference cancellation methods, namely, se-
rial cancellation and selective cancellation. The former first
identifies the strongest interferers with an amplitude above
a threshold and then starts decoding from the interferer
with the highest power to the one with the lowest power.
Differently, the latter method only reconstructs the strongest
identified interferer. It is shown that the selective cancellation
outperforms the serial cancellation in terms of processing
time and radar dynamic range. The authors in [141] devise
an interference cancellation scheme by utilizing the available
communication signal extracted from the regularly spaced pilot
symbols. Specifically, a simple frequency offset estimator is
implemented to extract the frequency offset information from
the estimated CSI to reduce the frequency offset errors in the
reconstructed signals. It is shown that the radar performance
can be improved up to 34 dB by canceling the LOS path of the
interferer with the devised scheme. Nevertheless, neither [140]
nor [141] accounts for the impact of secondary interference.
Moreover, both of the works consider perfect frequency offset,
and thus the resulted radar dynamic ranges can only be deemed
as the performance upper-bounds.
To address the impact of imperfect frequency offset, ref-
erence [142] considers estimation errors in frequency offset.
The objective is to reconstruct the interfering signals at the
radar subsystem in a FD IEEE 802.11-based OFDM DFRC
so that the impact of the erroneous frequency offset is min-
imal. A self-interference cancellation approach for the radar
receiver based on a combined approach with 2D fast Fourier
transform and one-dimensional search. The numerical results
reveal that larger analog to digital converter dynamic range
benefits the self-interference cancellation performance and up
to 100 dB can be canceled without degrading the detection
accuracy. Though erroneous frequency offset is taken into
account, the impact of filtering is not studied. In practice,
the transmit signals need to be filtered to avoid out-of-band
emission, which inevitably introduces delay and inter-symbol
interference which are both ignored.
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TABLE VIII: Summarizations of self-interference cancellation approaches for CRC systems
Reference System Model Design type Communication
channels
Radar
channels
Design objective
[134] ST-SU-CRC Cooperative & co-
designed
MIMO MIMO Radar EIP minimization subject to the com-
munication capacity and transmit power
constraints
[135] ST-SU-CRC Non-cooperative &
cooperative
MIMO MIMO EIP minimization at the radar receiver
[136] ST-SU-CRC Non-cooperative SISO SISO Radar signals mitigation at the communica-
tion receiver
[137] MT-SU-CRC Non-cooperative SISO SISO Radar signals and clutters mitigation at the
communication receiver
[138] mmWave ST-SU-
CRC
Cooperative MIMO MIMO Cross-interference mitigation at the radar
and communication receivers
Summary: There has been a very limited number of designs
on interference cancellation in DFRC systems, mainly due
to the challenges introduced above. Existing works mainly
focus on microwave DFRC systems while leaving interfer-
ence cancellation in mmWave DFRC systems an open issue.
Another limitation of the existing literature is that they are
mainly evaluated by simulations. The empirical effects of
interference mitigation in real-world systems remain unknown.
Therefore, it is imperative to implement and evaluate the
proposed designs in practical systems. Furthermore, existing
efforts mainly focus on the system with a single dual-function
transmitters. Designing distributed interference management
schemes in the scenarios with multiple dual-function transmit-
ters is a promising research direction left unaddressed. Last
but not least, all of the reviewed works consider the fixed
location of transmitters and receivers. In 5G and B5G systems,
JRC is expected to be applied in mobile systems such as
vehicular networks and aerial networks. Thus, it is important
to develop interference management approaches by accounting
for mobilities in large-scale systems.
VI. SECURITY
In this section, we review security approaches that applied
to safeguard the communication secrecy and covertness of JRC
systems. In JRC systems, the most common attacks faced by
the communication subsystem includes:
• Jamming attack: A jamming attack is meant to disrupt
legitimate communications with artificial noise. Specif-
ically, a jammer transmits random RF signals over the
same frequency band of a legitimate transmission to
decrease the receive SINR at the target receiver so that
the legitimate transmission is difficult to be decoded.
• Eavesdropping attack: Theft of information during the
transmission. In an eavesdropping attack, the eavesdrop-
per passively overhear the broadcast channels and attempt
to decode the received signal to extract private and
confidential information, such as identification numbers,
business secret, and sensitive data.
Under jamming and eavesdropping attacks, the common
performance metrics of interest to measure communication
performance are communication rate and secrecy rate defined
as follows.
• Communication rate: The achievable rate at the commu-
nication receiver.
• Secrecy rate: The difference between the achievable rates
at the communication receiver and the eavesdropper.
In the following, we review the existing literature related to
security designs according to the roles of attackers in the JRC
systems.
A. Literature review
References [143] and [144] consider DFRC systems where
the radar targets perform eavesdropping attacks to the dual-
function transmitter. Specifically, in a DFRC with a single
target and a single communication receiver, the authors in
[143] formulate optimization problems to 1) maximize the
secrecy rate of communication; 2) maximize the radar SINR
for target detection; and 3) minimize transit power of the
dual-function transmitter while preventing the eavesdropper to
decode the communication signals. As the original problems
are non-convex due to the non-convexity of the secrecy rate
expression, the authors transform them into convex problems
by approximating the secrecy rate function based on the Taylor
expansion. To minimize the signal leakage to the eavesdropper,
the authors propose to let the dual-function transmitter to
beamform additional pseudorandom distortion signals other
than the communication signals to disturb the eavesdropping.
In particular, under the assumption that the eavesdropper’s
location and CSI are both unknown, the authors devise trans-
mit covariance matrices of the distortion and communication
signals to optimize the three considered objectives. Com-
pared with the isotropic noise generation scheme [145] which
projects noise uniformly towards the orthogonal directions of
communication channels, the proposed beamforming designs
are shown to achieve a higher secrecy rate by up to more
than 10%. However, the performance gap between the origin
non-convex problems and the approximated problem are not
investigated. Besides, the radar is assumed to know the perfect
location of the targets and thus channel state information
which is too ideal to realize.
To relax the hard assumptions of the target in [143],
reference [144] considers that the location of the target is
estimated with errors. Moreover, the authors extend the system
model in [143] to the scenarios with multiple eavesdropping
targets and communication receivers. To guarantee the sum
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of secrecy rate of the system, the authors consider artificial
noise in the transmit beamformer design to minimize the
SINR at the eavesdropping targets subject to the SINR re-
quirements of communication receivers. Under both perfect
and imperfect CSI of the eavesdroppers, the authors use
fractional programming approaches along with semi-definite
relaxation to solve the beamformer design problems. The
simulation results demonstrate that under both cases with
and without perfect CSI, the proposed approaches coverage
to the optimum quickly. The SINR at the eavesdropper in
the case with inaccurate location estimation is up to two
orders of magnitude lower than that in the case with accurate
location estimation. However, it is difficult to extend the
proposed beamformer with the target’s location uncertainty
to the scenario of multiple targets as the complexity expands
exponentially with the number of targets.
Different from [143] and [144] which consider the radar
target as the eavesdropper, reference [146] considers the po-
tential risk of the radar receiver as the attacker. In particular,
the authors consider a CRC system, as shown in Fig. 15, in
which the radar receiver detects the target’s reflected signals
originated from the communication transmitter while acting as
the eavesdropper to overhear the signals directly come from
the communication transmitter. The authors aim to maximize
the radar SINR while maintaining required secrecy rate in
the presence of eavesdropping. Under the cases where the
radar and communication subsystems use orthogonal and non-
orthogonal channels, the considered maximization problems
are shown to be non-convex. To cope with the non-convexity,
the authors introduce an iterative algorithm that employs
semidefinite programming and a semi-analytical approach for
the former case and an alternating optimization approach based
on semi-definite relaxation for the second case to find sub-
optimal solutions. The numerical results illustrate that in the
case with orthogonal channels, the proposed iterative approach
brings about considerable performance gains over the pure
semidefinite programming-based approach [147] especially
when the secrecy rate requirement is high. Furthermore, de-
spite the interference induced in the case with non-orthogonal
channel allocation, the performance of the case with non-
orthogonal channels exceeds that with orthogonal channels
under the joint optimization of radar waveform and trans-
mit covariance matrix. The performance gain of orthogonal
channel allocation increases the secrecy rate target. However,
this work assumes a clutter-free environment. Therefore, the
achieved radar and communication performance can only be
deemed as the upper bounds.
Different from references [143], [144] and [146] that all
consider passive eavesdropping attacks, reference [148] studies
a DFRC system faced by the active jamming attack from a
jammer. The objective of the dual-function transmitter is to
maximize a weighted payoff function of communication rate
and radar SINR. On the other hand, the jammer aims to reduce
the payoff function of the DFRC system through jamming.
Under the assumption that the DFRC system knows a priori
distribution of the jamming attack, the authors formulate a
Bayesian game between the DFRC system and the jammer the
strategies of which are the transmit power and jamming power,
Fig. 15: System model of DFRC with eavesdropping radar
receiver [146].
respectively. The authors prove the uniqueness of Bayesian
Nash equilibrium of the formulated game and derive a water-
filling equation to find the Nash equilibrium strategy. The
simulations reveal that an increase in a priori probability of
the jamming attack causes the DFRC system to adopt a more
power-consuming strategy. However, the performance gain
between the proposed equilibrium solution and the optimal
solution is unknown. Besides, this work assumes that the
jamming signal does not reach the targets. In practice, the radar
target returns from jamming signal also cause non-neglectable
impact on radar performance.
B. Summary
Table IX summarizes and compares the reviewed security
approaches for JRC systems. Overall, there have been very
limited research efforts on the security designs in JRC sys-
tems. References [143] [144] and [146] study JRC systems
with eavesdropping attacks and assume that the locations
of the eavesdroppers and their CSI are known. However,
eavesdropping attacks are difficult to be detected due to its
passive nature. A meaningful research direction is to devise
robust security approaches to safeguard JRC systems when
the location of the eavesdroppers and their CSI are not
explicitly known. Another unaddressed research direction is
the effect of the mobility of attackers. Mobility introduces
temporal correlation in the performance of JRC systems. Both
performance analysis and security designs need to take into
account the temporal correlation of performance. Moreover,
existing works mainly consider secrecy rate as the performance
metric. Secrecy probability [149], [150], which measures
the instant probability that a transmission can be performed
with the signal leakage to the eavesdropper kept below a
certain level, is another important performance metric to
be evaluated. Besides, it is also imperative to explore the
impact of secondary interference (e.g., clutter). Secondary
interference though degrades JRC performance, however, can
increase the secrecy performance by impairing the effective
SINR at eavesdroppers. Thus, designing security approaches
considering the double-side effect of secondary interference
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is an intriguing research direction. Last but not least, existing
literature focuses on study standalone JRC systems without
the impact of cochannel interference from others. Large-scale
JRC systems with frequency reuse is a promising approach
to mitigate the spectrum deficiency issue. Thus, distributed
security approaches in large-scale JRC systems are worth to
be investigated.
VII. CHALLENGES AND FUTURE RESEARCH DIRECTIONS
Apart from the aforementioned issues, there are still chal-
lenges and new research directions in deploying the JRC
systems to be discussed as follows [35].
A. LFM Chirp Mismatch
As mentioned in Section III-B2, the LFM waveform has
the constant modulus feature that enables the JRC systems to
achieve a high range resolution. However, the current LFM-
based JRC approaches mostly assume that the chirp parameters
used at the transmitter and the communication receiver are
the same. Due to a potential mismatch in oscillators at the
transmitter and the receiver, it is challenging to guarantee
that the LFM waveforms generated at the transmitter and the
receivers are exactly the same. The chirp mismatch may po-
tentially degrade communication performance. Accurate clock
synchronization algorithms at the communication receiver are
thus required to compensate for the chirp mismatch.
B. Time and frequency synchronization for the LFM-OFDM
waveforms
The approaches discussed in Section III-B2 show that the
combination of LFM and OFDM is a promising solution that
can address the inefficient spectrum utilization of the LFM and
the low range resolution of the OFDM. However, there are two
challenges when implementing the proposed waveform.
• Dechirp timing: To estimate the target parameters and
detect the data symbols, the radar and communication
receivers need to determine the starting time of dechirp-
ing and the starting time of each OFDM symbol. This
requires a very accurate time synchronization algorithm
at the receivers.
• Multipath effect: In conventional OFDM systems, the
received signal at the receiver has a transmission delay.
The transmission delay is translated to a frequency shift
on the OFDM subcarriers when the receiver demodulates
the received signal, i.e., via the FFT algorithm. Then,
simple algorithms such as auto-correlation can be used
to estimate the frequency shift. However, when the LFM
is combined with the OFDM, the subcarriers included in
the received signal often have different frequency shifts
which may result in the inter-carrier interference and the
mis-orthogonality between OFDM subcarriers. Advanced
frequency synchronization algorithms such as ESPRIT
algorithm [151] may be used to estimate and completely
compensate for the frequency shifts.
C. Massive Access Management
In the existing JRC approaches as discussed in Section III,
the radar receiver detects targets using echoes from them.
In practice, the radar receiver also receives communication
signals transmitted from a massive number of mobile users.
Thus, the key challenge for the radar receiver is to distinguish
between the echoes from targets and communication signals
from the users in the presence of noise and interference. Given
the independent statistical characteristics of the two kinds of
signals, machine learning (ML) can be used for the signal
classification.
D. Location-Dependent Resource Allocation
The spatial locations of the radar and communication com-
ponents play an important role in the JRC performance. How-
ever, most of the existing literature reviewed in Section III and
Section IV does not model the locations of system components
explicitly. The main challenge is to understand the impact of
mobility (e.g., in radar targets and communication receivers)
which incurs temporal corrections in the system performance.
Any resource allocation scheme that fails to adapt to the
dynamic location variations would result in a deficient system.
Therefore, designing location-dependent resource allocation
taking into account mobility has great potential to improve
efficiency in utilizing system resources (e.g., frequency, time,
and energy).
E. Dynamic Time Division for Autonomous Vehicles equipped
with DFRC
The time division approaches applied to the autonomous
vehicles equipped with DFRC, i.e., namely DFRC-equipped
AVs, such as [80] and [82] can be considered to be fixed
schedule schemes in which the portions in a time frame
are allocated to the radar and communication functions in a
static fashion. In practice, the surrounding environment of the
vehicle is uncertain and dynamic, and thus adaptive algorithms
for the radar and communication mode selection need to be
investigated to maximize spectrum efficiency. For example,
when the weather is in a bad condition, e.g., heavy rain,
the vehicle can select the radar mode more frequently to
improve the radar performance to detect unexpected events,
i.e., the nearby objects, on the road. On the contrary, when
the weather and the communication channel are in good
conditions, the vehicle can select the communication mode
more frequently to transmit its data. This is due to the fact
that other types of sensors, e.g., video and LIDAR, can work
more effectively when the weather is good. However, this will
be challenging for the vehicle to determine optimal decisions
because the environment states, e.g., weather and road states
as well as the communication channel state are dynamic and
uncertain. To solve the problem, learning algorithms such as
reinforcement learning (RL) or deep reinforcement learning
(DRL) can be developed that allow the AV to quickly obtain
the optimal policy without requiring any prior information
about the environment.
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TABLE IX: Security Approaches for JRC Systems
Reference System Objective CSI Attacker Communication
& Radar
channels
[143] ST-SU-DFRC Maximization of secrecy rate, max-
imization of radar SINR, minimiza-
tion of transmit power
Perfect Eavesdropping
target
MIMO & MIMO
[144] MT-MU-DFRC Minimization of the SINR at the
eavesdropping target
Perfect &
Imperfect
Eavesdropping
target
MISO & MIMO
[146] ST-SU-CRC Maximization of SINR at commu-
nication receiver subject to the in-
formation secrecy rate requirement
Perfect Eavesdropping
radar receiver
MIMO & MIMO
[148] ST-SU-DFRC Maximization of a weighted com-
munication throughput and radar
SINR
Perfect Jammer SISO & SISO
F. Incentive Mechanisms for Spectrum Allocation
DFRC-equipped AVs actually act as IoT devices that sense
surrounding environments, e.g., traffic conditions, and then
transmit sensing data to aggregation units, e.g., road-side
units, for further processing. The data can be image or video
files that have a large size. Thus, the DFRC-equipped AVs
can require a huge amount of spectrum from the service
providers (SPs) to simultaneously perform the radar function
and the communication function. To motivate the service
providers and the DFRC-equipped AVs to participate in the
spectrum allocation market, incentive mechanisms need to be
designed for the spectrum trading to improve the utility of
both the service providers and the DFRC-equipped AVs. In
such a multi-buyer multi-seller market, Stackelberg game and
matching theory can be used as effective solutions.
G. Security Issues in JRC systems
Currently, there are two common power allocation ap-
proaches for the security issues in JRC systems as discussed
in Section IV-C. However, the approaches are proposed for the
separate security issues. In particular, the approaches proposed
in [144] and [146] are for the eavesdropping attack, and
the approach proposed in [148] is for the jamming attack.
In fact, the attacks can be equipped with a FD technology
that enables them to launch the eavesdropping and jamming
attacks simultaneously. The attacks are namely FD active
eavesdroppers that may be more challenging to be prevented.
Due to the uncertainty about the jamming pattern as well as
the location of the FD active eavesdropper, learning algorithms
such as RL and DRL can be effectively used that enable the
JRC systems to find optimal defense strategy.
H. Resource management in large-scale JRC systems
Most of the existing literature reviewed in Section III and
Section IV considers resource allocations in standalone sys-
tems where the cochannel inference from coexisting systems
are not taken into account. In practice, the performance of a
JRC system is significantly affected by the spatial distribution
of coexisting radar, communication, and JRC systems oper-
ating on the same frequency band. Moreover, characterizing
the impact of a large-scale system based on their spatial
distribution is the key to the understanding of JRC perfor-
mance and the design of resource management in a real-world
implementation. Stochastic geometry [152], a powerful tool to
model and analyze the randomness in the spatial distribution of
large-scale systems, can be exploited for the analytical study
of JRC systems.
I. Integration of JRC Systems and Intelligent Reflecting Sur-
face (IRS)
IRS [153] has been introduced to improve the communi-
cation performance by using a number of low-cost passive
radio-reflecting elements. The element can reflect RF signals
with an adjustable phase shift so that three-dimensional passive
beamforming is established without an active RF transmission
device, requiring negligible energy consumption. JRC systems
can capitalize IRS deployed in the environment by optimizing
their system parameters jointly with the IRS phase shift.
Nevertheless, this will lead to complex optimization problems
that need to be solved quickly to meet time requirements of
the radar and communication functions. Advanced algorithms
such as approximation methods can be applied to achieve the
solutions.
J. JRC Systems and Edge Computing
JRC systems can utilize and access edge computing [154]
facilities in the next-generation wireless networks 5G and
beyond. An AV with JRC systems can offload and utilize
computing capability from edge devices, e.g., to analyze video
captured by the cameras for safety purposes. However, QoS
is critical and both data transmission and computation must
be jointly optimized. For example, to minimize the latency
of video analytics, parts of the video processing can be
done locally in the AV and remotely at the edge device.
The amount of video data to be transferred and processed
remotely must be optimized together with the communication
parameters to meet the QoS requirements that will affect the
radar performance. Novel algorithms are required to meet the
QoS requirements of radar, communication, and computation
functions.
VIII. CONCLUSIONS
This paper has presented a comprehensive survey on re-
source management issues for JRC. First, we have presented
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the fundamental concepts related to JRC and important per-
formance metrics used in the JRC systems, followed by the
discussions of applications of JRC. Then, we have provided
detailed reviews, analyses, and comparisons of resource man-
agement approaches in the JRC systems. The approaches
include spectrum sharing with waveform design, power al-
location, and interference cancellation. In addition, we have
discussed the security issues and countermeasures in the JRC
systems. Finally, we have outlined important challenges as
well as future research directions related to the JRC systems.
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