The Attributable Fraction or risk function (ARF) is used to measure the impact of an exposure on occurrence of disease within a population. For any prospective cohort study, risk is likely to be estimated using time to event or survival data. Attributable risk function with right censored survival data has been discussed by Samuelsen and Eide. We propose a natural extension of the ARF to clustered survival data, which are common in medical research. We derive an estimator of the ARF. Simulation studies are conducted to evaluate the performance of our method and investigate the consequences of ignoring the cluster effect in analysis.
Introduction
The proportional hazards models are often used in prospective clinical and epidemiological studies to evaluate the association between time to a disease and exposures or risk factors [1] . These models allow the risk of outcomes over time to be estimated in the presence of censoring, and can incorporate time-dependent covariates and clustering of the individuals observed. The risk or hazard function given a risk factor covariate Z can be written as
where β is the regression parameter and λ 0 (t) is an unspecified baseline hazard function. This association, measured by the hazard ratio, does not take into account the prevalence of the risk factors in a given population. The attributable risk function has been used to measure the proportion of disease in a population associated with a given risk factor for binary outcomes [2] . When the outcomes are binary, the population attributable risk is usually defined as [3] 
P D P D Z P D (2) where D denotes a binary outcome and Z denotes the binary risk factor. For the time-to-event outcome T, A natural extension of φ for T is, for some t > 0, [4] 
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Chen et al. [4] proposed an alternative measure of the attributable risk function for T:
where λ(t) is the population hazard function (see appendix for detail). Not like population attributable risk function for the binary outcomes, the attributable risk function for the time-to-event endpoints is not necessarily constant over time, even when the baseline hazard function itself and the exposure prevalence are constant [4] . However, Chen et al. only considered the case with one covariate and intervention at time 0. The adjusted attributable risk function cannot be obtained from their definition. In a very recent article, Samuelsen and Eide [5] proposed ARFs for studies with covariates and interventions that may vary over time:
where Z = (Z 1 , Z 2 , Z 3 ,..., Z p ) and (3) and that in (4) . However, the relationship between the definition of ARF (4) proposed by Chen et al. [4] and that (5) provided by Samuelsen and Eide [5] is not that clear. We have shown that these two definitions are different if we assume the distribution of Z does not change with t, but they are the same when we consider distribution of Z among those at risk (i.e. condition on T ≥ t), which typically changes over time (see appendix for detail). So far, these methods do not consider the case of ARF for clustered survival data, which are common in medical research with cluster randomized trials or community-based or family-based prospective cohort studies. When the cluster effects are sufficiently large, ignoring the clustering can lead to substantially biased estimators of regression coefficients [6] , and leads to biased estimates of ARFs. In this paper, we extend the concept of ARF to clustered survival data. By using the gamma frailty model, which is a popular tool for addressing cluster effects in clustered survival data [7] , our approach provides a practical method to calculate ARF in the presence of dependence in survival data due to cluster effects.
Attributable Risk Function for Clustered Survival Data
Assume n is the total number of subjects in a study with K clusters and n k subjects in cluster k (k = 1,...,K), so that 
with L k and Z k defined similarly. Suppose that T k , L k and Z k are independent across clusters and (
The model we consider has the form
where the u k is the common risk factor for all subjects in cluster k. We present two approaches to modelling cluster effects.
The fixed effects model
When the number of clusters, K, is small, the fixed effects model can be used by including indicator variables for clusters. Arbitrarily setting one cluster as the reference cluster, for example, cluster 1, we obtain
for k = 1,..., K, with α 1 = 0. Using the same method suggested by Samuelsen and Eide [5] , the attributable fractions can calculated by treating the clusters as (K -1) dimensional vector of covariates. However, when K is large, compared to the sample size, and therefore there are too many parameters in the model, the asymptotics break down since K → ∞ as n → ∞ [7] . This approach is well-known to cause bias in parameter estimates.
The frailty model
The frailty model does not treat the cluster effects as parameters, but treats them as a sample from a frailty distribution. In this paper, we consider gamma frailty with mean 1 and variance θ. The density is given by
Under the gamma frailty model, the marginal hazard function can be obtained from the expectation of the hazard function [8] , conditional on being at risk at t and covariate Z: ( )exp( ' )} t Z is a decreasing function of time, which is due to the fact that the subjects with high frailty values experience the event earlier on average and the population will contain more and more subjects with low frailty values. From this, the ARF is defined as
Compared to the fixed effects model, the frailty model has the advantage of parsimony. The number of parameters to describe cluster effects does not increase with the number of clusters. In the gamma frailty, we have used only one parameter θ to describe the cluster effects (the heterogeneity of cluster effects). As θ increases, frailties become more dispersed and dependence increases [7] .
Estimation Procedure
There are many methods available to fit the semiparametric gamma frailty model [8] [9] [10] [11] . Assume we have the estimates θˆ, β and Λ 0 ( ) t of θ, β and Λ 0 (t) respectively. We consider the following two situations:
The distributions of Z and Z* do not depend on time t
The estimated ARF can be represented as θ β β φ θ β β
When the covariate is one binary variable such that P(Z =1) = p, P(Z = 0) = 1-p and P(Z* = 0) =1, the estimator simplifies to θ φ θ β β θ
Although the distributions of Z and Z* do not depend on time t, this function changes over time. When the effect of frailty does not exist, that is θ = 0 , it becomes time-independent.
The distributions of Z and Z* change over time t
In survival data, the distribution of some covariates for the subjects at risk usually changes over time. In order to get the estimate of φ(t), we need to estimate the population survival function conditional on covariate, Z:
Following Samuelsen and Eide's [5] approach, the population hazard in a finite population with n individuals and covariates z i , i = 1,2,...,n can be estimated by [ [ 
(t )exp( ' z )] (t )exp( ' z )S(t | Z )} (t )Ŝ (t | Z )
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The estimate of φ(t) can be calculated as
Simulations
In this section, we evaluate the performance of our method and investigate the consequences of ignoring the cluster effect in analysis. The time-to-event data were generated according to the model (6), where there are 200 clusters with cluster size 10; β = 0, log(2) respectively; u had gamma frailty with mean 1 and variance θ = 0.5, 1.64, which corresponds to Kendall's τ = 0.2, 0.45 respectively; baseline functions were constant of 0.01, 0.1 and 1 respectively. Each individual's binary exposure indicator was generated from Bernoulli distribution with p = 0.25. Censoring times were from Uniform distribution U(0, L) where L was chosen to get about 10% and 30% of censored observations respectively. For each case described above, 1000 simulated data were generated. Following Chen et al. [4] we calculated the estimates and their associated variances at the 75 percentile and median of the marginal survival distribution, t 1 shown in Table 1 and 2. Here the bias is the absolute difference between the average of the 1000 estimates and the true attributable fraction and SE is the sample standard error. As shown in Table 1 , where β=0, SE increases when the frailty is ignored. However, in Table 2 , where β = log(2), both bias and SE increase when the frailty is ignored, especially for large θ.
Discussion
Clustered survival data often occur in many practical areas, where a group of related subjects constitutes a cluster, such as a group of patients from the same hospital, a group of students from the same school, a group of people from the same community or a group of genetically related members from the same family. The attributable fraction with clustered survival data is discussed in this article as a measure of the proportion of disease over time with associated risk factors within given populations. Our simulations show that ignoring cluster effects can cause the increase of both bias and the sample standard error of the attributable fraction, especially for large cluster effects.
In this paper, we only consider gamma frailty. However, gamma frailty can be easily replaced with other frailty distributions which have a simple Laplace transform representation, such as the inverse Gaussian distribution, the positive stable distribution, or others. We focus on ARF when an intervention takes place at time 0. However, we can also consider ARF when an intervention takes place at time t and use φ A (t) to denote it. Under the proportional hazard model conditional on frailty U the estimate of φ A (t) can be expressed as
where R(t) is the risk set at time t i.e. the set of subjects with X i ≥ t.
In this paper, our interest is in the modelling cluster effect on ARF. To make inference for ARF, one may use the bootstrap method [12] to find the standard errors of the estimates and construct confidence intervals. Applications of the proposed methods to a real data analysis and associated inference issues will be investigated in our future research. 
which does not equal the value in (21). However, distribution of Z among those at risk typically changes over time (Samuelsen et al., 2008) . In fact, the conditional distribution of Z given T t ≥ can be obtained by
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