I Introduction
Quantum nanosystems are assemblies of thousands or more of fermions or bosons. Examples include quantum dots 1 , superconducting nanoparticles 2 , and graphene platelets and ribbons 3 .
Droplets of 3He and 4He also display quantum behavior, and for similar reasons, Li as a confined quantum gas 4 or in a polymeric matrix 5 . Due to the size of quantum nanosystems, their behavior lies somewhere between that of small molecules and macroscopic systems. The objective of this study is to develop a theoretical framework that addresses the multiscale character of these systems.
Strongly interacting quantum many-particle systems cannot readily be analyzed via classic perturbation or path integral methods. The difficulty stems from the coupling of processes across multiple space-time scales and the strength of the inter-particle forces that underlie their dynamics. Multiscale analysis of the Schrödinger equation has been used to derive coarsegrained wave equations (CGWE) for boson 6 and fermion [7] [8] systems. For the latter, the lowest order solution to the Schrödinger equation was taken to be in the form of an antisymmetric factor (for the ground state) times a long space-time scale factor for low-lying excitations. The latter factor was taken to be symmetric with respect to the exchange of the labels of identical fermions and therefore describes boson-like excitations.
Multiscale Analysis was also shown to imply that quantum nanosystems can satisfy a CGWE of a form reminiscent of the Dirac equation for the relativistic electron 8 . These results follow from the Schrӧ dinger equation and the existence of distinct spatial scales inherent to those systems. The ratio  of the average nearest-neighbor distance to the size of the nanosystem or other nanometer-scale characteristic length enabled a perturbation scheme that lead to the CGWE.
Earlier multiscale treatments of quantum nanosystems left some ambiguity in the spatial scale at which coarse-graining is to be applied. One objective of the present treatment is to 4 more directly relate the choice of scaling of space to that arising in the various contributions to the particle N potential; this scale may be shorter or similar to the size of the nanoassembly depending on the physics of the constituent particles and, notably, the strength of their interactions.
Renormalization group methods have been used to understand extensive fermion systems and the emergence of effective masses and other modified quantities 9 . This technique addresses the fact that in a very large system there are many scales. The formalism is based on scaling transformations which, when repeated many times, leave the underlying equations invariant to further coarse-graining. However, for a nanosystem, a multiscale approach often yields an excellent approximation, e.g., for the classical Liouville [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] and the Poissonboltzmann 20 equations.
The existence of a gap in timescales between that of individual atomistic fluctuations and the larger-scale coordinated motion of multiple atoms has been demonstrated for classical systems [17] [18] [19] . Furthermore, the order parameter momentum autocorrelation function was shown to have a short decay time; this implies that the order parameters decouple from other intermediate timescale processes [18] [19] . With this and a multiscale perturbation method, a
Langevin equation of stochastic order parameter dynamics was derived. These results enable the simulation of macromolecules and their complexes over long times (e.g., microseconds)
which is impractical for these supramillion atom systems via traditional molecular dynamics simulations [18] [19] . The implication of these classical mechanical results is that for some nanosystems one may use an approach based on a few discrete length and time scales. Here, we explore this notion for quantum nanosystems, avoiding the need for the complexity of the renormalization group approach.
A two-scale theory starts with the introduction of the position r of particle (in units where the average nearest-neighbor distance is one) and a scaled position Rr   (in terms of 5 which traversal across a nano-assembly or across other long characteristic length involves a distance of one unit). Here,  is the ratio of the average nearest-neighbor distance to the long characteristic length (e.g., 100 nanometers). The basis of the multiscale analysis that we develop is that the wavefunction depends on r both directly and, through R , indirectly.
Although we pursue this two-scale approach in the present study, our methodology applies to cases with a range of intermediate scales, e.g., involving the dependence of the wavefunction on a set of scaled positions
is a space-scaling exponent.
However, since the two-scale approach was successful in establishing and implementing an efficient and accurate algorithm for simulating supramillion atom classical nanosystems (e.g., nonenveloped viruses and RNA) [18] [19] , in the present study we consider it for quantum nanosystems.
The two-scale approach presented here for low-lying excitations in fermion systems has analogies to methods used in porous media. In the latter case, equations of fluid flow on the pore scale are shown, after coarse-graining, to lead to Darcy flow, i.e., overall flow driven by a coarse-grained pressure gradient 21 . Such results follow from an expansion in the ratio of the pore size to the characteristic length of the overall pressure gradient or of large scale nonuniformities in the system. In more close analogy to the present problem, a two-scale approach shows that Darcy flow on one scale yields, upon coarse-graining, to Darcy flow on a larger scale but with modified permeability 22 . These findings have analogy in the present problem wherein coarse-graining of the wave equation for the fermion N system leads to a CGWE with modified masses, interactions, and other characteristics.
The present study also explores the hypothesis that since the CGWE describes the interaction of each particle along a trajectory spanning many average nearest-neighbor distances, the CGWE yields solutions that, to good approximation, are factorizable, i.e., have mean-field character. This is distinct from a traditional mean-field theory. The latter follows 6 from assuming a Slater determinant of single-particle functions and deriving equations for them via the variational principle using the original Hamiltonian. The present approach, however, accounts for particles with modified masses interacting with modified forces where equations are derived via the variational principle using the coarse-grained Hamiltonian.
The present theory is cast in a fully dynamical framework. Thus, stationary states corresponding to low-lying excitations and responses to time-dependent external fields can be studied. For example, the dynamical response to an applied electrical or magnetic field can be simulated in a study of graphene or nanowires of superconducting materials.
The multiscale approach starts with the identification of a set of order parameters  characterizing nanoscale system features. These parameters (e.g., mass density disturbances) characterize the coherent behavior of many particles simultaneously or the long-range migration of single particles. As such, they evolve slowly in time and underlie the timescale separation that enables a multiscale analysis. In particular, the wave equation and the order parameters imply the existence of a timescale ratio  , e.g., the typical time of single particle collisions to that of collective oscillations or long length-scale migration. A key step in the multiscale analysis is to relate  to the length-scale ratio  to provide a unified perturbation parameter, taken to be  here. The theory proceeds via a perturbation analysis in  to capture the interplay of processes across scales in space and time (Fig.1) . To lowest order in  , the solution to the wave equation takes the form of an antisymmetrized sum of terms like . In the present study we consider a distinct "universality class", i.e., for 2   .
In this paper, a multiscale framework for strongly-interacting fermion nanosystems is set forth (Sect II) and a CGWE is derived (Sect III). The multiscale mean-field approximation for bosonic excitations is investigated in Sect IV, various families of excitations are discussed in Sect V, a crude estimate of the effective mass factors in the CGWE is given and discussed in Sect VI, and a multiscale computational algorithm is suggested in Sect VII. Conclusions are drawn in Sect VIII.
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II The Multiscale Framework
Consider a system of N identical fermions such as the electrons in a quantum dot or superconducting nanoparticle. Such systems display structure on at least two length-scales, e.g., the average nearest-neighbor distance and the overall size of the assembly. The objective of the following development is to transform the Schrӧ dinger equation into a form that reveals the multiple scale character of the wavefunction. First, let the system be described by The wavefunction for a nanosystem has multiple possible dependencies on r and t . To express the multiscale complexity, we introduce an "unfolded wavefunction"  via 
affects the structure of scaling limit laws. Starting with a physical rational for the splitting and a specification of the type of phenomenon to be studied, our objective is to provide a rational for the scaling of space and time and thus the resulting CGWE.
Consider a two-body potential
The first term has short-scale character, i.e., approaches zero as r  faster than
  vr.
However, the second term is well-behaved as 0 r  assuming by construction that 1 G  decays to zero as 0 r  faster than   vr . By choice of the range over which G decays, the second term can be considered a perturbation, i.e., contributes to 1 V  rather than to 0 V . For
Coulomb systems such as electrons in a metal or semi-conductor, there is an additional reason why the     1 v r G r    term can be considered a perturbation. As the distance between two electrons exceeds a few lattice spacing, the total potential (electron-electron plus electron-ion core) acts to screen the interaction; thus, each electron can be considered to be near an oppositely charged ion core so that     1 v r G r    summed over the electrons and its neighboring ion core is a screened interaction.
In the present splitting ansatz, 0 V is independent of the set R of long-scale variables.
Thus, the eigenstates of 0 H , the   
III Emergence of the Coarse-Grained Wave Equation (CGWE)
With the potential splitting and the scaling introduced in Sect II, we now use a two-scale approach to derive a CGWE for a system of N identical fermions. To capture the long-scale dynamics, we introduce a set of additional variables
where Rr   and r is the position of the th particle. The -dependence r tracks variations on the scale of the average nearest-neighbor spacing and hence individual particle-particle interactions, and thereby the exclusion principle which dominates short-scale dynamics. On the other hand, the -dependence R reflects variations in  due to long-range correlation or migration across the -particle N assembly. Note that R is not a distinct set of dynamical variables; rather,  depends on r both directly and, through R , indirectly. Similarly, we hypothesize that  also The multiscale hypothesis (II.3) and the chain rule imply the unfolded wave equation In the following, we seek excitations that are low lying disturbances from the ground state of 0 H , denoted  (assumed to be unique); however, more general solutions can also be considered. Adopting the convention that the ground state energy is zero (i.e., 0ˆ0
where the factor W is found to be related to the lowest order coarse-grained wavefunction and is determined at higher order of the  development.
To   
where the bra-ket notation 0 is used to represent  .
To further the analysis, we use a theorem analogous to the Gibbs hypothesis stating that 
t S t S t H t t t S t S t
(see Appendix B for further discussion). The  term corresponds to an effective inverse mass that is tensorial in character and is a two-body term (i.e., depends on and ' ). For example, the expectation of the momentum of particle , ir     P , is given by
In this case, the envelope factor contributes a    O term. However, the full contribution of this term must be evaluated using 1  as well.
In developing the multiscale framework, recall that the scaled particle position 
IV Coarse-Grained Mean-field (CGMF) Approximation: Bosonic Excitations
2)
The single-particle function A (assumed real for simplicity here) associated with
Taking the coarse-grained potential CG V to be a sum over two-body terms
This constitutes a nonlinear eigenvalue problem for determining   AR and E . This equation is distinct from that of traditional mean-field theory in that the kinetic energy term has twobody character and is tensorial in nature, the forces are coarse-grained, and the excitations are bosonic and not fermionic.
Single and Multiple Quasi-Boson Excitations
Let   be an operator that symmetrizes any function of R . In the present case, the function to be symmetrized is a product of single particle functions. For example, However, the distinguished particle is surrounded by many background particles, and thus the B -factor satisfies an equation reflecting that the exceptional particle evolves in the fluctuating medium of the majority, the latter described by A . The single-particle excitation factor B obeys an equation involving A which provides the environment for the single-particle motion.
Furthermore, the equation for B is linear. Thus, one may solve the A equation and then use the results to determine B for large N. By analogy, for more complex excitations, one may construct functions involving various numbers of distinct single particle functions.
V Antisymmetry and Families of Excitations
In the previous sections we introduced a scaling relationship between the characteristic distance and the strength of terms in the particle N potential. While the development is found to be consistent, the result is not necessarily unique. This does not imply that there is a missing constraint on the physics. Rather, there may be distinct types of behaviors that are related to a given class of initial states of the system. V . This shows that even for complex entangled excitations W still obeys the same CGWE.
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VI Simple Estimate for Bosonic Excitations
Rough estimates for the factors in the CGWE were made to gain insights into the mathematical development. In particular, the effective mass tensor of III.20 was generated using a decoupled-particle approximation. The 0 V contribution to the many-particle potential is, by construction, short-range. As a simple approximation, we assume that electrons evolving according to 0 V can be taken to occupy single particle-like orbitals localized to a lattice of ion cores. In this picture, the delocalized nature of the electrons will arise solely due to the CGWE and W .
In 
To interpret these results, we transform the particle coordinates such that the effective inverse mass tensor becomes diagonal. Thus, we introduce a set of modified positions 1.713m. In general, it is expected that this value would be sensitive to lattice structure and the type of atoms constituting the metal or semiconductor. Thus, while this result is simply a crude estimate based on the hydrogenic wavefunctions, it illustrates that the coarse-graining induces second order terms in the CGWE which shifts the effective mass higher than the bare one.
VII Implementation as a Multiscale Computational Platform
The conceptual flow of Fig. 1 variational parameters that can be used to account for some correlation in the short scale behavior   i.e., .
VIII Conclusions
Long space-time behaviors of fermion nanosystems (e.g., quantum dots, superconducting nanoparticles, and graphene nanostructures) follow from the interaction of each fermion with many others across multiple scales in space and time. Thus, it is expected that the longer space-time dynamics of fermion nanosystems is inherently of mean-field character. When combined with a multiscale methodology for constructing a CGWE, this implies a coarsegrained mean-field picture of the low-lying excitations of fermion nanosystems. The resulting CGMF approximation suggests an algorithm for the efficient simulation of these low-lying excitations.
The collective, bosonic excitations supported by a many-fermion system are of several types. The simplest excitations, according to the CGMF picture, involve all bosonic excitations in the ground state (i.e., the condensate). If all these bosonic excitations are in the same state, then the excitation energy increases with N . Other excitations wherein the individual bosonic degrees of freedom are in different energy levels can have excitation energy relative to the condensate that is not proportional to N (e.g., IV.10).
Quasi-particle excitations with more fermionic character were also investigated. These correspond to solutions of the multiscale wave equation which, as 0   , are antisymmetrized sums of products of a short-scale core solution  and a long-scale function W . Such particlelike excitations (e.g., quasi-particles in a semiconductor), emerge from an analysis wherein the long-scale variations are entangled with the short-scale ones to capture both the multiscale nature of the wavefuntion and respect the exclusion principle.
To realize the practical implications of the present theory, several advances must be made:
1) Construction of the factors in the CGWE requires an expression, or a very efficient computational algorithm, for constructing  .
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2) Advancing the system in time via the CGWE could be facilitated via a type of path integral approach; this follows from the notion that construction of R -trajectories could proceed in a discretized fashion involving larger time steps (e.g., due to the 2 t rather than the 0 t dependence of the dynamics). Thus, as R progresses along a trajectory, one needs only to compute the CGWE factors in the immediate vicinity of the instantaneous R values. Hence, the entire R dependence of these factors is not required. The flowchart for such a stepwise computation is suggested in Fig.1. 3) A variation approach can be used to construct  . This can be accomplished by (1) making an ansatz on the form of  with a set of variational parameters  , (2) using
Monte Carlo integration to compute the value of the variational energy for given  , and (3) using an efficient minimization algorithm to find the best value of The spectrum of a system like nanoscale rings, disks, and spheres reflects its geometry and the universality class of its long-scale behavior. Consider the CGMF approximation.
Eigenstates of the non-linear mean-field equations satisfy periodic boundary conditions for these systems. In conclusion, the multiscale approach yields insight into the spectra of long space-time excitations of fermion nanosystems. It allows for the simulation of larger systems than can readily be achieved using standard methods such as implemented in Gaussian.
