We present a study detailing the effects of refraction on the analysis and interpretation of line-of-site optical probe characterization techniques within laser-produced plasmas. Results using x-ray laser backlit grid deflectometry and ray-tracing simulations illustrate the extent to which refraction can be a limiting factor in diagnosing high-density, short-scale-length plasmas. Analysis is applied to a recent experiment in which softx-ray interferometry was used to measure the electron density within a fast-evolving Al plasma. Comparisons are drawn between extreme ultraviolet and ultraviolet probe wavelengths.
INTRODUCTION
Optical probing of laser-produced plasmas has been widely employed to yield direct measurements of a number of plasma parameters, such as electron density, 1 electron temperature, 2 and expansion velocity of the critical surface. 3 Valuable insights have been obtained into laser-plasma interactions such as beam channeling, filamentation, 4 and profile steepening resulting from pondermotive forces. 5 These powerful diagnostic techniques provide the empirical data necessary for benchmarking and validating hydrodynamic plasma codes, which in turn further our understanding of the underlying physical processes involved in the experiment.
An important consideration in the analysis of all plasma probing experiments is the extent to which probe beam is deflected, by refraction, during propagation within the plasma medium. Laser-produced plasmas typically have large density gradients over spatially small scale lengths. Under such conditions refraction can have a significant effect on steering the probe beam away from regions of high density. Within the frame under study, deflection may result in the probing of very different plasma conditions than on the original path. Knowledge of the extent and effects of refraction is, therefore, an important consideration when the accuracy of the analyzed data is to be determined. In this paper an experimental and theoretical analysis is presented that quantifies how refraction affects a 14.68-nm Ni-like Pd x-ray laser used to probe an Al plasma with a diffraction-grating interferometer technique. 1, 6 Many other plasma interferometry experiments have used UV wavelength probes, 4, 5 and so in our analysis comparisons are drawn on the effectiveness of using probe wavelengths at 265 nm and at 14.68 nm.
EXPERIMENTAL SETUP
A skewed Mach-Zehnder interferometer, with diffraction gratings as beam splitters, was used to diagnose the twodimensional electron density evolution of an Al plasma. 1, 6 The probe beam used was the 14.68 nm Ni-like Pd x-ray laser output generated with the standard experimental arrangement on the COMET laser facility at the Lawrence Livermore National Laboratory. 7 Recent experiments have characterized this scheme as yielding tens of millijoules of x-ray laser photon energy within a pulse width of a few picoseconds. 7, 8 The picosecond pulse duration mitigates effects of plasma motion blurring and allows effective snapshots of the electron density profile to be taken within 10 m of the target surface. 1 The experimental arrangement is described in Fig. 1 . Upon entering the diffraction grating interferometer, the x-ray laser pulse is incident onto a Au-coated 900-line/mm grating (G1). The blaze angle on the grating is compensated to equalize the intensity within the zeroth order and Ϫ1st order arms (25% each). The two diverging arms are reflected at a 2.6°grazing incidence from 0.3-mlong Au-coated mirrors (L1 and L2) onto the center of a second grating, G2. After G2 the first order of the Ϫ1st input arm (Ϫ1 1 ) and the zeroth order of the zeroth-order input arm (0 0 ) are copropagating, and if the temporal and spatial coherence conditions are met interference fringes will be generated. The x-ray laser is then imaged by a 0.25-m-focal-length spherical mirror (S2) at ϳ5°off normal incidence and routed to a CCD detector at grazing incidence off a long Au-coated mirror, L3.
Plasma probing is achieved by generating a laserproduced plasma along the trajectory of the zeroth-order arm. For this we introduced a third beam from the COMET laser, which could provide up to 3 J of energy in a 600-ps pulse at 1054 nm. A 2-m-focal-length cylindrical lens was inserted into the 40-mm-diameter beam path before incidence onto a 0.3-m-focal-length off-axis paraboloid. This generated a 6 ϫ 0.02-mm 2 line focus on the target plane. This geometry facilitated longitudinal probing of the line focus plasma by the x-ray laser, thereby minimizing uncertainties in the interpretation of the interferograms arising from plasma gradients along the probe path.
To position the output of the target plane in the focal plane of S2, a 12.7-m spacing mesh was placed perpendicular to the target surface and was backlit by the x-ray laser beam. The target was then translated until the mesh, and hence the output plane, was in focus. This enabled the imaging system to be characterized as having a magnification of 9.94ϫ with a pixel-limited resolution of 2.55 m at the target plane. A 1-mm pinhole placed between G2 and S2 (see Fig. 4 below) minimized the collection cone of the imaging system to reduce the signal associated with the plasma x-ray self-emission on the recorded interferograms. The acceptance angle imposed by the pinhole ensured that rays associated with the probe beam refracted more than 3 mrad would not be detected.
RESULTS AND REFRACTION ANALYSIS
In interferometry fringe shifts associated with density gradients make two-dimensional mapping of electron density profiles possible. It is, however, the presence of the electron density gradients that causes refraction and that can limit the accuracy of the electron density measurements. Rays associated with the probe beam that initially propagate parallel to the target surface will tend to be deflected toward regions of lower electron density. Assuming a static plasma profile over the interval of probing, the angle of refraction may be approximated from the paraxial ray equation 9 as
where L is the length of the plasma; z is the distance from the target; n crit (cm
Ϫ3
) is the critical density, given as n crit ϭ 1.1 ϫ 10 21 Ϫ2 , with the probe wavelength in micrometers; and n L is the density scale length, given as
The critical density for the Ni-like Pd x-ray laser at 14.68 nm is 5.2 ϫ 10 24 cm Ϫ3 and for a 265-nm UV probe beam is 1.8 ϫ 10 22 cm Ϫ3 . This represents the ultimate limit on the electron density that these wavelengths can probe. It is clear from relation (1) that refractive effects are minimized for shorter target lengths and for shorterwavelength probes.
For a plasma with an electron density n e , the index of refraction n ref of the plasma is related to n crit by
The index of refraction of the plasma in one arm of an interferometer introduces a fringe shift, N fringe , given by where ␦ is the relative phase change and L is the plasma length. Therefore, when the fringe shifts at the output plane of the plasma are accurately measured, a twodimensional electron density map of the plasma expansion profile can be constructed. A typical interferogram is shown in Fig 2. The fringe frequency in the absence of a plasma, K (radians per meter), gives a measure of the local relative angle, ⌬, of the recombined phase fronts in the two interferometer arms through the relation
The relationship between fringe separation and ⌬ is shown in Fig. 3 for two different probe wavelengths. A small fringe separation is desirable to yield detailed spatial information but in practice this is limited by the achievable resolution of the imaging system. In Fig. 4 a detailed schematic diagram of the recombining section of the interferometer is shown. The first-order and zerothorder arms are, respectively, reflected off the L2 and L1 Au mirrors onto G2. The output angle of the zerothorder arm from G2 is equal to its input angle. The output angle of the first-order arm, , is determined by the grating equation,
where ␤ is the input angle, m is the diffraction order, and d is the lines per millimeter on the grating. Therefore, for a given relative angle between the two orders upon incidence onto G2, the relative combining angle between the two orders, ⌬, is set. This sets the fringe separation according to the relationship in Eq. (5) and Fig. 3 . Experimentally this fringe separation was accurately set by the horizontal rotation of L2 with good agreement with the predicted values. In our experimental setup the unperturbed fringe separation was fixed at 20 m. To ensure that fringe shifts occurred away from the target surface in the presence of the plasma, it was necessary to reduce the value of from the value that gives ⌬ ϭ 0 (null position). Increasing from the null position causes fringe shifts to go toward the target surface in the presence of a plasma.
Introducing refraction into the zeroth-order arm locally modifies the input angle onto G2, which translates into a new local angular offset, ⌬, between the two combining arms. The net result is to locally reduce , which ultimately has the effect of reducing the fringe separation according to the relation given in Eq. (5). It can be seen, for example, in Fig. 3 that if rays were refracted uniformly by 1 mrad the fringe separation would be reduced from 20 m to ϳ10 m. The extent of the fringe separation change is dependent on the initial fringe spacing. In addition, owing to the relatively larger ⌬ required for a 265-nm probe to achieve an initial fringe separation of, say, 20 m (Fig. 3) , it would be expected that UV wavelengths would be more insensitive to this effect.
Refraction may be manifested on the interferograms in other ways. Beams that are refracted will have a different path length than the nonrefracted rays. Hence a larger phase differential will exist when these rays are combined with the first-order arm. This is further complicated by different electron density regions sampled along the new trajectory. Beams refracted completely away from a given region out of the collection angle of the imaging system would result in the loss of fringes with only the signal from the first-order arm remaining. As refraction is most severe closest to the target surface, this ultimately places a limit on how close to that surface the probe beam can diagnose.
For short-scale-length plasma studies refraction may add significant uncertainty to results that attribute fringe shifts solely to phase differentials between the two orders due to the refractive index's dependency on electron density. Therefore in regions where refraction is problematic misestimations of electron density can occur. It is important, therefore, to quantify the extent of refraction within our setup.
GRID DEFLECTOMETRY
To experimentally study the effects of refraction, we placed a 12.7-m spacing Ni mesh in front of the plasma and backlit it with the zero-order arm (Fig. 4) . The x-ray laser (with the shadow of the mesh) traversed the plasma with refraction tending to deflect the image of the mesh away from the target. The image shown in Fig. 5 represents the backlit mesh traversing longitudinally through a 5-mm-long Al plasma under the same irradiance condi- 4 . Refraction away from the target surface has a direct relation to the local relative angle (⌬) of the combining phase fronts of the two arms after G2. The 1-mm pinhole after G2 prevents rays from the probe beam refracted greater than 3 mrad from being accepted by the imaging system. The insertable 12.7-m spacing mesh allows grid deflectometry measurements of the refraction to be measured (see Fig. 5 ).
tions of Fig. 2 . The x-ray laser probed ϩ0.5 ns after the peak of the 600-ps plasma-forming pulse. In the resultant image, the grid (third grid) initially 24.8 m away from the target surface was displaced by 4.5 m. This corresponds to a deflection angle of 0.89 mrad. The grid, which was initially at 13.3 m, was deflected by 11 m. This equates to a deflection angle of 2.2 mrad. The shadow of the first grid from the target surface was masked by the x-ray self-emission from the plasma. Because of the scaling with length, for a 1-mm target, the x-ray laser rays propagating initially 13.3 m away from the target would undergo a ϳ0.44-mrad deflection, with larger refraction angles for rays closer to the target. This was the preferred target length for the experiment. In our setup the angles of refraction map directly onto ⌬ and alter the local fringe separation accordingly (Fig. 3) . Owing to the ϳ 2 dependence of refraction, a ϳ0.44 mrad deflection at 14.68 nm would be equivalent to ϳ125 mrad if a 265 nm probe wavelength were used. Figure 6 shows the on-axis electron density profile measured from the x-ray laser longitudinal probing of a 1-mm-long Al plasma. Irradiance was achieved with a 6 ϫ 0.02 mm 2 line focus with an on-target intensity of 1.25 ϫ 10 12 W/cm 2 . The probe time is 500 ps after the peak of the 600-ps plasma-forming pulse. The calculated electron density from the RADEX 12 plasma physics code and the predicted modification of this electron density profile when observed by interferometry, with refraction effects considered, are also plotted as a function of the initial distance from the target surface. We take refraction into account by ray tracing through the millimeter long plasma while also considering the effect of the changes in the relative angle of the phase front. Results are shown for the 14.68-nm probe wavelength, assuming an initial fringe separation of 20 m and neglecting the effect of rays with refraction angles greater than 3 mrad (to agree with the experimental conditions). The RADEX onedimensional simulations were run under the same intensity conditions as the experiment but with an 80-m line focus to compensate for lateral plasma expansion larger than the initial line focus width. 1 This gave close agreement with the measured on-axis density profile as shown in Fig. 6 . The calculated electron density continues to increase by several orders of magnitude within a few micrometers of the target surface. This results in higher refraction, which prohibits extensive sampling by the x-ray laser probe beam over the millimeter plasma length. The extent of the refraction for the two probe wavelengths is calculated by a ray-tracing postprocessor applied to the calculated RADEX electron density profile. The dominant effect that causes disagreement between the extreme ultraviolet (XUV) diagnosis and the predicted electron density is the local modification by refraction of the angular offset, ⌬, between the two combining arms of the interferometer. Owing to the plasma geometry and the spatial resolution of the imaging system, the x-ray laser probe is predicted to diagnose the plasma to within ϳ13 m of the target surface. The effect of refraction contributes to a Ͻ20% overestimation in electron density for ϳ3 ϫ 10 20 cm Ϫ3 at z ϭ 13 m. The ray-traced trajectories of the UV and XUV probe wavelengths through the plasma are shown in Fig. 7 as a function of distance from the target surface. Refraction effects are predicted to preclude probing of the 265 nm beam within ϳ75 m from the target surface for a 1-mm target length. Even above this limit, interpretation of the interferograms would be complicated by a number of factors. At the output plane between 75-80 m, for example, the integrated signal is a contribution of rays that initially propagated 30-60 m from the target surface. Each of these rays has a different n e L product because of their differing trajectories through the plasma. The overall trend, therefore, would be for an averaged sampled density exceeding that of a ray that was unaffected by refraction and that maintained a distance of 75 m from the target surface during propagation. In addition, all of these rays have different angles associated with their phase fronts. Both of these effects would combine to have a significant contribution in determining the fringe structure in the interferogram. The quality of the fringes would further be compromised by the extensive overlap, at the output plane, of rays that were initially adjacent. In the case where spatial overlap is expected to be significant, grid deflectometry techniques would not be useful to experimentally diagnose the extent of refraction on the 265 nm beam. In this region the density profile would require to be known a priori to permit us to understand the effect of refraction on the final interferogram.
RAY TRACING
For the density profile under study large deflection angles preclude the UV probe from diagnosing large plasmas (Ͼ50 m). For this reason the use of UV probes in the diagnostics of high-density plasmas is mostly limited to spot-focus plasmas of small dimensions. However, in this case Abel inversion techniques, which depend on the absolute symmetry of the plasma, must be used to extract the density profile. In addition, there is strong wavelength dependence on free-free absorption ͓ ϰ 3 ͓1 Ϫ exp(Ϫhc/kT)͔͔ which is expected to attenuate the UV probe beam in large plasmas.
Both simulations and grid deflectometry measurements provide insight into the plasma gradients and effects that are due to refraction on the interferograms in a rigorous manner. Using these techniques to quantify the extent of refraction allows the resultant effects on the measured density profiles to be removed in a selfconsistent manner. This is possible when refraction does not strongly overlap initially adjacent beam trajectories at the target output plane.
CONCLUSIONS
Refraction effects within dense, short-scale-length plasmas can impose significant deflection on optical probe beams during propagation. In interferometric studies of laser produced plasmas extensive refraction can lead to errors in the electron density measurements. Grid deflectometry and ray tracing can accurately diagnose the extent of refraction, which may be then deconvolved from the measured data. Refraction is highly dependent on the wavelength of the probe beam. We have shown that for probing dense short-scale-length plasmas greater than ϳ50 m in longitudinal dimension it is necessary to probe in the soft-x-ray range. X-ray lasers are well suited to probe large millimeter scale plasmas found in hohlraums. 13 
