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Abstract. We study the stability of low-density parity-check codes under blockwise or bitwise maximum
a posteriori decoding, where transmission takes place over a binary-input memoryless output-symmetric
channel. Our study stems from the consideration of constructing universal capacity-achieving codes under
low-complexity decoding algorithms, where universality refers to the fact that we are considering a family
of channels with equal capacity. Consider, e.g., the right-regular sequence by Shokrollahi and the heavy-tail
Poisson sequence by Luby et al. Both sequences are provably capacity-achieving under belief propagation
decoding when transmission takes place over the binary erasure channel.
In this paper we show that many existing capacity-achieving sequences of low-density parity-check codes
under belief propagation decoding are not universal under belief propagation decoding. We reveal that the
key to showing this non-universality result is determined by the stability of the underlying codes. More
concretely, for an ordered and complete channel family and a sequence of low-density parity-check code
ensembles, we determine a stability threshold associated with them, which further gives rise to a sufficient
condition such that the sequence is not universal under belief propagation decoding. Furthermore, we show
that the same stability threshold applies to blockwise or bitwise maximum a posteriori decoding as well.
We then present how stability can determine an upper bound on the corresponding blockwise or bitwise
maximum a posteriori threshold, revealing the operational significance of the stability threshold.
1. Introduction
1.1. Motivation. Gallager introduced low-density parity-check (LDPC) codes in the 1960s [1, 2]. However,
due to the limitation of computational resources during that era, they were regrettably forgotten until the
invention of Turbo codes [3] and the rediscovery works by Mackay and Neal [4] as well as Luby et al. [5].
Since then, systematic developments of LDPC codes have been carried out by Luby et al. [6, 7] as well as
Richardson and Urbanke [8, 9]. Their capacity-approaching performances and low-complexity encoding and
decoding algorithms have made LDPC codes of great practical interest and have become standardized in
many communication protocols.
In their seminal paper [5], Luby et al. constructed the heavy-tail Poisson sequence (or its commercialized
version, the Tornado sequence), and this sequence is well-known to achieve capacity for the binary erasure
channel (BEC) under belief propagation (BP) decoding. Around the same time, Shokrollahi constructed the
right-regular sequence [10] and showed that this sequence is also capacity-achieving for the BEC under BP
decoding. While it is relatively simple to show that these sequences are capacity-achieving for the BEC, it is
not clear whether the same sequence can achieve the identical capacity for other important communication
channels, e.g., the binary symmetric channel (BSC) and the binary additive white-Gaussian noise channel
(BAWGNC), under BP decoding or even maximum a posteriori (MAP) decoding. Perhaps the only codes
known to date under the framework of LDPC codes that are provably capacity-achieving under BP decoding
over the whole family of binary-input memoryless output-symmetric (BMS) channels with equal capacity are
the sequence of spatially-coupled regular LDPC codes [11]. This is possible because the sequence of uncoupled
regular LDPC codes achieves capacity under MAP decoding. Basically, by increasing the “density” of the
underlying parity-check matrices, the weight distributions of these regular LDPC codes behave more and
more like completely random parity-check codes which are known to universally achieve capacity under MAP
decoding. Consequently by the recent spatial coupling technique [12], one can universally achieve capacity
under BP decoding. Other important contributions towards the design of such universal sequences of LDPC
codes under BP decoding have been made in [13], where the authors derived a lower bound on the universally
achievable fraction of capacity under BP decoding, and linear programming techniques were employed in
order to numerically find “good” degree distribution pairs. Moreover, it was shown in this paper that suitably
chosen regular LDPC codes can achieve capacity under maximum likelihood (ML) decoding.
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1.2. Main Results and Outline. The main results and outline of this paper are summarized as follows.
– Universality. We investigate the universality of LDPC codes under BP decoding. We show that many
existing capacity-achieving sequences of LDPC codes designed for the BEC under BP decoding cannot
achieve the same capacity for a broad family of BMS channels. The study of universality is carried out
in Sections 2 and 3. More precisely, in Section 2.1 we investigate the heavy-tail Poisson sequence and
the right-regular sequence and show a common characteristic shared between the two sequences. Such a
characteristic is related to the fraction of degree-two variable nodes in the Tanner graph representation
of the underlying code. Then in Section 2.2 we determine bounds on the fraction of degree-two variable
nodes for both sequences. Subsequently, in Section 3.1 we determine a sufficient condition under which a
capacity-achieving sequence for the BEC under BP decoding is not universal. In Section 3.2 we show that
the heavy-tail Poisson sequence satisfies this condition, and thus is not universally capacity-achieving
under BP decoding. Section 3.3 discusses the right-regular sequence and shows non-rigorously that the
same conclusion also holds. Since these two sequences and many other capacity-achieving sequences are
designed through the same principle, one can conclude that using such sequences cannot achieve the
same capacity for other BMS channels under BP decoding.
– Stability. We determine the stability threshold of LDPC codes under either blockwise or bitwise MAP
decoding, when transmission takes place over a BMS channel. We present how stability can determine
an upper bound on the corresponding blockwise or bitwise MAP threshold. The study of stability is
carried out in Section 4. More precisely, in Section 4.1 we present an exploration process that reveals a
particular type of neighboring structure around a generic variable node of degree two belonging to the
underlying Tanner graph. Subsequently Section 4.2 shows that, when the channel entropy is above the
stability threshold, how this exploration process allows us to determine a global structure of the Tanner
graph such that the channel realizations along this graphical structure satisfy a particular condition. As
a consequence, Section 4.3 shows that the stability threshold is an upper bound on the corresponding
blockwise MAP threshold. Furthermore, in Section 4.4 we show how stability determines an upper bound
on the corresponding bitwise MAP threshold.
1.3. Preliminaries. In this section we give the preliminaries on the code and channel models and the reader
is referred to [14] for an exposition of more details. We start by giving some useful notation and conventions
which will be used throughout this paper.
We denote by R and Z the set of real numbers and integers, respectively. The set of natural numbers is
denoted by N := {i ∈ Z|i > 1}. We use the shorthand notation [n] := {i ∈ N | i 6 n} = {1, 2, . . . , n} for
n ∈ N. For a scalar x ∈ [0, 1], very often we write x¯ as a shorthand for 1 − x. In general we distinguish
scalars from vectors; e.g., we write x as a scalar and x as a vector. For x ∈ Rn, we write xi as the i-th
element of x. Let e := limn→∞(1 + 1/n)n be Euler’s constant. The natural exponential function is defined
by x 7→ exp(x) := ex. Its inverse function is the natural logarithmic function x 7→ ln(x). We also adopt the
Landau notation O(f(x)), Θ(f(x)) and Ω(f(x)) for a real-valued function f .
1.3.1. Degree Distributions. We first review the degree distributions associated with an ensemble of LDPC
block codes. The number of variable nodes is denoted by n ∈ N, among which the number of variable nodes
of degree i is denoted by Λi,n, where 2 6 i 6 l for some l ∈ N. We refer to l as the maximum degree of
variable nodes. The number of check nodes is denoted by m ∈ N, among which the number of check nodes of
degree i is denoted by Pi,m, where 2 6 i 6 r for some r ∈ N. We refer to r as the maximum degree of check
nodes. When
∑l
i=2 iΛi,n =
∑r
i=2 iPi,m, we call n the blocklength, write Pi,m as Pi,n, and call rn = 1−m/n
the rate.
Let Li,n = Λi,n/n be the fraction of variable nodes of degree i. Then the variable degree distribution from a
node perspective, Ln, is defined via the generating function Ln(x) =
∑l
i=2 Li,nx
i. Let Ri,n = Pi,n/(n(1−rn))
be the fraction of check nodes of degree i. Then the check degree distribution from a node perspective, Rn, is
defined via the generating function Rn(x) =
∑r
i=2Ri,nx
i. The rate rn can be expressed as 1−L′n(1)/R′n(1).
Given degree distributions Ln and Rn, the standard approach to construct the underlying Tanner graph
G is the following. We regard each variable or check node of degree i as consisting of i half-edges and
each half-edge has one socket. Label the half-edges belonging to variable nodes with the set of integers
{1, . . . , nL′n(1)} in an arbitrary way and do the same for half-edges belonging to check nodes. Let Π be
a uniform permutation on this set of integers, and connect the i-th half-edge on the variable node side to
the Π(i)-th half-edge on the check node side. This is referred to as the configuration model in the random
STABILITY OF LOW-DENSITY PARITY-CHECK CODES 3
graphs literature; see, e.g., [15] for an exposition and Figure 1 for an illustration. Very often in the sequel
we assume that the maximum degrees l and r are fixed and do not depend on n. We write Ln −→D L to
indicate that for every i, Li,n converges to a limit Li as n tends to ∞. Let L(x) =
∑l
i=2 Lix
i. We refer
to L as the variable design degree distribution from a node perspective, and call lavg = L′(1) the average
variable-node degree. Similarly, we write Rn −→D R to indicate that for every i, Ri,n converges to a limit
Ri as n tends to ∞. Let R(x) =
∑r
i=2Rix
i. We refer to R as the check design degree distribution from
a node perspective, and call ravg = R′(1) the average check-node degree. The design rate r is defined as
r = 1− lavg/ravg. We also refer to (L,R) as a design degree distribution pair from a node perspective.
Π
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
Figure 1. Illustration of the configuration of half-edges via Π.
Given a degree distribution Ln, we can construct the degree distribution λn from an edge perspective as
follows. For every i, let λi,n = iLi,n/L′n(1). Then the variable degree distribution from an edge perspective
is defined via the generating function λn(x) =
∑l
i=2 λi,nx
i−1. Similarly, for a degree distribution Rn,
we can construct the degree distribution ρn from an edge perspective as follows. For every i, we define
ρi,n = iRi,n/R
′
n(1). Then the check degree distribution from an edge perspective is defined via the generating
function ρn(x) =
∑r
i=2 ρi,nx
i−1. Moreover, we denote by LDPC(λn, ρn) or LDPC(Ln, Rn) the ensemble of
all Tanner graphs that are constructed according to the configuration model, and we use G to indicate either
a generic element from the ensemble or a random element endowed with a uniform distribution over the
ensemble.
For fixed l and r, λn −→D λ if and only if Ln −→D L, where λi = iLi/L′(1). We refer to λ as the
variable design degree distribution from an edge perspective, and write λ(x) =
∑l
i=2 λix
i−1. Similarly,
ρn −→D ρ if and only if Rn −→D R, where ρi = iRi/R′(1). We refer to ρ as the check design degree
distribution from an edge perspective. We also refer to (λ, ρ) as a design degree distribution pair from an
edge perspective. Furthermore, we use the subscript “(N)” to denote a sequence of design degree distribution
pairs {(λ(N), ρ(N))} indexed by N ∈ N.
1.3.2. BMS Channel Family. We consider transmission over BMS channels, and denote by p(y|x) the channel
transition probability characterizing the BMS channel, where x ∈ X = {−1, 1} and y ∈ Y ⊆ R. An
alternative description is through the L-distribution which is the distribution of the log-likelihood ratio
L = l(Y ) = ln
(
p(Y |1)/p(Y |−1)), (1)
conditioned on X = 1. The associated L-density is denoted by c.
For an L-density c, the entropy, Bhattacharyya, and error probability functionals are denoted by H(c),
B(c), and E(c), respectively, and they are given by
H(c) =
∫ ∞
−∞
c(y) log2(1 + e
−y)dy; B(c) =
∫ ∞
−∞
c(y)e−y/2dy; E(c) =
1
2
∫ ∞
−∞
c(y)e−(|y/2|+y/2)dy.
Example 1.1. Let  ∈ [0, 1] and let p ∈ [0, 1/2]. The L-densities for BEC() and BSC(p) are denoted by
c(y) = ∆0(y) + ¯∆∞(y) and cp(y) = p∆ln(p/p¯)(y) + p¯∆ln(p¯/p)(y),
respectively, where ¯ = 1 −  and p¯ = 1 − p, and ∆z is the distributional derivative of the Heaviside step
function Hz defined by Hz(x) = I[z,∞](x). Furthermore,  is referred to as the erasure parameter and p is
referred to as the flipping parameter. The L-density for BAWGNC(σ) is
cσ(y) =
√
σ2/(8pi)e−(y−2/σ
2)2σ2/8.
This is a Gaussian density with mean 2/σ2 and variance 4/σ2. N
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Example 1.2. The entropy, Bhattacharyya and error probability functionals at c for the BEC() are given
by H(c) = , B(c) =  and E(c) = /2, respectively. These functionals evaluated at cp for the BSC(p) are
respectively given by H(cp) = h2(p), B(c) = 2
√
p(1− p) and E(cp) = p. N
Very often in the sequel, instead of considering a single BMS channel, we will consider a family of BMS
channels. Under the L-distribution representation, we denote the family by {cσ}σ∈I , where σ is a scalar
parameter that characterizes the family and I is the index set. The channel family {cσ}σ∈I is said to be
complete if I = [σ, σ], H(cσ) = 0 and H(cσ) = 1, and for every h ∈ [0, 1], there exists a σ ∈ I such that
H(cσ) = h.
Frequently we need certain relationships between members in a channel family. A particularly important
notion is degradation and we typically consider channel families that can be partially ordered by degradation.
The notation “^” is used to indicate the relationship imposed by degradation. Specifically, c^ c′ indicates
that the BMS channel characterized by c is degraded with respect to the BMS channel characterized by c′.
Under the |D|-distribution representation [14], the claim that c with |D|-distribution |C| is degraded with
respect to c′ with |D|-distribution |C′| is equivalent to∫ 1
z
|C|(x)dx >
∫ 1
z
|C′|(x)dx,
for all z ∈ [0, 1]. A family of BMS channels {cσ}σσ is said to be ordered by degradation if σ > σ′ implies
cσ ^ cσ′ .
1.3.3. BP Decoding and MAP Decoding. The generic transmission of information using an ensemble of LDPC
block codes is the following. Given a degree distribution pair (λn, ρn), let G be the Tanner graph chosen
uniformly at random from the LDPC(λn, ρn) ensemble. Then a codeword X = X(G) is chosen uniformly at
random and is transmitted through a BMS channel with transition pY |X . Denote by Y the channel output
and let L be the log-likelihood ratio, i.e., Li = l(Y i) for all i ∈ [n].
Let PBPb (G, c, `, x) be the fraction of bits that are decoded incorrectly after ` iterations of BP decoding,
conditioned on X = x. Then it holds that PBPb (G, c, `, x) = P
BP
b (G, c, `) for all x ∈ C(G). We further denote
by ELDPC(λn,ρn)[PBPb (G, c, `)] the average probability of bit error, where the randomness is averaged over the
LDPC(λn, ρn) ensemble. Then for fixed ` > 1,
lim
n→∞ELDPC(λn,ρn)[P
BP
b (G, c, `)] = c L(ρ(x`−1)), (2)
where ρ(x) := ∑ri=2 ρix(i−1) and L(x) := ∑li=2 Lixi. Here  is referred to as variable-node convolution
and  is referred to as check-node convolution. The sequence of L-densities {x`}`>0 in (2) is defined by the
recursion
x` = T(x`−1) := c λ(ρ(x`−1)), (3)
where x0 = c and λ(x) := ∑li=2 λix(i−1). We refer to (3) as the density evolution (DE) recursion associated
with c and (λ, ρ), and we call T the corresponding density evolution operator.
For an ordered and complete family of BMS channels {ch} indexed by entropy h and a design degree
distribution pair (λ, ρ), let {x`(h)} be the sequence of L-densities corresponding to the density evolution
operator associated with ch and (λ, ρ). Then the BP threshold of {ch} and (λ, ρ) is defined as
hBP({ch}, λ, ρ) = sup
{
h
∣∣∣ lim
`→∞
E
(
x`(ch)
)
= 0
}
.
Finally we consider MAP decoding under the same setting. Let PMLB (ch, λn, ρn) = ELDPC(λn,ρn)[PMLB (G, h)]
be the average probability of block error under blockwise MAP decoding. The blockwise MAP threshold of
{ch} and (λ, ρ) is defined as
hML({ch}, λ, ρ) = sup
{
h
∣∣∣ lim
n→∞P
ML
B (ch, λn, ρn) = 0
}
. (4)
Further let PMAPb (ch, λn, ρn) = ELDPC(λn,ρn)[PMAPb (G, h)] be the average probability of bit error under bitwise
MAP decoding. The bitwise MAP threshold of {ch} and (λ, ρ) is defined as
hMAP({ch}, λ, ρ) = sup
{
h
∣∣∣ lim
n→∞P
MAP
b (ch, λn, ρn) = 0
}
. (5)
This concludes Section 1.3 on the preliminaries that we are going to use subsequently.
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2. Capacity-Achieving Sequences
Capacity-achieving sequences do exist at least for transmission over the BEC, and up to now there are
many explicit constructions in the literature and are provably capacity-achieving for transmission over the
BEC. Two well-known such sequences, among others, are the heavy-tail Poisson (or Tornado) sequence [5],
and the right-regular (or check-concentrated) sequence [10]. Both sequences are provably capacity-achieving
for the BEC with vanishing probability of bit error under BP decoding.
2.1. Two Prototype Examples.
Example 2.1. For  ∈ (0, 1), consider transmission on BEC(). The heavy-tail Poisson sequence {(λ(N), ρ(N))}
in [6] satisfies for every integer N > 2 that
λ(N)(x) =
1
HN−1
N−1∑
i=1
xi
i
and ρ(N)(x) = e(x−1)HN−1/, (6)
where HN denotes the N -th harmonic number. N
We define the function f(N) : [0, 1] → [0, 1] for every N by setting f(N)(x) = λ(N)(1 − ρ(N)(1 − x)).
Figure 2 shows the characteristic behaviors of {f(N)} and {f ′(N)} for the case  = 0.5.
0 0.5 1
0
0.5
1
23
25
27
29
211
215
219
0 0.5 1
0
0.5
1
23
25
27
29
211
215
219
Figure 2. {f(N)} and {f ′(N)} for the heavy-tail Poisson sequence.
As we can observe from the left subfigure of Figure 2, the sequence of functions {f(N)} approaches the
“limiting” function x 7→ xI∈[0,)(x) + I∈[,1](x). As a consequence, the corresponding sequence of first-order
derivatives changes “quickly” from 1 to 0 at the point x = , as shown in the right subfigure of Figure 2. The
following Lemma 2.2 reveals that the sequence of first-order derivatives at x =  converges to a limit, and
the proof of this lemma is given in Appendix A.1.
Lemma 2.2. Given  ∈ (0, 1), let the heavy-tail Poisson sequence {(λ(N), ρ(N))} be specified according to
(6). Then the sequence of first-order derivatives {f ′(N)} on [0, 1] satisfies
lim
N→∞
f ′(N)(x) = I[0,)(x) + (1− e−e
−γ
)I{}(x), (7)
where γ denotes the Euler-Mascheroni constant.
Let us notice that, since γ ≈ 0.57722, we can get 1− e−e−γ ≈ 0.42962. This is also illustrated in the right
subfigure of Figure 2. As we shall see in later Sections 3 and 4, a critical quantity for our purpose is the
first-order derivative evaluated at x = 0. In the case of the heavy-tail Poisson sequence, we can obtain for
every N > 2 that λ′(N)(0) = 1/HN−1 and ρ′(N)(1) = HN−1/ so that f ′(N)(0) = 1.
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Example 2.3. Consider transmission over BEC(). The right-regular sequence {(λ(N), ρ(N))} in [10] satisfies
for every integer N > 2 that
λ(N)(x) =
N−1∑
i=1
(
α
i
)
(−1)i−1
1− Nα
(
α
N
)
(−1)N−1x
i and ρ(N)(x) = x1/α, (8)
where with ¯ = 1− ,
α = α(,N) :=
ln(1/¯)
ln(N)
and
(
α
i
)
:=
∏i−1
j=0(α− j)
i!
, (9)
which is defined for every integer i > 1. N
If we specify the function f(N) = λ(N)(1 − ρ(N)(1 − x)) according to the right-regular sequence in (8),
then one can observe a similar behavior of {f(N)} as the heavy-tail Poisson sequence, i.e., the sequence of
functions {f(N)} approaches x 7→ xI∈[0,)(x) + I∈[,1](x). Furthermore, we have the following lemma on the
sequence of first-order derivatives at x = 0, the proof of which is given in Appendix A.1.
Lemma 2.4. The right-regular sequence specified according to (8) satisfies
lim
N→∞
f ′(N)(0) = lim
N→∞
λ′(N)(0)ρ
′
(N)(1) = 1. (10)
2.2. Fraction of Degree-Two Variable Nodes. An important quantity showing up in (10) is λ(N)2 , the
fraction of degree-two variable nodes from an edge perspective, which is also equal to λ′(N)(0).
N right-regular λ′(N)(0) Poisson λ
′
(N)(0)
27 0.2609 0.1843
29 0.2073 0.1467
211 0.1719 0.1219
215 0.1280 0.0911
219 0.1019 0.0727
Table 1. The fraction λ′(N)(0) for the right-regular and heavy-tail Poisson sequence.
Table 1 records this quantity for several design pairs (λ(N), ρ(N)) from the right-regular and heavy-tail
Poisson sequence, where  = 0.5. As we can see from Table 1, the fractions of degree-two variable nodes
from an edge perspective are decreasing for both sequences. In fact, it is not hard to show that the limit in
both cases is 0 as N tends to ∞. On the other hand, the fraction of degree-two variable nodes from a node
perspective remains large, as the next lemma illustrates.
Lemma 2.5. Consider the heavy-tail Poisson sequence in (6) and denote by {L(N)2 } the associated fractions
of degree-two variable nodes from a node perspective. Then for all  ∈ (0, 1), it holds that
lim
N→∞
L
(N)
2 =
1
2
. (11)
Consider the right-regular sequence in (8) and denote by {L(N)2 } the fractions of degree-two variable nodes
from a node perspective. Then
1
ln(9e4/3/4)
6 lim inf
N→∞
L
(N)
2 6 lim sup
N→∞
L
(N)
2 6
1
ln(9e/4)
, (12)
which holds for all  ∈ (0, 1).
Notice that 1/ ln(9e4/3/4) ≈ 0.4664 and 1/ ln(9e/4) ≈ 0.5522. Thus both sequences contain asymptotically
a large fraction of degree-two variable nodes and these bounds hold uniformly for all  ∈ (0, 1); see Table 2
for an illustration of the fractions of degree-two variable nodes from a node perspective for the right-regular
sequence. The proof of Lemma 2.5 is given in Appendix A.2.
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N right-regular L(N)2 (0.3) right-regular L
(N)
2 (0.5) right-regular L
(N)
2 (0.7)
27 0.5396 0.5735 0.6253
29 0.5293 0.5561 0.5968
211 0.5236 0.5456 0.5790
215 0.5172 0.5333 0.5579
219 0.5135 0.5263 0.5457
Table 2. The fractions L(N)2 () for the right-regular sequence with  ∈ {0.3, 0.5, 0.7}.
3. Universality under BP Decoding
Designing capacity-achieving codes under low-complexity encoding and decoding algorithms for different
types of channels is of great practical importance, since in reality we are often faced with different physical
constraints where different channel models are needed. Furthermore, from the viewpoint of complexity and
performance tradeoff, we need degrees of freedom on the structure of the codes and it is preferable to have a
design principle in order to systematically construct such codes. Since designing capacity-achieving sequences
for the BEC under BP decoding is relatively tractable due the low-dimensionality of the density evolution
recursion for the BEC, perhaps the simplest nontrivial solution of constructing universally capacity-achieving
sequences under BP decoding is to directly employ these existing ones systematically designed for the BEC
under BP decoding. This approach also represents the starting point of the investigation of this section.
However, communication channels often exhibit extremal properties in one way or another. An important
case for our purpose is the family of BMS channels having the same capacity. Consider, e.g., transmission
over the BEC() or the BSC(p) such that  = H(c) = H(cp) = h2(p). We claim that B(c) < B(cp) and
this can be seen as follows. Let h−12 : [0, 1/2]→ [0, 1] denote the inverse of the binary entropy function, and
define b : [0, 1] → [0, 1] by setting b(x) = 2√x(1− x). With  = h2(p), we can write B(cp) = b(h−12 ()).
The function x 7→ b(h−12 (x)) is strictly ∩-convex on (0, 1), and this can be verified by showing the function
x 7→ h2(b−1(x)) is strictly ∪-convex on (0, 1), where b−1 : [0, 1]→ [0, 1/2] is the inverse of b.
Lemma 3.1. Consider the BEC with L-density c and the BSC with L-density cp. Let  ∈ (0, 1) and
p ∈ (0, 1/2) be such that H(c) = H(cp), i.e.,  = h2(p). Then it holds that B(c) < B(cp).
We recall from Section 2.1 that one common characteristic of the heavy-tail Poisson and the right-regular
sequence designed for the BEC() is that they both satisfy the condition in (10). Consider now transmission
over the BSC with capacity 1 − . For the BEC having the same capacity, we have H(c) = B(c) = .
By Lemma 3.1 we know that B(cp) > . Consequently for any sequence of design degree distribution pairs
{(λ(N), ρ(N))}N∈N and for the BSC(p), the condition in (10) implies that
lim
N→∞
B(cp)λ
′
(N)(0)ρ
′
(N)(1) > 1. (13)
As we shall see in Section 3.1, under further conditions on {(λ(N), ρ(N))}, the strict inequality in (13) is
sufficient to make the probability of bit error under BP decoding be bounded away from 0. We then use
the result in Section 3.1 to show why the heavy-tail Poisson sequence and the right-regular sequence are not
universal under BP decoding; these are done in Sections 3.2 and 3.3, respectively. We give the proofs of
lemmas and theorems of this section in Appendix B.
3.1. Generic Statement. We first recall that for a single design degree distribution pair (λ, ρ) and an
L-density c, we have ∆∞ = T(∆∞), where T = T(c, λ, ρ) denotes the associated density evolution operator.
We say that ∆∞ is a fixed point of T. Then a “linearization” of T around the fixed point ∆∞ determines the
stability under BP decoding. More precisely, if the condition B(c)λ′(0)ρ′(1) > 1 holds, then there exists a
strictly positive constant ξ = ξ(c, λ, ρ) such that lim inf`→∞ E(x(`)) > ξ for all x(0) 6= ∆∞; see [14] for more
details.
However, when we consider a sequence of design degree distribution pairs, it is not clear a priori whether
or not the stability of the fixed point ∆∞ is still determined by first-order approximation. Furthermore, the
aforementioned lower bound on error probability ξ implicitly depends on the sequence of degree distribution
pairs, so that when we consider a sequence of degree distribution pairs, it is not clear a priori the sequence
of lower bounds is still bounded away from 0.
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The main result of this section is that we determine sufficient conditions on any sequence {(λ(N), ρ(N))}
of degree distribution pairs such that the stability of the fixed point ∆∞ is still characterized by first-order
approximation. To verify this, for a sequence {(λ(N), ρ(N))}N∈N and a BMS channel with L-density c, we
let T(N) be the density evolution operator associated with the N -th pair (λ(N), ρ(N)) and c. For ` > 1 and
with xN (0) an L-density, we recursively define
xN (`) = T(N)
(
xN (`− 1)
)
.
Then we define a sequence of functions {g(N)} such that for each N , let g(N) : [0, 1]→ [0, 1] be defined as
g(N)(x) = λ(N)
(
1− ρ(N)(1− x)
)
.
Furthermore, for each N ∈ N, we let
µN := g
′
(N)(0) = λ
′
(N)(0)ρ
′
(N)(1).
The main result of this section is the following theorem, the proof of which is given in Appendix B.1.
Theorem 3.2. Let {(λ(N), ρ(N))} be a sequence of design degree distribution pairs such that the limit
limN→∞ µN =: µ∞ exists. Moreover, there exist a constant κ ∈ (0, 1) and an M = M(κ) ∈ (0,∞) such that
the sequence of second-order derivatives of {g(N)} satisfies∣∣g′′(N)(x)∣∣ 6M, (14)
for every x ∈ [0, κ] and N > 2. Consider transmission over a BMS channel with L-density c and let {T(N)}
be the sequence of density evolution operators associated with c and {(λ(N), ρ(N))}. If
lim
N→∞
B(c)µN > 1,
then there exist a constant ξ = ξ(c, µ∞) > 0 and an N∞ = N∞(ξ) ∈ N so that for all N > N∞, it holds that
lim inf
`→∞
E
(
xN (`)
)
> ξ,
where xN (0) is arbitrary and satisfies E(xN (0)) ∈ (0, ξ].
3.2. Heavy-Tail Poisson Sequence. We start by recalling that, for transmission on BEC(), the function
f(N) on [0, 1] characterizing density evolution for (λ(N), ρ(N)) is f(N)(x) = λ(N)(1 − ρ(N)(1 − x)). In the
case of the heavy-tail Poisson sequence, it simplifies to
f(N)(x) =

HN−1
N−1∑
i=1
1
i
(1− e−αx)i. (15)
For  ∈ (0, 1), we have µN = 1/ ∈ R for all N ∈ N so that µ∞ ∈ R as well. The extra and technical
condition that Theorem 3.2 imposes is that the sequence of second-order derivatives of {f(N)} needs to be
uniformly equibounded on some interval [0, κ] ⊆ [0, ) with 0 < κ < . In the sequel we verify that this
condition holds for the heavy-tail Poisson sequence. More precisely, the following Lemma 3.3 characterizes
the behavior of the sequence {f ′′(N)}. The proof of this lemma is given in Appendix B.2.
Lemma 3.3. Given  ∈ (0, 1), let the heavy-tail Poisson sequence {(λ(N), ρ(N))} be specified in (6). Then
lim sup
N→∞
f ′′(N)() = −∞. (16)
On the other hand, let κ ∈ [0, ) be arbitrary and fixed. Then for every N > 3 and x ∈ [0, κ], it holds that∣∣f ′′(N)(x)∣∣ 6 2e2 N ln(N) exp (− e−(γ+1/2)κ/N1−κ/), (17)
i.e., the sequence of second-order derivatives of {f(N)} converges uniformly to 0 on every closed interval in
[0, ). Therefore for every κ ∈ [0, ), there exists an M = M(, κ) ∈ (0,∞) such that for every N > 2 and
every x ∈ [0, κ], it holds that |f ′′(N)(x)| 6M .
Corollary 3.4. Consider the heavy-tail Poisson sequence {(λ(N), ρ(N))} which is designed for the BEC()
according to (6). Then under BP decoding, it does not achieve capacity for any BMS channel with L-density
c such that B(c) > .
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Figure 3 shows the sequence of second-order derivatives of {f(N)} in (15) for the cases  ∈ {0.3, 0.5, 0.7}.
As we can see, such curves are close to 0 when x is bounded away from , while when x is close to , the
sequence of such curves takes negative and decreasing values.
0 0.5 1
−20
0
20
27
29
211
215
219
0 0.5 1
−20
0
20
27
29
211
215
219
0 0.5 1
−20
0
20
27
29
211
215
219
Figure 3. {f ′′(N)} of the heavy-tail Poisson sequence for  ∈ {0.3, 0.5, 0.7}.
3.3. Right-Regular Sequence. In this section we discuss universality of the right-regular sequence. Rather
than rigorously proving that this sequence is not universal under BP decoding, we proceed informally and
show by illustrations why the conditions in Theorem 3.2 do hold under the current setting. We recall that
the right-regular sequence {(λ(N), ρ(N))} is specified in Example 2.3. With
f(N)(x) = λ(N)
(
1− (1− x)rN ), (18)
where rN = r(,N) = log1/¯(N) and λ
(N)
i+1 is given in (8), in the following we show that the sequence {f ′′(N)}
of second-order derivatives exhibits a similar behavior as the one for the heavy-tail Poisson sequence. More
precisely, the following Lemma 3.5 characterizes the sequence of second-order derivatives of {f(N)} in (18).
The proof of this lemma is given in Appendix B.3.
Lemma 3.5. Given  ∈ (0, 1), consider the right-regular sequence {(λ(N), ρ(N))} which is specified according
to (8). For every integer N > 3, define functions F 0(N) and F 1(N) over [0, 1] as
F 0(N)(x) = −λ(N)2 (rN − 1); (19)
F 1(N)(x) =
N−1∑
i=2
iλ
(N)
i+1
(
1− (1− x)rN )i−2((irN − 1)(1− x)rN − rN + 1). (20)
Then the second-order derivative of each f(N) in (18) can be expressed as
f ′′(N)(x) = rN (1− x)rN−2
(
F 0(N)(x) + F
1
(N)(x)
)
. (21)
We notice that the second-order derivative of each f(N) at x = 0 is 0. Indeed, by (19) and (20) we have
F 0(N)(0) = −λ(N)2 (rN − 1) and F 1(N)(0) = 2λ(N)3 rN . (22)
Now if we let λ(N)α = 1 − (N/α)
(
α
N
)
(−1)N−1 and use the fact that αrN = 1, then by (8) and (22) we can
obtain
F 0(N)(0) + F
1
(N)(0) =
(− α(rN − 1)− 2α(α− 1)/2rN)/λ(N)α
= (−1 + α+ 1− α)/λ(N)α = 0.
Figure 4 illustrates (21) for the case  = 0.5. As we can observe in Figure 4, when x is below a certain
value, the contribution to “f ′′” from “F 0,” which is shown in the left subfigure of Figure 4, is almost identical
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to the negative of the contribution to “f ′′” from “F 1,” which is shown in the middle subfigure of Figure 4.
Moreover, when x is close to , the only contribution to “f ′′” are those from “F 1.”
0 0.5 1
−20
0
20
27
29
211
215
219
0 0.5 1
−20
0
20
27
29
211
215
219
Figure 4. Illustration of (21) for the right-regular sequence with  = 0.5.
Figure 5 plots the sequence {f ′′(N)} of second-order derivatives in (21) for the cases where  ∈ {0.3, 0.5, 0.7}.
As we can see from Figure 5, these curves are extremely close to 0 when x is bounded away from , which
suggests that in this case the sequence of second-order derivatives is indeed uniformly equibounded on some
closed interval in [0, ), and thus the conditions in Theorem 3.2 applies to the right-regular sequence as well.
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Figure 5. {f ′′(N)} of the right-regular sequence for  ∈ {0.3, 0.5, 0.7}.
We close this section by pointing out that for LDPC codes, one way of designing capacity-achieving
sequences for the BEC is by the matching condition [16]. The first one of this matching condition corresponds
exactly to the equality in (10), and in particular both heavy-tail Poisson sequence and right-regular sequence
satisfy this condition. In fact, it was proved in [16] that any capacity-achieving sequence of LDPC codes
for the BEC under BP decoding necessarily satisfy this condition. We leave it as future work to investigate
the universality of other capacity-achieving sequences under BP decoding such as the one proposed in [17],
which will give us a better understanding of design principles on how to construct universal capacity-achieving
sequences under BP decoding.
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4. Stability under MAP Decoding
For a design degree distribution pair (λ, ρ), the quantity λ′(0)ρ′(1) captures many important characteristics
of the underlying LDPC codes as well as their encoding operations. More precisely, if λ′(0)ρ′(1) > 1, then
such codes are linear-time encodable with high probability [9], while the minimum distance grows sublinearly
with respect to the blocklength; see, e.g., [18] for more details. Meanwhile, capacity-achieving LDPC codes
under BP decoding known to date necessarily satisfy this condition [16]. On the other hand, if λ′(0)ρ′(1) < 1,
then with probability
√
1− λ′(0)ρ′(1) the minimum distance grows linearly with respect to the blocklength;
see, e.g., [18] for more details.
The quantity λ′(0)ρ′(1) is also crucial for the analysis of BP decoding and as we have seen in Section 3,
it is a key component for the universality result of modern capacity-achieving sequences of LDPC codes. In
this section we connect the quantity λ′(0)ρ′(1) to the analysis of blockwise MAP or bitwise MAP decoding
when transmission takes place over a BMS channel. Our main result of this section depends on the following
definition of stability threshold.
Definition 4.1. Given a design degree distribution pair (λ, ρ) and an ordered and complete BMS channel
family {ch} indexed by entropy h, the stability threshold hstab = hstab({ch}, λ, ρ) associated with {ch} and
(λ, ρ) is defined as
hstab = inf
{
h ∈ [0, 1] ∣∣B(ch)λ′(0)ρ′(1) > 1}.
If there is no h ∈ [0, 1] such that the condition is fulfilled, hstab is defined to be 1. 
Here is a discussion of the notation that we will use in the rest of this section. When we speak of a single
design degree distribution, we typically write λ = λ(N) or ρ = ρ(N) for some N ∈ N and do not explicitly
mention the underlying sequence of design degree distribution pairs that (λ, ρ) belongs to. This will keep
the notational burden to a minimum. We also recall from Section 1.3 that the degree distribution pairs
(λn, ρn) are such that λn −→D λ and ρn −→D ρ. Here the subscript “n” stands for the blocklength and
LDPC(λn, ρn) denotes the ensemble of Tanner graphs constructed according to the configuration model.
Moreover, l is the maximum variable-node degree and r is the maximum check-node degree.
The organization of this section is the following. In Section 4.1 we describe an exploration process that
reveals the randomness of channel log-likelihood ratios as well as the connections of half-edges of variable
nodes and check nodes in the Tanner graph. Basically, the exploration process reveals a specific graphical
structure around a generic variable node in the Tanner graph. Notice that the order of the revelation in
such an exploration does not corresponds to the actual transmission, but is very crucial for our analysis
of blockwise or bitwise MAP decoding. Then in Section 4.2 we analyze the exploration process, where we
will see an operational significance of the stability threshold defined in Definition 4.1. More precisely, the
exploration process behaves in a fundamentally different way, depending on whether the channel entropy is
larger than or smaller than the corresponding stability threshold. Subsequently in Section 4.3, we show that
the stability threshold is an upper bound on the corresponding blockwise MAP threshold that was defined in
(4). Finally in Section 4.4, we connect the stability threshold to the corresponding bitwise MAP threshold
which was defined in (5). More concretely, we present how the stability threshold determines an upper bound
on the bitwise MAP threshold, and to illustrate the idea, we concentrate on transmission over the BSC. We
then use a particular type of symmetry for a generic code in the ensemble to transform the original problem
to the problem of finding a maximum matching for a suitably constructed graph, and we present how the
cardinality of the maximum matching is related to bit error probability under bitwise MAP decoding, which
concludes this section.
4.1. Exploration Process. In the exploration process we will start with an arbitrarily chosen variable node
of degree two, call it v, and then reveal the connections of edges as well as the channel log-likelihood ratios.
The exploration is performed in discrete stages indexed by k ∈ N and each stage consists of l discrete steps
indexed by t ∈ N, where l ∈ N is a prescribed parameter that depends on the underlying BMS channel and
the design degree distribution pair (λ, ρ). As we explore the neighborhoods of v, we label the half-edges of
variable and check nodes as explored, neutral, open or active. Moreover, a half-edge of a variable or check
node will be called unexplored if its status is either neutral, or open, or active. At any particular stage or
step, any half-edge only has one status. Initially, all half-edges are neutral and we only observe the node
degrees and the half-edges, but not how these half-edges are connected. The following gives the precise
description of the exploration process.
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Stage 0 Reveal the channel log-likelihood ratio Lv associated with variable node v. Denote by e1 and e2
the two variable half-edges associated with v. Now uniformly at random choose a check half-edge
and connect it to e1 and change the status of these two half-edges from neutral to explored. Also
change the status of the other check half-edges of this particular check node from neutral to active;
we also mark this newly explored check node as active. This corresponds to the initialization stage
k = 0 of the exploration process.
Stage k At stage k > 1, as long as there is any active check half-edge remaining at stage k − 1, the
exploration takes the following steps.
Step 0 Select the active check half-edge according to the breadth-first order.
Step t At step t ∈ [l] := {1, . . . , l}, as long as there is any active check half-edge that is remaining
at step t− 1, the exploration is performed according to the following description.
1) Pick an active check half-edge according to the breadth-first order and then connect it
to an unexplored variable half-edge uniformly at random. If this variable half-edge is
neutral and belongs to a variable node of degree two, then the status of this variable
half-edge and the active check half-edge are changed to explored, and then we change
the status of the remaining variable half-edge of the same variable node of degree two
to active. Otherwise, i.e., if this variable half-edge is either open or active, or if this
variable half-edge belongs to a variable node of degree strictly larger than two, then we
change the status of this variable half-edge and the active check half-edge to explored,
and change the status of the remaining variable half-edges of the same variable node
to open as well.
2) As long as there is any variable half-edge that is active, we pick an variable half-edge
according to the breadth-first order and then we uniformly at random connect it to an
unexplored check half-edge. If this check half-edge is neutral and the variable half-edge
is active, then the status of these two half-edges are changed to explored, and we also
change the status of the remaining check half-edges of the same check node to active.
Otherwise, that is, if this check half-edge is either open or active, then the status of
these two half-edges are changed to explored, and we also change the status of the
remaining check half-edges of the same check node to open. Now we mark a check
node as active if and only if it has active check half-edges.
3) If t = l, an additional step is performed. Specifically, we reveal all channel log-likelihood
ratios of the variable nodes between step 0 and step l. Notice that for any given active
check half-edge after performing step l, there exists a unique path of length 2l, call it
P, involving active check nodes only. We then sum up the log-likelihood ratios along
this path. If the sum is strictly negative, the status of that particular check half-edge
is kept unchanged. If the sum is strictly positive, the status of that check half-edge
is changed to open. Otherwise, we independently flip a coin with uniform probability
and let BP ∈ {0, 1} denote the result to decide whether to change its status or not.
We continue this procedure until we have used εn check half-edges, where ε is a prescribed
parameter that depends on the underlying BMS channel and the pair (λ, ρ). At this point we start
to reveal the edge connection to the variable half-edge e2 of v in the standard way. In this case
we will not use labels anymore. If we have prematurely used up active check half-edges, meaning
that the number of active check half-edges becomes zero before the total number of explored check
half-edges reaches εn, then we pick a degree-two variable node with neutral half-edges only and
then restart the exploration process from Stage 0.
This puts an end to the exploration process. Let us remark the reader that the only randomness in the
exploration process are those due to channel fluctuations and the Tanner graph generation. Therefore if the
Tanner graph in the ensemble and the channel realizations are fixed and if we run the exploration process
starting from v several times, then the orders of the half-edges that the process have revealed are the same.
Figure 6 exhibits an illustration of the “one-step construction.” In this example l = 3 so that it consists of
“three steps” that reveal the local neighborhoods of a check half-edge in the breadth-fist order. At step t = l
the channel log-likelihood ratios are revealed and among all three paths revealed just after step 3, there are
two paths such that each path contains 3 variable nodes and the sum of log-likelihood ratios along these 3
variable nodes is negative.
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Figure 6. Illustration of “one-stage” in the exploration process.
Figure 7 shows an illustration of “multiple stages” in the exploration process. In this illustration there
are in total k = 13 stages and those paths where the sum of log-likelihood ratios is negative are highlighted;
e.g., there are 2 such new paths revealed in stage 12 and 3 such new paths revealed in stage 13. After these
13 stages of exploration, there are in total 10 paths, each of which connects the variable half-edge e1 to an
active check half-edge. Here we recall that e1 is one of the two half-edges belonging to the variable node v.
v
k = 1
v
k = 2
v
k = 3
v
k = 13
Figure 7. Illustration of “multiple stages” in the exploration process.
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In the next section we analyze the exploration process, where we will see, after performing a certain stage
and depending on how large the channel entropy is, how the number of active check half-edges behaves. This
has an important consequence for the analysis of MAP decoding.
4.2. Cycles with Degree-Two Variable Nodes. We define a stochastic process (Ak)k>0 characterizing
the exploration process that evolves in stage, where Ak is the number of active check half-edges at stage k.
In particular, at stage 0 and for each i, A0 is equal to i − 1 with probability ρi,n. By the construction of
the exploration process in Section 4.1, at stage k > 1, either there exists at least one active check half-edge
remaining at stage k − 1, i.e., Ak−1 > 1, so that we perform l steps of exploration, or Ak−1 = 0 so that
we will immediately restart the exploration process from a degree-two variable node with neutral half-edges
only. In the first case we denote by Zk the increment of active check half-edges, while in the second case
Zk−1 plays the same role as A0 and the process restarts at stage k. Therefore, with A−1 := 0, the stochastic
process (Ak)k>0 satisfies the recursion
Ak = Ak−1 + Zk − 1. (23)
Notice that in the first case where Ak−1 > 1, the “−1 term” in (23) takes into account the fact that we need
to change the status of the check half-edge we started at stage k− 1 from active to explored. Further define
K = inf{k |Ak = 0}, (24)
which indicates the first stage that the process (Ak)k>0 returns to 0. We set K to be ∞ if no such k exists.
To see why B(c)λ′(0)ρ′(1) is a meaningful parameter to analyze, we recall that E(cl) 6 B(c)l for
any l > 1. Given a design degree distribution pair (λ, ρ) such that B(c)λ′(0)ρ′(1) < 1, it holds that
E(cl)(λ′(0)ρ′(1))l < 1. As we will see next, this condition gives rise to an operational meaning to the
process (Ak)k>0. In the following and for notational simplicity, we define
d = r− 1,
where we recall from Section 1.3 that r is the maximum check-node degree.
Theorem 4.2. Given a design degree distribution pair (λ, ρ), consider transmission over a BMS channel that
is characterized by its L-density c. If B(c)λ′(0)ρ′(1) < 1, then there exist constants γ = γ(c, λ, ρ) ∈ (0, 1)
and δ = δ(c, λ, ρ) > 0 such that for any integer l > 1 and any a ∈ (0, 1/2), it holds for all sufficiently large
n that
P(K > na) 6 e−naδ2γ2l/d2l . (25)
Theorem 4.2 reveals that with probability tending to 1 as the blocklength tends to ∞, the first stage that
the process (Ak)k>0 returns to 0 cannot be later thanO(na) for any a ∈ (0, 1/2), as long asB(c)λ′(0)ρ′(1) < 1
holds. The proof of this theorem is given in Appendix C.1.
The rest of this section focuses on the case B(c)λ′(0)ρ′(1) > 1. First we notice that since B(c) > E(c),
E(c)λ′(0)ρ′(1) > 1 implies B(c)λ′(0)ρ′(1) > 1 while the opposite direction does not necessarily holds.
Consequently, B(c)λ′(0)ρ′(1) > 1 gives a more general condition on the pair (λ, ρ). On the other hand,
E(c`) behaves essentially like a constant multiple of B(c)` so that it is natural to expect that there exists
an l = l(c, λ, ρ) ∈ N such that B(c)λ′(0)ρ′(1) > 1 implies E(cl)(λ′(0)ρ′(1))l > 1. As we shall see, contrary
to Theorem 4.2, this condition implies that with strictly positive probability, the first stage that the process
(Ak)k>0 returns to 0 is linear in the blocklength n.
We start by introducing a notion of residual degree distribution which quantifies how degree distribution
changes after some very small perturbation on the “original” degree distribution has been added, and this
notion will be used for subsequent analysis of the exploration process. We recall from Section 1.3 that L/R
is the design degree distribution from a node perspective corresponding to λ/ρ, and r = 1 − L′(1)/R′(1) is
the design rate. Meanwhile, the generating function L(x)/R(x) has finite maximum degree l/r.
Definition 4.3 (Residual Degree Distribution). Given an ε = ε(c, λ, ρ) > 0, let {φi|2 6 i 6 l} and
{ψi|2 6 i 6 r} be such that 0 6 φi 6 iLi and 0 6 ψi 6 iRi(1− r) and satisfy
∑l
i=2 φi =
∑r
i=2 ψi 6 ε. For
a blocklength n ∈ N and for every i, define
λˆi,n =
iLi,n − φi
L′n(1)
; (26)
ρˆi,n =
iRi,n − ψi/(1− rn)
R′n(1)
. (27)
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Further define λˆ1,n = 1−
∑l
i=2 λˆi,n and define ρˆ1,n = 1−
∑r
i=2 ρˆi,n. Denote by λˆn and ρˆn the variable and
check residual degree distributions from an edge perspective, respectively. The variable and check residual
design degree distributions from an edge perspective, λˆ and ρˆ, are defined similarly. 
The next lemma and theorem make the above discussion precise and the proofs are given in Appendix C.1.
Let us remind the reader that in (26) and (27), the residual degree distributions are normalized with respect
to the exact number of edges for the “original” degree distributions λn and ρn. As we shall see later, these
normalizations simplify our calculations when we analyze the exploration process.
Lemma 4.4. Suppose that B(c)λ′(0)ρ′(1) > 1. Then there exist γ = γ(c, λ, ρ) > 1, l = l(c, λ, ρ) ∈ N, and
ε = ε(c, λ, ρ) > 0 such that the degree distribution pairs (λn, ρn) satisfy
E(cl)(λˆ′n(0)ρˆ′n(1))l > γl, (28)
for all large enough blocklength n.
Theorem 4.5 below is one of the main results of this Section 4.2. It characterizes the exploration process in
Section 4.1 when the condition B(c)λ′(0)ρ′(1) > 1 holds and also reveals that the parameter B(c)λ′(0)ρ′(1)
has an operational significance to the decoding analysis.
Theorem 4.5. Given a design degree distribution pair (λ, ρ), consider transmission over a BMS channel
characterized by its L-density c. If B(c)λ′(0)ρ′(1) > 1 holds, then there exist constants γ = γ(c, λ, ρ) > 1,
l = l(c, λ, ρ) ∈ N, and  = (c, λ, ρ) > 0 such that for any δ ∈ (0, 1) satisfying δ¯γl > 1 with δ¯ := 1 − δ, it
holds for all large enough blocklength n that
P
(
An 6 (δ¯γl − 1)n
)
6 e−nδ2γl/(2dl). (29)
Further let K = inf{k |Ak = 0}. Then there exist a κ = κ(c, λ, ρ) ∈ N and a constant cκ = cκ(c, λ, ρ) ∈ (0, 1)
such that
P(K 6 n |K > κ) 6 cκ
(
1− e−(n−κ)δ2γl/(2dl)), (30)
for all large enough blocklength n.
Theorem 4.5 illustrates that the number of active check half-edges at stage n is with high probability
at least as large as a multiple of γln, which is linear in the blocklength n. In fact the convergence rate is
exponentially fast in n. Furthermore, with probability strictly smaller than 1, the first stage that the process
(Ak)k>0 returns to 0 is before stage n. This in particular implies that with strictly positive probability, the
first stage of returning to 0 is after stage n, which means that the variable node v of degree two in stage 0,
when we started the exploration process, is connected to at least one active check node in stage n.
Now if we connect the remaining variable half-edge e2 belonging to the variable node v uniformly at
random to an unexplored check half-edge in stage n+ 1, then with positive probability the connected check
half-edge is an active one in stage n; see Figure 8 for an illustration.
v
Figure 8. Illustration of the “final step” of the exploration process.
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Notice also that the sum of log-likelihood ratios along any path between the check half-edge e1 and any
active check half-edge at stage n is negative. Furthermore, if the variable half-edge e2 of v is connected to
one of those active check half-edges at stage n, then a cycle involving v is created. The consequence of this
“final step” is made precise by the following theorem.
Theorem 4.6. Given a design degree distribution pair (λ, ρ), consider transmission over a BMS channel
characterized by its L-density c. Let v be an arbitrary variable node of degree two and denote by Cv be the
event that v lies on a bipartite cycle such that all variable nodes belonging to the cycle are of degree two
and that the corresponding sum of log-likelihood ratios is negative. If B(c)λ′(0)ρ′(1) > 1, then there exists a
constant ccyc = ccyc(c, λ, ρ) > 0 such that lim infn→∞ P(Cv) > ccyc.
Proof. Since we get a desired cycle if e2 is connected to an active check half-edge in stage n and if the
log-likelihood ratio of the variable node v is negative, it follows that
P(Cv) > E(c)P
({An > (δ¯γl − 1)n} ∩ {K > n})
> E(c)P(K > κ)P
({An > (δ¯γl − 1)n} ∩ {K > n} | {K > κ}),
where γ, , l and κ are specified in Theorem 4.5. Then it holds that
pCv := P
({An 6 (δ¯γl − 1)n} ∪ {K 6 n} | {K > κ})
6 P(An 6 (δ¯γl − 1)n |K > κ) + P(K 6 n |K > κ)
6 P(An 6 (δ¯γl − 1)n)/P(K > κ) + P(K 6 n |K > κ),
so that
P(Cv) > E(c)P(K > κ)(1− pCv ).
Therefore by (29) and (30) in Theorem 4.5, it follows that
lim inf
n→∞ P(Cv) > E(c)(1− cκ) lim infn→∞ P(K > κ) =: ccyc.
Since κ = κ(c, λ, ρ) is fixed and does not depend on n, lim infn→∞ P(K > κ) > 0 so that ccyc > 0. 
Theorem 4.6 has the following immediate consequence.
Theorem 4.7. Suppose that B(c)λ′(0)ρ′(1) > 1. Let Cn denote the number of degree-two variable nodes
lying on cycles such that, on each cycle, all variable nodes are of degree two and the corresponding sum of
log-likelihood ratios is negative. Then lim infn→∞ P(Cn > ccycnL2,n/2) > ccyc/2.
Proof. Since E[Cn] = nL2,nP(Cv), we conclude by Theorem 4.6 that
lim inf
n→∞ E[Cn]/(nL2,n) > ccyc.
Meanwhile, since Cn is nonnegative and is upper bounded by nL2,n, we can obtain
E[Cn] 6 ccycnL2,n/2 + nL2,nP(Cn > ccycnL2,n/2). (31)
Now assume to the contrary that lim infn→∞ P(Cn > ccycnL2,n/2) < ccyc/2, so that the inequality in (31)
implies
lim inf
n→∞
E[Cn]
nL2,n
6 ccyc/2 + lim inf
n→∞ P(Cn > ccycnL2,n/2)
< ccyc/2 + ccyc/2,
which leads to a contradiction. 
4.3. Lower Bound on Probability of Block Error. We present a simple consequence of Theorem 4.6,
which reveals how stability is related to the probability of block error under blockwise MAP decoding.
Consider transmission over a BMS channel with transition probability pY |X and let C be a binary code
of blocklength n. Let X be the codeword chosen with uniform distribution from C and sent through the
channel, and denote by Y the channel output. For y ∈ Yn, the blockwise MAP decoding chooses
xˆML(y) := argmax
x∈C
n∑
i=1
xil(yi), (32)
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where l(y) = ln(pY |X(y|1)/pY |X(y| − 1)) is the log-likelihood ratio function. Denote by PMLB the probability
of block error under blockwise MAP decoding for the code C, where the average is over the choice of the
codeword as well as the channel fluctuations.
Consider transmission over a BMS channel with L-density ch using a design degree distribution pair (λ, ρ).
We denote by G the Tanner graph chosen with uniform distribution from the LDPC(λn, ρn) ensemble, and
denote by PMLB (G, h) the conditional probability of block error under blockwise MAP decoding, conditioned on
the all-one codeword being transmitted. We further define PMLB = P
ML
B (λn, ρn) = ELDPC(λn,ρn)[PMLB (G, h)],
where the average is taken over the randomness of the Tanner graph G. The main result of this section is
the following theorem.
Theorem 4.8. Let (λ, ρ) be a design degree distribution pair and let {ch} be an ordered and complete family
of BMS channels indexed by entropy h. Further denote by hstab = hstab({ch}, λ, ρ) the stability threshold
associated with {ch} and (λ, ρ). Consider transmission over a BMS channel with L-density ch. If h > hstab
so that B(ch)λ′(0)ρ′(1) > 1, then lim infn→∞ PMLB (λn, ρn) > 0.
Proof. By Theorem 4.7 we know that with strictly positive probability and for all sufficiently large blocklength
n, there exists a cycle on G such that the cycle only contains variable nodes of degree two and the sum of
log-likelihood ratios along these variable nodes is negative. Let us denote by Icyc the index set of the variable
nodes along the cycle. Then we have
∑
i∈Icyc l(Y i) 6 0.
Furthermore, the index set Icyc gives rise to a codeword in the code C = C(G). More precisely, we let
x◦ be such that x◦i = −1 if i ∈ Icyc and x◦i = 1 if i /∈ Icyc. That x◦ is a codeword in C can be verified as
follows. Consider any check node along the cycle. Then it is connected with two variable nodes with indices
in Icyc along the cycle and all other connected variable nodes, if any, are off the cycle. This means that
for any particular check node on the cycle, the pointwise multiplication of the corresponding x◦i s is equal
to 1, satisfying the corresponding parity-check equation. Now since
∑
i∈Icyc l(Y i) 6 0 and x
◦
i = −1 for all
i ∈ Icyc, we can conclude that ∑
i∈Icyc
x◦i l(Y i) >
∑
i∈Icyc
l(Y i),
which implies that x◦ gives rise to a larger sum in (32) than the sum corresponding to the transmitted all-one
codeword, resulting in a block error. 
4.4. Lower Bound on Probability of Bit Error. We investigate stability under bitwise MAP decoding
when transmission takes place on a BMS channel using a design degree distribution pair (λ, ρ). We recall
from Theorem 4.6 in Section 4.2 that we let v be an arbitrary variable node of degree two of the Tanner
graph G that is chosen uniformly at random from the LDPC(λn, ρn) ensemble. Then a codeword from the
code C = C(G) is chosen uniformly at random and is transmitted through a BMS channel with L-density c.
Assuming that the all-one codeword was transmitted, if the condition B(c)λ′(0)ρ′(1) > 1 holds, then with
strictly positive probability as the blocklength tends to ∞, the variable node v is lying on a cycle such that
all variable nodes on the cycle are of degree two and the sum of log-likelihood ratios along these variable
nodes is negative.
Let us show that, for a broad family of BMS channels, we are able to conclude that the sum of log-likelihood
ratios along the cycle, where v lies on, is not only negative but also bounded from below by a constant that
only depends on c and (λ, ρ). We start by considering the case of the BSC with parameter p and L-density
cp. Recall that each stage of the exploration process consists of l steps, where l is the parameter defined in
Lemma 4.4. Without loss of generality we assume that l is an odd integer. The L-density of the sum of l
log-likelihood ratios of the BSC is the l-fold -convolution of cp and reads
clp (y) =
l∑
i=0
(
l
i
)
pl−i(1− p)i∆−(l−2i) ln((1−p)/p)(y). (33)
Suppose that we have performed l steps of stage k for some k > 1. Then there exists a unique path
that involves active check nodes only and starts from variable half-edge e1 belonging to variable node v.
Let us assume without loss of generality that the log-likelihood ratio takes values in {−1, 1} rather than
{− ln(p¯/p), ln(p¯/p)}. Now suppose that the “partial” sum of log-likelihood ratios along this path after we
performed step 0 but before we perform step 1 of stage k is equal to −l + `, where 0 6 ` 6 l is arbitrary.
Clearly the claim holds for k = 1. Then rather than requiring that the sum of log-likelihood ratios along the
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l variable nodes explored in stage k is negative, we require that the sum is in the closed interval [−`,−`+ l].
In this way, the “total” sum along the path, which starts from the variable half-edge e1 belonging to v, is
bounded in [−l, 0]. It remains to show that, in this case, the conditional probability can only increase.
Now some calculation reveals that, for any integer ` ∈ [0, l], there exists a unique integer k = k(`), which
satisfies 0 6 k 6 (l + 1)/2, such that the interval [−`,−` + l] contains (l + 1)/2 odd integers of the form
−(l − 2i), where k 6 i 6 k + (l − 1)/2. Consequently if we define
B(k0; k1) =
k1∑
i=k0
(
l
i
)
pl−i(1− p)i,
then B(0; (l− 1)/2) is the probability that the sum of l log-likelihood ratios, each of which has an L-density
equal to p∆−1 + (1 − p)∆1, is negative, while B(k(`); k(`) + (l − 1)/2) is the probability that the sum of
l log-likelihood ratios is bounded in [−`,−` + l]. The next lemma shows that for any integer k satisfying
0 6 k 6 (l + 1)/2, it holds that B(0; (l − 1)/2) 6 B(k; k + (l − 1)/2).
Lemma 4.9. For any p ∈ [0, 1/2] and any odd integer l > 2, it holds that
B
(
0; (l − 1)/2) 6 B(k; k + (l − 1)/2), (34)
for every integer k satisfying 0 6 k 6 (l + 1)/2.
The proof of Lemma 4.9 is given in Appendix C.2. This lemma implies that for the case of the BSC, in
Theorem 4.6 we can further require that the sum of log-likelihood ratios along the cycle is negative but also
bounded in the interval [−(l + 1) ln(p¯/p), 0], while the conclusion still holds.
In fact, a similar conclusion holds for a class of BMS channels other than the BSC. To verify this, we need
the following lemma, which is a variant of Lemma 4.4.
Lemma 4.10. Let c be an L-density and (λ, ρ) a design degree distribution pair. Suppose B(c)λ′(0)ρ′(1) > 1
holds. Then there exist M = M(c, λ, ρ) > 0, γ = γ(c, λ, ρ) > 1, l = l(c, λ, ρ) ∈ N, and ε = ε(c, λ, ρ) > 0 such
that for all n large enough, it holds that
Eˆ(cl)(λˆ′n(0)ρˆ′n(1))l > γl, (35)
where (λˆn, ρˆn) is the residual degree distribution associated with (λn, ρn) according to Definition 4.3, and
Eˆ(cl) is defined by
Eˆ(cl) = 1
2
∫ M
−M
e−(|y/2|+y/2)cl(y)dy.
Proof. Let β and B be both specified according to Lemma 4.4. By Lemma 4.4, there exist γ = γ(c, λ, ρ) > 1,
l = l(c, λ, ρ) ∈ N, and ε = ε(c, λ, ρ) > 0 such that there exists a β´ ∈ (0, β) with E(cl) > βBl > β´Bl and for
all n large enough, it holds that
β´
(
Bλˆ′n(0)ρˆ
′
n(1)
)l
> γl. (36)
Pick such an l, so that we can select M = M(c, λ, ρ) > 0 such that Eˆ(cl) > β´Bl. Therefore (35) follows by
combining this and (36). 
Next we define admissible BMS channels and as we shall see later, the boundedness condition on the sum
of the log-likelihood ratios along a cycle is satisfied for this class of channels.
Definition 4.11. Given a design degree distribution pair (λ, ρ), a BMS channel with L-density c is called
admissible if there exist l = l(c, λ, ρ) ∈ N and M = M(c, λ, ρ) > 0 such that∫ 0
−M
cl(y)dy 6
∫ M−m
−m
cl(y)dy, (37)
for every m ∈ [0,M ]. 
Now recall the exploration process in Section 4.1. Suppose we have performed l steps of stage k for some
k > 1. Then there exists a unique path that involves active check nodes only and starts from variable
half-edge e1 belonging to variable node v. Further assume that the “partial” sum of log-likelihood ratios
along this path after we performed step 0 but before we perform step 1 of stage k is equal to −M +m, where
0 6 m 6M is arbitrary. Then rather that requiring that the sum of log-likelihood ratios along the l variable
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nodes explored in stage k is in [−M, 0], we require that the sum is in the closed interval [−m,−m + M ].
In this way, the “total” sum along the path, which starts from the variable half-edge e1 belonging to v, is
bounded in [−M, 0]. Then (37) in Definition 4.11 and Lemma 4.10 imply that the conditional probability
that the status of the active check half-edge after performing step l in stage k remains active is at least as
large as Eˆ(cl). This leads us to the following theorem.
Theorem 4.12. Consider transmission over the BSC or an admissible BMS channel characterized by its
L-density c and let (λ, ρ) be a design degree distribution pair. Let v be an arbitrary variable node of degree
two and denote by Cv be the event that v lies on a bipartite cycle such that all variable nodes on it are of degree
two and that the corresponding sum of log-likelihood ratios is negative and bounded from below by a constant
that only depends on c and (λ, ρ). If B(c)λ′(0)ρ′(1) > 1, then there exists a constant ccyc = ccyc(c, λ, ρ) > 0
such that lim infn→∞ P(Cv) > ccyc.
Similar to Theorem 4.7, a direct consequence of Theorem 4.12 is the following. With strictly positive
probability as the blocklength n tends to ∞, there is a linear (in the blocklength) fraction of variable nodes
of degree two such that the following property holds. For each such variable node, there is a cycle such that
all variable nodes on it are of degree two and that the sum of log-likelihood ratios along them is not only
negative but also bounded from below.
Let us now show that admissible BMS channels do exist. Consider the BAWGNC with variance σ2 and
L-density cσ(y) =
√
σ2/8 exp(−(y − 2/σ2)2σ2/8). We denote by Iσ(m) the corresponding difference of the
left-hand side of (37) and the right-hand side of (37), i.e.,
Iσ(m) =
∫ 0
−M
clσ (y)dy −
∫ M−m
−m
clσ (y)dy.
Then we have
Iσ(m) =
∫ −m
−M
clσ (y)dy −
∫ M−m
0
clσ (y)dy
=
∫ −m
−M
clσ (y)dy −
∫ M−m
0
eyclσ (−y)dy (38)
6
∫ −m
−M
clσ (y)dy −
∫ 0
−M+m
clσ (y)dy (39)
6
∫ −m
−M
clσ (y)dy −
∫ −m
−M
clσ (y)dy (40)
= 0,
where (38) is due to the symmetry of clσ , (39) follows by the fact that e−y > 1 for y ∈ [−M +m, 0], and
(40) follows by the fact that the L-density clσ is increasing on (−∞, 0].
Finally we connect the exploration process to the probability of bit error under bitwise MAP decoding.
We restrict ourselves to the case where transmission takes place over the BSC.
Example 4.13. Consider the Tanner graph G shown in Figure 9, where the variable nodes are labelled by
{1, 2, 3, 4}. Besides, there are 2 cycles involving variable nodes 1, i.e., one cycle, call it C1, contains {1, 2}
and another one, call it C2, contains {1, 3, 4}.
1
2
34
Figure 9. Tanner graph G in Example 4.13.
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From graph G we construct a graph R as follows. For j ∈ {0, 1, . . . , 15}, let bj be the vector in {0, 1}4 that
corresponds to the binary expansion of j, and the last coordinate of bj corresponds to the least significant
bit of j in base 2. Let j be the vector in {−1, 1}4 by pointwise apply the mapping x 7→ 1 − 2x to bj . The
edge set of R is defined as follows. Let I1 = {1, 2} and I2 = {1, 3, 4}. For i, j ∈ {−1, 1}4, they are connected
if there is I ∈ {I1, I2} such that ik = −jk for k ∈ I, ik = jk for k ∈ [4]\I and |
∑
k∈I ik| = |
∑
k∈I jk| is
bounded by 1; see Figure 10.
1 6
10 13
9 14
2 5
3 4
8
11 12
7
Figure 10. Graph R and an associated maximum matching in Example 4.13.
The vertex set of R is the largest subset of {−1, 1}4 such that each vertex has degree at least 1. The graph
R has the following property for transmission over the BSC. Each vertex in R corresponds to a realization of
the channel output in {−1, 1}4, and in the sequel we will call it a pattern. For any two connected patterns in
R, the probability that the channel output is equal to one pattern is at most p¯/p times and at least p/p¯ times
the probability that the channel output is equal to the other pattern. Furthermore from Figure 10 we see that
a maximum matching on the graph R consists of 6 edges, e.g., {{1, 10}, {2, 9}, {3, 8}, {5, 14}, {6, 13}, {7, 12}}.
As we shall see next, two connected patterns in R give rise to opposite signs under bitwise MAP decoding. We
further denote by P the graph consisting of any maximum matching of R together with all involved vertices
belong to the matching, and call R the realization graph and P the pattern graph associated with G. N
We note that the “negativity and boundedness constraint” in Theorem 4.12 can in fact be relaxed; i.e., we
only require that the sum of log-likelihood ratios along the cycle described in Theorem 4.12 to be bounded
in [−M,M ] for some M = M(c, λ, ρ) > 0. Clearly, the conclusion of Theorem 4.12 still holds, as this event
contains the original event. Some thought also reveals that the length of the cycle is of order Θ(2 logγ(n)).
Now let us consider transmission over the BSC using the degree distribution pair (λn, ρn). Fix a variable
node index and call it v. For a Tanner graph G ∈ LDPC(λn, ρn), we construct the realization graph Rv
associated with G as in Example 4.13, but only consider cycles on G that only contains variable nodes of
degree two, including v, and is of order Θ(2 logγ(n)). Moreover, let Pv be the pattern graph associated with
G, i.e., the edge set of Pv is a maximum matching of Rv. Then we let LRv be the vertex set of Rv and let LPv
be the vertex set of Pv.
Theorem 4.14. Given a design degree distribution pair (λ, ρ), consider transmission over the BSC with
L-density cp. Let G be the Tanner graph chosen uniformly at random from the LDPC(λn, ρn) ensemble.
A codeword from the code C = C(G) is chosen uniformly at random and is then transmitted through the
BSC. Let L be the log-likelihood ratios associated with the channel output Y and let v be any variable node
of degree two in G. If B(cp)λ′(0)ρ′(1) > 1, then lim infn→∞ P(L ∈ LRv |X = 1) > 0. Further denote by
PMAPb (v) the bit error probability of v under bitwise MAP decoding, conditioned on 1 being transmitted. If
lim infn→∞ P(L ∈ LPv |X = 1) > 0, then it holds that lim infn→∞ PMAPb (v) > 0.
Proof. That B(cp)λ′(0)ρ′(1) > 1 implies lim infn→∞ P(L ∈ LRv |X = 1) > 0 is a direct consequence of
Theorem 4.12. For any l ∈ {−1, 1}n, let us define the bitwise MAP decoding function xˆMAPv (l) as
xˆMAPv (l) = ln
(∑
x∈C:xv=+1 exp
(∑n
i=1 xili/2
)∑
x∈C:xv=−1 exp
(∑n
i=1 xili/2
)).
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Then v is decoded to be 1 if xˆMAPv (l) > 0 and is decoded to be −1 if xˆMAPv (l) < 0. Otherwise, an independent
fair coin is flipped to make a decision. Then we let l+ and l− be such that {l+, l−} is an edge of Pv. We
know that there exists a codeword in C(G), call it x◦, such that x◦v = −1 and that l+ = x◦ · l−, where “·” is
pointwise multiplication. But
xˆMAPv (l
+) = ln
(∑
x∈C:xv=+1 exp
(∑n
i=1 xi(x
◦ · l−)i/2
)∑
x∈C:xv=−1 exp
(∑n
i=1 xi(x
◦ · l−)i/2
))
= ln
(∑
x∈C:xv=+1 exp
(∑n
i=1 (x · x◦)il−i /2
)∑
x∈C:xv=−1 exp
(∑n
i=1 (x · x◦)il−i /2
))
= ln
(∑
x∈C:xv=−1 exp
(∑n
i=1 xil
−
i /2
)∑
x∈C:xv=+1 exp
(∑n
i=1 xil
−
i /2
)) = −xˆMAPv (l−).
Thus xˆMAPv (l
+) < 0 if and only if xˆMAPv (l
−) > 0, so that one of them gives correct decoding while the other
one gives incorrect decoding. But we also know that the ratio of P(L = l+ |X = 1) and P(L = l− |X = 1)
is bounded between (p/p¯)l and (p¯/p)l, where l is the parameter introduced in Lemma 4.4. Consequently we
can conclude that PMAPb (v) > P(L ∈ LPv |X = 1)/(1 + (p¯/p)l), from which we complete the proof. 
Two remarks regarding Theorem 4.14 are the following.
– Discussion on maximum matching. Here we discuss why we expect that the number of vertices of Rv
should not differ significantly from that of Pv. Consider a vertex of Rv, call it i, that has a large degree.
This means that for this particular realization i, there are many cycles surrounding v in G, each of which
contains variable nodes of degree two only and the sum of log-likelihood ratios is bounded. Intuitively
we expect that each neighbor of i in Rv should have a large degree, too. This is because each neighbor of
i differs from i by a sign change along an index set corresponding to exactly one cycle. In principle, such
a sign change due to a single cycle does not make its neighboring vertices significantly different from i,
so that, for each neighbor of i, the number of cycles such that the corresponding sums of log-likelihood
ratios are bounded should not be small, i.e., the degree of each neighbor of i should not be small. Thus
we expect that each component of the realization graph Rv should not be star-like, but should be “regular
enough” so that the size of the vertex set of the maximum matching should be at least a constant fraction
of the size of vertex set of Rv.
– Simplification to cyclic codes. From the above analysis and discussion we can see that the construction of
the realization graph R and its maximum matching(s) only depends on the subgraph of the corresponding
G that is induced by all variable nodes of degree two and their connected check nodes. Variable nodes
of degree three or higher in G do not play a role. Consider then the following communication scenario.
For a blocklength n ∈ N and degree distribution pair (λn, ρn), a Tanner graph G is generated uniformly
at random according to (λn, ρn) and variable nodes are labelled by [n] in an arbitrary but fixed way.
Denote by X = X(G) the codeword chosen uniformly at random from the code corresponding to G. The
codeword X is then transmitted over a BMS channel with L-density c and we implement a genie-aided
bitwise MAP decoding algorithm which is described as follows. Let I2 denote the index set of variable
nodes of degree two. Moreover, the genie has access to X [n]\I2 , i.e., the genie knows the exact values
of all bits belonging to variable nodes of degree three or higher. Therefore for any particular check
node, call it c, the genie can perform pointwise multiplication of all bits belonging to variable nodes
of degree at least three and are connected to c, and then stores the result at c. The genie does so for
all check nodes. Consequently for the genie, all variable nodes of degree three or higher have served
their purposes and can thus be eliminated from G. Equivalently the genie only needs to decode XI2
based on the graph G2 that is the induced subgraph of G containing all variable nodes of degree two
and all connected check nodes. For each of these connected check nodes, the genie stores the “parity”
stemming from the connected variable nodes of degree three or higher in G. Clearly, if the probability of
bit error for the genie-aided bitwise MAP decoding is lower bounded away from 0, then this is so for the
standard bitwise MAP decoding. Codes whose Tanner graphs only contain degree-two variable nodes
are often referred to as cyclic codes in the literature [19], and we conclude that the stability analysis of
such cyclic codes under bitwise MAP decoding “directly translates” to that of codes specified by general
degree distributions according to the above simplification.
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Example 4.15. Consider the Tanner graph G shown in Figure 11. There are three cycles consisting of variable
node 1. Let I1 = {1, 2}, I2 = {1, 3, 4} and I3 = {1, 3, 5}; these give the index sets of variable nodes which
correspond to the three cycles.
1
2
34
5
Figure 11. Tanner graph G in Example 4.15.
We adopt the same notation as in Example 4.13 to construct the realization graph R as well as the pattern
graph P associated with variable node 1 accordingly. For instance, consider 20 = (−1, 1,−1, 1, 1). If we sum
the entries of 20 along the index sets I1, I2 and I3, respectively, the results are 0, −1 and −1, the absolute
values of which are bounded by 1. By multiplying its entries corresponding to I1, I2 and I3, respectively, by
−1 while keeping the rest entries unchanged, we see that 20 has 1, 2 and 12 as its neighbors in R. Moreover,
if 20 gives rise to correct bitwise MAP decoding of variable node 1 in G, then 1, 2 and 12 give rise to incorrect
bitwise MAP decoding of 1, and vice versa. The resulting graph R together with a pattern graph P is shown
in Figure 12.
1 2 12 15
20 23 25 26
+ + + +
− − − −
16 19 29 30
5 6 8 11
+ + + +
− − − −
3 13 14
21 22 24 27
− − −
+ + + +
17 18 28
4 7 9 10
− − −
+ + + +
Figure 12. Graph R and an associated maximum matching in Example 4.15.
We emphasize that the +/− labels shown in Figure 12 do not necessarily correspond to the actual bitwise
MAP decoding signs for variable node 1. They are chosen only subject to the constraint that every pair of
adjacent vertices in R can only have different decoding signs for variable node 1. N
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5. Conclusion
In this paper we performed decoding analysis of LDPC codes when transmission takes place over a BMS
channel. We addressed the problem of universality of capacity-achieving LDPC codes under BP decoding,
and showed that many existing such codes are not universally capacity-achieving under BP decoding. We
then revealed that the key to this argument is the stability threshold under BP decoding. We further showed
that the same stability threshold applies to blockwise or bitwise MAP decoding as well. We presented how
stability can determine an upper bound on the corresponding blockwise or bitwise MAP threshold, revealing
the operational significance of the stability threshold.
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Appendix A. Appendix to Section 2
In this appendix we collect the proofs of lemmas in Section 2.
A.1. Appendix to Section 2.1.
Proof of Lemma 2.2. For every N > 2, the first-order derivative of f(N) can be computed as
f ′(N)(x) =

HN−1
N−1∑
i=1
1
i
(
(1− e−αx)i)′ = N−1∑
i=1
e−αx(1− e−αx)i−1
= e−αx +
N−1∑
i=2
e−αx(1− e−αx)i−1 = 1− (1− e−αx)N−1. (41)
Denoting by γ the Euler-Mascheroni constant and for N > 2, we recall the bounds on HN given by
ln(N) + γ < HN =
N∑
k=1
1
k
< ln(N) + γ +
1
2N
. (42)
Therefore we can write
e−(γ+1/(2(N−1)))x/
(N − 1)x/ 6 e
−αx 6 e
−γx/
(N − 1)x/ . (43)
Take any κ ∈ [0, ) and let x ∈ [0, κ]. Using 1− x 6 e−x, we have 1− e−αx 6 exp(−e−αx) 6 exp(−e−ακ) so
that
(1− e−αx)N−1 6 exp (− e−(γ+1/2)κ/(N − 1)1−κ/),
the right-hand side of which tends to 0 as N tends to ∞. We conclude that the sequence of first-order
derivatives on [0, ) converges to 1 as N tends to∞. Next we show that the sequence of first-order derivatives
on (, 1] converges to 0 for x ∈ (, 1]. To this end, fix any κ ∈ (, 1]. Since ln(1−y) > −y−y2 for y ∈ [0, 1/2],
for any n ∈ N we have (1−y)n = exp(n ln(1−y)) > exp(−n(y+y2)). Using the upper bound on e−αx in (43),
for any x ∈ [κ, 1] we have the inequalities e−αx 6 e−γx/(N−1)−x/ 6 e−γ(N−1)−κ/ 6 e−γ(N−1)−1 6 1/2
for all N > 3. Thus
(1− e−αx)N−1 > exp (− e−γ(N − 1)1−κ/ − e−2γ(N − 1)1−2κ/),
the right-hand side of which tends to 1 as N tends to ∞ and this proves the claim. Finally let us consider
the case where x = . By (41) we can write f ′(N)() = 1− (1− e−HN−1)N−1. Using (43) we have
(1− e−HN−1) > (1− e−γ/(N − 1))N−1,
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the right-hand side of which has limit e−e
−γ
. Besides, by (41) we have 1−e−HN−1 6 1−e−γ−1/(2(N−1))/(N−1)
so that
(1− e−HN−1)N−1 6 (1− e−γ−1/(2(N−1))/(N − 1))N−1
6 exp
(− e−γ−1/(2(N−1)))
= e−e
−γ
exp
(
e−γ
(
1− e−1/(2(N−1))))
6 e−e−γ exp
(
e−γ/(2(N − 1))),
the right-hand side of which has limit e−e
−γ
as well, and this completes the proof of Lemma 2.2. 
Proof of Lemma 2.4. We follow the lead of [10] and bound the quantity
(
α
N
)
(−1)N−1 by
c0α
Nα+1
6
(
α
N
)
(−1)N−1 6 c1α
Nα+1
, (44)
where c0 = c0(α,N) and c1 = c1(α,N) are defined as
c0 = (1− α)pi2/6 exp
(
α(pi2/6− γ + 1/(2N))); (45)
c1 = (1− α) exp
(
α(1− γ + 1/N)). (46)
Notice that since α tends to 0 as N tends to ∞, it follows that both c0 and c1 tend to 1 as N tends to ∞.
Moreover,
1
/
f ′(N)(0) = 1
/(
λ′(N)(0)ρ
′
(N)(1)
)
= 1− N
α
(
α
N
)
(−1)N−1. (47)
Therefore (44) and (47) lead to
1− c1
Nα
6 1
/
f ′(N)(0) 6 1−
c0
Nα
.
By definition α = ln(1/¯)/ ln(N) so that Nα = 1/¯. Thus we get 1− c1(1− ) 6 1/f ′(N)(0) 6 1− c0(1− ).
Taking the limit N →∞ completes the proof of Lemma 2.4. 
A.2. Appendix to Section 2.2.
Proof of Lemma 2.5. We start by showing limN→∞ L
(N)
2 = 1/2 in (11) for the heavy-tail Poisson sequence.
By definition we can write
L
(N)
2 =
λ
(N)
2 /2∑N−1
i=1 λ
(N)
i+1/(i+ 1)
. (48)
Specializing to the heavy-tail Poisson sequence by (6), we have
N−1∑
i=1
λ
(N)
i+1
i+ 1
=
1
HN−1
N−1∑
i=1
1
(i+ 1)i
=
1
HN−1
N−1∑
i=1
(1
i
− 1
i+ 1
)
=
1
HN−1
(
1− 1
N
)
.
Using λ(N)2 = 1/HN−1, we can get limN→∞ L
(N)
2 = limN→∞(1/2)/(1 − 1/N) = 1/2, which verifies (11) for
the heavy-tail Poisson sequence.
Next we show that (12) holds for the right-regular sequence. By (8) and for 1 6 i 6 N − 1, we can write
λ(N)α λ
(N)
i+1 =
(
α
i
)
(−1)i−1, (49)
where λ(N)α := 1− (N/α)
(
α
N
)
(−1)N−1. We recall from the proof of Lemma 2.4 that for every i > 1, it holds
that
c0α
iα+1
6
(
α
i
)
(−1)i−1 6 c1α
iα+1
, (50)
where c0 = c0(α, i) and c1 = c1(α, i) are specified in (45) and (46) in the proof of Lemma 2.4, respectively.
By defining
c+ = (1− α)eα(3−γ) and c− = (1− α)2eα(1−γ), (51)
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we can then obtain that c− 6 c0(α, i) 6 c+ and c− 6 c1(α, i) 6 c+ for all i. Notice that both c+ and c−
converge to 1 as N tends to ∞, since α = α(,N) tends to 0 as N tends to ∞; see (9). Now combining (49),
(50) and (51) and after some manipulation, we get
c−α
iα+1
6 λ(N)α λ
(N)
i+1 6
c+α
iα+1
. (52)
Now we use (48) to get
L
(N)
2 =
λ
(N)
α λ
(N)
2 /2∑N−1
i=1 λ
(N)
α λ
(N)
i+1/(i+ 1)
=
α/2
S
(N)
α
, (53)
where in (53), S(N)α is defined as
S(N)α =
N−1∑
i=1
λ
(N)
α λ
(N)
i+1
i+ 1
.
It remains to work with S(N)α . By (52) we can write
c−αSˆ(N)α 6 S(N)α 6 c+αSˆ(N)α , (54)
where
Sˆ(N)α :=
N−1∑
i=1
1
(i+ 1)iα+1
=
1
2
+
N−1∑
i=2
1
(i+ 1)iα+1
. (55)
In the remaining of the proof, we will get uniform in α estimate of the sum on the right-hand side of (55).
This will lead us to the claim in (12) in Lemma 2.5. To this end, we let N > 3 and for i ∈ {2, 3, . . . , N − 1},
we write
1
i+ 1
=
1
i
∞∑
w=0
(−1)w
iw
=
∞∑
w=1
(−1)w−1
iw
. (56)
Let W > 3 be an odd integer and be fixed. Then we can get from (56) that
1
i+ 1
6
W∑
w=1
(−1)w−1
iw
=
(W−1)/2∑
w=1
( 1
i2w−1
− 1
i2w
)
+
1
iW
. (57)
Plugging (57) into the right-hand side of (55), the partial sum from i = 3 to N −1 can be upper bounded by
N−1∑
i=3
1
(i+ 1)iα+1
6
(W−1)/2∑
w=1
N−1∑
i=3
( 1
iα+2w
− 1
iα+2w+1
)
+
N−1∑
i=3
1
iα+W+1
6
(W−1)/2∑
w=1
∫ N−1
2
( 1
xα+2w
− 1
xα+2w+1
)
dx+
∫ N−1
2
1
xα+W+1
dx
=
W∑
w=1
∫ N−1
2
(−1)w−1
xα+w+1
dx
=
W∑
w=1
(−1)w−1
α+ w
(
2−(α+w) − (N − 1)−(α+w)). (58)
Now we notice that for fixed W , each individual term in the sum on the right-hand side of (58) converges to
(−1)w−12−w/w, as N tends to ∞ so that α tends to 0. By (55) and (58) we can get
lim sup
N→∞
Sˆ(N)α 6
1
2
+
1
6
+ lim
N→∞
W∑
w=1
(−1)w−1
α+ w
(
2−(α+w) − (N − 1)−(α+w))
=
2
3
+
W∑
w=1
(−1)w−12−w
w
.
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Since W is arbitrary, by letting W tend to ∞ we obtain that
lim sup
N→∞
Sˆ(N)α 6
2
3
+
∞∑
w=1
(−1)w−12−w
w
=
2
3
+ ln(3/2) = ln(3e2/3/2). (59)
Now by (53) and the right-hand side of (54) we have
L
(N)
2 =
α/2
S
(N)
α
> α/2
c+αSˆ
(N)
α
=
1/2
c+Sˆ
(N)
α
. (60)
Recall that c+ converges to 1 as N tends to ∞. Therefore the lower bound in (12) in Lemma 2.5 follows,
since (59) and (60) lead to
lim inf
N→∞
L
(N)
2 >
1/2
ln(3e2/3/2)
=
1
ln(9e4/3/4)
.
We next show that the upper bound in (12) holds by a similar argument. We use (56) to get
1
i+ 1
>
W+1∑
w=1
(−1)w−1
iw
=
(W+1)/2∑
w=1
( 1
i2w−1
− 1
i2w
)
,
which then leads to
N−1∑
i=2
1
(i+ 1)iα+1
>
(W+1)/2∑
w=1
N−1∑
i=2
( 1
iα+2w
− 1
iα+2w+1
)
>
(W+1)/2∑
w=1
∫ N
2
( 1
xα+2w
− 1
xα+2w+1
)
dx
=
W+1∑
w=1
∫ N
2
(−1)w−1
xα+w+1
dx
=
W+1∑
w=1
(−1)w−1
α+ w
(
2−(α+w) −N−(α+w)). (61)
For fixed W , every term in the sum on the right-hand side of (61) converges to (−1)w−12−w/w, as N tends
to ∞. Thus by (55) and (61) we can derive that
lim inf
N→∞
Sˆ(N)α >
1
2
+ lim
N→∞
W+1∑
w=1
(−1)w−1
α+ w
(
2−(α+w) −N−(α+w))
=
1
2
+
W+1∑
w=1
(−1)w−12−w
w
.
By letting W tend to ∞ we arrive at
lim inf
N→∞
Sˆ(N)α >
1
2
+
∞∑
w=1
(−1)w−12−w
w
=
1
2
+ ln(3/2) = ln(3
√
e/2). (62)
Now by (53) and the left-hand side of (54) we have
L
(N)
2 =
α/2
S
(N)
α
6 α/2
c−αSˆ(N)α
=
1/2
c−Sˆ(N)α
. (63)
Since c− converges to 1 as N tends to ∞, the upper bound in (12) follows since (62) and (63) lead to
lim sup
N→∞
L
(N)
2 6
1/2
ln(3
√
e/2)
=
1
ln(9e/4)
,
which completes the proof. 
Appendix B. Appendix to Section 3
In this appendix we give the proofs of some lemmas and theorems in Section 3.
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B.1. Appendix to Section 3.1.
Proof of Theorem 3.2. Since lim`→∞ ln(E(c`))/` = ln(B(c)), the condition B(c)µ∞ > 1 implies that there
exists an l = l(c, µ∞) ∈ N such that for all ` > l, we have E(c`)µ`∞ > 1. In the following we fix such an l
and we further define two sequences {β(`)}06`6l and {θ(`)}06`6l, the operational significance of which will
be clear as we proceed. More precisely, for ` ∈ [l], let
β(`) = µ`∞ − µ`∞/2l−`+2, (64)
and
θ(`) = 0.5µ`+1∞ /2
l−`+2. (65)
Furthermore, let β(0) = 1 and θ(0) = 0.5µ∞/2l+1. Then for the given κ ∈ (0, 1), we define
ξ = min
{
κ/µl+1∞ ,min
{
2θ(`)/β(`)2 | 0 6 ` 6 l}}. (66)
We first consider the initial density bN (0) = β(0)∆0 + (1− β(0))∆∞ for N > 2, where  ∈ (0, ξ] ⊆ [0, κ]
is arbitrary. Without loss of generality let us assume that M = 1 so that by (14) we have
g′′(N)() > −1.
Consider the 1-st iteration of density evolution given by bN (1) = T(N)(bN (0)), i.e., after one iteration of
density evolution, we get the L-density bN (1) by applying T(N) to bN (0), which is given by
bN (1) = g(N)(β(0))c +
(
1− g(N)(β(0))
)
∆∞.
Since g(N)(0) = 0, by Taylor’s formula we can write for each N that
g(N)(β(0)) = β(0)µN +
1
2
g′′(N)(
∗
N )β(0)
22, (67)
where ∗N ∈ [0, ]. Since  6 ξ, by the definition of ξ in (66) we have the inequality  6 2θ(0)/β(0)2 so that
−β(0)22/2 > −θ(0). Now since the second-order derivative at ∗N is bounded from below by −1, (67) leads
to
g(N)(β(0)) > β(0)µN − θ(0) =
(
β(0)µN − θ(0)
)
. (68)
Furthermore, by limN→∞ µN = µ∞ we have limN→∞ β(0)µN − θ(0) = β(0)µ∞ − θ(0), so that there exists
an integer N1 = N1(ξ) such that for all N > N1, it holds that
β(0)µN − θ(0) > β(0)µ∞ − θ(0)− θ(0)
= β(0)µ∞ − 0.5µ∞/2l+1 − 0.5µ∞/2l+1
= µ∞ − µ∞/2l+1 = β(1),
where the last equality is due to the definition of β(1) in (64). Besides, the condition  6 ξ implies that
 6 κ/µ∞, which together with the inequality β(1) < µ∞, implies that 0 < β(1) 6 κ. Consequently for all
N > N1, we have
bN (1) ^ β(1)c + (1− β(1))∆∞ =: b˜N (1).
Thus we obtain the upgraded L-density b˜N (1) with respect to bN (1) for all N > N1, after the 1-st iteration of
density evolution initialized by bN (0). Consider next the 2-nd iteration of density evolution for any N > N1.
We have
bN (2) = T(N)
(
bN (1)
)^ T(N)(b˜N (1))
= g(N)(β(1))c
2 + (1− g(N)(β(1)))∆∞.
Arguing similarly to (68), by definition of ξ in (66) we get  6 2θ(1)/β(1)2 so that −β(1)22/2 > −θ(1).
This leads to
g(N)(β(1)) > β(1)µN − θ(1) =
(
β(1)µN − θ(1)
)
.
Therefore by limN→∞ µN = µ∞ we have
lim
N→∞
β(1)µN − θ(1) = β(1)µ∞ − θ(1)
= µ2∞ − µ2∞/2l+1 − θ(1).
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Thus there exists an integer N2 = N2(ξ) so that for all N > max{N1, N2}, it holds that
β(1)µN − θ(1) > µ2∞ − µ2∞/2l+1 − θ(1)− θ(1)
= µ2∞ − µ2∞/2l+1 − 0.5µ2∞/2l+1 − 0.5µ2∞/2l+1
= µ2∞ − µ2∞/2l+1 − µ2∞/2l+1
= µ2∞ − µ2∞/2l = β(2).
Moreover,  6 ξ implies that  6 κ/µ2∞, which together with β(2) < µ2∞, implies that 0 < β(2) 6 κ.
Therefore for all N > max{N1, N2}, we have
bN (2) ^ β(2)c2 + (1− β(2))∆∞ =: b˜N (2).
Consequently we can obtain the upgraded L-density b˜N (2) with respect to bN (2) for all N > max{N1, N2},
after the 2-nd iteration of density evolution initialized by bN (0).
In general, we can obtain similar arguments as above so that after ` 6 l iterations of density evolution
initialized by bN (0), there exist integers {N`′}16`′6` such that for all N > max16`′6`{N`′}, we have
bN (`) ^ β(`)c` + (1− β(`))∆∞ =: b˜N (`).
Specializing to the case ` = l gives for all N > max16`′6l{N`′} that
bN (l) ^ β(l)cl + (1− β(l))∆∞
=
(
µl∞ − µl∞/4
)
cl + (1− (µl∞ − µl∞/4))∆∞ (69)
=: b˜N (l).
For the (l + 1)-th iteration we get
bN (l + 1) = T(N)
(
bN (l)
)^ T(N)(b˜N (l))
= g(N)(β(l))c
(l+1) + (1− g(N)(β(l)))∆∞.
By the definition of ξ in (66) we have  6 2θ(l)/β(l)2 so that −β(l)22/2 > −θ(l). This leads to
g(N)(β(l)) > β(l)µN − θ(l) =
(
β(l)µN − θ(l)
)
.
Thus there exists an integer Nl+1 = Nl+1(ξ) so that for all N > max16`′6l+1{N`′},
β(l)µN − θ(l) > µl+1∞ − µl+1∞ /4− θ(l)− θ(l)
= µl+1∞ − µl+1∞ /4− 0.5µl+1∞ /4− 0.5µl+1∞ /4
= µl+1∞ − µl+1∞ /2,
so that
bN (l + 1) ^ (µl+1∞ − µl+1∞ /2)c(l+1) + (1− (µl+1∞ − µl+1∞ /2))∆∞ (70)
=: b˜N (l + 1).
Now recall that E(c`)µ`∞ > 1 for ` ∈ {l, l + 1}. As a consequence, (69) and (70), together with the fact
that the order of error probability functional is preserved under degradation, gives
E
(
bN (l)
)
> E
(
b˜N (l)
)
>
3
4
>

2
= E
(
b(0)
)
; (71)
E
(
bN (l + 1)
)
> E
(
b˜N (l + 1)
)
>

2
= E
(
b(0)
)
. (72)
Take N∞ = max06`6l+1{N`}. By the erasure decomposition lemma [14] and the fact that the BEC family is
naturally ordered by degradation with respect to the erasure probability, (71) and (72) imply that both bN (l)
and bN (l + 1) are degraded with respect to bN (0), for all N > N∞. Therefore it follows that the sequence
{bN (`)} converges to a fixed point bN (∞) = bN (∞) and satisfies E(bN (∞)) > /2, for all N > N∞. In fact
we also have
E
(
bN (∞)
)
>
ξ
2
, (73)
for all N > N∞. To verify that (73) holds, let us assume to the contrary that /2 < E(bN (∞)) 6 ξ/2. Let
E(bN (∞)) = ε/2. We know that bN (∞) ^ bε(0) := ε∆0 + (1− ε)∆∞ by the erasure decomposition lemma.
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Because 0 <  < ε 6 ξ, by applying the same reasoning as above, we also have E(bεN (l)) > ε/2. Since bN (∞)
is a fixed point, by induction it holds bN (∞) ^ bεN (l) so that ε/2 = E(bN (∞)) > E(bεN (l)) > ε/2, i.e., ε > ε,
leading to a contradiction and thus verifying (73). Consequently bN (∞) must be degraded with respect to
bξ(0) := ξ∆0 + (1− ξ)∆∞ for all N > N∞.
So bN (∞) is degraded with respect to bξN (`) for all ` and thus to bξN (∞), which follows by the monotonicity
property of the density evolution operator and the fact that bN (∞) is a fixed point. Thus
bN (∞) ^ bξN (∞). (74)
On the other hand, since b(0) is upgraded with respect to bξ(0), it again follows by the monotonicity
property of the density evolution operator that
bξN (∞) ^ bN (∞). (75)
Therefore (74) and (75) show that bN (∞) and bξN (∞) are equal for all  ∈ (0, ξ] and all N > N∞.
Now let xN (0) be an arbitrary L-density satisfying E(xN (0)) =  ∈ (0, ξ]. By the erasure decomposition
lemma, xN (0) is degraded with respect to b(0). It then follows by induction that xN (`) must be degraded
with respect to bN (`) for all N > N∞, and therefore
lim inf
`→∞
E
(
xN (`)
)
> E
(
bN (∞)
)
= E
(
bξN (∞)
)
> ξ. (76)
On the other hand, if E(xN (0)) > ξ, then from the erasure decomposition lemma we know that xN (0) is
degraded with respect to bξ(0), and it follows again by induction that the same conclusion holds, completing
the proof of Theorem 3.2. 
B.2. Appendix to Section 3.2.
Proof of Lemma 3.3. By definition of f(N) in (15) we can derive that
f ′′(N)(x) = −αe−αx(N − 1)(1− e−αx)N−2. (77)
Since 0 6 e−αx 6 1 for any α > 0 and x > 0, |f ′′(N)(x)| at each x can be upper bounded as∣∣f ′′(N)(x)∣∣ 6 αN(1− e−αx)N−2. (78)
Take any κ ∈ [0, ) and consider x ∈ [0, κ]. Proceeding similarly as the proof of Lemma 2.2 in Appendix A.1,
we can bound (1−e−αx)N−2 from above by exp(2−e−(γ+1/2)κ/N1−κ/). Therefore from (78) we can obtain∣∣f ′′(N)(x)∣∣ 6 e2αN exp (− e−κ(γ+1/2)/N1−κ/). (79)
Finally, since N > 3 and HN−1 < ln(N) + γ + 1/2 by (42), we get ln(N) > γ + 1/2 so that the inequality
α 6 (ln(N) +γ+ 1/2)/ 6 2 ln(N)/ holds. Combining this with (79) gives (17). The right-hand side of (17)
is essentially of order N ln(N) exp(−N1−κ/), while 0 < κ/ < 1. It then follows that this term converges to
0 as N tends to ∞ and this holds uniformly for all x ∈ [0, κ].
Finally let us verify that the sequence of second-order derivative at x =  diverges to −∞. We use the
bounds ln(N − 1) + 1 6 HN−1 6 ln(N − 1) + 2 and (77) to get
−f ′′(N)() = HN−1e−HN−1(N − 1)
(
1− e−HN−1)N−2
> HN−1e− ln(N−1)−2(N − 1)
(
1− e−1/(N − 1))N−1
> e−2(1− e−1)HN−1.
Thus f ′′(N)() can be upper bounded by −−1e−2(1− e−1)(ln(N − 1) + 1), which diverges to −∞. 
B.3. Appendix to Section 3.3.
Proof of Lemma 3.5. For simplicity we suppress the subscript “(N)” or superscript “(N)” and write
f(x) = λ2
(
1− (1− x)r)+ N−1∑
i=2
λi+1
(
1− (1− x)r)i.
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Then the first-order derivative of f can be computed as
f ′(x) = λ2r(1− x)r−1 + r
N−1∑
i=2
iλi+1
(
1− (1− x)r)i−1(1− x)r−1.
Therefore we get (λ2r(1− x)r−1)′ = −λ2r(r− 1)(1− x)r−2 and this gives rise to (19). For i > 2, we have((
1− (1− x)r)i−1(1− x)r−1)′ = (1− (1− x)r)i−2(1− x)r−2((ir− 1)(1− x)r − r + 1). (80)
This gives rise to (20). Combining these gives the identity in (21). 
Appendix C. Appendix to Section 4
In this appendix we give the proofs of some lemmas and theorems in Section 4 on the stability under
blockwise or bitwise MAP decoding.
C.1. Appendix to Section 4.2. In this appendix we provide the proof of Theorem 4.2, Lemma 4.4 and
Theorem 4.5 in Section 4.2. These theorems describes how the exploration process behaves, depending on
whether the channel entropy is above or below the stability threshold. We start by proving Theorem 4.2,
which characterizes the exploration process described in Section 4.1 when the condition B(c)λ′(0)ρ′(1) < 1
holds.
Proof of Theorem 4.2. Consider the exploration process where each stage consists of l > 1 steps. Here l is
an arbitrary but fixed integer. For any fixed a ∈ (0, 1/2), we consider the process (Ak)k>0 and the associated
random time K = inf{k |Ak = 0}. We want to bound the probability P(K > na). Notice first that for any
k > 1, we have
Ak = Ak−1 + Zk − 1 =
k∑
i=1
Zi − (k − 1).
Therefore, we can bound P(K > k) as
P(K > k) = P
( k⋂
i=1
{Ai > 1}
)
6 P(Ak > 1)
= P
( k∑
i=1
Zi − (k − 1) > 1
)
= P
( k∑
i=1
Zi > k
)
.
We claim that the process (Ak)06k6na behaves essentially like a branching process (A˜k)k>0, when 0 6 k 6 na
with a ∈ (0, 1/2) fixed. More precisely, we let
A˜k = A˜k−1 + Z˜k − 1,
where A˜−1 = 0 while the random variables Z˜ks are independent and identically distributed. To see this,
let us consider stage 1 of the exploration process that consists of l steps, where we pick active variable or
check half-edges and uniformly connect it to unexplored check or variable half-edges. It is possible that
the connected ones are not neutral but it is clear that the expected number of such occurrences is of order
O(1/n), where the implicit constant depends on l as well as the maximum degrees l and r. In general when
we perform stage i 6 k, the expected number of such occurrences is of order O(i/n), since we need to take
into account the active half-edges in the previous i− 1 stages. Therefore, if we perform in total k stages, the
expected number of such occurrences in at most of order O(k2/n) which is o(1) as long as k = o(√n).
Therefore, we can couple the processes (Ak)06k6na and (A˜k)06k6na such that
P
( k∑
i=1
Zi > k
)
= P
( k∑
i=1
Z˜i > k
)
+ o(1).
Now if we let γ = γ(c, λ, ρ) be such that γl = E(cl)(λ′(0)ρ′(1))l < 1, then there exists a δ = δ(c, λ, ρ) > 0
such that (1 + δ)γl < 1 and therefore we can get
P
( k∑
i=1
Z˜i > k
)
6 P
( k∑
i=1
Z˜i > (1 + δ)γlk
)
.
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By Hoeffding’s inequality we conclude that
P
( k∑
i=1
Z˜i > (1 + δ)γlk
)
6 exp(−2δ2k2γ2l/(kd2l)) = e−2kδ2γ2l/d2l ,
completing the proof of Theorem 4.2. 
Proof of Lemma 4.4. By assumption, there exists a γ = γ(c, λ, ρ) ∈ (1, d) such that B(c)λ′(0)ρ′(1) > γ.
Thus there exists a B = B(c, λ, ρ) such that 0 < B < B(c) satisfying Bλ′(0)ρ′(1) > γ. Definition 4.3 gives
λˆ′(0)ρˆ′(1) =
2L2 − φ2
L′(1)
r−1∑
i=1
(i+ 1)Ri+1 − ψi+1/(1− r)
R′(1)
i
> 2L2 − ε
L′(1)
r−1∑
i=1
(i+ 1)Ri+1 − ψi+1/(1− r)
R′(1)
i
> λ′(0)ρ′(1)−
(
ε
L′(1)
r−1∑
i=1
(i+ 1)Ri+1
R′(1)
i+
2L2
L′(1)
r−1∑
i=1
ψi+1/(1− r)
R′(1)
i
)
> λ′(0)ρ′(1)−
(
ρ′(1)
L′(1)
+
2L2r
2
L′(1)2
)
ε.
Since λ′(0)ρ′(1) > γ/B, there exists a ξ = ξ(c, λ, ρ) > 0 so that we have λ′(0)ρ′(1) > γ/B+ ξ. So
λˆ′(0)ρˆ′(1) >
γ
B
+ ξ −
(
ρ′(1)
L′(1)
+
2L2r
2
L′(1)2
)
ε. (81)
Now we pick
ε = min
{
(ξ/2)
/
(ρ′(1)/L′(1) + 2L2r2/L′(1)2), L2
}
. (82)
Then (81) gives the inequality λˆ′(0)ρˆ′(1) > γ/B+ ξ/2. This implies that there exists a δ = δ(c, λ, ρ) > ξ/2
such that λˆ′(0)ρˆ′(1) > γ/B+ δ. Similarly, we have
λˆ′n(0)ρˆ
′
n(1) > λ′n(0)ρ′n(1)−
(
ρ′n(1)
L′n(1)
+
2L2,nr
2
L′n(1)2
)
ε
> λˆ′(0)ρˆ′(1) + λ′n(0)ρ′n(1)− λ′(0)ρ′(1)−
(
ρ′n(1)
L′n(1)
+
2L2,nr
2
L′n(1)2
)
ε
> λˆ′(0)ρˆ′(1) + λ′n(0)ρ′n(1)− λ′(0)ρ′(1)
− ρ
′
n(1)/L
′
n(1) + 2L2,nr
2/L′n(1)
2
ρ′(1)/L′(1) + 2L2r2/L′(1)2
ξ
2
(83)
> λˆ′(0)ρˆ′(1)− δ > γ/B, (84)
where (83) follows by definition of ε in (82), and the second to last inequality in (84) follows by the convergence
of (λn, ρn) in Section 1.3. Therefore for the given β = β(c, λ, ρ) = (B(c)e)3/2
√
2 ln(B(c)/B)/(9pi), we can
select an l = l(c, λ, ρ) ∈ N such that
β
(
Bλˆ′n(0)ρˆ
′
n(1)
)l > β(Bλˆ′(0)ρˆ′(1)− δ)l > γl.
By [14] we know that E(cl) > βBl, which completes the proof. 
Proof of Theorem 4.5. Let ε = ε(c, λ, ρ) > 0, l = l(c, λ, ρ) ∈ N, γ = γ(c, λ, ρ) > 1 be determined by
Lemma 4.4 and fixed. First notice that every time we perform l steps in a stage in the exploration process,
the maximum number of check half-edges that we have explored is upper bounded by dl, where we recall
that d is the maximum check-node degree r minus 1. Consequently, if we only consider the process (Ak)k>0
up to stage εn/dl, then the total number of check half-edges that we have explored does not exceed εn and
the same goes for the total number of variable half-edges. For notational simplicity, we define
 = ε/dl.
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Let Fk be the σ-algebra generated by the status of variable and check half-edges up to and including stage
k, and in particular Fk contains the information about the number of active, open, neutral and explored
variable and check half-edges. We claim that E[Zk|Fk−1] > γl as long as k 6 n. To see this, we recall the
modification of status of active check half-edges in the additional step after step l in stage k. We can write
Zk =
Nk(l)∑
j=1
(
I{∑u∈Pj Lu<0} + I{BPj=0}I{∑u∈Pj Lu=0}
)
,
where Nk(l) is the number of active check half-edges at stage k before the additional step and after step l, and
Pj is the set of variable nodes of degree two which are contained in the path of length 2l that contains active
check nodes only and also contains the j-th active check half-edge. By the tower property of expectation,
we have
E[Zk|Fk−1] = E
[
E[Zk|Fk]
∣∣Fk−1]
= E(cl)E[Nk(l)|Fk−1].
Now write
Nk(l) =
Nk(l−1)∑
j=1
Xj(l),
where Nk(l − 1) is the number of active check half-edges from which we directly grew out all Nk(l) active
check half-edges at step l in stage k, i.e., these half-edges are at graph distance 2 from the Nk(l) half-edges
at step l− 1 in stage k; and Xj(l) is the number of active check half-edges at stage k when performing step l
and which are originated from the j-th active check half-edge after step l− 1 but before step l. If we denote
by Fk(l − 1) the σ-algebra generated by Fk−1 and the status of variable and check half-edges up to and
including step l − 1 in stage k, then we can continue writing
E[Zk|Fk−1] = E(cl)E[E[Nk(l)|Fk(l − 1)]∣∣Fk−1]
> E(cl)λˆ′n(0)ρˆ′n(1)E[Nk(l − 1)|Fk−1],
where the last inequality holds since E[Xj(l)|Fk(l − 1)] is lower bounded by λˆ′n(0)ρˆ′n(1). Indeed, because
k 6 εn/dl, the number of explored check half-edges has not exceeded εn. The claim then follows by recalling
Definition 4.3.
In general and for any t ∈ {0, 1, 2, . . . , l−1}, we denote by Nk(l− t) the number of active check half-edges
after performing step l−t and denote byFk(l−t) the σ-algebra generated byFk−1 and the status of variable
and check half-edges up to and including step l − t in stage k. Notice that Nk(0) = 1 and Fk(0) = Fk−1
since in step 0 we pick the active check half-edge in the breadth-first order which is known based on Fk−1.
Continuing the computation in a similar fashion, we obtain that for any t ∈ {0, 1, 2, . . . , l − 1},
E[Zk|Fk−1] > E(cl)(λˆ′n(0)ρˆ′n(1))tE[Nk(l − t)|Fk−1]. (85)
Since E[Nk(1)|Fk−1] = E[Nk(1)|Fk(0)] > λˆ′n(0)ρˆ′n(1), the inequality in (85) leads to
E[Zk|Fk−1] > E(cl)(λˆ′n(0)ρˆ′n(1))l > γl, (86)
where the last inequality in (86) is due to Lemma 4.4. On the other hand, it is not difficult to see that
E[Zk|Fk−1] 6 dl holds.
Now recall that the process (Ak)k>0 satisfies the recursion Ak = Ak−1 + Zk − 1 so that we can further
write Ak =
∑k
i=1 Zi − (k − 1). Therefore for any k > 1, we have that
P
(
Ak 6 (δ¯γl − 1)k
)
= P
( k∑
i=1
Zi − (k − 1) 6 (δ¯γl − 1)k
)
= P
( k∑
i=1
Zi 6 δ¯γlk − 1
)
6 P
( k∑
i=1
Zi 6 δ¯γlk
)
. (87)
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Thus for any s > 0, we can further bound (87) by
P
(
Ak 6 (δ¯γl − 1)k
)
6 P
(
− s
k∑
i=1
Zi > −sδ¯γlk
)
= P
(
exp
(
− s
k∑
i=1
Zi
)
> exp(−sδ¯γlk)
)
6 esδ¯γlkE
[
exp
(
− s
k∑
i=1
Zi
)]
, (88)
where (88) is due to Markov’s inequality. Notice that the expectation in the last inequality involves (Zi)16i6k
and to get a further upper bound, we write
E
[
exp
(
− s
k∑
i=1
Zi
)]
= E
[
exp
(
− s
k−1∑
i=1
Zi
)
E
[
e−sZk
∣∣Fk−1]]. (89)
According to (86) we know that γl 6 E[Zk|Fk−1] 6 dl. Given these bounds on the conditional expectation
of Zk given Fk, we can characterize “feasible” conditional distributions of Zk given Fk−1, which then enables
us to derive an upper bound on E[e−sZk |Fk−1].
More concretely, E[e−sZk |Fk−1] can be further upper bounded by the negative of the optimum of the
following linear program LPprim in the standard primal form as
min
{pj}
−
dl∑
j=0
pje
−sj
s.t. −
dl∑
j=0
pjj + γ
l 6 0;
dl∑
j=0
pj − 1 6 0;
− pj 6 0,∀j.
(90)
Notice that in the above linear program we used the inequality constraint
∑dl
j=0 pj 6 1 to replace the equality
constraint requiring {pj} a valid distribution, since in both cases the constraint sets are bounded and closed
so that the optimal value is obtained on the boundary of the corresponding constraint set. Furthermore, the
Lagrangian function L = L(p0, . . . , pdl , a, b, c0, . . . , cdl) is defined as
L = −
dl∑
j=0
pje
−sj − a
( dl∑
j=0
pjj − γl
)
+ b
( dl∑
j=0
pj − 1
)
−
dl∑
j=0
cjpj ,
where the Lagrangian multipliers a, b and cjs are nonnegative. Therefore we can write the Lagrangian dual
function D = D(a, b, c0, . . . , cdl) as
D(a, b, c0, . . . , cdl) = inf{pj}L(p0, . . . , pdl , a, b, c0, . . . , cdl)
= inf
{pj}
dl∑
j=0
(− e−sj − aj + b− cj)pj + aγl − b. (91)
We notice that the infimum in (91) attains −∞ unless −e−sj − aj + b − cj = 0 for every j ∈ {0, 1, . . . , dl}.
Since the cjs are nonnegative, the above conditions imply that b − aj > e−sj for every j. Consequently we
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obtain the dual linear program LPdual associated to the linear program LPprim as
max
a,b
aγl − b
s.t. b− aj > e−sj ,∀j;
a > 0.
(92)
Since the function x 7→ b− ax is linear and the function x 7→ e−sx is convex-∪, it follows by convexity that
the conditions b − aj > e−sj are fulfilled for all j if and only if the conditions are fulfilled for j = 0 and
j = dl, which are given by b > 1 and b − adl > e−sdl . Now for any fixed b > 1, the second condition gives
a 6 (b− e−sdl)/dl and the maximum value of the linear program LPdual in (92) in this case is
(b− e−sdl)γl/dl − b = −b(1− γl/dl)− e−sdlγl/dl,
which is obtained by setting a = (b − e−sdl)/dl. Notice that since b > 1, the condition a > 0 is satisfied.
Consequently we get the optimal value of the linear program LPdual in (92) by setting b = 1 and the optimum
is equal to −1 + γl/dl − e−sdlγl/dl. This in particular implies that
E[e−sZk |Fk−1] 6 1− γl/dl + e−sdlγl/dl,
and as a consequence, (89) becomes
E
[
exp
(
− s
k∑
i=1
Zi
)]
6
(
1− γ
l
dl
+
γl
dl
e−sd
l
)
E
[
exp
(
− s
k−1∑
i=1
Zi
)]
.
Now we continue the computation in a similar approach by sequentially bounding the conditional expectations
E[e−sZk−t |Fk−t−1], where t increases from 1 to k − 1. Since k 6 n, we know that γl is a valid lower bound
on E[e−sZk−t |Fk−t−1] so that the negative of the optimum of the previous linear program LPprim gives an
upper bound of it as well. Therefore, we get
E
[
exp
(
− s
k∑
i=1
Zi
)]
6
(
1− γ
l
dl
+
γl
dl
e−sd
l
)k
,
so that (88) becomes
P
(
Ak 6 (δ¯γl − 1)k
)
6 esδ¯γlk
(
1− γl/dl + e−sdlγl/dl)k
=
(
esδ¯γ
l(
1− γl/dl + e−sdlγl/dl))k. (93)
In Lemma C.1 and Lemma C.2 at the end of the proof of this theorem we show that by deriving a uniform in s
bound, the left-hand side of (93) can be bounded by the exponentially decreasing function exp(−kδ2γl/(2dl)),
and this gives the desired result (29) in Theorem 4.5. In the following we prove (30) by a similar line of
arguments as above.
Recall that by definition K = inf{k |Ak = 0} and for some κ = κ(c, λ, ρ) ∈ N that will be specified later,
we want to show that conditional on the event {K > κ}, the probability of the event {K 6 n} cannot tend
to 1 as the blocklength tends to ∞. We start by writing
P(K 6 k |K > κ) 6 P
( k⋃
j=κ+1
{Aj = 0}
∣∣∣∣ κ⋂
j=1
{Aj > 1}
)
6
k∑
j=κ+1
P
(
Aj = 0
∣∣∣∣ κ⋂
j=1
{Aj > 1}
)
=
k∑
j=κ+1
P
( j∑
i=1
Zi = j − 1
∣∣∣∣ κ⋂
j=1
{Aj > 1}
)
6
k∑
j=κ+1
P
( j∑
i=1
Zi 6 j
∣∣∣∣ κ⋂
j=1
{Aj > 1}
)
. (94)
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Since the parameters γ and l satisfy γl > 1, for any δ = δ(c, λ, ρ) ∈ (0, 1) such that δ¯γl > 1, by (94) we get
P(K 6 k |K > κ) 6
k∑
j=κ+1
P
( j∑
i=1
Zi 6 δ¯γlj
∣∣∣∣ κ⋂
j=1
{Aj > 1}
)
.
Therefore for any s > 0, we get
P(K 6 k |K > κ) 6
k∑
j=κ+1
P
(
− s
j∑
i=1
Zi > −sδ¯γlj
∣∣∣∣ κ⋂
j=1
{Aj > 1}
)
=
k∑
j=κ+1
P
(
exp
(
− s
j∑
i=1
Zi
)
> e−sδ¯γlj
∣∣∣∣ κ⋂
j=1
{Aj > 1}
)
6
k∑
j=κ+1
esδ¯γ
ljE
[
exp
(
− s
j∑
i=1
Zi
) ∣∣∣∣ κ⋂
j=1
{Aj > 1}
]
. (95)
Consider first the case j = κ + 1 in (95). We can bound the conditional expectation of e−sZκ+1 in (95) by
using the linear program LPprim in (90). This corresponds to the case where i = j = κ+ 1. In general for i
ranging from κ to 1, the conditioning events {Aj′ > 1} for j′ 6 κ impose further conditions on the Zis; e.g.,
{A1 > 1} is equivalent to {Z1 > 1}. The same reasoning goes for a generic j > κ+ 1. Thus instead of using
the objective function in (90), we need to consider
min
,{pj}
−
dl∑
j=
e−sjpj , (96)
where  is the additional parameter taking values in {0, 1, . . . , dl}. Furthermore, the constraints imposed on
(96) are −∑j> pjj + γl 6 0, ∑j> pj − 1 6 0 and −pj 6 0 for all j.
We claim that the optimal value of (96) is lower bounded by the optimal value of the linear program
LPprim. We show this by showing that any optimal solution to (96) is also a feasible solution to the linear
program LPprim. More precisely, let ˆ and {pˆj} be an optimal solution to (96) and let {qj} be such that for
all j 6 ˆ − 1, qj = 0 and for j > ˆ, qj = pˆj . Then {qj} attains the optimum for (96) while it satisfies all
constraints in (90). Therefore we can use LPprim to bound P(K 6 k |K > κ) as
P(K 6 k |K > κ) 6
k∑
j=κ+1
(
esδ¯γ
l(
1− γl/dl + e−sdlγl/dl))j . (97)
Lemma C.1 and Lemma C.2 at the end of the proof of this theorem allow us to write
P(K 6 k |K > κ) 6
k∑
j=κ+1
e−jδ
2γl/(2dl)
= cκ
(
1− e−(k−κ)δ2γl/(2dl)), (98)
where
cκ :=
exp(−(κ+ 1)δ2γl/(2dl))
1− exp(−δ2γl/(2dl)) . (99)
Notice now that the numerator on the right-hand side of (99) decreases exponentially in κ so that for the
given parameters γ, l, d and any fixed δ ∈ (0, 1) such that δ¯γl > 1, we can select a κ = κ(c, λ, ρ, δ) ∈ N such
that cκ ∈ (0, 1). This completes the proof of Theorem 4.5. 
Lemma C.1. Let γ = γ(c, λ, ρ) and l = l(c, λ, ρ) be specified by Lemma 4.4 and let δ ∈ (0, 1) be arbitrary
and fixed. Define the function g : (0,∞)→ (0,∞) by
g(s) = esδ¯γ
l(
1− γl/dl + e−sdlγl/dl).
Then for all s > 0, it holds that
g(s) > δ¯−δ¯γl/dl
(
dl − γl
dl − δ¯γl
)1−δ¯γl/dl
.
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Proof. By definition of g we know that g(0) = 1 and lims→∞ g(s) =∞. Besides, the first-order derivative of
g can be computed as
g′(s) = esδ¯γ
l
(
δ¯γl
(
1− γ
l
dl
+
γl
dl
e−sd
l
)
− γle−sdl
)
,
so that g′(0) = δ¯γl(1 − γl/dl + γl/dl) − γl = δ¯γl − γl = −δγl < 0. Therefore g has at least one stationary
point in (0,∞). Setting the derivative g′(s) to be 0, we can obtain that(
δ¯γ2l
dl
− γl
)
e−sd
l
+ δ¯γl
(
1− γ
l
dl
)
= 0, (100)
which has a unique solution in (0,∞). So g has a unique minimum at s? ∈ (0,∞) and solving (100) for s?
we get
e−s
?dl =
δ¯(dl − γl)
dl − δ¯γl .
Consequently we can evaluate g(s?) by computing
es
?δ¯γl =
(
es
?dl
)δ¯γl/dl
=
(
dl − δ¯γl
δ¯(dl − γl)
)δ¯γl/dl
,
and
1− γ
l
dl
+
γl
dl
e−s
?dl = 1− γ
l
dl
+
γl
dl
δ¯(dl − γl)
dl − δ¯γl
=
dl − γl
dl − δ¯γl ,
so that g(s?) is equal to
dl − γl
dl − δ¯γl
(
dl − δ¯γl
δ¯(dl − γl)
)δ¯γl/dl
= δ¯−δ¯γ
l/dl
(
dl − γl
dl − δ¯γl
)1−δ¯γl/dl
,
completing the proof. 
Lemma C.1 allows us to conclude from (93) and (97) that
P
(
Ak 6 (δ¯γl − 1)k
)
6
(
g(s?)
)k
; (101)
P(κ < K 6 k) 6
k∑
j=κ+1
(
g(s?)
)j
. (102)
Here we remark that the δ in these two inequalities depends on c and (λ, ρ), since we require that δ¯γl > 1.
In what follows we will show that g(s?) can be bounded from above by an exponentially decreasing function,
which can then be used to get exponential bounds on the left-hand sides of (101) and (102).
Lemma C.2. Let γ = γ(c, λ, ρ) and l = l(c, λ, ρ) be specified by Lemma 4.4 and let δ ∈ (0, 1) be arbitrary
and fixed. Then
δ¯−δ¯γ
l/dl
(
dl − γl
dl − δ¯γl
)1−δ¯γl/dl
6 e−δ2γl/(2dl). (103)
Proof. By monotonicity of the logarithm function x 7→ ln(x), it is enough to show that
f(δ) :=
γl
2dl
δ2 − γ
l
dl
δ¯ ln(δ¯) +
(
1− γ
l
dl
δ¯
)
ln
(
dl − γl
dl − γlδ¯
)
6 0. (104)
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Since f(0) = 0, the claim in (103) will follow if we can show that f is non-increasing on [0, 1). Indeed, the
first-order derivative of f can be computed as
f ′(δ) =
γl
dl
δ +
γl
dl
(
1 + ln(δ¯)
)
+
γl
dl
ln
(
dl − γl
dl − γlδ¯
)
− γ
l
dl
=
γl
dl
(
δ + ln
(
(dl − γl)(1− δ)
dl − γl(1− δ)
))
=
γl
dl
(
δ + ln
(
1− d
lδ
dl − γl(1− δ)
))
.
Since ln(1− x) 6 −x for all x < 1 and dlδ/(dl − γl(1− δ)) < 1, it follows that
δ + ln
(
1− d
lδ
dl − γl(1− δ)
)
6 δ − d
lδ
dl − γl(1− δ)
6 δ − d
lδ
dl
= δ − δ,
from which we can conclude that f ′(δ) 6 0 for all δ ∈ (0, 1), and this completes the proof. 
C.2. Appendix to Section 4.4.
Proof of Lemma 4.9. The inequality in (34) holds for the case k = 0. Thus let us show that the inequality
holds for 1 6 k 6 (l + 1)/2. To this end, let us first define the quantity
D(k) = B
(
k; k + (l − 1)/2)−B(0; (l − 1)/2),
so that D(k) is the difference between the right-hand side of (34) and the left-hand side of (34). Then we
have
D(k) =
k+(l−1)/2∑
i=k
(
l
i
)
pl−i(1− p)i −
(l−1)/2∑
i=0
(
l
i
)
pl−i(1− p)i
=
k+(l−1)/2∑
i=(l+1)/2
(
l
i
)
pl−i(1− p)i −
k−1∑
i=0
(
l
i
)
pl−i(1− p)i
= B
(
(l + 1)/2; k + (l − 1)/2)−B(0; k − 1). (105)
With p¯ := 1− p, we notice that
B
(
(l + 1)/2; k + (l − 1)/2) = (l−1)/2∑
i=(l+1)/2−k
(
l
i
)
pl−ip¯ie(l−2i) ln(p¯/p)
>
(l−1)/2∑
i=(l+1)/2−k
(
l
i
)
pl−ip¯i (106)
= B
(
(l + 1)/2− k; (l − 1)/2),
where the inequality in (106) is due to the fact that (l− 2i) ln(p¯/p) is positive as p ∈ [0, 1/2] and l− 2i > 1.
Therefore plugging this lower bound into (105), we can obtain that
D(k) > B
(
(l + 1)/2− k; (l − 1)/2)−B(0; k − 1). (107)
Next we will verify that the sequence {Bi}06i6l, the i-th element of which is defined by
Bi =
(
l
i
)
pl−i(1− p)i,
is nondecreasing for i 6 (l− 1)/2. Then the claim that D(k) is nonnegative for all 0 6 k 6 (l+ 1)/2 follows,
since B((l+ 1)/2− k; (l− 1)/2) in (107) is the sum over the last k elements of the sequence {Bi}06i6(l−1)/2,
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while B(0; k− 1) in (107) is the sum over the first k elements of the sequence {Bi}06i6(l−1)/2. Now to verify
that {Bi} is nondecreasing, we can compute
Bi
Bi−1
=
(l − i+ 1)(1− p)
ip
= 1 +
(l + 1)(1− p)− i
ip
.
So the sequence {Bi} is nondecreasing if i 6 b(1− p)(l + 1)c. Since p ∈ [0, 1/2], we conclude that
b(1− p)(l + 1)c > (1− p)(l + 1)− 1 > (l + 1)/2− 1 = (l − 1)/2,
and this verifies that {Bi} is nondecreasing when i 6 (l−1)/2, which completes the proof of Lemma 4.9. 
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