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1. INTRODUCTION 
Let 2? be a group and 9 a class of real-valued functions on 9 such that if v 
and # are in F, then their convolution v * # is also in 9. Givenf E g, we shall 
investigate whether there exists a non-negative function g E F, g + 0, such 
that the convolution f * g is non-negative on 9. We let S(f) = S(f, %) 
denote the (possibly empty) set of functions g described above. If there is one 
element g ~g(f), then there are generally many, since g * 9 ~g(f) for any 
non-negative 9, E *. 
This study originated from consideration of the Wiener tauberian theorem 
for functions satisfying a one-sided bound. See e.g., Wiener [I 1, Theorem XI.] 
Heretofore, non-negativity of the “kernel” has been a necessary condition for 
such theorems. If the kernel f changes sign but there exists a non-negative g 
such that f * g is non negative, then the classical argument may be valid under 
certain conditions with f * g in place off. We shall give such applications in a 
separate article to appear in Proc. London Muth. Sot. (3) 36 (1978). 
As a simple example, we consider the case G = Y, the circle group, and 
9 = Ll(F). Letf^d enote the Fourier transform off. 
THEOREM 1.1. Let f  E Ll(.Y). There exists a function g E Y(f) ; f  and only ;f  
j(0) = (2+j+ c f(x) dx 3 0. 
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Proof. Iff^(O) > 0, takeg G 1 and note thatf c g(x) = f^(O) > 0. Conversely, 
if there exists a g E S(f), we have 
0 G (f * dW = f(O) k(O). 
Since g 3 0 and g & 0, it follows that g(O) > 0 and hencej(0) > 0. 
This theorem has an obvious analogue for almost periodic functions on W. 
The simplicity of these results derives from the fact that constants are eligible 
functions in the space of periodic or almost periodic functions. Henceforth we 
shall study our problem for the groups Wd and Bd, d > 1, and the following 
classes of real-valued measurable functions. 
1. Let q: 9?+ + 9 be a non-decreasing function satisfying 
(4 p(t) t a, t- a, 
(ii) q(t) = O(t), t 3 co. 
Let 5$ consist of all measurable functions on sd or ZP satisfying 
f(x) = O(exp(-da I x I))>, x - cf4 
for some positive number a = a(f). Here / . j denotes the Euclidean norm. 
We note that V( .) = exp( -q( .)) satisfies 
lim inf log v(t) > --00 
t 7 t+m 
and we describe this situation by saying that V is of subexponential decay. 
2. Let F0 consist of measurable functions f on gd or 59 satisfying 
I@pg lf(4l)il x I = ---co. 
We say that functions in SO are of superexponential decay. 
3. Let Fc consist of measurable functions on :9P or 5Fd having compact 
support. 
Our main results in these three cases can be summarized as follows. Let 
x = (x1 )..., xd) and t = (tl ,..., td) denote elements of 9P or bd, let xt = 
Cf=, xiti , and let 
If(t) = lqf(x) ezt dx 
denote the Laplace transform off, where dx denotes Haar measure on 9. Then 
1. S(f, FJ # 0 -q(o) > 0; 
2. P(f, Fo) f  0 oLf(t) > 0, Vt E 9; 
3. for f E Fc and f boundary-definite (defined in sections 4 and 6), 
.qf, 2q z 0 *Lf(t) > 0, vt E 9. 
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If 9 = .Z, the boundary-definite condition is inessential. On the other hand, 
we shall later give an example of a compactly supported function ~E:U(JZ) 
for which Lf(t) > 0, ‘dt E W, and fl(f, PC) = ia. 
For 9 = FC(JY) we obtain a new proof of an old result of PoincarC [7] 
and Meissner [6] characterizing polynomials which can be expressed as quotients 
of polynomials with positive coefficients. For g = .F(Zd), d > 1, these results 
have been extended to polynomials in d variables by Hardy, Littlewood and 
Polya ([4], 2.24). 0 ur g eneral method might be used to study analogous problems 
in Wd, d >- 1 (see Section 6). 
Finally, we mention another result which bears some relation to ours. Define 
an exponentiaL polynomial to be a function of the form cb, akebk*, where the 
{+} and {bk} are sequences of complex numbers, It was shown by Ritt [9] that 
if the quotient of two exponential polynomials is an entire function, then the 
quotient itself is an exponential polynomial. For further results of this type, 
see e.g., Shields [IO] and Berenstein and Dostal [2a, b]. 
2. SUBEXPONENTIAL DECAY 
The case 9 = FQ . There are essential differences in the theory according to 
whether all functions in the class 9 vanish at infinity faster than any exponential 
or if this is not the case. In the present section we consider the latter alternative. 
Let q: ~2 - d be a continuous function satisfying 
q(O) = 0, 
q is even, 
q’(x) > 0, x > 0, 
Q” is continuous on ,%? - {O} and q”(x) < 0 for x f 0, 






m expi-q(x) + q(c,p)l dx < ~0. -03 (2.5) 
These hypotheses imply that q(x) 3 0 and liml,l,, q(x) = CO. Also, 4 is 
subadditive, i.e. 
4(x + Y) < q(x) + 4(Y), XT Y E w. (2.6) 
Indeed, in each of the three cases (i) xy 3 0, (ii) xy < 0 and 1 x + y j < [ x 1, 
. . . 
(m) xy < 0 and / x + y 1 > ( x (, we have 
Q(X + Y) - q(x) < J,I”‘“’ q’(t) dt < s,“’ q’(t) df = q(y). 
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Further, we note that 
& (expl-dx)l) > 0, x # 0. (2.7) 
For q satisfying (2.1)-(2.5) we define .3$ as in Section 1. As examples we 
mention 
(i) q(x) = const. 1 x I=, 0 < 01 < I. 
(ii) q(x) = const. {log4(es + j x 1) - /16}, /3 2 2. 
We remark that one can replace (2.5) by less restrictive conditions, but our 
arguments would be somewhat more complicated. . 
THEOREM 2.1. Let q satisfy conditions (2.1)-(2.5). Let f~ S$(A?), f  +E 0. 
Then the following are equivalent. 
A. Jf(.x) dx > 0. 
B. There exists Ed > 0 such that the function x -+gJx) = exp(-q(cz)) 
satis$esf*g,>Oon9forO<~<:0. 
C. There exists an E > 0 such that f t g, > 0 on 9. 
Proof. A 3 B. Let E and a be positive numbers to be specified later. We form 
(f*A (4 = [17L,cc, + ~u~>~(f(4ex~~-d~+- 4ldu = 4 + 1~ y  
say. 
If we set 
M(E, 4 = SUP j exp{d+ - d 6X-a)}- 1 /, 1uI <u,xE.%, 
it follows from (2.6) that 
M(E, a) < exp(q(ca)) - 1 = o(l), (ea + 0). 
We have 
We estimate I, with the aid of (2.6) and the bound f(u) = o(exp(-q(bu))} 
given in the definition of gQ in Section 1: 
IA I < exp(-q(4) iu,,alf(4 exp(q(4)du 
K expt-q(bu) + Al du 
= exp(-q(4) (K/b) 1 exp{-q(v) + q(4b)l da. 
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The last integral is convergent by (2.5) provided that c/b < c,, . We assume 
henceforth that E < c,,b. 
Combining these estimates we obtain 
(f * gJ (4 expM4 
Now choose a so large that 
jfW du < 2 j-;f(u, du, 
(K/b) j 
lvl>ab 
exp(-d4 + n(co4) dv < (/f(u) du)/8. 
Next choose et, < c,b and so small that 
Wco 9 4 j If04 du < (jfC4 du),/8- 
With these choices of l s and a, we have 
f *g.(x) b exp{-44) /f(u) du/4 
for any E in (0, ~1. Thus A 3 B. 
B * C. Obvious. 
C =s A. We have 
0 G J-f *g&4 dx = C.ffC-4 dx)(Jk(x) 4. S ince J-gJx) dx > 0, it follows that 
sj(x) dx 3 0. If sf(x) dx = 0, then sj *g<(x) dx = 0. Since f * g, > 0, it 
follows that f * g, = 0 a.e. Taking Fourier transforms we obtain f(t)&(t) = 0, 
t E 9%‘. Since g, is even, we can express & as a cosine transform. Arguing in a 
standard way, we perform two integrations by parts, recall (2.7) and obtain 
for t # 0 
d,(t) = 2 jam t-2( 1 - cos xt) g,“(x) dx > 0. 
It follows that j” = 0 a.e., and hence f = 0 a.e., which contradicts a hypothesis. 
Thus j-f(x) dx > 0. 
Theorem 2.1 has an analogue for higher dimensional Euclidean space BY. 
We require the following extension of condition (2.5) to enable us to treat a 
convolution integral: 
There exists a constant c E (0, 1) such that 
j  
m P-1 exp{--p(t) + p(ct)} dt < CO. 
0 
(2.5’) 
This condition can be deduced from (2.5) in many cases, as we now show. 
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LEMMA 2.1. Let q satisfy conditions (2.1)-(2.5), let d be a positive integer, and 
suppose (2.5) holds for some c, > d/(d + 1). Then (2.5’) holds. 
Proof. Since q’ is a decreasing function on (0, CO) we have for t >T 0 and 
O<c<l 
(1 - c) tq’(t) < q(t) - q(ct) d (1 - c) tq’(ct). 
This inequality and (2.5) imply that 
s 
m exp{-Potq’(t)l dt -C ~0, 
0 
where ,Bo = (1 - co)/co . Thus, 
s Oc exp{-/l,tq’(t)} dt --+ 0, A-+C0. A 
Let E > 0 be given. For A = A(E) sufficiently large, we have 
EA exp{-/3,(1 + E) Aq’(A)} < S:lrA exp{-~o,tq’(t)} dt < E. 
It follows that 
log t < (1 + Qo W(t) 
for all t 3 A(E). Now for 0 < c < co and t 3 A, 
s 
m td-l exp{-q(t) + q(ct)} dt 
A 
< s 




m exp{(d - 1 - (1 - c)/(W(l + c)]) log t} dt. 
A 
The last integral is finite provided that d < (1 - c) c,/((l + l )( 1 - co))- 
However, we have assumed that d < c,(l - co)-l. Thus there exist small 
positive numbers l and c such that the penultimate inequality holds for d. 
This completes the proof of Lemma 2.1. 
For example, let 
q(t) = Wog2(e2 + I t I) - 41 
and let d be a positive integer. Then (2.5’) holds provided that K > 0. 
We define Q(X) = q(1 x I), where q satisfies (2.1)-(2.4) and (2.5’) and 1 x 1 
denotes the Euclidean norm of x in Wd. We have 
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THEOREM 2.2. Let q and Q be as above and let f e F&@?), f + 0. Then the 
following are equivalent. 
A. jf (x) dx > 0. 
B. There exists q, > 0 such that the function x -gC(x) = exp(-Q(ex)) 
satisfies f  * g, >/ 0 on 9P for 0 < E < co . 
Proof. The assertion A * B is established as before. For the converse, we 
again show that sf (x) dx > 0, assume equality, and deduce a contradiction. 
As before jf (x) dx = 0 implies that f(x)&(x) = 0 for 0 < E < ~a . Since 
we assume that f  + 0 on Wd, there exists x,, E &Y for which 3(x,) f 0. It follows 
that 
&(x0) = +(x0/E) = 0, 0 < E ,< Eg .
This in turn implies that t is compactly supported, since & is radially sym- 
metric. Thus g is the restriction to Wd of an entire function. Furthermore, the 
function h: 99 + 9 defined by 
h(y) = g(y, 0, O,..., 0) = exd-q(y)), 
is the restriction to W of an entire function. We have h’(0) = 0 since h(y) = 
h(-y) for anyyea. Fory > 0 we have 
h’(y) = h’(y) - h’(0) = yh”(5) 
for some 6 > 0. It follows from (2.7) that h’ > 0 on .%?+. On the other hand 
(2.3) yields 
h’(y) = e-9(11)(-q’(y)) < 0, y  > 0. 
This contradiction implies that sf (x) dx > 0. 
Similar results in Wd, d > 1, can also be established for classes g0 which 
are such that if f  E $$ , then the Fourier transform f is quasi-analytic. A quasi- 
analytic function has the property that if the function vanishes on an open set, 
then it must vanish identically. If f  E sg, p has this property only if 
I OD (1 + 9)-l q(s) ds = 00. -a 
This condition requires that q grows nearly linearly, and is thus rather more 
stringent than (2.5). 
It is easy to establish the analogue of Theorem 2.1 for real-valued functions 
on L?Z and the analogue of A 3 B in Theorem 2.2. for real-valued functions 
on P, d > 1. We replace integrals by sums, derivatives by differences, and 
Fourier integrals by Fourier series. 
It is somewhat more complicated to find an analogue of B > A in Theorem 
2.2 for real-valued functions on Td, d > 1. One possibility is to use the afore- 
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mentioned quasi-analyticity hypothesis. This guarantees that the Fourier series 
CgE(n)einz does not vanish on an open set and the proof is easily completed. 
The quasi-analytic condition is rather restrictive. We can avoid it by applying 
Theorem 2 in [la]. We are grateful to Professor R. Askey for bringing this 
result to our attention. Re-stated in a way which fits our purposes, it is as 
follows. 
THEOREM A. Let G(x) = ~(1 x I) b e a continuous, radial function on Wd. If  
(i) y&+0, t- ~0, 
(ii) (- l)[~Ply[~/2l(t) is convex, t >, 0, then G is positive definite, i.e., it is 
the Fourier transform of a non-negative measure. If  we furthermore assume that 
G EL1(gd), then G(x) > 0 for all x E C?Zd. 
It is clear from Askey’s proof [ 1 b] that Theorem A is true. We note in particular 
that it follows from conditions (i) and (ii) of Theorem A that we have 
(- I)ky’7c’(t) > 0, t 3 0, h = 0, I,..., [d/2]. 
This observation is due to Levy. 
Our next step is given by 
LEMMA 2.2. Let G gL1(gd) be as in Theorem A and define g(n) == G(n), 
n E 5Yd. If  f  E L1(Sd), f  + 0, and f  * g > 0, then we have 
f(O) = c f(n) > 0. (2.9) 
nezz=d 
Proof. Using the convexity properties of G and the fact that G E L’(S), 
we see that g EL~(.CZ’~). According to the Poisson summation formula, it follows 
from Theorem A that 
C?(x) = c G(n) einx = c C?‘(2nm - x) > 0. 
ne@ m&=‘d 
Arguing as in the proof C ti A in Theorem 2.1, we obtain (2.9). The lemma 
is proved. 
Let 4 satisfy the conditions of Theorem 2.2 and let G(x) = exp(--q(c / x I)} 
satisfy the conditions of Theorem A. (One possibility is to take q(x) = const. lzla, 
0 < a: < 1.) We also define g,(n) = G(n), n E Sd. Using Lemma 2.2, it is 
now easy to see that the analogue of B => A in Theorem 2.2 also holds on Zd, 
d > 1, with f  E .%(S?““) and g, defined as above. 
3. SUPEREXPONENTIAL DECAY 
Let f  EFO(Wd), i.e., f  vanishes at 03 faster than any exponential. It is clear 
that the Laplace transform Lf converges absolutely for all real or complex 
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arguments. It can occur that Lf is positive on Wd but inf{Lf(x): x E ad> = 0. 
The following lemma will enable us to treat this situation. 
LEMMA 3.1. Let F:9?d-+A? I + be continuous but otherwise arbitrary. There 
exists a non-negative function G on gd, which is continuous on gd, of superexponential 
decay, and satisjies LG 3 F on Id. 
Proof. We first consider the one-dimensional case. Define y: 9? -+ W by 
q(x) = maxitis,F(t). v is a positive, even and continuous function, non- 
decreasing on (0, co). We shall define G(t) = 0 for 1 t ( < /3/2, G(t) is linear for 
/3/2 < 1 t / < 8, and G(t) = K exp{- / t ( h(t)} for / t 1 >, ,!I. Here K and p 
are positive constants and h is an even function which tends monotonically 
to CXI on (0, co). These quantities will be specified later. By symmetry it suffices 
to show that LG(x) > y(x) for x > 0. 
For x > 3 we estimate LG(x) where the integrand is large. Set 
On 1% we have 
I, = {t > 0 : x/3 < h(t) < 2x/3). 
exp{t(x - h(t))} 3 exp{h-‘(x/3)x/3} 3 h-l(x/3). 
Let I I / denote the length of an interval I. If (d/dy) h-l(y) 2 1 for y > 1, then 
1 I, j = h-l(2x/3) - h-l(x/3) 3 x/3 > 1. 
Thus LG(x) > h-l(x/3) f or x > 3. Now take h-l on [0, co) to be a function 
with derivative at least 1 and such that h-l(x) > 943x), e.g. 
h-l(x) = x + j”“+’ V(3t) dt. 
LT 
We have LG(x) > v(x) for x 3 3. 
Now choose K >/ 1 and large enough so that 
Km 
s 
emthct) dt > v(3), 
4 
where j3 = h-l(O). For 0 < x < 3 we have 
LG(x) Z Kirn e-th(t) dt 3 ~(3) 3 q(X). 
We note that G, as so defined, is continuous on %’ and vanishes superexponen- 
tially at infinity. 
40916312-1 I 
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For 9P with d > 2 we use a similar argument. For simplicity we give the 
details for d = 2. Let 
Let G1 be a non-negative valued radially symmetric function on 9a, presently 
to be specified. We have 
LW4 = /:nlm PG(P) evil x I P ~0s V> dp dy 
From the case d = 1 we can construct a non-negative even function G on 9 
of superexponential decay satisfying LG(x) 3 ~(2 j x I). Choosing 
G(Y) = (314 WY IMY 1, YE@, 
we obtainLG,(x) >, ~(1 x 1). W e note that Gr is continuous since G is continuous 
and vanishes in a neighborhood of the origin. 
Given f~ 9o(9d), the results of Section 2 show that if f^ (O) > 0, then there 
exists a positive function g, of exponential rate of decay at infinity, for which 
f  * g > 0. In the following theorem we give a necessary and sufficient condition 
on f  in order that there exists a g E S(f, Fo), 
THEOREM 3.2. Let f  ES~(S@), f  $ 0. Then the following conditions are 
equivalent. 
A. There exists a continuous, non-zero, non-negative function g on %Y, of 
superexponential decay, satisfying f  * g > 0 on 94?. 
B. Lf > 0 on gd. 
Proof. Suppose condition A. holds. Arguing as before, we have 
0 <L(f *g) =Lf ,Lg. 
Since Lg > 0, it follows that Lf > 0. If Lf (x0) = 0 for some x0 E Wd, then 
L(f * g)(xcl) = 0. s ince f  * g 3 0 we have L(f * g) = 0 on Wd. It follows that 
Lf = 0 on 9P. By the uniqueness theorem for Laplace transforms f  = 0 on Ba, 
contradicting a hypothesis. 
Now suppose condition B. holds. We claim that it suffices to prove the result 
under the stronger hypothesis that Lf > 1 on Wd. Indeed, suppose we are given 
h: 9P - W with Lh > 0 on 5P. Applying Lemma 3.1 to the function F(x) = 
(L/z(x))-1 we obtain a non-negative function G on Wd of superexponential decay 
and satisfying LG > F. The function h * G has superexponential decay, since 
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it is the convolution of two functions having this property, and it satisfies 
L(h * G) = Lh . LG 3 1. By the special case of the theorem (to be proved) 
there exists a non-negative valued function g on Wa, g + 0, having super- 
exponential decay, for which (h * G) *g > 0 on Sa. The function G c g E 
9(/z, &). Thus it suffices to prove B * A under the assumption Lf > 1. 
Let e(x) = x/l x j, x # 0. 
LEMMA 3.3. Let x, y  E @, x # 0. Then 
IXYllXl-1x1 lblx-YI. 
Proof. This follows from the inequalities 
I x I I x - y I + xy 3 x(x -Y) + XY = I x I29 
1x1 Ix-y1 -xy>-x(x-y)-xy = -1x12. 
LEMMA 3.4. Let M: 10, co) + [0, co) be a continuolls non-deceasing function. 
Let g: 9 -+ W+ satisfy 
g(x) = exp I- 10”’ M(u) du/ . 
Then for all x, y  E Wd, x # 0, 
g(x - Y) G g(x) expb(x) M(I x I)). 
Proof. We first note that 
g(x - y) = g(x) exp I- J;kUi M(u) du/ . 
Thus it suffices to show that 
s Ia’ M(u) du < M(x) ye(x), x # 0. law/l (3.1) 
By the monotonicity of M and Lemma 3.3 we obtain (for all values of j x I 
andlx-yl) 
This establishes (3.1) and hence the lemma. 
By assumption there exists a non-decreasing unbounded function h: B?‘+ + 9+ 
for which 
f(4 = O(exp{- I x I (1 + 4 x IN>), 1X/-+00. 
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We shall construct g E P(f, 3s) of the form 
g(x) = exp /-/“’ M(t) dt/ , x E Wd, 
0 
where A!: [0, cc) --f [0, cc) is differentiable, non-decreasing, and unbounded. 
In the construction we shall require another non-negative, continuous, non- 
decreasing, unbounded function Q on [0, co) such that 4 and M satisfy the 
following conditions: 
M(t) G h(G)), t > 0. (3.2) 
M’(s) < t-1(1 + M(t)), I s - t / < q(t), t > to > 0. (3.3) 
p(t)(JJf(t) + 1) < 4 lo& + loo), t > 0. (3.4) 
One could simply take q(t) = dlog(t + 100). Then (3.2)-(3.4) become require- 
ments that M does not grow too swiftly. 
Let 
We can write 
g,(x, Y) = g(x) exp(Ye(x) M(! x I)). 
where 
f*g(x) =&+&-+&, 
11 = f(Y)&,Y) dY7 i 
I, = 
s 111/>4(121) 
f(Y) k(~ - Y) - Ad? YN dY, 
I3 = 
s lrl49(lzl) 
f(Y) {A~ - Y) - .&(x, Y)> dY. 
We first note that 
We shall show next that for sufficiently large values of x we have / I2 I + 
I4 I G gw 
From Lemma 3.4, condition (3.2) and the superexponential decay off we see 
that there exist numbers b and c such that 
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For I, we need the estimate 
0 2 I x I - I x - y I - ye(x) 3 - I Y IW i x 1). (3.5) 
The first inequality follows from Lemma 3.3. The second inequality follows 
from the estimate 
1 x - y / = / x 1 (1 - 2xy j x 1-2 + j y 12 / X )--2)1/Z 
d I x I 0 - XY I ‘92 l-2 + I Y I2 I 32 r2/21 
Next, it follows from (3.3) and (3.5) that if / y I < q(l x 1) and x is sufficiently 
large, then 
/ J;$” M(t) dt + Yew MU x I> j 
= ( J,‘:’ {M(t) - M(I 3 IN dt + WI 3 I) (w(x) + I x -Y I - I x I> / 
< I ~Y~,l dl x I>” + WI 3 I> dl x l>“/l x I 
< 21 + WI x I)> dl * V/l x I . 
Here x is a number between I x I and / x - y 1, and we used condition (3.3) in 
the last step. 
Thus we obtain, using condition (3.4), that 
I I3 IG J;vl<p(Y~ Ifb9l&> exPbW W * I)> 
x (1 - exp I-- j,l-“’ M(t) dt - ye@) W x I)/ 14 
G 4&) / If(~)1 dy exddl x I) MCI 3 I)> (1 + MCI x I)> dl x I)“/1 x I 
G gcw, 
for I x I exceeding some number b’. 
Combining the estimates for I1 , I2 , and I3 we obtain 
f * g(x) 3 g(W >, 0, 
for ( x / > max(b, b’), provided that M and Q are any pair of functions satisfying 
(3.2), (3.3) and (3.4). 
It remains to define M further to show f * g(x) 3 0 for small values of I x I. 
To do this we first choose a number a > 0 such that 
-&f (0) 3 2 j-.,. If WI dy- 
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If we take M(t) = 0 for 0 < t < 2~’ for some a’ > a, and require only that 
M(t) > 0 elsewhere, then we have for j x 1 < a’ that 
f*dx) 3 J;,,,<,af(U) dY - J;yT,,so If(Y)1 dY 
3 Lf(O) - 2 s,,,. If(y)1 dy 3 0. 
We now choose a’ = max(a, b, b’), M(t) = 0 for 0 < t < 2a’, and satisfying 
(3.2), (3.3) and (3.4). By the p receding paragraph f *g(x) 3 0 for / x 1 < a’, 
and earlier we had shown that f*g(x) 3 0 for 1 x 1 > max(b, b’). Thus 
f * g(x) 3 0 for / x 1 3 max(b, b’). Thus f *g(x) > 0 on Wd. 
Example. Suppose that 
f(x) = O{exp(- 1 x jl!-a)} 
for some 01 > 0. Take q(t) = (log(t + 100)}1/(1+a)/2, 
M(t) = 0, O<t<a’ 
= {log(t + lOO)/(a’ + lOO))“/(l+a), t > a’, 
where a’ depends upon f and 01 and g(x) = exp{- J-b”’ M(t) dt). The function 
g vanishes superexponentially, but substantially less swiftly than f. 
Suppose now that we replace the underlying group Wd by Zd. With such 
obvious modifications as defining the Laplace transform by 
Lf(x) = C f(n) e”x, 
mdd 
the analogue of Theorem 3.2 is valid for this case also. 
4. COMPACTLY SUPPORTED FUNCTIONS ON R 
LetfEPC, i.e., f is a compactly supported real-valued L1 function on 9. 
We define the support interval off to be the closed convex hull of the support off. 
Let [A, B] denote the support interval off. We say that f is boundary definite 
if there exists a number 6 > 0 such that f, or someL equivalent, is non-negative 
on each of the intervals [A, A + 61, [B - S, B]. 
THEOREM 4.1. Let fE3$3?),f$O. P(f,SJ # 0 if and only if the 
following two conditions hold: 
Lf (x) > 0 on g; (4.1) 
there exists u non-negative compactly supported function p E L1(9) 
such that f * 91 is boundary definite. (4.2) 
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Proof. Suppose first that there exists a compactly supported function 
geB(j). Then j and g h ave superexponential decay and by Theorem 3.2, 
Lj > 0 on B. The function j t g is clearly boundary definite. 
Conversely, suppose (4.1) and (4.2) hold. For the while let us assume that j 
itself is boundary definite. There is no loss in generality in assuming that the 
support interval of j has the form [--A, A]. 
Since j E Fe(B) is of superexponential decay at co, the proof of Theorem 3.2 
shows that there exists a function 
go(x) = exp ] - j “’ M(t) &I , x E 9, 
0 
where M is a non-decreasing non-negative and unbounded function on W+, 
such that j * go is non-negative. We shall take 
m = go(4, 1x1 <a 
= 0, 1x1 >RA, 
for some R > 0. It is clear that 
f *A4 =f *go(x) >o, 1x1 <RA-A, 
f * g(x) = 0, 1x1 >RA+A. 
We must prove that 
f *g(x) a-0, RA-A<\x~(<RA+A. (4.3) 
It clearly suffices to give the argument for the interval [RA -- A, RA + A]. 
The boundary definite condition implies that j(t) > 0 for A - 26 < t < A 
for some 6 > 0. It follows that for RA + A - 26 < x f RA + A we have 
f *g(x) = j$If (x - t)&) dt a 0 
since both functions are non-negative in the overlapping region of support. 
If RA - A 6 x < RA + A - 26, then 
If (x - t>l &I dt 
> g(x - A + 6) \{A:6 j(t) dt - e--6M(z--A+6) /-: 1 j(t)! dt[ 
3 g(x - A + 8) ]jAy, j(t) dt - e-8M(RA-2A) j-: I j(t)\ dt/ , 
which is non-negative provided only that 
exp(GM(RA - 24) 3 ] j-t If WI dt)/] jA-)(t) dt! . 
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Since M is unbounded, there exists a number R for which the last inequality 
is satisfied. Thus f *g > 0 on 9 in case f itself is boundary definite. 
If v is a compactly supported non-negative L1 function for which f * cp is 
boundary definite, let F = f * v. Then LF > 0 on 9, and we carry out the 
preceding argument for F in place off and find a function g E B(F, PJ. The 
function p7 * g is compactly supported and belongs to S(f). 
The remainder of this section considers the role of the boundary definite 
property. Simple examples show that it is not necessary that f itself be boundary 
definite in order that P(f, 3$) # O. On the other hand, we shall see that 
Lf > 0 on /?%J is not a sufficient condition for S(f, FJ # D . We begin by 
establishing bounds for Lf which must be satisfied in order that 9(f) # 0. 
THEOREM 4.2. Let f fulfill the conditions of Theorem 4.1. Then there exist 
real numbers A and B such that 
j+z x-l log Lf(x) = B, ,hm x-l log Lf(x) = A. (4.4) 
Further, for any E > 0 there exists a number c = C(E, f) > 0 such that 
Lf (x) > c{e(A+s)z + e(B-c)z}, XE9. 
Proof. Let g EL?(~) h ave [C, D] as its support interval. Since g is non- 
negative we clearly have 
2~ x-l log Lg(x) = D, $lm x-lLg(x) = c. (4.5) 
It follows from the Titchmarsh convolution theorem [12, Ch. VI, Section 41 
that the support interval off * g is [A + C, B + D]. Since f * g is also non- 
negative, we see from (4.5) that 
B + D = lim log L(f *g) (‘) = lim log Lf (x) + D , x-tm X x-fee X 
A + C = lim l”gL(f “8) (‘) = lim l”gLf(x) + C xt--m X x+--m x 
Thus (4.4) is true. Also, Lf is continuous and positive on 9’. Thus the lower 
bound for Lf holds on 9?!. 
Example. We shall now give an example of a compactly supported function 
f with Lf > 0 on 9 but such that Y(f, 9J = O. Let (uy}T be a sequence of 
positive numbers satisfying 
C a, < 434, p = 1, 2,.... (4.6) 
u=p+1 
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Let {ky} be an increasing sequence of positive integers such that 
D-l 
C a, exp{l - 2k+p-1) < % , p = 2, 3,... (4.7) 
"=l 
For example, we could take a, = 10-P and k, = 3p. 
Now let 
f&4 = 1, 0 < x < 1 - 2-kU, 
zz 0, elsewhere, 
and 
f (4 = f 4-1)Yf”c+ 
L-1 
An easy computation gives 
xLf(x) =fa,(-lyexp(x--x2PV)-f(-l)Va,. 
1 1 
We are going to find the sign of xLf(x) at x = 2”s. It follows from (4.7) that 
9-l 
T (- 1)’ a, exp(2k9 - 2RB-kV) 1 < exp(2”P - 1) ‘il a, exp(1 - 2+“y) 
1 
< 2 exp(2”P - 1). 
Relation (4.6) gives 
( il C-1)” 4 exp(2”P - 2++) 1 < exp(2kp - 1) ~~13, 
and thus 
1 2kpLf (2k8) - (-1)” a, exp(2kP - l)] 
< 2a, exp(2kp - I)/3 + a, < 3~2, exp(2kP - 1)/4. 
It follows that the sign of xLf(x) alternates as x runs through the sequence 
{2k~},“=, . Thus there exists an increasing unbounded sequence {b,}? such that 
Lf (b,) = 0 for p = 1,2,... . 
Let g be a non-negative function supported on [--6, S] for some S E (0, l/2). 
Further suppose Lg > 1 on 9’. If we set F = g + f * f, then LF = Lg + 
(Lf)2 > 1. We show that 
We have 
him inf x-l logLF(x) < bmm sup x-‘LF(x). 
l& inf (logLF(x))/x < $YE (logLF(b,))/b, < 6, 
;+% sup (log LF(x))/x > $+% (log LF(2’“8))/2’p 
= 2 + $nsn 2-“p log a, = 2. 
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The last equality is deduced by noting that (4.7) implies 
a, exp( -2 k&s-1 > < aD , p = 2, 3,.... 
Thus x-l logLF(x) h as no limit as x + 03, and it follows from Theorem 4.2 
that pP(F, PC) = 0. 
We shall now consider the Laplace transform in the complex plane. The 
following results suggest hat the complete solution of our problem for compactly 
supported functions is to be found here. We begin with an extension of the 
observation that the Laplace transform of a positive function is positive on S?. 
LEMMA 4.3. Let h be a non-trivial non-negative valued function on 2 with 
support interval [A, B]. Then Lb(z) # 0 for 1 Im z j 6 n/(B - A). 
Proof. Let /3 = (B + A)/2 and x = x + iy with x, y real. We have 
Re{e-iueLh(z)} = 1, h(t) et cos(yt - y/3) dt > 0 
since / y / 1 t - /3 1 < 7rr/2 for A < t < B. 
Actually, we can say rather more with a little more effort. 
THEOREM 4.4. Let f E SC , f f  0, be boundary dejinite. There exists a positive 
number B and a non-negative function q satisfying q(x) + CO as ! x j + 00 so that 
Lf (4 # 0 on 
D = {z = x + iy : / x / 3 B, / y  / < q(x)}. 
Proof. We can assume without loss of generality that the support interval 
of f  is [--A, A]. By hypothesis there exists a positive number 01 such that 
f(x) 3 0, A--ol<x<A. 
Let 6 and 7 be positive numbers satisfying 
s+T<% 
bdzffj-* A-Bf (t) dt 3 iA:- f(t) dt. 
n 
Let 
D(8, 7) = {z = x + iy E 2? : x > 7-l log(3M/b), 
Here M = PA 1 f(t)/ dt. We claim that 
Lf (x) f  0, .z E W, 4. 
(4.8) 
(4.9) 
I Y I d 7r/(3%. 
(4.10) 
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To prove (4.10) we note that if x > 0, 
/ lAypnf(t) ezt dt 1 < betA-*)“, 
/ JA:*f(t) ezt dt ( = / G,f(t) est+iy(t-d) dt / 
b s A f(t) e5 cos y(t - A) dt > -?- eg(A-6) A-6 ‘2 ’ 
assuming that 1 y6 1 < n/3. 
In D(S, T) we have x > 0, / yS / < a/3, and Me-Q” < 613. Thus we have 
/ j-yf(t) ert dt 1 < e(A-6)z 4b/3 < 1 IAy6f(t) e*t dt / 
for all z E D(6, 7). It follows from RouchC’s Theorem thatLf(z) and j~-J(t)ezt dt 
have the same number of zeros in D(S, T), namely none. 
Leta>,&>&>..* be a sequence converging to zero. For each 6, let Q 
be the largest value of 71 such that (4.8) and (4.9) both hold. Let b, be the value b 
associated with 8, and let 
Xk = c k43~/bk), Yk = v/(3sk). 
As 6, 4 0, we have b, J 0, Q -+O, x~--+co, yktOO. Take B=minkbix,. 
Given x 2 B, we choose m such that x, < x < x, for all n > m and define 
q(x) = ym . It is clear thatLf(x + 9) # 0 for x > B and 1 y 1 < Q(X). A similar 
argument works for x + -CO. 
COROLLARY 4.5. Let f E F, and assume that P(f, SC) # 0. Then thme exists 
a region D of the type described in the preceding theorem such that Lf (z) # 0 in D. 
Proof. Let g be a non-negative function in F, such that f  * g > 0 on $?. 
By Theorem 4.4 there exists a region D on which L(f * g) is non-zero. Since 
L(f * g) = (Lf )(Lg) and Lg is an entire function, it follows that Lf (z) # 0 
for z E D. 
Remark 1. It is clear from the proof of Lemma 4.3 and Corollary 4.5 that 
if the support interval off * g is short, the zero-free region of Lf is wide. 
Remark 2. Theorem 4.2 suggests that the condition L( 1 f  I) = O(Lf) on &? 
may be sufficient to guarantee the existence of a function g E 9(f, SC). We 
have not been able to prove this conjecture. The following example shows that 
the condition is not necessary. 
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Letf be an even function on & which is defined as follows: 
f(x) = 1, 0.s /XI & g, 
=- 1, 1 - e-” - e-2n < 1 x / < 1 - e-n, n = 1, 2 ,..., 
z 1, 1 - een < / x 1 < 1 - emn + e-212, n = 1, 2 ,..., 
= 0, other values of x. 
Let xI-~,~I be the characteristic function of the interval [-I, I]. Then 
f* ~[-~,r] > 0 on W. By considering the largest term in the series we have for 
some c > 0 that 
L IfI (x) > cx-2e”, x+ co. 
Also, simple estimates show that 
Lf(x) < c’xe3ez log x, x--t co, 
for some c’ > 0. Thus Lf = o(L / f I) at CO. 
5. THE SIZE OF THE SUPPORT INTERVAL OF g EzF'(~,~~(%)) 
Given f E Sc(2T), f + 0, we define the support interval off to be [M, N] if 
f(M)f(N) # 0 and f(n) = 0 f  or all n < IM and n > N. The length S(f) of 
the support interval is N - M + 1. 
Given a non-trivial function fc &(%“) with Lf > 0 on 3, we ask: what is 
the minimal value of S(g) as g ranges over elements of 9(f, SC) ? We set 
n/r(f) = min{S(g) : g E S(f)>. 
The problem of characterizing fife with g(f) # o was solved by 
PoincarC [7] and Meissner [6]. Consider the polynomial P,(x) :=- Cf(n)x”. 
It is clear that a necessary condition for Y(f, Yc) # D is that PJx) > 0 for 
x > 0. 
We shall sketch the method used in [6, 71 f  or p roving the converse proposition. 
The ideas introduced will be helpful to us presently. I f  Pf(x) > 0 for x > 0, 
we can express Pj in an essentially unique way as a product of linear factors with 
negative roots, real quadratic factors with non-real roots and powers of x. 
The linear factors, the quadratic factors with positive coefficients and the powers 
of x need no further treatment. Each of the remaining factors has the form 
P(x) = Ax2 - Bx + C, where A, B, C > 0 and B2 < 4AC. 
As we shall see presently, for each such factor P(x) we can find a polynomial 
Q(x) with positive coefficients and such that P(x)Q(x) has positive coefficients. 
The product of these Q(x)‘s gives a polynomial Qf(x) with positive coefficients 
such that P,(x) Qf(x) has positive coefficients. 
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It is convenient to introduce a normalization. Given P(X) as above, let 
a = arc cos{B/(21/ (AC))}, 0 < a < Z-12, 
and let 
P,(x) = P(xd (C/A))/C = x2 - 2x cos a + 1 
denote a normalized form of P(x). Let f denote the associated function on Z’ 
defined by fa(n) = 0, n < - 1 or n 2 3 and 
{f&N,fa(l),fa(2)> = (1, -2 cos % 1). 
Consideration of the Poisson kernel 
m sin(n + 1) cz 
(1 -22xcos(Y+Xs)-1= 2 xn 
TZ=O sin (Y 
or the homogeneous second order difference equation [5, pp. 123-1241 
fa * ljqn) = t&z + 1) - 2+(n) + #(n - 1) + (2 - 2 cos a) 4(n) = 0 
suggests that we consider 
g(n) = sin no, 0 < n < 3+x, 
= 0, n < 0 or n > -rr/ol. 
It is easy to see that fw * I,!J > 0 on S”. 
Remark. The choice 4(n) = (E) f or a sufficiently large positive integer 
N = N(a) gives another solution of f= c $ >, 0. (W. L. Putnam Math. 
Examination question A4, December 1971 [8].) 
We shall now find M(f) when Lf > 0 and S(f) = 3. It is convenient to 
normalize the problem. For some N we have f(N) > 0 and f (N + 2) > 0. 
This follows from considering Lf near + CO and - CO. We may assume that 
f(N + 1) < 0, for otherwise the choice g(0) = 1, g(n) = 0 for all n # 0 is 
obviously minimal. By translatingf we may assume N = 0 and by making the 
polynomial normalization described above, we can assume that j(O) = f(2) = 1 
and -2 <f (1) = -2 cos 01 < 0 for some 01 E (0, n/2). 
THEOREM 5.1. Let f  be as above. Then 
M(f) = - [ 1 - %] = [7+x], if 7+x $ CT+, 
=(77/a) - 1, if 7rjolE 8+. 
In the latter case the extremalg E P(f) is determined uniquely to within multiplication 
by a positive constant and translation by integtrs by the formula 
(Lg)(log x) = {xn’a + 1)/(X2 - 2x cos Ly + I}. 
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For example, if ,/a = 4, then M(f) = 3, 
(Lf)(log x) = 1 - 42X + X2 
and g, unique up to multiples and translations, is given by 
(Lg)(log x) = 1 + d/2x + x2. 
The product satisfies 
{L(f * g)> (log 4 = 1 + x4. 
Proof. We shall show that M(f) = S(4), where I,!J is the function defined by 
(5.1). Let g be any function in 9(f) with S(g) = N, say. There is no loss in 
generality in assuming that the support interval of g is [I, N] and that g( 1) = 
sin a. We shall show that 
g(n) 2 sin na, 
and hence S(g) >, S(4). 
Let k be the least positive integer for which g(n) # sin nol. Clearly R 2 2. 
On the other hand, we may suppose that k < S(4), for otherwise (5.2) holds 
at once. The relation f  * g > 0 gives 
g(k) - 2 cos a sin(k - l)a! + sin(k - 2)ez 3 0 
or g(k) > sin kct.. By the definition of k, strict inequality holds. 
Now we shall show that g(n) > sin nol for k < n < S(4). For n > 0, define 
s(n) = sin ROI, and note that (f * s)(n) = 0 for n 3 2. Thus 
U*k-4)(430 for n>2. (5.3) 
Also, we define a sequence {uV} by setting a, = I, a, = 2 cos 01 and for 
v  2 1, a,+, = 2 cos 01 - (1 /uy). One verifies by induction that 
a, =_ sin(av + ol)/sin w for b’ 2 1. (5.4) 
Now (5.3) implies that 
(g - s)(k + 1) > 2 cos a(g - s)(k) = a,(g - s)(k) > 0; 
(g - s)(k + 2) > 2 cos a.(g - s)(k + 1) - (g - s)(k) > a,(g - s)(k $ I) > 0, 
provided that a2 > 0, and generally 
(g--)(k+v)>2cosa(g--)(k+v-l)-(g--)(k+v-2) 
(5.5) 
> u,(g - s) (k + v - 1) > 0 
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provided that ai > 0, 1 < i < Y. We see from (5.4) that the ai > 0 provided 
that i + 1 < GT/C~, i.e., i + 1 < S(4). Thus the Y in (5.5) can be taken as large 
as &‘(I,$) - 1. Recalling that k > 2, we see that g(n) > sin 7101 for K < it < S(#). 
Now suppose n/a E 9’ and g(k)/sin OL # 4(k) for some k in [l, (n/a) - I]. 
The foregoing argument shows that 
g(a/a)/sin LY. > /J(+x) = 0, 
and hence S(g) > A’(#). Thus the function g E S(f) satisfying S(g) = M(f) 
is unique up to positive multiples and integer translations if V/E E 9. 
The problem of finding M(f) for a function f satisfying 3 < S(f) < 00 is 
presently unsolved. The method of proving Theorem 5.1 offers the upper 
estimate 
M(f) G f S(h). 
k=l 
where p is the number of quadratic factors in f which need multipliers. This 
This estimate may be very poor, as the following example shows. Let N > 3 
be an odd integer. Let f(n) = (-l)“, 0 < n < N - 1, and f(n) = 0 for all 
other n. Then 
Lf(log x) = $-l - .+-2 + $‘-3 - . . . + 1 
(N-3) 12 
= E @- 
&V+lbrilN) (x - e-(3j+lhUN), 
and we obtain the bound M(f) = O(Nlog N). In fact M(f) := 2, since the 
identity 
@N-l _ XN-2 + XN-3 _ ..’ + 1)(x + 1) = XN + 1 
shows that we can take g(0) = g(I) = 1 and g(n) = 0 elsewhere. 
Theorem 5.1 showed an instance in which there existed a function g E P(f) 
so that ( f * g)(n) = 0 for all but two values of n; namely if 01 = n/N for some 
integer N. Here we shall show that this phenomenon can occur for no other 
values of 01. 
THEOREM 5.2. Let f:  %” + W satisfy S(f) = 3, f(0) = f(2) = 1, and 
-2 <f(l) = -2 cos 01 < 0 for some DL E (0, ~r/2). Suppose there exists a function 
g E 9(f) such that ( f  * g)(n) = 0 f  or all but two values of n. Then CY = V/N 
where N = S(g) + 1. Also g is the essentially unique element of P(f) having 
minimal support interval. 
Proof. Let 
G(x) = (Lg)(log X) = g(N - 2) xN-2 + g(N - 3) xNpl + ... + g(1) x + g(0). 
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Then by hypothesis 
(x2-2xcosa:+ I)G(x) =axN+b 
where a = g(N - 2) > 0 and b = g(0) > 0. We can symmetrize and normalize 
the functions by taking 
j G(x) + (x2-2xcosa+ 1)) +“G(llx) 
a+b t 
= XN + 1. 
Let us assume that G has been redefined to reflect this symmetrization and 
normalization: 
(x” - 2x cos a + 1) G(x) = xN + 1. 
The nth coeficient of G(X) is seen to satisfy 
g(n) = sin(om + iY)/sin M, O<n<N-2. 
We have 
g(0) = 1 = g(N - 2) = sin(Nc - ar)/sin LY. 
Also, since S(g) 3 2, we have N - 2 2 1, and hence Nol - [II # 01. Thus 
there exist numbers 01 # (N - 1)~ for which sin OT = sin(Nol - a). Finally, 
since the values of g are all non-negative, we must have (N - ~)CX < r. The 
graph of sine shows that 01 and (N - 1) (II are located symmetrically with respect 
to 7~12, i.e., Nor = (Y + (N - I)CX = r. 
The last assertion of the theorem follows immediately from Theorem 5.1. 
6. COMPACTLY SUPPORTED FUNCTIONS IN 2'"" AND Wd,d > 2 
Let us first consider 9Q59). If fg &(39) is given, we can without loss of 
generality assume that the support off is contained in (JY+)~. With f, we associate 
the polynomial 
The result of Poincare [7] and Meissner [6] has been generalized to poly- 
nomials in more than one variable by Hardy et al. ([4, Section 2.241). 
THEOREM A. Let F be a homogeneous real polynomial in d + 1 variables, 
d > 1. IfF(x) > 0, xi > 0, i = 1,2 ,..., d + 1, zpl xi > 0, then there exist homo- 
geneous polynomials G and H with positive coefficients such that F = G/H. 
Furthermore, we can take H(x) = (x1 + x2 + ... + xdtl)P fog some positive 
integer p. 
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It is easy to transform the polynomial Pf of d variables into a homogeneous 
polynomial of d + 1 variables. Thus Theorem A solves completely our problem 
in the class 3$(5?). 
Let us now consider 9$P). The case d = 1 has been discussed in Section 4. 
If f E 9s(PJd), let supp(f) be the support off and let Q(f) be the closed convex 
hull of the support off. 
Let 7r be the class of all hyperplanes of support to Q(f). If 6 > 0 and L E ?r 
are given, we define 
E(L, 8) = {y E supp(f): dist. (y, L) < 6). 
We say that f is boundary de$nite if there exists a positive number 8 = S(f) 
such that f or some L1 equivalent is non-negative on the set Ut.,, E(L, 8). If f is 
boundary definite, we claim that 
w, 7) = j-L,q,f(Y) dY > 0 
for all L E CT and all 17 E (0, 61, 
47) = +p, 7) > 0, 7 E (o,q. (6.2) 
Proof of (6.1). If I(L, 7) = 0 for some L and r), L is clearly not a hyperplane 
of support of Q(f). 
Proof of (6.2). If (6.2) is incorrect, there exists 7s E (0, 81 and a sequence 
(Ly} in 7~ such that I(Ly , Q) + 0, v + cc. For each v, there exists X, E supp(f) n 
L, . We choose a subsequence {I+> in such a way that xyI, -+ x,, E supp( f ), K -+ 00, 
and that as K + co, the normals of the hyperplanes L, tend to a fixed direction 
orthogonal to a hyperplane of support L, through x,, . Let 
Then 
I(L, , 1s) = lim p~tm f F(p) f (A 4 G FE Wvp 3 TO> A 0. 
Thus L, is not a hyperplane of support. The contradiction shows that (6.2) 
is true. 
THEOREM 6.1. Let f e 9$Zd), f + 0. P(f, gc) # m if and only if the 
following two conditions hold. 
Lf (x) > 0 on Wd. (6.3) 
There exists a non-negative compactly supported function on L1(Bd) 
such that f * q~ is boundary definite. (6.4) 
409/6312-I= 
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Proof. For the first part of the proof, we refer to the corresponding part of 
the proof of Theorem 4.1. It remains to construct a multiplier g when f itself 
is boundary definite and (6.3) holds. 
Let us assume that supp(f) C {x E 9P: 1 x 1 < A} for some number A > 0 
and that the origin has been chosen in such a way that it belongs to Q(f) and 
such that the smallest distance m from the origin to a hyperplane of support 
of Q(f) is positive. 
As in the proof of Theorem 4.1, we consider a function 
go(x) = exp I- J”‘“’ M(t) dt/ , x E 9P, 
0 
where M(t) t co as t -+ 00, which is such that f *go > 0. We shall take 
&> = go(4, 1x1 <R4 
= 0, 1x1 >RA, 
for some R > 0. It suffices to prove that 
f*g(x)>O,RA-A<\xl<RA+A. (6.5) 
The boundary definite condition implies that f (x) > 0 for all points x E supp(f) 
whose distance to supp(f) n Xi’(f) is at most 47 > 0, say, where we choose 7 
in such a way that 7 < m/2. If, for given X, the distances from all points in 
$s(x, f) = {y E 9Y : 1 x - y / = RA} n Q(f) to X&j) are at most 477, then 
f * g(x) > 0 since both functions are non-negative in the overlapping region 
of support. 
In the remaining case, there are points in jR(x, f) whose distance to 
{y~.9P:I~-yl =RA} exceeds 477 and for R large 
H(x)=supp(f)n{y~9~:j~-ylIRA}#0. 
Arguing as in the proof of Theorem 3.2, we see that 
s f(Y) gw- Y) dY H(x) 
> J*(z)f(y)gl(xs y) dy - I,,,,,) If(Y)lM%Y) -& -Y))dY 
where I Jz I d 2d43, P rovided that I x / is large enough. Since I x I 3 A(R--I), 
this is correct if R is large enough. 
Consider now the hyperplane of support L(X) of Q(f) orthogonal to X. If R is 
large, there exists z E supp f n L( x suchthatjz-xl/RA-3v.Thusfis ) 
non-negative in +5(x), 37) and the distance from a point in E&(x), v) to the 
closure of the set {y E 9P : f (y) < 0} is at least 27. Let m(x) be the distance 
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from the origin toL = L(x). Then, using (6.2) and the fact that ye(x) >, m(x)-7, 
y E E(L, q), we see that 
JI 3 g(x) I],,, v,f(r) dr expM4 - 7) MCI * I>> 
- 
.r supp(f) IfMl dr expM4 - 271) jYl * lN[ 
2 d-4 exp{(m - 7) M(I x I)} 4r1)/2, 
provided that 1 x 1 and thus M(I x I) are large enough. Adding up, we obtain 
in this case 
I H(zjfb9dx - Y) dr > g(4 MI) expW2) W x IN2 - %>  0. 
If R and thus also { x 1 are large enough, all our estimates are valid and we have 
proved Theorem 6.1. 
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