Abstract. There is a natural pluripotential-theoretic extremal function V K,Q associated to a closed subset K of C m and a realvalued, continuous function Q on K. We define random polynomials H n whose coefficients with respect to a related orthonormal basis are independent, identically distributed complex-valued random variables having a very general distribution (which includes both normalized complex and real Gaussian distributions) and we prove results on a.s. convergence of a sequence
Introduction.
In many probabilistic settings, one introduces randomness by considering independent, identically distributed (i.i.d.) complex-valued random variables having complex Gaussian distribution functions (appropriately normalized). We consider more general complex-valued random variables having distribution φ(z)dm 2 (z) where dm 2 denotes Lebesgue measure on R 2 = C. Thus C φ(z)dm 2 (z) = 1. In our setting, these random variables will be coefficients with respect to an appropriate basis of random polynomials in C m . For such φ that are uniformly bounded on C and whose tail probabilities |z|≥R φ(z)dm 2 (z) decay sufficiently rapidly as R → ∞, we show that almost surely (a.s.) one recovers a pluripotential-theoretic extremal function from a sequence of random polynomials (Theorem 4.1) and a.s. the zeros of a sequence of random polynomials converge as currents to a current formed from the potential-theoretic extremal function (Theorem 4.2). We also prove, under only the tail probability hypothesis on φ, a result on asymptotics of expectations of normalized zero currents associated to random polynomials (Theorem 7.2).
We provide versions of Theorems 4.1 and 4.2 in the case of polynomial mappings (Theorem 5.1) and holomorphic line bundles over Kähler manifolds (Theorem 5.2) as well as a version where K is unbounded (section 6). Some of these results are new even in the case of Gaussian coefficients while some are "universality results," i.e., they extend results known in the Gaussian case to quite general probability distributions (see also [10] ). Specifically, Theorems 4.1 and 4.2 were known in the one-dimensional case ( [4] and [5] ) and Corollaries 7.4 and 7.5 in the Gaussian case ( [7] and [4] ). Theorem 5.2 is in [14] in the Gaussian case. A result in the Gaussian case related to Theorem 4.1 is in [4] .
Our assumptions on φ include, in particular, the case where φ(z) = φ(Rez) is a real Gaussian. This latter situation was analyzed numerically by Marc Van Barel [15] for specific extremal functions in C 2 . The contents of the paper begin with general probabilistic preliminaries in the next section. In section 3 we provide background in pluripotential theory. Section 4 utilizes these preliminaries, along with a deterministic result on limiting behavior of Bergman reproducing kernels, to give extremal function asymptotics for random polynomials. Similar analysis yields extremal function asymptotics for random polynomial mappings and sections of holomorphic line bundles over a compact Kähler manifold. We extend these results to unbounded sets with super-logarithmic weights in section 6. As an application in this setting, we consider random Weyl polynomials in C and we show that, appropriately scaled, their zeros converge to normalized Lebesgue measure on the unit disk (see also [10] ). Finally, in section 7, we prove our results on asymptotics of expectations of normalized zero currents.
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Probabilistic preliminaries.
We begin with a complex-valued random variable having distribution φ(z)dm 2 (z) where dm 2 denotes Lebesgue measure on R 2 = C. Thus C φ(z)dm 2 (z) = 1. We consider the following assumptions on φ: for some T > 0, we have
If φ is real-valued, we replace φ(z)dm 2 (z) by φ(x)dm 1 (x) where dm 1 denotes Lebesgue measure on R in (2.1) and (2.2) (and below). These hypotheses (see (1.10) in [4] ) are very weak; for a (real or) complex Gaussian random variable with mean zero and standard deviation one, one has a tail-end estimate in (2.2) like 0(e −R 2 ). Next, let P rob n denote the probability measure on C n given by the n−fold product of these distributions on C; i.e., for G ⊂ C n ,
Finally, let C := ⊗ ∞ n=1 (C n , P rob n ) be the product probability space. We will utilize repeatedly the classical Borel-Cantelli lemma.
Lemma 2.1. Let {E n } ⊂ F be a sequence of events on some probability space (Ω, F , Pr). If the sum of the probabilities of the E n is finite, i.e.,
∞ n=1
Pr(E n ) < ∞, then the probability that infinitely many of them occur is 0:
Note if E ′ n denotes the complement of the event E n , then the conclusion is also the probability that all but finitely many of the events {E n } do not occur is 1:
Let {w (n) := (w n1 , ..., w nn )} n=1,2,... be a sequence of non-zero vectors w (n) ∈ C n . We write < ·, · > for the Hermitian inner product on C n and || · || for the Euclidean norm. The appropriate dimension n should be understood from the context. Lemma 2.2. For φ satisfying (2.1), let
for n sufficiently large}. Then A is of probability one in C.
Proof. By rescaling we may assume ||w (n) || = 1. We consider
We may assume |w n1 | ≥ 1/ √ n and we make the complex-linear change of coordinates on C n given by:
Then (2.4) becomes
The result follows from Lemma 2.1, see (2.3).
Remark 2.3. We note that the set A depends on the sequence {w (n) }; but for each {w (n) }, the corresponding set A = A({w (n) }) is of probability one in C.
Lemma 2.4. For φ satisfying (2.2), let
for n sufficiently large}. Then A ′ is of probability one in C.
Proof. By rescaling we may again assume ||w (n) || = 1. Then
We have
2). The result again follows from Lemma 2.1, see (2.3).
Remark 2.5. This time, from the proof we note that for each {w (n) }, the corresponding set A ′ = A ′ ({w (n) }) contains the same set S of probability one in C.
Combining Lemma 2.2 for (2.6) below and Lemma 2.4 for (2.5), we have: Corollary 2.6. For φ satisfying (2.1) and (2.2), with probability one in C,
with probability one in C; i.e., for each {w (n) }, the set {{a (n) := (a n1 , ..., a nn )} n=1,2,... ∈ C : (2.6) holds} depends on {w (n) } but is always of probability one.
We will need a version of the corollary for an appropriate subsequence {m(n)} of the positive integers, but with the same factor 1 n in the estimates. We now let
Corollary 2.7. For φ satisfying (2.1) and (2.2), with probability one in C, if {m(n)} is a sequence of positive integers with m(n) = 0(n M ) for some M, then
with probability one in C; i.e., for each {w (m(n)) }, the set
depends on {w (m(n)) } but is always of probability one.
Here we simply use the fact that 1 n log n 2M → 0 as n → ∞. For future use, we note a corollary of the proof of Lemma 2.4.
Pluripotential preliminaries.
A set E ⊂ C m is pluripolar if there exists a plurisubharmonic function u ≡ −∞ with E ⊂ {z : u(z) = −∞}. Pluripolar sets have R 2m −Lebesgue measure zero. Our setting in this section is as follows: K is a nonpluripolar compact set in C m , Q is a real-valued continuous, function on K and τ is a positive Borel measure on K such that the triple (K, Q, τ ) satisfies a weighted Bernstein-Markov property:
for all polynomials p ∈ P n ; i.e., of degree at most n, where n = 1, 2, ...
If Q ≡ 0 we say the pair (K, τ ) satisfies a Bernstein-Markov property. Note that
If K is the closure of a smoothly bounded domain in R m or C m then Lebesgue measure satisfies the weighted Bernstein-Markov property for any Q. For a fuller discussion of the Bernstein-Markov property, see [6] , section 3.
In section 6 we will consider closed but possibly unbounded sets K and appropriate modifications of the hypotheses on Q and the weighted Bernstein-Markov property (3.1).
We define the weighted pluricomplex Green function V *
Here, L(C m ) is the set of all plurisubharmonic (psh) functions u on C m with the property that u(z) − log |z| is bounded above as |z| → ∞. If Q ≡ 0 we simply write
For example, the (unweighted) pluricomplex Green function for the m−torus
Let ν be an m−multiindex and let {p (n) ν } |ν|≤n be a set of orthonormal polynomials of degree at most n in L 2 (e −2nQ τ ) gotten by applying the Gram-Schmidt process to (a lexicographical ordering of) the monomials {z ν } |ν|≤n . For each n = 1, 2, ... consider the corresponding Bergman kernel
and the restriction to the diagonal
By the reasoning in [7] , Lemma 3.4 (or [4] , Lemma 2.3), we have the following.
Proposition 3.1. Let K ⊂ C m be compact with Q a real-valued, continuous function on K. Let τ be a positive Borel measure on K such that (K, Q, τ ) satisfies (3.1). Then with S n (z, z) defined in (3.5),
is continuous, the convergence is uniform on compact subsets of C m .
Since we will need to modify this result in the unbounded case, we briefly indicate the two main steps in the proof. First, for each n = 1, 2, ... define
pointwise on C m ; and the convergence is uniform on compact subsets of C m if V K,Q is continuous. The next step is a comparison between φ n (z) and S n (z, z): given ǫ > 0, there exists C = C(ǫ) > 0 independent of n such that
where m n =dim(P n ) = m+n n = 0(n m ). The left-hand inequality simply follows from the reproducing property of the Bergman kernel S n (z, ζ) and the Cauchy-Schwarz inequality while the right-hand inequality uses (3.1) (cf., Lemma 2.2 of [4] ) .
Extremal function asymptotics: random polynomials.
In this section K is a nonpluripolar compact set in C m ; Q is a realvalued, continuous function on K; and τ is a probability measure on K such that the triple (K, Q, τ ) satisfies (3.1). Letting {p (n) ν } |ν|≤n be an orthonormal basis of polynomials of degree at most n in L 2 (e −2nQ τ ) we consider random polynomials of degree at most n of the form
where the a (n) ν are i.i.d. complex random variables with a distribution satisfying (2.1) and (2.2). This places a probability measure H n on P n . We form the product probability space of sequences of polynomials:
Since m n =dim(P n ) we can identify H with ⊗ ∞ n=1 (C mn , P rob mn ). 
Proof. Using the first part of Corollary 2.7, (2.7), with m(n) replaced by m n and
for all z ∈ C m from Proposition 3.1. Fix a countable dense subset {z t } t∈S of C m . Using the second part of Corollary 2.7, (2.8), for each z t , almost surely in H we have
A countable intersection of sets of probability one is a set of probability one; thus (4.2) holds almost surely in H for each z t , t ∈ S. Define H(z) := lim sup
Thus H(z) = V K,Q (z) for all z ∈ C m at which V K,Q is continuous. But V K,Q is continuous at all points except possibly for a pluripolar set, in particular a.e. in C m . Thus H(z) and V * K,Q (z) are plurisubharmonic functions equal a.e. so by a general property of plurisubharmonic functions they are equal.
In order to discuss convergence of linear differential operators applied to 1 n log |H n (z)|, we need to at least have convergence to V *
. complex random variables with a distribution satisfying (2.1) and (2.2). Then almost surely in H we have
as positive currents, where ∆V * K,Q where ∆ is the usual Laplacian, and furthermore this measure can be identified with the weighted equilibrium measure for K, Q [12] . For example, if S 1 = {z ∈ C : |z| = 1} is the unit circle, from (3.4), V S 1 (z) = log + |z| := max[0, log |z|] and
The monomials {z j } are orthonormal with respect to 1 2π dθ; moreover, the pair (S 1 ,
, the normalized zero measure of H n . In particular, if the a The proof of Theorem 4.2 will follow from a modification of the proof of Theorem 4.1 and the general deterministic result below (see also [14] ).
for all z ∈ C m where V ≡ 0 and V ∈ L(C m ). In addition, suppose for any subsequence J of positive integers we have
Proof. The proof is by contradiction. If the conclusion is false, there is a ball B ⊂ C m , an ǫ > 0, and a subsequence J of positive integers with
By Hartogs' lemma, the sequence {ψ n } n∈J is locally bounded above (since V is). Appealing to Theorem 3.2.12 of [9] , there is a subsequence
. It follows from standard measure theory that there is a further subsequence J 2 ⊂ J 1 with lim n∈J 2 ψ n (z) = g(z) a.e. in B. By assumption, lim sup
for all z ∈ C m so that V (z) = g(z) a.e. in B. This contradicts (4.3).
Proof. of Theorem 4.2: From Theorem 4.4, we need to show almost surely in H that for any subsequence J of positive integers, we have lim sup
for all z ∈ C m . Fix any subsequence J. Following the proof of Theorem 4.1, almost surely in H lim sup
for all z ∈ C m from (4.1) and the fact that J is a subsequence of positive integers. Fix a countable dense subset {z t } t∈S of C m . Then for each z t , almost surely in H we have lim inf
from (4.2) and the fact that J is a subsequence of positive integers. This relation holds almost surely in H for each z t , t ∈ S. Now define
Thus H J (z) = V K,Q (z) for all z ∈ C m at which V K,Q is continuous and hence everywhere. 
The pair ((S
dθ m ) satisfies a Bernstein-Markov property. Thus a.s. a sequence of random polynomials {H n } of the form
where the a Remark 4.6. We emphasize that in Theorems 4.1 and 4.2 the probability space H depends on τ but the weighted pluricomplex Green function V * K,Q depends only on K and Q.
Extensions.
Theorems 4.1 and 4.2 remain valid for random polynomial mappings. Precisely, the set-up is as follows. For any k = 1, ..., m and for each n = 1, 2, ... we consider k−tuples F n := (H n (z)) of random polynomials of degree at most n, i.e., random polynomial mappings (P n ) k of degree at most n, where each H (j) n for j = 1, ..., k is of the form
and the a (n,j) ν are complex random variables with a distribution satisfying (2.1) and (2.2). This places a probability measure F n on (P n ) k . We form the product probability space of sequences of these polynomial mappings:
Here we can identify F with ⊗ 
pointwise for all z ∈ C m and
as positive currents.
Again, the probability space F depends on τ but the weighted pluricomplex Green function V * K,Q depends only on K and Q. Theorems 4.1, 4.2, and 5.1 extend to the more general setting of positive holomorphic line bundles over compact Kähler manifolds. Let X be a compact, complex manifold of (complex) dimension m equipped with a Kähler form ω. Fixing a volume form on X (e.g., ω m ), define P SH(X, ω) := {Φ ∈ L 1 (X) : Φ uppersemicontinuous and dd c Φ+ω ≥ 0}, the class of ω−plurisubharmonic functions on X. In the case of X = P m (m−complex dimensional projective space) with the Fubini-Study form ω F S , there is a one-to-one correspondence between P SH(P m , ω F S ) and L(C m ). Indeed, identifying C m with the affine subset of P m given by the set of points {[1 :
where u 0 (z) := 
n is known to have dimension 0(n m ) if L is positive. As an example, if one takes the hyperplane section bundle O(1) over X = P m and one uses the Fubini-Study metric ψ F S on O(1), dd c ψ F S is the Fubini-Study Kähler form ω F S on P m . The elements of H 0 (P m , O(n)) can be identified with homogeneous polynomials on C m+1 of degree n (or SU(m + 1) polynomials; cf., [14] ). These can naturally be put in one-to-one correspondence with P n . For f, g ∈ H 0 (X, L), we have the pointwise inner product
on U i and we write ||f n (x)|| nψ(x) := < f n (x), f n (x) > nψ(x) .
In this setting, given a closed subset K of X, and given a continuous function q on K, one defines a weighted global extremal function V K,q (x) := sup{Φ(x) : Φ ∈ P SH(X, ω), Φ ≤ q on K}.
From (5.2), if X = P m with the Fubini-Study form ω F S , for a compact set K ⊂ C m ⊂ P m it follows that
For the "unweighted" case, q ≡ 0, the proof of Theorem 6.2 in [8] shows that V K,0 (x) coincides with sup n=1,2,...
i.e., we have the analogue of the equality of (3.2) with (3.3) in this setting. The proof of Lemma 3.2 in [7] also carries over to verify the analogue of (3.8). In the "weighted" case, given a continuous q on K, the proof of Theorem 6.2 in [8] carries over to show V K,q (x) coincides with sup n=1,2,...
and as is pointed out in Lemma 2.1 of [4] in the C m setting, the analogue of (3.8) (see (3.7)) carries over in the weighted situation.
Given K and q together with a measure τ on K, we say that the triple (K, q, τ ) satisfies a weighted Bernstein-Markov property as in (3.1) if
where lim sup n→∞ M 1/n n = 1. Such a measure induces a nondegenerate weighted L 2 −norm and inner product on
Letting N(n) be the dimension of H 0 (X, L n ), we take an orthonormal basis {s
with respect to this inner product and we consider random sections in H 0 (X, L n ) of the form
where the a (n) j are i.i.d. complex random variables with a distribution satisfying (2.1) and (2.2). This places a probability measure H n on H 0 (X, L n ). We form the product probability space of sequences of sections:
We can also form the Bergman kernels
The analogue of (3.9) holds with m n replaced by N(n) (cf., Lemmas 2.2 and 2.3 in [4] ). Since N(n) = 0(n m ), we have the following result. 
pointwise for all x ∈ X and
Since X is compact and the currents dd 
in the sense of measures; i.e., for all (m − 1, m − 1) forms α with continuous coefficients,
6. The unbounded case.
We will show how to extend Theorems 4.1, 4.2, and 5.1 to the case where we replace the compact set K by an unbounded set Y . Thus let Y be a closed, unbounded subset of C m . We let Q be a continuous, real-valued, super-logarithmic function on Y : for some b > 0,
For r > 0 we let Y r := {z ∈ Y : |z| ≤ r}. Then for r sufficiently large V Y,Q = V Yr,Q (cf., [12] , Appendix B, Lemma 2.2). Thus if we let S Q denote the support of the Monge-Ampère measure (dd c V * Y,Q ) m , it follows that S Q is compact.
Let τ be a locally finite positive Borel measure on Y satisfying
for some a > 0 and also such that (Y r , Q, τ ) satisfies the weighted Bernstein-Markov inequality (3.1) for r sufficiently large. An important example is Lebesgue measure on R m or C m with Q(z) = |z| 2 /2. Because of (6.1) and (6.2) all moments of the measure e −nQ dτ of order at most n are finite. Thus we may apply the Gram-Schmidt orthogonalization procedure to a lexicographic ordering of the monomials of degree at most n to obtain orthonormal polynomials p
where ν and γ are multi-indices. As before, we consider random polynomials of degree at most n of the form
where the a (n) ν are i.i.d. complex random variables with a distribution satisfying (2.1) and (2.2). Our goal is to prove Theorems 4.1, 4.2, and 5.1 in this context.
Aiming for a version of Proposition 3.1, for each n = 1, 2, ... we define an analogue of (3.7):
Y,Q (z) := sup{|g(z)| : g ∈ P n , and ||ge
It is known that weighted polynomials ge −nQ assume their maximum modulus on Y on the set S Q . In particular, for r such that S Q ⊂ Y r we have
Moreover, it is a result of Siciak that
pointwise on C m . Thus for any r such that S Q ⊂ Y r , we have V Y,Q = V Yr,Q .
Next, for each n = 1, 2, ... consider the corresponding Bergman kernel
We must prove a version of (3.6):
pointwise on C m . We need the following estimate, which utilizes (6.1), (6.2) , and the weighted Bernstein-Markov inequality of (Y r , Q, τ ) for r sufficiently large.
Lemma 6.1. Given β > 0 and U a relatively open subset of Y such that S Q ⊂ U, there is a constant c > 0 independent of n and g such that
Proof. This is theorem 6.1 in [3] in the case m = 1; the proof in C m for m > 1 is identical.
The relation (6.6) in this setting will be a consequence of the following estimate, analogous to (3.9). Theorem 6.2. Given ǫ > 0 there exist constants C 1 , C 2 > 0 independent of n such that 1
Proof. For any g ∈ P n , from (6.4),
We will apply (6.7) to the orthonormal polynomials p
Fixing r sufficiently large so that (Y r , Q, τ ) satisfies a weighted BernsteinMarkov inequality and S Q ⊂ Y r , using (6.5) we have, given ǫ > 0,
Then (6.7) with p
giving the right-hand inequality in Theorem 6.2.
To prove the left-hand inequality we proceed as follows. First note that any g ∈ P n can be written uniquely in the form
where t ν ∈ C and
If ||ge −nQ || Y ≤ 1 then we have
Fix r sufficiently large so that (Y r , Q, τ ) satisfies a weighted BernsteinMarkov inequality and S Q ⊂ Y r . By Lemma 6.1 we get
Using (6.8) we get for any ǫ > 0
n since τ is locally finite. Hence
and the left-hand inequality follows from the definition of φ
Theorems 4.1, 4.2, and 5.1 in this setting follow immediately. As an application, we consider random Weyl polynomials in C (cf., [2] ). These are random polynomials in one variable of the form
where the a nj are i.i.d. complex random variables and we assume that their distributions satisfy (2.1) and (2.2). We will show that appropriately scaled, the zeros converge to normalized Lebesgue measure on the unit disk in the plane. This result has also been obtained in [10] as a special case of a more general result. Scaling the zeros by 1/ √ n we consider the polynomials
be the normalized zero current of H n . For the common zeros of k polynomials H
n where, as in (5.1),
we write
n (z)| for the zero current and
for the normalized zero current. These are a.s. well-defined. We are interested in the expectation E(Z 
The deterministic result for the weighted Bergman kernels
(see 3.5) that we will use is from (3.6):
uniformly on compact subsets of C m since V K,Q is continuous. This implies log S n to V K,Q for (7.1).
We write p (n) (z) for the m n −tuple {p . Then
By (7.1) with k = 1, this last term tends to dd c V K,Q (z), α as n → ∞. From the definition of dd c log | < a (n) , u(z) > | as a positive current of bidegree (1, 1),
Using this in the first term in (7.2) we immediately have the following result.
Proposition 7.1. Let P rob mn be a probability distribution and for n = 1, 2, ... define
for u ∈ C mn . Suppose there exists a constant C independent of n with We verify (7.3) for distributions φ satisfying (2.2). if |u| = 1 by the unitary invariance of the integral. Thus, in this case, I n (u) is equal to a constant independent of n for |u| = 1.
Proof. Fix n and write a := a (n) . For u fixed with |u| = 1 we set g(a) := log | < a, u > |. Thus we want to show (7.5) C mn g(a)dP rob mn (a) = 0(log n) independent of u.
To prove (7.5) , it suffices to show (7.6) {g>(m+1) log n} g(a)dP rob mn (a) = 0(1),
i.e., the integral is bounded by a constant C(m) independent of n and u for |u| = 1. For a similar argument shows the same is true for {g<−(m+1) log n} g(a)dP rob mn (a).
Then, since P rob mn is a probability measure, | {−(m+1) log n≤g≤(m+1) log n} g(a)dP rob mn (a)| = 0(log n) independent of u for |u| = 1 and (7.5) follows. To prove (7.6), from Corollary 2.8, for k = m + 1, m + 2, ..., we have (7.7) P rob mn {a ∈ C mn : ||a|| ≥ n k } ≤ T m n n k 2 .
Note that m n = 0(n m ) so mn n k = 0(n m−k ). We set d k = P rob mn {a : g(a) > k log n}.
Since |u| = 1, from (7.7) we have
We break up the region {g > (m + 1) log n} into the sets D k := {k log n < g ≤ (k + 1) log n}, k = m + 1, m + 2, .... This gives {g>(m+1) log n} g(a)dP rob mn (a) ≤ C log n n 2
with a constant C = C(m) independent of n and u for |u| = 1, verifying (7.6). 
