This paper discusses the time-dependence of the threshold function in the perfect plasticity model. In physical terms, it is natural that the threshold function depends on some unknown variable. Therefore, it is meaningful to discuss the well-posedness of this function under the weaker assumption of time-dependence. Time-dependence is also interesting from the viewpoint of the abstract evolution equation. To prove the existence of a solution to the perfect plasticity model, the recent abstract theory under the continuous class with respect to time is used.
Introduction
The time-dependent evolution inclusion is an interesting subject in the theory of the abstract evolution equations. Here, time-dependence includes the time-dependent effective domain, i.e. we consider the following evolution inclusion: u ′ (t) + ∂ϕ t u(t) ∋ f (t) in H, for a.a. t ∈ (0, T ), u(0) = u 0 in H,
where H is a real Hilbert space and T > 0 is a finite time; ∂ϕ t is a subdifferential of some proper, lower semi-continuous, convex functional ϕ t on H, which depends on time 
Main theorems
In this paper, we consider the time-dependence of the constraint related to the perfect plasticity model. In this section, we state the main results.
Original problem
In this subsection, we recall the well-known classical problem of perfect plasticity [7] . The unknown functions u = u(t, x) and σ = σ(t, x) describe the displacement and stress, respectively, in the interior of a medium that occupies a smooth region Ω ⊂ R 3 . The boundary Γ := ∂Ω consists of Γ = Γ D ∪Γ N , where Γ D ∩Γ N = ∅ with |Γ D | > 0 and |Γ N | > 0. Moreover, ν denotes the unit normal vector outward from Γ. The function ε(u) := {ε ij } represents the strain with respect to deformation, defined by ε ij := (1/2)((∂u i /∂x j ) + (∂u j /∂x i )) for i, j = 1, 2, 3. We wish to find v := ∂u/∂t and σ satisfying ∂v ∂t = divσ + f in Q := (0, T ) × Ω, (2.1)
under some initial and boundary conditions, where f : Q → R 3 , h : Q → R 3×3 sym , and σ * : Q → R 3×3 sym are given functions in Q. With the help of h and σ * , we can translate the problem to the homogeneous boundary value problem. The operator div is defined by divτ := (divτ 1· , divτ 2· , divτ 3· ) for all τ ∈ R 3×3 sym . The first equation (2.1) is derived by the conservation law of momentum. The second equation (2. 2) ensures the property of perfect plasticity, where we assume the sum decomposition of strain. In relation (2.2), Z is a time-dependent closed convex set defined by Z := {τ ∈ R sym . Moreover, g is a positive constant that represents the threshold value of the elasto-plasticity. ∂I Z is the subdifferential of I Z . In this paper, we consider the problem in which the threshold constant g is replaced by the function g : [0, T ]×Ω → (0, ∞). We will focus on the case of an unknown dependent threshold g(σ), which is a more interesting setting. Then, (2.2) becomes the quasivariational inequality (see, e.g. [3, 6, 25] ).
Notation
Hereafter, we use the following notation:
e. on Γ D }, with their inner products (·, ·) H , (·, ·) V , and the norm | · | H , where | · | V is defined by
Denote the dual space of V by V * with the duality pair ·, · V * ,V . Moreover, we define the following bilinear form:
We also define H :
The following convex constraint plays an important role in this paper. For each t ∈ [0, T ],
Originally, we considered v = h D on (0, T ) × Γ D and σ·ν = h N on (0, T ) × Γ N as the boundary conditions with some given data h D and h N . We assume that, thanks to some suitable functions σ * and h, these can be translated to homogeneous boundary conditions. Finally, we recall an important relation. For each z ∈ V , τ ∈ V, the following relation holds:
This is called the Gauss-Green relation.
Definition of the solution and theorem
Under these settings, we now state our problem in the variational formulation:
Definition 2.1. For each κ > 0 and ν > 0, the pair (v, σ) is called a solution in the sense of variational inequality if
and they satisfy
Hereafter, we assume that
(A5) There exist two constants C 1 , C 2 > 0 such that
From the definition of K(t), we see that −σ * (t) ∈ K(t) for all t ∈ [0, T ]. Our first theorem is as follows: 
for a.a. t ∈ (0, T ) with v(0) = v 0 in H and σ(0) = σ 0 in H, where
We assume the weaker condition (A4 ′ ) in place of (A4): Let us neglect the parameter κ > 0. In this case, the problem is the same as the Moreau sweeping process. Definition 2.3. For each ν > 0, the pair (v, σ) is called a solution of the pure perfect plasticity model if
We replace (A3) by (A3 ′ ):
Our last theorem is as follows:
Theorem 2.3. Under assumptions (A1), (A2), (A3 ′ ), (A4), and (A5), there exists a unique solution (v, σ) of the pure perfect plasticity model.
Proof of the main theorems
In this section, we recall the known results with respect to the time-dependent evolution inclusion. Moreover, we apply them to prove our main theorems.
Evolution inclusion with time-dependent domain
In this subsection, we recall the result given by Kenmochi [12] and apply it to the proof of Theorem 2.1. For this purpose, we describe the solvability of the evolution inclusion generated by the subdifferential operator with a time-dependent domain. For the family {φ t } := {φ t } t∈[0,T ] of time-dependent, proper, lower semicontinuous, and convex functionals on the Hilbert space H, let us consider the following form:
where f ∈ L 2 (0, T ; H) and u 0 ∈ H are given functions and ∂φ t is the subdifferential of φ t in H. We introduce a proposition for the existence of solutions of (3.1) under the following condition (H) for {φ t }:
and
To apply the above proposition to our problem, we choose the functionals ψ :
Moreover, for each t ∈ [0, T ], we define ϕ t := ϕ+I K(t) , where I K(t) is the indicator function on K(t). Now, it is possible to reconstruct our problem as the following system of Cauchy problems.
where it is obvious that D(∂ψ) = V ∩H 2 (Ω) 3 and ∂ψ(z) = −∆z. Moreover,
We have the following lemma:
For each t ∈ (0, T ), the function ϕ t is proper, lower semicontinuous, and convex on H, and ∂ϕ t is characterized as follows:
Moreover, {ϕ t } satisfies condition (H).
Proof. First, we show that ϕ t is a lower semicontinuous functional on H.
then it is obvious. Thus, we assume R < ∞. We can take a subsequence {τ n k } k∈N of {τ n } n∈N such that
As K(t) ∩ V is a convex and weakly closed set in V, τ is surely an element of the set K(t) ∩ V. Therefore, by the lower semicontinuity ofφ,
Here, for eachτ ∈ K(t) ∩ V and r ∈ (0, 1), substitutingτ :
Dividing this by r and letting r → 0, we obtain (3.7). Finally, from the definition of K(s), we see that for each τ ∈ K(s) ∩ V, there existsτ ∈K(s) such that τ =τ − σ * (s). Using assumptions (A4) and (A5), there exists T 0 ∈ (0, T ] such that
for all s, t ∈ (0, T ) with |t − s| < T 0 . Now, we takẽ
show that {ϕ t } satisfies condition (H). For each τ ∈ K(s), we take τ * andτ * to be the same as above, and obtain
Therefore, for each r > 0, we can take α r (·) :
that is, (3.2) is satisfied. Additionally, setting θ :
, we have θ < 1 and
from the definition of ϕ t and ϕ s . Thus, we have the following inequality:
Therefore, if we take
Moreover, there exist positive constants M 1 and M 2 , independent of κ and ν, such that
for all t ∈ [0, T ].
Proof. As a result of Lemma 3.1, we can apply Proposition 3.1 to obtain the solution σ ∈ H 1 (0, T ; H)∩L 2 (0, T ; V) of (3.9)-(3.10). Next, we obtain the uniform estimates (3.11). By the characterization (3.7) of ∂ϕ t , (3.9) is equivalent to the following inequality:
for all τ ∈ K(s) and for a.a. s ∈ (0, T ). From assumption (A3), we can substitute τ := −σ * (s) ∈ K(s) in (3.13), and then we obtain
that is,
for a.a. s ∈ (0, T ) with κ ∈ (0, 1]. Now, using the Gronwall inequality, we see that there exists a constantM 1 that depends on
, and T such that
for all t ∈ [0, T ]. This implies that (3.11) holds for some suitable constant M 1 > 0. Next, we recall the approximate problem of (3.9) using the Moreau-Yosida regularization ϕ t λ for λ ∈ (0, 1] as follows:
where J t λ is the resolvent (I + λ∂ϕ t ) −1 of ∂ϕ t . From Lemma 3.1 with (3.8), for each s, t ∈ [0, T ] and τ ∈ H, there existsτ ∈ K(t) ∩ V such that
Hence,
Then, we obtain
for a.a. s ∈ (0, T ) and for allσ ∈ W 1,1 (0, T ; H) (see, e.g. [12, Lemma 1.2.5.]). From this rigorous formulation, we can obtain an estimate by multiplying (3.9) by ∂ϕ s σ(s) at time t = s. That gives the following estimate:
for a.a. s ∈ (0, T ). Actually, we need to consider the above estimate at the level of the approximate problem of (3.9) using the Moreau-Yosida regularization and execute the limiting procedure. Using the Gronwall inequality, we get σ(t) ∈ K(t) and ϕ σ(t) 
, and T , but independent of κ ∈ (0, 1]. Finally, by comparison, we obtain (3.12) for some suitable constant M 2 > 0.
We now define a solution operator S 1 :
. This assigns a unique solution S 1ṽ := σ to the above problem (3.9)-(3.10) on [0, T ].
3 ) to the following problem:
Moreover, there exist positive constants M 3 and M 4 which are independent of ν such that
As the proof uses standard techniques, we omit it from this paper. We can also define a solution operator S 2 : 
Proof of Theorem 2.1.
In this subsection, we prove Theorem 2.1.
Proof of Theorem 2.1. We define the operator S :
Taking the difference between (3.9) with σ (1) and (3.10) with σ (2) at time s, and using (3.7) and the Gauss-Green relation (2.3), we have 1 2
for a.a. s ∈ (0, T ). Integrating this expression over (0, t) with respect to time, we obtain
for all t ∈ [0, T ]. Next, we set v (i) := S 2 σ (i) for i = 1, 2. In the same way, taking the difference between (3.16) with v (1) and (3.16) with v (2) at time s, and using the GaussGreen relation (2.3), we have
for all t ∈ [0, T ]. Combining (3.19) with (3.18), we obtain the following inequality:
.
Taking T 0 ∈ (0, T ] satisfying (1/κν 2 )T 0 < 1, we see that S is a contraction on L 2 (0, T 0 ; V ). Thus, we can apply the Banach fixed point theorem to show that there exists a unique 
Proof of Theorem 2.2.
In this subsection, we prove Theorem 2.2. Assumption (A4) is replaced by (A4 ′ ). From assumptions (A4 ′ ) and (A5), we can take the sequence {g n } n∈N such that
for all n ∈ N and g n → g in C(Q) (3.21)
as n → ∞, i.e. g n satisfies assumptions (A4) and (A5). From the definition of K(0), we see that there existsσ 0 ∈K(0) such that σ 0 = σ 0 − σ * (0). We defineσ 0,n bỹ
for a.a. x ∈ Ω, where the constant C 1 is the same as in (A5). Because
a.e. in Ω,σ 0,n →σ 0 in H as n → ∞. Using these sequences, we define a constraint set
Therefore, defining σ 0,n :=σ 0,n − σ * ,n (0), we can state the following lemma:
For the initial data σ 0 , there exists a sequence {σ 0,n } n∈N such that σ 0,n ∈ K n (0) for all n ∈ N, and σ 0,n → σ 0 in H as n → ∞.
Under these settings, we see that σ 0,n , σ * ,n , g n with K n (t) satisfy assumptions (A2), (A3), (A4), and (A5) by replacing σ 0 , σ * , g with K(t), respectively. Therefore, applying Theorem 2.1, we see that there exists a unique solution (v n , σ n ) in the sense of variational inequality satisfying
Proof of Theorem 2.2. Firstly, we obtain a uniform estimate for (v n , σ n ). Multiplying (3.22) by v n (s) at time t = s, and using the Gauss-Green relation (2.3), we have
for a.a. s ∈ (0, T ). In addition, from (3.23) and (3.7), we have the following inequality:
and for a.a. s ∈ (0, T ). Now, taking τ := −σ * (s),
for a.a. s ∈ (0, T ). Adding these expressions and using the Young inequality, we deduce that
By the Gronwall inequality,
Thus, there exists a positive constant M 5 (ν) that depends on ν > 0, but is independent of n ∈ N, such that
for all t ∈ [0, T ]. Next, multiplying (3.22) by v ′ n (s) at time t = s, and using the GaussGreen relation (2.3), we have
for a.a. s ∈ (0, T ). Integrating this expression over [0, t] with respect to time, and using (3.3), we obtain
for all t ∈ [0, T ] for some suitable positive constant M 7 (κ, ν). Thus, there exists a subsequence
as k → ∞. Moreover, from the Aubin compactness theorem (see, e.g. [23] ),
as k → ∞. Secondly, to obtain strong convergence, we apply the abstract technique to the timedependent constraint [9] . Recall that, for each n ∈ N, there existsσ n (t) ∈K n (t) such that σ n (t) =σ n (t) − σ * (t) for all t ∈ [0, T ]. For each r ∈ (0, 1), there exists N r ∈ N such that
for all k, l ≥ N r and t ∈ [0, T ]. Indeed, from (3.20), we see that g n k (t, x)/C 1 ≥ 1 for all (t, x) ∈ Q. Moreover, from (3.21), there exists N r ∈ N such that
for all k, l ≥ N r . Therefore,
a.e. in Ω for all k, l ≥ N r . Therefore, rσ n k (t) ∈K n l (t) and, similarly, rσ n l (t) ∈K n k (t) for all k, l ≥ N r . Using this fact, we now show that {σ n k } k∈N is a Cauchy sequence in
, and using (3.7), we obtain the following inequalities: 25) and analogously
for a.a. s ∈ (0, T ). Taking the sum of (3.25) and (3.26),
for a.a. s ∈ (0, T ). By virtue of the Gronwall inequality, we deduce that 
as k → ∞, and σ(0) = σ 0 in H. Thus, settingσ := σ + σ * , we have
for a.a. x ∈ Ω. Letting k → ∞, we then obtain
Finally, we show that the pair (v, σ) satisfies the weak variational inequality (2.5). For each test function η ∈ K 0 , there exists a functionη : (0, T ) → H such thatη(t) ∈K(t) and η(t) =η(t) − σ * (t) for a.a. t ∈ (0, T ). Moreover, from assumption (A3), we see that
. Now, for each r ∈ (0, 1), there exists N * r ∈ N such that rη(t) ∈K n k (t) for all k ≥ N * r and t ∈ [0, T ]. Indeed, from (3.20), we see that g n k (t, x)/C 1 ≥ 1 for all (t, x) ∈ Q. Moreover, from (3.21) there exists N * r ∈ N such that
a.e. in Ω for all k ≥ N r , namely rη(t) ∈K n k (t) for all k ≥ N r . Now, for all k ≥ N r , taking τ := rη(s) − σ * (s) ∈ K n k (s) in (3.24) at time s and integrating the resultant over (0, t) with respect to time, we obtain The proof of the uniqueness in the sense of weak variational inequality is the same as in [9, Theorem 2.1]. Therefore, we omit it from this paper.
Pure perfect plasticity model
In the final section, we discuss the existence problem for the pure perfect plasticity model.
Auxiliary problems
Conisider two auxiliary problems for the pure perfect plasticity model. It is clear that I K(t) is a lower semicontinuous functional on H. Moreover, we can take the same function α ∈ L 2 (0, T ) as in Lemma 3.1. Therefore, we obtain the following lemma.
Lemma 4.1.
The set of proper, lower semicontinuous, and convex functions {I K(t) } satisfies condition (H).
Using Lemma 4.1, we can apply Proposition 3.1 again to obtain the solution σ ∈ H 1 (0, T ; H) of the following form.
Proposition 4.1. For any givenṽ ∈ L 2 (0, T ; V ), there exists a unique solution σ ∈ H 1 (0, T ; H), with σ(t) ∈ K(t) for all t ∈ [0, T ], to the following problem. σ ′ (t) + ∂I K(t) σ(t) + E 2ṽ (t) ∋ h(t) in H, for a.a. t ∈ (0, T ), (4.30) σ(0) = σ 0 in H.
(4.31)
