A method for the computation of the band structure of two-dimensional photonic crystals is presented. It is well suited for crystals including materials with arbitrary frequency-dependent dielectric constants. The technique can be applied to study photonic crystals with irregularly shaped ͑noncircular͒ elements. This method is based on the multiple multipole method. In order to find the solutions of the nonlinear eigenvalue problem, a multipolar source is introduced which acts as an excitation. By varying the frequency of the source, the various eigenmodes are excited and can be localized as resonances in an appropriately chosen function. The approach is demonstrated for two systems with different geometries: a square lattice of circular cross-section cylinders, and a triangular lattice of triangular cross-section cylinders. The case of metallic systems in H polarization, where surface plasmons may be excited, is chosen. The localized nature of the surface modes poses problems to other methods whereas the eigenvalues and eigenmodes are accurately computed with the proposed technique.
I. INTRODUCTION
Understanding the behavior of defect-free photonic crystals and designing devices based upon them require a knowledge of the wave propagation properties in the crystal. This information is contained in the band structure and eigenmodes of the periodic structure. At present, after more than one decade of investigations, photonic band-gap calculations are continually performed. In the most basic level, it is important to find perfect crystal structures with improved features. In this context, different geometries have been investigated, e.g., the Kagomé structure, 1 and symmetry techniques to enhance the gaps have been applied. [2] [3] [4] The next level comprises the characterization of crystals with impurities ͑such as cavities 5, 6 and channel waveguides [7] [8] [9] [10] ͒ and surface waves, 11, 12 which are likely needed for the design of devices with useful functionalities. The band structure and modal fields are essential tools here as well.
Initially, most computational techniques focused on dielectric materials with frequency-independent parameters, but there has been an increasing interest in photonic crystals with frequency-dependent permittivities (). In particular, the inclusion of metallic components is actively researched since it can enlarge the size of the gaps. 13, 14 The occurrence of flat bands related with plasmon resonances of the individual scatterers in the crystal may be used for other applications 15 due to the very low group velocities involved. Finally, metallic photonic crystal structures are of obvious interest considering different applications in the microwave regime. 16 There exists a vast literature documenting the various methods for the computation of photonic band structures. Despite the convergence problems alluded by many authors [17] [18] [19] [20] [21] when high dielectric contrasts are involved, the plane-wave method 22, 23 is the most used one. In its simplest formulation it only treats the case of frequencyindependent materials, but some authors have extended it for particular functional forms of (). 24 -26 Nevertheless, those generalizations are not always satisfactory as noted in Refs. 27 and 28. Another class of methods ͑Korringa-KohnRostoker, 21, [29] [30] [31] augmented plane wave, 32 and others based on scattering matrices 33 ͒ uses mainly spherical functions instead of plane waves as basis functions to expand the fields. These techniques are very accurate as a rule and can handle frequency-dependent materials, but they have been mainly applied to the computation of photonic crystals with spherical elements. A third possibility is the finite difference time domain ͑FDTD͒ ͑Refs. 34 and 35͒ method. The standard formulation does not cover the frequency-dependent case, but generalizations have already been proposed 27, 36 ͑which require considering nonlocal effects in time͒. In particular, Sakoda 37 has shown FDTD computations of band structures and modal fields for perfect crystals, cavities, and channel waveguides with dielectric or metallic components. There are other alternatives such as the transfer-matrix method 38 or the finite element method. 39 At present only Sakoda's approach has proven to be capable of computing band structures for arbitrary frequency dependency and arbitrary geometry; it has also been applied to the difficult case of metallic structures in H polarization, where the fields can be strongly localized at the metal surface ͑surface plasmons͒. In this paper an alternative frequency domain method is proposed for the same kind of metallic photonic crystal configuration: the multiple multipole method ͑MMP͒. Like the second class of methods mentioned before, the basis functions most frequently employed by the MMP method are spherical functions ͑cylindrical for twodimensional problems͒. Nevertheless, the use of multiple functions with different origins allows one to achieve a good convergence for noncircular shapes as well. MMP can handle arbitrary frequency-dependent permittivities, including metallic materials. However, the standard way of solving eigenvalue problems within the MMP method was found inappropriate for the systems studied here. Therefore we introduce a procedure to solve this kind of nonlinear eigenvalue problems, which is partially related to the method of auxiliary sources 40 and to Sakoda's approach. In this way, we determine the band structure and modal fields of photonic crystals with frequency-dependent material parameters.
The organization of the paper is as follows: Sec. II summarizes briefly the standard MMP method, Sec. III presents the proposed method for the computation of band structures of frequency-dependent systems, Sec. IV demonstrates the procedure with two different metallic photonic crystals, and Sec. V concludes the paper. In the Appendix some numerical issues are considered.
II. MULTIPLE MULTIPOLE METHOD
The MMP method 41, 42 is a numerical technique for performing electrodynamic field calculations in the frequency domain ͑as usual, a factor e Ϫit multiplying the fields will not be explicitly written, where is the angular frequency͒. It was developed for systems with isotropic, linear, and piecewise homogeneous materials, and its essential ideas are explained in the following. Since the structures considered in this paper are invariant along the Z axis, we present the MMP method for the two-dimensional ͑2D͒ case ͑r will denote the position in the XY plane, and a further factor e i␤z multiplying the fields will be omitted, where ␤ is the propagation constant along the Z axis͒. However, this technique is not restricted to 2D problems.
The 2D region where the fields are to be computed is partitioned in domains D i where the permittivity 
͖ is sufficient to derive the fields:
where the subscript T denotes vectors in the XY plane, e z is a unit vector along the Z axis, and D i is the transverse wave vector:
As the name of the method suggests, the multipolar functions are the most frequently used basis functions. A scalar 2D multipolar function with origin in the point r O l is given by
where H n l (1) (•) is the Hankel function of first kind and order n l , and (r l , l ͒ are polar coordinates with origin in r O l . Usually, several ''clusters'' of multipolar functions are employed to expand the fields. Every cluster is a set of multipolar functions, all of them located at the same point and including several multipolar orders. We will call a multipole expansion of order n to such a cluster with orders n l ranging from zero up to n ͓a Bessel expansion will be the same but replacing the Hankel functions with Bessel functions J n l (•)͔. Vekua theory 43 guarantees that for a multiply connected finite domain D i one Bessel expansion and additionally a multipole expansion in each hole of D i form a complete basis. Nevertheless, when the interfaces ‫ץ‬D i j of the domains deviate from the circular shape, several multipole expansions located at different positions achieve a much better convergence of the expansion in Eq. ͑1͒. Since a multipolar function is singular in its origin, the multipole expansions are placed outside D i to expand fields that are regular in D i .
To determine the unknown coefficients x l D i , the boundary conditions are imposed on a set of collocation points r k , kϭ1, . . . ,N col along the interfaces ‫ץ‬D i j :
where ʈ and Ќ stand for tangential and orthogonal to the interface, respectively, and w ••• (r k ) are appropriately selected weights. 42 The system of Eq. ͑4͒ comprises 6N col equations in general or 3N col for H or E polarization and ␤ϭ0. The functions in Eq. ͑3͒ satisfy the radiation boundary conditions and therefore no special care is needed with this issue if they are used to represent the scattered field in open domains. System ͑4͒ leads to a rectangular ͑overdetermined͒ matrix equation of the type
where A ␣␤ is a rectangular full matrix, the vector X ␤ includes the unknowns x l D i , and the vector B ␣ stems from the excitation. Equation ͑5͒ is solved in the least-squares sense using a Givens algorithm. 44 The MMP method is claimed to be semianalytical because ⌽ approx The choice of the interfaces ‫ץ‬D i j which define the domains is often straightforward. Occasionally fictitious boundaries ͑across which the material parameters do not change͒ are introduced in order to underpin a characteristic partitioning of the underlying problem, e.g., for convergence purposes. 42 The most difficult step in MMP modeling is the choice of the basis functions l D i (r). We have recently proposed a procedure for the automatic setting of the multipole expansions in 2D problems. 45 Once ‫ץ‬D i j and l D i (r) have been chosen, the selection of the collocation points r k is done in such a way that the multipolar functions with highest multipolar orders are sampled along the interfaces with a discretization that is fine enough. 41 An interesting feature of the MMP method is the possibility of evaluating the local accuracy of the computed solutions. 42 This can be measured by the relative error along the boundaries ‫ץ‬D i j . The relative error is defined as the mismatching of the fields at the collocation points ͓i.e., the residual error in the fulfillment of Eq. ͑4͔͒ divided by their values.
III. COMPUTATION OF BAND STRUCTURES WITH THE MMP METHOD
Before we present the method for the computation of band structures, a few further elements required for the simulation of periodic systems with MMP ͑Ref. 46͒ will be summarized. The computation can be restricted to one single primitive cell of the periodic system, which includes several domains D i representing the elements contained in it. As primitive cell we choose the parallelogram defined by the primitive vectors a 1 and a 2 . Two fictitious boundaries along a 1 and a 2 are necessary, where additional collocation points will be introduced. The basis functions l D i (r) expand the field only inside the primitive cell. Several multipole and Bessel expansions located in the cell are employed to represent the field scattered at the elements contained in it. Additionally, a set of multipole expansions around the cell is needed. These sources model the incident radiation field inside the primitive cell stemming from the rest of the crystal. Examples of the choice of the basis functions will be shown in Sec. IV. The fields should satisfy Bloch's theorem:
where k belongs to the first Brillouin zone ͑FBZ͒ and R pq ϭpa 1 ϩqa 2 with p,qZ. Equation ͑6͒ is employed to define Bloch boundary conditions which have to be fulfilled at the fictitious boundaries defining the primitive cell. For later use, we introduce the notation for the reciprocal-lattice points G rs ϭrb 1 ϩsb 2 with r,sZ and a i •b j ϭ2␦ i j . To determine the band structure and modal fields of a photonic crystal, a nonlinear eigenvalue problem has to be solved. This is a homogeneous problem, i.e., without excitation. The standard way to tackle an eigenvalue problem with MMP ͑Ref. 42͒ consists of the following procedure: ͑i͒ One of the basis functions l D i (r) expanding the field is artificially considered as excitation. ͑ii͒ The matrix Eq. ͑5͒ is solved as a function of the frequency. We denote these solu- The core of the method consists of introducing in the cell an additional source which acts as excitation. The procedure is then analog to that described in the previous paragraph, but now the eigenvalues manifest themselves as maxima of an appropriately chosen function f (). Related concepts have also been employed in the context of the method of auxiliary sources 40, 47 and FDTD. 27, 35, 48 To establish the approach let us compute the field excited by a source. We take ␤ϭ0 and H polarization for the sake of simplicity and because the cases studied in Sec. IV satisfy these conditions. Nevertheless, analog derivations can be done for the general 3D case. 27, 49, 50 The Bloch modes H z k,n (r) (n labels the different bands͒ are the solutions of the eigenvalue problem
(c is the speed of light in vacuum and we have assumed r ϭ1). The eigenmodes of the operator in the left side of Eq. ͑7͒ constitute a basis:
(* denotes complex conjugate͒. The inhomogeneous problem reads
and its Green's function can be constructed with the help of the Bloch modes:
The solution of Eq. ͑9͒ is then
as can be verified using the closure equation ͓Eq. ͑8͔͒. Within the MMP method, the natural choice for the excitation is a multipolar function located in a certain point in the cell ͑we have mainly used monopoles, but the procedure works with higher-order multipolar functions as well͒. When a monopole is introduced in position r 0 inside the primitive cell, a set of monopoles ͑with corresponding phases͒ are set in r 0 ϩR pq implicitly, because we are using Bloch boundary conditions. Hence the excitation is
where k 0 is the current vector in the FBZ. Inserting this excitation in Eq. ͑11͒ and using the identity
͑where S FBZ is the area of FBZ͒ one obtains
͑14͒
When → k 0 ,n two important facts are evident from Eq. ͑14͒: first, the amplitude of the field diverges, and second, the field becomes the Bloch mode H z k 0 ,n (r). Therefore, by detecting these resonances of the field, we can find both the eigenvalues k,n and eigenmodes H z k,n (r) of the homogeneous problem ͓Eq. ͑7͔͒.
For a given k 0 , the resonances are detected as maxima of an appropriately chosen cost function f (). The energy density in a certain point of the cell f 3 (), and the residual f 4 ()ϭR() are suitable choices of the cost function. These functions are analyzed in the Appendix, and a characteristic numerical behavior is found. For different positions of the excitation one obtains different functions f (), but the resonances of all these functions occur for the same frequencies. One has just to be careful that the location r 0 of the excitation is not a zero of the sought mode. It can also be shown that only those modes that possess the same symmetry as the source are excited. This can, in fact, be used to separate modes of different symmetries with very similar or degenerate frequencies ͑examples will be shown in Sec. IV A͒. Other authors have employed different excitations and functions f () to detect the eigenvalues: Reference 48 ͑which works in time domain͒ uses a dipolar pulse ͑in time͒ as excitation and f () is the Fourier transform of the field in a point of the cell. The energy radiated through a circle around the excitation 27 also works properly as cost function. To compute a complete band structure, the following procedure is employed. First, a given point k ini of the boundary of the irreducible FBZ is chosen and the eigenvalues k ini ,n are found following the lines explained above. Note that finding the eigenvalues by searching the maxima of f () is a slower algorithm than other advanced methods presented, for example, in Ref. 23 . However, as noted by several authors, 17, 25 when the permittivity is frequency dependent the computation of the bands is a nonlinear eigenvalue problem and the cited methods cannot be applied ͓there are exceptions for very specific functional forms of ͔͑͒. Once the eigenvalues are known for k ini , the point in reciprocal space is shifted to k ini ϩ␦k and the procedure is iterated. The only difference is that now the eigenvalues can be localized much faster since it is only needed to search for the maxima of f () in the neighborhood of each k ini ,n . The use of this eigenvalue estimation technique ͑EET͒ ͑Ref. 42͒ compensates the large computational burden in the determination of k ini ,n for the initial point k ini . The knowledge of the symmetry of the crystal is important while choosing the initial k ini point. If possible, it should be such that the point group G 0 (k ini ) of the k ini vector 52 has only irreducible representations. This excludes the possibility of having intersecting bands at point k ini ͑if accidental degeneracies are disregarded͒. Otherwise only one of the bands crossing at k ini will be traced by the EET. Only at points where two bands cross with the same slope ͑this may happen at high-symmetry points of the FBZ͒ ͑Ref. 53͒ is this EET likely to fail in tracing the bands. This problem can be avoided by starting the calculation from k ini points lying to the left and right of the problematic point and approaching it.
IV. PHOTONIC BANDS OF SYSTEMS WITH METALLIC COMPONENTS
We present now numerical computations -obtained with the method described in Sec. III-of the band structure of metallic photonic crystals in H polarization. The studied structures are invariant along the Z axis. Crystals composed of metallic materials were chosen not only due to the increasing interest shown recently for these systems, but also because only a few methods are able to compute band structures for arbitrary ͑͒. The H polarization was selected as a stringent test case for the method. In contrast to the E polarization, where the Bloch modes are uniquely modified plane waves, for H polarization other very flat bands appear which are related to the plasmon resonances of the individual components of the crystal. In this case, the fields are strongly localized at the interface of the metal. This localization poses additional problems for some techniques, whereas the nature of the multipole expansions can be advantageously exploited to treat this configuration.
In Sec. IV A we compare results obtained with our method to those obtained with a FDTD approach 28 for a crystal made of circular cylinders. By contrast, in Sec. IV B a structure deviating from the circular geometry is computed. It is worth noting that there are virtually no reports about metallic ͑not perfectly conducting͒ photonic crystals with a cross section other than circular. The numerical results presented here were computed with programs based on MaX-1, 54 which contains the latest implementation of the MMP method.
A. Square lattice of circular cross-section cylinders
We consider here a square lattice with lattice constant a. In each primitive cell there is one single cylinder with circular cross section of radius rϭ0.3a ͓Fig. 1͑a͒, right inset͔. The background is vacuum and the relative permittivity of the cylinders is given by the Drude model:
where the parameters p and ␥ are chosen as in Ref. 28 : p ϭ2c/a, ␥ϭ p /100. In order to compare our results with those of Ref. 28 , in-plane propagation will be considered, i.e., the propagation constant ␤ along the Z axis is set to zero. Note, however, that the proposed method is not restricted to in-plane propagation nor to a specific permittivity function.
The space group of this crystal is p4m and its associated crystallographic point group is 4mm (C 4v in Schönflies notation͒. For the ⌫ point in the FBZ the group G 0 (⌫) has four one-dimensional irreducible representations (A 1 , A 2 , B 1 , B 2 ) and one two-dimensional irreducible representation (E). We use these representations to label the bands at the ⌫ point ͑the assignment was done by inspecting the modal fields͒. The band structure of this system is shown in Fig. 1 while the corresponding modal fields ͑for the ⌫ point͒ are plotted in Fig. 2 . Observe that two different kinds of modes are present: modes of the first type ͑labeled with a dash inside the brackets͒ are large mainly in the vacuum and are essentially modified plane waves ͑MPW͒. The second type ͑la-beled with a number inside the brackets͒ includes modes that are localized close to the cylinders' surface. These are essentially modified plasmon resonances ͑MPR͒ of the individual cylinders. To distinguish different MPR modes labeled with the same irreducible representation, we include a number which denotes the number of lobes n L of the plasmon resonance from which they mainly stem.
In order to understand the relationship between the degeneracies at the ⌫ point and the number of lobes of a MPR mode we can use the following argument, which we present first in general for the case of one isolated cylinder. Let the cross section of this cylinder be a regular polygon with n S sides. The symmetry group C n S v of the cylinder has several irreducible representations of various dimensions. Let us now consider a plasmon resonance of the cylinder. The field corresponding to this resonance has n L lobes ͑typically an even number͒. If the eigenvalue corresponding to this modeis nondegenerate, then the mode has to be invariant ͑up to a sign͒ under the group operations. But, in general, it is not possible to distribute n L lobes among n S sides in such a way that the pattern is invariant under the group operations. When n L and n S are not compatible, the group operations transform the ''asymmetric'' pattern of the mode into a linear superposition of the modes corresponding to a degenerated eigenvalue. In this way they build the basis of an irreducible representation with dimension higher than 1. Specifically, those modes for which n L is a multiple of n S correspond to nondegenerate eigenvalues while the others correspond to degenerate ones. The application of this argument to the geometry considered in this subsection goes as follows: One isolated circular cylinder is a polygon with n S ϭϱ and hence all modes are degenerate. Since the group C ϱv of the circular cylinder has only one-dimensional (A 1 , A 2 ) and two-dimensional (E 1 , E 2 , E 3 , . . . ) irreducible representations, all modes come in pairs. These couples have an angular dependency given by the functions
When circular cylinders are arranged in a square lattice, the group to consider ͑for the ⌫ point͒ is C 4v . Therefore the nondegenerated eigenvalues will be now those corresponding to n L ϭ4k, (kN) while for n L 4k the eigenvalues will have a twofold degeneracy. This is consistent with the band structure shown in Fig. 1 . In summary: the degeneracy of eigenvalues corresponding to modes with n L ϭ4k of the isolated cylinder is lifted when they are arranged in the square lattice. This is easy to understand from a perturbation point of view: If one considers, for instance, the mode with n L ϭ4 of an isolated cylinder and arranges this modal field in a square lattice, one observes that the overlapping of modes of contiguous cylinders is different for the two functions in Eq. ͑16͒. This is because for the cosine the lobes are directed toward the nearest neighbors whereas for the sine the lobes point along the diagonals. For modes with n L 4k, it is clear that, when the modes with cosine and sine angular dependency are arranged in a lattice, the two patterns look exactly alike ͑modulo a rotation of 90°͒ and therefore the frequency of the eigenvalues is shifted-with respect to that of the isolated cylinder-but the degeneracy is not removed.
We employed the following basis functions to obtain the presented numerical results. The field inside the cylinder is modeled with a Bessel expansion of order n B at its center, and the field around the cylinder is simulated with one multipole expansion of order n H,in at its center plus four multipole expansions of order n H,out at the nearest-neighbors centers. A multipolar function of zero ͑monopole͒ or first ͑dipole͒ order in a certain point of the cell was chosen as excitation. For the lowest and highest bands n B ϭn H,in ϭ10 and n H,out ϭ5 is enough to achieve good accuracy ͑1% averaged relative error or better͒; for the very flat bands corresponding to MPR with a high number of lobes and very localized fields n B ϭn H,in ϭ15 n H,out ϭ7 were used. The number of collocation points is determined automatically and it is different for each computation; for the flat bands it is in the order of 250 collocation points.
As cost function we chose the energy density at an arbitrary point in the cell. This function is shown in Fig. 3 ͑fur-ther fine details of the behavior of this function are analyzed in the Appendix͒. To stress the importance of the location r 0 and multipolar order n l of the excitation we computed this function for several source locations and orders: first, for a monopole ͓n l ϭ0 in Eq. ͑3͔͒ asymmetrically located, second, for a dipole located on the vertical symmetry plane ͑not in the center of the cylinder͒ and odd under reflections in this plane ͓n l ϭ1 and cosine in Eq. ͑3͔͒, and third, for an equally located dipole but with opposite parity ͓n l ϭ1 and sine in Eq. ͑3͔͒. As it can be seen in Fig. 3 , modes with a symmetry other than that of the source are not excited. As explained in Sec. III, this can be used to resolve closely located eigenvalues corresponding to different symmetries.
Our results are similar to those shown in Ref. 28 . There are, however, a few discrepancies: We found a slightly lower value near the ⌫ point for the band that we denote B 1 (4) . The bands that we denote E(10) are missing in Ref. 28 . Finally, the inspection of the field patterns suggests that we are able to compute the modes with a higher accuracy ͓com-pare Fig. 12͑b͒ of Ref. 28 with mode A 2 (8) of Fig. 2͔ . The good convergence and small relative error achieved in our computations give also good confidence in the accuracy of our method.
B. Triangular lattice of triangular cross-section cylinders
The system analyzed here consists of a triangular lattice with lattice constant a. In each primitive cell there is one single cylinder whose cross section is an equilateral triangle of side sϭ0.8a. The triangle sides have the same orientation as the primitive lattice vectors and the corners of the triangle are rounded with a radius r c ϭ0.1a ͓Fig. 4͑a͒, right inset͔. The background is vacuum and the relative permittivity of the cylinders is given by Eq. ͑15͒. Again, only in-plane propagation is considered.
The space group of this crystal is p3m1, and its associated crystallographic point group is 3m (C 3v in Schönflies notation͒. For the ⌫ point in the FBZ the group G 0 (⌫) has two one-dimensional irreducible representations (A 1 , A 2 ) and one two-dimensional irreducible representation (E). The band structure of this system is shown in Fig. 4 while the corresponding modal fields ͑for the ⌫ point͒ are plotted in isolated triangle and the crystal are the same and therefore the degeneracies are not changed͒. Observe that, as opposed to the rectangular lattice, this system presents a wide band gap between the first and second bands.
Due to the noncircularity of the cylinders, we need different basis functions as in the example shown in Sec. IV A. Here we employed only multipole expansions, whose location was determined with an automatic multipole setting procedure. 45 The expansions locations are represented in Fig.  6 . The order of the multipole expansions was n H,in for those inside and around the triangle and n H,out for those around the primitive cell. For the lowest and highest bands n H,in ϭ2, n H,out ϭ3 were enough to achieve an accuracy of 0.1% averaged relative error ͑or better͒, while for the MPR bands with a large number of lobes n H,in ϭ5, n H,out ϭ3 were used. For the flat bands, the number of collocation points is in the order of 550.
The bands were determined by detecting the maxima of the residual R(). Since the group G 0 (M)ϭC s has only onedimensional irreducible representations, the M point was chosen as initial k ini point for the EET.
V. CONCLUSIONS
We have presented a technique for the computation of photonic crystal band structures based on the multiple multipole method. The fields are expanded using multipolar basis functions with multiple origins. This significantly improves the convergence properties of the expansion when dealing with noncircularly shaped elements. An additional source is introduced, which excites a superposition of the modal fields. When the source frequency is tuned towards the eigenvalue frequency, the corresponding modal field resonates increasing its amplitude enormously. In this way, the eigenvalues can be found by looking for these resonances as a function of the frequency. The bands are traced along the boundary of the irreducible Brillouin zone employing an eigenvalue estimation technique. This method can handle materials with arbitrary ͑͒. We have shown examples of band structures and modal fields of metallic photonic crystals with various lattice types and geometries.
The essential idea of the method, i.e., using an excitation and looking for resonances while solving eigenvalue problems in the frequency domain, can be applied in other contexts. For instance, we have employed it for the computation of the propagation constants and modal fields of cylindrical waveguides containing metallic and/or dielectric elements. With the introduction of a supercell, we have applied it also to determine the dispersion relation of guided modes in photonic crystal waveguides. An important improvement of the method to reduce the computational effort will be the utilization of the point symmetries of the crystal to simulate only a given fraction of the primitive cell.
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APPENDIX: LEAST-SQUARES METHOD AND DEFINITION OF THE COST FUNCTION f"…
In this Appendix we analyze the numerical behavior of the residual R() and the energy density in order to assess their suitability as cost functions f () for the determination of the eigenvalues. It is well known that the nonlinear eigenvalue problem
͓where i , Y (i) are the ith eigenvalue and eigenvector of the -dependent operator T͔͑͒, can be solved with the help of the following associated inhomogeneous problem:
where I is the identity operator, and the inhomogeneous term B() is a known excitation vector. When Eq. ͑A2͒ is expressed in the eigenvector basis of Eq. ͑A1͒, it is clear that its solution reads
where the subindex i denotes the components of X() in the basis of eigenvectors ͕Y (i) ͖. Therefore the eigenvalues of Eq. ͑A1͒ can be detected as those values of for which ʈX()ʈ 2 strictly diverges ͑we assume here that the excitation has nonzero projection on every eigenvector, and it has no singularities as a function of ͒.
If we overdetermine the system of Eq. ͑A2͒ by adding extra equations to be satisfied, it will now read
Behavior of the energy density and residual cost functions close to the resonance peak B 2 (4) shown in Fig. 3 . The energy density ͑dashed line͒ presents a dip at the center of the resonance curve due to the overdetermination of the equations. The residual R() ͑continuous line͒ has no dip.
