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A K Automorphism with no Square Root 
and Pinsker’s Conjecture*.+ 
DONALD S. ORNSTEIN 
Stmfoford U&ersity, Stanford, California 94305 
The purpose of this paper is to construct a K-automorphism that has 
no square root. Since Bernoulli shifts all have square roots [I], the 
transformation that we construct is not a Bernoulli shift. The example 
in this paper is a modification of the example in [3]. 
We say that T is a K automorphism if there is a finite partition 
P such that the TiP generate and nzzl VTz,TiP is trivial (that is, 
VyE,TiP is the class of measurable sets generated by the T’P, n < 1 < co, 
the only sets which are contained in the above classes for all n have 
either measure 0 or 1). A special case is when the T’P generate and 
are independent. 
There is a beautiful theorem due to Sinai and Rohlin [14] which says 
that T is a K automorphism if and only if for every finite partition Q we 
have that E(Q, T) > 0. (Th’ is 
contained in V-l 
is the same as saying that Q is not 
,TiQ). This also implies that if T is a K automorphism, 
any finite partition satisfies the condition of the previous paragraph. 
Our example also provides a counterexample to the following con- 
jecture of Pinsker: Every ergodic, invertible, measure-preserving 
transformation of nonzero entropy is the direct product of a transforma- 
tion of 0 entropy and a K automorphism. If T is a K automorphism with 
no square root, we construct Tl from T by taking two copies X and X’ 
of the unit interval. T, will send X onto X’ via the identity map and 
will send X’ onto X via T. It is easy to see that T, does not satisfy the 
Pinsker conjecture. 
It should be pointed out that the above example leaves open the 
possibility that Pinsker’s conjecture may hold for a more restricted class 
of transformations than ergodic. We will show in a forthcoming paper, 
using similar ideas, that there is a mixing transformation for which 
Pinsker’s conjecture fails. 
* This research was supported in part by NSF grant GP 28064. 
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PART 1 
T will be defined in stages, and at each stage we will extend the 
definition of T to a larger part of the measure space. P will have four 
sets: P,, P,, Pr, P,. 
DeJinitions 
At stage n we will have the following situation: We will have a set 
F, , Ti, 0 < i < h(n) - 1 will be defined on F, , and the TiF, will 
all be disjoint. P will be defined on utfi’-‘TiF,. We thus have a 
“gadget” in the terminology of [I]. We will call it the “gadget at satge n,” 
we will call F, its base and T h(n-l)F, its top. (T is not defined on the top). 
If the gadget G = uiliTiB, then we will call r the height of G and 
denote it by h(G). Thus h(G,) = h(n). We will call B its base. 
We will define the name of a point x to be a sequence {ai} where cui s 0, 
e, f, or s according to whether Tix is in P,, , P, , Pf , or P, . If x is in a 
gadget G, then only some of the 01~ will be defined and we will call these 
the name of x in G. The k name of x will denote the first k term in the 
name of x. 
If G is a gadget, we will define a slice as follows: Partition the base B 
according to the name (in G) of the points in B. If J is an atom in this 
partition, we will call U~~)-lTiJ partitioned by P a slice. 
By the distribution of the k names of the points in E’ we will mean the 
measure on sequences of 0, e, f, or s of length K that we get by normalizing 
E to have measure 1 and identifying each point in E with its k name. 
If the partition Q has atoms Qi ,..., Qk , then we will call the sequence 
m(Q&, m(Qk) the distribution of Q. If Q and Q have k atoms, we will 
call Zf=, 1 m(Qi) - rn(Q;)i h d’ff t e 1 erence in their distributions. By the 
distribution of Q, given a set A, we will mean m(Qi n A(/m(A),..., 
m(Q, n 4ImW W e will say that Q is E independent of Q if for all 
atoms Qj of Q ( except for a collection of atoms, the measure of whose 
union is less than E) we have that the difference between the distribution 
of Q, given Qj and the distribution of Q, is less than E. 
Construction of T 
(A) If the gadget at stage 2n is defined, we will get stage 2n + 1 as 
follows: Divide Fzn into n - 1 [f(2n) will equal 2n] disjoint sets of equal 
measure F2n.i , l<i<n-1, such that the gadget iG = U:FOn’-lTiFz,,i 
partitioned by P is isomorphic to (JFfOn-“TiF,, partitioned by P. 
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For each F 2n,i pickf(2n) disjoint sets F’L1~,i,j , 1 <j <f(2n), not in 
($$+‘TiF, and define T on these (except for Fzn,i,f(zn)) so that 
and 
T(Fm,i,d = F2n.i , T(Th’2n’-1F2,,i) = F2n,i,Pi+l 
T(F2,,i,,) = Fm,i,i~l if j # 2i, j # f(2n). 
(In other words, we add 2i intervals to the bottom of iG and 2n - 2i 
intervals to the top of iG. We map each of these intervals onto the next 
except the 2i-th interval which maps onto FB,L,i and we map the top of 
iG onto the (2i + I)-th interval. 
Extend the definition of P so that Fzn,i.j , j < 2i, are in Pf and F211,i.j , 
j > 2i, are in P, . 
This defines the gadget at stage 2n + 1. F,,,, = u{fT?ln)Fzn.i,l . Also, 
h(2n + 1) = h(2n) +f(2n). 
We will begin our construction with G, of height h(2). [h(2) will be 
determined later.] (G, will equal P,,). 
(B) Before going from stage 2n + 1 to 272 + 2 we will describe 
an intermediate construction. 
Suppose we have two gadgets G, and G, , where Gi , i = 1,2, is the 
union of TjJi , 0 < j < yi , partitioned by P. We also assume that the 
measure of J1 is the same as the measure of Jz and G, and G, are disjoint. 
We will now define T from TQJ, onto J2 . This will give us a new 
gadget G, * G, , consisting of U2+r2Tj J1 , partitioned by P. T on T*l J1 
will be defined as follows: Partition J1 according to the y1 name of its 
points. Let I, be an atom in this partition and let I,’ = TTd,((J~OTjIl is 
a slice). Partition Jz into sets E, in such a way that for each E, the gadget 
lJj’=,TJ’E, is isomorphic to G, and m(E,) = ~$1,‘). .I,’ will map onto ,Y,. 
We will now use the above construction to define the gadget at stage 
2n + 2, given the gadget at stage 2n + 1. 
Partition FgrLfl into 22n+1 disjoint sets of equal measure such that 
each is the base of a gadget isomorphic to the gadget at stage 2n + 1. 
Call these gadgets G1 ,..., G@“+l). 
Let s(2n + 1) be a number to be determined later. For each Gi pick 
a collection of (2i + 1) . 4272 + 1) disjoint sets (not in the gadget at 
stage 2n + 1) all having the same measure as the base of G’. Define 
T so that it maps the first of these onto the second, the second onto the 
third, etc., and the last onto the base of Gi. Call the resulting gadget 
G’. Form (...(((Gl ~m-2 * G ) e- e3) * G4)... G2n+1 ). Now take s(2n + 1) 
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intervals and map the top of G2,&+l onto the first of these, the first onto 
the second, etc. The resulting gadget will be G2n+2 . 
Choice off(n) and s(n) 
Let f(n) = n and let s(n) = 100 n3 or 100 n3 + 1, whichever makes 
s(n) + h(n) odd [ we will only use f(n) for n even and s(n) for n odd]. 
We will have 
(a) s(n) > 100 if(i); 
i=l 
(b) s(n) < $10Vz(n). 
(a) is obvious. We can choose h(2) so that (b) holds for all n. [First 
note that for all even n we can get (b’) s(n) < p+2h(n). To go from n to 
n + 2 we multiply the left side by something close to 1 and the right 
side by more than p * 2”. H ence proper choice of h(2) gives us (b’) 
for all even n. Thus (b) holds for all n]. 
It is easily seen from (a) and (b) that the sup of the measure of the 
G, is finite and T is then defined on a measure space of finite measure 
whose measure could be taken to be 1. [At stage n, n odd, the measure of 
the P, that we add is less than 22”+2s(n)(h(n))-1 u(G,) < ($8” u(G,). 
Sincef(n) < s(n) th e measure of the Pt u P, added at stage n, n even, 
is less than s(n)(h(n))-l u(G,) < (8)lon u(G%)]. 
LEMMA 1. If we aye given the name of x we can, fey each F, , determine 
which Tix are in F, . 
Proof. We will show that if we are given >h(n) consecutive terms 
in the name of x, we can tell which of the Tix’s are in F, . Obvious for 
n = 2. Simply take the first term in each group of h(2) consecutive 
0, 1’s. If the lemma holds for n even, it obviously holds for n + 1.i If it 
holds for n odd, we get it for n + 1 as follows: 
Find the term in F, with exactly s(n) s-terms in front of it. The first 
of these s’s will be in F,,, . 
Remark. We could make our construction on (0, 1) and with a little 
care we could have P together with the F, generate all measurable sets. 
1 We take the first of the f’s in front of each term in F, . In case this is the first of our 
given terms, we also look at the number of e’s, h(n) later. 
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Then because of our lemma T’P would generate. This, will not be 
necessary. 
DEFINITIONS. Let G be a gadget with base J. We define a “rectangle” 
R in G as follows: Let E be a set in some, Ti J, and let k > i be an integer 
smaller than the height of G. Then (JtziTi+zE will be called a rectangle, 
and E its base. We will say that R is “pure below” if each of the sets 
TIE, --i < I < 0, is contained in some atom of P (which atom depends 
on I and E). 
LEMMA 2. I’ n is <m, then G,,, contains disjoirzt rectangles such that 
(1) each of these rectangles is isomorphic (as a gadget partitioned by P) to 
G,, ; (2) each rectangle is pure below; (3) the union of the rectangles in 
G,, is equal to G,, n G,,, = G,, and the union of bases of rectangles in 
G,,, is equal to F,, n G,,, = F,,, . 
Proof. We will fix n and induct on m >, n. Note the lemma is 
obvious for n = m. 
We distinguish two cases: m even and m odd. If m is even, then it is 
obvious that the lemma holds for m + 1. 
To handle the case where m is odd it is enough to show that if the 
lemma holds for gadgets G1 and G3, then it holds for G1 * G2. [G1 will 
be (...(Gl * G”) * ... a)%( and G2 will be G”+l]. This is also obvious from 
the construction. 
LEMMA 3. T3 is ergodic. 
Proof. We will assume there is a set E, p(E) = 01, 0 < 01 < I, and 
T”(E) = E. We will now derive a contradiction. [p(E) is the measure 
of E]. 
We will first introduce some more terminology. If B is the base of a 
slice C in G,, we will call T’B (i < height of G,,) a level in C, of height i. 
(1) It is easy to see (by Lemma I) the following. Given E there is an 
n such that E intersects each level in a slice in G,, (except for a collection 
the measure of whose union is less than c) in more than 1 - E of its 
measure or less than E of its measure. 
(2) The measure of the intersection of E with any two levels of 
even height in the same slice is the same. (The same holds for levels of 
odd height). 
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(3) Let L, and L, be levels (of even height) of different slices in 
G, . Then 
(The same holds for levels of odd height). 
We prove the above as follows: given E we can find a K and E’ such that 
E’ C VrKTiP and j E - E’ 1 < E. For each m Lemma 2 implies that 
G,, is the union of rectangles Ri (in G,) each of which is isomorphic to 
G, and pure below. Therefore, if 21 > h(n) + K, TzlE’ intersects the 
j-th level of any two slices of Ri in the same proportion (except for 
those Ri such that T-21Ri is not defined in G,). If m is large enough, 
we can assume the measure of the union of the exceptional Ri is arbitrarily 
small and that T21E’ intersects the j-th level of each slice in G, in 
almost the same proportion. Since E’ could be taken as close to E as we 
want, T2lE’ is arbitrarily close to E. This and (2) give (3). 
(4) Since (3) holds for all n large enough, it holds for some odd n 
(let n = 2n + 1). Define Gl,..., G2”“+l’ as on page 7. Because the 
(2i + 1) . s(n + 1) are odd, it is possible to map the even levels of Gi 
(except the first) onto the odd level of Gi+l by an even power of T. 
Thus (3) holds for any two levels L, and L, , This and (1) finish the proof. 
LEMMA 4. Given an integer 1 and E > 0, there exists N such that 
all m > N (N even) have the following property: let (Ji} be the collection of 
sets of the form TiF,n and 0 <j < h(m). Except for a collection C of Ji 
the measure of whose union is less than E we have that the distribution of 
l-names of points in UySoT2i Ji is within E of the distribution of 1 names of 
points in X. 
Proof. Because T2 is ergodic we have the following: Given [ > 0, 
there is an M such that if m > M, then all x, except for x in a set of 
measure less than 5, have the property that the distribution of 1 names 
in UTT2i(x) is within f of the distribution of 1 names in X. Since f can 
be taken <(~/100)~, we get Lemma 4. 
LEMMA 5. Given an integer 1 and E > 0, there exists N such that 
if n > N and n is odd we have the following: Let {Ji> be the collection, 
T”Fm . Except for a collection of Ji the measure of whose union is less than E, 
the distribution of the 1 names of points in Ji is within E of the distribution 
of 1 names of points in X. 
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Proof. Pick m even, m > N, as in Lemma 4. n will be m f 1. It is 
obvious from Part A of the construction of T that F,,,,, will be the 
union of disjoint sets K, ,.. ., K such that TzrneziKi = iK, is the base ,I) 
of a gadget isomorphic to G,,, . Iff(m) + I < Y < h(m + 1) -f(m) - I, 
then 
We then have that the distribution of 1 names of points in TrF,,,+l is 
the same as the distribution of 1 names of points in Uyzn=1T2i( T’-2m)F,,, 
and hence is within E of the distribution of 1 names in X unless TT-2wLF,,, 
is in the exceptional set C for Lemma 4. Since 1 is fixed and since 
f(m)/h(m + I) + 0, we get Lemma 5. 
THEOREM. T is a K automorphism. 
Proof. We must show the following: Given 1 and E, there is an N such 
that ViTiP is E independent of VYT’P for all Y > 0. 
Lemma 5 says that ViTiP is E independent of Q when Q is the partition 
of G,h into levels. Take N = h(n). For each m > n define Q,,, as follows: 
Lemma 1 gives us a collection of disjoint rectangles R,i in G,,, isomorphic 
to G,, . If Bi is the base of Ri , call T’B, , 0 < j < h(n), the levels of 
Ri . The atoms of Q,,& will be the levels of the Ri together with X - IJ Ri . 
Lemma 5 gives us that ViT’P is 2~ independent of Q,,, . 
Because the Ri are pure below we have that Q,,l restricted to (Ri) n 
(U~~~~NT!F~,,) refines VyTiP [N = h(n)]. Thus if n is large enough 
(making X - G,L small), and if h(m) is large 
ViTiP is (3~)s independent of VyTiP. 
compared to Y, this yields: 
PART 2 
We will define an n block in the P name of x: to be a sequence of 11(n) 
consecutive terms, the first of which is in F,, . Note that, because of 
Lemma 1, the n blocks are uniquely determined by the P name of x. 
The index of ai will be i. 
If m > n, we will define the m order of an n block as follows: Each 
n block a is contained in a unique m block b. The m order of a will be 
i if u is the i-th n block contained in b. (Note that if n is odd, then the 
12 + 1 order of an n block is determined by the number of s in front of it). 
607/10/r-7 
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The next definitions will concern two points x and y and their P 
names (013 and {pi}. Let a be an n block in {CQ} b an and an n block in 
{&}. Let 1 a - b / d enote the absolute value of the difference of the 
indices of the first terms of a and b. We will say that a and b are close if 
1 a - b 1 < Z,,,f(K). [Note that if a is also close to an n block b’, then 
b’ = b. This follows from Z:.J(k) < %h(n)]. 
Let a be an n block in {cQ}. We will call aj in a bad if 0~~ = 0 and 
Pj f 0. 
LEMMA 1. Let {q} and {/3,> be the P name of x and y. Let a and b be 
n blocks in {cq} and &}, n odd. Assume a and b are close and have the same 
n + l-order. Let a’ and b’ be the n + 1 blocks containing a and b. Then 
a’ is close to b’, and every n block in a’ is close to an n block in b’ of the 
same n + 1 order. 
Proof. The n blocks in a (and b) are separated by a number of 
s terms depending only on the n + 1 order of the n blocks. 
LEMMA 2. Let (ai) and {/Ii) be the P names of x and y. Let a be an 
n block in (01~1, n even. Let a’ be an n - 1 block in a, and assume that a’ 
is close to an n - 1 block b’ whose n order is diferent from the n order of 
a’. Then there is at most one other n - I block a” in a such that a” is close 
to an n - 1 block in {pi}. 
Proof. (I) It will be enough to show that if b is the n block containing 
b’, then there is no other n - 1 block in a that is close to an n - 1 block 
in b. 
To see (I), note that there is at most one n block b different from b 
which contains an (n - 1) block 6’ close to an n - 1 block in a, a’. 
Furthermore, a’ and &’ must have different n orders by Lemma 1. 
(2) Let ai’ and bi’ be the n - 1 blocks in a and b whose n orders 
differ from the n orders of u’ and b’ by i. Then 1 ai’ - bi’ / 3 i * s(n - 1) 
-4x<,-J(k). Th us ai’ and bi’ are not close by (a) in “choice of f(n) 
and s(n)“. 
(3) 1 ai’ - bi’ 1 < 2” . 2’%(n - 1) + C f(k) < (l/2) h(n - 1). 
k<n-1 
We get the first inequality as follows: When we change i by 1, the left 
side increases by at most 2?(n - l), the maximum length of a string 
of s. Also, i < 2”. We get the second inequality from (a) and (b) in 
“choice off(n) and s(n).” 
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(4) Because of (3), if ai’ is close to any n - 1 block, it must be 
close to 6,‘. 
LEMMA 3. There exists a sequence c,~ > 2 > 0 such that ;f  {CQ] and 
(pi} are the P names of x and y, and if a is an n block in {nil, then either 
(1) there is an n block in {pi} close to a, OY 
(2) there aye more than E,,h’(n), oli in a that are bad. 
(h’(n) is the number of O’s in an n-block). 
Proof. Lemma 3 is obviously true for n = 2 [Ed = (h(2))-I]. 
We will induct on n. Assume that Lemma 3 is true for n - 1, n odd. 
Then by the induction hypothesis the n - 1 block in a, a’ must be close 
to some (n - I) block b’. Hence a must be close to the n block containing 
b’. If n is even, we can assume that a contains some n block a” that is close 
to an n - 1 block 6”. If a” and b” have the same n order, then Lemma 1 
implies that a is close to the n block containing b”. If a” and 6” have 
different orders, Lemma 2 and the induction hypothesis imply that 
the second alternative of Lemma 3 holds, with E, >, l ,,_i(l - 2(im)2Pt+1). 
The following is a stronger version of Lemma 3. 
LEMMA 4. There exists z > 0 such that zf (CQ) and (&j are the P names 
of x and y  and if a is an n block in {ai}, then either 
(I) There is an n block b in {pi) I c ose to a and, except for a fraction 
<c, of 2 blocks in a, each 2 block in a is close to a 2 block in b of the same 
n order (note the 2 blocks are the strings of O’s and close in this case means 
that their distance is 0), OY 
(2) there aye more tlzan (2)” . h’(n) CY~ in a that are bad. 
Proof. Lemma 4 is a consequence of the following: We will call CX< 
semibad if 01~ = 0 and pi = 0. CX~ is the k-th 0 in a and pi is the I-th 0 
in the n block containing it and I + k. (1) If there are N semibad cri in a, 
then there are at least EN bad 01~ in a. 
We get (1) by induction on n. If (1) holds for n even, then (1) holds 
for II + 1 because the definition of bad and semibad relative to n and 
n + 1 are the same. Now suppose (1) holds for n odd. We will prove (1) 
holds for n i- 1. Let a be an n + 1 block. Because of Lemma 3 we can 
assume that there is an n + 1 block b close to a. Therefore, each n block 
a’ in a is close to an n block b’ in b and a’ and b’ have the same order in 
a and b. Therefore, if CQ = 0 and is in a’, and if CQ is semibad relative to 
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a, it is semibad relative to a’. Hence the number of semibad ‘Y.~ in a 
(relative to the n blocks containing them) is at least as great as the number 
of semibad ai in a (relative to a). We can therefore use induction to get 
that there are ;N bad 01~ in a. [(I) is trivially checked when n = 21. 
LEMMA 5. Let {CXJ and {pi} be the names of x and y. If a and b are 
close n blocks in (ai} and {pi} and if 1 a - b 1 is odd, then a contains more 
than (C)2h’(n) bad CQ .
Proof. If there were less than (C)2h’(n) bad cyi in a, then (by Lemma 4) 
most of the 2 blocks in a would be close to 2 blocks in b of the same 
n order. For 2 blocks, close means that they have the same starting 
index. However, the difference between the starting index of the j-th 
2 block in an n block and the index of the beginning of the n block 
containing it is either even for all n blocks (j fixed) or odd for all n 
blocks. This contradicts the assumption that 1 a - b 1 is odd. 
DEFINITION. If a is an n block in {q> we will say that g is an initial 
segment of a if g consists of k consecutive terms in a including the first. 
We will call g an end segment if it contains the last term in a instead of 
the first. We will call k the length of g. 
LEMMA 6. Let {CQ} and {pi} be the P names of x and y. Let g be an 
initial segment of an n block a, of length >(l/lO)h(n). Then either 
(1) there is a b close to a and a - b is even or 
(2) g contains more than (1 /100)(C)2h’(n) bad terms. Let < = 
(l/loo)(qa]. 
Proof. We will prove the lemma for n odd. (It will then follow 
trivially for n + 1). If (2) does not hold, then 
(i) At least one n - 1 block in g is close to an n - 1 block of the 
same n order (and by Lemma 1 they all are). 
We see this as follows: Because of Lemma 2 either (i) holds or there 
are at most two (n - 1)-blocks in g that are close to (n - 1) blocks, in 
which case (2) would hold by Lemma 3. 
(ii) If (2) does not hold, then at least one (n - 1) block in g must 
be an even distance from the (n - 1) block near it. This follows from 
Lemma 5. 
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By (i) all of the (n - 1) bl oc k s in g are close to (n - 1) blocks of the 
same n order and contained in some n block b which is close to a. a - b 
is even because of (ii). 
Codes. Before continuing the proof it will be necessary to introduce 
the notion of coding. AJinite code of length K will be defined as follows: 
Divide all sequences of 0, e, f, S, of length 2K into four classes. For 
each infinite sequence {CQ} of 0, e, f, s we get another such sequence by 
letting /Ij be 0, e, f, s according to whether {~~]frj+t is in the first, second, 
third, or fourth class. 
We will now suppose that ti\/T exists. This gives a mapping CJJ which 
maps the P name of x: onto the z/T P name of X. (Applying this map 
twice we get the P name of x shifted by 1). If we are given E we can find 
a K and a finite code qK of length K such that except for a collection 
of x of measure 0 we have that if (ai} is the P name of x and if 
F[UJ = {Bi} and ~K{oli} = (pi}, then (pi} and {&> are E close in the 
sense that the number of i, 1 i 1 < iV, such that pi + pi will be less than 
EN for all N large enough. 
The above statement follows immediately from the fact that we 
can find a K such that 2/TPcd Vf,TiP that is, 2/TP can be approximated 
to within E by a partition measurable with respect to VFKT(P). 
We will now choose E = ( 1/1OO)4 2 = (I /100)3<. This will determine 
K and plx as above. K and E will be fixed for the rest of the paper. 
It might be helpful here to make a few obvious remarks and introduce 
some terminology. We will talk about an n block (as distinct from an 
n block in (ai} to be a sequence cyO ,..., o(,~(~~) which forms an n block in the 
P name of some X. We will say two n blocks (cui}~~~(“!~’ and (cxJ~~‘~(~)~~ 
in (CXJ look alike (or look like an n block a = or, ,..., (Y,,(,l)-l) if CU,(+~ = 
all-Ii 3 0 < j K h(n) ( or N,,.~~ = cj). Each slice in G,? corresponds to an 
n block. Because all the slices have the same measure all n blocks will 
occur with the same frequency in the P name of a.e. X. It is also obvious 
from the construction that all adjacent pairs of n blocks (two n blocks 
separated by some s) will occur with the same frequency in the P name 
of a.e. x. 
We will say that a finite sequence of 0, e, f, s is legitimate if it can be 
extended to the P name of some x. 
By the terms in {pi} corresponding to a group {LY,>~~~ in {CQ} we mean 
the pi such that 1 < i < k. 
If a = {cx~)~$ , then ppti(a) will be defined for i >j + K and i < k - K. 
We will say that (/3,Ji~~ is y changeable to a sequence {Pi’}f$’ if the number 
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ofisuchthatj~i~kandj’~i~k’andp,#B,’islessthanyjj-kk 
(note the asymmetry). 
We should also point out that lim,,,[h’(n)/h(n)] exists. 
LEMMA 7. If n is large enough, then 9110 of the n blocks a have the 
property that qK(a) is (l/10) c changeable to an n block b and 1 a - b 1 < 
UP WW 
Proof. If n is large enough, then 99jlOO of the n blocks a satisfy: 
We can change yK(a) in <(l/10) Eh’(n) places to get a’, where a’ is 
legitimate and either a satisfies Lemma 7 or an initial segment of a’, 
call it g, has length >( l/20) h( ) n an d is an end segment of some n block, 
and an end segment, call it h, of a’, has length >( l/20) h(n) and is an 
initial segment of an n block. 
We see (1) as follows: If (1) failed for a, then each n block, a, in the 
name (ai} of x that looks like a, would have the property that either 
P)~ and q~ disagreed in more than (l/10) <h’(n) places in a or more than 
(l/20) h’(n) terms in ~{cQ} corresponding to 2 (i.e., having indices 
belonging to terms in a) would not lie in any n block. Because vK and F 
agree to within (l/100) 3 c and because for n large enough most terms 
belong to some n block [in (G,) --j I], we get (1). 
(2) Let a be an n block. Assume that we change vK(a) in 
<(l/10)61 h’(n) pl aces in two different ways getting a’ and a,‘, where 
a’ and a,’ are legitimate and where a’ breaks into g and h as in (1). 
Then a,’ breaks into g, and h, also satisfies the conditions in (1) and, 
furthermore, the index of the first term of h, is close to the index of the 
first term of h [close means <Zidnf (i)], and their difference is even. 
(The same statement will also hold for the indices of the last terms of g 
and gJ. 
(2) follows immediately from Lemma 6. 
(3) Assume that a and a, are n blocks that satisfy (1) but not 
Lemma 7. Let {ai} be the name of x and let (a, ks, a,) denote a group of 
consecutive terms in {ai} consisting of a block that looks like a followed 
by k, s, followed by a block that looks like a, . Then either vK and v 
differ in more than (l/lO)~” h’(n) t erms of (a, ks, ai) or the terms of 
~{cQ} corresponding to (a, ks, al) contain an n block, b, and a - b is 
determined, up to ,Z<, f (i) by a [p’ may depend on terms in {CQ} not in 
(a, ks, al)]. Th is o f 11 ows from (2). Also the difference between the indices 
of the last term in b and the last term in a, is determined up to L’i<,ti,f(i). 
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This also follows from (2). The last two statements imply that if E # K, 
then g, and yK must disagree in >( 1 /lO)z h’(n) terms of either (a, ks, ~7~) 
or (a, Is, ui) [if k + I, then 1 K - 11 > s(n) > 2 Z,i,Lf(i)]. 
It is easy to see from the construction that for fixed a and a, each 
possible (a, ks, al) will occur with the same frequency, in (a.e.) {ai}. 
Thus the frequency of a pair (a, js, 3r) where a and C?Z~ satisfy (1) but 
not Lemma 7 is <( 1 /loo). It is easy to see from the construction that 
for fixed a and gr the frequency of a pair (a,js, CYZ~) is the product of the 
frequencies of z and a1 . This proves Lemma 7. 
LEMMA 8. Let{a.i}be the name of xand let a be an nblock in(q)satisfy 
Lemma 7. Then either 
(1) d4 and 44 d isa g ree in moYe than (l/2) &‘(n) terms of a, OY 
(2) CJI{CQ) contains un n block 6, 1 a - 6 j < (1 /IO) h(n) and whether 
a - b is even OY odd depends only on a (p may depend on OIi not in a). 
Proof. Apply Lemma 7. If (1) fails, y(a) must differ from the part of b 
(b is defined in Lemma 7) in <~lz’(n) terms for which P)~ is defined. 
[Otherwise yK{oli} and ~[cYJ would differ in more than (1/2)~ K(n) terms 
of a]. Because of Lemma 6, ~(a~]- must contain an n block 6 close to b 
and b - b is even. 
LEMMA 9. Either moYe than 415 of the n blocks a satisfy Lemma 8 
with I a - b j even OY more than 415 of the n blocks satisfy Lemma 8 with 
1 a ~ 6 / odd. 
Proof. Define (a, ks, ai) as in the proof of Lemma 7. (1) If {CXJ 
is the name of x and (a, ks, al) occurs in {ai}, then either (i) p7 and y, 
differ by (l/lO)~ h’(n) t erms in (a, ks, ur) or (ii) the terms in p)(aJ cor- 
responding to (a, ks, a,) that lie in n blocks lie in the first two and the 
last two n blocks of n + 1 blocks. (iii) a ~ b and a, - b, have the same 
sign (define 6, as in Lemma 8). 
(1) follows from Lemma 8 and the fact that if 6r and b belong to the 
same n + 1 block (they must be adjacent in that block), then & - 6r 
is odd. Similarly, a - n, must be odd. 
Lemma 9 follows from (1) because if (iii) fails for (a, ks, al) that arise 
with frequency >(l/lOO), then either (i) or (ii) would occur with too 
great a frequency. It follows easily from the construction that for fixed 
a and a, the frequency of (a, ks, ai) is the product of the frequencies 
of a and n, . 
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THEOREM. T has no square root. 
Proof. Because of Lemma 9 we have that for a.e. x if we let {ai> be the 
name of x, then more then one-half of the n blocks a in {ai} will have 
an TZ block b in v2{aJ such that / a - b 1 < (2/10) h(n) and a - b is even. 
But ~“{a~} shifts (ai} by one term, yielding a contradiction. 
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