Abstract. The estimation of groundwater flow parameters from head measurements and other ancillary data is fundamental to the process of modelling a groundwater system. In an unconfined aquifer, the problem is more complex because the governing equation for the well heads, the Boussinesq equation, is non-linear. We consider here a new method that allows for the simultaneous computation of the unconfined groundwater parameters as the unique minimum of a convex functional.
Introduction
It is common to assume that groundwater flow in an unconfined twodimensional anisotropic aquifer is described by the non-linear Boussinesq equation (c.f. [1, equ. (8 
.2.5)])
n e (x, y) ∂h ∂t = ∇ · (hT(x, y)∇h) + N (x, y, t), (1.1) where h is the height of the phreatic surface above, it is assumed, a horizontal bottom, n e is the effective porosity, N represents a recharge term, which includes accretion and evaporation/transpiration from the phreatic surface, and the symmetric matrix T is defined to be the vertical average of the hydraulic conductivity matrix K(x, y, z), i.e.
T(x, y) = 1 h h 0 K(x, y, z) dz.
The problem of the simultaneous recovery of the groundwater parameters T, n e , and N , from a knowledge of the the heads h(x, y, t) together with certain necessary ancillary data, is difficult. On the one hand, like most inverse problems, it is ill-posed; coupled to this on the other hand is the unfortunate circumstance that the h data is generally only available from a sparsely distributed collection of well sites, and this can lead to significant errors in the interpolated data surface.
The literature on unconfined reconstruction is considerably smaller than that for the corresponding confined aquifer problem and includes [3, 4, 5, 6, 11, 15] , with no claim as to completeness. We know of no published algorithms that claim to handle the full inverse problem, i.e. the simultaneous recovery of all of the groundwater parameters for an anisotropic phreatic aquifer.
In the confined case, in which the governing equation is linear, an algorithm for the full inverse problem is given in [8] for isotropic aquifers and in [9] for the anisotropic case. This method, which involves the minimization of a certain strictly convex functional, is also relevant to the recovery of the analogous parameters in the transport equation [10] . Our purpose here is to point out that this approach may also be extended to effect parameter reconstruction for unconfined aquifers.
We note in passing that the uniqueness of the recovered parameters in the unconfined case follows from the methods of [7, 9] . In particular, the parameters are uniquely defined, under certain appropriate conditions on the flow, from a knowledge of the head data throughout the aquifer region, and the transmissivity at the boundary of the region. It is also worth noting that, as the head h is assumed known everywhere, in the isotropic case with T = T I, it is enough to provide flux measurements T ∇h · n at the boundary, because the required boundary values for T may then be extracted from this data.
The Algorithm
For ease of exposition, we assume for the moment that the recharge term N does not depend on time, and that the vertically averaged conductivity is isotropic, so that T = T I, for some scalar function T = T (x, y), where I denotes the 2 × 2 identity matrix. Then, setting w = h 2 /2, equation (1.1) may be rewritten as
On Laplace transforming this equation in t over [0, 1] , and setting 2) we arrive at the equation is to be considered known, i.e. regarded as a part of the source term that is not subject to the variational process that we subsequently apply to the other coefficient functions in (2.3). This somewhat schizophrenic treatment of terms in the Boussinesq equation that involve h forms the basis of the method in this case. In this form, the approach used in [8] may now be applied to recover T , n e , and N in the manner that we now outline. As mentioned above, we assume that the derived data u(x, y, λ) is known as a solution of (2.3) for all (x, y) in the region, and all λ > 0. For each λ > 0 and functions t(x, y), s(x, y), and n(x, y) let v = u t,s,n,λ be the unique solution of the boundary value problem ∇ · (t(x, y)∇v(x, y, λ)) = r * (x, y),
where
Notice that, in this notation u = u T,ne,N,λ , where T , n e , and N are the groundwater parameters that we seek to recover. Define the functional G(t, s, n, λ) by
To recover the desired phreatic flow parameters, we minimize the functional, H, formed by choosing n max unequal positive values of the λ parameter, λ 1 , λ 2 , . . . , λ nmax , and setting
As we seek three functions T ,n e , and N , it is natural to expect that one would need to employ at least three of the functions u(x, y, λ i ) in this process. That this is indeed the case follows from an analogue of the uniqueness theorem in [7] , where it is noted that one needs in addition that a certain vector field generated by the three solution functions generates no trapped orbits. This condition, which is easily checked in practice from computer graphics generated directly from the computed data functions u(x, y, λ i ), 1 ≤ i ≤ n max , is linked to the natural restriction on this inverse problem arising from the fact that in regions of no flow, one cannot expect to recover flow parameters by using only flow data. So, in the above we must always take n max ≥ 3.
In fact, it is not only advantageous, but in fact mandatory, to use n max 3 in order to effectively control the computational instabilities stemming from the natural ill-posedness in the problem.
For convenience, we list without proof some of the properties of the functional G established in [7] . First, from [7, Theorem 2.1(i)]
For t > 0, we have G(t, s, n, λ) = 0 if and only if u = u T,ne,N,λ = u t,s,n,λ , and we also have that G(t, s, n, λ) ≥ 0. As the validity of the Dirichlet principle for the associated positive self-adjoint elliptic differential operator is equivalent to the non-negativity of this functional, the recovery of these coefficient functions via such functionals provides, roughly speaking, an inverse Dirichlet principle for this context. By a similar calculation to that of [7] we also have that the first variation of G is given by
The values of G represent various directional derivatives for the functional G, with the functions h i serving as the "directions" in which one might choose to vary t, s, or n; for example, if we set h 2 = h 3 = 0 then from Taylor's theorem for functionals, for all α small enough 10) and so a knowledge of G (t, s, n, λ)[h 1 , 0, 0] allows us to estimate the difference G(t + αh 1 , s, n, λ) − G(t, s, n, λ) when α > 0 is not too large.
In particular, we may take the function adjacent to h 1 in (2.9) to be the gradient of G with respect to t, ∇ t G, i.e.
These gradients allow us to use descent methods for our minimization; in particular, if we set h 2 = h 3 = 0 and
we have that
for α > 0 and not too large, and so we can (locally) minimize G in the direction of h 1 = −∇ t G(t, s, n, λ) with one dimensional search techniques. Later descent steps can minimize G in s and n as well.
which, from the form of (2.6), is true if and only if G(t, s, n, λ) = 0; and this is true if and only if u = u T,ne,N,λ = u t,s,n,λ , again. Finally, observe that the functional H in (2.7) has very similar properties. In particular, we have that H ≥ 0, and that H(t, s, n) = 0 if and only if u = u T,ne,N,λ i = u t,s,n,λ i for all 1 ≤ i ≤ n, and the derivative H (t, s, n) = 0 if and only if H(t, s, n) = 0. By choosing n max ≥ 3 and assuming that the vector field condition mentioned earlier holds, it now follows from the uniqueness result [7, Theorem 3.5 ] that (T, n e , N ) is not only the unique global minimum for H, but also the unique stationary point. In fact one can show from the second variation for H that under the same conditions H is actually a strictly convex functional, but we omit the details. This is the ideal context for numerical minimization, and unlike the typical non-linear least squares minimization, the descent process for a convex functional cannot be interrupted by the presence of spurious local minima. In the section below, we consider some of the practical details involved in minimizing H to recover the phreatic parameters.
In the most general case in which the phreatic aquifer is anisotropic and the recharge is time dependent, it is not hard to extend the methods of [8] and [9] , but we omit the details. Some examples of this type of recovery are however given below.
Implementation and Results
We describe here some of our tests involving synthetically produced data. The synthetic data employed below was obtained by using the public domain PDE package PDETWO [12] 
We used the initial condition h(x, y, 0) = 2 + 0.5 cos πx cos πy and boundary conditions
h(1, y, t) = 2 − (0.5 − t) cos πy, so as to simulate a slowly varying phreatic surface. This parabolic data h(x, y, t) was then transformed to elliptic data u(x, y, λ) at selected λ values via the formula (2.2) and a Simpson's rule quadrature. It can be seen from the form of the gradient function (2.11) that one must be able to effectively take numerical partial derivatives of the data function u in order to implement the method. In the case of synthetic data, wherein the "data" u is actually found by initially solving the appropriate parabolic equation (and is therefore a smooth function) it is appropriate to use quadratic interpolation procedures, or even simple central differencing, to obtain the desired numerical derivatives. In the case of real well data, the measurements are inevitably contaminated with noise and one has to use a more sophisticated approach. Our procedure is as follows. First, at each of the measurement times the head dataset is piecewise linearly interpolated and then smoothed with the aid of the Friedrichs mollifier function ρ(x, y) = β exp(
Here, β is chosen so that R 2 ρ = 1, and the data function u is smoothed to
for some small, but not too small, h > 0; we used h = 0.32 mostly. One can then compute the numerical derivatives of u h using central differences and use these as approximations to the derivatives of u. Minimization of the functional H was effected with 1D conjugate gradient techniques using the gradients ∇ s H and ∇ n H to descend in the s and n variables, and a Neuberger gradient for descent with respect to the t variable; the latter is needed to ensure that the boundary data for t is preserved in the descent; see [13] . All 1D minimization was performed with a functional version of the Numerical Recipes brent subroutine; see [14] . All computations were performed on the UAB Department of Mathematics Beowulf machine using the PVM message passing system [2] .
In the examples below, we deliberately chose discontinuous T, n e , and N = N (x, y, t), both because the recovery of discontinuous functions is more difficult than the recovery of smooth ones, and because in the field, subsurface parameters are unlikely to be smooth functions. In order to simulate a fully time-dependent N , we assume that N has the form
where for each i,
and the time interval 0 = t 0 ≤ t ≤ t n = 1 is divided into eight equal sub-intervals (so, n = 8). In order to investigate "edge" effects, we further assume that N 1 = N 2 , N 3 = N 4 , N 5 = N 6 , and N 7 = N 8 . So, we seek to recover twelve functions, the anisotropic T consisting of T 11 , T 12 , and T 22 , the effective porosity n e , and N "time-sliced" into eight functions N 1 (x, y), . . . , N 8 (x, y). With field data, by making use of local observations, one generally has an a priori estimate for a positive lower bound, c > 0, for the conductivities T ij . This data contributes a crucial stabilizing feature to the algorithm. At each descent step the values for t ij (x, y) smaller than c are always set equal to c. With this modification, we are able if necessary to let the algorithm run over hundreds of thousands of descent steps without serious degradation of the resulting images, in sharp contrast with standard regularization procedures. It should be noted that in a typical least squares minimization it is common to see large oscillations in the parameter values with unboundedness both from above and below. It appears that in our case, at least if one is to extrapolate from the computations exhibited here, the combination of an enforced a priori lower bound on the principal coefficients and the convexity of the functional essentially eliminates the tendency for the parameter values to become unbounded above.
We also found that increasing the value of n max in the defining equation for H (equ. (2.7) ) substantially improved the images; this is in line with the observation that ill-posedness is in some sense a manifestation of information loss, and so it makes sense that one should always strive to add information whenever possible. In the results below we typically used n max = 20, and we chose the λ j so that 0 < λ j ≤ 1. As λ is the transformed time parameter, it is not unreasonable to expect that using an even greater value of n max would correspond to increasing the time resolution in the parabolic equation and should give even better results. In general, the method is flexible enough to allow the inclusion of multiple datasets, so that one may further decrease the natural ill-posedness associated with groundwater data. Mathematically, as we are minimizing a convex functional the only manifestation of ill-posedness is the "flatness" of H in a neighbourhood of the unique global minimum, and one would expect less flatness in the presence of additional data.
As can be seen in Figure 1 , the recovery of T is good, as the discontinuities are quite clear, and the heights are reasonably accurate.
The computed n e is more of a problem. The main difficulty here appears to be that small errors in the computed T, and, to a lesser extent, N seem to have noticable effects on the recovery of n e , because we have recovered this true n e quite well when T and N are assumed known, and only n e is being recovered. On the other hand, it is worth noting that even though the n e recovery does not appear as effective as the others, as has been noted elsewhere [16, p. 59 ] the model seems to be relatively insensitive to this error, probably because the values of n e are so small in the first place.
The true and recovered functions N i (x) are shown in Figure 2 . On our multiprocessor Beowulf system the task of computing each N i was sent to an individual processing node. So, the massive computational task involved in the recovery of a large number of recharge parameters is readily scalable.
The model error is shown below in Figure 3 . Here we have graphed the maximum relative error between the model values and the "true" head data, over the space grid points as a function of time. This shows that the model formed from the above T, n e , and N well approximates the original problem. Now, practical head data is both sparse and noisy, so that in particular one does not have head data at every point on a 30 × 30 grid as assumed above. In the next test we first compute h(x, y, t) at discrete times on the same 30 × 30 grid for given T, n e , and N as above, where we now consider these values as our "true" head data at each discrete time. Then we discard 99% of the interior head values, keep- ing a regular grid containing 9 interior values, and on the boundary we keep the corresponding boundary data points to complete the regular grid. To the surviving head values we add 20% relative error and then piecewise 2D linearly interpolate these data values to obtain a synthetic "measured" head dataset. From this data the T, n e , and N are then extracted as above, and used to produce the model head values. The maximum relative error over the space grid points as a function of time, between these model values and the "true" head data is graphed in Figure 4 above. As can be seen, the maximum error is comparable to the added noise. This and other similar trials indicate that the recovery process appears to be stable with respect to sparse well sites and head measurement error.
