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1. INTRODUCTION 
Nonlinear differential equations with uncertain parameters may cause change of equilibrium 
states. To investigate such situations, Siljak, Ikeda and Ohata [l] have introduced the notion of 
parametric stability and discussed its study which is interesting in itself. 
A fundamental feedback control problem is that of obtaining some desired behavior from the 
given system which has uncertain information. Leitmann and associates [2-4] have dealt with 
such a problem in a series of papers. They have investigated continuous and discrete uncertain 
systems by means of Lyapunov functions. 
Recently, a theory known as dynamic systems on time scales has been built which incorporates 
both continuous and discrete times, namely, time as an arbitrary closed sets of reals, and permit 
us to handle both systems simultaneously [5,6]. This theory allows one to get some insight into 
and better understanding of the subtle differences between discrete and continuous systems. 
To study uncertain systems, a different idea is employed in [7-g], which exhibits moving invari- 
ant sets as the parameter changes. By reducing the problem to a simpler comparison problem, 
the stability of moving invariant sets is discussed employing comparison method. The derivative 
of the Lyapunov function involved is estimated from opposite directions relative to suitable sets 
in phase space that depend on the moving parameter. 
In this paper, utilizing the framework of the theory of dynamic systems on time scale, we shall 
investigate uncertain dynamic systems on time scale relative to stability of moving invariant sets. 
As an application of our results, we shall consider the control of uncertain dynamic system on time 
scales and obtain the desired stability behavior of moving invariant sets. For some preliminary 
work in thii direction, see [lo]. 
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2. PRELIMINARIES 
Let ‘I’ be a time scale (any subset of R with order and topological structure defined in a 
cannonical way) with tc 2 0 as a minimal element and no maximal element. Since a time scale T 
may or may not be connected, we need the following concept of jump operators. 
DEFINITION 2.1. The mappings 6, p : T ---t T defined by 
a(t) = inf[s E T : s > t] and p(t) = sup[s E T : s < t] 
are called the jump operators. 
DEFINITION 2.2. A nonmaximal element t E ‘II’ is called right-dense (rd) if a(t) = t, right- 
scattered (rs) if a(t) > t, left-dense (Id) if p(t) = t, left-scattered (Is) if p(t) < t. In the case 
T = R, a(t) = t, and T = hZ, o(t) = t + h. 
DEFINITION 2.3. The mapping ~1’ : T + R+ defined by p*(t) = a(t) - t is called graininess. If 
T = R, p’(t) = 0, and when T = 2, p*(t) = 1. 
DEFINITION 2.4. The mapping u : T + X, where X is a Banach space is called rd-continuous 
ifat each right-dense t E ‘I’, it is continuous and at each left-dense t, the left-sided hit u(t-) 
exists. 
Let C&[T,X] denote the set of rd-continuous mappings from T to X. It is clear that a 
continuous mapping is rd-continuous. However, if T contains left-dense and right-scattered points, 
then rd-continuity does not imply continuity. But on a discrete time scale, the two notions 
coincide. 
DEFINITION 2.5. A mapping u : T -+ X is said to be differentiable at t E T, if there exists an 
Q E X such that for any e > 0 there exists a neighborhood N oft satisfying 
Let uA(t) denote the derivative of u. Note, that if T = R, (Y = uA = y and if ‘II’ = 2, 
(I! = uA = u(t + 1) - u(t). It is easy to see that if u is differentiable at t, then it is continuous 
at t, if u is continuous at t and t is right-scattered, then u is differentiable and 
uA(t) = u(6(t)) - u(t) 
cl*@> * 
DEFINITION 2.6. For each t E ‘I’, let N be a neighborhood oft. Then, we define the general- 
ized derivative (or Dini derivative), D+uA(t), to mean that, given e > 0, there exists a right 
neighborhood N, c N oft such that 
44t)) - 4s) 
P* (6 s> < D+uA(t) + e, for s E N,, s > t, where /.~(t, s) = a(t) - s. 
In case t ls rs and u is continuous at t, we have, as in the case of the derivative, 
D+@(t) = u’“‘;;,, +). 
DEFINITION 2.7. Let h be a mapping fkom ‘I’ to X. The mapping g : T --$ X is called the 
sntiderivative of h on ‘I’ if it is differentiable on T and satisfies gA(t) = h(t) for t E ‘I’. 
The following known properties of the antiderivative are useful. 
(a) If h : T + X is rd-continuous, then h has the antiderivative g : t + s,” h(s)ds, s, t E T. 
(b) If the sequence {hn}nEN of rd-continuous functions T + X converge uniformly on [r, s] 
to rd-continuous function h then (J,” hn(t)dt)nEN + J,” h(t)dt, in X. 
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DEFINITION 2.8. The mapping f : T x X + X is rd-continuous if it is continuous at each (t, z) 
titb right-dense t, lim(,,,),(t-,Z) f(s, y) = f(t-,r) exists and at each (t,z) with left dense t, 
lirny-2 f(C Y) e2&ts- 
A basic tool employed 
acakY!. 
in the proofs is the following induction principle, well suited for time 
THFOREM 2.1. Suppose 
conditions are verified: 
that for any t E T, there is a statement A(t) such that the following 
(1) 
(W 
(111) 
(W 
A(&-,) is true. 
If t right-scattered and A(t) is true, then A(a(t)) is also true. 
For each right-dense t, there exists a neighborhood N such that, whenever A(t) is true, 
A(s) is also true for all s E N, s 2 t. 
For M-dense t, A(s) is true for a.0 s E [to, t) implies A(t) is true. 
Tl~en, the statement A(t) is true for all t E ‘I’. 
Following Definition 2.6, define, for V E &[T x R”,R+], D+V*(t,z(t)) to mean that, given 
e > 0, there exists a right neighborhood N, c N of t such that 
&V(o(t), z@(t))) - V(s, z(o(t)) - /J(t, s)f(t, z(t))] c D+V*(t, z(t)) + e, 
, 
for each s E N,, s > t. AE before, if t is rs and V(t,z(t)) is continuous at t, thii reduces to 
o+P(t,x(t)) = v(4th +4t))> - WI x(t)> 
/J*(t) 
We need the following comparison results in terms of Lyapunov-like functions. See [lo]. 
THEOREM 2.2. Let V E Crdrjr x R*,R+], V(t,x) be locally Lipschitzian in z for each t E “I’ 
which is rd, and let 
D+V*(t, 4 5 g(t, Vt, z)), 
wheregEC,d[TxR+,R],g(t,u)C1*(t)+uisnondecreasinginufore~tETandr(t)=r(t,to,uo) 
is the maximal solution of IL* = g(t,u), u(to) = WJ 2 0, existing on ‘I’. Then, V(to,zo) < 210 
impUar that V(t,z(t)) 5 r(t, to, UC,), t E T, t 2 to. 
A result giving the lower estimate is also true. 
THEKIREM 2.3. &et V E &[‘P x R*,R+], V(t,z) be locally Lipschitzian in z for each t E ‘I’ 
which ia rd, and I& 
D’v*(t,z) 2 g(t, V, z)), 
wheregE C,.#xR+,R],g(t,u)~*(t)+uisnondecreasinginuforeacht ~Tandp(t) =p(t,to,u~) 
is the minimal zohrtion of u* = g(t,u), u(t0) = ~0 1 0, existing on T. Then, V(to,xo) 2 UQ 
impka that V(t,z(t)) 2 p(t), t E T, t 2 to. 
We need lx&h comparison results in our discussion below. 
3. MAIN RESULTS 
Consider the dynamic system on time scale 
z* = f(tt z, A), z(t0) = 20, to E T, (3.1) 
where f E Cd[T x Rn x Rd, R”], X E Rd is an uncertain parameter and ‘I’ is the time scale. 
Conzider also the comparison dynamic equation 
u* = g(t, u, CL), u(t0) = 110 2 0, (3.2) 
where g E C&p x R$, R] and p = p(X) 10 is a parameter depending on A. 
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Let po 5 Q 5 r I p depending on X. Then, we shall say that the set B = [x E Rn : po 5 
lzl 5 p] is conditionally invariant with respect to A = [x E Rn : ro 5 IsI 5 r] and is uniformly 
asymptotically stable (UAS) relative to (3.1) if 
(i) r0 I lz0l 5 r implies po 5 Jz(t)l 5 p, t 6 T, t 2 to; 
(ii) given e > 0 and to E T, 
then 
(a) there exists a 6 = J(e) > 0 such that TO - 6 5 1~01 5 r + 6 implies po - e 5 Iz(t)l 5 p + e, 
t 2 to, t E T; 
(b) there exists a 60 > 0 and a T = T(e) > 0 such that ro - 60 5 IZO( 5 r + 60 implies 
po - e I I%(t)! 5 p + e, t 2 to + T, t E g; 
where x(t) = x(t, to, x0) is any solution of (3.1). 
Relative to the comparison equation (3.2), we shall say that Q = [u E R+ : & 5 u 5 R] is 
invariant and is UAS relative to (3.2) if 
(i) & 5 ZLO 5 R implies RQ 5 u(t) 5 R, t 2 to, t E T; 
(ii) given e > 0 and to E T, 
then 
(a) thereexistsa6=6(e)>OsuchthatRo-65uo5R+6impliesRo-e5zl(t)5R+t, 
t 2 to, t E T; 
(b) there exists a 60 > 0 and a T = T(E) > 0 such that & - 60 5 ~0 5 R + 60 implies 
Ro-~5u(t)5R+e,t~to+T,tET; 
where u(t) = u(t, to, uo) is any solution of (3.2). 
Let us define the usual K class functions by K = [a E C[R+, R+] : a(u) L strictly increasing 
in u with a(O) = 0 and a(u) --, 00 as u --) oo]. 
We can now prove the following result on UAS of the conditionally invariant set B with respect 
to A, relative to the system (2.1). Let us define the sets Cl,, Sz, by 0, = [z E R” : x E Ap*(t) 
and 1x1 2 T], R, = [x E R” : x E Ap*(t) and 1x1 5 ~~1. 
THEOREM 3.1. Assume that 
(&) for each X E Rd, there exist T = r(X), TO = ro(X), r. 5 T satis@ingr -+ 0 ss [XI --f 0 and 
To + 00 aS 1x1 + 00; 
(Al) there exists V E C&I’ x Rn, R+], V(t, x) be locally Lipschitzian in x for each right-dense 
t E T and for ai,bi E K, i = 1,2, 
b1(lxl) 5 V(hx) I a(l4>1 ifz E fl,, 
bz(lzl) I V&x> 5 az(l4>9 if x E 52,; 
(A2) ifx E Or, D+V*(t, 4 5 s(c W, 4, r), 
and ifx E 51,, D+VA(t,x) 2 g(t,V(t,x),ro), 
where g E Crd[la x R$, R], g(t, u, p)jP(t) + u is nond ecreasing in u for each (t, u); 
(As) for each TO 5 T, there exists RQ 5 R such that R = al(r) = bl(p) and RQ = h(ro) = 
az(~o),wherepoIro5r<pandR +ossT+o,~+oossTl-J+oo; 
(Ad) the set Q is invariant is UAS with respect to (3.2). 
Then, the set B is conditionally invariant with respect to A and is UAS relative to the sys- 
tem (3.1). 
PROOF. We shall first prove that B is conditionally invariant with respect to A and (3.1). If not, 
there would exist a solution x(t) = x(t, to,xo) of (3.1) with ro 5 lzol 5 T and to < t2 such that 
either 
(i) I&)1 > P and TO I Ix(t)I, t E [to,hl npl. 
(fi> W2)l c PII and lx(t)1 5 r, t E [h,t21 n ‘r. 
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Because of (AZ), using comparison Theorems 2,2, 2.3, we get either 
V(G z(t)) I r(t, to, Vo, ZO))r 
or 
V(G z(t)) I P(& to, V&o, zo)), 
for t E [to, tz] II ‘I’, where r(t, to, UO), p(t, to, UC,) are the maximal and minimal solutions of (3.2). 
Hence, using (As) and (Ad) in Case (i), we have 
h(p) < h(l~@z)l> 5 w2,4t2)) I ~(tZ~tO9V@Ol~o)) 
5 ~(t2,toc~l(l~ol)) I r(tz,to,m(~)) I al(r) = h(P)7 
or, in Case (ii), we get 
az(po> > az(l@z>l) 2 V@,,z(t2)) 2 P(t29to?V(to~~o)) 
2 p(ta,to,bz(lsol)) 2 p(tz,totbz(ro)) 2 bz(ro) = az(po). 
Thus, we have a contradiction in both cases and hence, B is conditionally invariant with respect 
to A and (3.1). 
Let 0 < c < po and to E ‘I’ be given. Since (Ad) holds and 
al(r) = br(p) = R, &I = 4(7-o) = az(po), given a2(~o - 4, h(p + ~1, 
there exist q, 6r,b > 0 such that 
R+~I=uI(~+~)<~I(~+E)=R+~, 
and 
R,, - e = a&,, - c) < bz(ro - S) = Ri, - 61, 
satisfying 
& - 61 < UC, < R + 61, implies RQ - er < u(t) < R + el, t 1 to, t E T, 
where u(t) = u(t, to, 2~0) is any solution of (3.2). We claim that with this 6 > 0, the set B is US 
relative to A, that is, 
ro - 6 < 12cl < T + 6, implies po - e < Iz(t)l < p + e, t 2 to, t E T. 
If this is not true, there would exist a solution z(t) of (3.1) with TO - 6 < lzol < T + 6 and a 
t2 > to such that either 
(a) Iz(tz)l 2 P + c and lz(t)l 2 ~0, [to,t21 n T, or 
(b) Iz(t2)l I PO - c and WI I T, [to,tzl n T. 
Consider (a). As before, we obtain 
V(44q) I r(t, to, Vto, zo)), [to, t21 n T, 
and therefore, we arrive at the contradiction 
br(p + c) 5 br(lz(tz)l) 5 V(t,,@z)) I r(tz, to, V(to, 20)) 
I Qz,to,m(lzol)) < +z,to,m(r+@) < h(p++ 
Similarly, in Csse. (b), we first get, 
V(4 z(t)) > p(t, to, V@o, zo)), [to, t21 n T, 
and then it follows that 
a& - c) > az(lz(tz)l) 2 V(tz,2$2)) 1 P(tz,to,V(toJo)) 
2 p(t2, to, bdlzol)) 2 &z, to, b&o - 6)) 2 Wo) = a2b - ~1, 
which is again a contradiction. Hence, the set B is US relative to A. 
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To prove UAS of the set B relative to A, let us fix c = po and designate by 60 = 6(h) so, that 
we have 
ro - 60 < (x0( < r + 60, implies 0 < Ix(t)1 < p + ~0, t>tl-J, tET. 
Let 0 < e < po and to E T. Since R is UAS, given a&~-e), bl(p+e), there exists a T = T(e) > 0, 
with to + T E T such that 
bz(7.0 - 60) < ?-Jo < al(T + 601, implies a&o - e) < u(t) C bl(p + c), 
We claim that whenever TO - SO < [x0/ < T + ~50, we have 
t 2 to + T. 
PO - c < Ix(t)1 < p + 6 i! 1 to + T, t E T. 
If this is not true, there would exist a solution z(t) of (3.1) such that 
(a) Is(t2)l 2 P+C t2 2 to +T, t2 E T, 
(b) W2)l 5 PO -G t2 2 to +T, tz E T, 
where ro - 60 < 1x01 < T + 60. As before, using (As) and (Aa), we get successively 
bl(p+e) I V(tz,x(Q) 5 Qz,tocal(r+60)) < b&+4, 
and 
a2bo - e) 2 w2,4t2)) 2 p(tz,to, b2t7.0 - ~0)) > a2(po - e>, 
which are contradictions. Hence, we have B is UAS with respect to A relative to system (3.1) 
and the proof is complete. I 
REMARKS. If ‘II’ = R, then (3.1),(3.2) re d uce to the continuous differential systems. Since, in thii 
case, p*(t) = 0, the results of Theorem 3.1 reduce to those in [7]. Note, that the conditions (Al) 
and (AZ) are than weaker which are sufficient to prove UAS. If, on the other hand, ‘I’ = 2, so that 
p*(t) = 1, (3.1) and (3.2) reduce to difference equations, and consequently, one needs stronger 
conditions (Al), (AZ). Theorem 3.1 offers new result in this special case. 
As an application of Theorem 3.1, we shall consider the control of uncertain dynamic system 
on time scales of the form 
x* = fo(G x, A) + B(4 x, X)F(t, x, 21, A), 
under the following assumptions. 
x@o) = x0, to E T, (3.3) 
(Bo) fo E Crd[T x R” x 00, R”], B E C&T x R” x Rr,, Rnxm], F E Crd[T x Rn x R.“’ x f&p], 
$20 c R* is a nonempty set and u c Rm is the control function. 
(Bl) There exist TO = TO(X) 5 T = r(X) and V E CA[ll’ x Rn, R+] such that 
Vk(&x) I -sW,x)), if x E C12,, 
Vk(Cx) 2 -cz(V(44), if x E R,, 
where Vft(t,x) = l$*(t,x) + Vz(a(t),x)fo(t,x,X), ci E K, i = 1,2, and s(u)p*(t) + u is 
nondecreasing in u. 
(B2) bl(lxl) 5 V&x) I ~~(1x1) if x E Q,, 
b2(lxj) 5 V(t,x) 5 41x1) if x E R,, where ai,bi E K, i = 1,2. 
(B3) For x E %, uTF@,x,u,X) > -Pl(Gx)lul +Pz(4x)M2, where P1,P2 E crd[% x p,R+l, 
Pl 5 P2P, Pl I k, P, k E Crd[T x Rn, R+I. 
(B4) For x E Go, uTF(t,x,u,X) 5 -rl(t,x)jul +~2(t,x)/u1~, where ~,TZ E Crd[T x R”,R+], 
~1 > ~215, ~1 > k. 
(Ba) P = lp, E crd[T x Rn, Rn] for p > 0 is the stabilizing family of controllers satisfying 
Ialp,, = -lp&, a = BTV,T and 7 = ka, and if 171 > 0, x E %, 1~~1 2 P(1 - rllvl), if 
lrll > 0, 2 E %o, IPlrl 5 PO - ~ollrll). 
We are now in a position to prove the following result. 
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THEOREM 3.2. Assume that Conditions (Bo) to (Bs) hold. Suppose further tbst G’(U) 5 
c;‘(u). Then, the set B is conditionally invariant with respect to A and is UAS r&tive to t& 
system (3.3). 
PROOF. Let us first consider the case x E 0,. Then, we have 
Vj$(W I -sw, 4) 
and 
I b@,% 41 [Pl(W - P2wIP,(wll 
I l~(t,~, X>l 
[ 
/-%(4x) - Pz(t,xMt,x:) 
( >I 1 - T 1771 
5 147 X.JwI(~, x’i I r, 
and therefore, we obtain 
Similarly, if x E R,, we get 
v;ct, x) > -cz(V@,z)), 
44 x, WV, 2, Pp, A) = - I~(~tx.:IIF(t,z,p,,~)p, L I4,~,4l[~lW - ~2(tJ)lPp(t,~>l] 
P 92 
1 la(t, 2, X)1 
[ 
Tl(4 x) - r2(t, x>iqt, z) 
( I 1 - s lrll 
2 l4t,x,X)l~1(tJ~~ 2 To. 
Thus, we have 
V&(t,x) 2 -cz(V(t, z)) + To, if x E 0,. 
This implies that 
9(4 21, T) = -cl (u> + T, S(owo) = -c2(4 + To, 
and therefore, zd = cT1(u) = R, u = czl(u) = RQ. Hence, in view of the properties of ai, 
bi, Q, i = 1,2, we can find, for each X, po 5 TO 5 T 5 p such that R = al(r) = bl(p), 
Ro = 4(ro) = azbo), ad Ro I R. 
To apply Theorem 3.1, we need to show that the set s2 = [u E R+ : RQ 5 u 5 R] is invariant 
and is UAS relative to the comparison dynamic equation (3.2). Because of the specific nature 
of g, it is not difficult to prove it following the proof of Theorem 3.1 We omit the details to avoid 
monotony. The proof of Theorem 3.3 is, therefore, complete. I 
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