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Zusammenfassung
Diese Arbeit ist der Untersuchung von Aufmerksamkeitsffekten gewidmet, die sich in Vera¨n-
derungen der Funktionsweise einzelner Neuronen sowie Neuronengruppen bemerkbar machen
und sich elektrophysiologisch messen lassen. Insbesondere lag der Schwerpunkt der Arbeit auf
der Entwicklung der Ableitmethode und der Analyse der Hirnpotentiale von mehreren neu-
ronalen Populationen aus dem visuellen Cortex eines Rhesusaffen. Es wurde ein chronisch
implantiertes Elektrodenarray fu¨r eine großfla¨chige epidurale Ableitung der Hirnpotentiale ver-
wendet. Zusa¨tzlich wurden zwei Elektrodenarrays fu¨r eine großfla¨chige chronische intrakor-
tikale Ableitung konzipiert, hergestellt und an einem Rhesusaffen erfolgreich implementiert.
Dies ermo¨glichte eine Ableitung der lokalen Feldpotenziale von mehreren neuronalen Popula-
tionen aus zwei visuellen Arealen eines Rhesusaffens, wa¨hrend er eine ihm auf dem Bildschirm
pra¨sentierte FormWiedererkennungsaufgabe lo¨ste. Die vom visuellen Stimulus getriebenen neu-
ronalen Antworten in den Arealen V1 und V4 wurden unter zwei Bedingungen aufgenommen:
als der zu bearbeitende Stimulus verhaltensrelevant war und somit im Aufmerksamkeitsfokus des
Affen lag, und als der Stimulus nicht verhaltensrelevant war und somit außerhalb vom Aufmerk-
samkeitsfokus des Affen lag. Durch den Vergleich der beiden Antworten konnten Unterschiede in
der neuronalen Verarbeitung eines attendierten und eines nicht attendierten Stimulus untersucht
werden. Es wurde eine Hypothese aufgestellt, die besagte, dass die oszillatorischen neuronalen
Antworten, generiert durch einen attendierten Stimulus in verschiedenen neuronalen Popula-
tionen, sich im Gamma-Frequenz-Bereich synchronisieren. Fu¨r den Hypothesentest wurden die
aufgenommenen Hirnpotentiale mit Hilfe der Wavelet-Transformation bearbeitet, und die oszil-
latorische Power der verschiedenen neuronalen Populationen sowie die Phasenkopplung zwischen
ihnen bestimmt. Die Ergebnisse zeigten eine hohe Phasenkopplung im Gamma-Frequenz-Bereich
zwischen den oszillatorischen Antworten in den Arealen V1 und V4, welche den attendierten
Stimulus representierten. Ein nicht attendierter Stimulus hingegen produzierte nicht phasen-
gekoppelte oszillatorische Antworten in den Arealen V1 und V4. Somit wurde die Arbeitshy-
pothese durch die hier pra¨sentierten Ergebnisse unterstu¨tzt, und die Gamma-Band Synchro-
nisation als Aufmerksamkeitsmechanismus vorgeschlagen, welcher die Verarbeitung der verhal-
tensrelevanten Stimuli fo¨rdert.
Abstract
This work is dedicated to studying the effects of attention which result in measurable changes
in the functioning of single neurons and neuronal populations. A special emphasis lies on estab-
lishing a suitable method of recording from multiple neuronal populations in the visual cortex
of a behaving monkey, as well as on analyzing the acquired signals. A chronically implanted
large-area electrode array was used for epidural recording of brain potentials. Additionally,
two electrode arrays for large-area chronic intracortical recording were designed, manufactured,
and successfully implemented on a macaque monkey. By this means, local field potentials
were recorded from different neuronal populations in two visual areas of a macaque monkey,
as he performed a shape-tracking task presented in front of him on a screen. Two kinds of
stimulus-driven neuronal response in areas V1 and V4 were acquired: with the stimulus being
behaviorally relevant and hence lying within the locus of the monkey’s attention, and with the
stimulus being ignored and hence lying outside the locus of the monkey’s attention. Comparing
the two response types provided a clue to the differences in neuronal processing of attended and
non-attended stimuli. According to the working hypothesis, oscillatory responses generated in
different neuronal populations by an attended stimulus would be synchronized in the gamma
frequency band. To test this hypothesis, the acquired brain potentials were wavelet transformed
and oscillatory power of different neuronal populations as well as phase coherence between them
was computed. The results revealed a high degree of phase coherence in the gamma frequency
band between oscillatory responses of neuronal populations in areas V1 and V4 representing the
attended stimulus. A non-attended stimulus, however, produced non-phase-locked oscillatory
responses in areas V1 and V4. The results presented here supported the working hypothesis, and
the gamma-band synchronization was suggested to provide the mechanism of attention which
enhances the processing of behaviorally relevant stimuli.
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Chapter 1
Introduction
The common-sense concept of attention is well familiar to everyone. It is our natural ability to
selectively focus on some part of our environment. Numerous examples can be readily recalled
from everyday life: reading a book goes along with focusing on the written words, watching a
movie is only possible if concentrating on the TV screen, and so forth. Everyday experiences
also provide a notion of the limited capacity of our perceptual abilities. It would be hard trying
to follow two movies shown simultaneously on two adjacent TV screens, or to comprehend two
conversations at once. The amount of sensory information the human brain is able to process at
a time is obviously limited (Marois and Ivanoff, 2005). However, this characteristic does not pose
an impairment because not all sensory information about our environment must necessarily be
processed, as only a small part of it is currently relevant. While watching a movie, for example,
we do not really need to be constantly aware of the appearance of surrounding furniture or
of the exact contents of the background street noises. So we would not monitor these aspects
of the environment as long as they are not important. It is worth noting, however, that the
assignment of relevance can rapidly change. Hearing a sudden scream for help from the street
would involuntarily switch our attention focus away from the TV screen towards the street.
Obviously, possessing an ability to accentuate behaviorally relevant portion of the information
flow and to process it preferentially brought large evolutionary advantages for primates and
other highly evolved animals.
1.1 Processing of sensory information
The search for biological grounding of attention leads to studying the activity of the neurons.
Together with supporting glial cells, they constitute the major components of the nervous system,
which is responsible for receiving and processing the information about the environment, as well
as for coordinating all kinds of interactions with it. In the following a brief overview of the main
functions of single neurons is presented, with an emphasis on the features relevant in this study.
1.1.1 Neuronal signals
Neurons typically consist of dendrites (generally seen as neurons’ input part), a cell body (signal
integration part), and an axon (output part) terminating with synapses (see Figure 1.1, part A).
The most remarkable feature of neurons is their capability of excitation, generating an active
response (action potential), and transmitting it along the axon to other neurons.
Like other cells, neurons possess a non-zero resting transmembrane potential caused by dif-
ferences in the ion concentrations on its opposite sides (approximately -80 mV relative to the cell
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exterior), which is maintained by a semipermeable membrane containing ion channels (Kandel
et al., 2013). When the membrane gets depolarized above a critical level (threshold), the neuron
produces an action potential: opening of the voltage-gated ion channels causes an influx of posi-
tively charged ions, which results in a rapid change of the transmembrane potential up to a fixed
level of approximately +40 mV (see Figure 1.1, part B). An action potential propagates losslessly
along the axon to the synapses, which transmit the signal to the next (postsynaptic) neuron
by releasing a specific chemical transmitter (which causes opening of specific ion channels) and
consequently evoking a small change of the postsynaptic membrane potential. Depending on the
type of ion channels activated by the transmitter, the change in the postsynaptic membrane po-
tential can be either depolarizing (excitatory postsynaptic potential, EPSP) or hyperpolarizing
(inhibitory postsynaptic potential, IPSP). All incoming postsynaptic potentials get integrated
in the cell body, and if the result exceeds the threshold, the neuron responds with an action
potential. In case of a strong and steady excitatory input, the neuron fires multiple action
potentials, thus encoding the stimulus intensity in the action potentials’ frequency and not in
their amplitude (Purves et al., 2012).
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Figure 1.1: Typical neuron and its action potential. A: Schematic illustration of
a typical cortical pyramidal neuron consisting of dendrites, a cell body, an axon,
and synapses. B: Time course of a typical action potential of a cortical neuron.
With modifications, from Purves et al. (2012), and Schmidt et al. (2005).
The human brain contains around 1011 neurons, each forming and receiving about 1000 synap-
tic connections (Kandel et al., 2013), and thus building up densely interconnected circuits. Each
neural circuit is specialized on processing a specific kind of information concerning sensation,
movements or more complex behavior.
The neurons from the cortical sensory systems are related to the processing of information
about the environment. Their activity is profoundly modulated by attention. Multiple studies
on humans and animals have revealed that neuronal responses to environmental stimuli highly
depend on the attentional state of the given subject. Attention was shown to operate within
any sensory modality: sight, hearing, touch, smell, and even taste (see for example Groves and
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Eason, 1969; Hillyard et al., 1973; van Ede et al., 2014; Zelano et al., 2005; Fontanini and Katz,
2006). As vision dominates over the other senses for humans and non-human primates, which
is reflected by the fact that e.g. approximately 50% of the cerebral cortex in the macaque is
dedicated to processing visual information (Van Essen, 2005), visual domain (as the most spread
and the best studied) proved to be particularly suitable for extensive investigations on attention.
1.1.2 Visual cortex and the ventral processing stream
The first step in perceiving a visual image takes place in the eye where the retinal photoreceptors
(rods and cones) respond to light stimuli with changes in their membrane potential. These
electrical signals are transmitted through a number of horizontal, bipolar, and amacrine cells
to the ganglion cells. The axons of the ganglion cells form the optic nerve (see Figure 1.3),
which carries the retinal output as sequences of action potentials to the visual cortex for further
processing.
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Figure 1.2: Monkey’s visual cortex. Schematic illustration of a macaque mon-
key’s brain with highlighted visual areas on the cortex surface along the ventral
processing stream: V1, V2, V4, TEO, and TE (in order of information processing
flow pointed with the red arrow). LU: lunate sulcus; IOS: inferior occipital sulcus;
STS: superior temporal sulcus. With modifications, from Rokszin et al. (2010).
Neurons dedicated to the processing of visual information, are arranged into several areas
ordered in a hierarchical fashion. All together they form the visual cortex. Information about
the visual scene obtained by the retina is projected through the lateral geniculate nucleus in
the thalamus onto the primary visual cortex - area V1 situated in the occipital lobe, also called
striate cortex (see Figure 1.2). The processing of the different attributes of visual information
continues in a number of further cortical areas, also called extrastriate areas. Two anatomically
and functionally separate processing streams were identified: the dorsal pathway extending from
V1 through V3, middle temporal area MT, and medial superior temporal area MST into the
parietal cortex, and the ventral pathway extending from V1 through areas V2 and V4 into
inferior temporal cortex (Zeki and Shipp, 1988; Morel and Bullier, 1990; Goodale and Milner,
1992; Van Essen, 2005). The dorsal pathway is called ”where”, and meanwhile also ”how”-
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pathway, as its neurons are mostly responsive to stimulus attributes like direction and speed of
motion. So this pathway is primarily involved in recognizing the location of objects in space,
as well as guiding motor actions. The ventral pathway is also called ”what”-pathway, as its
neurons mostly respond to object features like form and color. So the processing of visual
information within this pathway is related to object identification. The presented study was
confined to the neuronal activity within the ”what”-pathway (see Figure 1.2). It starts in the
primary visual cortex, or area V1, continues in areas V2 and V4, and ends up in the inferior
temporal cortex, whose posterior part is called area TEO and the anterior part is called TE. So
the pointed direction of the red arrow in Figure 1.2 corresponds to the information processing
flow or, respectively, to moving up the cortical hierarchy.
1.1.3 Receptive fields
Each cell in the visual system has a so called receptive field: an area out in the visual space, in
which stimulation like light spots etc. causes changes in the response of that cell. This concept
is demonstrated with an example of a retinal ganglion cell and its receptive field on a visual
screen (see Figure 1.3).
fixation
receptive field
spot
eye
lens
fovearetinal
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angle of eccentricity
visual screen
Figure 1.3: The concept of a receptive field. Schematic simplified illustration of a
mammal’s left eye in front of a visual screen seen from above. An arbitrary retinal
ganglion cell is shown in red. With the gaze directed to the fixation spot (a small
dark square on the screen), the receptive field of the ganglion cell corresponds to
the region enclosed by the red dashed circle. The black dashed line points out the
gaze direction, so it connects the fixation spot, lens center, and the retinal fovea
region. The receptive field of the ganglion cell lies in the direction pointed out
by the dashed red line connecting the cell, lens center, and the screen. Receptive
field’s eccentricity is the angle between the two directions, as is shown by the
dashed blue line. With modifications, from Schmidt et al. (2005).
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Receptive field’s form and size depend on those of the afferent cells. As multiple cells converge
on a subsequent cell at each step of processing, the receptive fields tend to get larger on the
way to higher visual areas. Figure 1.4 shows that for any given eccentricity the receptive field
size grows at the three subsequent processing stages within the ventral stream: visual areas V1,
V2, and V4. These three areas are retinotopically organized, meaning they preserve the spatial
arrangement of retinal input. This means that neighboring parts of the visual space correspond
to the receptive fields of neighboring neurons. The higher-order areas of the inferior temporal
cortex lack retinotopic organization, the receptive fields display irregular properties and their
arrangement is more complex.
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Figure 1.4: Receptive fields’ sizes. Approximate receptive field sizes (in terms of
width, or square root of area) in macaque monkey’s visual areas V1, V2, and V4
as a function of eccentricity, modified from Smith et al. (2001).
1.1.4 Cortical representation of visual stimuli
Visual stimuli cause neuronal activation in specific cortical regions. In particular, a given stim-
ulus causes activation of those neurons, whose receptive fields overlap at least partly with the
stimulus location in the visual field (see Section 1.1.3). Neuronal activation pattern can be seen
as the cortical representation of a given visual stimulus (Zeki, 1969; Daniel and Whitteridge,
1961). A single visual stimulus gets represented in different visual areas, whereas these partial
representations differ from each other e.g. in the number in the involved neurons, and thus in
the different spacial extent of the resulting activation patterns. I was particularly interested in
the spacial parameters of the cortical representation in visual areas V1 and V4 of the macaque
monkey, as these areas played a central role in the presented study.
Magnification factor in visual areas V1 and V4
Daniel and Whitteridge (1961) introduced a measure which provides quantitative relation be-
tween retinal image and its projection on the cerebral cortex. It is called cortical magnification
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factor, and is expressed as the following ratio:
M =
dcort
dRF
, (1.1)
where M is the cortical magnification factor, dcort is the distance in millimeters between two
given recording sites, and dRF is the angular distance in degrees between the centers of receptive
fields corresponding to the neurons at these recording sites. Other studies provided empirical
relation between the cortical magnification factor and the retinal eccentricity E for the monkey’s
visual areas V1 and V4. The best fitting power function for experimental data on area V1 was
found by Gattass et al. (1981) to be
MV1 = 5.5 · E−1.2 , (1.2)
and for V4 (Gattass et al., 1988):
MV4 = 3.01 · E−0.9 . (1.3)
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Figure 1.5: Cortical magnification factor. Empirical relation between the cortical
magnification factor and the eccentricity for the monkey’s visual area V1 (blue
line corresponding to Equation 1.2) and for the monkey’s visual area V4 (red line
corresponding to Equation 1.3).
Figure 1.5 shows the graphs corresponding to Equation 1.2 and Equation 1.3 for a direct
comparison of cortical magnification in visual areas V1 and V4. One can infer that cortical
magnification in V1 is higher than that in V4 over the entire visual field (see the blue line in
Figure 1.5 lying above the red line throughout all eccentricities), whereas this difference is more
pronounced in the vicinity of the fovea (i.e. by small eccentricities). This means, more neurons
in V1 are involved in processing a given part of visual field than in V4, or, in other words,
activation spot produced by a visual stimulus in V1 is expected to be larger in V1 than that
produced by the same stimulus in V4.
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1.2 Visual attention
In a broad sense, attention is referred to as a process of focusing on a particular aspect of the
environment. This definition can be narrowed down by describing attention as the means to
select the momentarily relevant portion of the available sensory information delivered to the brain
by afferent neurons. This portion of sensory input receives further processing and so provides
our awareness about the corresponding aspect of the environment. The remaining part of the
sensory signals is not fully processed, which is why we are mostly unaware of the environmental
attributes lying outside our locus of attention (Rensink et al., 1997; Chun and Marois, 2002).
Behavioral studies revealed a number of perceptual phenomena demonstrating the bottlenecks
of our information processing (Marois and Ivanoff, 2005). From the neurophysiological point of
view, the brain capacity to process information is subject to energy limitations as the neuronal
activity consumes the restricted metabolic resources. So only a small portion of neurons can
be active concurrently (Lennie, 2003). This gives rise for the necessity of selective attention as
a ”tool” to allocate the energy resources flexibly according to task demands by rendering the
portion of neurons which can get activated.
1.2.1 Types of selective visual attention
Visual attention confines the processing of visual information to stimuli that are currently rele-
vant to behavior. By this means, only a subset of the incoming visual information is selected for
further analysis and response planing. Depending on the basis for this selection, different types
of attention were categorized. Selective attention can be divided into pairs of contrasting types
(Moore and Zirnsak, 2017; Carrasco, 2011):
• top-down versus bottom-up attention: the deployment of attention can be guided by
internal factors like prior knowledge, voluntary goals or strategy (top-down) or external
factors like physical salience of the stimulus (bottom-up);
• spatial versus feature-based attention: attention can be applied to a specific region in
space (spatial) or to a particular class of visual features or objects (feature-based);
• overt versus covert attention: selection can occur in conjunction with eye movements to
the attended location (overt) or in the absence of eye movements (covert);
• endogenous versus exogenous attention: the allocation of attention can be done volun-
tary in compliance with inner goals (endogenous) or involuntary as a result of sudden
stimulation (exogenous).
Many experimental studies have manipulated different types of attention to explore their
effects on perception. It was shown that, in general, attention facilitates the processing of visual
information in many ways, e.g. by improving perceptual performance, discrimination accuracy
and speed, as well as by increasing contrast sensitivity and by enhancing spatial resolution
(Carrasco, 2011).
1.2.2 Attentional modulation of neuronal activity
Attention to a specific part of the visual scene (e.g. to an object or to a spatial location)
facilitates the processing of the corresponding part of the visual input. From the physiological
point of view, applying attention to a part of the visual scene causes an enhancement in the
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neuronal representation of this part of the visual scene relative to the case when attention is
applied elsewhere. This enhancement can be tracked down to changes in individual neurons’
response, as well as in dynamics of neuronal populations. A great number of studies has reported
attentional modulation of neuronal responses in monkeys and humans (for a review see Buschman
and Kastner, 2015).
To assess the effect of covert spatial attention on neuronal level, response of a given neuron to
some visual stimulus placed within its receptive field can be compared between two conditions:
with attention located over the neuron’s receptive field containing the stimulus, and with atten-
tion located somewhere else outside the receptive field. Such investigations revealed that most
neurons respond more strongly when attention is applied over their receptive field. This effect
increases as one moves from the primary visual cortex up the cortical hierarchy (Treue, 2001).
Attentional influence on the individual neurons’ response has been demonstrated throughout
visual cortex using a wide variety of approaches (reviewed in Kanwisher and Wojciulik, 2000;
Carrasco, 2011; Reynolds and Chelazzi, 2004; Bisley, 2011).
Differential attentional modulation within a single receptive field was first demonstrated by
Moran and Desimone (1985). In this study a given neuron’s receptive field contained two stimuli:
a preferred one that strongly drove the neuron, and a non-preferred one that produced little or
no response when shown alone. The neuron’s response to both stimuli presented simultaneously
was compared between two conditions: with attention located either over the preferred stimulus,
or over the non-preferred one. Such attentional shifts caused a strong response modulation,
although the receptive field contained the same two stimuli in both compared conditions. When
the monkey attended to the preferred stimulus, the neuron responded well despite the presence of
the non-preferred stimulus. Similarly, when the monkey attended to the non-preferred stimulus,
the neuron’s response was greatly attenuated despite the presence of the preferred stimulus
in the receptive field. So the neuron’s response was determined mainly by the properties of
the attended stimulus. Similar results were reported by other studies: in the ventral processing
stream (Luck et al., 1997; Reynolds et al., 1999), and also in the dorsal processing stream (Treue
and Maunsell, 1999; Recanzone and Wurtz, 2000).
1.2.3 Biased competition model of visual attention
Desimone and Duncan (1995) proposed the biased competition model which accounted for the
effects described above, and which has been very influential in the field of cognitive neuroscience.
According to it, objects in the visual scene are not processed independently, but interact with
each other in a mutually suppressive way competing for the limited processing capacities of the
nervous system. This competition is strongest when the objects fall within the same receptive
field of a neuron in a retinotopic organized visual area. Thus, multiple objects presented si-
multaneously inside a single neuron’s receptive field compete for the response of this neuron.
Attention serves to resolve this competition by biasing it in favor of the objects being attended
to, so that the neuron would respond greatly to the attended object while nearly ignoring the
presence of the other ones. Once again, these findings indicated that attention plays a crucial
role in gating the processing of visual information, as it is capable of filtering out irrelevant
information from within the receptive fields of single neurons.
The biased competition model found much support from numerous experimental studies (re-
viewed in Beck and Kastner, 2009). Within this model, attention was suggested to modulate
the weights of competing inputs by increasing the effective luminance contrast of the attended
stimulus (Desimone and Duncan, 1995; Reynolds and Chelazzi, 2004). The biased competition
model was later on refined onto the normalization model of attention (Reynolds and Heeger,
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2009), which quantified a wide variety of attentional effects by applying divisive normalization to
neuronal responses (Buschman and Kastner, 2015). According to the normalization model, vi-
sual neuron’s response to a stimulus within its receptive field is described by a sigmoidal function
of the stimulus contrast, multiplied by attentional gain factor and divided by a normalization
factor which is proportional to the sum of all neuronal responses to the given stimulus.
1.2.4 Processing of non-attended stimuli
The degree to which a non-attended stimulus is processed was suggested to depend largely on the
degree to which the current behavioral task exhaust perceptual capacity, i.e. on the ”perceptual
load” of the task (Lavie, 2006). According to this concept, processing of the attended stimulus in
a task with high perceptual load consumes all available perceptual capacity, in which case a non-
attended stimulus is excluded early in processing. By contrast, when processing of the attended
stimulus places lower demands on the perceptual system, any spare capacity from the task-
relevant processing results in involuntary perception of the irrelevant (i.e. non-attended) stimuli
(Lavie, 2006). Torralbo and Beck (2008) proposed that the neuronal mechanisms underlying
perceptual load may be defined by competitive interactions in the visual cortex, as well as
by the resulting biasing mechanism needed to resolve the stimuli competition in favor of the
attended stimulus (Desimone and Duncan, 1995). In particular, Torralbo and Beck (2008)
proposed that the degree to which visual stimuli compete for neuronal representation determines
the strength of the biasing mechanism necessary to resolve stimuli competition, and that the
strength of the biasing mechanism, in turn, determines the degree to which the non-attended
stimulus is processed. In line with this proposal, the strength of the biasing mechanism for
resolving a competition between two stimuli - one to be attended and the other one to be
ignored - presented within a single receptive field of an extrastriate neuron (”high competition”
constellation) would be high, because the two stimuli compete for the representation in only one
neuron, hence the processing of the non-attended stimulus would be limited to a high extent
(see the results of Moran and Desimone (1985) in which V4 neurons largely ignored the presence
of a non-attended stimulus in their receptive fields). If the two stimuli fall onto two separate
receptive fields corresponding to two neurons (”low competition” constellation), the competition
would be lower compared to the case described above, as there are two neurons for the stimuli
representation, hence the processing of the non-attended stimulus would be expected to be less
limited.
1.3 Neuronal synchrony
As was described above, extrastriate neurons are able to respond selectively to the attended
stimulus despite the presence of other stimuli within their receptive fields (Moran and Desimone,
1985; Luck et al., 1997; Reynolds et al., 1999). On the behavioral level this accords with selection
of the relevant part of sensory information and discarding its irrelevant part. As a result, the
behaviorally relevant (selected) portion of incoming information passes through the bottleneck
of brain’s limited processing capacity, and receives further processing. This implies the existence
of a mechanism that allows neurons to process only signals caused by the attended object while
suppressing the other signals. Besides, such a mechanism should be flexible enough to provide
quick adaptation to the current assignment of relevance, which is subject to rapid changes.
Several authors suggested that synchronization of neurons representing the attended stimulus
could be such a mechanism, so that selection of a specific part of the sensory input would be
realized through increasing the synchrony between neurons carrying momentarily important
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signals (Fries et al., 2001; Niebur et al., 2002; Lakatos et al., 2008).
The profound influence of neuronal synchrony on the cortical computation is based on the
fact that multiple synaptic inputs have a greater impact on a given neuron if they coincide in
a small temporal window, i.e. if the presynaptic neuronal activity is synchronized (Bernander
et al., 1994; Salinas and Sejnowski, 2000; Azouz and Gray, 2003) (see Figure 1.6).
spikes output activity
A
EPSPs
1
1
2
2
3
3
presynaptic neurons
B
postsynaptic neuron
Figure 1.6: Synchronized versus unsynchronized synaptic input. Schematic dia-
gram showing a comparison between synchronized and unsynchronized synaptic
inputs and their effect on a postsynaptic cell. Two neurons 1 and 2 fire each a
sequence of spikes, which produce EPSPs, and cause the postsynaptic neuron 3 to
generate a response. When the spikes arrive at random times (case A correspond-
ing to a ”non-attended” condition, i.e. the subject is not paying attention to the
stimulus represented by the neurons 1 and 2), the output average response of the
postsynaptic neuron is of small magnitude (see the upper part of the diagram).
When the spikes arrive simultaneously (case B, ”attended” condition), the EPSPs
get integrated more effectively and cause a greater response of the postsynaptic
neuron (see the bottom part of the diagram). With modifications, from Niebur
et al. (2002).
1.3.1 Gamma-band oscillations
Oscillatory neuronal activity in the gamma-band (or γ-band) frequency range has been reported
to be a widespread cortical phenomenon (Friedman-Hill et al., 2001; Rols et al., 2001). Many
authors assigned slightly different values to the range extent, the most general definition of the
gamma-band being approximately from 30 Hz to 90 Hz (Singer, 2013). Gamma-band oscillations
were of particular interest in this study as they are commonly assigned to have a prominent
functional role in visual perception (Tallon-Baudry and Bertrand, 1999).
Synchronization of neuronal oscillatory responses in visual cortex was first shown by Gray
et al. (1989). This study revealed the ability of spatially separate cortical neurons of a cat
to generate stimulus driven oscillatory responses, and to synchronize them depending on the
stimulation context. The frequency range of the observed oscillatory responses was 40-60 Hz,
which corresponds to the gamma-band.
Numerous investigations have been devoted to the neuronal synchronization and its role in
brain functioning. Synchronous oscillatory activity of the neurons is closely related to a wide
variety of cognitive phenomena like feature binding (Engel and Singer, 2001), visual awareness
(Uhlhaas et al., 2009), short-term memory maintenance and learning (Eckhorn et al., 2004),
sensory-motor integration (Womelsdorf and Fries, 2006) etc. (see also Tallon-Baudry, 2009;
Eckhorn et al., 2004; Martinovic and Busch, 2011; Bosman et al., 2014). It appears to be an
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intrinsic mechanism underlying cortical information processing, being also eminently involved
in selective visual attention (Engel et al., 2001; Niebur et al., 2002; Fell et al., 2003; Womelsdorf
and Fries, 2007; Fries, 2009; Gregoriou et al., 2015). In particular, the enhancement of gamma-
band synchronization caused by selective attention was demonstrated in monkey’s visual area
V4 by many authors (Fries et al., 2001, 2008; Taylor et al., 2005; Bichot et al., 2005; Chalk
et al., 2010).
1.3.2 Communication through coherence
Based on substantial evidence that synchronization plays a putative role in cognitive operations,
Fries (2005) proposed that neuronal communication is mechanistically subsurved by neuronal
coherence. It was named the ”communication-through-coherence” (CTC) hypothesis (Fries,
2005), and it grounds on two realizations:
• activated neuronal populations have the intrinsic property to generate rhythmic firing
patterns, i.e. to oscillate (Silva et al., 1991; Jefferys et al., 1996; Fries et al., 2007);
• oscillations modulate neurons’ excitability, i.e. their sensitivity to synaptic input, as well
as the likelihood of generating a response, in a respective rhythmic manner.
These prerequisites outline the dynamics of communication between neurons, as well as a
possible mechanism of enhancing the efficiency of such communication. As neuron’s excitability
varies rhythmically, input signals provide the biggest impact on a given neuron if they arrive
at the times of this neuron’s excitability peaks. The oscillation cycle also defines the temporal
windows for producing a response. Response, or output, serves as an input signal for the next
neuron who likewise possesses rhythmic excitability characteristics. Hence, the way to efficiently
transmit a signal from one neuron to another requires a constant relation between the oscillation
cycles of these two neurons. In other words, their oscillation activity has to be phase-locked, or
synchronized. According to this concept, efficiency of neuronal interactions directly depends on
the relationship between the oscillatory activity of participating neurons. Conjoint, phase-locked
oscillations would consequently improve communication within a neuronal population. Hence,
synchronization would provide the means for an efficient transfer of neuronal signals. In general,
synchronization between neuronal populations could be a mechanism implementing attentional
selection, which goes along with dynamic routing of momentarily important signals to ensure
their preferential processing.
1.4 Working hypothesis
I asked whether the ”comunication-through-coherence” hypothesis applies to the brain’s informa-
tion processing providing the basis for attentional selection. The idea of my working hypothesis
is displayed in Figure 1.7. Objects of a natural scene fall onto receptive fields (labeled as 1, 2
and 3 in part A of Figure 1.7) of neuronal populations 1, 2 and 3 (shown in part B of Figure
1.7). These populations project onto a hierarchically higher population (population 4 in part
B of Figure 1.7) with a larger receptive field (receptive field 4 in part A of Figure 1.7) which
covers the smaller receptive fields 1-3 of its afferents. The hypothesis states that selective at-
tention to a specific part of the scene (e.g. to the mouse placed in receptive field 3) goes along
with synchronization of neuronal responses in the population representing the attended stimulus
(population 3 in the given example) and population 4 with the large receptive field comprising
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the smaller receptive field 3 of the afferent population, too. As a result, the anatomical con-
nection between the two populations activated by the behaviorally relevant (attended) stimulus
would be momentarily rendered effective, allowing more efficient signal exchange between these
two populations, and by this means enhance the processing of the attended stimulus (Kreiter,
2006).
A B
Figure 1.7: Schematic illustration of the working hypothesis. A: Parts of a natural
scene falling onto receptive fields 1, 2 and 3 of some neuronal populations, as
well as a bigger receptive field 4 of their efferent population. Red circle marks
the attention locus of the subject viewing the scene. B: Corresponding neuronal
populations 1, 2, 3 and 4, each with a curve underneath showing an exemplary time
course of the neurons’ compound activity. The arrows point out the information
processing flow, as well as connection’s efficiency. The hypothesis predicts selective
synchronization between neuronal activity of populations 3 and 4 as the locus of
attention falls onto both respective receptive fields. Picture: courtesy of Andreas
Kreiter.
Testing this hypothesis demands analyzing the activity of at least three neuronal populations
which comply with the following two essential requirements:
• two of the three populations should be driven by spatially separated stimuli, i.e. these
two populations should have (at least partly) separated receptive fields (like, for example,
populations 1 and 3 in Figure 1.7);
• the two populations described above should provide afferents to a common downstream
population so that this common (third) population would be driven by both stimuli (the
one driving the first population, and the other one driving the second population as de-
scribed above), i.e. its receptive field should (at least partly) comprise the two receptive
fields of the first two populations (like population 4 in Figure 1.7).
In the described constellation of three neuronal populations (which I called ”high competi-
tion” constellation, consisting e.g. of populations 1, 3 and 4 in Figure 1.7), neuronal responses
in a given population pair (e.g. populations 3 and 4) represent the attended stimulus, if the
stimulus falls onto the receptive fields of these populations (see the red circle in part A in Fig-
ure 1.7), or the non-attended stimulus, if the attention locus lies on the object falling onto the
receptive field of the population 1 (but staying within the receptive field of the population 4,
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according to hypothesis requirements). A stronger synchronization between the neuronal re-
sponses in populations 3 and 4 in the first case (i.e. the responses are caused by the attended
stimulus), compared to the synchronization between neuronal responses in populations 3 and 4
in the second case (i.e. the responses are caused by the non-attended stimulus), would provide
a support for the formulated working hypothesis.
1.5 Experimental methodology
Testing the working hypothesis required simultaneous electrophysiological recordings from two
distinct visual areas of an awake subject capable of attending to specified parts of the visual
field to ensure the fulfillment of the hypothesis requirements. As a subject for this study I
chose a macaque monkey trained to perform a demanding shape-tracking task (see Section 2.2).
The experiment required reproducing the relative arrangement between recording sites and the
receptive fields of the underlying neuronal populations as shown in Figure 1.7.
I considered the best visual area candidates for testing my working hypothesis to be areas V1
and V4, as they allowed a good access for recording, and were known to be well activated by vi-
sual stimuli in form of changing shapes (Pasternak et al., 2003; Taylor et al., 2005). Additionally,
this choice enabled me to use recording tools from the study of Taylor et al. (2005).
To ensure stable recordings from unchanged neuron populations, I chose to use chronically
implanted electrodes (see Section 2.3). For verification purposes, large electrode arrays were
used, so that the hypothesis could be tested multiple times for different neuronal populations
fulfilling the requirements posted in Section 1.4.
1.5.1 Local field potentials
To assess the activity of neuron populations, I recorded their local field potentials (LFPs) gen-
erated in the extracellular space. The latter embed the neurons and act as a volume conductor
capable of carrying electrical signals (Logothetis et al., 2007).
The LFPs are set up by transmembrane ion currents in neurons, located near the electrode
(Einevoll et al., 2013). These currents can emerge from multiple sources, in particular from
such neuronal processes as action potentials, EPSPs and IPSPs, which all go along with trans-
membrane ions exchange (see Section 1.1.1). EPSPs and IPSPs constitute neuron’s integrative
input, which provide the most important source of extracellular current flow (Buzsaki et al.,
2012). Thus, LFPs reflect the input of a given area as well as its local intracortical processing,
including the activity of excitatory and inhibitory interneurons (Whittingstall and Logothetis,
2013). Notably, a large portion of the brain’s energy budget is directed to supporting synaptic
input to cells rather than their output spikes (Jueptner and Weiller, 1995; Viswanathan and
Freeman, 2007).
The spatial scale of the LFP has been estimated to range from 0.25 mm to 3 mm distance
from the electrode tip (Katzner et al., 2009; Juergens et al., 1999). The summation of the
contributions from different LFP sources also depends on how synchronous, or correlated, these
sources are (Linden et al., 2011; Musall1 et al., 2014; Denker et al., 2011). So, the chosen
visual stimulation in form of coherent shapes (see Section 2.2) predicted recording strong LFP
signals caused by respective local gamma synchrony, because gamma synchrony proved to be
critically involved in sensory processing (Gray et al., 1989) and grouping of visual features into
a coherent percept (Tallon-Baudry, 2009). This prediction was also supported by other studies
(Tallon-Baudry et al., 1996; Taylor et al., 2005).
13
Chapter 2
Materials and methods
2.1 Animal training
I used an adult male rhesus monkey Macaca mulatta which was around 10 years old and weighed
around 10 kg. He was kept in the stable with other monkeys, whereby his water supply on
weekdays was restricted to create a motivation to perform laboratory tasks rewarded by liquid.
He was trained to perform a visual task explained in detail in Section 2.2. During training and
recording sessions the monkey was sitting in a primate chair inside a recording chamber, facing
a 21” CRT screen in front of him. The chair allowed free movements of the monkey’s lower body
while his head was restrained by being tightened to a massive fixture connected to the ceiling
of the chamber. The chair contained a built-in lever with which the monkey responded to the
task requirements presented on the screen. Monkey’s pressing or releasing the lever changed
a trigger signal fed back to the stimulation control PC. The monkey was rewarded for correct
performance with some fruit juice delivered through a pipe mounted on the upper deck of the
chair. I made an effort to meet the individual taste of the monkey regarding his preferred sort
of juice, as well as the best rewarding pattern. The monkey was extra rewarded for multiple
correct responses in a row, so he obtained an increased amount of juice with each successive
correct response up to a certain saturation level, and his errors caused a reset to the starting
juice amount.
2.2 Task paradigm
The task presented to the monkey consisted in memorizing the initial shape at the cued location
on the screen and report its reappearance in the forthcoming shape sequence, while keeping
the gaze on a small fixation spot and ignoring another similar shape sequence. Two stimuli
arrangements are shown in Figure 2.1. On each given trial only one of the two shape sequences
(the cued one) was behaviorally relevant for the monkey, so it was called the target sequence, and
the other one was called the distracter sequence. The first shape presented at the cued location
(i.e., in the target sequence) was called sample. It underwent some morphing through a number
of other different shapes called distracters before it reappeared. The monkey’s performance on
a trial was considered correct if he reported the sample’s reappearance by releasing the lever
within the required time interval (see the red bars on the time axis in Figure 2.3). In each of
the two constellations I used a set of eight different shapes. The set of possible shapes is shown
in the bottom part of Figure 2.1. All shapes used in Constellation 2 had the same perimeter
equal to 114 mm.
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The distance from the monkeys eyes to the screen was 79 cm in Arrangement 1 (epidural
recording) and 87 cm in Arrangement 2 (intracortical recording). So one degree of eccentricity
corresponded to 13.8 mm measured on the screen in Arrangement 1 and to 15.2 mm in Ar-
rangement 2. The shapes had a diameter of around 10 mm corresponding to approximately 0.7◦
of eccentricity. Fixation spot was a square 3 to 3 mm corresponding to 0.2◦ of eccentricity in
both constellations. During shape tracking, the monkey had to keep his eyes on the fixation
spot within the so called eye window. A detailed overview of the spatial arrangements and
dimensions is presented in Figure 2.2.
The change of the target sequence location was done block-wise in Arrangement 1, so that
attention allocation was the same within each recording session (i.e. recorded data file, each
including mostly around 100 trials). In Arrangement 2 being used later after further monkey’s
training, attention allocation was changed randomly from trial to trial. In this case I used an
additional cue in form of a 0.7◦ to 0.7◦ green colored square briefly flashed at the target sequence
location prior to the appearance of the sample.
Arrangement 1 Arrangement 2
1° 1°
Figure 2.1: Stimuli for the shape-tracking task. Above: spatial arrangement of
the stimuli on the screen (screen borders are shown schematically, as the real
screen was larger). Below: set of all used shapes. Arrangement 1 was used in the
epidural recording from the monkey’s left brain hemisphere, and Arrangement 2
was used in the intracortical recording from the monkey’s right brain hemisphere.
Figure 2.3 shows time course of a single trial. The monkey signaled his readiness by fixating
the central spot and pressing the lever which triggered trial start. 650 ms later two shapes
appeared at fixed locations shown in Figure 2.1, one of the shapes being green colored. The
coloring marked the shape sequence to attend to, i.e. the target sequence. The monkey had
to memorize the first shape (sample), and to signal its reappearance in the following morphing
sequence while keeping fixation on the central spot. Green coloring of the target shape lasted
for 200 ms and after that faded away within the subsequent 400 ms.
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Figure 2.2: Spatial arrangement of the stimuli on the screen in detail. Left part
corresponds to Arrangement 1, right part corresponds to Arrangement 2 (see
Figure 2.1).
2.2.1 Morphing
Morphing started after 1300 ms of shapes’ static presentation. Thereby both presented shapes
began to gradually transform into another shape. This was accomplished in the following way.
Each shape was defined by 12 points interconnected by a smooth Be´zier curve 0.1◦ wide. During
morphing of one shape into another, the points moved along non-visible straight trajectories
connecting pairwise both sets of points. Current position of each point (P) on its trajectory was
calculated as
P = P1 + r(P2 − P1) , (2.1)
P1 being point’s start position (i.e. in the former shape), P2 being it’s end position (i.e. in the
following shape), and r being the relative position along the trajectory (0 ≤ r ≤ 1) defined as
follows:
r =
−
√
φ−2t
φ + 1
2
when 0 ≤ t < φ/2 , (2.2)
r =
√
2t−φ
φ + 1
2
when φ/2 ≤ t ≤ φ , (2.3)
where t is time, and φ is duration of the morphing cycle (I used φ = 1400 ms). According
to Equations 2.1-2.3 morphing speed is lower in the beginning and towards the end of each
morphing cycle than it is in between (see Figure 2.3 for a symbolic illustration). Morphing
timing on target and distracter sequences was the same.
I called the time interval from 3.35 to 6.15 sec after trial start, which included two morphing
cycles, the ”two-cycles-span”, as I often used it for averaging in the data analysis.
2.2.2 Stimuli constellations
I applied 20 different types of trials called stimuli constellations. They differed from each other
by the cued location, time of sample reappearance at the cued location, and time of the first
shape reappearance at the non-cued location (see Table 2.1 for an overview).
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Figure 2.3: Time course of a single trial. Upper part schematically illustrates the
course of events in the target sequence. Time intervals marked red are response
time windows within which the monkey had to release the lever if the current
shape matched the target. They started 400 ms before the end of the morphing
cycle and lasted for 1150 ms, i.e. ending 750 ms after beginning of the next
morphing cycle. Four response time windows correspond to four shape sequence
lengths, whereas the shown example of a shape sequence corresponds to the longest
one (see Table 2.1). The rippled curve along the morphing period symbolizes
shapes’ development: in the first half of a morphing cycle the current shape gets
increasingly different from the previous shape (the curve going up), and in the
second half of a morphing cycle the current shape gets increasingly similar to the
next shape (the curve going down). Curve’s slope symbolizes morphing speed:
both are lower in the beginning and towards the end of a morphing cycle and
higher in between. The letters S, D, D, D, D, S above the curve characterize shape
sequence which in this case consists of a sample (S) followed by four distracters
(D).
As Table 2.1 shows, the shape sequences had different lengths as they consisted of three
(stimulus constellation numbers 1 and 11) to six (stimulus constellation numbers 7-10 and 17-
20) shapes. The minimum of three shapes in a sequence resulted out of the fact that the second
shape had to be different from the sample, otherwise the latter would ”reoccur” without any
morphing. So the sample always had to be followed by some other (distracter) shape, and the
first possibility for the sample reappearance was right after this only one distracter shape. The
other shape sequence lengths resulted from placing more distracter shapes between the samples
(2, 3, or 4). So there were four groups of stimuli constellations with the same length, which are
separated from each other by a dashed line in Table 2.1. During training and recording sessions
trials of different lengths were shown equally frequent in order to give the monkey no possibility
to develop a duration-based strategy of responding or, in other words, to avoid the monkey’s
responding to elapsed time since sample presentation.
The four used trial lengths (4.75 s, 6.15 s, 7.55 s, and 8.95 s, corresponding to 3, 4, 5, and 6
shapes in the sequence, respectively, as is shown in Table 2.1) could be called the ”primary” trial
duration. It comprised the time interval between trial start and the end of the morphing cycle in
which the current shape became identical with the sample. Response time window started 400
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Table 2.1: Stimulus constellations overview.
Stimulus constellation
Location 1 Location 2
Stimulus duration,
number seconds
1 S D S s d d 4.75
2 S D D S s d d d 6.15
3 S D D S s d s d 6.15
4 S D D D S s d d d d 7.55
5 S D D D S s d d s d 7.55
6 S D D D S s d s d d 7.55
7 S D D D D S s d d d d d 8.95
8 S D D D D S s d d d s d 8.95
9 S D D D D S s d d s d d 8.95
10 S D D D D S s d s d d d 8.95
11 s d d S D S 4.75
12 s d d d S D D S 6.15
13 s d s d S D D S 6.15
14 s d d d d S D D D S 7.55
15 s d d s d S D D D S 7.55
16 s d s d d S D D D S 7.55
17 s d d d d d S D D D D S 8.95
18 s d d d s d S D D D D S 8.95
19 s d d s d d S D D D D S 8.95
20 s d s d d d S D D D D S 8.95
Table 2.1: Locations 1 and 2 are shown in Figure 2.2 as blue numbers 1 and 2 near
the shapes placed at Location 1 and Location 2, respectively. Letter ”S” stands for
”sample”, letter ”D” stands for ”distracter” (see Figure 2.2 for comparison). Big
letters symbolize shapes presented at the cued location, i.e. in target sequence,
small letters symbolize shapes at the non-cued location. Shape reappearance is
emphasized by coloring: in case of a target sequence, it is the first and the last
sample shape symbolized with ”S” and colored red, and in case of the non-cued
sequence it is the first and eventually one of the following shapes symbolized with
”s” and colored blue. In each trial, a target shape was picked randomly out of
the set of eight shapes (see Figure 2.1), and all distracter shapes were picked
randomly out of the remaining seven shapes, hereby all distracter shapes were
different within each of the two sequences. For timing details see Figure 2.3.
ms prior to the end of a morphing cycle, because the shape was considered already recognizable
at this morphing stage. Also, response time window exceeded the last morphing cycle in which
the sample reoccurred by 750 ms, giving the monkey time to react. Hence, the actual length of
a correctly completed trial could be up to 400 ms shorter or up to 750 ms longer (see response
window timing in Figure 2.3) than the specified ”primary” trial duration, so the actual trial
length varied in respect to the monkey’s reaction time.
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2.2.3 Trial outcomes
I assessed trials performed by the monkey in respect to their outcomes. Monkey’s correct
response to the task requirements was to release the lever within the response time window
when the current shape in the cued shape sequence matched the sample. Trials with correct
response were assigned a code ”Hit”. Other responses were classified as errors and led to an
abortion of the current trial and a specific acoustic tone. In particular, if the monkey made an
early or an eye error, the shape sequences did not develop further afterwards, instead a new trial
began after a pause. An overview of trial outcomes is provided by Table 2.2.
Table 2.2: Overview of trial outcomes.
Code Description
Hit Correct response
Early Lever release before response time window
Late No lever release within response time window
Eye error Breaking up fixation on the central spot
Specific type early Lever release at initial shape reappearance in the non-cued sequence
Table 2.2: Each completed or aborted on error trial was assigned an outcome code
(see the left column). Descriptions are provided in the right column. Response
time windows are shown as red bars on the time axis in Figure 2.3.
I considered one type of an early error response worth separate evaluation, as it could be
a result of the monkey’s attending to the wrong shape sequence (see ”Specific type early” in
Table 2.2). There were several stimuli constellations in which this error could occur, namely
stimulus constellation number 3, 5, 6, 8, 9, 10 and 13, 15, 16, 18, 19, 20 (see Table 2.1). These
stimuli constellations were defined so that the first shape in the distracter sequence (symbolized
as a blue colored letter ”s”) reappeared at a fixed position in the following sequence before the
reoccurrence happened in the target sequence.
By means of an outcome code assigned to each trial I classified completed trials into categories
for further specific evaluation.
2.2.4 Acquired data
I recorded the monkey’s brain potentials while he performed the shape-tracking task described
in Section 2.2. Two homogeneous data sets were obtained: one with epidural recording from the
monkey’s left brain hemisphere, and the other with intracortical recording from the monkey’s
right brain hemisphere (see Section 2.3). Both data sets were collected during several months of
daily (except weekend) recording sessions of around 4 hours each. These sessions were further
subdivided into subsessions by the monkey himself who took numerous breaks on his own by
just not pressing the lever to start a new trial. Data recorded during such subsessions were
stored in separate files.
Figure 2.4 summarizes the task conditions used in this study. For each type of recording
(epidural or intracortical) I employed the shape-tracking task without the distracter sequence
presented at either Location 1 or Location 2 (see Figure 2.2), as well as the same task with a
distracter sequence at the other location. The last letter in condition names denotes the type of
recording in which this condition was used: ”e” stands for ”epidural”, and ”i” for ”intracortical”.
Recorded data was first sorted in regard to trial outcomes (see Section 2.2). I was primarily
interested in trials in which the monkey gave a correct response, i.e. trials having the outcome
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Condition 1/e Condition 1 A/e
Condition 2/e Condition 2 A/e
Condition 1/i Condition 1 A/i
Condition 2/i Condition 2 A/i
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1°
1°
1°
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Figure 2.4: Task conditions for recording with the epidural array (left hand side)
and with the intracortical arrays (right hand side). Displayed are symbolical
screens with a symbolic task presented on them. This means that the real screen
was larger than it is shown in the picture, and that the real shapes were a random
selection of the 8 shapes in each of the two cases (see Figure 2.1). The green
squares are fixation spots, and the shapes symbolize morphing shape sequences as
explained in detail in Section 2.2. Red circle (not presented in the real stimulation)
marks the target sequence, i.e. the allocation of the monkey’s attention. The
pictograms above each screen symbolically illustrate the given condition.
”Hit”. Trials with all other outcomes were not further analyzed in this study. For example,
in Condition 1/e the outcome ”Eye error” occurred in 17.1% trials, and in the remaining trials
74.3% were ”Hit”, 16.3% ”Early”, and 9.2% ”Late”. Second, I discarded the short trials in which
the target shape reoccurred after only one or after two distracter shapes. This corresponded to
stimuli constellation numbers 1 to 3 and 11 to 13, i.e. to shape sequence types S D S and S D
D S (see Table 2.1). The remaining trials corresponding to stimulus constellation number 4 to
10 and 14 to 20, i.e. to shape sequence types S D D D S and S D D D D S were selected for
further analysis. The number of available trials with the monkey’s correct response for each of
the recorded task conditions (see Figure 2.4) at this stage of selection is provided by Table 2.3.
A complete overview of all recorded data can be found in the Appendix A.
Table 2.3: Number of trials with the monkey’s correct response.
Condition 1/e: 222 Condition 1 A/e: 2676 Condition 1/i: 342 Condition 1 A/i: 1346
Condition 2/e: 226 Condition 2 A/e: 2506 Condition 2/i: 362 Condition 2 A/i: 1352
I also collected trials with the outcome ”Specific type early”. These trials occurred only in
task conditions with both target and disracter shape sequences present, and only in stimulus
constellations with reoccurrence of the initial shape in the distracter sequence prior to reoc-
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Table 2.4: Number of trials with the outcome ”Specific type early”.
Condition 1 A/e: 273 Condition 1 A/i: 118
Condition 2 A/e: 217 Condition 2 A/i: 109
currence of the sample in the target shape sequence. These requirements applied to stimulus
constellation numbers 3, 5, 6, 8, 9, and 10, as well as 13, 15, 16, 18, 19, and 20 (see Table
2.1). Like in case of trials with the monkey’s correct response (”hits”), I discarded the short
trials (stimulus constellation number 3 and 13), so that only trials with target shape sequence
types S D D D S and S D D D D S remained. The number of available trials with the outcome
”Specific type early” for each of the 4 task conditions at this stage of selection is provided by
Table 2.4. These trials could be considered to correspond to the monkey’s correct response for
the erroneously attended distracter shape sequence (see Table 2.2).
2.3 Surgical preparation
The monkey was implanted with a headpost which was used to fix his head in training and
recording sessions. The headpost was embedded in dental cement called Paladur (Heraeus
Kulzer GmbH, Hanau, Germany) tightened to monkey’s cranium bones. For eye movements
measurement a thin golden ring was implanted between the conjunctiva and the sclera of mon-
key’s left eye. Furthermore the monkey was chronically implanted with an epidural electrode
array and two intracortical arrays, as well as two small platinum-iridium reference electrodes
(piece of wire with 150 µm diameter) placed over the dura mater and connected to gold-plated
socket connectors which were embedded in the dental cements in the frontal part of the monkey’s
skull. The intracortical arrays were surrounded by a metal border I called cylinder. The term
”epidural” indicates that recording electrodes were put over the dura mater in the monkey’s
brain. The term ”intracortical” refers to the fact that recording electrode tips were placed in
the brain tissue. The details on design and function of the arrays are described in the following
sections.
2.3.1 Epidural array
An epidural electrode array was developed and chronically implanted in monkey’s left brain
hemisphere in a previous study (Taylor et al., 2005) by Katja Taylor. It was designed to cover
the monkey’s prelunate gyrus corresponding to the visual area V4, but it additionally happened
to cover a part of the occipital gyrus corresponding to visual area V1. Schematic illustration of
the epidural array’s location is shown in Figure 2.5.
The array consisted of 37 Teflon-coated wires (metal core of 90%Pt/10%Ir, diameter 50
µm, Science Products, Hofheim, Germany), i.e. electrodes, embedded in a thin silicone film
(Goodfellow, Bad Nauheim, Germany). Teflon coating on the end part of each wire was removed
by heat, and the uninsulated wire was bent in loop form (diameter 210-220 µm). The loops were
providing electrical contact with brain tissue as they were placed over the dura mater parallel
to it. An example of a loop is shown in Figure 2.6. The loops were arranged in a square pattern
and had a regular spacing of 3 mm, they are illustrated in Figure 2.5 as red dots.
The electrode wires were connected to a female micro D-sub 37 pin connector (type 11-0032-
00-37, Binder, Neckarsulm, Germany) embedded in the dental cements on the monkey’s skull.
Beyond recording sessions, the connector was closed by its male counterpart bolted down on
the sides (see Figure 2.7). A reference electrode was made of platinum-iridium foil 4.5 mm
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Figure 2.5: Monkey’s brain with the epidural array. Schematic illustration of the
monkey’s left brain hemisphere with the epidural electrode array developed by K.
Taylor. Red dots symbolize recording electrodes placed over the dura mater at
3 mm spacing. The brain surface curvature is not accounted for in this picture
for simplification purposes, so the array is displayed as plain with regular spacing
between electrodes. With modifications, from Tallon-Baudry et al. (2004).
wire
embedded
in silicone
0.2 mm
(electrode contact)
Figure 2.6: Photograph of an example electrode of the epidural array. Shown
is the contact part of the electrode (uninsulated platinum-iridium wire) in loop
form, as well a part of insulated wire embedded in silicone.
in diameter and 0.1 mm thick and attached to the array’s side opposite to the loops. It was
connected to a small gold-plated socket contact also embedded in the dental cements on the
monkey’s skull.
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headpost
connector
Figure 2.7: Connector used for the epidural electrode arrays. Left: two connectors
with soldered electrode wires, sealed with varnish. Right: connector of the epidu-
ral array embedded in the dental cement on the monkey’s skull. The connector
is closed by its male counterpart, and bolted to the bottom part on the sides. A
piece of millimeter rule is attached to the connector top part.
2.3.2 Second epidural array
I developed another epidural array to get a second set of recorded data for confirmation purposes.
The array was designed to cover larger parts of the visual areas V1 and V4 of another Macaca
mulatta monkey. It consisted of 111 platinum-iridium electrodes embedded in a silicone film
designed to fit the three-dimensional brain surface. The contacting loops were arranged in a
hexagonal pattern with a regular spacing of 2 mm, and a small thin silicone ring was placed
above each loop to ensure a tight contact of the electrodes with brain tissue. Figure 2.8 shows a
schematic illustration of the array and its location, as well as two photographs of it. The given
schematic illustration of the array’s position is simplified by showing the array as it were plain.
So the drawing is meant to give only a rough idea of the array’s and electrodes’ placement.
The electrode wires were connected to three female micro D-sub 37 pin connectors (type 11-
0032-00-37, Binder, Neckarsulm, Germany, see Figure 2.7). The array was implanted over the
right brain hemisphere of another Macaca mulatta monkey. The three connectors were placed
one near the other on the monkey’s skull and embedded in the dental cements. However, due
to complications in the monkey’s health condition, recording from this large epidural array was
impossible.
2.3.3 Intracortical array for V4
I designed an intracortical array for the monkey’s visual area V4. The array consisted of 54 guide
tubes arranged in 6 columns and placed over the prelunate gyrus of the monkey’s right brain
hemisphere (see Figure 2.9 for an illustration). Prelunate gyrus is known to comprise visual
area V4 (see Gattass et al. (1988)). The arrangement of the guide tubes corresponded to a 2
mm spacing on the brain surface in a hexagonal pattern. To plan the array positioning I used
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Figure 2.8: Second epidural electrode array. Left: schematic illustration of the
monkey’s brain with the array. Red dots symbolize recording electrodes placed
over the dura mater at 2 mm spacing. The brain surface curvature is not accounted
for in this picture for simplification purposes, so the array is displayed as plain
with regular spacing between electrodes. Middle: picture of the array placed on
a brain model. Right: array’s reverse side.
structural (anatomical) magnetic resonance images obtained from a 3 Tesla scanner (Siemens,
Germany) and having a spacial resolution of 0.5 mm.
2.3.4 Stereotaxic coordinates
I measured the distances within the monkey’s brain in stereotaxic coordinates which serve as
conventional frame of reference. The origin of the coordinates is defined by the monkey’s anatom-
ical landmarks, namely ear canals and orbits of the eyes. I used the following notations: ”AP”
for Anterior-Posterior, ”ML” for Medial-Lateral and ”Z” for Dorsal-Ventral.
I designed the array and defined its position coordinates using anatomical MRI images of the
monkey. Figure 2.10 shows a semi-coronal MRI slice (AP ′ = 8.5, see the introduction of the
new coordinates below) of the monkey’s brain tilted forward by 23◦. It corresponds to the plane
dividing the prelunate gyrus into roughly equal halves (see the dotted line n′ in Figure 2.9). Two
columns of guide tubes are shown over the prelunate gyrus: the first one in green corresponding
to all three columns marked by a dashed green line in Figure 2.9, and the other in red color
corresponding to all three columns marked by a dashed red line. At this brain orientation, the
projections of all even (green), as well as all odd (red) columns overlapped, as the array was
designed to be a rectangle placed along the prelunate gyrus. Array’s middle line lay roughly
on the imaginary line splitting the prelunate gyrus in two halves. The distance between guide
tubes ends and the brain surface was approximately 2 mm, and the target spots of the electrodes
lay within approximately 0.5 mm underneath the brain surface. Stereotaxic coordinates of the
cortex area covered by the array were obtained from the following considerations:
1. I introduced new coordinates for the tilted brain AP ′, Z ′, and ML′. The new coordinate
system’s origin was the same as that of the conventional stereotaxic coordinates. ML′ and
ML axes were the same, too, so that ML′ =ML, and the Z ′ and AP ′ axes deviated from
the corresponding conventional ones by 23◦.
2. I described spatial parameters of the array and the recorded cortex area in the new co-
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Figure 2.9: Intracortical array for V4 on the monkey’s brain. Schematically illus-
trated location of the intracortical array for the monkey’s visual area V4 of the
right brain hemisphere. Red and green dots represent electrode target positions
in the cortex. The brain surface curvature is not accounted for in this picture for
simplification purposes, so the array is displayed as parallel to the picture plane,
with regular spacing between electrodes. Dotted line n′ marks an imaginary plane
perpendicular to the picture plane and dividing the prelunate gyrus into roughly
equal halves. For the given monkey this line declined at 23◦ from the normal
plane marked as n. This plane is perpendicular to the picture plane and parallel
to the plane AP=0 (see the introduction of the stereotaxic coordinates below in
the text). Blue numbers mark array corner points being referred to further in the
text. Green and red color marks electrode columns corresponding to green and
red guide tube columns in Figure 2.10.
ordinates. Index near coordinates’ symbol corresponds to the number of the array corner
points as they are marked with blue numbers in Figure 2.9. For example, corner point
number 1 had coordinates AP ′1, Z
′
1, ML
′
1. According to the fact that the approximate
rectangle defined by these corner points 1-4 was not tilted in these new coordinates, one
could write:
AP ′1 = AP
′
2, AP
′
3 = AP
′
4, Z
′
1 ≈ Z ′4, Z ′2 ≈ Z ′3, ML1 ≈ML4, ML2 ≈ML3 (2.4)
The following values defined the approximate rectangle in new coordinates, in millimeters:
AP ′1 = 4.036, AP
′
3 = 12.696, Z
′
1 = 16.57, Z
′
2 = 30.3, ML1 = 28.5, ML2 = 21.5 (2.5)
The more precise coordinates of the array corner points refer to the bottom ends of the
corresponding guide tubes of the designed array, they are provided by Table 2.5.
3. To return to original coordinates I used their known relation to the new coordinates:
AP = AP ′ cos 23◦ − Z ′ sin 23◦, Z = Z ′ cos 23◦ +AP ′ sin 23◦ (2.6)
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skull surface
intracortical array
epidural array
ML = 0
guide tubes
Z' = 0
Figure 2.10: MRI slice of the monkey’s brain with the guide tubes of the intra-
cortical V4 array. The brain is tilted around the ML axis straight forward in
AP-direction by 23◦. Guide tubes of the intracortical array are shown as alter-
nating red and green lines (corresponding to red and green electrode columns in
Figure 2.9) on the right side of the image, i.e. over the monkey’s right brain
hemisphere. The epidural array previously implanted over the monkey’s left area
V4 can be recognized on the left side. The green crossed lines correspond to the
stereotaxic coordinates ML = 0 and Z ′ = 0. Because of the 23◦ tilt, the vertical
measures of the image deviate from the conventional stereotaxic dorsal-ventral
(Z) measures. This is emphasized by putting an apostrophe after Z. The anterior-
posterior coordinate of the slice is AP ′ = 8.5 corresponding to the plane dividing
the prelunate gyrus into roughly equal halves.
Table 2.5: Stereotaxic coordinates of the V4 array corner points in custom coor-
dinates, in mm.
1 2 3 4
AP’ 4.04 4.04 12.70 12.70
ML 29,36 22.78 22.17 29.19
Z’ 23.73 33.37 33.87 24.19
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Table 2.6: Stereotaxic coordinates of the V4 array corner points in stereotaxic
coordinates, in mm.
1 2 3 4
AP -5.56 -9.32 -1.55 2.24
ML 29,36 22.78 22.17 29.19
Z 23.42 32.30 36.14 27.22
The result of this calculation is provided by Table 2.6.
Results of the calculation using Equations 2.4 to 2.6 yielded approximate stereotaxic co-
ordinates of the cortex area to record from by means of the V4 array. They are provided
in Table 2.7.
Table 2.7: Stereotaxic coordinates of the cortex area covered by the V4 array, in
mm.
1 2 3 4
AP -2.76 -8.12 -0.15 5.21
ML 28.5 21.5 21.5 28.5
Z 16.83 29.47 32.85 20.21
2.3.5 Guide tubes
I used thin stainless steel cannulae of 30 gauge for making guide tubes. They had the following
nominal dimensions: outer diameter 0.312 mm, inner diameter 0.159 mm, wall thickness 0.076
mm. I cut the cannulae to the right length (see Table 2.8) using a fine grinder and making
sure that the tubes had a round shaped clear opening on both ends. The guide tubes were
electrochemically gold-plated to ease the further soldering (3 mg Au/l, Haftgoldbad (preplating
gold bath) VA JE285, Jentner Plating Technology GmbH, Pforzheim, Germany).
Table 2.8 provides guide tube lengths of the V4 array. The numbers are not rounded to
emphasize the precision with which the tubes were made using binocular magnifier (magnifica-
tion factor 57 times). The table can be considered a view over the array from above (see for
example Figure 2.9). Each number represents a guide tube itself and means its actual length,
and number’s position corresponds to guide tube’s location: the upper row of tubes (1-9) lies
most anterior, the bottom row lies most posterior, the utmost left column of tubes (1-6) lies
most medial, the utmost right column lies most lateral.
Table 2.8: Length of the V4 array’s guide tubes in millimeters.
1 2 3 4 5 6 7 8 9
1 23.960 24.778 25.693 26.723 27.807 28.955 30.224 31.337 32.284
2 24.350 25.217 26.188 27.245 28.359 29.567 30.763 31.717 32.703
3 23.960 24.778 25.693 26.723 27.807 28.955 30.224 31.337 32.284
4 24.350 25.217 26.188 27.245 28.359 29.567 30.763 31.717 32.703
5 23.960 24.778 25.693 26.723 27.807 28.955 30.224 31.337 32.284
6 24.350 25.217 26.188 27.245 28.359 29.567 30.763 31.717 32.703
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2.3.6 Printed circuit boards
The guide tubes for recording electrodes had to be held at fixed positions relative to each other
within the array. Besides, proper wiring had to be developed to orderly transmit recorded
neuronal signals. For this purposes I designed printed circuit boards as a part of the array.
Figure 2.11 shows printed circuit boards for the V4 array designed using software Eagle and
manufactured by PCB Pool (Beta LAYOUT GmbH, Aarbergen, Germany). The boards were
used to hold the guide tubes which were put through the drills and soldered to them, whereas
electrical connections were established between each of the isolated guide tubes and its allotted
connector’s pin.
1 cm
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Figure 2.11: Printed circuit boards for the intracortical V4 array. From left to
right: upper board, middle board, bottom board. Grey contour rectangle on
top of each board depicts an OMNETICS connector with small brown rectangles
underneath it being SMD pins. Brown and blue lines are wire traces on the top
and bottom side of the board. Green ovals are plated drills for guide tubes to
be inserted, and green circles under the connectors are vias, i.e. plated holes for
electric connection of the wire traces on the top and bottom board side. Rough
anatomical orientation is provided on the sides, as well as blue numbers of corner
points, compare to Figure 2.9, shown only on the upper board.
The drills shown in Figure 2.11 as green ovals have the same location in all three boards, so
that all guide tubes could be put through the boards placed one over another. The distances
between the drills are shown in detail in Figure 2.12. All three printed circuit boards included
an SMD connector OMNETICS (Dual Row Horizontal SMD, Type AA, MSA Components,
Attendorn, Germany) with 24 pins. As there were 54 guide tubes to be wired, 8 pins in the
middle board and 10 pins on the bottom board were not used. The drills on the boards were
plated, so the guide tubes put through the boards were soldered on the drills to establish a good
mechanical fixation as well as an electrical connection. The drills had a diameter of 0.4 mm
before plating, and around 0.35 mm after plating, so that each of the 0.312 mm thick guide
tubes could be put through all three boards and be held in the right position by being soldered
to the corresponding three drills. The metallized area for soldering was a ring around 0.2 mm
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thick, or in case of the V4 array an ellipse with the ring thickness varying between 0.1 and 0.3
mm (see Figure 2.11). The conduction lines were 0.15 mm thick.
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Figure 2.12: Drill pattern of the printed circuit boards for the intracortical V4
array. Shown are dimensions in millimeters between the drills, center to center.
For better visibility, the horizontal coordinates were stretched so the provided
measures do not correspond to the proportions of the drawing. Rough anatomical
orientation is provided on the sides, as well as blue numbers of corner points,
compare to Figure 2.9. Coloring corresponds to that of electrode rows in Figures
2.9 and 2.10.
Three printed circuit boards shown in Figure 2.11 were placed one over another (stacked), with
the guide tubes pulled through the drills. The distance between neighboring guide tubes varied
in order to account for the application angle on the brain surface, as the electrode spacing on the
brain surface was regular (see Figure 2.10). Hence, the distances between the drills decreased
with their increasing ML coordinate, i.e. towards brain periphery where the surface slope gets
higher. So, the drills towards the right side of the boards (in lateral direction) get closer to each
other.
The boards were each 1.6 mm thick, and the OMNETICS connectors were 2 mm high. Guide
tubes stood out 2 mm above the upper board, so that they were at the same height as the upper
OMNETICS connector. To keep the inside of the guide tubes free from contaminants, as well as
from silicone during the implantation (see Section 2.3.9) I inserted a 125 µm thick tungsten rod
(called tamping rod) in each guide tube. The rods were slightly bent to provide their anchoring
in the guide tubes.
To visualize the array’s construction I developed a three-dimensional model of all the parts
using software LightWave3D. Figure 2.13 shows a model of the fully assembled V4 array from
four different perspectives. One can see that the bottom ends of the guide tubes formed a
shape fitting a sphere-like surface (monkey’s brain). In particular, the guide tubes get longer
and closer to each other towards the array side oriented most lateral in respect to the monkey’s
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Figure 2.13: Three-dimensional model of the fully assembled intracortical V4
array. View from four different perspectives is shown. The array was built up of
three printed circuit boards, 54 guide tubes inserted in the drills, and a 24-pin
OMNETICS connector placed on each board. The shape of the surface formed
by the guide tube bottom ends is designed to fit the monkey’s brain surface. The
guide tubes contain tamping rods shown standing out at both ends of each guide
tube. The model was created in LightWave3D.
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brain, compare to Figures 2.10-2.12.
Assembling the array started with gluing OMNETICS connectors to the boards with a surface
mount adhesive (SMA10SL Electrolube, Berkshire, England). To cure the glue, the boards with
the connectors on them were placed for 30 minutes in a stove heated to 90◦C. After that the SMD
pins were soldered to the plated pads on the boards using SMD soldering paste (CR44SMD,
EDSYN GmbH Europa, Kreuzwertheim, Germany) and a stove (3 minutes at 210◦C).
A
B
D
C
Figure 2.14: Photograph of the V4 array with auxiliary devices used during as-
sembling the parts. A total of 54 gold-plated guide tubes are mounted at three
stacked printed circuit boards. Two additional boards having drills at the same
locations as the array’s three boards were placed on top (A) and on bottom (B)
of the array and held by two bolts (D). There was a 24-pin electrical plug (OM-
NETICS connector) marked as C on each of the three boards to route the signals
from each individual guide tube (i.e. recording electrode) for further processing.
To mount the guide tubes I used two additional boards having non-plated drills at the same
locations as the array’s printed circuit boards. These additional boards were cut wider in medial-
lateral direction than the array’s boards, and had holes on the two sides where two bolts were
put through (see Figure 2.14 for details). These additional boards were placed on the top and on
the bottom of the array, and were held in position by two nuts - placed on top and on bottom of
each additional board. The three array’s boards with connectors were put in between, and the
guide tubes were put through all five boards. By this means the array was held stable during
assembling, and the guiding tubes were given additional hold. During assembling of the guide
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tubes, the array was put upside down as shown in Figure 2.14. This helped to hold the guide
tubes in position before they were soldered to the boards, as all the guide tubes stood out 2 mm
above the upper board thus having the same height (i.e. their endpoints were lying on an even
plane, as opposed to the one on the other end), and additionally having the same height as the
upper OMNETICS connector.
After the guide tubes were put through the drills they were soldered to the plated drills
manually using a thin soldering iron tip. Figure 2.14 shows a photograph of the almost completed
V4 array at this manufacturing stage.
At the last stage of the array’s assembling the space between the guiding tubes was filled
with a hard epoxy composite (STYCAST 2651MM, Emerson&Cuming, Westerlo, Belgium) to
prevent the tubes from bending and to put an isolating coating on metal parts. The epoxy
composite was a black liquid compound of high viscosity, which became hard when cured in a
stove for 2 hours at 65◦C. Its application was done in portions which were distributed manually
by means of small auxiliary tools (e.g. thin rods) allowing the compound layer to cover the
intended area, including space between the guide tubes, without void. Each portion of the
epoxy composite was applied after the previous one had cured. First, the epoxy composite was
applied to the space between the array’s boards. After that, the epoxy composite was applied
to the space between the guide tubes underneath the boards. For this purpose, portions of the
epoxy composite were put between the array’s bottom board and the additional board (marked
as B in Figure 2.14), leaving space between the epoxy composite layer and the additional board.
After a portion of the epoxy composite was applied and had cured, the additional board was
shifted by several millimeters towards the guide tubes’ ends (upwards in Figure 2.14) freeing
space for the next portion of the epoxy composite. By this means, with each new layer (portion
of the epoxy composite) the coating ”grew” towards the guide tubes’ ends. The last 5 mm
of the bottom end of all guide tubes were left uncovered to leave space between the silicone
covering the scull opening and the array (see Section 2.3.9). Thus, the bottom end of the epoxy
coating block formed a curved plane like the one formed by the guide tubes’ endpoints. Also,
the outstanding 2 mm of the guide tubes’ length above the upper board were left uncovered to
allow the application of the electrode pusher (see Section 2.4.6).
After the epoxy composite was applied and had cured, the additional boards were removed,
and the array’s manufacturing was completed. Later on, it was implanted together with the
second array whose manufacturing is described in the following.
2.3.7 Intracortical array for V1
The array for the monkey’s visual area V1 consisted of 96 guide tubes which were, like in V4
array, arranged in a hexagonal pattern to provide a 2 mm spacing on the brain surface. The
array covered the occipital gyrus as roughly shown in Figure 2.15. Occipital gyrus is known to
comprise the visual area V1 (see Gattass et al. (1981)).
Figure 2.16 shows a sagittal MRI slice of the monkey’s right brain hemisphere. Guide tubes
of the intracortical array are shown as alternating red and green lines. Because of the complex
brain curvature in the given area, each guide tube’s position in each row was defined separately
using MRI slices at corresponding ML values. The sagittal MRI slice at ML 3 shown in Figure
2.16 contains the first (most medial) row of 10 guide tubes. Further sagittal MRI slices with
increasing ML values were used to calculate positions of the following 11 guide tube rows with
slowly decreasing number of guide tubes. The last, most lateral 12th row contained 4 guide tubes.
Stereotaxic coordinates of the array corner points refer to the bottom ends of the corresponding
guide tubes of the designed array, they are provided by Table 2.9. The numbers from 1 to 4
32
IOS
STS
LU
1
2
3
4
Figure 2.15: Intracortical array for V1 on the monkey’s brain. Schematically
illustrated location of the intracortical array for monkey’s visual area V1 of the
right brain hemisphere. Red and green dots correspond roughly to electrodes’
target positions in the cortex. Because of surface curvature the drawing does not
provide exact measures. The dots are shown equidistant as if the brain surface
was plain. Because of this simplification the drawing just conveys the idea of
the electrodes’ number and their arrangement relative to each other. Stereotaxic
coordinates of the edge points marked from 1 to 4 are given in Table 2.10.
refer to the array’s corner points as shown in Figure 2.15. Stereotaxic coordinates of the cortex
area to record from by means of the array are provided in Table 2.10.
Table 2.9: Stereotaxic coordinates of the V1 array corner points, in mm.
1 2 3 4
AP -20.9 -8.3 -9.0 -13.0
ML 3 3 19.56 19.56
Z 31.3 41.4 33.3 30.2
Table 2.10: Stereotaxic coordinates of the cortex area covered by the V1 array, in
millimeters.
1 2 3 4
AP -21 -8.4 -9.1 -13.1
ML 3 3 19.56 19.56
Z 26.9 39.2 30.9 26.4
Guide tubes were produced in the same way as in case of the V4 array (see Section 2.3.3).
They were cut to lengths provided in Table 2.11. Similar to Table 2.8, it can be considered a
top view of the array. Each number represents a guide tube itself and means its actual length,
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Figure 2.16: Shown is sagittal slice of the monkey’s right brain hemisphere at
ML = 3. Guide tubes of the intracortical array are shown as alternating green
and red lines over the occipital gyrus, the red ones corresponding to the guide
tubes of the next (second) row. The guide tubes are tilted forward to 2◦ relative to
the normal line. The green crossed lines correspond to the stereotaxic coordinates
AP=0 and Z=0.
and the number’s position corresponds roughly to guide tube’s location. ”Roughly” refers to
the relative location of the guide tubes’ rows (presented as table columns numbered 1 to 12) to
each other, or in particular to the fact that the first guide tubes in each row were not necessarily
aligned on the array, as are the numbers in the present table. Upper guide tubes lie more
anterior, lower ones lie more posterior, the utmost left column of tubes (number 1) lies most
medial, the utmost right column (number 12) lies most lateral.
Figure 2.17 shows printed circuit boards for the V1 array at the same orientation used by the
array’s placement over the monkey’s brain, so that the upper board side corresponds to a more
anterior position, bottom side - more posterior, left - more medial, and right - more lateral. The
boards were designed and manufactured using the same tools as those for the V4 array. The
two boards were placed one over the other, and the guide tubes were put through the drills.
Each board had two OMNETICS connectors, and each guide tube was electrically connected to
a certain connector’s pin.
The details on the spacial arrangement of the guide tubes are shown in Figure 2.18 where a
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Table 2.11: Length of the V1 array’s guide tubes in millimeters.
1 2 3 4 5 6 7 8 9 10 11 12
29.209 29.791 29.209 29.791 29.209 29.802 29.234 29.829 29.288 29.878 29.389 30.012
27.905 28.514 27.905 28.514 27.905 28.533 27.963 28.587 28.045 28.688 28.223 28.937
26.550 27.198 26.550 27.198 26.550 27.235 26.646 27.320 26.753 27.478 27.034 27.862
25.224 25.846 25.224 25.846 25.224 25.904 25.366 26.029 25.525 26.258 25.925 26.795
23.909 24.526 23.909 24.526 23.909 24.605 24.092 24.775 24.294 25.086 24.811
22.652 23.255 22.652 23.255 22.652 23.358 22.892 23.573 23.133 23.968
21.484 22.040 21.484 22.040 21.484 22.171 21.779 22.438 22.077
20.404 20.926 20.404 20.926 20.404 21.074 20.712 21.398
19.439 19.892 19.439 19.892 19.439 20.053
18.583 18.988 18.583 18.988
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Figure 2.17: Printed circuit boards for the intracortical V1 array. Left: upper
board, right: bottom board. Two grey contour rectangles on the bottom part of
each board depicts an OMNETICS connector with small brown rectangles above
them being SMD pins. Brown and blue lines are wire traces on the top and bottom
side of the board. Green circles are plated drills for guide tubes to be inserted,
and green circles within the rectangles (OMNETICS connectors) are vias.
photograph of the fully assembled V1 array’s top view is presented on the left hand side, along
with an illustration of the drills’ placement presented on the right hand side. An estimation of
the lunate sulcus’ location is shown as a black curve lying among the guide tubes in relation to
the electrodes’ target positions on the brain surface. Similar to the V4 array, the guide tubes
spacing was depending on the slope of the brain surface, as the electrode target positions were
kept equidistant. So the distances between adjacent guide tubes get smaller as the slope of the
brain surface gets higher. This is reflected by the fact that the guide tubes on the bottom and
right edge of the boards are closer to one another. Exact placement of the drills on the printed
circuit boards is provided by Figure 2.19.
Like in case of the V4 array, to visualize the V1 array’s construction I developed a three-
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Figure 2.18: Top view of the intracortical V1 array. Left: photograph of the the
V1 array from above. Right: graph of the guide tubes locations. The black curve
on the graph schematically illustrates the location of the lunate sulcus relative to
the electrodes’ target spots on the brain surface, black crosses being its estimated
position in the corresponding sagittal MRI slices.
dimensional model of all its parts using software LightWave3D. Figure 2.20 shows a three-
dimensional model of the V1 array from four different perspectives. Each of the two printed
circuit boards had two OMNETICS connectors on it, each with 24 pins. The guide tubes stood
out 2 mm above the upper board, each having a tungsten tamping rod inside.
Figure 2.21 shows a photograph of the almost completed V1 array. An additional board
having drills at the the same locations as the array’s printed circuit boards was used as an
assembling auxiliary. It was split in two halves because of technical difficulties to mount all 96
guide tubes at once. As in case of the V4 array, after soldering I filled the space between the
guide tubes and the boards with a hard epoxy composite (see Section 2.3.3 for details) leaving
the last 5 mm of the bottom end of the guide tubes, as well as the guide tubes above the upper
board, uncovered.
2.3.8 Positioning of the arrays
I developed the arrays for intracortical recording from the monkey’s visual areas V1 and V4
taking into account the properties of the given cortex region, i.e. neuronal response character-
istics (Gattass et al., 1981, 1988), as well as spatial configuration of the specified area for the
given monkey. Some constraints on the arrays’ composition were put by surrounding conditions
(existing implants, handling convenience etc.). So the arrays’ location was determined along
with all their other parameters such as guide tube spacing, length, or tilt angle (see for example
MRI images in Figures 2.10 and 2.16). It is shown on a monkey’s brain model from four different
perspectives in Figure 2.22, compare to Figures 2.9 and 2.15.
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Figure 2.19: Drill pattern of the printed circuit boards for the intracortical V1
array. Shown are dimensions in millimeters between the drills, center to center.
Anatomical orientation is provided on the sides, as well as blue numbers of corner
points, compare to Figure 2.15. Coloring corresponds to that of electrode rows in
Figures 2.15 and 2.16 (first two rows from the most medial side).
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Figure 2.20: Three-dimensional model of the fully assembled V1 intracortical
array. View from four different perspectives is shown. The array was built up of
two printed circuit boards, 96 guide tubes inserted in the drills, and two 24-pin
OMNETICS connectors placed on each board. The shape of the surface formed
by the guide tube bottom ends was designed to fit the monkey’s brain surface.
The guide tubes contained tamping rods (not shown). The model was created in
LightWave3D.
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Figure 2.21: Photograph of the intracortical V1 array with auxiliary devices used
during assembling the parts. A total of 96 gold-plated guide tubes are mounted
at two stacked printed circuit boards. An additional board having drills at the
same locations as the array’s two boards was placed on bottom (A) and held by
two bolts (D). There were two 24-pin electrical plugs (OMNETICS connector)
marked as C on each of the two boards to route the signals from each individual
guide tube (i.e. from the given recording electrode) for further processing.
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Figure 2.22: Three-dimensional model of a monkey’s brain with both V4 and V1
intracortical arrays. The model is designed in LightWave3D, the two intracortical
arrays are placed over the right brain hemisphere: the V4 array is placed over the
prelunate gyrus, and the V1 array is placed over the occipital gyrus. A view from
four different perspectives is shown.
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2.3.9 Arrays’ surrounding
To ensure a good fixation on the monkey’s skull and a safe keeping during and beyond recording
sessions, I developed an appropriate enclosure of the arrays. I designed a border called cylinder
which surrounded the arrays close to the scull surface, and a lid fitting the border. Cylinder
and lid were made of metal (aluminum) to provide most stability and hold. The cylinder had a
basically square 5 mm thick profile and two cambers used to bolt the lid to it. The shape of the
cylinder and its lid was designed to meet space requirements of the arrays under a number of
constraints posed by the structural features of the area, as well as by already existing implants or
surrounding devices. In particular, by placing the medial part of the cylinder at a bigger distance
above the scull surface, I took into account the underlying parts of the epidural array implanted
over the monkey’s left brain hemisphere, as well as the head fixation parts. A three-dimensional
model of the cylinder and its lid is shown in Figure 2.23.
Figure 2.23: Three-dimensional model of a monkey’s brain, two intracortical ar-
rays over visual areas V1 and V4, and a metal border called cylinder placed around
the arrays. Two upper views show the cylinder from two different perspectives,
and the bottom pictures show the cylinder with its lid from the same two per-
spectives as the corresponding pictures above them. The two cambers with a hole
on the side and rare part of the cylinder were designed to bolt the lid to it.
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2.3.10 Implantation
The arrays were implanted chronically over the monkey’s right brain hemisphere. Thereby the
cranium bone parts underneath the arrays including a 1.5 mm wide margin were removed, and
the resulting trepanation was covered with a thin silicone film (Biopor 25 Shore, Dreve Otoplas-
tik, Germany). The silicone covered the dura mater as well as the bone ”walls” surrounding it.
After curing, the obtained silicone coating was removed for further preparation in vitro, which
included thorough examination for consistency and thickness corrections. The resulted coating
was approximately 0.5 mm thick. It was put inside the trepanation and sealed on the surface
of the dental cements. Additional dental cement layer was put over the silicone margin (see
Figure 2.24) to increase the contact surface between silicone and dental cement and improve the
imperviousness of the coating.
The arrays were put over the trepanation in a fresh applied another silicone layer. To prevent
silicone imbibition up the guide tubes the latter contained tamping rods inside them as described
above (see Section 2.3.3). The tamping rods had another auxiliary function: they evened out
the small deviations between the brain surface shape and the surface shape formed by the guide
tube bottom ends. The appropriate adjustment was made prior to the array’s final fixation over
the trepanation, and it consisted of bringing each tamping rod in contact with the underlying
primary silicone sheet. The goal of this adjustment was to keep the silicone layer as thin as
possible, so that the electrodes could penetrate it easier. After sealing the arrays in silicone,
multiple cement bonds between the epoxy composite and dental cements were established on
the array’s perimeter to fixate them in their position. A schematic illustration of the structural
conditions around the arrays is provided by Figure 2.24.
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Figure 2.24: Schematic drawing of the arrays’ surrounding. The arrays are en-
closed in a 5 mm thick metal border called cylinder which was embedded in
dental cements and had a lid to completely cover both arrays for the time beyond
recording sessions. Trepanation was laid out with an approximately 0.5 mm thick
silicone film shown as a light blue sheet. The arrays were put in a fresh applied
second silicone layer shown as a lighter blue sheet above the first one. The ce-
ment bonds between epoxy composite (shown as a grey shape occluding the guide
tubes) and dental cements are shown in light pink.
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2.4 Data acquisition and pre-processing
2.4.1 Recording setup
Figure 2.25 shows a general overview of the recording setup I used. Like in training sessions (see
Section 2.1), the monkey was sitting in a primate chair with his head restrained in front of a
screen on which a visual task was presented. The chair contained a built-in lever feeding a trigger
signal back to the PC as the monkey pressed or released it according to the task requirements.
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Figure 2.25: Overview of the recording setup and the major stages in data col-
lection. Schematically shown is the monkey sitting in a recording chamber and
performing a visual task which is presented on a monitor. The monkey’s brain
potentials were recorded by means of an implanted electrode array. These signals
were amplified and fed to a recording PC, together with the eye movement signal
and the lever signal. After a number of signal pre-processing stages described in
detail in the text, the data were added to the data pool.
Eye tracking
The method employed in the present work for eye movement tracking was based on magnetic
induction principles. It is called the Double Magnetic Induction method as outlined by Bour et al.
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(1984). The underlying idea is detection of movements of a metal ring aided by a surrounding
magnetic field. If such a ring is permeated by a time-dependent magnetic field, an eddy current
is induced in it. The strength of this eddy current changes with the degree of alignment between
ring axis and magnetic field direction. The eddy current is maximum when both the ring axis
and the magnetic field point in the same direction, and it is zero when they stand orthogonal
to each other. These principles were used to derive the actual eye orientation. As stated in
Section 2.3, the monkey had a golden ring implanted in his left eye, and during training and
recording sessions he was surrounded by two magnetic fields generated by a pair of coils placed
on the chamber’s perimeter. One magnetic field was pointed horizontally, and the other was
pointed vertically. If the monkey’s eye moved left or right, eddy currents were induced from
the horizontal magnetic field. If the eye moved up or down, eddy currents were induced from
the vertical magnetic field. These eddy currents generated a magnetic field of their own which
was detected by a small coil put in front of the monkeys eye. This detection coil was just big
enough that it did not obstruct the monkeys view and was placed as close to the eye, i.e. to
the eye ring, as possible. To be able to separate the detection coil signals for horizontal and
vertical movements, the two primary magnetic fields worked with different frequencies. Aided
by electronic evaluation, the two signals were separated and processed so that the eye position
was obtained. The current eye position was displayed on an oscilloscope. During task trials
the monkey had to fixate the central spot, so his sight had to be kept within the permitted eye
window (see Section 2.2). Monkey’s shifting the eyes away would cause shifting of the receptive
fields of the neurons being recorded from, so that the recording requirements would not be met.
That is why monitoring the monkey’s eyes was necessary. I defined a so called eye window
set up by threshold values for the eye signal. As soon as a threshold value of the eye signal
was exceeded, meaning the monkey’s breaking up of the fixation, the trial was aborted, and an
occurrence of an eye error was reported.
2.4.2 Electrodes
In case of epidural recordings, the electrodes were platinum-iridium wires embedded in a silicone
film and having an uninsulated tip bent in a loop form (see Figure 2.6 and Section 2.3.1 for
details).
For intracortical recordings I used stainless steel microelectrodes (FHC Inc., Bowdoin, ME,
USA, of the following types: UESMDFSEEPND, UESMCHSE2PND, UESMDHSE2PND, UESM-
CHSEXPND and UESMDHSEXPND, the latter two with specified impedance of 1.5 MΩ) with
shank diameter of 75 or 100 µm and an epoxylite insulation. The electrodes’ tips were uninsu-
lated, so that the electrodes had an impedance either 1.5 MΩ or 2 MΩ or 5-7 MΩ, measured at
1000 Hz. The electrode tips were rounded with a diameter of approx. 3 µm. After setting the
impedance, the tips were platinum plated (”Platinum Black”) by the electrodes’ manufacturer,
so that the final impedance got reduced. However, after several months of storage the electrode
impedance became mostly higher (see Figure 2.27). To measure the impedance values I used
the method described in the following.
2.4.3 Impedance measurement
I used a custom designed impedance measurement device based on the circuit shown in Figure
2.26 and manufactured with a microchip TS922 as well as resistors and a capacitor. Input
voltage Vin was in a sine wave form at a frequency of 1000 Hz. The following considerations
helped to determine the impedance Z of the electrode (Horowitz and Hill, 2001).
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Figure 2.26: Electrical circuit used to determine the impedance of the electrodes.
The electrode which impedance Z is to be determined is immersed in a sodium
chloride solution. Knowing the input voltage Vin and the measured output voltage
Vout allows to draw conclusions about the electrode impedance value. Circuit parts
marked with red letters A, B, and C are referred to in the text. Rref = 1MΩ,
C1 = 0.1 µF , R1 = 10 kΩ, R2 = 100 kΩ, R3 = 1 kΩ.
Vout
Vin
= k = kA · kB · kC (2.7)
Equation 2.7 gives the total voltage gain k of the circuit in relation to the gains of the circuit
parts A, B, and C marked in red (see Figure 2.26).
Part A is a voltage divider made from the reference resistor Rref and the electrode, its gain
kA is given by
kA =
Z
Z +Rref
(2.8)
Part B consists of a buffer (gain = 1) and a voltage divider made from the capacitor C1 and
the resistor R1, and serving as a high-pass filter. Similar to Equation 2.8, one can write:
kB =
R1
R1 +
1
jwC1
=
R1jwC1
R1jwC1 + 1
, (2.9)
where j is the imaginary unit, and w the voltage angular frequency. As the input voltage has a
frequency of 1000 Hz, w = 2π · 1000 [rad/s]. Considering also the values of R1 and C1, kB ≈ 1.
For part C:
kC =
R2 +R3
R3
= 1 +
R2
R3
. (2.10)
Considering the values of R2 and R3, kC = 101.
Combining Equations 2.7 and 2.8 yields:
k =
Z · kB · kC
Z +Rref
(2.11)
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or rearranged:
Z =
k ·Rref
kB · kC − k . (2.12)
Equation 2.12 provides the relation between electrode impedance Z and circuit parameters
including voltage gain. If the input voltage amplitude was maintained constant, as well as the
circuit parameters Rref , R1, R2, R3 and C1, the measured amplitude of the output voltage was
determined by the electrode impedance. So for convenience I calculated for a given input voltage
a reference table relating the measured output voltage to the electrode impedance, and used it
to determine the impedance based on the measured voltage.
2.4.4 Impedance values
I measured the electrodes’ impedance as schematically shown in Figure 2.26, and the resulted
values are provided by Figure 2.27. A number of preliminary tests applying some example
electrodes of different types were performed to evaluate their recording quality or differences
electrode parameters, in particular electrode shank diameter and impedance. On some test
electrodes additional rhodium plating was applied to reduce the electrode impedance. The tests
revealed no noticeable differences in recording signals whatsoever. I also compared the initial
impedance values of the tested electrodes with those obtained after measurement of the monkey’s
brain potentials. For the most part, electrode impedance sank dramatically from several MΩ
down to several hundred kΩ. On one electrode tip I could observe a change of the uninsulated
part length from 17.5 µm to 30 µm which explained qualitatively the impedance decrease from
8.8MΩ to 240 kΩ. The effect of uninsulated part extension might have occurred during the
electrode penetration through the silicone sheet or through the dura mater (see Figure 2.24),
whereby the epoxy layer might have been pushed back.
Initial impedance values of the electrodes (measured in vitro before their application in vivo)
are shown in Figure 2.27 together with their impedance values prior to platinum plating per-
formed by the electrode manufacturer. Platinum plating is known to decrease the electrode
impedance, which was observed on some electrodes, compare the color coded impedance values
with the numerical ones in Figure 2.27. An increase of the impedance on other electrodes could
have been a result of surface oxidation at the electrode tips during the storage. According to the
findings from the preliminary tests described above, no additional tip plating on the recording
electrodes was performed to reduce the electrodes’ impedance, as the impedance was assumed
to drop after the penetration of the silicone sheet and the dura mater.
The chosen placement of different electrodes within the arrays followed no particular pattern.
Two guide tubes of the V1 array contained no electrode as they already delivered brain signals.
This indicated an electrical contact between the guide tubes and brain tissue which could have
resulted from these guide tubes’ local penetration of the silicone coating.
2.4.5 Electrical contact
As the guide tubes were designed to transfer brain signals (see for example the circuitry in
Figures 2.11 and 2.17), an electrical contact had to be established between each electrode and
its carrying guide tube. For this purpose, the epoxylite layer was removed on a small area on
each electrode, and the uninsulated part was bent as shown on a photograph in Figure 2.28. As
the electrodes were put in thin guide tubes, they got only partly straightened, and the bend got
pressed against the guide tubes’ inner walls making an electrical contact with it (see part B in
Figure 2.29).
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Figure 2.27: Electrodes’ initial impedance inMΩ. Each square illustrates a guide
tube containing an electrode of the specified impedance. Spacial arrangement of
the guide tubes corresponds to their actual arrangement within the arrays. Only
selected part of the arrays is shown (compare to Figure 3.2). Impedance the
electrodes had before platinum plating is coded by color: blue (1.5MΩ), yellow
(2MΩ), and pink (5−7MΩ). Squares with a double rim correspond to electrodes
with 75µm shank diameter, single rim - to electrodes with 100µm. White squares
with a minus sign symbolize guide tubes with no electrode.
The bend was located in the upper part of each electrode. For each guide tube the bend
location was determined considering two boundary conditions: the bend has to be within the
given guide tube both in the initial position (electrode tip close to guide tube’s bottom end)
and in the end position (electrode tip at the target spot in the brain).
2.4.6 Electrodes’ placement
I assigned each electrode to a particular guide tube. Proper length was hereby the only suitability
criterion. As the guide tubes’ length varied substantially (see Table 2.8 and 2.11), the electrodes
of correspondingly different length were needed. First of all, an electrode had to be long enough
to fit the given guide tube. Furthermore, I estimated the distance between the guide tube’s
bottom end and the target recording spot, i.e. how far the electrode had to be advanced. This
distance was larger for guide tubes positioned more laterally. After reaching the target spot,
each electrode had to stand out at least 1 mm above its guide tube end, so that it could be
moved backwards if necessary by grabbing the outstanding tail.
On the other hand, an electrode could not just be as long as possible as it had to fit the
space under the cylinder’s lid without being bent (see an example sketch in Figure 2.24). After
recording sessions the electrodes were not fully retracted from the guide tubes, so their end
parts stayed out over the guide tubes’ upper ends. The cylinder lid had to be closed in order
to keep arrays and electrodes safe beyond recording sessions. Thereby the electrodes had to be
short enough so that the lid did not contact them because electrodes’ uncontrolled advancing
or bending would be undesirable.
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Figure 2.28: Photograph of an example electrode used for the intracortical record-
ings. The electrode has an uninsulated part bent at approximately 135◦. The bend
made an electrical contact with the guide tubes’ inner wall.
Taking into account these considerations, a proper electrode length as well as the bend
location was determined for each guide tube. The electrodes were initially between 61 − 70
mm long, so they were shortened to approximately 30 − 40 mm depending on the guide tubes’
location within the array.
The electrodes were put manually into the guide tubes after the arrays were implanted and
the tamping rods were removed. To protect the electrode tips during this procedure I used a
small custom made auxiliary tool. It consisted basically of a cylinder made of a 30 gauge cannula
inserted into a cylinder made of a 23 gauge cannula. The walls on both cylinders were grounded
on the bottom end so that the inner walls were above the outer walls. This was done to ease
the insertion of the electrodes in the device. For a general idea of the described construction see
Figure 2.29 (part A, without the pushing rod). An electrode was inserted through the bottom
end of the device, electrode’s tip pointing down. Then it was pulled upwards till the tip got
inside the inner cylinder, this would correspond to the position of the pushing rod in Figure
2.29, part A. The device was placed over the guide tube so that its inner cylinder aligned with
the guide tube, and the electrode was pushed downwards till the bend anchored it inside the
guide tube.
To advance the electrodes down the guide tube I used a custom made pusher schematically
shown in Figure 2.29 (a photograph is shown in Figure 2.30). It was based on a similar con-
struction as the auxiliary tool described above which I used for tip protection during electrode
insertion. The pusher allowed to advance the electrodes at certain distances measured with the
micrometer screw gauge to which the pushing rod was attached. Electrode advancement was
performed in two steps: 1) adjusting the pushing rod position, and 2) placing the pusher over
the guide tube in question, whereby the electrode was pushed downwards. Calculation of the
pushing rod position was based on the given pusher parts’ dimensions as well as guide tube
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Figure 2.29: Construction of the electrode pusher I used for advancing recording
electrodes in the intracortical arrays. A: Basic configuration consisting of a 30
gauge cylinder fixated in a 23 gauge cylinder, and a movable pushing rod inside.
The pushing rod was tightened to a micrometer screw gauge (see Figure 2.30)
which allowed for measurement of rod’s position relative to the inner cylinder
walls. To check the functioning of the device before usage, a cavity in the outer
cylinder walls was made (see the bottom part of Figure 2.30) through which
the advancement of the pushing rod could be viewed. B: Pusher applied on an
electrode. Shown are three arbitrary array’s guide tubes, each with an electrode
inside it. The pusher with adjusted position of the pushing rod is placed over the
middle guide tube causing the electrode to be pushed downwards.
length, electrode length, and the length of the removed tamping rod. The latter provided an
estimation of the distance between the guide tube’s end and the surface of the primary silicone
sheet which covered the trepanation (see Section 2.3.9).
Electrode advancement was done in a chess board pattern for a better recovery of the brain
tissue. First, the electrodes were pushed downwards for several hundred micrometer at a time.
On approach to the target spots, further advancement was done in finer steps with ongoing
monitoring of the electrode’s signal. For this purpose the potential between the given electrode’s
tip and the reference electrode was fed into an oscilloscope to be monitored in real time, and
additionally as as an audio signal through headphones. An electrode was considered to be put
in its target spot when it had penetrated the silicone sheet and the dura mater, and had reached
the upper layers of the cortex, whereby it started delivering a characteristic field potential
signal. The final position of the electrodes during collecting the presented data is provided by
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Figure 2.30: Photograph of the electrode pusher. A 23 gauge cylinder A with a 30
gauge cylinder inside it (see part A in Figure 2.29) was fixated on a micrometer
screw gauge, in which the screw E caused the pin D to move the inner part C to
which the pushing rod B was mounted. The pushing rod threaded in the cylinder
A was tightened on its other end to the screws on the inner part C; isolating white
coating F was used for a better fixation. End part of the cylinder A highlighted
with a red rectangular is shown zoomed on the bottom.
Figure 2.31. By the end of each recording day the electrodes were lifted for approximately a
few hundred micrometers by pulling the outstanding electrodes’ tails upwards. Before starting
the next recording session, the electrodes were put in the known position (as shown in Figure
2.31) by setting the pushing rod in the appropriate position and placing the electrode pusher
over each given electrode, so that it was advanced to its final position in one step.
2.4.7 Receptive fields’ mapping
Each electrode of the array allowed to measure electrical potential between the electrode’s tip
and the reference electrode. The result of this measurement (i.e. the time course of the electrical
potential) described the current activity of the neuronal population adjacent to the electrode’s
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Figure 2.31: Electrode depth in millimeters in the intracortical arrays. The values
correspond to the distance between the upper surface of the primary silicone
sheet covering the trepanation and the final position of the electrode tip, i.e. the
recording spot. For a quick survey, the depth is symbolized by the shades of grey,
white corresponding to the smallest value, and black to the biggest value. Depth
corresponds to distance measurement along the guide tube axis. Only selected
part of the arrays is shown (compare to Figure 3.2).
tip. I attempted to estimate the receptive field of the neuronal population corresponding to each
electrode.
After an electrode reached its target spot, I tried to stimulate the neurons whose activity
could be measured by this electrode. For this purpose, I presented simple objects on the screen
while the monkey was fixating the central spot, and the current neuronal activity was being
visually and acoustically monitored (see previous section). Using remote control from another
computer, I moved a small (< 1◦ length) bar across the monkey’s visual field, and in several
cases I observed visible and audible changes in the current neuronal activity as the bar crossed
some specific region of the visual field. I considered these changes in the neuronal activity to
be caused by the response of the neurons being recorded from to the visual stimulus. Hence,
the region of the visual field in which such a response was observed was considered to be the
receptive field of the given neuronal population. Because the stimulation was performed by
remotely controlled manual moving a stimulus across the monkey’s visual field, I called this
procedure of estimating receptive fields hand-mapping.
2.5 Signals transfer
While the monkey was performing his visual task, his brain signals were being acquired by the
arrays’ electrodes, amplified, digitized, and recorded on a PC. In the following, I describe the
signals transfer and processing routines in more detail.
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2.5.1 Amplification
The brain signals were pre-amplified as close to their source as possible. This was done to
prevent the rather small signals from being altered by the influence of induced disturbances of
similar order of magnitude which would be the case if these small signals would be transferred
across long distances before amplification.
I used two 32-channel differential pre-amplifiers PA32 in the recordings with the epidural ar-
ray and three differential 64-channel pre-amplifiers PA64 in the recordings with the intracortical
array (one for the V4 array and two for the V1 array). The reference signal was common for all
array’s channels, it was obtained from a reference electrode (see the preface of Section 2.3). The
pre-amplifiers, also called headstage, were placed close to the monkey’s head. All pre-amplifiers
had a gain factor 10 and a bandwidth 0-10 kHz.
Pre-amplified signals were then transferred from the headstage to the main amplifiers: two
PGA32 in recordings with the epidural array and three PGA64 in recordings with the intra-
cortical array. The amplifiers allowed for a programmable selection of the gain factor for each
channel. In case of epidural recordings the gain factor for all channels was 4000, and the band-
width of the output signals was 1-150 Hz. And in case of intracortical recordings the gain factor
for all channels was 500, bandwidth 1-5000 Hz.
All pre-amplifiers, amplifiers, and their power supply stations were obtained from Multi
Channel Systems, Reutlingen, Germany.
2.5.2 Analog to digital conversion
Amplified brain signals were digitized by means of analog to digital converters. In case of the
epidural recordings, for this purpose I used an ADC64 card, and the signals were continuously
recorded at a sampling rate of 1000 Hz. The resulting time shifts in the signals on different chan-
nels, i.e. from different electrodes, were neglected (e.g. 0.001 s between signals from neighboring
channels).
In case of the intracortical recordings I used two cards: ADC64 and MC128, and the signals
were recorded at a sampling rate of 25000 Hz. As the two cards could possibly differ in their time
counting, I corrected (synchronized) signals recorded by the two cards using known time stamps
as a reference. Such time stamps were provided by trigger signals which were generated by the
stimulation PC in association with the so called ”events” like trial start, trial end etc. These
trigger signals were fed to both converter cards in order to be used in the offline synchronization
of the signals. The time course of the signals was adjusted so that the time stamps recorded on
both cards coincided.
2.5.3 Filtering
I applied three higher-order digital filters to the recorded brain signals. In case of the intracortical
recordings I first applied a lowpass filter (see Figure 2.32, left plot), and then down-sampled
the data to a sampling rate of 1000 Hz. This procedure was skipped in case of the epidural
recordings which originally had a sample rate of 1000 Hz. For DC offset removal I used a Dolph-
Chebyshev highpass filter (see Figure 2.32, middle plot). Additionally, I applied a bandpass
filter suppressing signal components beyond the frequency range I were interested in (see Figure
2.32, right plot).
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Figure 2.32: Magnitude response of the digital filters I applied to recorded signals.
Left: equiripple FIR 1778th order lowpass filter (passband 0-450 Hz, passband
ripple 0.027 dB, stopband edge frequency 500 Hz, stopband ripple -79.4 dB).
Middle: FIR 1560th order highpass Dolph-Chebyshev filter for removing the DC
component (passband from 1.2 Hz, passband ripple 0.048 dB, infinite attenuation
at 0 Hz). Right: FIR 874th order bandpass filter (passband 16-200 Hz, passband
ripple 0.03 dB, stopband edge frequencies 12 and 204 Hz, stopband ripple -79.6
dB.)
2.5.4 Calibration
As the recorded signals were amplified, I calibrated them to obtain the original voltage magni-
tude. In case of the epidural recordings, a sine wave generator was connected to the recording
system in place of the monkey’s brain, and a calibration signal with known parameters (a sine
wave with frequency 15 Hz and amplitude 0.0001 V) was recorded on all channels on each
recording day. These recordings were used as a reference for signal calibration on a daily basis.
In case of the intracortical recordings, I calculated the signals’ original voltage magnitude
based on the known output voltage range of the analog to digital converter cards (+/- 5 V), as
well as on the gain factors set on the amplifiers (5000 for all channels, incl. pre-amplifiers).
2.6 Data analysis
2.6.1 Wavelet transform
As I was particularly interested in the phase relations of neuronal oscillatory responses, I aimed to
obtain a time-frequency representation of the recorded brain potentials. For this purpose I used
wavelet transform - the most common method for investigating the oscillatory characteristics of
neurophysiological data. So, I decomposed the recorded brain signals into their basic elements
which were in this case various versions of a so called wavelet. Figure 2.33 shows the essential
ingredients of the wavelet analysis I applied to the obtained data using the Morlet wavelet.
The Morlet wavelet is described by
M(f0, t0, t) = A(f0) exp
{
−(t− t0)
2
2σ2t
}
exp {2iπf0(t− t0)} (2.13)
where A(f0) is a frequency-dependent amplitude which normalizes the area below each wavelet
to unity. Towards both sides, this amplitude decreases in a Gaussian shape, σt is here the
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Figure 2.33: Random signal and a Morlet wavelet. To check whether the signal
oscillates with a certain frequency f0 at a given time t0, the product of signal and
wavelet is integrated over time (from minus ∞ to plus ∞). To account for phase
shifts, the wavelet is complex meaning that it consists of two components which
are its real and its imaginary part. In the shown example, t0 = 3 s and f0 = 5 Hz.
standard deviation
σt =
CWF
2πf0
(2.14)
with CWF being the wavelet family constant. The value of CWF determines how many oscilla-
tions (with the frequency f0) are in the wavelet and is kept constant throughout the analysis.
The number of oscillations in the wavelet is approximately identical to the wavelet family con-
stant. CWF = 1 gives the limit case of the single-wave Mexican hat wavelet which is insufficient
to distinctly identify a certain frequency in a signal since there is no repetition. Therefore, a
multiple-wave wavelet has to be used. According to Tallon-Baudry et al. (1996), CWF ≈ 5
or higher should be chosen. For the present wavelet analysis CWF = 6 was chosen yielding
σt = 3/(πf0).
The frequency-dependent amplitude A(f0) is found by integrating the absolute area below
the wavelet curve and dividing the curve by the integration result. The result is:
A(f0) = (σt
√
π)−1/2 (2.15)
(Tallon-Baudry et al., 1996) which gives the complex Morlet wavelet in Equation 2.13 the ap-
pearance
M(f0, t0, t) = (σt
√
π)−1/2 exp
{
−(t− t0)
2
2σ2t
}
exp {2iπf0(t− t0)} (2.16)
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The wavelet transformation I applied to the recorded brain potentials φ(t) is described by
WMφ (f0, t0) =
∞∫
−∞
φ(t)M(f0, t0, t)dt . (2.17)
This transformation was performed for a finite number of time and frequency steps t0 and f0.
The time course of the signals was measured evenly in 10 ms steps, and the 35 used frequency
steps, called frequency bins, were defined as follows: f0 [Hz] = 4.84007, 5.35945, 5.93457,
6.57141, 7.27659, 8.05744, 8.92208, 9.8795, 10.9397, 12.1136, 13.4135, 14.8529, 16.4468, 18.2117,
20.166, 22.33, 24.7262, 27.3796, 30.3176, 33.571, 37.1735, 41.1626, 45.5797, 50.4709, 55.8869,
61.8841, 68.5249, 75.8783, 84.0208, 93.037, 103.021, 114.076, 126.317, 139.872, 154.882.
The complex values WMφ (f0, t0) called wavelet coefficients describe the time-frequency rep-
resentation of the scrutinized potential φ(t): a measure for the signal’s amplitude in a given
time-frequency window is given by
AWφ (f0, t0) = |WMφ (f0, t0)| =
√
ℜ
{
WMφ (f0, t0)
}2
+ ℑ
{
WMφ (f0, t0)
}2
, (2.18)
and the oscillation phase is given by
αWφ (f0, t0) = arctan
ℑ
{
WMφ (f0, t0)
}
ℜ
{
WMφ (f0, t0)
} , (2.19)
where ℜ means the real part, and ℑ means the imaginary part.
2.6.2 Power spectral density
The amount of signal’s energy contained in a given frequency is characterized by the power
spectral density (PSD). To obtain the instantaneous PSD for a given frequency f0, above trans-
formation (see Equation 2.17) was processed further as
PSD(f0, t0) =
1
fN
∣∣WMφ (f0, t0)∣∣2 , (2.20)
where fN = 500 Hz is one half of the sampling rate and is called Nyquist frequency.
As the gamma frequency band was of particular interest in this study, I often used PSD
values averaged in the frequency band from 45 to 81 Hz. Obtained values were referred to as
γ-PSD, it is commonly considered to be characteristic of the neuronal activity caused by visual
stimulation.
Averaging
Being a quadratic measure of amplitude (see Equation 2.20), PSD proved to be not normally
distributed (see for example Figures 5.1, 5.3, and 5.4 in Appendix B). Hence, the most common
method of averaging - calculating an arithmetic mean - was not suitable in this case. Median is
known to provide a better measure for the data central tendency in case of skewed distributions
like the given one (for example, compare the dashed black and red vertical lines in Figure 5.1
in Appendix B). So, average PSD values characterizing neuronal activity on a given recording
site were obtained as a median of the respective values population. In case of averaging across
multiple data files, an average value for each file was built first.
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For displaying one-dimensional data (e.g. the time course of the γ-PSD) a moving average
with a sliding window of 21 data points was applied to smooth the resulting line graphs. For
convenience, no correction for edge effects was performed, as the graph edges corresponding to
the first and the last few samples of data were not further analyzed.
2.6.3 Signal normalization
In this study I was interested in neuronal activity related to the processing of the presented visual
stimuli. Neurons are, however, known to produce spontaneous activity in the absence of stimuli
in their receptive fields, too. When some visual stimuli are placed within the receptive field of
a neuronal population, the response of this population is commonly thought to contain both
stimulus-driven activity and spontaneous activity unrelated to the stimuli processing. Hence, to
reveal activation patterns I extracted the stimulus-related part of the recorded signals by means
of normalization.
Spontaneous activity
Spontaneous neuronal activity was measured in the initial stage of each trial when only the
central spot was presented on the screen. As the monkey fixated the spot, there were no visual
stimuli in the neuronal populations’ receptive field at this time. So, the initial section of each
trial starting with the monkey fixating the central spot and pressing the lever, and ending after
further 650 ms with the shapes’ appearance (see Section 2.2 for timing details) was suitable for
the estimation of spontaneous activity. I calculated spontaneous oscillatory activity averaging
PSD-values of the recorded signals between 150 and 500 ms after the trial start. Not including
the first and the last 150 ms of the initial fixation was done to avoid catching some imaginable
neuronal activity associated with events other than fixating the central spot. The estimated
values of the oscillatory spontaneous activity PSD recorded at all sites in the gamma frequency
range can be found in Appendix B (see Figure 5.2).
Normalization method
I extracted the stimulus related part of the signal by subtracting the average spontaneous activity
from the recorded (raw) activity. The result was then divided by spontaneous activity:
PSDnorm =
PSDraw − PSDspont
PSDspont
, (2.21)
where PSDnorm corresponds to the normalized neuronal activity, PSDraw - to the recorded
raw activity, and PSDspont - to the spontaneous activity calculated as described above. Nor-
malization was done file-wise, i.e. neuronal activity from a given data file was normalized by
spontaneous activity recorded in the same data file and averaged across all trials used in the
data analysis.
Normalized PSD calculated according to Equation 2.21 represents stimulus related activity
scaled by spontaneous activity. In other words, Equation 2.21 implements the commonly as-
sumed model describing recorded activity (PSDraw) as spontaneous activity (PSDspont) added
up with the stimulus related activity. The latter can be expressed as spontaneous activity
multiplied with an unknown factor A (i.e. as PSDspont · A), where A can be arbitrarily re-
named to PSDnorm. Equation 2.22 describes the obtained relation, which is in fact a simple
transformation of Equation 2.21:
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PSDraw = PSDnorm · PSDspont + PSDspont . (2.22)
So, calculated values PSDnorm yielded the unknown multiplication factor, or the ratio between
stimulus related and spontaneous activity for a given recording site.
By means of this kind of normalization, PSD was expressed on a spontaneous activity scale
for each recording site, which allowed for unification of the measured stimulus-driven neuronal
activity between sites and for displaying it in terms of changes of the baseline activity.
2.6.4 Data selection criterion
Data selection was done based on the stimulus-driven neuronal activation quantified by the γ-
PSD value computed for each recording site from a given data file (further details on computation
see below). I called these γ-PSD values characteristic. The data selection criterion was set as
follows: for a given recording site discard all data files in which the characteristic γ-PSD value
corresponding to either attended or non-attended stimulus lay under the value 1. Thus, the
data used for testing the working hypothesis complied with the requirement:
PSDnorm ≥ 1 . (2.23)
The characteristic γ-PSD value for the data selection criterion (Equation 2.23) was computed
according to Equation 2.20 for each recording site and averaged over all trials of a given stim-
ulation condition in the time range from 3.35 to 6.15 sec (two-cycle-span) and in the frequency
range from 45 to 81 Hz (gamma band), normalization was done according to Equation 2.21.
The time interval for averaging corresponded to two full morphing cycles of the shape-tracking
task (see Figure 2.3 for timing details). Thus, the obtained value was a measure of the neuronal
activation related to the processing of the presented morphing stimulus. The time interval was
chosen to lie well beyond the initial and ending phase of each trial to exclude other possible
effects related to memorizing the target shape and preparing for a motor response (see Section
2.2 for task details).
As I normalized PSD by subtracting the average spontaneous PSD and then dividing by it (see
Equation 2.21), the criterion defined by Equation 2.23 would demand that the stimulus-driven
activity should be at least double as high as the spontaneous activity, as shown in Equation
2.24:
PSDnorm =
PSDraw − PSDspont
PSDspont
≥ 1 ⇒ PSDraw ≥ 2 ∗ PSDspont . (2.24)
In other words, the data analysis (i.e., testing the working hypothesis) included only data
in which neuronal activity caused by the stimulus - whether it was attended by the monkey or
not - was twice as high as the spontaneous neuronal activity measured in the absence of visual
stimuli.
2.6.5 Phase synchronization
Wavelet transform estimated instantaneous phase of signal oscillations at a given frequency
(see Equation 2.19), recorded from a given neuronal population. I considered responses of two
different neuronal populations oscillating synchronously at a given frequency, i.e. being phase-
locked, when their phase difference did not change over time. To express this in general terms,
one can consider two oscillatory signals φ1(t) and φ2(t) described as
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φ1(t) = A1(t) exp{iα1(t)} , φ2(t) = A2(t) exp{iα2(t)} , (2.25)
with the time-dependent amplitude A1(t) and A2(t), as well as the phase angles α1(t) and α2(t).
The phase angles are related by α2(t) = α1(t) + ∆α(t), and phase-locking requires that the
phase angle difference
∆α(t) = α2(t)− α1(t) (2.26)
does not change over time.
Variables’ dependence on frequency f0 in Equations 2.25-2.26 is implied, but omitted for
simplification purposes. The phase relation between oscillatory responses were analyzed in each
frequency bin.
2.6.6 Synchrony factor
To asses phase synchronization between oscillatory responses of two neuronal populations, I
computed their phase angle difference given by Equations 2.26 and 2.19. Averaging across all
available trials of the same recording condition (see Figure 2.4 for an overview) was performed
to obtain a reliable measure, e.g. a mean phase angle difference.
It should be noted that angles are a circular data type. Most other data can be assigned to
a linear scale and are therefore called linear data. Circular data, however, lie on a scale which
is closed in itself and have therefore to be treated differently. The equations in this section can
be found in Zar (2010).
Phase angle difference values ∆α obtained for each trial were projected onto a unit circle in
the complex plane (see Figure 2.34 for an illustration), and the mean phase angle difference ∆α
could be obtained by first calculating the mean values for cos∆α and sin∆α:
X =
1
n
n∑
j=1
cos∆αj , Y =
1
n
n∑
j=1
sin∆αj , (2.27)
with n being the number of trials.
The two quantities X and Y give a mean vector with the length
r =
√
X2 + Y 2 . (2.28)
I called the length of the mean vector defined by Equation 2.28 and being a measure of
synchronicity between two oscillatory signals, ”synchrony factor”. If r = 0, there is no mean
vector and hence no mean phase angle difference. If r > 0, the mean phase angle difference is
given by
∆α = arctan
Y
X
. (2.29)
Synchrony factor value lying between 0 and 1 quantified the degree of phase synchronization
for a given frequency: small values accounted for mostly uncorrelated phase differences (see part
A in Figure 2.34), and big values accounted for rather concentrated phase difference values (see
part B in Figure 2.34). In the latter case one could speak of a relatively stable phase relation
between two oscillatory signals, i.e. of phase synchronization.
When all phase differences are random, the expected value rexp of the synchrony factor is
estimated to be
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Figure 2.34: Phase angle differences and the mean vector. Shown is a unit circle
in the complex plane with phase angle difference values ∆αj projected onto it.
A: Nearly random distribution of the phase angle differences resulting in a mean
vector r with a rather small length. B: Phase angle differences are more concen-
trated and build a bigger mean vector r indicating phase synchronization of the
two signals. With modifications, from Womelsdorf et al. (2007).
rexp =
√
π
2
√
n
, (2.30)
with n being the number of trials (Grothe et al., 2012).
2.6.7 Watson U squared test with ties
To examine statistical relation between two specific sets of circular data, namely the phase angle
differences corresponding to recordings under two different conditions, I employed the Watson
U2 test with ties.
For this test the values in each data set were arranged in ascending order, one data set defined
as a1i and the other as a2j , with i and j being the rank (current number) of the given value in the
first or second data set, respectively. Along with the indexes i and j, cumulative numbers m1i
and m2j were assigned for counting the current value and also taking into account the number
of possible value repetitions by counting every data point. So, m1i ranged from 1 to n1, and
m2j ranged from 1 to n2, where n1 and n2 were the numbers of data points (trials) in the first
and in the second data sets, respectively. The total number of data points was N = n1 + n2.
Additionally, t1i denoted the number of data points in the first data set having the value a1i,
and t2i denoted the number of data points in the second data set having the value a2i, and tk (k
ranging from 1 to N) contained the total number of data points having the same value at each
aij .
The test statistic U2 was computed as follows:
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U2 =
n1n2
N2


N∑
k=1
tkd
2
k −
(
N∑
k=1
tkdk
)2
N

 (2.31)
with
dk =
m1i
n1
− m2ji
n2
. (2.32)
After calculation, U2 had to be compared with the critical value U2ǫ,n1,n2 , where ǫ = 0.05 is the
commonly chosen significance level, and the required critical values were obtained from a table
as given by Zar (2010) in Appendix B38a. If the calculated test statistic U2 lay below the critical
value U20.05,n1,n2 , the hypothesis about the two data sets coming from the same population could
be rejected, meaning that the mean phase angle differences corresponding to recordings under
two different conditions were significantly different.
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Chapter 3
Results
3.1 Mapping of the receptive fields
After the arrays were implanted and the monkey recovered from the surgery, I performed test
recordings to confirm that the arrays were located over the monkey’s visual areas V1 and V4, as
well as to survey the topography of the covered brain region by estimating the receptive fields
of the neuronal populations being recorded from.
3.1.1 Epidural array
Verification of the epidural array’s location took place in the previous study exploring atten-
tional effects in the monkey’s visual area V4. It was shown that the array covers the area V4
representing a part of the monkey’s right side visual field up to 5◦ of eccentricity (see Taylor
et al. (2005)).
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Figure 3.1: Mapping of the receptive fields with the epidural array. Left part:
visual stimuli. Each stimulus was a grey filled square on the shown numbered
location. Stimuli used later on in the shape-tracking task are outlined in light
grey. Right part: epidural array illustrated as red dots (electrodes) connected for
better visibility. Neuronal activation is shown as colored patches which correspond
to the regions where the presented stimuli caused more than a threefold increase
of CSD in the gamma frequency band compared to spontaneous activity. Stimuli
numbers and color (left part) correspond to those of the corresponding activation
spots (right part).
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Using the same methods as described in Taylor et al. (2005) I performed additional mapping
for the V1 part of the array by analyzing the recorded responses produced by small rectangular
stimuli. Figure 3.1 shows the assembly of the presented stimuli and the regions of neuronal
activation caused by these stimuli. The stimuli were presented sequentially, one at a time,
and the corresponding activation map was computed using methods described in Taylor et al.
(2005). As extrapolation was used for constructing continuous activation maps, some of the
activation spots were estimated to lie beyond the array. Confirming expectations, the array
covered area V1 representing a part of the monkey’s right side visual field up to approximately
1.5◦ of eccentricity. The mapping results were consistent with the known visual topography of
the macaque monkeys’ area V1 corresponding to the array’s location (see Gattass et al. (1981)).
Letters A, B and C in the right part of Figure 3.1 mark recording sites used later on as example
sites (see Figure 3.11).
3.1.2 Intracortical arrays
I performed test recordings while the monkey fixated the central spot. Thereby, the signal from
each given electrode at a time was monitored visually and acoustically (see Section 2.4.6), as I
tried to hand-map the receptive fields of the neurons adjacent to the given electrode’s tip (see
Section 2.4.7). In several cases I observed visible and audible changes in the neuronal activity
as I stimulated some specific region in the monkey’s visual field with a moving bar. I considered
such a visual field region to be the receptive field of the neuronal population being recorded
from. The whole set of the obtained receptive fields is shown in Figure 3.2.
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Figure 3.2: Hand-mapping of the receptive fields with the intracortical arrays.
Left part: Receptive fields of the neurons being recorded from by the electrode
with the specified number. Stimuli used later on in the shape-tracking task are
outlined in light gray. Right part: Schematically illustrated intracortical arrays
with correspondingly colored electrodes, i.e. recording sites corresponding to re-
ceptive fields being mapped. In this study I evaluated the signals recorded from
the arrays’ parts highlighted in grey.
The mapping results were consistent with the known visual topography of the macaque
monkeys’ areas V1 and V4 corresponding to the arrays’ location (see Gattass et al. (1981)
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and Gattass et al. (1988)). Based on the obtained receptive field map I defined the stimulus
constellation for the shape-tracking task (see Figure 3.2, part A, grey shapes) as well as narrowed
down the set of the relevant electrodes. The results presented in this study are based on the
recordings from the highlighted part of the arrays (Figure 3.2, right part). Letters E and D
mark recording sites used later on as example sites (see Figure 3.12).
3.2 Data selection
A prior data analysis was required to ensure that the recorded data met the essential require-
ments of the working hypothesis formulated in Section 1.4. As the hypothesis implied investigat-
ing the routing of neuronal signals corresponding to attended and non-attended visual objects,
I had to verify that the recorded neuronal signals were indeed caused by the visual objects
presented on the screen.
I calculated the γ-PSD of the recorded signals to use it as a measure of the stimulus-driven
neuronal activation and thus as a basis for data selection. Only signals from neuronal populations
sufficiently activated by the visual stimuli were suitable for testing the hypothesis, so I set a
criterion to exclude the data with little stimulus-driven neuronal activation from the upcoming
analysis. The criterion was based on evaluation of the characteristic γ-PSD value (see Equation
2.23): this normalized γ-PSD value was required to lie above a threshold value of 1. Applying
the criterion rendered a portion of the recorded data in which the stimulus-driven activity was
at least double as high as the spontaneous activity. I investigated the effect of applying this
criterion on the recorded data.
I chose a set of example recording sites for showing neuronal activity of the corresponding
neuronal populations. In case of the epidural recording I chose site A corresponding to a neuronal
population in area V4, and sites B and C corresponding to two neuronal populations in area
V1 of the monkey’s left brain hemisphere. In case of the intracortical recording I chose site E
in area V4 and site D in area V1 of the monkey’s right brain hemisphere. These sites were
expected to fulfill the requirements of the working hypothesis, as was confirmed later on. The
location of the recording sites can be found in Figures 3.1 and 3.2.
Figures 3.3 and 3.4 show the time course of the normalized PSD averaged across all available
data of example V4 and a V1 recording sites prior to applying the criterion described above.
Figure 3.3 corresponds to the epidural recording, and Figure 3.4 - to the intracortical recording.
The black rectangular marks the time-frequency range (45 to 81 Hz and the two-cycles-span
from 3.35 to 6.15 sec) in which the PSD in each trial was further averaged to become a measure
for estimation of the intertrial PSD variation. These characteristic γ-PSD values (one per trial)
are plotted in Figures 3.5 and 3.6 to demonstrate their variety among single trials.
As expected, PSD varied much stronger in case of the intracortical recording with regularly
moved electrodes. In fact, recording conditions using the epidural array were different as com-
pared to those using the intracortical array. In the first case the electrodes were chronically
implanted, whereas recording with the intracortical array required moving the electrodes before
and after each recording session. So being relatively sure that chronically implanted electrodes
record from the same neuronal population in each session, one could not claim the same in case
of electrodes that had been moved daily, despite the effort of always hitting the same spot in
the brain tissue. This supported the idea of setting a PSD-based criterion to extract data most
likely produced by the same neuronal populations which got similarly (strong) activated by the
presented visual stimuli.
I applied the criterion defined by Equation 2.23 to the acquired data. This criterion required
that the stimulus-driven activity should be at least double as high as the spontaneous activity
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V4 V1
Figure 3.3: Time-frequency plots of the normalized PSD recorded at example V4
and V1 sites with the epidural array. The plot on the left hand side corresponds
to the V4 recording site A, and the plot on the right hand side corresponds to
the V1 recording site B (see Figure 3.11 for the site’s location). Recording took
place while the monkey performed the shape-tracking task schematically shown
at the bottom (see Figure 2.3 for a comparison). Condition 1 A/e (see Figure
2.4), averaging over 2676 trials in each plot.
(see Section 2.6.4 for details). By this means, only sufficiently activated recording sites (as
stated by Equation 2.24) were subjected to further analysis. Figures 3.7 and 3.8 show the effect
of applying this criterion to the data recorded with the epidural and with the intracortical array,
respectively.
In case of the epidural recording, 11,4% of the data from V4 site A did not meet the selection
criterion and were discarded (blue dashed line in the left plot of Figure 3.7), so that the average
PSD values of the remaining data slightly increased in respect to the average across all data (see
the solid red line being slightly above the solid blue line in the same plot). All data from V1
site B satisfied the selection criterion, so in this case no data was discarded (see the right plot
of Figure 3.7).
In case of the intracortical recording, 17,2% of the data from V4 site E did not meet the
selection criterion and were discarded (dashed blue line in the left plot of Figure 3.8), so that
the average PSD values of the remaining data increased considerably in respect to the average
across the original data set before selection (see the solid red line being well above the solid
blue line in the same plot). The data from V1 site D contained a 2,8% fraction not fulfilling
the selection criterion (see the dashed blue line in the left plot of Figure 3.8). As expected, the
average PSD values of the remaining data slightly increased with respect to the average across
all data (see the solid red line being slightly above the solid blue line in the same plot).
I applied criterion 2.23 to all recorded data for each recording site and discarded data files in
which the criterion was not fulfilled. Figure 3.9 summarizes the results of data selection for all
stimuli conditions, i.e. for the shape-tracking task with and without distracter. If the criterion
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V4 V1
Figure 3.4: Time-frequency plots of the normalized PSD recorded with the intra-
cortical array at example V4 and V1 sites. The plot on the left hand side corre-
sponds to the V4 recording site E, and the plot on the right hand site corresponds
to the V1 recording site D (see Figure 3.12 for the site’s location). Recording took
place while the monkey performed the shape-tracking task schematically shown
at the bottom (see Figure 2.3 for a comparison). Condition 1 A/i (see Figure 2.4),
averaging over 1346 trials in each plot.
was fulfilled for at least 100 trials, a given recording site was considered sufficiently activated
by the stimuli and thus selected for further analysis (see the highlighted arrays’ parts in Figure
3.9).
Figure 3.9 demonstrates once again, that the two visual stimuli, i.e. shape sequences, were
represented in two distinctly different V1 neuronal populations. Indeed, in case of the shape-
tracking task without distracter - meaning that only one shape sequence was shown on the screen
at a time - for each selected V1 recording site the visual stimulus caused neuronal activation
only when presented at one of the two possible locations (see the highlighted V1-part of the
two arrays in Figure 3.9: one of the two upper values was always zero). At V4 sites, however,
neuronal activation was observed mostly for both locations of the shape sequence, which was
reflected by existence of trials satisfying criterion 2.23 for both stimulation conditions (see the
two upper values in the highlighted V4-part of both arrays in Figure 3.9). This suggested,
that the receptive field of the neuronal population at such a V4 site comprised both of the two
possible locations, at which the shape sequence was presented.
In case of the shape-tracking task with distracter - meaning that two shape sequences were
shown simultaneously on the screen - sufficient neuronal activation at all selected recording sites
was observed in both conditions (see the two bottom values in the highlighted parts of both
arrays in Figure 3.9).
The approximate location of the selected recorded sites on both arrays placed on the monkey’s
brain is schematically shown in Figure 3.10.
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Figure 3.5: Normalized average single trial γ-PSD recorded in V4 and in V1 with
the epidural array. PSD was averaged from 45 to 81 Hz and in the two-cycles-span
from 3.35 to 6.15 sec for one of the V4 (top plot, corresponding to site A shown
in Figure 3.11) and one of the V1 (bottom plot, corresponding to site B shown
in Figure 3.11) sites recorded with the epidural array at Condition 1 A/e (see
Figure 2.4). Normalization was done according to Equation 2.21. Each of the
2676 values corresponds to a single trial, and the vertical lines separate different
data files. Within each file an averaged PSD-value is shown as a short black
horizontal line. The common average PSD is shown as a long dashed red line
stretching throughout all the trials. Time course of the PSD averaged through all
trials is shown in Figure 3.3.
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Figure 3.6: Normalized average single trial γ-PSD recorded in V4 and in V1 with
the intracortical array. PSD was averaged from 45 to 81 Hz and in the two-cycles-
span from 3.35 to 6.15 sec for one of the V4 (top plot, corresponding to site E in
Figure 3.12) and one of the V1 (bottom plot, corresponding to site D in Figure
3.12) sites recorded with the intracortical array at Condition 1 A/i. Normalization
was done according to Equation 2.21. Each of the 1346 values corresponds to a
single trial, and the vertical lines separate different data files. Within each file
an averaged PSD-value is shown as a short black horizontal line. The common
average PSD is shown as a long dashed red line stretching throughout all the
trials. Time course of the PSD averaged through all trials is shown in Figure 3.4.
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Figure 3.7: Applying the data selection criterion to the data from the epidural
recording. Normalized PSD averaged in the gamma band from 45 to 81 Hz and
in the two-cycles-span from 3.35 to 6.15 sec at recording sites A (left plot) and
B (right plot) under Condition 1 A/e. See Figure 3.11 for the site’s location
and Figure 2.4 for the details on stimulation condition. The shape-tracking task
is schematically shown at the bottom (see Figure 2.3 for a comparison). Solid
blue line corresponds to all data (2676 trials), solid red line corresponds to data
satisfying the criterion in Equation 2.23 (2371 trials for V4, left plot), and dashed
blue line corresponds to data not satisfying the criterion (305 trials for V4, left
plot). In case of the shown V1 site all data satisfied the criterion (see the right
plot).
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Figure 3.8: Applying the data selection criterion to the data from the intracortical
recording. Normalized PSD averaged in the gamma band from 45 to 81 Hz and
in the two-cycles-span from 3.35 to 6.15 sec at recording sites E (left plot) and
D (right plot) under Condition 1 A/i. See Figure 3.12 for the site’s location
and Figure 2.4 for the details on stimulation condition. The shape-tracking task
is schematically shown at the bottom (see Figure 2.3 for a comparison). Solid
blue line corresponds to all data (1346 trials), solid red line corresponds to data
satisfying the criterion in Equation 2.23 (1114 trials for V4 and 1308 trials for
V1), and dashed blue line corresponds to data not satisfying the criterion (232
trials for V4 and 38 trials for V1).
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Figure 3.9: Number of available trials for all recording sites after applying the data
selection criterion. Overview of the stimulation conditions, as well as the number
of all trials is presented under the corresponding arrays. Electrodes selected for
further analysis are highlighted with the blue color.
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Figure 3.10: Schematic illustration of the monkey’s brain with selected electrodes.
The epidural array is shown on the left hand side, and the intracortical arrays are
shown on the right hand side. Selected electrodes are highlighted with the blue
patches. The letters A-E mark the example recording sites (see Figures 3.11 and
3.12 for a comparison). The brain surface curvature is not accounted for in this
picture for simplification purposes.
70
3.3 Stimulus-driven activity
I estimated the neuronal activation patterns produced by the visual stimuli in order to check
the applicability of different neuronal populations, being recorded from, for testing the working
hypothesis (see Section 1.4).
The normalized γ-PSD computed for each recording site was averaged over all available trials
of a given stimulation condition in the two-cycles-span from 3.35 to 6.15 sec (see the black
rectangle in Figures 3.3 and 3.4) and in the frequency range from 45 to 81 Hz (gamma band).
The obtained characteristic γ-PSD values were displayed color-encoded at the corresponding
sites of the arrays and interpolated in between, which yielded activation maps of the recorded
brain area.
3.3.1 Shape-tracking without distracter
I calculated the maps of the monkey’s stimulus-driven brain activity caused by performing
the shape-tracking task (see Section 2.2) with only a target shape sequence. This was done
to evaluate the neuronal activation profiles under the shape-tracking task conditions (see also
Figure 2.4 for stimulation specifications), as well as to make an estimate on the arrangement of
the recorded neuronal populations’ receptive fields.
Epidural recording
Recording with the epidural array while the monkey performed the shape-tracking task without
distracter (Conditions 1/e and 2/e, as is shown in Figure 2.4) revealed activation of a V4 neuronal
population (one of the recording sites above this population is marked as A in Figure 3.11) in
both testing conditions (i.e. by both shape sequences presented one at a time), as well as strong
activation of a V1 neuronal population (see recording sites B and C in Figure 3.11). Notably,
different stimulation conditions (i.e. different stimulus locations) caused activation of distinctly
different V1 neuronal populations, which can be concluded from the difference in location of
the yellow-red activation spots in top and bottom part of Figure 3.11. Activation spots in area
V4 were, however, greatly overlapping which indicated that stimulation under both conditions
caused activation of a common neuronal population in the monkey’s visual area V4.
The obtained activity patterns shown in Figure 3.11 revealed that the neuronal populations
at sites B and C in the monkey’s visual area V1 were selectively activated by only one of the
presented stimuli, and not by the other one. This led to the conclusion that the two V1 neuronal
populations had spatially separate visual receptive fields: stimulus location used in Condition
1/e fell onto the receptive field of the neuronal population at site C, and stimulus location used
in Condition 2/e fell onto the receptive field of the neuronal population at site B (see yellow-red
colored spots of enhanced activation in Figure 3.11). As visual stimulation at both locations
(Condition 1/e and Condition 2/e) activated the neuronal population at site A, I concluded that
its receptive field comprised the two receptive fields of the V1 populations at sites B and C.
Intracortical recording
Recording with the intracortical array while the monkey performed the shape-tracking task
without distracter (Conditions 1/i and 2/i, as is shown in Figure 2.4) revealed activation of a
V4 neuronal population (one of the recording sites in this population is marked as E in Figure
3.12), as well as strong activation of a V1 neuronal population (see recording site D in Figure
3.12).
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Figure 3.11: Neuronal activity recorded by the epidural array while the monkey
performed the shape-tracking task without distracter. Normalized γ-PSD was
averaged in the two-cycles-span from 3.35 to 6.15 sec across 222 trials (upper
plot) and 226 trials (bottom plot), recorded with the epidural array. Position of
the visual stimuli is shown on the left hand side. Red and green arrows named A,
B and C mark exemplary electrodes, i.e. recording sites, from which the signals
are shown separately further on.
In this case, visual stimulation at only one of the two locations caused activation in the
monkey’s area V1 recorded from (note the absence of activation in the recorded region of the
monkey’s area V1 under Condition 2/i in Figure 3.12). Activation spots in area V4 were, how-
ever, greatly overlapping, which indicated that both stimulation conditions caused an activation
of a common neuronal population in the monkey’s visual area V4.
The obtain activity patterns shown in Figure 3.12revealed that the neuronal population at site
D in the monkey’s visual area V1 was selectively activated by only one of the presented stimuli,
and not by the other one. This suggested that the stimulus which produced no activation in
the brain region recorded from fell onto a different receptive field of some other V1 neuron
population not covered with the recording electrodes in the given experiment. Thus, both V1
populations - the one at site D and the non-recorded one - had spatially separated receptive
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Figure 3.12: Activity map recorded by the intracortical array while the monkey
performed the shape-tracking task without distracter. Normalized γ-PSD was
averaged in the two-cycles-span from 3.35 to 6.15 sec across 342 trials (upper
plot) and 362 trials (bottom plot), recorded with the intracortical array. The
position of the visual stimulus is shown on the left hand side. Red and green
arrows named D and E mark exemplary electrodes, i.e. recording sites, from
which the signals are shown separately further on.
fields. I concluded that these receptive fields were contained in the receptive field of the V4
population at site E, as it got activated by stimulation at both locations (Conditions 1/i and
2/i, as is indicated by the spots of enhanced activation in Figure 3.12).
To illustrate the differences in activation patterns obtained under the two given stimula-
tion conditions, I calculated the difference between the two patterns according to the following
equation:
PSDdiff = PSDCondition 1 − PSDCondition 2 (3.1)
Figure 3.13 shows the difference γ-PSD values calculated according to Equation 3.1 for all
recording sites of both epidural (Condition 1/e vs. Condition 2/e) and intracortical (Condition
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Figure 3.13: Difference activity map caused by the monkey’s performing the
shape-tracking task without distracter. The shown values are the difference be-
tween the two average γ-PSD values corresponding to Condition 1/e vs. Condition
2/e in case of epidural recording (plot on the left hand side) and Condition 1/i
vs. Condition 2/i in case of intracortical recording (plot on the right hand side),
respectively (see Equation 3.1), as a colored interpolated map (upper part) and
numerical values (bottom part). The letters A-E mark the example recording
sites.
1/i vs. Condition 2/i) recordings. In case of the epidural recording, the resulting difference
map illustrated that one region of the monkey’s area V1 covered with the array was selectively
activated by visual stimulation at one location, and another one - by visual stimulation at the
other location (see the color switch in the V1-part of the array in the upper part, as well as the
sign switch in the lower part in the left column of Figure 3.13). The differences in V4 activation
under both conditions were generally smaller (see the V4 part in the left column of Figure 3.13).
I considered small differences between activation under the two conditions (see the activation
spots in Figure 3.11) to indicate an overlapping of the underlying neuronal populations’ visual
receptive fields. Similarly, in case of the intracortical recording, a big region of the recorded
part of the monkey’s area V1 showed striking differences in neuronal activation under the two
conditions, as is indicated by the red-colored spots in the V1-part of the array (see the right
part in Figure 3.13). The differences in neuronal activation under the two conditions in a part of
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the recorded V4 region (for example, at recording site E) were smaller than those in V1, which
indicated an overlapping of the underlying neuronal populations’ visual receptive fields (see the
V4 array’s map in the right column of Figure 3.13).
3.3.2 Verification of the activation patterns
The obtained maps of the normalized average γ-PSD over all recording sites revealed that the
visual stimuli caused neuronal activation in specific cortical regions. In this case, ”neuronal
activation” means that these neurons responded to the stimuli with a multifold increase in their
baseline, or spontaneous, activity (see Equation 2.21 and the corresponding explanations in
text). Knowing the spacial parameters of the visual stimuli, I aimed to verify the plausibility of
their obtained cortical representation depicted as activation spots in the monkey’s visual areas
V1 and V4.
I employed the findings from other studies concerning cortical magnification (see Section
1.1.4) to the analysis of the obtained activation maps.
I defined the cortical representation of the visual stimuli to be the area over which the given
stimulus produced at least a two-fold increase of the neuronal activity, i.e. the calculated PSD
of the measured total neuronal activity in the gamma frequency range PSDraw was at least
as high as the double spontaneous activity, which corresponds to PSDnorm = 1, see Equation
2.21. Such areas together with the corresponding visual stimuli are schematically shown in
Figures 3.14 and 3.15 as red patches. The patches were made up by connecting recording sites
(illustrated as red circles) which were associated with the stimulus representation, i.e. the sites
at which the stimulus produced an activation of the underlying neuronal populations so that
PSDnorm ≥ 1.
Visual stimuli used in Conditions 1/e and 2/e (see Figure 2.4) were represented in the mon-
key’s left brain hemisphere. Recordings from the epidural array helped to reconstruct the cortical
representation of each stimulus in visual areas V1 and V4 as is shown in Figure 3.14. I applied
quantitative measures provided by Equations 1.2 and 1.3 to the results on Condition 1/e in
order to estimate the size of the stimulus’ cortical representation in area V1 and to compare it
with the obtained experimental result.
According to Equation 1.2, magnification factor M at retinal eccentricity 1.1◦ in visual area
V1 is expected to be
M1.1◦ = 5.5 · 1.1−1.2 ≈ 4.9[mm/deg] . (3.2)
So, cortical representation in area V1 of a visual stimulus with diameter 0.7◦ placed at this
eccentricity (as is the case in Condition 1/e) would stretch over the following cortical area:
dcort = 4.9 · 0.7 = 3.43[mm] . (3.3)
This, however, poses only a coarse estimation of the V1 activation spot’s size because of the
following two factors:
1. The edges of the visual stimulus would fall onto receptive fields with centers lying slightly
beyond the stimulus itself. Knowing the approximate size of V1 receptive fields at the given
eccentricities (see Figure 1.4), I estimated V1 receptive fields ”catching” the stimulus edges
to lie roughly a half receptive field size beyond the stimulus edge (see the outer ones of the
doubled green circles illustrating V1 receptive fields in the left part of Figure 3.14). Thus,
estimation of the cortex area representing a given stimulus should base on the stimulus size
slightly enlarged to take account of the described ”boundary effect” - see the description of
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Figure 3.14: Cortical representation of the visual stimuli, recording with the
epidural array. Visual stimuli are shown on the left hand side, and their cor-
tical representation (see details in the text) is shown on the right hand side as
red patches, compare to Figure 3.11. Green circles in the left part of the drawing
schematically illustrate receptive fields of V1 neurons at the given eccentricities,
the specified approximate size (the circle diameter) was based on the graph in
Figure 1.4. According to this graph, V4 receptive fields at these eccentricities are
larger than the stimulus (≥ 2.5◦), so that each of them could comprise the whole
stimulus (not shown). Further explanations see in the text.
the term dRF introduced in Equation 1.1. So, the distance between most distant receptive
field centers dRF of the V1 neurons representing the visual stimulus in Condition 1/e is
approximately 1.6◦ − 0.6◦ = 1◦ (see the left drawing in the upper row in Figure 3.14).
Combining Equations 1.1 and 3.2 yields:
dcort = 4.9 · 1 = 4.9[mm] , (3.4)
which poses a more precise estimation compared to the one in Equation 3.3.
2. The gradient of the cortical magnification factor is rather high at low eccentricities and low
at high eccentricities (see Figure 1.5). In other words, the magnification factor increases
fast on approach to the fovea, and accordingly decreases slower with the growing distance
from the fovea. Thus, different parts of a visual stimulus are expected to be ”magnified” in
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Figure 3.15: Cortical representation of the visual stimuli, recording with the intra-
cortical array. Visual stimuli are shown on the left hand side, and their cortical
representation (see details in the text) is shown on the right hand side as red
patches, compare to Figure 3.12. Green circles in the left part of the drawing
schematically illustrate receptive fields of V1 neurons at the given eccentricities,
the specified approximate size (the circle diameter) was based on the graph in
Figure 1.4. According to this graph, V4 receptive fields at these eccentricities are
larger than the stimulus (≥ 2.5◦), so that each of them could comprise the whole
stimulus (not shown). Further explanations see in the text.
their cortical representation differently, whereas this difference would be the more promi-
nent, the closer the stimulus is placed to the fovea. Applying Equation 1.2 for the outer
edges of the stimulus used in Condition 1/e yields for area V1:
M0.6◦ = 5.5 · 0.6−1.2 ≈ 10.2[mm/deg] , M1.6◦ = 5.5 · 1.6−1.2 ≈ 3.1[mm/deg] . (3.5)
So, the stimulus used in Condition 1/e would not be represented in the visual area V1
uniformly at constant magnification factor suggested by Equation 3.2. Instead, the most
foveal stimulus part (at ≈ 0.6◦) would by represented in V1 at magnification factor more
than double as high as the value corresponding to the stimulus center provided by Equation
3.2. So, a better estimation of the cortex area representing the given stimulus would base
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on the middle magnification value M :
M =
M0.6◦ +M1.6◦
2
≈ 6.7[mm/deg] , (3.6)
which leads to the following estimation of the cortical representation size:
dcort = 6.7 · 1 = 6.7[mm] , (3.7)
which is also closer to the obtained experimental results (see the right part of the upper
row in Figure 3.14.
I also estimated the size of the cortical representation of the stimuli in Condition 1/e in the
monkey’s ares V4 using the method described above. A brief calculation reads as follows:
dcort =
M0.6◦ +M1.6◦
2
· 1 = 3.01 · 0.6
−0.9 + 3.01 · 1.6−0.9
2
≈ 3.4[mm] , (3.8)
This results slightly underestimates the size of the obtained representation in V4 (see the right
plot in the upper row in Figure 3.14), which suggests that the size of the stimulus representation
in V1 was underestimated, too, because the smaller magnification factor in V4 (see the graphs
in Figure 1.5) should result in smaller activation spots in V4 compared to those in V1. The fact
that the obtained activation spots in V1 were smaller than those in V4 could be explained with
a plausible assumption that only a part of the stimuli was represented in the visual cortex area
covered with the recording array. In case of the intracortical recording under Condition 1/i the
stimulus of similar size produced much larger activation spot (see Figure 3.15), because a bigger
part of it might have been represented in the cortex covered with the array.
The most crucial requirement of the working hypothesis was a separation of the neuronal
populations in area V1 processing the two visual stimuli. In case of the epidural recording, both
populations were recorded from with the same array, so I used quantitative measures provided
by Equations 1.2 and 1.3 also to estimate the cortical ”gap” between the two populations.
The two stimuli used separately in Conditions 1/e and 2/e, as well as simultaneously in
Conditions 1 A/e and 2 A/e were separated by approximately 1.3◦ (see Figure 2.2). Each
stimulus was 0.7◦ large, so the gap in the visual field between the stimuli edges was 1.3◦−0.7◦ =
0.6◦. To account for the ”boundary effect” described above, a half of the estimated V1 receptive
field size on each side should be additionally subtracted, so that the receptive fields of the
”gap neurons” do not contain any part of the visual stimuli. So, the gap was estimated to be
0.6◦−0.4◦ = 0.2◦, and its eccentricity 1.1◦+1.6◦2 = 1.35◦ (see Figure 2.2). Applying Equation 1.2:
M1.35◦ = 5.5 · 1.35−1.2 ≈ 3.8[mm/deg] , (3.9)
and applying Equation 1.1:
dcort = 3.8 · 0.2 ≈ 0.8[mm] , (3.10)
This result (assumed to be slightly underestimated, see the results described above) was
consistent with the obtained activation spots. The cortical ”gap” in V1 was less than 3 mm, as
the two activation spots contained adjacent recording sites (see Figure 3.14).
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3.3.3 Receptive fields’ arrangement
I analyzed the activity patterns displayed in Figures 3.11 and 3.12 in order to make an estimate
on the basic arrangement of the receptive fields of the neuronal populations at the marked
recording sites A, B, C, D, and E. Knowledge about the approximate location of these sites
within the monkey’s cortex (see Section 3.1), as well as the mapping results (see Section 3.1)
were used for estimation verification, too.
The precise measures of the receptive fields (location, size, form etc.) of the given neuronal
populations were, however, not explored in this experiment, so the aim was to obtain a rough
receptive fields arrangement with an emphasis on the aspects relevant for testing the working
hypothesis (see Section 1.4).
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?
Figure 3.16: Estimate on the receptive fields’ basic arrangement. The plot on
the left hand side corresponds to recording with the epidural array, the plot on
the right hand side - to recording with the intracortical arrays. In each case,
a schematic monitor viewed by the monkey is shown with a fixation spot on it
(green square), as well as the estimated receptive fields’ contours. The letters
inside of each contour denote the corresponding neuronal population (see Figures
3.11 and 3.12 for the recording sites’ location), the question mark corresponds
to the neuronal population in the monkey’s area V1 not covered with recording
electrodes (see explanation in text). Green letters were used for area V1, red
letters - for area V4.
The estimated basic arrangement of the chosen neuronal populations’ receptive fields is shown
in Figure 3.16. The letter inside of each receptive field denotes the corresponding neuronal
population, i.e. the recording site at which this population was being recorded from (see Figures
3.11 and 3.12 for the sites’ location). Receptive field estimation was based on the known location
of the visual stimulus which caused activation of the neuronal population at the given site (see
the results displayed in Figures 3.11 and 3.12). So, the receptive fields of the V1 neuronal
populations were estimated (only as a first approach) to match the locations of the individual
visual stimuli which selectively activated the corresponding populations. As the V4 populations
responded to both presented stimuli, their receptive fields were assumed to overlap at least partly
with the corresponding V1 receptive fields. In case of the epidural recording, the V4 receptive
field ”A” comprised both stimulus locations, i.e. the V1 receptive fields ”B” and ”C”, and in
case of the intracortical recording, the V4 receptive field ”E” comprised both stimulus locations,
i.e. the V1 receptive field ”D” and the hypothetical receptive field ”?” which belonged to the
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non-recorded V1 population processing the stimulus in Condition 2/i. The difference in size of
the receptive fields ”B” and ”C” (see the left part of Figure 3.16) was chosen arbitrarily: as the
stimulus which activated the population at site B had a bigger eccentricity angle, I suggested
that the corresponding neuronal population might have a bigger receptive field than the other
V1 population at site C (see Smith et al. (2001)).
For simplification purposes, in both cases (epidural and intracortical recording) the two V1
receptive fields were displayed as fully separated and lying entirely within the corresponding V4
receptive field. However, as was mentioned above, this was not explicitly tested in this study.
The aspect relevant for testing the working hypothesis was a strictly selective activation of each
of the V1 populations by only one of the two visual stimuli presented at the given two locations,
as well as activation of the corresponding V4 population by each of the two visual stimuli. Figure
3.16 shows a possible receptive fields’ configuration, which is conform with the obtained data,
and in which case the hypothesis requirements would be fulfilled. For the given case, I tested
whether these requirements were fulfilled by comparing the activation patterns produced by the
populations at the example recording sites A, B, C, D, and E.
I compared two activation patterns corresponding to the two test conditions (see Figures 3.11
and 3.12). Activation at the marked recording sites A, B, C, D, and E is shown in Figures 3.17
and 3.18. One can see that neuronal activation at the selected V4 recording sites (plots on the
left hand side) was rather similar under the two recording conditions. The selected V1 recording
sites (plots on the right hand side), however, showed different patterns of activation. In fact,
activation of these V1 sites was observed only under one of the two recording conditions. This
is illustrated in the corresponding plots by only one of the two activation curves (the blue or
the red one in the plots on the right hand site in Figures 3.17 and 3.18) being well above zero.
The obtained results confirmed that the requirements of the working hypothesis (see Section
1.4) were met by the chosen neuronal populations. In case of the epidural recording, the two
V1 neuronal populations at sites B and C had at least partly separate receptive fields which
were both at least partly contained in a larger receptive field of the V4 population at site A, as
is shown in the left scheme in Figure 3.16 (see also Figure 1.7). So, these two V1 populations
were assumed to be afferents of the V4 population at site A. Similarly, the receptive field of the
V1 population at site D was at least partly contained within a larger receptive field of the V4
population at site E, as is shown in the right scheme in Figure 3.16. So, the V1 population at
site D was assumed to be afferent of the V4 population at site E.
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Figure 3.17: Time course of the normalized γ-PSD recorded with the epidural ar-
ray as the monkey performed the shape-tracking task without distracter. Record-
ing at sites marked as A, B and C in Figure 3.11. Stimuli conditions are shown
in Figure 3.11 on the left hand side. The median of the values lying in the chosen
time interval (the two-cycles-span, see the vertical lines in the plots) are shown
in the corresponding color. Averaging over 222 trials for Condition 1/e and over
226 trials for Condition 2/e.
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Figure 3.18: Time course of the normalized γ-PSD recorded with the intracor-
tical array as the monkey performed the shape-tracking task without distracter.
Recording at sites marked as D and E in Figure 3.11. Stimuli conditions are also
shown in Figure 3.11. The median of the values lying in the chosen time interval
(the two-cycles-span, see the vertical lines in the plots) are shown in the corre-
sponding color. Averaging over 342 trials for Condition 1/i and over 362 trials for
Condition 2/i.
82
3.3.4 Shape-tracking with distracter
After examining the neuronal activation patterns produced while the monkey performed the
shape-tracking task without distracter (see previous section), I now examined the activation
patterns produced while he performed the shape-tracking task with distracter. So, the visual
stimulation was composed of simultaneously presented both target and distracter shape se-
quences (see Section 2.2). The corresponding data sets obtained from the epidural (Conditions
1 A/e and 2 A/e) and from the intracortical (Conditions 1 A/i and 2 A/i) recordings were first
used to calculate the maps of the monkey’s stimulus-driven activity, analogous to those shown
in Figures 3.11 and 3.12. The γ-PSD, computed for each recording site and averaged over all
available trials of a given stimulation condition in the two-cycles-span, is shown in Figures 3.19
and 3.20.
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Figure 3.19: Neuronal activity recorded by the epidural array while the monkey
performed the shape-tracking task with distracter. Normalized γ-PSD was aver-
aged in the two-cycles-span from 3.35 to 6.15 sec across 2676 trials (upper plot)
and 2506 trials (bottom plot). Position of the visual stimulus as well as allocation
of the monkey’s attentional focus are shown on the left hand side.
The two stimulation conditions (Condition 1 A/e vs. Condition 2 A/e, and Condition 1 A/i
vs. Condition 2 A/i, shown in the left part of Figures 3.19 and 3.20) differed only in the allocation
of the monkey’s covert attention. One of the two simultaneously presented shape sequences was
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Figure 3.20: Neuronal activity recorded by the intracortical array while the mon-
key performed the shape-tracking task with distracter. Normalized γ-PSD was
averaged in the two-cycles-span across 1346 trials (upper plot) and 1352 trials
(bottom plot), recorded with intracortical array. The position of the visual stim-
ulus as well as location of the monkey’s attentional focus are shown on the left
hand side.
assigned to be the target sequence, and the other one - to be the irrelevant distracter sequence
(see Section 2.2 for details). The target shape sequence in each stimulation condition was cued
by the initial coloring of the first shape in the sequence. The cue coloring lasted for 200 ms, and
faded away within the subsequent 400 ms (see Figure 2.3). Thus, apart from the first 600 ms in
each trial, visual stimulation was on average physically identical between the two conditions, as
well as between the target and the distracter shape sequences within each condition, although
in each particular trial different shapes were used, randomly chosen from the common pool (see
Figure 2.1). So, on average, each recording site represented neuronal response to always ”the
same” stimulus, with differences lying only in stimulation context: the stimulus was attended
or non-attended depending on the current stimulation condition. Consequently, the differences
in the average neuronal activity between the two stimulation conditions (Condition 1 A/e vs.
Condition 2 A/e, and Condition 1 A/i vs. Condition 2 A/i, shown in the left part of Figures
3.19 and 3.20) were accounted for by attentional modulation.
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I compared neuronal activity patterns recorded under the two stimulation conditions. The V1
part of the epidural array (see the right column of Figure 3.19) showed a very similar pattern
of activation between Conditions 1 A/e and 2 A/e. At the same time, the V4 part of the
array measured noticeable differences. Even though both shape sequences were presented on
the screen under both conditions, some V4 neuronal populations responded differently. In fact,
the activation patterns were quite similar to those obtained from the corresponding recordings
without distracter shape sequence (see Figure 3.11). In other words, the broad pattern of V4
neurons’ response seemed to be defined mostly by the attended stimulus. Analysis of the activity
patterns obtained from the intracortical recording suggested the same conclusion (see Figures
3.20 and 3.12).
I also compared the temporal activation profile of the chosen neuronal populations. Figure
3.21 shows the time-frequency plots of the neuronal responses at recording sites A, B, and C
in the epidural recording (see Figure 3.19 for the site’s location). Despite physical equality of
the visual stimulation, slight differences in the activity level were observed (compare top and
middle plot in each of the three columns in Figure 3.21). To estimate the differences in the
gamma frequency band I averaged PSD values from 45 to 81 Hz (i.e. in the gamma frequency
range) for each time step. The obtained time course of the γ-PSD is shown on the bottom
plot underneath each column. The differences at site A (area V4) were consistent with those
obtained from the recording without a distracter shape sequence (see Figures 3.11 and 3.17):
neuronal activity under Condition 1 A/e (resp., Condition 1/e) was higher than that under
Condition 2 A/e (resp., Condition 2/e). This supported the previously posed suggestion that
V4 neurons respond mostly to the attended stimulus despite the presence of an ignored one (see
Section 1.2.2). A similar effect was observed at site B, whereby the corresponding V1 population
showed higher activation in Condition 2 A/e than in Condition 1 A/e, and high activation in
Condition 2/e vs. no activation in Condition 1/e (see Figures 3.19, 3.11, and 3.17). The V1
population at site C, however, showed an opposite effect: higher activation in Condition 2 A/e
than in Condition 1 A/e, and no activation in Condition 2/e vs. high activation in Condition
1/e.
I ran the Mann-Whitney U-test on the γ-PSD values corresponding to the two conditions
(Condition 1 A/e and 2 A/e) in the chosen time interval (the two-cycles-span, see the verti-
cal lines in the plots in Figure 3.21). The test revealed that the observed differences (values
corresponding to Condition 1 A/e vs. values corresponding to Condition 2 A/e) were highly
significant in case of all three recording sites A, B, and C (p-value less than 0.000001, trial
numbers are specified in the bottom right corner of each time-frequency plot in Figure 3.21).
The time course of the neuronal responses recorded with the intracortical array was evaluated
in an analogous way. Figure 3.22 shows the temporal activation profile at recording sites D and
E in the intracortical recording (see Figure 3.20 for the site’s location). Once again, despite
physical equality of the visual stimulation, differences in the neuronal activity level under the
two stimulation conditions were observed (compare top and middle plot in each column in
Figure 3.22). Similar to the results from the epidural recording, the differences at site E (area
V4) were consistent with those obtained from the recording without a distracter shape sequence
(see Figures 3.12 and 3.18): neuronal activity produced in Condition 1 A/i (resp., Condition
1/i) was higher than that produced in Condition 2 A/i (resp., Condition 2/i). This finding
furthermore supported the suggestion that V4 neuronal responses are mostly defined by the
properties of the attended stimulus. Comparison of the activation patterns recorded at site D
(area V1) provided a marginal support of the same suggestion for area V1, as the slightly higher
activity at Condition 1 A/i compared to Condition 2 A/i were consistent with the previous
finding (high activation in Condition 1/i vs. no activation in Condition 2/i, as is shown in
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Figure 3.21: Time course of the normalized PSD recorded with the epidural array
as the monkey performed the shape-tracking task with distracter. Recording at
site A (left column), site B (middle column), and site C (right column). See Figure
3.11 for the sites’ location. The upper row of plots corresponds to Condition 1 A/e,
and the middle row - to Condition 2 A/e (see Figure 2.4). Only data satisfying the
selection criterion defined by Equation 2.23 was used. The number of averaged
trials is shown in the bottom right corner of each plot. The bottom row shows
the time course of the average γ-PSD (45-81 Hz) corresponding to the two above
plots in each of the three columns. The median of the values lying in the chosen
time interval (the two-cycles-span, see the vertical lines in the plots) are shown in
the corresponding color.
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Figures 3.12 and 3.18).
I ran the Mann-Whitney U-test on the γ-PSD values corresponding to the two conditions
(Condition 1 A/i and 2 A/i) in the chosen time interval (the two-cycles-span, see the vertical lines
in the plots in Figure 3.21). The test revealed that the observed differences (values corresponding
to Condition 1 A/i vs. values corresponding to Condition 2 A/i) were highly significant in case
of both recording sites E and D (p-value less than 0.000001, trial numbers are specified in the
bottom right corner of each time-frequency plot in Figure 3.22).
The results are summed up in Figure 3.23: the left part shows the average γ-PSD of the
oscillatory responses in the given neuronal populations to each of the two stimuli produced
during the monkey’s performing the shape-tracking task without distracter (see Section 3.3.1),
and the right part shows the average γ-PSD produced during the monkey’s performing the shape-
tracking task with distracter (see Section 3.3.4). So, for both epidural and intracortical recording
(resp. top and bottom row of plots), the left part of Figure 3.23 demonstrates the fulfillment of
the hypothesis’ requirements, i.e. a strong response of the V4 neuronal population to each of the
two stimuli, and a selective response of each of the V1 populations to only one of the stimuli.
And the right part shows the response of the same populations to both stimuli presented in
the shape-tracking task with distracter: the V4 populations responded similarly strong to both
presented stimuli, and the V1 populations also responded strongly in each recording condition.
The results presented in this section showed that the chosen neuronal populations in the
monkey’s areas V4 and V1 were strongly activated by the presented visual stimuli. In each
case (epidural and intracortical recording) two stimulation conditions were used which differed
only in the allocation of the monkey’s covert attention. The obtained neuronal activation pat-
terns, however, differed from each other although they were caused by physically identical visual
stimuli. In particular, the neuronal activation patterns produced in area V4 by simultaneously
presented target and distracter shape sequences resembled those produced by only the target
sequence (see previous section). This was in line with the previously reported capability of V4
neurons to ”ignore” the presence of a non-attended stimulus in their receptive fields (Moran
and Desimone, 1985). As I intended to test my working hypothesis by investigating the phase
relations between the neuronal signals caused by attended and non-attended stimuli, I have first
shown in this section that these signals were indeed produced in the chosen neuronal popula-
tions in the monkey’s visual areas V1 and V4 by the presented visual stimuli. In particular, the
gamma band oscillatory responses of the given populations to both attended and non-attended
visual stimuli were similar and quite high (a multiple of the spontaneous activity level, as is
shown in Figures 3.21 and 3.22).
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Figure 3.22: Time course of the normalized PSD recorded with the intracortical
array as the monkey performed the shape-tracking task with distracter. Recording
at site E (left column) and site D (right column). See Figure 3.12 for the sites’
location. The middle row of plots corresponds to Condition 1 A/i, and the bottom
row - to Condition 2 A/i (see Figure 2.4). Only data satisfying the selection
criterion defined by Equation 2.23 was used. The number of averaged trials is
shown in the bottom right corner of each plot. The bottom row shows the time
course of the average γ-PSD (45-81 Hz) corresponding to the two above plots
in each of the two columns. The median of the values lying in the chosen time
interval (the two-cycles-span, see the vertical lines in the plots) are shown in the
corresponding color.
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Figure 3.23: Summary of the responses’ γ-PSD at the chosen recording sites.
Results for recordings with the epidural array are shown in the top row (V4
site A, and V1 sites B and C, see Figure 3.11 for the sites’ location), results
for recordings with the intracortical array are shown in the bottom row (V4 site
E and V1 site D, see Figure 3.12 for the sites’ location). Recording sites are
specified with a letter on top, recording conditions are schematically shown under
each corresponding bar (see Figure 2.4). Epidural recording: averaging over 1031
trials in each condition, intracortical recording: averaging over 1072 trials in each
condition. Time-frequency interval for averaging: gamma frequency band (45-81
Hz), and the two-cycles-span (3.35-6.15 sec from the trial start).
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3.4 Neuronal coherence dependent on attention
As was shown in Section 3.3, performing the shape-tracking task produced strong neuronal ac-
tivation in the monkey’s visual areas V1 and V4. I analyzed the relation between the oscillatory
responses in these two brain areas in order to test the working hypothesis described in Section
1.4. According to the main concept of the hypothesis, attention is supposed to be subserved by
selective synchronization between oscillatory responses caused by attended stimuli. So, the hy-
pothesis predicted synchronization (i.e. a stable phase difference) between oscillatory responses
of V4 and V1 neuronal populations when they represent the currently attended stimulus, and
no synchronization when they represent the non-attended one.
3.4.1 Synchrony factor between V4 and V1 responses
I examined the phase difference between the oscillatory responses recorded simultaneously on
two sites: one from the monkey’s visual area V4 and another from area V1. First, I considered
the chosen example recording sites A, B, C, D, and E (see Figures 3.11 and 3.12 for the sites’
location). For each time-frequency bin, a phase angle difference was computed (see Equation
2.26). After averaging over multiple trials, I obtained the mean angle difference (see Equation
2.27), as well as the length of the mean vector (see Equation 2.28) which I called ”synchrony
factor” (see Section 2.6.5) as it is commonly considered to be a measure of synchronicity between
the two given momentarily oscillations.
Figure 3.24 shows the time course of the synchrony factor between the oscillatory responses
of the neuronal populations at recording sites A and B (middle column), as well as sites A and
C (right column), resulting from the epidural recording. Recording site A lay in the monkey’s
visual area V4, and sites B and C lay in the area V1 (see Figure 3.11 for the site’s precise
location). So, the displayed results illustrate the course of the inter-areal coherence between the
two recording sites (i.e. the two underlying neuronal populations which belong to the monkey’s
different visual areas), as the monkey performed a shape-tracking task.
As was shown in Section 3.3.1, neuronal populations at recording sites B and C of the mon-
key’s visual area V1 were expected to provide afferents to the neuronal population at recording
site A of area V4. In Condition 1 A/e (see the upper row in Figure 3.24) the attended stimulus
was represented by the neuronal populations at both sites A and C, wheres the simultaneously
shown but non-attended other stimulus was represented by the neuronal populations at both
sites A and B. Neuronal populations representing the attended stimulus (sites A and C) showed
prominent synchronization of their oscillatory responses in the gamma frequency range (see the
yellow colored activation spots inside the black rectangular in the right plot of the first row
in Figure 3.24). At the same time, synchronization between the gamma oscillatory responses
of the neuronal populations representing the non-attended stimulus (sites A and B) was much
weaker (see the corresponding part of the middle plot of the first row in Figure 3.24). Switch-
ing the locus of attention to the other shape sequence (Condition 2 A/e) reversed the pattern
of synchronization compared to Condition 1 A/e, while the physical stimulation remained in
average the same between both stimulation conditions. Once again, neuronal populations rep-
resenting the attended stimulus (in this case sites A and B) showed prominent synchronization
of their oscillatory responses in the gamma frequency range (see the yellow colored activation
spots inside the black rectangular in the middle plot of the bottom row in Figure 3.24). At the
same time, synchronization between the gamma oscillatory responses of the neuronal popula-
tions representing the non-attended stimulus (in this case sites A and C) was much weaker (see
the corresponding part of the right plot of the bottom row in Figure 3.24).
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Figure 3.24: Synchrony factor between V4 and V1 oscillatory responses recorded
with the epidural array. Shown is time course of the synchrony factor between
populations at recording sites A and B (middle column), and between populations
at recording sites A and C (right column) while the monkey performed a shape-
tracking task schematically shown in the left column. Allocation of the monkey’s
attention focus is indicated with the red circle. The green letter near each stimulus
signifies the V1 population (i.e. recording site) responsive to the given stimulus
(see Figures 3.11 and 3.16). Averaging over 1031 trials in each condition. Location
of the recording sites is shown in Figure 3.11.
The respective results from the intracortical recording are shown in the Figure 3.25. As was
shown in Section 3.3.1, neuronal populations at recording site D of the monkey’s visual area V1
was expected to provide afferents to the neuronal population at recording site E of area V4. In
Condition 1 A/i (see the upper row in Figure 3.25) the attended stimulus was represented by the
neuronal populations at both sites D and E, whereas the simultaneously shown but non-attended
other stimulus was represented only by the neuronal populations at site E and some other V1
population not being recorded from. Neuronal populations representing the attended stimulus
(sites D and E) showed prominent synchronization of their oscillatory responses in the gamma
frequency range (see the yellow colored activation spots inside the black rectangular in the right
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plot of the first row in Figure 3.25). Switching the locus of attention to the other shape sequence
(Condition 2 A/i) reversed the pattern of synchronization compared to Condition 1 A/i, while
the physical stimulation remained in average the same between both stimulation conditions. In
this case, neuronal population at site D represented the non-attended stimulus, and its gamma
oscillatory response were much less synchronized with that of the neuronal population at site E
(see the corresponding part of the right plot of the bottom row in Figure 3.25).
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Figure 3.25: Synchrony factor between V4 and V1 recorded with the intracortical
array. Shown is time course of the synchrony factor between recording sites D
and E while the monkey performed a shape-tracking task schematically shown in
the left column. Location of the monkeys attention focus is indicated with the red
circle. The green letter signifies the V1 population (i.e. recording site) responsive
to the given stimulus (see Figures 3.12 and 3.16). Averaging over 1072 trials in
each condition. Location of the recording sites is shown in Figure 3.12.
Summarizing these results, one could state that both epidural and intracortical recordings
revealed strong synchronization of the gamma oscillatory response of two neuronal populations
(a V4 population and a V1 population supposed to provide a part of its afferents) representing
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the attended stimulus. Switching the monkey’s attentional locus to the other stimulus disrupted
the synchronization between these populations, whereas the physical stimulation was on average
identical between the two conditions.
As the gamma frequency range was of particular interest in this study, I calculated the
average synchrony factor in the gamma band (from 45 to 81 Hz) for each time step. The
expected value of the synchrony factor for the given number of trials was estimated to be
rexp = 3 · 10−2 (see Equation 2.30). The computed synchrony factor values were not corrected
by rexp because the main focus of the analysis lay on revealing a difference between the values
corresponding to the two conditions. The result is presented in Figure 3.26 which shows the
obtained gamma-band synchrony factor for the chosen recording site pairs (sites A and B, A
and C, D and E). Once again, the plots illustrate a clear difference in the degree of gamma
band synchronization between the two given neuronal populations, depending on the allocation
of the monkey’s attention (see the explanation in the text concerning the corresponding Figures
3.24 and 3.25). Attention caused an increase of the synchrony factor of approximately 130% in
case of the epidural recording and approximately 250% in case of the intracortical recording (see
Tables 3.1 and 3.2). Therefore, in accordance with the working hypothesis (see Section 1.4),
the oscillatory responses caused by the attended stimulus were phase synchronized while those
caused by the ignored stimulus were not.
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Figure 3.26: Time course of the gamma-band synchrony factor between V4 and
V1. The letters in the upper left corner of each plot indicate recording sites being
tested (see Figures 3.11 and 3.12 for the sites’ location). The dashed vertical lines
mark the relevant time interval used for further averaging. The legend over the
plots shows the assignment of curves’ color, as well as the two recording sites
corresponding to neuronal populations representing the attended stimulus under
the given condition. The median of the values lying in the chosen time interval (the
two-cycles-span, see the vertical lines in the plots) are shown in the corresponding
color. Epidural recording: 1031 trials in each condition, intracortical recording:
1072 trials in each condition.
The results are summed up in Figure 3.27: the left part (bars on a grey background) shows
the average γ-PSD of the oscillatory responses in the given neuronal populations to each of the
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Figure 3.27: Responses’ γ-PSD and synchrony factor for the example recording
sites. Results for recordings with the epidural array are shown in the top row
(V4 site A, and V1 sites B and C, see Figure 3.11 for the sites’ location), results
for recordings with the intracortical array are shown in the bottom row (V4 site
E and V1 site D, see Figure 3.12 for the sites’ location). Recording sites are
specified with a letter on top, recording conditions are schematically shown under
each corresponding bar (see Figure 2.4). Epidural recording: averaging over 1031
trials in each condition, intracortical recording: averaging over 1072 trials in each
condition. Time-frequency interval for averaging: gamma frequency band (45-81
Hz), and the two-cycles-span (3.35-6.15 sec from the trial start).
two stimuli (shape-tracking task without distracter, see Section 3.3.1), and the right part (bars
on a green background) shows the average gamma-band synchrony factor between the oscillatory
responses in V4 and V1 produced during the monkey’s performing the shape-tracking task with
distracter (see Section 3.3.4). So, for both epidural and intracortical recording (resp. top and
bottom row of plots), the left part of Figure 3.27 demonstrates the fulfillment of the hypothesis’
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requirements, i.e. a strong response of the V4 neuronal population to each of the two stimuli,
and a selective response of each of the V1 populations to only one of the stimuli. And the
right part shows the result of testing the working hypothesis (see Section 1.4), i.e. a strong
synchronization between the neuronal populations in V4 and V1 only in case the latter carried
information about the currently attended stimulus.
Statistical significance of the observed effects
I ran the Mann-Whitney U-test on the gamma-band synchrony factor values corresponding
to the two conditions (Condition 1 A/e and 2 A/e resp. Condition 1 A/i and 2 A/i) in the
chosen time interval (the two-cycles-span, see the vertical lines in the plots in Figure 3.26).
The test revealed that the observed differences (values corresponding to Condition 1 A/e vs.
values corresponding to Condition 2 A/e in case of the epidural recording, as well as values
corresponding to Condition 1 A/i vs. values corresponding to Condition 2 A/i in case of the
intracortical recording) were highly significant in case of all three recording site pairs A ⇐⇒
B, A ⇐⇒ C, and E ⇐⇒ D (p-value less than 0.000001, trial number being 1031 in case of the
epidural recording and 1072 in case of the intracortical recording).
I also performed another statistical test on the original phase values produced by the wavelet
transformation of the recorded data. I compared the obtained values of the phase difference
between the oscillatory responses of two neuronal populations (a V4 population and a V1 pop-
ulation supposed to provide its afferents) between the two conditions: with attention allocated
over the stimulus represented by both these V1 and V4 populations, and with attention allocated
over the stimulus represented only by the given V4 population. Figures 3.24 and 3.25 showed
that allocation of attention over the stimulus represented by both given V1 and V4 neuronal
populations resulted in a greater synchronization of their gamma oscillatory responses, which
was indicated by bigger values of the synchrony factor. I tested the statistical significance of the
observed differences. For this purpose, I used Watson’s non-parametric U square test with ties
(see Equation 2.31), which dealt with the question whether the two given samples of circular
data (phase angle difference) came from the same distribution.
Figure 3.28 shows the time course of the p-value characterizing significance of the differences
between the two tested data samples. Each of these two data samples comprised the angular
values of the phase difference between the oscillatory responses of the neuronal populations at
two given recording sites, measured on multiple trials. One of the data samples was collected
under condition ”attention present”, and the other one was collected under condition ”attention
not present” (compare to Figure 3.26).
The plots in Figure 3.28 show the p-value computed for each time-frequency fragment. The
smaller the p-values, the more likely that the two tested samples originated from different data
populations. P-values below 0.05 are commonly considered to indicate significance of the ob-
served differences or, in other words, that the two data samples are likely to originate from two
different distributions having different median values. So, the plots illustrate that the difference
in the degree of responses’ synchronization under ”attended” vs. ”non-attended” condition is
for the most part highly significant in the gamma frequency range. One can also notice the
characteristic morphing-dependent modulation of the p-value, similar to that observed in the
course of the PSD (see the plots for V4 in Figures 3.21 and 3.22), and of the synchrony factor
(see Figures 3.24 and 3.25).
Once again, the results of the test confirmed that the observed attention dependent differ-
ences in the degree of synchronization between oscillatory responses in V4 and V1 were highly
significant.
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Figure 3.28: Results of the Watson U square test with ties. The plots show
the p-value characterizing the significance level, at which the two data samples
containing the phase difference between the two oscillatory neuronal responses
under two conditions (attention present vs. attention not present) differed from
each other. The letters above each plot indicate recording sites being tested
(see Figures 3.11 and 3.12). Epidural recording: 1031 trials in each condition,
intracortical recording: 1072 trials in each condition.
3.4.2 Synchrony pattern across multiple neuronal population pairs
I have so far analyzed the degree of gamma band synchronization between neuronal populations
at the chosen example recording site pairs A⇐⇒ B, A⇐⇒ C, and E⇐⇒ D in detail (see Figures
3.11 and 3.12 for the sites’ location and Figures 3.24 - 3.26 for the obtained results). I aimed to
consider other available V4-V1 neuronal population pairs to get an extended pattern of neuronal
coherence under different attentional conditions. Applying the data selection criterion according
to Equation 2.23 yielded the set of the eligible recording sites (see Figure 3.10). I examined the
neuronal coherence between V4 and V1 populations for all combinations of applicable V4 and
V1 recording sites.
Figure 3.29 shows the synchrony factor between the neuronal population at the marked V4
site (site A in this case) and each of the applicable V1 neuronal populations on the right side
of the epidural array. Only data fulfilling the selection criterion according to Equation 2.23
was used for the analysis. Consistently with the results obtained for the chosen pairs of sites
A vs. B and A vs. C described above, the pattern of neuronal coherence of the given V4 site
(site A) with V1 sites located close to site B was similar to that of the exemplary sites pair
A vs. B. The same applied to the V1 sites located close to site C: the pattern of neuronal
coherence of site A with V1 sites close to site C was similar to that of the exemplary sites pair
A vs. C (compare to Figure 3.24). The right plot in Figure 3.29 shows that the difference
of the synchrony factor values for site A and site B (as well as its neighbours) is negative,
meaning that gamma oscillatory responses of the neuronal populations at sites A and B were
more synchronized under Condition 2 A/e than those under Condition 1 A/e. However, the
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Figure 3.29: Synchrony factor between neuronal responses at an example V4 site
and all available V1 sites recorded with the epidural array. Upper row: Synchrony
factor averaged in the gamma band from 45 to 81 Hz and in the two-cycles-span
from 3.35 to 6.15 sec for each recording site of the epidural array, displayed as an
interpolated colored map. The V4 site marked in blue (site A) was tested with all
applicable V1 sites (see Figure 3.10). The left plot corresponds to recording under
stimulation Condition 1 A/e, and the middle one - to recording under Condition
2 A/e (see Figure 3.24). The right map illustrates the difference synchrony factor
value between the corresponding recording sites under the two conditions (value
at Condition 2 A/e subtracted from the value at Condition 1 A/e). Bottom row:
Synchrony factor values corresponding to the above plot. Number of trials: 964
to 1031 for different recording site pairs.
difference of the synchrony factor values for site A and site C (as well as its neighbours) was
positive, meaning that gamma oscillatory responses of the neuronal populations at sites A and
C were more synchronized under Condition 1 A/e than those under Condition 2 A/e. Such
a pattern demonstrated that switching the monkey’s attention from one stimulus to the other
caused a switch in the selective synchronization of the neuronal oscillatory responses between
the given V4 and two V1 populations.
Figure 3.30 shows the synchrony factor difference maps for the other applicable V4 recording
sites (see Figure 3.10 for the sites’ selection). The data from both recording sites had to fulfill
the selection criterion according to Equation 2.23 to be included in the analysis, so data was
available not for all recording site pairs. The upper row of plots shows synchrony patterns
similar to those obtained for the recording site pairs with V4 site A (see the right column in
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Figure 3.30: Synchrony factor difference between neuronal responses at all avail-
able V4 and V1 sites under two attentional conditions, recorded with the epidural
array. The V4 site marked in blue was tested with all applicable V1 sites (see
Figure 3.10). Synchrony factor value at Condition 2 A/e was subtracted from syn-
chrony factor value at Condition 1 A/e and displayed as an interpolated colored
map.
Figure 3.29). Neuronal populations at the other V4 recording sites showed less prominent or no
synchrony switch at all (see the bottom row in Figure 3.30).
In case of the intracortical recording, a similar synchronization switch was observed: neuronal
population at the chosen exemplary V4 site (site E in this case) was gamma synchronized with
neuronal populations at the chosen V1 sites (see Figure 3.10 for the sites’ selection) under Con-
dition 1 A/i to a higher degree than under Condition 2 A/i. Figure 3.31 shows the corresponding
interpolated colored maps, as well as their difference. The difference values were all positive,
meaning that the synchrony factor for each site pair were higher at Condition 1 A/i compared to
Condition 2 A/i. So, once again, switching the monkey’s attention to a different visual stimulus
caused a switch in the pattern of selective synchronization between the given V4 and two V1
neuronal populations: namely, synchronization was observed only if these populations currently
represented the attended stimulus.
Figure 3.32 shows the difference synchrony factor maps for the other V4 recording sites (see
Figure 3.10 for the sites’ selection). The upper two rows of plots show synchrony patterns
similar to those obtained for the recording site pairs with V4 site A (see the right column in
Figure 3.31). Neuronal populations at the other V4 recording sites showed less prominent or no
synchrony switch at all, as the difference synchrony factor values were rather small (see the last
two rows of plots in Figure 3.32).
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Figure 3.31: Synchrony factor between neuronal responses at the example V4
site and all available V1 sites recorded with the intracortical array. Upper row:
Synchrony factor averaged in the gamma band from 45 to 81 Hz and in the
two-cycles-span from 3.35 to 6.15 sec and displayed as an interpolated colored
map. The V4 site marked in blue (site E) was tested with all applicable V1 sites
(see Figure 3.10). The right map illustrated the difference value between the
corresponding recording sites under the two conditions. Bottom row: Synchrony
factor values respective to the above plot. Number of trials: 114 to 1112 for
different recording site pairs.
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Figure 3.32: Synchrony factor difference between neuronal responses at all avail-
able V4 and V1 sites at two attentional conditions, recorded with the intracortical
array. The V4 site marked in blue was tested with all applicable V1 sites (see
Figure 3.10). Synchrony factor value at Condition 2 A/e was subtracted from syn-
chrony factor value at Condition 1 A/e and displayed as an interpolated colored
map.
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Figures 3.29 - 3.32 provided an illustrative overview of the synchronization patterns in form of
colored maps. For a detailed presentation of the obtained results, I marked the selected recording
sites as is shown in Figure 3.33. Recording sites named with the same letter showed similar
responses of their underlying neuronal populations, as was revealed by recordings made as the
monkey performed the shape-tracking task without distracter (see Section 3.3.1). In particular,
the sites of the B-group (B, B1, B2, and B3) corresponded to V1 populations activated by the
stimulus presented in Condition 2/e, and the sites of the C-group (C, C1 - C5) corresponded
to V1 populations activated by the stimulus presented in Condition 1/e (note the sign in the
difference γ-PSD values at the corresponding sites in Figure 3.13). I also included two additional
V4 recording sites adjacent to the chosen example recording sites (site A′ in case of the epidural
recording and site E′ in case of the intracortical recording, see also Figures 3.30 and 3.32 for the
corresponding colored maps) for a comparison with the data from the example recording sites.
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Figure 3.33: Electrode arrays with marked recording sites. The epidural array is
shown on the left hand side, and the intracortical arrays are shown on the right
hand side. Recording sites A, B, D, and E are highlighted with the blue color.
Recording sites showing similar responses of their underlying neuronal populations
(compare to Figures 3.11 and 3.12) are named with the same letter. Stimulation
conditions are provided in the bottom part, the green letters near a given stimulus
of the pictograms denote V1 recording site showing activation of the underlying
neuronal population by presenting the given stimulus.
The pattern of gamma-band synchronization between neuronal population at V4 site A and
each of the V1 neuronal populations of the B-group (i.e. at sites B, B1, B2 and B3) was
qualitatively similar, see Table 3.1 and compare to Figure 3.29: the sign of the synchrony factor
values between the two attentional conditions was consistent within the recording sites’ group.
Likewise, each of the V1 sites of the C-group (C, C1-C5) showed a similar synchronization pattern
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with V4 site A. Neuronal population at recording site A′ showed also similar characteristics to the
one at site A (see Table 3.1). Thus, I refer in the discussion only to the representative example
recording sites A, B, and C instead of referring to the groups of recording sites corresponding
to neuronal populations with similar response properties.
Table 3.1: Synchrony factor values for ”high competition” constellations. Epidural
recording.
Recording sites Condition 1 A/e Condition 2 A/e Difference % ր Trials
A ⇐⇒ B 0.091 0.212 -0.121 131.9 * 2371/1031
A ⇐⇒ B1 0.094 0.164 -0.070 73.8 * 1927/1020
A ⇐⇒ B2 0.128 0.158 -0.029 22.7 * 1627/964
A ⇐⇒ B3 0.146 0.206 -0.060 40.8 * 2371/1031
A ⇐⇒ C 0.210 0.092 0.118 128.4 * 2371/1031
A ⇐⇒ C1 0.170 0.071 0.099 138.2 * 2371/1031
A ⇐⇒ C2 0.234 0.080 0.154 192.4 * 2371/1031
A ⇐⇒ C3 0.256 0.107 0.149 139.8 * 2371/1031
A ⇐⇒ C4 0.228 0.063 0.164 259.4 * 2026/1031
A ⇐⇒ C5 0.243 0.103 0.141 137.3 * 2297/1031
A′ ⇐⇒ B 0.083 0.208 -0.125 149.7 * 2614/2461
A′ ⇐⇒ B1 0.067 0.183 -0.116 172.3 * 1973/2280
A′ ⇐⇒ B2 0.100 0.179 -0.079 79.8 * 1732/2120
A′ ⇐⇒ B3 0.120 0.215 -0.095 79.2 * 2614/2461
A′ ⇐⇒ C 0.193 0.107 0.085 79.6 * 2614/2461
A′ ⇐⇒ C1 0.136 0.092 0.044 47.2 * 2614/2461
A′ ⇐⇒ C2 0.144 0.085 0.059 69.3 * 2614/2461
A′ ⇐⇒ C3 0.216 0.097 0.119 122.0 * 2614/2461
A′ ⇐⇒ C4 0.152 0.104 0.048 49.9 * 2184/2322
A′ ⇐⇒ C5 0.182 0.110 0.072 65.3 * 2540/2461
Table 3.1: Synchrony factor between responses at two given recording sites of the
epidural array (first column), averaged in the gamma band from 45 to 85 Hz and
in the two-cycles-span from 3.35 to 6.15 sec for the two stimulation conditions
(second and third column). See Figure 2.4 for conditions’ specification. The dif-
ference value (forth column) was computed by subtracting the value for Condition
2 A/e from the value for Condition 1 A/e. Percentage increase (fifth column) was
computed as the absolute value of the obtained difference divided by the smallest
of the two values and multiplied by 100%, an asterisk means significance of the
measured difference (Wilcoxon rank sum test for equal medians performed at 0.05
significance level). The number of trials used for the two conditions, respectively,
is shown in the last column.
The monkey performed the shape-tracking task with distracter, i.e. two shape sequences
were presented on the screen. Each of the two shape sequences activated only one V1 neuronal
population (the one at site B or the other one at site C), and both activated the V4 neuronal
population at site A (see Section 3.3.1). When the monkey’s attention was located over the
stimulus which activated the neuronal population at V1 recording site C (Condition 1 A/e), the
gamma-band synchronization of the oscillatory responses between the neuronal population at
V4 site A and the one at V1 site C was stronger than that in case of the monkey’s attending
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to the stimulus which activated the neuronal population at V1 site B (Condition 2 A/e). This
explained the positive difference synchrony factor value between the two attentional conditions
for the test A ⇐⇒ C, and the negative difference synchrony factor value for the test A ⇐⇒ B.
The Wilcoxon rank sum test yielded that all measured differences were statistically significant
(see Table 3.1). Testing the degree of synchronization between populations at the same V1 sites,
and V4 site A′ yielded qualitatively similar results compared with those obtained for the V4 site
A, with a slight tendency of synchrony factor values to lie below corresponding values for site
A under Condition 1 A/e (see the bottom half of the Table 3.1).
Table 3.2: Synchrony factor values for ”high competition” constellations. Intra-
cortical recording.
Recording sites Condition 1 A/i Condition 2 A/i Difference % ր Trials
E ⇐⇒ D 0.177 0.050 0.127 253.7 * 1077/1072
E ⇐⇒ D1 0.136 0.041 0.096 235.2 * 707/690
E ⇐⇒ D2 0.127 0.045 0.083 184.4 * 627/627
E ⇐⇒ D3 0.152 0.038 0.114 303.0 * 1073/1068
E ⇐⇒ D4 0.145 0.047 0.098 207.1 * 1084/1083
E ⇐⇒ D5 0.138 0.036 0.102 282.2 * 984/983
E ⇐⇒ D6 0.097 0.037 0.060 161.6 * 1046/1043
E ⇐⇒ D7 0.116 0.040 0.077 192.3 * 1114/1112
E ⇐⇒ D8 0.152 0.089 0.063 69.9 * 114/116
E ⇐⇒ D9 0.136 0.052 0.084 163.3 * 1009/1011
E ⇐⇒ D10 0.097 0.032 0.066 209.1 * 1114/1112
E′ ⇐⇒ D 0.233 0.082 0.151 184.9 * 298/298
E′ ⇐⇒ D1 0.172 0.067 0.105 157.2 * 216/221
E′ ⇐⇒ D2 0.162 0.069 0.093 134.1 * 209/216
E′ ⇐⇒ D3 0.195 0.063 0.132 209.8 * 301/299
E′ ⇐⇒ D4 0.212 0.089 0.123 137.4 * 301/299
E′ ⇐⇒ D5 0.183 0.068 0.114 166.9 * 301/299
E′ ⇐⇒ D6 0.155 0.069 0.085 123.0 * 301/299
E′ ⇐⇒ D7 0.184 0.074 0.110 148.3 * 301/299
E′ ⇐⇒ D8 0.178 0.110 0.069 62.8 * 78/84
E′ ⇐⇒ D9 0.186 0.089 0.097 109.1 * 301/299
E′ ⇐⇒ D10 0.140 0.060 0.080 135.0 * 301/299
Table 3.2: Synchrony factor between responses at two given recording sites of the
intracortical array. See description of Table 3.1 for details.
In case of the intracortical recording the attention dependent pattern of gamma-band synchro-
nization between the neuronal population at V4 site E and each of the V1 neuronal populations
of the D-group (i.e. at sites D, D1-D10) was qualitatively similar (see Table 3.2 and compare to
Figure 3.31: the sign of the synchrony factor values between the two attentional conditions was
consistent within the recording sites’ group). Neuronal population at recording site E′ showed
also similar characteristics to those of the population at site E (see Table 3.2). Thus, I refer in
the discussion only to the representative example recording sites E and D instead of referring to
the groups of recording sites corresponding to neuronal populations with similar properties.
Both shape sequences simultaneously presented on the screen activated the V4 neuronal
population at recording site E, and only one of the shape sequences activated the V1 population
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at site D (see Section 3.3.1). When the monkey’s attention was located over the stimulus which
activated the neuronal population at V1 recording site D (Condition 1 A/i), the gamma-band
synchronization of the oscillatory responses between the neuronal population at V4 site E and the
one at V1 site D was stronger than that in case of the monkey’s attending to the stimulus which
activated some other V1 population not being recorded from (Condition 2 A/e). This explained
the positive difference synchrony factor value between the two attentional conditions for the test
E ⇐⇒ D. The Wilcoxon rank sum test yielded that all measured differences were statistically
significant (see Table 3.2). Calculating the degree of synchronization between populations at the
same V1 sites, and V4 site E′ yielded qualitatively similar results compared with those obtained
for the V4 site E, with a slight tendency of synchrony factor values to lie above corresponding
values for site E under both Conditions 1 A/i and 2 A/i (see the bottom half of the Table 3.2).
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Figure 3.34: Responses’ γ-PSD and synchrony factor for the chosen recording
sites. Results for recordings with the epidural array are shown in the top row (V4
site A, and V1 sites B and C, see Figure 3.11 for the sites’ location), results for
recordings with the intracortical array are shown in the bottom row (V4 site E and
V1 site D, see Figure 3.12 for the sites’ location). Epidural recording: averaging
over 1031 trials in each condition, intracortical recording: averaging over 1072
trials in each condition. Time-frequency interval for averaging: gamma frequency
band (45-81 Hz), and the two-cycles-span (3.35-6.15 sec from the trial start).
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For a brief summary of the obtained results, I computed the median synchrony factor values
within each given recording site group. For example, A ⇐⇒ B denotes the synchrony factor
between site A and the sites of the B-group calculated as a median of the synchrony factor
values for the cases A ⇐⇒ B, A ⇐⇒ B1, A ⇐⇒ B2, and A ⇐⇒ B3 under a given recording
condition (see Table 3.1). Figure 3.34 summarizes the obtained results: the bars on a grey
background show the average γ-PSD of the oscillatory responses in the given V4 populations to
each of the two stimuli (shape-tracking task without distracter, see Section 3.3.1), and the bars
on a green background show the average gamma-band synchrony factor between the oscillatory
responses in V4 and V1 produced during the monkey’s performing the shape-tracking task with
distracter (see Section 3.3.4), averaged as described above. The results for the recording site
A′ were qualitatively similar to those obtained for the site A, and the results for the recording
site E′ were qualitatively similar to those obtained for the site E. So, for both epidural and
intracortical recording (resp. top and bottom row of plots), Figure 3.34 shows a strong response
of the given V4 neuronal populations to each of the two stimuli (selective response of each of the
V1 populations to only one of the stimuli was shown earlier, see for example Figure 3.27), as well
as the result of testing the working hypothesis (see Section 1.4), i.e. a strong synchronization
between the neuronal populations in V4 and V1 only in case the latter carried information about
the currently attended stimulus.
3.4.3 ”Low competition” constellation
Apart from verifying the predictions of the working hypothesis (see Section 1.4 for its formulation
and Section 3.4.2 for the obtained results) which I called ”high competition” constellation, I also
considered other tests which could be performed based on the acquired data.
The patterns of neuronal activation caused by the shape sequences presented one at a time
showed that neuronal populations at some of V4 recorded sites were primarily activated by only
one of the two stimuli (see Section 3.3.1). This could be seen in Figures 3.11 and 3.12 which
show differently shaped red-colored activation spots in V4 for the two stimulation conditions.
Some of the electrodes covering the monkey’s area V4 were involved in the activation spot only
in one of the two conditions. This fact is also illustrated in Figure 3.13 by the difference γ-PSD
values being above or below zero for some V4 electrodes in both arrays.
Applying the data selection criterion (see Equation 2.23) also revealed that some V4 neuronal
populations located underneath the arrays’ electrodes were sufficiently activated (in terms of
available data satisfying the selection criterion for a given recording site, see Section 3.2) only
by one of the two shape sequences (see the two upper numbers in Figure 3.9: one of them was
zero for some V4 recording sites in both arrays). These V4 recording sites named A1, A2, A3, A4
in case of the epidural, as well as E1 and E2 in case of the intracortical array, are shown in Figure
3.35, along with the stimulus conditions under which the corresponding neuronal populations
became activated.
I analyzed the degree of neuronal oscillatory synchronization between V4 populations at
recording sites A1-A4 and V1 populations at recording sites B, B1-B3, C, C1-C5 in case of the
epidural recording, and between V4 populations at recording sites E1 and E2 and V1 populations
at recording sites D, D1-D10 in case of the intracortical recording (see Figure 3.35 for the sites’
location).
Synchrony factor values for V4-V1 site pairs recorded with the epidural array are provided
by Table 3.3. Like in the previous section, I refer to V1 sites B and C instead of referring to the
corresponding site groups.
Synchrony factor between responses at V4 site A1 and V1 site B was similar to that between
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Figure 3.35: Recording sites for ”low competition” constellations. The pictograms
(see Figure 2.4) represent stimulation conditions under which the recording site
pointed at by the arrows showed activation of the corresponding neuronal popu-
lations (compare to Figures 3.11 and 3.12, as well as to the green letters near a
given stimulus of the pictograms).
V4 site A and the same V1 site B, but only under Condition 2 A/e in which the monkey’s
attention was located over the stimulus driving the V1 neuronal population at site B (i.e. under
”attended” condition). However, when the monkey’s attention was directed away from the
receptive field of the V1 neuronal population at site B (Condition 1 A/e, ”non-attended”), the
synchrony factor for A1 ⇐⇒ B was higher than that for A ⇐⇒ B. Compared to the case A
⇐⇒ B, the difference synchrony value for A1 ⇐⇒ B was smaller and inconsistent within the
B-group: some of the values were positive, and some were negative.
Synchrony factor for A1 ⇐⇒ C was slightly smaller than that for A⇐⇒ C when the monkey’s
attention was located over the receptive field of the V1 population at site C (Condition 1 A/e,
”attended”). Directing the monkey’s attention away from the receptive field (Condition 2 A/e,
”non-attended”) caused inconsistent effects across the C-group: for some sites the synchrony
factor became smaller, for others bigger, so were also the difference synchrony factor values.
Similarly to the case A1⇐⇒ B, the population at V4 site A2 was stronger gamma-synchronized
with the population at V1 site B under ”non-attended” condition, compared to the synchro-
nization between V4 site A and the same V1 population under the same condition. Synchrony
factor for A2 ⇐⇒ C was also higher than that for A ⇐⇒ C under ”non-attended” condition.
The populations at V4 recording sites A3 and A4 was weaker synchronized with the population
at V1 site B under both attentional conditions, compared to the case A⇐⇒ B. This observation
suggested that the populations at sites A3 and A4 had receptive fields which probably were rather
separated from the receptive field of the V1 population at site B. So the population at site B
would not provide strong afferents for the populations at sites A3 and A4. Like in case A ⇐⇒
B, the synchrony factor for A3 ⇐⇒ B, as well as for A4 ⇐⇒ B, under ”attended” condition was
higher than that for ”non-attended” condition.
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Gamma-synchronization between each of the populations at sites A3 and A4 and the pop-
ulation at V1 site C was remarkably higher under ”non-attended” condition, compared to the
synchronization between V4 site A and the same V1 population under the same condition.
Moreover, it was also higher than that under ”attended” condition, which resulted in negative
difference synchrony factor values. Synchrony values under ”attended” condition were slightly
lower compared to the corresponding values for the case A ⇐⇒ C.
Results for the intracortical recording are presented in Table 3.4, which provides the syn-
chrony factor between neuronal populations at V4 sites E1 and E2, and neuronal populations at
V1 sites of the D-group (see Figure 3.35 for the sites’ location). Synchrony factor for ”attended”
condition (Condition 1 A/i) was smaller, and those for ”non-attended” condition (Condition 2
A/i) were higher, compared to the corresponding values for the case E ⇐⇒ D (see Table 3.2).
Thus, the difference synchrony factor values were smaller and for some part inconsistent (positiv
and negative) within the D-group.
Comparison between the synchrony factor values for the ”high competition” constellation
(V4 populations at site A vs. V1 populations at sites B and C in case of the epidural recording,
as well as V4 population at site E vs. V1 population at site D in case of the intracortical
recording) and the ”low competition” constellations (V4 populations A1-A4 vs. V1 populations
at sites B and C in case of the epidural recording, as well as V4 population at sites E1, E2 vs.
V1 population at site D in case of the intracortical recording) is summarized in Figures 3.36 and
3.37.
As the V4 populations at sites A1 and A2 were not sufficiently activated by the stimulus
presented in the receptive of the V1 population at site C (see Section 3.3.1), I assumed that the
population at V1 site C did not provide strong afferents to the V4 populations at sites A1 and
A2. So, the V4 populations at sites A1 and A2 were supposed to receive afferents only (or at
least mostly) from the V1 population at site B. Similarly, the V4 populations at sites A3 and A4
were supposed to receive afferents only (or at least mostly) from the V1 population at site C.
In case of the intracortical recording, the V1 population at site D seemed not to provide strong
afferents to the V4 populations at sites E1 and E2, as these V4 populations were not sufficiently
activated by the stimulus presented in the receptive field of the V1 population at site D.
Synchrony factor between the V4 populations at sites A3 and A4 and V1 populations at sites
of the B-group (which were not supposed to provide strong afferents to the given V4 populations)
was lower compared to those for the main test A ⇐⇒ B for all sites of the B-group, and for
both ”attended” and ”non-attended” conditions (see the bottom plots in Figure 3.36). In case
of the V4 populations at sites A1 and A2 and V1 populations at sites of the C-group (which
were not supposed to provide strong afferents to the given V4 populations), the synchrony factor
was lower compared to the case A ⇐⇒ C not for all sites of the C-group (see the upper plots in
Figure 3.36). This could be a result of more overlapping between the corresponding receptive
fields, considering the fact that the receptive field of the populations at V4 sites A1 and A2 lay
probably at higher eccentricity and were therefore larger (see Smith et al. (2001)). Furthermore,
for most V1 sites of the C-group the synchrony factor A2 ⇐⇒ C was lower compared to the case
A ⇐⇒ C under the ”attended” condition, but higher under the ”non-attended” condition. The
same applied for several V1 sites of the C-group for A1 ⇐⇒ C, as well as for almost all cases E1
⇐⇒ D and E2 ⇐⇒ D in the intracortical recording. Likewise, a partial overlapping between the
corresponding receptive fields in case of the intracortical recording could explain the observed
differences in the synchrony factor values between the V4 and V1 populations, compared to the
”high competition” constellation.
Neuronal coherence for the cases A1,2 ⇐⇒ B and A3,4 ⇐⇒ C was of particular interest,
as in each of these V4-V1 pairs the V4 population received input mostly from the given V1
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Figure 3.36: Synchrony factor values for ”low competition” constellations in com-
parison to those for the ”high competition” constellation: epidural recording.
Synchrony factor values between the neuronal population at V4 site highlighted
in blue and neuronal populations at V1 sites, with the corresponding synchrony
factor value from the ”high competition” constellation (i.e. with V4 population at
site A) subtracted (see Tables 3.3 and 3.1). The upper values for each recording
site correspond to the ”attended” condition, meaning that the given V1 popu-
lation was activated by the visual stimulus being attended by the monkey. The
bottom values correspond to the ”non-attended” condition, under which the given
V1 population was activated by the currently ignored stimulus. Pink color marks
positive difference synchrony factor value, blue color marks negative values. In
case of a value zero, the color was determined by the comparison to the other case
in the main test (see Table 3.1). The green dotted line separates recording sites
of the B-group from recording sites of the C-group (compare to Figure 3.35).
population (see Figure 3.35). Thus, differently from the ”high competition” constellation, the
two visual stimuli were represented in rather separate V4 neuronal populations, so that they
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Figure 3.37: Synchrony factor values for ”low competition” constellations in com-
parison to those for the ”high competition” constellation: intracortical recording.
Synchrony factor values between the neuronal population at V4 site highlighted
in blue and neuronal populations at V1 sites, with the corresponding synchrony
factor value from the main test (i.e. with V4 population at site E) subtracted (see
Tables 3.4 and 3.2). For further details see the description of Figure 3.36.
did not have to compete for their representation in a single V4 population. In all of these cases,
the synchrony factor difference between the ”attended” and the ”non-attended” condition was
lower than the corresponding value from the ”high competition” constellation. This came mostly
from a decrease of the value for the ”attended” condition and an increase of the value for the
”non-attended” condition, so that the value for the ”non-attended” lay in most cases even above
the corresponding value for the ”attended” condition (see Tables 3.1 and 3.3).
Based on the responses’ PSD under different stimulation conditions (see Figure 3.11, as well
as the left part in Figure 3.13), I roughly estimated the outlines of the corresponding receptive
109
B C
AA1,2
B C
A A3,4
1 2
Figure 3.38: Schematic outline of the relative receptive fields arrangement for the
chosen additional recording site pairs.
fields (see Figure 3.38) and calculated the synchrony factor between each V4 population and the
V1 population which was supposed to provide afferents for the given V4 population (see Table
3.1). Similarly to presenting the summary of the results for the ”high competition” constellation
(see Figure 3.34), I computed the median synchrony factor values within each given recording
site group (see Section 3.4.2 for the procedure description). Figure 3.39 summarizes the obtained
results and shows the responses’ γ-PSD recorded when the monkey performed the shape-tracking
task without distracter (see Section 3.3.1), as well as the synchrony factor between the given
V4 population and its afferent V1 population under different attention condition in the shape-
tracking task with distracter (see Section 3.3.4). In case of the sites A1 and A2, one of the two
presented stimuli caused a stronger neuronal activation as the other one (see the red bars in the
PSD-section of the upper row of diagrams in Figure 3.39 being higher than the blue bars), and
switching attention between the two presented stimuli in the shape-tracking task did not cause
a switch in the degree of gamma-band synchronization comparable to the one observed in the
”high competition” constellation (see Figure 3.34).
The V4 neuronal populations at sites A1 and A2 were activated more strongly but not exclu-
sively by the visual stimuli which drove the V1 population at site B, as the other visual stimulus
(which drove the V1 population at site C) also elicited a weak response (see the PSD-section of
the upper row of diagrams in Figure 3.39). I considered this fact to be indicative of a partial
overlapping of the receptive fields of the V4 populations at sites A1 and A2 and the receptive field
of the V1 population at site C (see the left part of Figure 3.38 with the outlines of the receptive
fields of the populations at sites A1,2 and C being crossed). On the other hand, the V4 neuronal
populations at sites A3 and A4 were activated rather exclusively by only the visual stimulus
which drove the V1 population at site C (see the PSD-section of the bottom row of diagrams in
Figure 3.39), which I considered to be indicative of (at least almost) no overlapping of the recep-
tive fields of the V4 populations A3 and A4 and the receptive field of the V1 population B (see
the left part of Figure 3.38 with the receptive field of the V1 population at site B lying beyond
the receptive fields of the V4 populations A3 and A4). That suggests that only one of the V1
populations provided afferents for the V4 populations at sites A3 and A4, so I was particularly
interested in the pattern of gamma-band synchronization between the neuronal populations in
V1 and the V4 populations at sites A3 and A4 under different attention conditions. Figure 3.40
provides a summary of the obtained results for the given neuronal population pairs. It contains
the gamma-band synchrony factor values between each V4 population (at sites A, A3 and A4)
and the V1 population at each of the recording site groups (B and C), as well as those between
the same V4 populations and the V1 populations at sites B and C (see the bottom row of di-
agrams in Figure 3.40). The latter ones were displayed to reveal differences in the synchrony
factor values between single recording sites, i.e. without averaging within a recording site group.
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Figure 3.39: Responses’ γ-PSD and synchrony factor for ”low competition” con-
stellations. Recording sites are specified with the letters on top, recording condi-
tions are schematically shown under each corresponding bar (see Figure 2.4). The
sites’ location is shown in Figure 3.35, and the schematic outline of the receptive
fields is shown in Figure 3.38. Time-frequency interval for averaging: gamma
frequency band (45-81 Hz), and the two-cycles-span (3.35-6.15 sec from the trial
start).
I also performed statistical tests to estimate the significance of the observed differences (see be-
low). The most striking difference between the synchrony factor values for the given neuronal
populations concerned the processing of the non-attended stimulus. Synchrony factor between
the V4 populations at sites A3 and A4 and the V1 population at site C in the ”non-attended”
condition (i.e. as the monkey attended the stimulus which did not drive the V1 population at
site C) was more than a threefold of the corresponding value for the V4 population A (see the
red bars in the bottom row on the left side in Figure 3.40). At the same time, synchrony factor
between the V4 populations at sites A3 and A4) and the V1 population at site B was smaller
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Figure 3.40: Comparison between synchrony factor values for ”high competition”
and ”low competition” constellations. Schematic outline of the receptive fields,
as well as the recording site pairs for the test, are shown above the corresponding
diagrams. The diagrams displays the average synchrony factor in form of bars (see
Tables 3.1 and 3.3 for the corresponding values). Recording site pairs are specified
with the letters on top, recording conditions are schematically shown under each
corresponding bar (see Figure 2.4). The sites’ location is shown in Figure 3.35.
Time-frequency interval for averaging: gamma frequency band (45-81 Hz), and
the two-cycles-span (3.35-6.15 sec from the trial start).
than the corresponding values for the V4 population A (see the bottom row on the right side in
Figure 3.40), which stood in accordance to the fact that the V4 populations at sites A3 and A4
were not activated by the visual stimulus which drove the V1 population at site B, and hence
the corresponding receptive fields were supposed to be (mostly) separated.
In the summary, the synchrony factor value between the V4 populations at sites A3 and A4
and the V1 population at site C in the ”non-attended” condition was increased by around 230%
relatively to the corresponding value for the V4 population A.
I ran the Mann-Whitney U-test on the gamma-band synchrony factor values corresponding
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to the ”high competition” and to the ”low competition” constellations for each of the two
conditions (Condition 1 A/e and 2 A/e). In particular, the test comprised eight separate tests
for the following pair sets of values to be compared: synchrony factor A ⇐⇒ C vs. A3 ⇐⇒
C in Condition 1 A/e, and the same recording site pairs in Condition 2 A/e; synchrony factor
A ⇐⇒ C vs. A4 ⇐⇒ C in Condition 1 A/e, and the same recording site pairs in Condition 2
A/e; synchrony factor A ⇐⇒ B vs. A3 ⇐⇒ B in Condition 1 A/e, and the same recording site
pairs in Condition 2 A/e; synchrony factor A ⇐⇒ B vs. A4 ⇐⇒ B in Condition 1 A/e, and the
same recording site pairs in Condition 2 A/e. The test revealed that the observed differences
(values corresponding to the ”high competition” constellation vs. values corresponding to the
”low competition” constellation) were highly significant in case of both recording sites A3 and
A4 (p-values less than 0.000001, corresponding trial numbers can be found in Tables 3.1 and
3.3).
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Table 3.3: Synchrony factor values for ”low competition” constellations. Epidural
recording.
Recording sites Condition 1 A/e Condition 2 A/e Difference % ր Trials
A1 ⇐⇒ B 0.187 0.224 -0.037 19.6 * 296/1953
A1 ⇐⇒ B1 0.168 0.202 -0.034 20.2 * 296/1835
A1 ⇐⇒ B2 0.184 0.158 0.026 16.7 * 296/1765
A1 ⇐⇒ B3 0.215 0.197 0.018 9.3 * 296/1953
A1 ⇐⇒ C 0.149 0.049 0.100 202.2 * 296/1953
A1 ⇐⇒ C1 0.158 0.100 0.058 58.2 * 296/1953
A1 ⇐⇒ C2 0.186 0.104 0.082 78.7 * 296/1953
A1 ⇐⇒ C3 0.191 0.047 0.144 305.7 * 296/1953
A1 ⇐⇒ C4 0.222 0.116 0.106 91.1 * 296/1872
A1 ⇐⇒ C5 0.215 0.068 0.147 216.4 * 296/1953
A2 ⇐⇒ B 0.191 0.212 -0.021 10.8 * 641/1864
A2 ⇐⇒ B1 0.197 0.219 -0.022 11.4 * 641/1809
A2 ⇐⇒ B2 0.209 0.176 0.034 19.1 * 571/1702
A2 ⇐⇒ B3 0.215 0.187 0.028 15.0 * 641/1864
A2 ⇐⇒ C 0.195 0.142 0.053 36.9 * 641/1864
A2 ⇐⇒ C1 0.245 0.212 0.032 15.3 * 641/1864
A2 ⇐⇒ C2 0.230 0.205 0.026 12.6 * 641/1864
A2 ⇐⇒ C3 0.196 0.120 0.076 63.3 * 641/1864
A2 ⇐⇒ C4 0.234 0.205 0.029 14.3 * 641/1820
A2 ⇐⇒ C5 0.192 0.132 0.060 45.0 * 641/1864
A3 ⇐⇒ B 0.052 0.102 -0.050 97.1 * 2606/226
A3 ⇐⇒ B1 0.060 0.077 -0.018 29.4 * 1958/226
A3 ⇐⇒ B2 0.060 0.106 -0.046 75.7 * 1717/226
A3 ⇐⇒ B3 0.073 0.139 -0.066 90.5 * 2606/226
A3 ⇐⇒ C 0.256 0.306 -0.050 19.6 * 2606/226
A3 ⇐⇒ C1 0.165 0.234 -0.068 41.3 * 2606/226
A3 ⇐⇒ C2 0.145 0.186 -0.041 28.5 * 2606/226
A3 ⇐⇒ C3 0.220 0.249 -0.030 13.4 * 2606/226
A3 ⇐⇒ C4 0.115 0.147 -0.033 28.4 * 2169/226
A3 ⇐⇒ C5 0.136 0.178 -0.042 31.2 * 2550/226
A4 ⇐⇒ B 0.045 0.105 -0.059 129.9 * 2377/389
A4 ⇐⇒ B1 0.039 0.102 -0.063 162.4 * 1932/389
A4 ⇐⇒ B2 0.042 0.125 -0.083 199.3 * 1712/389
A4 ⇐⇒ B3 0.055 0.139 -0.083 151.1 * 2377/389
A4 ⇐⇒ C 0.217 0.295 -0.078 36.2 * 2377/389
A4 ⇐⇒ C1 0.150 0.235 -0.085 57.0 * 2377/389
A4 ⇐⇒ C2 0.103 0.185 -0.082 79.5 * 2377/389
A4 ⇐⇒ C3 0.186 0.246 -0.060 32.3 * 2377/389
A4 ⇐⇒ C4 0.072 0.167 -0.095 130.5 * 2100/389
A4 ⇐⇒ C5 0.095 0.179 -0.085 89.8 * 2321/389
Table 3.3: Synchrony factor between responses at two given recording sites of the
epidural array. See description of Table 3.1 for details.
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Table 3.4: Synchrony factor values for ”low competition” constellations. Intra-
cortical recording.
Recording sites Condition 1 A/i Condition 2 A/i Difference % ր Trials
E1 ⇐⇒ D 0.087 0.052 0.035 66.5 * 373/374
E1 ⇐⇒ D1 0.069 0.050 0.019 38.3 * 306/306
E1 ⇐⇒ D2 0.101 0.094 0.007 7.5 * 127/140
E1 ⇐⇒ D3 0.074 0.051 0.023 44.6 * 332/330
E1 ⇐⇒ D4 0.088 0.103 -0.015 17.4 * 373/374
E1 ⇐⇒ D5 0.061 0.061 -0.000 0.4 373/374
E1 ⇐⇒ D6 0.080 0.107 -0.027 33.1 * 373/374
E1 ⇐⇒ D7 0.079 0.102 -0.023 29.6 * 373/374
E1 ⇐⇒ D8 0.148 0.160 -0.012 7.9 41/49
E1 ⇐⇒ D9 0.052 0.062 -0.010 19.8 * 373/374
E1 ⇐⇒ D10 0.062 0.075 -0.013 20.3 * 373/374
E2 ⇐⇒ D 0.073 0.062 0.011 17.4 * 241/246
E2 ⇐⇒ D1 0.078 0.065 0.013 20.2 * 178/179
E2 ⇐⇒ D2 0.119 0.108 0.011 10.1 * 80/91
E2 ⇐⇒ D3 0.071 0.065 0.006 9.6 * 200/202
E2 ⇐⇒ D4 0.125 0.115 0.009 8.2 * 239/243
E2 ⇐⇒ D5 0.078 0.063 0.015 24.4 * 241/246
E2 ⇐⇒ D6 0.124 0.118 0.006 5.3 * 241/246
E2 ⇐⇒ D7 0.114 0.111 0.004 3.3 239/243
E2 ⇐⇒ D8 0.186 0.168 0.018 10.4 35/42
E2 ⇐⇒ D9 0.073 0.066 0.007 10.2 * 241/246
E2 ⇐⇒ D10 0.089 0.082 0.006 7.8 * 239/243
Table 3.4: Synchrony factor between responses at two given recording sites of the
intracortical array. See description of Table 3.1 for details.
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Chapter 4
Discussion
4.1 Main concept
My work was dedicated to studying the neuronal basis of attentional selection. In particular, I
explored the mechanism underlying application of attention to a visual stimulus competing with
another visual stimuli for neuronal representation and further processing.
V1
V4
Attention
?
1 2
3
Figure 4.1: Schematic illustration of the ”high competition” constellation. The
circles symbolize neuronal populations: two in visual area V1 (1 and 2) are shown
in the bottom row, and one in visual area V4 (3) is shown on the top. The arrows
indicate the direction of information processing, so both V1 populations 1 and 2
are supposed to send their projections to the common V4 population 3. The red
dotted circle around one of the V1 population means that the subject’s attention
is allocated over the receptive field of this population.
I considered the following ”high competition” constellation: three distinct neuronal popula-
tions, two of which being located in the same visual area, and the third one being located in
a downstream visual area of the monkey’s brain - in this study areas V1 and V4 correspond-
ingly (see Section 1.5 for supporting considerations). Both V1 populations project onto the V4
population as schematically shown in Figure 4.1. The critical question which arises in such a
constellation is: how would the competition between signals coming from the two V1 popula-
tions be resolved, so that the V4 population would respond as if only the attended stimulus was
present (Moran and Desimone, 1985)? In other words, how does only one part of the incoming
signals (corresponding to the attended stimulus) determine the response of the downstream pop-
ulation, whereas - at the same time - another part (corresponding to the non-attended stimulus)
is ”sorted out”?
It was previously suggested that the stimuli competition is resolved by attention in favor of the
attended stimulus (Desimone and Duncan, 1995), and that it is accomplished by a momentary
establishment of a route for an efficient transmission of the information about the attended (i.e.
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behaviorally relevant) stimulus to the downstream areas by means of gamma-band synchroniza-
tion (Fries, 2005; Kreiter, 2006). Thus, neuronal populations in areas V1 and V4 representing
the attended stimulus would synchronize their oscillatory responses in the gamma frequency
range. By this means further processing of the signals caused by the attended stimulus would
be promoted, as signal efficacy to drive the downstream neurons is increased in case of syn-
chronized input (Azouz and Gray, 2003). My working hypothesis (see Section 1.4) stated that,
in compliance with these suggestions, neuronal populations in visual areas V1 and V4 would
synchronize their oscillatory responses depending on the behavioral relevance of the given visual
stimulus which elicited those responses. The main prediction of my working hypothesis (see
Figure 1.7) was an increase in the degree of gamma-band synchronization between neuronal re-
sponses in two visual areas (V1 and V4) caused by the attended stimulus, compared with those
caused in the same neuronal populations by the identical, but currently non-attended stimulus.
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Figure 4.2: Schematic illustration of the ”low competition” constellation. The
circles symbolize neuronal populations: two in visual area V1 (1 and 2) are shown
in the bottom row, and two in visual area V4 are shown on the top. The arrows
indicate the direction of information processing, so the V1 populations are sup-
posed to send their projections to the corresponding separate V4 populations, so
that V4 population 3 receives projections only from V1 population 1. The red
dotted circle around one of the V1 population means that the subject’s attention
is allocated over the receptive field of this population.
I also considered a ”low competition” constellation which is schematically illustrated in Figure
4.2. Like the ”high competition” one described above, it consists of three neuronal populations
(populations 1, 2 and 3 in Figure 4.2), two of which being located in the same visual area (V1
in this study), and the third one being located in a downstream area (V4). Differently from
the ”high competition” constellation, the two V1 populations send projections to separate V4
populations. The critical question is, whether the routing of signals caused by the attended and
the non-attended stimuli would be carried out differently compared to the ”high competition”
constellation, considering the fact that, in this case, the V4 population (population 3 in Figure
4.2) was not ”confronted” with two kinds of input - the relevant one needed to be processed,
and the irrelevant one needed to be discarded - like the V4 population in the ”high competition”
constellation (population 3 in Figure 4.1).
The processing of a non-attended stimulus was suggested to be largely dependent on the
perceptual load of the task (Lavie, 2006) and, accordingly, on the strength of the biasing mech-
anism necessary to resolve the competition between visual stimuli for neuronal representation
(Torralbo and Beck, 2008). The strength of the biasing mechanism for resolving the competition
between two stimuli presented within a single receptive field of a V4 neuronal population (”high
competition” constellation, see Figure 4.1) would be high (see Section 1.2.4), largely restraining
the processing of the non-attended stimulus. In case the two stimuli fall onto two separate re-
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ceptive fields corresponding to two V4 populations (”low competition” constellation, see Figure
4.2), the competition would be lower compared to the case described above, which would impose
less restrictions on the processing of the non-attended stimulus. Thus, I expected to observe a
higher degree of interareal gamma-band synchronization of the oscillatory responses caused by
the non-attended stimulus in the ”low competition” constellation compared to the one in the
”high competition” constellation.
I tested these predictions by comparing the degree of gamma-band synchronization between
oscillatory neuronal responses in areas V1 and V4 to attended vs. non-attended visual stimuli
under different recording conditions (see Section 2.2.4).
4.2 Methodological achievements
The main achievement of the presented work concerned the methodological aspect of conducting
the proposed experiment. Testing my working hypothesis required simultaneous recording from
multiple neuronal populations in visual areas V1 and V4 of a macaque monkey performing
a visual task. For this purpose, additionally to using a well-established recording technique
developed in other studies (see Section 2.3.1), I designed and manufactured two novel electrode
arrays (see Sections 2.3.3 and 2.3.7) which were successfully implanted into the monkey’s skull
and allowed stable LFP recordings from numerous neuronal populations over the whole required
time period of several months, as well as afterwards in the subsequent studies of my colleagues.
4.2.1 Recording techniques used in other studies
Chronic multi-electrode large-area epidural recordings from a monkey brain were performed in a
number of studies. The electrode array described in Section 2.3.1 was successfully implemented
in the presented study, as well as in the study of Taylor et al. (2005). The array consisted
of 37 electrodes inserted in a silicone sheet in a square pattern with a regular spacing of 3
mm, and covered a brain area of approximately 240 mm2. A similar recording technique was
used by Tallon-Baudry et al. (2004): they recorded LFPs from two macaque monkeys, each
chronically implanted with an epidural electrode array manufactured in a similar manner as the
one described above. One of the arrays consisted of 27 electrodes and the other one - of 36
electrodes inserted in a silicone sheet. The electrodes were arranged in a square pattern in four
rows with a regular spacing of 3 mm, and covered a brain area of approximately 160 mm2 and
approximately 220 mm2, respectively. I attempted to use the same technique to record LFPs
from a larger number of neuronal populations in the monkey’s visual areas V1 and V4. I designed
and manufactured an electrode array consisting of 111 electrodes inserted in a silicone sheet in
a hexagonal pattern with a regular spacing of 2 mm and covering a brain area of approximately
330 mm2. As no recording was possible after the implantation of the array (see Section 2.3.2),
I explored other possible techniques for chronic large-area recordings.
My developing of a new suitable recording technique was inspired by the study of Hoffman
and McNaughton (2002) who used novel electrode arrays for chronic intracortical recording si-
multaneously from several brain regions of a macaque monkey (see Figure 4.3). The authors
implanted one array over each of the following monkey’s brain areas (two in each brain hemi-
sphere): posterior parietal cortex, motor cortex, somatosensory cortex, and dorsal prefrontal
cortex. Each array enclosed 144 independently movable microelectrodes (see part A of Figure
4.3) which were inserted into guide tubes (30 ga cannulae) forming a 12 by 12 lattice, so that
the recording electrodes were arranged in a square pattern with a regular spacing of 0.65 mm.
The electrodes used in this study were epoxy-coated stainless steel microelectrodes with shank
118
diameter of 75 µm, gold plated to an impedance between 0.8 and 2 MΩ (FHC Inc., Bowdoin,
ME, USA, type UESMCHSE). Electrical contact between each electrode and its guide tube was
established by means of uninsulation of the upper end of the electrode and its slight bend before
insertion (see the red circles in part B of Figure 4.3). To advance the electrodes towards their
target spots in the cortex, a pushing rod was used operated by a micromanipulator.
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Figure 4.3: Schematic illustration of the recording tools used by Hoffman and
McNaughton (2002). A: Side view of the array. A total of 144 guide tubes (30 ga
cannulae) were arranged in a 12 by 12 lattice and press-fit into six printed circuit
boards. On each printed circuit board electrical contacts from 24 guide tubes were
routed to a 24-pin headstage connector. B: A part of the array after implantation.
Two guide tubes containing recording electrodes are shown with the pushing rod
being applied to one of them. As the electrodes were pushed down towards their
target spots in the monkey’s cortex, the electrode tips had to penetrate a silicone
layer of eventually varying depths (h1 and h2) and the dura mater, shown in the
bottom part of the drawing. With modifications, from supplementary material to
Hoffman and McNaughton (2002).
Recording tools of the kind used by Hoffman and McNaughton (2002) were available for
purchase (Neuralynx, Inc., Tucson, AZ, USA). However, I decided not to adopt the described
method, including the tools, in its entirety. The reasons for this decision were as follows:
• electrodes of a single array (as the one shown in part A of Figure 4.3) covered a brain
area of approximately 50 mm2 (when implanted normal to the brain surface), which was
insufficient for the purposes of my study. Using several arrays placed over adjacent brain
regions was not possible because of the array’s dimensions (printed circuit boards with
headstage connectors being relatively large).
• Hoffman and McNaughton (2002) recorded from brain regions lying in the upper part
of the parietal and the frontal lobe, so that the four arrays were mounted upright, all
oriented approximately normal to the brain surface. This was different to my experimental
requirements of recording in areas V1 and V4 which lie in the occipital and the temporal
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lobe. Implantation of the arrays over these areas normal to the brain surface was not
possible.
• steep angle of the dura mater relative to the electrodes, as well as thick silicone layer
above the dura - both possible consequences of a non-normal array orientation (see part B
of Figure 4.3) - could critically impair the ability of the electrodes to penetrate the dura
(Kari Hoffman, personal communication). Thus, implantation of the array at a distinctly
non-normal orientation was considered problematic.
• advancing the electrodes down the guide tubes did not retain the possibility of pulling
them back up. Thus, neither upward re-adjusting of the electrode position, nor electrode
exchange was possible.
Considering the above mentioned reasons, I developed a number of major modifications to
the recording technique of Hoffman and McNaughton (2002) to adapt it to my experimental
requirements. My custom-built arrays contained a different number of recording electrodes
arranged in a different pattern with increased inter-electrode placement (see Sections 2.3.3 and
2.3.7), which allowed recording from specifically shaped, larger brain areas. Due to the sparser
electrode spacing, the number of the printed circuit boards - being proportional to the number
of electrode contacts to be routed - was reduced (six printed circuit boards in the arrays used
by Hoffman and McNaughton (2002) vs. three and two printed circuit boards in the V4 and V1
arrays used in the presented study, respectively). Lowering the number of the printed circuit
boards was critical because of the space limitations for the implant and its surrounding (see
Section 2.3.9).
Differently from the arrays with a constant guide tube length used by Hoffman and Mc-
Naughton (2002), I constructed the arrays with varying length of the guide tubes, so that the
guide tube bottom ends fit the brain surface shape of the given monkey in case of the required
non-normal array implantation (see Section 2.3.8). The possible residual deviations between
the brain surface and the surface shape formed by the guide tube bottom ends were evened out
using tamping rods (see Section 2.3.10). By this means, the silicone layer applied to encapsulate
the guide tube ends could be kept thin (see the depths h1 and h2 in part B of Figure 4.3 which
needed to be kept to a minimum), so that the electrodes could penetrate it easier.
An important improvement in the electrode advancing technique described by Hoffman and
McNaughton (2002) was the possibility to pull the electrodes back up. This was achieved by
enclosing the arrays in a cylinder closed by a lid (see Section 2.3.9), whereas the electrode upper
ends stayed above the upper ends of the guide tubes, as opposed to fully inserting the electrodes
into guide tubes (like shown in part B of Figure 4.3). This required a precise length calculation
for each electrode (see Section 2.4.6 for supporting considerations). Thus, although using an
electrode pusher similar to the one described by Hoffman and McNaughton (2002), which also
allowed to move the electrodes only downwards (see Figure 2.29), I was able to lift the electrode
tips at the end of each recording session to preserve the brain tissue from damage (see Section
2.4.6) and had the possibility to exchange the electrodes when needed.
In the summary, my recording technique shared a lot of ideas with the recording technique
used in the study of Hoffman and McNaughton (2002), but it also contained a number of
substantial modifications and improvements described above. It was successfully implemented
in the presented experiment and provided a large pool of acquired experimental data for testing
my working hypothesis.
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4.3 Results overview
”High competition” constellation
In this constellation two V1 populations provided afferents to a common V4 population (see
Figure 4.1). As the monkey performed the task with his attention directed to the one or the
other stimulus, I compared the degree of gamma-band synchronization between a given V4-V1
population pair in presence and in absence of attention. In other words, in one case the response
of the V4 population and its input from V1 carried behaviorally relevant information, and in
the other case the response was produced by physically the same stimulus, which however was
cued to be ignored. The results showed a strong gamma-band synchronization of the V4 and V1
population responses in the ”attended” condition, i.e. when the V1 population was driven by the
currently attended stimulus, and a weak gamma-band synchronization in the ”non-attended”
condition, i.e. when the V1 population was driven by the currently non-attended stimulus (see
Figure 3.26). Attention caused an increase of the synchrony factor of approximately 130% in
case of the epidural recording and approximately 250% in case of the intracortical recording (see
Figure 3.27). Thus, in accordance with the working hypothesis, the oscillatory responses caused
by the attended stimulus were phase synchronized to a relatively high degree, while those caused
by the ignored stimulus were not.
”Low competition” constellation
The ”low competition” constellation is schematically illustrated in Figure 4.2. In this case,
differently from the ”high competition” constellation shown in Figure 4.1, the two V1 populations
sent projections to separate V4 populations. I assumed less input competition in V4 populations
compared to the ”high competition” constellation, because simultaneous presence of different
kinds of input (one part relevant, and the other part irrelevant) for the same V4 neurons is
not be given in this case. Hence, I expected to observe differences in the synchronization
patterns compared to the ”high competition” constellation, namely a stronger gamma-band
phase synchronization between the oscillatory responses in V4 and V1 populations representing
the non-attended stimulus.
The obtained results confirmed the expectations and revealed significantly stronger gamma-
band synchronization between the V1 and V4 populations representing the non-attended stim-
ulus, compared to the ”high competition” constellation (see Figure 3.40). Reducing the routing
constraints by separating the two kinds of input for the V4 population (which were combined in
the V4 population of the ”high competition” constellation) caused an increase of the synchrony
factor between the V4 and V1 populations representing the non-attended stimulus by around
230%.
4.4 Considerations about obtained results
I debate here whether there are alternative ways to interpret the results obtained in the presented
work. Could the observed switching of the interareal synchronization pattern be interpreted
other than in terms of selective routing of behaviorally relevant signals?
4.4.1 Trivial cause: no PSD
The main result, namely a prominent gamma-band synchronization between oscillatory re-
sponses of two neuronal populations observed only in case of the monkey’s allocating visual
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attention, could be explained trivially. If one assumes that the visual stimulus produced oscilla-
tory responses in the recorded neuronal populations only when the stimulus was attended by the
monkey (”attended” case) and no oscillatory responses if the stimulus had to be ignored by the
monkey (”non-attended” case), the obtained result could be explained as follows: the oscillatory
responses in the ”attended” case could get synchronized, whereas in the ”non-attended” case
there would be no oscillatory responses to be synchronized. Thus, the resulting difference in
the degree of synchronization between ”attended” and ”non-attended” cases would not reflect
clearly the routing of relevant versus irrelevant signals because the existence of the oscillatory
responses in each case would not be provided.
To exclude a trivial explanation inferring that decrease in synchrony under the ”non-attended”
condition would be a result of a weaker neuronal activation, the stimulus-driven activity was
required to be at least twice as high as the spontaneous activity in both ”attended” and ”non-
attended” conditions (see Section 3.2). As was shown in Section 3.3.4, prominent oscillatory
neuronal responses to the stimuli were observed under both ”attended” and ”non-attended”
conditions (normalized γ-PSD under the two attentional conditions being 1.02/1.58 in V4 and
3.32/2.86 and 6.46/4.88 in V1 in case of the epidural recording, see Figure 3.21; 2.44/3.91 in
V4 and 4.47/4.20 in V1 in case of the intracortical recording, see Figure 3.22), but the pattern
of phase coherence between the corresponding V4 and V1 populations was defined exclusively
by the monkey’s allocation of attention (see Figure 3.27 in Section 3.4). Switching attention to
the other location reversed the pattern of synchronization, so that synchrony between the two
populations persisted only if they were involved in processing of the attended stimulus.
4.4.2 ”No convergence” approach
One can imagine the following interconnection between the three neuronal populations chosen
for testing the working hypothesis (see Section 1.4): the two V1 populations could project onto
distinctly different subsets of the neurons within the V4 population (see Figure 4.4).
In the present work I recorded LFPs, which reflect combined activity of multiple neurons (see
Section 1.5.1). The recorded V4 population could have comprised two distinct subpopulations:
one receiving input from the V1 population driven by the first visual stimulus, and another
one receiving input from the V1 population driven by the second stimulus. In this case, the
afferents from the two V1 populations would not converge in the recorded V4 population, but
instead would activate separate V4 subpopulations. Hence, these two V4 subpopulations would
have separate receptive fields (see the left part of Figure 4.4), and the requirements for testing
the working hypothesis would not be met. In such an arrangement, the conflict between the
relevant and the irrelevant input signals (corresponding to attended and non-attended stimuli)
would not have to be resolved at the level of a single neuronal population, because these input
signals could be routed separately at the given processing stage.
One would expect that presenting each of the two visual stimuli used in the shape-tracking
task, one at a time (shape-tracking task without distracter, see Section 3.3.1), would cause
a response of the corresponding V1 population, and also a response of the corresponding V4
subpopulation, which so far does not contradict the obtained results (see Figures 3.11 and 3.12).
Presenting both stimuli simultaneously in the shape-tracking task with distractor would activate
both V4 subpopulations which would interact with each other in a mutually suppressive way
due to competition (Beck and Kastner, 2009). Because the experimental design did not provide
precise characterization of each recorded neuron, the level of combined activation (recorded in
the experiment) could not be estimated theoretically in the framework of the main interpretation
line (see Figure 1.7), and in the framework of the ”no convergence” approach (see Figure 4.4),
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V1
V4
Figure 4.4: Schematic illustration of the ”no convergence” approach. A: Part of
the visual field with receptive fields 1, 2 of some neuronal populations, as well
as a bigger receptive field 3 of their efferent population, subdivided in two parts:
3(1) and 3(2). B: Corresponding neuronal populations 1, 2 and 3. Population 3
contains two subpopulations 3(1) and 3(2) marked with the blue and red color.
The cells of populations 1 and 2 project exclusively onto the cells of only one sub-
population (i.e. of the corresponding color in the given illustration) in population
3. The arrows point out the information processing flow, and the color marks the
correspondence in the connection between the cells. Further considerations see in
text.
to rule out one of them. So, the observed activation levels (see Figures 3.19 and 3.20) could be
observed within both theoretical frameworks.
In the ”no convergence” approach, based on the obtained data, the degree of interareal
gamma-band synchronization of oscillatory responses would be characterized by the synchrony
factor between the given V1 population and the corresponding V4 subpopulation. Attention
would be expected to modulate the responses of the recorded populations (Carrasco, 2011), as
well as the degree of synchronization between them (Womelsdorf and Fries, 2007). However,
the modulation of the degree of synchronization between the oscillatory responses in V1 and
V4 caused by attended and by non-attended stimulus could be carried out independently due
to the separation of the processing routes (one route including populations 1 in V1 and and
3(1) in V4, and the other one including populations 2 in V1 and 3(2) in V4). In this case, the
observed attentional modulation of the degree of synchronization (see Figure 3.26) would not
reflect dynamic switching between relevant and irrelevant input in a single V4 population, as
was originally stated by the working hypothesis to be tested (see Section 1.4).
To rule out the ”no convergence” approach, one would have to record from single neurons in
area V4 and to verify that the recorded V4 neurons receive inputs from both V1 populations:
representing the attended and the non-attended stimulus. Recording facilities used in this study
did not allow recording from single neurons, so the basis for discarding of the ”no convergence”
approach lay in the results of the study of Grothe et al. (2012), which provided the required
tests, as described in detail in Section 4.6.
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4.5 Results interpretation
”High competition” constellation
The main result I obtained in this work presents an experimental support for my working
hypothesis (see Section 1.4) which stated that oscillatory neuronal responses between a neuronal
population in V4 and its afferent V1 population are synchronized in case these responses are
caused by the attended stimulus. This provided further support for the CTC-hypothesis (see
Section 1.3.2) suggesting a facilitation of neuronal communication on the basis of gamma-band
synchronization.
V1
V4
IT
Attention
Figure 4.5: Schematic interpretation of the obtained result (”high competition”
constellation). V4 population, receiving input from two separate V1 populations,
gets dynamically linked through phase synchronization only with the V1 pop-
ulation representing the attended stimuli. Only this part of incoming signals is
efficiently transmitted to the V4 population and from there to the next processing
stage denoted as IT. For further symbols’ explanation see Figure 4.1.
The idea confirmed by the presented study is generalized in Figure 4.5. Neuronal populations
in different visual areas would synchronize their oscillatory responses caused by behaviorally
relevant stimuli, and by this means enhance their effective connectivity to promote processing
of the part of incoming information rendered important. At the same time, due to absence of
synchrony, no effective connection between V4 and its V1 afferents representing the irrelevant
stimulus would be established, so that the representation of the irrelevant stimulus would not
reach the higher cortical areas (see the crossed arrow in Figure 4.5).
”Low competition” constellation
In the ”low competition” constellation (see Figure 4.2), the combined input to the V4 population
(relevant - from the V1 afferents representing the attended stimulus, and irrelevant - from the
V1 arrefents representing the non-attended stimulus) was split, so that only one kind of input
(from only one stimulus) was present in the V4 population at a time. Stimulus competition for
neuronal representation is expected to be weaker in this case, compared to the ”high competi-
tion” constellation (see Section 1.2.4). This can be associated with lowering of the ”perceptual
load” on the neuronal level (Torralbo and Beck, 2008), and consequently, with a higher level of
processing of the non-attended stimulus, compared to the case of higher ”perceptual load” (i.e.
to the ”high competition” constellation) (Lavie, 2006).
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V4
IT
Attention
Figure 4.6: Schematic interpretation of the obtained result (”low competition”
constellation). Differently from the ”high competition” constellation illustrated
in Figure 4.5, two V1 populations send projections to two separate V4 populations
(see the two separate ellipses symbolizing V4 populations, as well as a single dot-
ted ellipse symbolizing a common V4 population used in the ”high competition”
constellation). V1 and V4 populations representing the non-attended stimulus
get dynamically linked through phase synchronization (compare the left arrow
pointing to the V4 population with the crossed arrow in Figure 4.5). For further
symbols’ explanation see Figure 4.2.
According to expectations, the phase synchronization between V1 and V4 populations rep-
resenting the non-attended stimulus proved to be significantly stronger compared to the ”high
competition” constellation. I suggest that this reflected an establishment of a dynamic link
also between the V1 and V4 populations momentarily representing the non-attended stimulus,
which would allow the corresponding (currently irrelevant) information to some extent reach
next processing stages (see Figure 4.6).
4.6 Related results from other studies
Attentional modulation of neuronal activity has been extensively studied by many researchers
(see Section 1.2.2). Synchronization of neuronal oscillatory responses proved to be a topic highly
related to attention (see Section 1.3). Several studies have shown interareal synchronization
modulated by attention or cognitive states closely related to attention (von Stein et al., 2000;
Melloni et al., 2007; Gregoriou et al., 2012). In particular, von Stein et al. (2000) found both
intra- and interareal synchronization of neuronal activity in various frequency ranges including
gamma band, as they recorded LFPs from different visual areas in cats trained to perform a
visual attention task. Melloni et al. (2007) recorded EEG in humans performing a delayed
matching to sample task, and found that the degree of gamma-band synchronization of the
neuronal oscillatory responses generated in distant brain regions was significantly higher in case
of consciously perceived stimuli. Gregoriou et al. (2012) found that neuronal activity in the
monkey’s frontal eye fields (FEF) and in area V4 (both areas are involved in employment of
covert attention) was gamma synchronized as the monkey performed a covert attention task.
A number of studies investigated the functional role of synchrony in attentional selection. The
idea that gamma-band synchronization underlies an effective transfer of attentionally selected
neuronal signals to further processing stages was supported in theoretical studies (Boergers
et al., 2008; Masuda, 2009; Tiesinga and Sejnowski, 2010; Akam and Kullmann, 2010; Wal and
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Tiesinga, 2017) which showed that gamma-band synchronization between sending and receiving
circuits (resp. upstream and downstream neuronal populations) improves the effectiveness of
the signal transmission, meaning that activity in the upstream populations would cause activity
in the downstream population. In particular, the input gain was shown to be modulated by the
oscillatory neuronal activity due to the fact that oscillatory synchrony generated rhythmically
emerging ”windows of opportunity” - time intervals, in which arriving input signals proved to
be more effective in driving the postsynaptic neurons. These findings underpinned the sug-
gested role of neuronal synchronization in dynamic routing of behaviorally relevant information,
conceptualized in the CTC-hypothesis (Fries, 2005).
Womelsdorf et al. (2007) adressed the question how communication between neuronal groups
in vivo depend on synchronization. They recorded MUA and LFPs from neurons in several
visual areas of awake cats and monkeys, as the recorded neurons were stimulated with moving
gratings presented in the receptive fields of the given neurons. Synchronization between pairs
of recorded neuronal groups was quantified by means of the calculated phase-coherence spectra,
and the authors came to the notion that the spike trains produced by the visual stimuli tended
to occur when the oscillatory responses in the given two populations were gamma synchronized.
The authors suggested that the degree of synchronization determined the effectiveness of the
communication between the given neuronal groups, as the spike trains in the downstream neu-
ronal populations were indicative of the signal transmission. The authors termed the phase
relations between two rhythmically active neuronal groups as ”good” vs. ”bad”, to indicate the
communication between them as effective vs. ineffective (see Figure 4.7).
Another example is a study of Baldauf and Desimone (2014), in which human subjects were
asked to attend to one of two kinds of objects (faces or houses) and to track the correspond-
ing stream of the two presented streams of objects. The authors used magnetoencephalography
(MEG) in combination with functional magnetic resonance imaging (fMRI) to estimate neuronal
responses to the presented stimuli, as well as temporal relations between neuronal responses from
different brain areas. The chosen two kinds of objects activated (i.e. were represented in) two
separate visual areas (fusiform face area (FFA) and parahippocampal place area (PPA), re-
spectively). Applying attention to a given object type caused an enhancement of the neuronal
response in the corresponding area (FFA in case of attending to faces, or PPA in case of at-
tending to houses). Most importantly, neuronal responses in the inferior frontal junction (IFJ),
associated with employment of object-based attention, were shown to be gamma synchronized
with the responses in either FFA or PPA depending on which object was currently attended by
the subject.
The critical question of how synchrony acts in resolving a within-receptive-field stimulus
competition by appliance of selective attention (compare to my working hypothesis formulated
in Section 1.4) was addressed by Bosman et al. (2012) and Grothe et al. (2012).
Bosman et al. (2012) used electrocorticographic (ECoG) electrode arrays implanted subdu-
rally onto the brain of two macaque monkeys, and by this means recorded LFPs from multiple
sites in areas V1 and V4 as the monkeys performed a visual attention task. Visual stimuli
chosen for the task were two grating patches of orthogonal orientations and of two fixed colors
assigned randomly in each trial, whereas the color matching the color of the fixation spot cued
the relevant stimulus in the given trial. The animals were required to report the shape change
in the cued grating and ignore a similar change in the irrelevant grating, both changes happen-
ing at random non-matching times during the trial. Comparably to the presented study, the
authors chose an arrangement of stimuli and recording sites so that the following criteria were
met: a V4 site was driven similarly strong by both individually presented stimuli, and two V1
sites were primarily driven by one of the two stimuli. The main result was similar to the one
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Figure 4.7: Schematic illustration of good vs. bad phase relation. Three groups
of neurons (red, green and grey, numbered 1, 2 and 3, respectively) are shown
together with their rhythmic activity (LFP oscillations with spikes depicted as
three short vertical lines in troughs). Time windows for effective communications
(”windows of opportunity”, shown as blue columns) are aligned (groups 1 and 2) or
not aligned (groups 2 and 3). In case of a ”good” phase relation (as between groups
1 and 2) the spikes from the sending group elicit a response in the receiving group
with a high probability, because they arrive within the ”window of opportunity”,
rendering the communication between the two neuronal groups effective. In case
of a ”bad” phase relation (as between groups 2 and 3) the spikes from the sending
group elicit a response in the receiving group with a low probability, because they
arrive beyond the ”window of opportunity”, rendering the communication between
the two neuronal groups ineffective. With modifications, from Womelsdorf et al.
(2007).
obtained in the present work: V4 sites gamma synchronized selectively with those V1 sites which
were activated by the behaviorally relevant stimulus. In particular, selective attention enhanced
gamma-band coherence on the average by 76% (average across all V1-V4 pairs of both monkeys,
with single values being e.g. as high as 142%). As the authors concluded, their results strongly
suggest that the selective routing of attended input is implemented by selective gamma-band
synchronization between the target and the attended input, which stays in full compliance with
the predictions of the CTC hypothesis (Fries, 2005). The main result of Bosman et al. (2012),
namely an enhanced gamma-band coherence between V4 and V1 responses representing the
attended stimulus, are also qualitatively comparable with the results for the ”high competition”
constellation in the presented work. The quantitative differences (76% in the study of Bosman
et al. (2012) vs. 130% in case the epidural recording and 230% in case of the presented study)
could be speculated to reflect differences in experimental methods.
Grothe et al. (2012) used an experimental design similar to the one used in the presented
study (”high competition” constellation) and recorded LFPs from area V1, as well as simul-
taneously LFPs, SUA and MUA from area V4 of two macaque monkeys while the monkeys
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were performing a shape-tracking task like the one used in the presented study. The authors
quantified the degree of synchronization between the oscillatory responses of two neuronal pop-
ulations with a phase-coherence (PC) value, analogous to the synchrony factor value used in
this study (see Equation 2.28). For a comparison of the PC between the attentional conditions,
they averaged the PC values in a specific time-frequency window: the time range comprised two
morphing cycles (analogously to the presented study), and the chosen frequency range corre-
sponded to gamma band (approximately 47-78 Hz for one monkey and 52-87 Hz for the other
one). They also estimated spike-field coherence (SFC) - a measure characterizing how well the
spikes lock to the LFP. The main result obtained in the study was consistent with the results
from the presented study and from Bosman et al. (2012): when two V1 subpopulations delivered
signals to a single V4 population about different stimuli simultaneously, the gamma-band PC
between the local V4 population and its two input-providing subpopulations was differentially
modulated. The modulation depended strongly on which stimulus was currently attended (i.e.
behaviorally relevant). The median interareal PC was more than a factor of four higher (which
equals to a 300% increase) when the V1 subpopulation carried the relevant signal. Importantly,
the spiking activity of individual V4 neurons were also shown to be selectively locked to the
gamma-band LFP of the V1 input subpopulations. The median interareal gamma-band SFC
between V4 neurons and their subset of V1 input processing the attended stimulus was more
than eight times higher (which equals to a 700% increase) than between V4 neurons and the sub-
set of V1 processing the non-attended stimulus. As the authors concluded, their study provided
evidence that cognitive processes (e.g. applying visual attention) adjust the pattern of effective
connectivity by highly selectively modulating gamma-band PC between neurons and different
subsets of their input in accordance with quickly changing requirements of cortical information
processing.
The results of Grothe et al. (2012) are well comparable with those obtained in the pre-
sented study, as both studies reported an enhanced gamma-band coherence between V4 and
V1 responses representing the attended stimulus. Importantly, by recording from individual
V4 neurons in a ”high competition” constellation, the study of Grothe et al. (2012) addressed
a critical issue of ruling out the ”no convergence” approach (see Section 4.4.2). The authors
showed that the spikes from individual neurons in V4 could be phase-locked to the gamma-band
oscillations in V1 LFP, whereas the spike-field locking was stronger when the V1 population and
the given V4 neuron represented the attended stimulus.
The results from the presented study, together with the findings described above in this
section, provided strong support for the idea that neuronal synchronization subserves effective
routing of behaviorally relevant neuronal signals (Fries, 2005; Kreiter, 2006).
Evidence for cortical representation of non-attended objects in dependence on perceptual
load was provided by Martinovic et al. (2008). The authors recorded EEG from human subjects
performing a visual discrimination task of high and low perceptual load. The stimuli used in the
task were arranged in a triangular fashion around the fixation cross, whereas the sample stimulus
placed on top had to be matched with the left or right stimulus placed on the bottom. Depending
on the form complexity of the stimuli, the task condition was defined as ”low load” (simple line
forms) or ”high load” (letters). The task was performed by the subjects while task-irrelevant
familiar (complex images of cars, animals etc.) or unfamiliar objects (created from familiar
objects by image distortion) coappeared in the surrounding central area. The measured induced
gamma-band activity (known to be specific to familiar object presentations) was enhanced in the
presence of familiar distracter images, providing evidence for their cortical representation despite
their behavioral irrelevance. But, most importantly, this effect was observed only under low load
condition. In case of a high perceptual load adding distracters did not cause an enhancement
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of the induced gamma-band activity. This finding was suggested to be indicative of the fact
that perceptual mechanisms were in this case (”high load” condition) determined by attentional
selection, so that all available perceptual resources were assigned for processing of the relevant
information. Evidence for cortical visual representation of the unattended (irrelevant) objects
was only observed when there were presumably spare perceptual resources available, namely
under ”low load” condition. In line with the findings of Martinovic et al. (2008), my results
showed that in case of a strong competition (”high competition” constellation, comparable to a
”high load” condition) almost no gamma-band synchronization between the neuronal responses
in areas V4 and V1, caused by the non-attended stimulus, was observed. I considered this
finding to be indicative of a highly limited processing of the non-attended stimulus. In case of
a weaker competition (”low competition” constellation, comparable to a ”low load” condition),
significantly more synchronization between the corresponding V4 and V1 responses was observed,
suggesting less limitations for the processing of the non-attended stimulus.
4.7 Frequency variability issue
Several studies have reported that the peak frequency (i.e. the frequency exhibiting maximum
PSD) of the stimulus driven gamma-band oscillatory neuronal responses depends critically on
the stimulus properties (Ray and Maunsell, 2010; Jia et al., 2013). In particular, Ray and
Maunsell (2010) recorded from visual area V1 of awake behaving monkeys and found that the
gamma peak frequency of neuronal oscillations is highly dependent on the stimulus contrast. Jia
et al. (2013) also showed the dependence of the gamma peak frequency on the stimulus contrast
and size, as they recorded from visual area V1 of anesthetized monkeys. The authors of both
studies remarked that the role of gamma-band neuronal oscillations in fulfilling its suggested
functions concerning information processing (e.g. involvement in communication through coher-
ence) might be limited because of a possible frequency mismatch and a consequent inconsistency
in the temporal relations between neuronal responses. For example, if a visual stimulus consists
of parts with different contrast, its neuronal representation would comprise oscillatory responses
from different neuronal populations to the corresponding stimulus parts, whereas these partial
responses might have a decreased ability to synchronize because of their unmatched frequencies.
Visual stimuli used in the presented study had constant contrast and size (see Section 2.2).
However, due to the stimuli morphing, the neuronal responses recorded from the V1 populations
could have been caused by stimulus parts with constantly changing parameters (e.g. orientation),
and the resulting induced interplay of excitation and inhibition could have been followed by
gamma frequency shifts (Ray and Maunsell, 2010; Grothe et al., 2012).
The critical question whether frequency shifts preclude synchronization, was investigated in
the study of Roberts et al. (2013). The authors recorded neuronal responses to gratings of varying
contrast from the monkeys’ visual areas V1 and V2 simultaneously, and found that the gamma
peak frequency shifts in V1 and V2 responses were highly correlated. That means, frequency
changes in the oscillatory responses in these areas occurred in a coordinated fashion, and the
cross-area coherence between V1 and V2 was shown to be maintained despite the variations in
frequency. The authors propose that communication through coherence remains possible despite
large stimulus-induced and time-dependent changes in gamma frequency.
4.8 Conclusions
• Neuronal oscillatory responses to visual stimuli can be measured using epidural and intra-
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cortical recording in the brain of a macaque monkey performing a shape-tracking task.
• Neuronal populations in visual area V4 and its afferents in area V1 can synchronize their
oscillatory responses to visual stimuli.
• Strong gamma-band synchronization occurs predominantly between oscillatory responses
in V4 and V1 caused by attended stimuli.
• Shifts of attention without changes in visual stimulation cause a switch in synchronization
pattern between V4 and its V1 afferents. Attention causes an increase of the gamma-band
synchrony factor between neuronal responses of up to 250%.
• Dynamic changes in synchrony could be a mechanism of attentional selection for enhancing
the effective neuronal connectivity along pathways processing.
• Reducing the competition of visual stimuli for neuronal representation causes an increase of
the gamma-band synchrony factor between neuronal responses representing non-attended
stimuli of up to 230%.
• Stimuli competition for representation can be related to perceptual load. Lowering per-
ceptual load lessens the constrictions for non-attended stimuli to be processed.
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Chapter 5
Summary
I have introduced the subject of this work which concerned neuronal basis underlying selective
visual attention. Current research approaches have been presented along with the working hy-
pothesis suggesting gamma-band synchronization of neuronal responses caused by the attended
stimulus.
To test the working hypothesis, I recorded local field potentials from the visual areas V1
and V4 of a macaque monkey performing a demanding shape-tracking task. Two kinds of
recording were used: epidural and intracortical. For the latter one, two complex electrode
arrays were designed, manufactured and successfully implemented. An extended overview of the
arrays’ design and manufacturing stages is provided, as well as a detailed overview of recording
procedures and signal processing routines.
A large set of data was collected, which showed strong neuronal activation caused by the
presented visual stimuli. Analysis of the recorded signals’ phase relations revealed strong gamma-
band synchronization between neuronal oscillatory responses in visual areas V1 and V4 currently
representing behaviorally relevant stimuli. Changing attention allocation, by which the same
V1 and V4 populations temporarily represented behaviorally irrelevant stimuli, disrupted the
gamma-band synchronization.
I have presented an extended interpretation of the obtained results, which provided a sub-
stantial support for my working hypothesis. Thus, my findings are also in line with the idea that
selective gamma-band synchronization could be a mechanism of dynamic routing of behaviorally
relevant information.
I also investigated the effects of perceptual load on the neuronal level, and have shown that
reducing the competition of visual stimuli for neuronal representation reduces the limitations
for the processing of behaviorally irrelevant stimuli.
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List of symbols and abbreviations
AP anterior-posterior (stereotaxic coordinates)
CTC communication through coherence
D (d) distracter
ECoG electrocorticographic
EEG electroencephalography
EPSP excitatory postsynaptic potential
FEF frontal eye fields
FFA fusiform face area
fMRI functional magnetic resonance imaging
IFJ inferior frontal junction
IOS inferior occipital sulcus
IPSP inhibitory postsynaptic potential
LFP local field potential
LU lunate sulcus
MEG magnetoencephalography
ML medial-lateral (stereotaxic coordinates)
MUA multi-unit activity
PC phase coherence
PPA parahippocampal place area
PSD power spectral density
S (s) sample
SFC spike-field coherence
STS superior temporal sulcus
SUA single-unit activity
Z dorsal-ventral (stereotaxic coordinates)
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Appendix A
Data set overview
The following tables provide an overview of the whole set of recorded data. The number of
trials is given for each stimulus constellation number (SN) and for each trial outcome: ”Hit”,
”Early”, ”Late”, ”Eye error”, ”Undetermined error” (”Undet.”), and for all outcomes together
(”All OC”), see Table 2.2. Further details see below.
Table 5.1: Data recorded with the epidural array. Shape-tracking task without
distracter.
File name SN
Number of trials
Hit Early Late Eye Undet. All OC
fritz 2005 01 07 oben a 1 25 4 4 10 1 44
2 25 2 8 8 0 43
3 26 9 6 3 0 44
4 26 14 1 13 0 54
5 0 0 0 0 0 0
6 0 0 0 0 0 0
7 0 0 0 0 0 0
8 0 0 0 0 0 0
All 102 29 19 34 1 185
fritz 2005 01 07 oben d 1 17 2 6 3 0 28
2 17 0 3 5 0 25
3 16 3 4 8 0 31
4 17 9 0 11 0 37
5 0 0 0 0 0 0
6 0 0 0 0 0 0
7 0 0 0 0 0 0
8 0 0 0 0 0 0
All 67 14 13 27 0 121
fritz 2005 01 07 oben e 1 21 1 2 3 0 27
2 22 3 11 5 0 41
3 22 4 1 3 0 30
4 22 14 0 11 0 47
5 0 0 0 0 0 0
6 0 0 0 0 0 0
7 0 0 0 0 0 0
8 0 0 0 0 0 0
All 87 22 14 22 0 145
fritz 2005 01 07 unten b 1 0 0 0 0 0 0
2 0 0 0 0 0 0
3 0 0 0 0 0 0
4 0 0 0 0 0 0
5 27 2 4 2 0 35
6 26 5 5 6 0 42
7 26 7 2 8 0 43
8 26 12 1 7 0 46
All 105 26 12 23 0 166
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File name SN Hit Early Late Eye Undet. All OC
fritz 2005 01 07 unten c 1 0 0 0 0 0 0
2 0 0 0 0 0 0
3 0 0 0 0 0 0
4 0 0 0 0 0 0
5 25 1 4 2 0 32
6 26 2 7 3 0 38
7 25 3 1 5 0 34
8 25 11 0 4 0 40
All 101 17 12 14 0 144
fritz 2005 04 06 einzeln 05 01 oben e 1 10 1 0 4 0 15
2 8 0 3 4 0 15
3 9 1 0 3 0 13
4 9 3 0 8 0 20
5 0 0 0 0 0 0
6 0 0 0 0 0 0
7 0 0 0 0 0 0
8 0 0 0 0 0 0
All 36 5 3 19 0 63
fritz 2005 04 07 task 05 01 einz oben c 1 13 0 0 0 1 14
2 14 0 3 4 0 21
3 14 5 1 8 0 28
4 15 10 0 6 0 31
5 0 0 0 0 0 0
6 0 0 0 0 0 0
7 0 0 0 0 0 0
8 0 0 0 0 0 0
All 56 15 4 18 1 94
fritz 2005 04 07 task 05 01 einz unten b 1 0 0 0 0 0 0
2 0 0 0 0 0 0
3 0 0 0 0 0 0
4 0 0 0 0 0 0
5 32 0 1 2 0 35
6 32 2 6 4 0 44
7 31 10 0 4 1 46
8 33 14 1 21 0 69
All 128 26 8 31 1 194
fritz 2005 04 07 task 05 01 einz unten d 1 0 0 0 0 0 0
2 0 0 0 0 0 0
3 0 0 0 0 0 0
4 0 0 0 0 0 0
5 31 0 2 5 0 38
6 31 1 6 0 0 38
7 30 5 5 11 0 51
8 30 14 2 16 0 62
All 122 20 15 32 0 189
fritz 2005 04 07 task 05 01 einzeln oben a 1 23 3 1 2 0 29
2 23 3 8 5 0 39
3 23 4 1 12 0 40
4 23 12 1 9 0 45
5 0 0 0 0 0 0
6 0 0 0 0 0 0
7 0 0 0 0 0 0
8 0 0 0 0 0 0
All 92 22 11 28 0 153
Summary 1 109 11 13 22 2 157
2 109 8 36 31 0 184
3 110 26 13 37 0 186
4 112 62 2 58 0 234
5 115 3 11 11 0 140
6 115 10 24 13 0 162
7 112 25 8 28 1 174
8 114 51 4 48 0 217
All 896 196 111 248 3 1454
(61.6%) (13.5%) (7.6%) (17.1%) (0.2%) (100%)
3+4 222 88 15 95 0 420
7+8 226 76 12 76 1 391
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In Table 5.1: SN 1 and SN 5 correspond to shape sequence type S D S; SN 2, 6: S D D S;
SN 3, 7: S D D D S; SN 4, 8: S D D D D S, see Table 2.1. No distracter shape sequence was
presented. SN 1, 2, 3, 4 correspond to Condition 1/e; SN 5, 6, 7, 8: Condition 2/e, see Figure
2.4. Stimulus constellations with the shape sequence types S D D D S and S D D D D S (SN 3,
4, 7, 8, highlighted in red) were included in further analysis, see Table 2.3 and explanations in
text in Section 2.2.4.
Because of the large amount of data, the following tables contain a detailed overview of only
first few data files, for the remaining files a summary over all stimulus constellation numbers
is presented. A detailed overview of the contents of all data files can be found in the digital
supplementary material.
Table 5.2: Data recorded with the epidural array. Shape-tracking task with dis-
tracter.
File name SN
Number of trials
Hit Early Late Eye S.Early Undet. All OC
f 2005 04 29 oben b 1 19 0 0 1 0 1 21
2 8 0 2 5 0 1 16
3 11 0 1 4 0 0 16
4 6 0 0 2 0 0 8
5 6 0 0 7 1 2 16
6 6 2 1 1 0 1 11
7 3 3 0 2 0 3 11
8 5 2 0 1 4 1 13
9 4 1 0 8 0 3 16
10 4 2 0 3 0 1 10
11 0 0 0 0 0 0 0
12 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0
15 0 0 0 0 0 0 0
16 0 0 0 0 0 0 0
17 0 0 0 0 0 0 0
18 0 0 0 0 0 0 0
19 0 0 0 0 0 0 0
20 0 0 0 0 0 0 0
All 72 10 4 34 5 13 138
f 2005 04 29 oben d 1 13 1 1 4 0 0 19
2 6 1 6 2 0 0 15
3 5 0 0 2 0 0 7
4 3 1 0 3 0 0 7
5 4 0 0 0 1 0 5
6 3 3 0 5 0 0 11
7 3 1 1 3 0 2 10
8 3 0 0 0 0 0 3
9 2 0 0 2 0 0 4
10 3 1 0 3 1 0 8
11 0 0 0 0 0 0 0
12 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0
15 0 0 0 0 0 0 0
16 0 0 0 0 0 0 0
17 0 0 0 0 0 0 0
18 0 0 0 0 0 0 0
19 0 0 0 0 0 0 0
20 0 0 0 0 0 0 0
All 45 8 8 24 2 2 89
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File name SN Hit Early Late Eye S.Early Undet. All OC
f 2005 04 29 oben e 1 17 0 0 0 0 0 17
2 11 0 2 2 0 0 15
3 11 0 2 2 0 0 15
4 3 4 2 7 0 3 19
5 8 0 0 2 2 2 14
6 8 1 1 0 1 0 11
7 1 1 0 3 0 4 9
8 3 1 0 2 2 2 10
9 4 0 0 2 1 0 7
10 3 3 0 4 1 3 14
11 0 0 0 0 0 0 0
12 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0
15 0 0 0 0 0 0 0
16 0 0 0 0 0 0 0
17 0 0 0 0 0 0 0
18 0 0 0 0 0 0 0
19 0 0 0 0 0 0 0
20 0 0 0 0 0 0 0
All 69 10 7 24 7 14 131
f 2005 04 29 unten a All 100 5 12 42 3 18 180
f 2005 04 29 unten c All 124 13 14 52 4 16 223
f 2005 04 29 unten f All 53 3 7 18 1 11 93
f 2005 05 02 oben a All 22 1 2 25 2 5 57
f 2005 05 03 oben b All 63 9 12 22 9 11 126
f 2005 05 03 oben d All 81 6 8 48 7 12 162
f 2005 05 03 oben f All 39 4 2 30 1 5 81
f 2005 05 03 unten c All 79 15 10 39 3 16 162
f 2005 05 03 unten e All 90 5 10 33 5 18 161
f 2005 05 04 oben a All 59 12 7 73 4 11 166
f 2005 05 04 oben c All 72 6 6 30 1 8 123
f 2005 05 04 oben e All 37 4 6 18 2 6 73
f 2005 05 04 oben f All 30 5 6 21 2 4 68
f 2005 05 04 unten b All 75 10 3 29 3 20 140
f 2005 05 04 unten d All 68 10 10 28 7 9 132
f 2005 05 04 unten g All 58 3 14 29 6 10 120
f 2005 05 09 oben a All 62 6 10 44 4 9 135
f 2005 05 09 oben c All 10 1 1 7 0 3 22
f 2005 05 09 unten b All 70 7 5 47 2 14 145
f 2005 05 10 oben b All 59 6 7 39 7 8 126
f 2005 05 10 oben c All 12 2 2 5 0 6 27
f 2005 05 10 oben e All 18 5 1 18 0 4 46
f 2005 05 10 oben f All 44 6 5 28 0 9 92
f 2005 05 10 unten a All 45 4 3 29 0 9 90
f 2005 05 10 unten d All 80 6 13 33 5 8 145
f 2005 05 11 oben a All 78 11 8 43 2 17 159
f 2005 05 11 oben c All 39 4 10 16 2 4 75
f 2005 05 11 oben d All 38 6 8 20 2 6 80
f 2005 05 11 oben f All 5 1 2 4 0 0 12
f 2005 05 11 oben g All 60 9 10 32 5 5 121
f 2005 05 11 unten b All 66 7 4 40 5 8 130
f 2005 05 11 unten e All 81 2 17 16 4 14 134
f 2005 05 12 oben a All 64 6 10 27 6 10 123
f 2005 05 12 oben c All 54 6 5 43 2 10 120
f 2005 05 12 oben e All 39 4 6 31 3 4 87
f 2005 05 12 oben f All 8 2 0 11 0 2 23
f 2005 05 12 unten b All 58 8 7 36 2 14 125
f 2005 05 12 unten d All 86 8 10 24 3 14 145
f 2005 05 13 oben a All 64 4 9 43 2 7 129
f 2005 05 13 oben c All 74 11 9 30 1 12 137
f 2005 05 13 oben e All 18 2 0 15 1 1 37
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File name SN Hit Early Late Eye S.Early Undet. All OC
f 2005 05 13 oben f All 40 7 5 34 1 4 91
f 2005 05 13 unten b All 73 10 6 14 3 15 121
f 2005 05 13 unten d All 81 3 5 37 1 12 139
f 2005 05 31 oben a All 73 10 5 51 3 8 150
f 2005 05 31 oben c All 24 3 8 15 1 1 52
f 2005 05 31 unten b All 83 5 8 31 4 20 151
f 2005 06 01 oben a All 80 8 12 72 6 12 190
f 2005 06 01 unten b All 68 3 8 50 3 19 151
f 2005 06 01 unten d All 21 1 4 15 1 3 45
f 2005 06 02 oben b All 84 11 13 20 2 12 142
f 2005 06 02 oben d All 27 6 5 16 5 10 69
f 2005 06 02 oben e All 83 15 10 31 8 13 160
f 2005 06 02 unten a All 17 3 5 5 0 2 32
f 2005 06 02 unten c All 83 12 6 16 0 13 130
f 2005 06 03 oben a All 60 9 7 28 4 5 113
f 2005 06 03 oben c All 99 14 18 40 3 10 184
f 2005 06 03 oben e All 13 3 2 7 1 2 28
f 2005 06 03 oben f All 46 6 6 18 3 9 88
f 2005 06 03 unten b All 60 9 4 15 6 17 111
f 2005 06 03 unten d All 61 14 6 22 2 8 113
f 2005 06 03 unten g All 17 3 5 13 0 1 39
f 2005 06 03 unten h All 42 9 2 32 2 1 88
f 2005 06 08 oben a All 72 11 6 41 3 15 148
f 2005 06 09 oben b All 2 2 1 4 0 0 9
f 2005 06 09 oben c All 16 7 0 10 0 2 35
f 2005 06 09 oben d All 16 3 5 7 0 5 36
f 2005 06 09 unten a All 78 16 11 19 1 18 143
f 2005 06 10 oben a All 58 7 12 29 1 9 116
f 2005 06 10 unten b All 31 2 3 9 1 2 48
f 2005 06 10 unten c All 86 7 9 19 5 14 140
f 2005 06 10 unten d nix All 0 0 0 0 1 0 1
f 2005 06 13 oben a All 24 2 7 27 1 7 68
f 2005 06 14 oben a All 23 5 5 55 1 2 91
f 2005 06 14 unten b All 89 9 7 42 0 19 166
f 2005 06 15 oben c All 32 4 5 20 0 5 66
f 2005 06 15 oben d All 66 4 4 30 2 10 116
f 2005 06 15 unten a All 28 2 3 78 0 2 113
f 2005 06 15 unten b All 44 8 4 24 2 14 96
f 2005 06 16 oben a All 80 10 5 46 3 6 150
f 2005 06 16 oben c All 65 5 5 28 3 16 122
f 2005 06 16 unten b All 77 5 5 18 3 14 122
f 2005 06 16 unten d All 57 5 6 20 1 5 94
f 2005 06 16 unten e All 60 7 4 22 3 15 111
f 2005 06 17 oben a All 73 16 9 102 4 12 216
f 2005 06 17 oben c All 38 4 4 31 1 4 82
f 2005 06 17 oben d All 55 6 3 29 0 12 105
f 2005 06 17 unten b All 80 6 9 26 5 9 135
f 2005 06 21 oben a All 68 8 9 28 5 16 134
f 2005 06 21 unten b All 75 7 8 18 5 16 129
f 2005 06 22 oben a All 65 6 4 39 3 12 129
f 2005 06 22 oben c All 7 1 0 13 0 1 22
f 2005 06 22 oben d All 68 5 2 36 3 12 126
f 2005 06 22 unten b All 69 11 9 39 2 15 145
f 2005 06 22 unten e All 74 8 4 24 9 10 129
f 2005 06 23 oben a All 69 10 4 59 5 16 163
f 2005 06 23 oben c All 48 7 8 19 5 8 95
f 2005 06 23 oben d All 41 6 3 60 1 7 118
f 2005 06 23 unten b All 78 4 2 20 4 10 118
f 2005 06 23 unten e All 7 2 0 8 0 3 20
f 2005 06 24 oben b All 50 12 10 20 4 19 115
f 2005 06 24 oben d All 66 8 4 26 3 11 118
f 2005 06 24 oben g All 66 12 6 34 2 5 125
f 2005 06 24 unten a All 59 6 3 41 4 16 129
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File name SN Hit Early Late Eye S.Early Undet. All OC
f 2005 06 24 unten c All 73 7 9 16 3 9 117
f 2005 06 24 unten e All 29 6 4 18 2 6 65
f 2005 06 24 unten f All 31 9 5 31 2 4 82
f 2005 06 28 oben a All 41 3 6 53 3 11 117
f 2005 06 28 unten b All 10 2 0 9 1 2 24
f 2005 06 29 oben a All 13 2 3 41 2 2 63
f 2005 06 29 oben c All 28 1 1 17 0 3 50
f 2005 06 29 unten b All 68 8 15 24 5 8 128
f 2005 06 30 oben a All 63 12 7 87 3 14 186
f 2005 06 30 oben c All 16 2 1 9 1 3 32
f 2005 06 30 oben d All 54 4 11 34 2 3 108
f 2005 06 30 unten b All 78 7 5 29 3 13 135
f 2005 06 30 unten e All 0 0 1 1 1 0 3
f 2005 07 01 oben a All 35 17 17 61 14 6 150
f 2005 07 01 oben c All 71 11 4 32 3 11 132
f 2005 07 01 unten b All 73 9 3 18 4 14 121
f 2005 07 01 unten d All 55 8 2 9 4 9 87
f 2005 07 01 unten e All 86 12 6 42 2 12 160
f 2005 07 04 oben a All 15 5 2 34 1 5 62
f 2005 07 05 oben a All 67 12 5 64 2 10 160
f 2005 07 05 oben c All 40 5 2 31 2 8 88
f 2005 07 05 oben d All 43 8 3 24 6 5 89
f 2005 07 05 unten b All 81 10 12 15 1 11 130
f 2005 07 05 unten e All 67 8 6 22 0 10 113
f 2005 07 06 oben a All 41 5 4 64 4 6 124
f 2005 07 06 oben c All 79 6 9 35 1 9 139
f 2005 07 06 unten b All 59 6 4 22 1 6 98
f 2005 07 06 unten d All 1 0 0 6 0 0 7
f 2005 07 06 unten e All 75 13 7 60 2 11 168
f 2005 07 07 oben a All 55 9 4 99 3 12 182
f 2005 07 07 oben c All 39 10 3 60 5 3 120
f 2005 07 07 oben d All 49 7 9 23 3 6 97
f 2005 07 07 unten b All 49 3 4 36 5 11 108
f 2005 07 07 unten e All 44 7 7 23 0 15 96
f 2005 07 07 unten f All 73 9 15 46 4 10 157
f 2005 07 08 oben a All 53 7 9 39 2 11 121
f 2005 07 08 oben d All 42 11 5 37 2 7 104
f 2005 07 08 unten b All 24 3 3 8 0 4 42
f 2005 07 08 unten c All 35 5 1 13 3 5 62
f 2005 07 08 unten e All 70 7 4 18 7 11 117
f 2005 07 12 oben a All 55 11 5 26 4 7 108
f 2005 07 12 oben c All 38 3 4 25 1 6 77
f 2005 07 12 oben d All 38 8 5 32 1 11 95
f 2005 07 12 unten b All 69 7 5 34 2 18 135
f 2005 07 12 unten e All 29 4 1 11 0 3 48
f 2005 07 13 oben a All 65 6 8 83 3 9 174
f 2005 07 13 oben c All 17 1 0 10 0 2 30
f 2005 07 13 oben d All 67 3 5 37 1 7 120
f 2005 07 13 unten b All 74 10 0 59 4 7 154
f 2005 07 13 unten e All 33 2 3 13 1 3 55
f 2005 07 14 oben a All 120 26 21 57 8 19 251
f 2005 07 14 unten b All 138 16 12 34 7 20 227
f 2005 08 09 oben a All 29 6 3 53 2 3 96
f 2005 08 09 oben b All 34 7 3 16 0 4 64
f 2005 08 09 oben d All 10 3 1 11 1 0 26
f 2005 08 09 oben e All 71 8 5 60 0 9 153
f 2005 08 09 oben f All 11 3 0 12 1 1 28
f 2005 08 09 unten c All 72 6 8 33 2 11 132
f 2005 08 10 oben a All 55 15 3 94 8 7 182
f 2005 08 10 oben d All 10 4 1 12 0 2 29
f 2005 08 10 oben e All 2 0 0 8 1 0 11
f 2005 08 10 unten b All 120 20 8 64 2 23 237
f 2005 08 10 unten c All 86 13 10 40 2 16 167
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File name SN Hit Early Late Eye S.Early Undet. All OC
f 2005 08 11 oben a All 25 4 1 32 2 4 68
f 2005 08 11 oben d All 58 5 6 38 2 6 115
f 2005 08 11 unten c All 95 13 5 47 5 12 177
f 2005 08 12 oben b All 34 2 2 22 0 3 63
f 2005 08 12 oben c All 107 19 14 73 0 23 236
f 2005 08 12 oben e All 27 2 2 18 2 3 54
f 2005 08 12 unten a All 77 6 7 48 0 5 143
f 2005 08 12 unten d All 74 10 7 19 2 7 119
f 2005 08 16 oben a All 30 5 1 35 3 6 80
f 2005 08 16 oben b All 30 5 2 27 1 11 76
f 2005 08 16 oben d All 1 0 0 2 0 1 4
f 2005 08 16 unten c All 109 9 9 60 2 15 204
f 2005 08 17 oben a All 18 2 6 22 0 2 50
f 2005 08 17 oben b All 0 0 6 6 1 1 14
f 2005 08 17 oben d All 3 2 1 3 2 1 12
f 2005 08 17 unten c All 98 12 5 18 2 7 142
f 2005 08 17 unten e All 71 6 2 60 1 10 150
f 2005 08 18 oben a All 33 0 4 9 1 3 50
f 2005 08 18 oben b All 11 2 1 14 2 0 30
f 2005 08 18 oben c All 42 4 5 4 1 7 63
f 2005 08 18 oben e All 82 12 2 56 6 21 179
f 2005 08 18 unten d All 70 9 7 16 4 14 120
f 2005 08 19 oben d All 71 7 12 51 8 13 162
f 2005 08 19 unten a All 11 4 1 17 0 5 38
f 2005 08 19 unten b All 19 1 0 38 1 5 64
f 2005 08 19 unten c All 41 0 3 7 3 7 61
f 2005 08 19 unten e All 9 0 0 3 1 1 14
f 2005 08 19 unten f All 103 16 10 48 5 18 200
f 2005 08 23 oben a All 29 2 1 19 8 5 64
f 2005 08 23 oben b All 42 10 11 17 1 7 88
f 2005 08 23 oben d All 0 1 0 2 0 0 3
f 2005 08 23 oben e All 54 7 4 31 0 8 104
f 2005 08 23 unten c All 118 8 10 45 5 21 207
f 2005 08 24 oben a All 44 13 7 46 1 5 116
f 2005 08 24 oben d All 101 16 7 35 7 17 183
f 2005 08 24 unten b All 25 2 2 24 0 2 55
f 2005 08 24 unten c All 87 10 5 28 4 11 145
f 2005 08 24 unten e All 29 1 3 13 1 3 50
f 2005 08 25 oben a All 66 15 6 35 6 6 134
f 2005 08 25 oben c All 61 8 7 38 1 4 119
f 2005 08 25 oben e All 42 5 3 22 3 5 80
f 2005 08 25 oben f All 38 9 1 23 5 5 81
f 2005 08 25 unten b All 76 6 4 12 1 9 108
f 2005 08 25 unten d All 97 12 8 21 6 11 155
f 2005 08 26 oben a All 62 17 5 35 3 10 132
149
File name SN Hit Early Late Eye S.Early Undet. All OC
Summary 1 1621 64 73 423 0 6 2187
2 724 44 202 442 0 78 1490
3 746 25 213 494 49 35 1562
4 459 85 45 414 0 120 1123
5 483 23 58 389 71 88 1112
6 516 69 45 374 23 64 1091
7 292 173 8 379 0 160 1012
8 312 94 7 385 100 136 1034
9 316 118 10 400 66 113 1023
10 298 144 7 344 13 113 919
11 1557 28 111 276 0 13 1985
12 731 26 127 280 0 81 1245
13 790 1 142 231 17 28 1209
14 430 70 38 262 0 111 911
15 464 19 45 221 53 84 886
16 465 55 52 234 23 81 910
17 267 132 5 220 0 157 781
18 287 62 3 246 81 133 812
19 303 98 6 243 42 110 802
20 290 130 5 218 18 121 782
All 11351 1460 1202 6475 556 1832 22876
(49.6%) (6.4%) (5.3%) (28.3%) (2.4%) (8.0%) (100%)
4-10 2676 706 180 2685 273 794 7314
14-20 2506 566 154 1644 217 797 5884
In Table 5.2: Details on stimulus constellations are provided by Table 2.1. SN 1-10 correspond
to Condition 1 A/e; SN 11-20: Condition 2 A/e, see Figure 2.4. Shown is the number of trials
with the outcomes ”Hit”, ”Early”, ”Late”, ”Eye error”, ”Specific type early” (”S.Early”), and
”Undetermined error” (”Undet.”), see Table 2.2 and details in text in Section 2.2.4. Stimulus
constellations with the shape sequence types S D D D S and S D D D D S (SN 4-10 and 11-20,
highlighted in red) were included in further analysis, see Table 2.3 and explanations in text in
Section 2.2.4.
Table 5.3: Data recorded with the intracortical array. Shape-tracking task without
distracter.
File name SN
Number of trials
Hit Early Undet. All OC
2006 08 29 st5 einzeln a 1 24 0 0 24
2 12 0 0 12
3 12 1 0 13
4 8 2 0 10
5 7 0 0 7
6 9 2 0 11
7 6 2 0 8
8 6 4 0 10
9 7 4 0 11
10 6 0 0 6
11 24 0 0 24
12 12 1 0 13
13 13 1 0 14
14 8 0 0 8
15 8 0 0 8
16 7 1 0 8
17 6 6 0 12
18 6 2 1 9
19 6 3 0 9
20 6 2 0 8
All 193 31 1 225
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File name SN Hit Early Undet. All OC
2006 08 29 st5 einzeln b 1 14 1 0 15
2 6 0 0 6
3 6 0 0 6
4 5 1 0 6
5 3 1 0 4
6 4 1 0 5
7 3 4 0 7
8 4 5 0 9
9 2 1 0 3
10 3 2 0 5
11 14 0 0 14
12 6 0 0 6
13 5 0 0 5
14 4 1 0 5
15 5 0 0 5
16 6 1 0 7
17 3 3 0 6
18 3 0 0 3
19 3 4 0 7
20 3 4 0 7
All 102 29 0 131
2006 08 29 st5 einzeln c 1 13 1 0 14
2 9 0 0 9
3 8 0 0 8
4 4 1 0 5
5 5 0 0 5
6 3 3 0 6
7 4 0 0 4
8 4 0 0 4
9 3 0 0 3
10 3 2 0 5
11 14 0 0 14
12 7 0 0 7
13 8 0 0 8
14 5 1 0 6
15 3 0 0 3
16 2 1 0 3
17 3 0 0 3
18 3 0 0 3
19 5 2 0 7
20 3 0 0 3
All 109 11 0 120
2006 08 29 st5 einzeln d All 74 36 0 110
2006 08 31 st5 einzeln c All 77 13 0 90
2006 09 01 st5 einzeln a All 74 18 0 92
2006 09 06 st5 einzeln a All 65 6 0 71
2006 09 12 st5 einzeln a All 117 16 0 133
2006 09 13 st5 einzeln a All 63 9 1 73
2006 09 28 st5 einzeln a All 60 9 1 70
2006 09 29 st5 einzeln a All 84 13 0 97
2006 10 03 st5 einzeln a All 79 15 0 94
2006 10 04 st5 einzeln a All 107 9 1 117
2006 10 11 st5 einzeln a All 107 11 0 118
2006 11 15 st5 einzeln a All 34 3 0 37
2006 11 16 st5 einzeln a All 81 14 0 95
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File name SN Hit Early Undet. All OC
Summary 1 180 5 0 185
2 88 3 0 91
3 97 4 0 101
4 58 15 0 73
5 59 6 0 65
6 48 11 0 59
7 40 19 0 59
8 45 25 0 70
9 44 20 0 64
10 48 16 0 64
11 181 3 3 187
12 97 5 0 102
13 79 3 0 82
14 62 13 0 75
15 63 10 0 73
16 57 13 0 70
17 44 22 0 66
18 42 9 1 52
19 45 21 0 66
20 49 20 0 69
All 1426 243 4 1673
4-10 342 112 0 454
14-20 362 108 1 471
In Table 5.3: Details on stimulus constellations are provided by Table 2.1. No distracter
shape sequence was presented. SN 1-10 correspond to Condition 1/i; SN 11-20: Condition
2/i, see Figure 2.4. Shown is the number of trials with the outcomes ”Hit”, ”Early”, and
”Undetermined error”, see Table 2.2; trials with other outcomes were discarded. Stimulus
constellations with the shape sequence types S D D D S and S D D D D S (SN 4-10 and 11-20,
highlighted in red) were included in further analysis, see Table 2.3 and explanations in text in
Section 2.2.4.
Table 5.4: Data recorded with the intracortical array. Shape-tracking task with
distracter.
File name SN
Number of trials
Hit Early S.Early Undet. All OC
2006 08 30 st5 task a 1 27 1 0 0 28
2 12 0 0 0 12
3 14 0 0 0 14
4 8 0 0 0 8
5 9 0 1 0 10
6 8 0 0 0 8
7 7 6 0 0 13
8 8 5 2 0 15
9 6 2 0 0 8
10 8 5 1 0 14
11 26 0 0 0 26
12 12 0 0 0 12
13 14 0 3 0 17
14 10 2 0 0 12
15 9 0 1 0 10
16 9 1 0 0 10
17 8 8 0 0 16
18 6 3 1 0 10
19 6 4 0 0 10
20 7 2 1 0 10
All 214 39 10 0 263
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File name SN Hit Early S.Early Undet. All OC
2006 08 30 st5 task b All 4 0 1 0 5
2006 08 30 st5 task c All 2 1 1 0 4
2006 08 31 st5 task a All 160 26 4 0 190
2006 08 31 st5 task b All 126 18 6 0 150
2006 08 31 st5 task d All 9 2 1 0 12
2006 08 31 st5 task e All 46 5 4 0 55
2006 09 01 st5 task a All 184 13 4 1 202
2006 09 01 st5 task b All 128 12 2 0 142
2006 09 01 st5 task c All 2 1 0 0 3
2006 09 01 st5 task d All 94 13 9 0 116
2006 09 05 st5 task a All 3 2 2 0 7
2006 09 05 st5 task b All 210 22 8 0 240
2006 09 05 st5 task c All 61 11 4 0 76
2006 09 06 st5 task a All 123 17 3 0 143
2006 09 06 st5 task b All 81 11 4 0 96
2006 09 06 st5 task c All 75 11 3 0 89
2006 09 06 st5 task d All 52 13 3 0 68
2006 09 07 st5 task a All 113 16 5 0 134
2006 09 07 st5 task b All 118 11 2 1 132
2006 09 07 st5 task c All 28 3 1 0 32
2006 09 07 st5 task d All 45 12 2 0 59
2006 09 12 st5 task a All 108 15 1 1 125
2006 09 12 st5 task b All 134 20 2 0 156
2006 09 12 st5 task c All 83 18 7 0 108
2006 09 12 st5 task d All 29 7 1 0 37
2006 09 13 st5 task a All 149 9 5 0 163
2006 09 13 st5 task b All 150 15 10 0 175
2006 09 13 st5 task c All 69 7 3 0 79
2006 09 13 st5 task d All 61 5 1 0 67
2006 09 28 st5 task a All 169 26 6 0 201
2006 09 28 st5 task b All 69 8 0 0 77
2006 09 28 st5 task c All 26 7 1 0 34
2006 09 28 st5 task d All 63 6 3 0 72
2006 09 29 st5 task a All 176 17 8 1 202
2006 09 29 st5 task b All 188 23 7 0 218
2006 10 03 st5 task a All 177 17 10 1 205
2006 10 03 st5 task b All 43 10 1 0 54
2006 10 03 st5 task c All 85 6 8 0 99
2006 10 03 st5 task d All 81 12 8 0 101
2006 10 04 st5 task a All 170 20 11 0 201
2006 10 04 st5 task c All 9 1 3 0 13
2006 10 11 st5 task a All 123 17 8 1 149
2006 10 11 st5 task b All 199 17 14 0 230
2006 10 11 st5 task c All 25 1 2 0 28
2006 10 11 st5 task d All 40 6 3 0 49
2006 11 14 st5 task a All 119 20 4 0 143
2006 11 14 st5 task b All 60 12 0 0 72
2006 11 15 st5 task a All 186 25 4 0 215
2006 11 15 st5 task b All 86 9 3 0 98
2006 11 16 st5 task a All 184 18 9 0 211
2006 11 16 st5 task b All 166 23 8 0 197
2006 11 21 st5 task a All 73 7 1 0 81
2006 11 22 st5 task a All 94 17 0 0 111
2006 11 23 st5 task a All 140 24 7 0 171
2006 11 23 st5 task b All 74 20 7 0 101
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File name SN Hit Early S.Early Undet. All OC
Summary 1 707 9 0 0 716
2 350 10 0 0 360
3 343 1 5 0 349
4 227 40 0 0 267
5 223 13 30 1 267
6 234 25 11 0 270
7 168 88 0 0 256
8 167 57 40 0 264
9 163 71 25 0 259
10 164 74 12 0 250
11 704 3 0 1 708
12 333 14 0 0 347
13 351 1 13 0 365
14 222 35 0 1 258
15 227 12 24 1 264
16 228 32 9 0 269
17 169 81 0 0 250
18 165 34 41 1 241
19 169 60 28 1 258
20 172 64 7 0 243
All 5486 724 245 6 6461
4-10 1346 368 118 1 1833
14-20 1352 318 109 4 1783
In Table 5.4: Details on stimulus constellations are provided by Table 2.1. SN 1-10 correspond
to Condition 1 A/i; SN 11-20: Condition 2 A/i, see Figure 2.4. Shown is the number of trials
with the outcomes ”Hit”, ”Early”, ”Specific type early” (”S.Early”), and ”Undetermined error”
(”Undet.”), see Table 2.2; trials with other outcomes were discarded. Stimulus constellations
with the shape sequence types S D D D S and S D D D D S (SN 4-10 and 11-20, highlighted in
red) were included in further analysis, see Table 2.3 and explanations in text in Section 2.2.4.
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Appendix B
PSD distribution
Figure 5.1 shows the distribution of spontaneous activity PSD among trials recorded at one of
the V4 sites with the epidural (left plot) and the intracortical (right plot) array.
Figure 5.1: Histogram of spontaneous oscillatory activity PSD. Recording with the
epidural array (left plot, recording site A) and with the intracortical array (right
plot, recording site E). See Figures 3.11 and 3.12 for the sites’ location. PSD was
calculated for a fixed time bin (0.3 s after trial start) and a fixed frequency (60
Hz). Displayed is the distribution among trials, number of trials being 2676 (left
plot) and 1346 (right plot).
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Figure 5.2: Spontaneous oscillatory activity across all recording sites. Shown are
median γ-PSD of spontaneous activity recorded at Condition 1 A/e and Condition
2 A/e (part A: epidural recording, 2676 and 2506 trials), as well as Condition 1
A/i and Condition 2 A/i (part B: intracortical recording, 1346 and 1352 trials) in
the time interval from 0.15 to 0.5 s from the trial start (see Figure 2.3 for timing
details) and between 45 and 81 Hz. For details on task conditions see Figure 2.4.
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Figure 5.3: Average γ-PSD of spontaneous (upper plot) and raw stimulus-driven
(lower plot) activity recorded with the epidural array at one of the V4 sites.
Averaging in the gamma band from 45 to 81 Hz, as well as from 0.15 to 0.5 sec
(spontaneous) and in the two-cycles-span from 3.35 to 6.15 sec (stimulus-driven).
Each value corresponds to a single trial, and the vertical lines separate different
data files. Within each file an averaged PSD-value is shown as a black short
horizontal line. Red dashed line shows the average (median) of all 2676 values.
Recording at site A, see Figure 3.11 for the site’s location.
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Figure 5.4: Average γ-PSD of spontaneous (upper plot) and raw stimulus-driven
(lower plot) activity recorded with the intracortical array at one of the V4 sites.
Averaging in the gamma band from 45 to 81 Hz, as well as from 0.15 to 0.5 sec
(spontaneous) and from 3.35 to 6.15 sec (stimulus-driven). Each value corresponds
to a single trial, and the vertical lines separate different data files. Within each
file an averaged PSD-value is shown as a black short horizontal line. Red dashed
line shows the average (median) of all 1346 values. Recording at site E, see Figure
3.12 for the site’s location.
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