Abstract-We consider the problem of estimating an unknown parameter vector x in a linear model that may be subject to uncertainties, where the vector x is known to satisfy a weighted norm constraint. We first assume that the model is known exactly and seek the linear estimator that minimizes the worst-case mean-squared error (MSE) across all possible values of x. We show that for an arbitrary choice of weighting, the optimal minimax MSE estimator can be formulated as a solution to a semidefinite programming problem (SDP), which can be solved very efficiently. We then develop a closed form expression for the minimax MSE estimator for a broad class of weighting matrices and show that it coincides with the shrunken estimator of Mayer and Willke, with a specific choice of shrinkage factor that explicitly takes the prior information into account.
so that is chosen to minimize the Euclidian norm of the data error . However, in an estimation context, the objective typically is to minimize the size of the estimation error , rather than that of the data error . To develop an estimation method that is based directly on the estimation error, we may seek the estimator that minimizes the mean-squared error (MSE), where the MSE of an estimate of is the expected value of the squared norm of the estimation error and is equal to the sum of the variance and the squared norm of the bias. Since the bias generally depends on the unknown parameters , we cannot choose an estimator to directly minimize the MSE. A common approach is to restrict the estimator to be linear and unbiased and then seek the estimator of this form that minimizes the variance or the MSE. It is well known that the LS estimator minimizes the variance in the estimate among all unbiased linear estimators. However, this does not imply that the LS estimator leads to a small variance or a small mean-squared error (MSE). A difficulty often encountered in this estimation problem is that the resulting variance can be very large, particularly in nonorthogonal and ill-conditioned problems.
Various modifications of the LS estimator for the case in which the data model holds i.e., with and known exactly, have been proposed. Among the alternatives are Tikhonov regularization [5] , which is also known in the statistical literature as the ridge estimator [6] , the shrunken estimator [7] , and the covariance shaping LS estimator [8] , [9] . In general, these LS alternatives attempt to reduce the MSE in estimating by allowing for a bias. However, each of the estimators above is designed to optimize an objective which does not depend directly on the MSE, but rather depends on the data error . In many engineering applications, the model matrix is also subject to uncertainties. For example, the matrix may be estimated from noisy data, in which case, may not be known exactly. If the actual data matrix deviates from the one assumed, then the performance of an estimator designed based on alone may deteriorate considerably. Various methods have been proposed to account for uncertainties in . The Total LS method [10] , [11] seeks the parameters and the minimum perturbation to the model matrix that minimize the data error. Although the total LS method allows for uncertainties in , in many cases, it results in correction terms that are unnecessarily large. In particular, when the model matrix is square, the total LS method recuse to the conventional LS method, which does not take the uncertainties into account. Recently, several methods [12] [13] [14] have been developed to treat the case in which the perturbation to the model matrix is bounded. These methods seek the parameters that minimize the worst-case data error across all bounded perturbations of and possibly bounded perturbations of the data vector. In [15] , the authors seek the estimator that minimizes the best possible data error over all possible perturbations of . Here again, the above objectives depend on the data error and not on the estimation error or the MSE. In this paper, we consider the case in which the (possibly weighted) norm of the unknown vector is bounded and develop robust estimators of , whose performance is reasonably good across all possible values of in the region of uncertainty, by minimizing objectives that depend explicitly on the MSE.
We first consider the case in which is known exactly and develop a minimax linear robust estimator that minimizes the worst-case MSE across all possible bounded values of , i.e., over all values of such that for some constant and weighting matrix . The minimax MSE estimator for the special case in which and the covariance matrix of the noise vector is given by for some has been developed in [16] . Here, we extend the results to arbitrary and and show that the minimax MSE estimator can be formulated as the solution to a semidefinite programming problem (SDP) [17] [18] [19] , which is a tractable convex optimization problem that can be solved efficiently, e.g., using interior point methods [19] , [20] . We then develop a closed-form solution to the minimax estimation problem for the case in which the weighting and have the same eigenvector matrix. In particular, when , we show that the optimal estimator is a shrunken estimator proposed by Mayer and Willke [7] , with a specific choice of shrinkage factor, that explicitly takes the prior information into account. We demonstrate through simulations, that the minimax MSE estimator can increase the performance over the conventional LS approach.
We then consider the case in which the model matrix is not known exactly, but is rather given by , where is known, and is a bounded perturbation matrix. Under this model, we seek a robust linear estimator that minimizes the worst-case MSE across all possible values of and . Here again, we show that the optimal estimator can be found by solving an SDP. In the special case in which the weighting and have the same eigenvector matrix and and have the same eigenvector matrix, we show that the minimax MSE estimator can be found by solving a convex optimization problem in two unknowns, regardless of the problem dimension.
We note that an alternative way to account for bounds on is through regularization methods, such as Tikhonov regularization [5] . A more general regularization method that takes uncertainties in , as well as possibly other data uncertainties, into account, was developed in [21] . However, these methods are based on minimizing a weighted data error, whereas our approach directly minimizes the estimation error. In a companion paper [27] , we consider a minimax regret approach that also depends explicitly on the MSE rather than the data error.
The paper is organized as follows. In Section II, we consider the case in which is known and develop an SDP formulation of the linear minimax MSE estimator that minimizes the worst-case MSE across all possible bounded parameters . In Section III, we develop a closed-form expression for the minimax linear estimator in the case in which the weighting and have the same eigenvector matrix. In Section IV, we consider the case in which both and the model matrix are subject to uncertainties and show that the minimax MSE estimator that minimizes the worst-case MSE in the region of uncertainty can again be formulated as an SDP. We then consider, in Section V, the special case in which and have the same eigenvector matrix and and have the same eigenvector matrix. Examples illustrating the performance advantage of the minimax MSE estimator over the LS estimator, and the advantage of the robust minimax MSE estimator over the minimax MSE estimator in the presence of model uncertainties, are discussed in Section VI.
II. MINIMAX MSE ESTIMATION WITH KNOWN
We denote vectors in by boldface lowercase letters and matrices in by boldface uppercase letters. denotes the identity matrix of appropriate dimension, denotes the Hermitian conjugate of the corresponding matrix, and denotes an estimated vector or matrix. The notation means that is positive semidefinite. Consider the problem of estimating the unknown deterministic parameters in the linear model (1) where is a known matrix with full rank , and is a zero-mean random vector with covariance . We assume that is known to satisfy the weighted norm constraint for some positive definite matrix and scalar , where . We estimate using a linear estimator so that for some matrix . The MSE of the estimator is given by
The second term in (2) (the squared norm of the bias ) depends on the unknown parameters ; thus, in general, we cannot construct an estimator to directly minimize the MSE. Instead, we seek the linear estimator that minimizes the worst-case MSE across all possible values of satisfying . Thus, we consider the problem
To develop the solution to (3), we first determine the worst possible parameters , i.e., the parameters that are the solution to the inner problem in (3):
By introducing the change of variable , we have that (5) where is the largest eigenvalue of . We can express as the solution to (6) subject to (7) From (5)- (7), it follows that the problem (3) can be reformulated as
Tr (8) subject to (7), which in turn is equivalent to (9) subject to
Tr (10) We now show that the problem of (9) and (10) can be formulated as a standard semidefinite program (SDP) [17] [18] [19] , which is the problem of minimizing a linear objective subject to linear matrix inequality (LMI) constraints. An LMI is a matrix constraint of the form , where the matrix depends linearly on . The advantage if this formulation is that it readily lends itself to efficient computational methods. Indeed, by exploiting the many well known algorithms for solving SDPs [17] , [18] , e.g., interior point methods 1 [19] , [20] , the optimal estimator can be computed efficiently in polynomial time. Furthermore, SDP-based algorithms are guaranteed to converge to the global optimum.
A. Semidefinite Programming Formulation of the Estimation Problem
We now establish our claim that the problem of (9) and (10) can be formulated as an SDP. To this end, let vec , where vec denotes the vector obtained by stacking the columns of . With this notation, the constraints (10) become (11) The constraints (11) are not in the form of an LMI because of the terms and in which the elements of do not appear linearly. To express these inequalities as LMIs in the variables , , and we rely on the following lemma [22, p. (12) Note that the constraints (12) are indeed LMIs in the variables , , and . We conclude that the problem of (3) is equivalent to the SDP defined by (9) and (12) .
In the next section, we develop an explicit expression for the optimal estimator that minimizes the worst-case estimation error in the case in which the weighting matrix and the matrix have the same eigenvector matrix.
III. MINIMAX MSE ESTIMATOR FOR AND JOINTLY DIAGONALIZABLE
We now consider the case in which and have the same eigenvector matrix. Thus, if has an eigendecomposition , where is a unitary matrix and is a diagonal matrix, then for some diagonal matrix . We then have the following proposition.
Proposition 1: Let denote the deterministic unknown parameters in the model , where is a known matrix with rank , and is a zero-mean random vector with positive definitive covariance . Let where is a diagonal matrix with diagonal elements , and let , where is a diagonal matrix with diagonal elements . Then, the solution to the problem is given by where (13) is an orthogonal projection onto the space spanned by the last columns of (14) and is the smallest index such that and (15) Before proving Proposition 1, we note that there always exists a satisfying (15) . Indeed, for , we have that (16) so that . For particular values of and , there may be smaller values of for which (15) is satisfied.
Proof: The proof of Proposition 1 is comprised of three parts. First, we show that the optimal minimizing the worstcase MSE has the form (17) for some matrix . We then show that can be chosen as a diagonal matrix. Finally, we derive the optimal values of the diagonal elements of .
We begin by showing that the optimal has the form given by (17) . To this end, note that the MSE of (2) is the orthogonal projection onto the range space of . In addition, since . Thus, to minimize Tr , it is sufficient to consider matrices that satisfy (20) Substituting (19) into (20), we have (21) for some matrix . Denoting by the matrix , (21) reduces to (17) . We now show that can be chosen as a diagonal matrix. Since , we can express the constraints (10) as Tr (22) and (23) which is equivalent to (24) Thus, our problem reduces to finding , , and that minimize subject to (22) and (24) . Let be any diagonal matrix with diagonal elements equal to . If satisfies the constraints (22) and (24), then so does . Indeed Tr Tr Tr (25) where we used the fact that diagonal matrices commute and that . Similarly
Since if and only if , we conclude that if satisfies (24) , then so does . Therefore, if is an optimal matrix that minimizes subject to (22) and (24), then is also an optimal solution. Now, since the problem of minimizing subject to (22) and (24) is convex, the set of optimal solutions is also convex [23] , which implies that if is optimal for any diagonal with diagonal elements , then so is , where the summation is over all diagonal matrices with diagonal elements . It is easy to see that is a diagonal matrix. Therefore, we have shown that there exists an optimal diagonal solution .
Denote by the diagonal elements of . Then, our problem reduces to (27) subject to (28) Since the problem of (27) and (28) is a convex optimization problem, from Lagrange duality theory [24] , it follows that the value of the minimum in (27) , which we denote by , is equal to the optimal value of the dual problem, namely The dual problem associated with (27) and (28) is the variance corresponding to the LS estimator. The estimator given by (44) is a shrunken estimator proposed by Mayer and Willke [7] , which is simply a scaled version of the LS estimator, with an optimal choice of shrinkage factor. We therefore conclude that this particular shrunken estimator has a strong optimality property: Among all linear estimators of in the linear model (1) such that , it minimizes the worst-case estimation error.
As we expect intuitively, when , of (44) reduces to the LS estimator. Indeed, when the norm of can be made arbitrarily large, the MSE will also be arbitrarily large unless the bias is equal to zero. Therefore, in this limit, the worst-case estimation error is minimized by choosing an estimator with zero bias that minimizes the variance, which leads to the LS estimator.
We summarize our results in the following theorem. where is an orthogonal projection onto the space spanned by the last columns of and is defined by (13) , is defined by (14) , and is the smallest index such that and 2) If , then where Tr is the variance corresponding to the LS estimator. In Section VI, we provide several examples that illustrate the performance advantage of the minimax MSE estimator over the conventional LS estimator. In [28] , we prove analytically that the MSE of the minimax MSE estimator is smaller than that of the LS estimator for all . Before proceeding to the case in which is also subject to uncertainties, we note that in Theorem 1, the bound on the norm of is assumed to be known. If is not given a priori, then one possibility is to choose to be equal to the norm of the LS estimator of , namely (46)
IV. MINIMAX ESTIMATION WITH UNKNOWN
In the previous section, we developed the optimal estimator that minimizes the worst-case estimation error across all possible values of that are bounded. In our development, we assumed that the model matrix is known exactly. However, in many engineering applications, the model matrix is subject to uncertainties, for example, it may have been estimated from noisy data, in which case, is an approximation to some nominal underlying matrix. If the true data matrix is for some unknown perturbation matrix , then the actual performance of an estimator designed based on alone may perform poorly.
In this section, we consider robust estimators that explicitly take uncertainties in into account. Specifically, suppose now that the model matrix is not known exactly but is rather given by , where , and denotes the matrix spectral norm [22] , i.e., the largest singular value of the corresponding matrix. Our problem then is (58) where vec , so that the problem of (56) subject to (57) and (55) can be formulated as an SDP.
We summarize our results in the following theorem. Theorem 2: Let denote the deterministic unknown parameters in the model , where is a known matrix with rank , is an unknown matrix satisfying , and is a zero-mean random vector with positive definitive covariance . Then, the problem is equivalent to the semidefinite programming problem subject to where vec . In Theorem 2, the bound on the norm of is assumed to be known. If the value of is not specified, then one possibility is to choose to be equal to the norm of the perturbation matrix resulting from the total LS estimator.
In Section VI, we demonstrate that the minimax MSE estimator of Theorem 2 explicitly takes the uncertainties in into account and can in some cases significantly outperform the minimax MSE estimator of Theorem 1, which does not account for uncertainties in the model matrix. , , and will be Toeplitz matrices and are therefore approximately diagonalized by Fourier transform matrices of appropriate dimensions so that in this case, (59) is approximately satisfied [25] .
We now show that in the case of jointly diagonalizable matrices as in (59), the minimax MSE estimator of Theorem 2 reduces to a simple convex optimization problem in two unknowns and can therefore be solved very efficiently, for example, using the Ellipsoidal method (see, e.g., [17, Ch. 5.2] Proof: The proof is comprised of three parts. First, we show that the optimal minimizing the worst-case MSE has the form (61) for some matrix . We then show that can be chosen as a diagonal matrix. Finally, we derive the optimal values of the diagonal elements of .
We begin by showing that the optimal has the form (61). From Theorem 2, it follows that the minimax MSE estimator with a bounded uncertainty in can be expressed as the solution to Therefore, the optimal value of satisfies so that the problem of (68) and (69) reduces to Tr (74) subject to (71). Once we find the optimal , the optimal can be found from (66) as (75) which is equivalent to (61), thus completing the first part of the proof. We now show that the optimal value of can be chosen as a diagonal matrix. To this end, we first note that if satisfies (71), then (76) Here, is any diagonal matrix with diagonal elements . It follows from (76) that for any , where . In addition, we have that Tr Tr . Therefore, if is an optimal solution, then so is . Since our problem is convex, the set of optimal solutions is also convex [23] , which implies that the diagonal matrix is also a solution, where the summation is over all diagonal matrices with diagonal elements . Therefore, we have shown that there exists an optimal diagonal solution . Denote the diagonal elements of by , and let diag denote the diagonal matrix with diagonal elements . Then, the constraint can be written as (77), shown at the bottom of the page. By permuting the rows and the columns of the matrix in (77), we can transform it into a block diagonal matrix, where the th block is (78) so that (77) is satisfied if and only if each of the matrices (78) is positive semidefinite. Thus, the problem of (74) and (71) become (79) subject to (80) We now show that the problem of (79) subject to (80) can be further simplified. First, we note that to satisfy (80), we must have that Since the coefficient multiplying in (86) is negative, it follows that there exists a satisfying (86) if and only if the discriminant is non-negative, i.e., if and only if (87) which, using the fact that , is equivalent to We can immediately verify that (90) and (91) are special cases of (89) and (88) with . We therefore conclude that the optimal value of is given by (89), subject to (88) and (84). Substituting the optimal value of into (79), our problem becomes (92) subject to (60).
Since the problem of (79) subject to (80) is convex, and the reduced problem (91) subject to (92) is obtained by minimizing over one of the variables in (79), the reduced problem is also convex, completing the proof of the theorem.
In Section VI, we illustrate the performance of the estimators of Theorems 1 and 3.
VI. EXAMPLES
The purpose of this section is to illustrate the performance advantage of the minimax MSE estimator of Theorem 1 over the conventional LS estimator and to demonstrate the fact that in the presence of uncertainties in the model matrix , robust estimation, which explicitly takes these uncertainties into account, can recover the signal much better, as compared with the total LS method and (nonrobust) minimax MSE estimation, particularly in those cases where the latter is expected to perform poorly. In the simulations below, we consider the problem of estimating a two-dimensional (2-D) image from noisy observations, which are obtained by blurring the image with a blurring kernel (a 2-D filter) that may not be known exactly, and adding random Gaussian noise.
Specifically, we generate an image which is the sum of three harmonic oscillations: (93) where (94) and are given parameters. Clearly, the image is periodic with period . Therefore, we can represent the image by a length-vector , with components . In the experiments, , and the amplitudes and frequencies of the harmonic components of The case corresponds to the case in which the model matrix is equal to the nominal matrix . Therefore, in this case, the robust estimator coincides with the (nonrobust) minimax MSE estimator.
For each value of , we consider three different choices of the perturbation matrix , which are chosen as follows. For a given estimator , we define the worst-case perturbation as the one that maximizes where is a unit singular vector of corresponding to the largest singular value. In our simulations, we consider three special cases of . 1) worst case with respect to the minimax MSE estimator (i.e., is chosen as the of the minimax MSE estimator); 2) given by (100) with a randomly chosen unit vector ; 3) worst case with respect to the robust minimax MSE estimator.
For each choice of the perturbation matrix, we compute the MSE (101) for the LS, minimax MSE, and robust minimax MSE estimators. Since, in our problem, is square, the total LS method coincides with the LS method so that the LS performance is also the total LS performance. The MSE results are given in Table II. As we expect, for , the minimax MSE and robust estimators coincide. We also see that the minimax MSE estimator can significantly outperform the LS estimator. For , the robust estimator that takes uncertainties in into account can lead to improved performance over the LS, total LS, and minimax MSE estimators, which for large values of can be quite significant. As we expect, the minimax MSE estimator performs best for case 3, while the robust estimator performs best for case 1. Note that even when the perturbation matrix is chosen to be worst for the robust estimator, the robust estimator still performs better than the minimax MSE estimator.
We note that we do not compare our results with those of [13] and [21] since the later methods require a prior bound on the norm of the data error, which we do not assume in our model.
In Figs. 2 and 3 , we plot the original image, the observed image, and the estimated images using the minimax MSE estimator and the robust minimax MSE estimator for the three choices of perturbations, where in Fig. 2, , and in Fig. 3 
