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Abstract
Various connections between 2-D gravity and KdV, dKdV, inverse scattering,
etc. are established. For KP we show how to extract from the dispersionless
limit of the Fay differential identity of Takasaki-Takebe the collection of diff-
erential equations for F = log(τdKP ) which play the role of Hirota type equa-
tions in the dispersionless theory.
1. HIROTA EQUATIONS
In [7] we showed how second derivatives of F = log(τdKP ) survive in the disper-
sionless limit of the KP Hirota equations and in [31] it was shown how such second
derivatives are contained in the dispersionless limit of the Fay differential identity (cf.
[1]). We show here how to extract all such dispersionless Hirota type equations from
the limiting Fay identity and indicate the pattern. Thus, referring to [1,6-9,31,32] for
background in KP theory, we recall first some basic relations involving the Lax and
gauge operator. Thus
L = ∂ +
∞∑
1
un+1∂
−n; W = 1 +
∞∑
1
wn∂
−n (1.1)
One has L = W∂W−1 and ∂nWW
−1 = −Ln
−
(Sato equation). Then define ψ =
Wexp(ξ) = w(x, λ)exp(ξ) (w(x, λ) = 1 +
∑
∞
1 wnλ
−n) and ψ∗ = W ∗−1exp(−ξ) =
w∗(x, λ)exp(−ξ) (w∗(x, λ) = 1 +
∑
∞
1 w
∗
jλ
−j). It follows that
Bn = L
n
+; ξ =
∞∑
1
xnλ
n (x = x1); Lψ = λψ; ∂nψ = Bnψ (∂n = ∂/∂xn); (1.2)
L∗ψ∗ = λψ∗; ∂nψ
∗ = −B∗nψ
∗; ∂nL = [Bn, L]; ∂nBm − ∂mBn = [Bn, Bm]
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One also has a tau function τ(x) and vertex operators X,X∗ which satisfy
ψ(x, λ) = X(λ)τ/τ = eξτ−/τ = e
ξG−(λ)τ/τ = e
ξτ(xj − 1/jλ
j)/τ ; G±(λ) = (1.3)
exp(±ξ(∂˜, λ−1)); ∂˜ = (∂1,
1
2
∂2, ...); ψ
∗ = X∗(λ)τ/τ = e−ξG+(λ)τ/τ = e
−ξτ+/τ
One writes also exp(ξ) = exp(
∑
∞
1 xnλ
n) =
∑
∞
0 pjλ
j (Schur polynomials).
For dispersionless KP one takes ǫ → ǫx = X and tn → ǫtn = Tn in say the KP
equation ut = K(u) = u
′′′+3uu′+ 3
4
∂−1∂22u with ∂n → ǫ∂/∂Tn and u(x, tn)→ u˜(X, Tn)
to obtain ∂T u˜ = 3u˜∂X u˜+
3
4
∂−1∂2u˜/(∂T2)
2 when ǫ→ 0 (see [10] for a more geometric
approach). Thus, using (tn) for (xn), consider L = ǫ∂ +
∑
∞
1 un+1(ǫ, T )(ǫ∂)
−n. We
think of replacing (tn) by (Tn) now and assuming un(ǫ, T ) = un(T )+O(ǫ) etc. (in an
obvious abuse of notation which seems to cause no confusion). Take then
ψ = (1 +O(1/λ))e(
∑
∞
1
Tnλn/ǫ) = e(
1
ǫ
S(T,λ)+O(1)); τ = e(
1
ǫ
2
F (T )+O( 1
ǫ
)) (1.4)
and replace ∂n by ǫ∂n where ∂n ∼ ∂/∂Tn now to get Lψ = λψ with
∂nL = [Bn, L]; ǫ∂nψ = Bnψ; ψ = e
(
∑
∞
1
1
ǫ
Tnλn)τ(ǫ, Tn − ǫ/nλ
n)/τ(ǫ, T ) (1.5)
The connection to standard semiclassical approximation ideas is clear. Now observe
that for P = ∂S (∂ ∼ ∂/∂X now), ǫi∂iψ → P iψ as ǫ → 0 since ǫ∂ψ = ∂Sψ =
Pψ, ǫ2∂2ψ = (ǫ∂P )ψ+P 2ψ, etc. Further ǫ∂(ψ/P ) = −((ǫ∂P )/P 2)ψ+ψ = ψ+O(ǫ)ψ
which implies (ǫ∂−1)ψ → P−1ψ etc. Hence Lψ = λψ becomes
λ = P +
∞∑
1
un+1P
−n; P = λ−
∞∑
1
Piλ
−i (1.6)
(we write un+1(T ) or un+1(t) depending on context). Also from Bnψ =
∑n
0 bmn(ǫ∂)
mψ
one gets
Bnψ =
n∑
0
bmnP
mψ +O(ǫ)ψ = Bn(P )ψ +O(ǫ)ψ; ǫ∂nψ = ∂nSψ = Bn(P )ψ (1.7)
+O(ǫ)ψ ⇒ ∂nS = Bn(P )⇒ ∂nP = ∂ˆBn(P ) (∂ˆBn = ∂XBn + ∂PBn(∂P/∂X))
We write Bn = L
n
+ → Bn = λ
n
+ (where + referes to powers of P now) and we note that
(L, λ)→ (λ, P ) (the notation is different in [31,32] for example where in particular k
is used for P). One has a conventional notation for A =
∑
ai∂
i ∼
∑
aiξ
i, etc., namely
2
[A,B] = A◦B−B ◦A; A◦B =
∑
∞
0 ∂
n
ξ A∂
nB/n! = A(x, ξ)exp(
←−
∂ξ
−→
∂X)B(x, ξ). Putting
ξ = ǫ∂ the term of first order in ǫ is {A,B} = ∂ξA∂B − ∂A∂ξB =
∑∑
(iaibjX −
jbjaiX)ξ
i+j+1. Thinking of action on ψ one replaces ξ by P and obtains (B ∼ λn+) :
∂nλ = {Bn, λ}. Further, putting in ǫ at appropriate places one obtains from [31,32]
(S = S(Tn, λ), T1 = X, Sj → Sj(Tn))
∂nBm − ∂mBn + {Bm,Bn} = 0; ∂nS = Bn; S =
∞∑
1
Tnλ
n +
∞∑
1
Si+1λ
−i (1.8)
and we note explicitly B1 = λ+ = P . Further Bn = λ
n +
∑
∞
1 ∂nSi+1λ
−i and one
shows that ∂Sj+1 = −Pj . Finally the tau function for dKP is simply defined via
∂nlog(τ
dKP ) = −nSn+1 (n ≥ 1) where log(τ
dKP ) ∼ F and hence ∂Sn+1 ∼ −Pn ∼
∂∂nF/n.
Now the Hirota bilinear identity for KP is
∮
∞
ψ(x, λ)ψ∗(y, λ)dλ = 0 and this con-
tains all of the Hirota bilinear equations for KP (cf. [6,7]). Such equations correspond
to Plucker relations and in fact a subset of such relations embodied in the Fay differ-
ential identity is also equivalent to the KP hierarchy (cf. [31]). The Fay identity can
be written (cf. [1] - [si] = (si,
1
2
s2i ,
1
3
s3i , ...) and c.p. ∼ cyclic permutations of 1, 2, 3)
∑
c.p.
(s0 − s1)(s2 − s3)τ(t + [s0] + [s1])τ(t + [s2] + [s3]) = 0 (1.9)
Differentiating this in s0 and manipulating variables suitably leads to the differential
Fay identity (with ǫ included for dKP limits - cf. [1,31])
ǫ∂Xτ(t− ǫ[µ
−1])τ(t− ǫ[λ−1])− τ(t− ǫ[µ−1])ǫ∂Xτ(t− ǫ[λ
−1]) (1.10)
−(λ− µ)τ(t− ǫ[µ−1])τ(t− ǫ[λ−1]) + (λ− µ)τ(t)τ(t− ǫ[µ−1]− ǫ[λ−1]) = 0
(X ∼ T1). Then in [31] it is shown that this has a dispersionless limit (ǫ → 0, F =
log(τdKP ))
∞∑
m,n=1
µ−mλ−n
∂m∂nF
mn
= log[1 +
∞∑
1
λ−n − µ−n
µ− λ
∂∂nF
n
] (1.11)
Hence the partial differential equations for F arising from (1.11) should characterize
the dKP system. Now, although (1.11) provides a collection of partial differential
equations for F in principle, their determination is not immediate and we provide
here an effective way of determining these equations. This rests upon an observation
made in [10]. Thus in [10] we used (1.6) (P = λ −
∑
∞
1 Piλ
−i) and ∂∂nF = nPn to
write
∞∑
1
λ−n
∂∂nF
n
=
∞∑
1
λ−nPn = λ− P (λ) (1.12)
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Hence the right side of (1.11) becomes log(P (µ)−P (λ)
µ−λ
). Thus for µ→ λ and P˙ ∼ ∂λP
logP˙ (λ) =
∞∑
m,n=1
λ−m−n
∂m∂nF
mn
(1.13)
But we already know via (1.6) (since Pn = ∂∂nF/n)
P˙ (λ) = 1 +
∞∑
1
jPjλ
−j−1 = 1 +
∞∑
1
∂∂jFλ
−j−1 (1.14)
Looking at the first terms in the expansion of log(P˙ (λ)) from (1.14) one has (log(1+
x) = x− 1
2
x2 + 1
3
x3 + ...)
log(P˙ ) ∼ ∂2Fλ−2 + ∂∂2Fλ
−3 + ∂∂3Fλ
−4 + ∂∂4Fλ
−5 + ... (1.15)
−
1
2
[(∂2F )2λ−4 + 2∂2F∂∂2Fλ
−5 + ...] +
1
3
[(∂2F )3λ−6 + ...] + ...
Hence the consistency equations with (1.13) begin with ∂2F = ∂2F , and ∂∂2F =
∂∂2F , which are tautological, and thereafter we obtain in particular
1
2
(∂2F )2 −
1
3
∂∂3F +
1
4
(∂22F ) = 0; ∂
2F∂∂2F −
1
2
∂∂4F +
1
3
∂2∂3F = 0; (1.16)
−
1
3
(∂2F )3 + ∂2F∂∂3F +
1
2
(∂∂2F )
2 −
3
5
∂∂5F +
1
9
∂23F +
1
4
∂2∂4F = 0; ...
THEOREM 1.1 The relations (1.16) obtained from (1.13)-(1.14) are a system
of partial differential equations for F = log(τdKP ) which should characterize F and
thus play the role of dispersionless Hirota equations.
REMARK 1.2 It might be interesting to utilize the equations (1.16) in the study
of the WDVV equations of [17] which classify certain 2-D topological field theories.
Mr. Seung Hwan Son has shown how the equations (1.16) can be generated via a
Mathematica program. We note also that the quantity P (λ)− P (µ) is an important
ingredient in the Hamilton-Jacobi theory of Kodama-Gibbons (cf. [7,8,19,29]).
2. KdV, mKdV, dKdV and GRAVITY.
We indicate here a few observations which will be greatly expanded in [11]. First,
referring to [7,8] one recalls that a dispersionless Jevicki-Yoneya action principle was
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derived for the KdV-Hermitian matrix model (HMM) situation based on an action
(cf. [7,8,23,34])
A˜ =
∫
ResP (−PˆQ − S + ξ)dX (2.1)
and in [10] it was shown that in fact the term S − ξ arises as a dispersionless version
of the Sato equation ∂nWW
−1 = −Ln
−
since for W ∼ exp(−1
ǫ
H), −H ∼ S − ξ, and
ǫ∂nWW
−1 → ∂n(S − ξ) so ∂n(S − ξ) = −λ
n
−
. It could be interesting to examine
further the meaning here of this dispersionless Sato equation as an action term. We
note also that e.g. the conformal flows pass to a dispersionless form via Sato type
equations. Thus (cf. [1,9,16,21,26]) one defines an Orlov operator M via
∂λψ = Mψ = W (
∞∑
1
kxk∂
k−1)W−1ψ = (G+
∞∑
2
kxkλ
k−1)ψ;G =WxW−1 (2.2)
and the conformal flows are ∂m+1,1u = ∂Res(ML
m+1) with ∂m+1,1W = −(ML
m+1)−W .
One knows (cf. [7,8,31,32]) that M →M = Sλ and ǫ∂m+1,1WǫW
−1
ǫ → −(Mλ
m+1)−
leading to ∂m+1,1(S−ξ) = −(Mλ
m+1)− with similar results for other additional sym-
metry flows. In this context we recall also that (L,G) → (λ, ξˆ) where (λ,−ξˆ) are
action angle variables in the Hamilton-Jacobi theory of [19,29].
Now based on a less sophisticated action idea for HMM situations (cf. [7,8,20])
(δ/δu)
∫
Rk+1(u)dx = −(k +
1
2
)Rk(u), where Rk ∼ Gelfand-Dickey resolvant terms,
one develops a unitary matrix model (UMM) action via (cf. [2-4,14,15])
I =
∫ ∞∑
1
[4t2k+1Rk+1 − v
2x]dx (2.3)
where u = v2 − v′, δu = 2vδv − ∂δv, Dˆ = ∂ + 2v, so that (δI/δv) = −
∑
∞
1 (2k +
1)t2k+1DˆRk − vx = 0. Since Rk →
1
2
rk−1(p) (p = −
1
2
u) in the dispersionless limit (cf.
[7,8]) with rn−1(p) = (n−
1
2
)...1
2
/n!(2p)n and ǫ∂Rk → 0, upon shifting to T
′ variables
(ǫtn = Tn, nTn = T
′
n), the UMM yields a limiting string equation
∞∑
1
(2k + 1)T ′2k+1rk−1(p) = −X (2.4)
which is in fact the Landau-Ginsburg (LG) equation of HMM. Thus
PROPOSITION 2.1 In the dispersionless limit the UMM, based on mKdV,
corresponds to the HMM, based on KdV, via the LG equation.
This is meant to be heuristic since there has been little physical input; one argues
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in in [15] for example that KdV and mKdV are descriptions of an open-closed string
theory involving gravity. In particular, the unique real nonsingular solutions provided
by UMM map to open string generalizations of the nonsingular solutions of the KdV
hierarchy found in [14]. Those solutions in turn arise by first assuming that the
KdV flows are preserved nonperturbatively, which leads uniquely to the HMM string
equations for closed strings, and to a unique pole free string susceptibility ∼ u. For
such closed (resp. open) strings one is dealing with HMM and Painleve 1 (resp.
UMM and Painleve 2). The details here are complicated and we will say more about
this in [11]. Further gravity topics in [11] will include material from [25] on a direct
passage from KdV to gravity and from [22,27-30,33] on Liouville- Beltrami gravity
and connections to KdV, mKdV, and Ur-KdV.
3. ON INVERSE SCATTERING AND DISPERSIONLESS LIMITS
In [7,8] we outlined some connections between inverse scattering for KdV and
mKdV, dKdV. This is developed in more detail and generality in [11,13] (cf. also [5]).
Thus in dKdV with ǫx = X, x→ ±∞ ∼ ǫ→ 0, so there should be a natural relation
between some inverse scattering quantities and some corresponding dispersionless
quantities. Here the analysis of [18,19,35] is particularly relevant. We recall that ut =
u′′′ − 6uu′, u = v2 − v′, vt = v
′′′ − 6v2v′ are related and via a Galilean transformation
u→ u−λ, t→ t, x→ x−6λt, KdV is unaltered whilemKdV → vt = 6λv
′+v′′′−6v2v′.
Then for u + λ = v2 − v′ with v = −ψ′/ψ one has ψ′′ − uψ = λψ = −k2ψ with
Jost solutions ψ±(k, x) ∼ exp(±ikx) as x → ±∞. We recall that the transmission
coefficient T and reflection coefficients R,RL arise in formulas T (k)ψ− = R(k)ψ+ +
ψ+(−k, x); T (k)ψ+ = RL(k)ψ−+ψ−(−k, x) and we set ψ− = exp(−ikx+φ(k, x)) with
φ(k,−∞) = 0. This leads to (*) φ′′− 2ikφ′+φ′2 = u, so −ψ′
−
/ψ− = −(−ik+φ
′) = v
and one expects a solution of (*) in the form φ′ =
∑
∞
1 φn/(ik)
n compatible with
u+ λ = v2 − v′, i.e. v ∼ ik +
∑
∞
1 vn/(ik)
n. This leads to φn = vn.
Next recall (cf. [6]) that for suitable u with say
∫
∞
−∞
(1 + |x|2)|u|dx < ∞ one
has available all of the inverse scattering machinery and for convenience one could
even assume u ∈ S (Schwartz space). One expects T(k) to be meromorphic for
Im(k) > 0 with (possibly) a finite number of simple poles at βj = ikj. Further (cf.
[6]) 1/T = (1/2ik)W (ψ+, ψ−) = (1/2ik)(ψ
′
+ψ−−ψ+ψ
′
−
). Given |R(k)| small for large
|k| real (which will be true for u ∈ S say) one expands 1/(ξ − k) = −
∑
∞
0 (ξ
n/kn+1)
and writes (R¯(k) = R(−k) for k real)
log(T ) ∼
∞∑
0
c2n+1
k2n+1
; c2n+1 =
2
2n+ 1
N∑
1
(iβj)
2n+1 −
1
2πi
∫
∞
−∞
ξ2nlog(1− |R|2)dξ (3.1)
Now for x → ∞, ψ−e
ikx ∼ (R/T )e2ikx + (1/T ) → 1/T when Im(k) > 0. Taking
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logarithms we get log(ψ−) + ikx = φ(k, x) → −log(T ) as x → ∞ so φ(k,∞) =
−log(T ). Hence
∫
∞
−∞
φ2mdx = 0 and
−log(T ) =
∞∑
1
1
(ik)n
∫
∞
−∞
φndx = −
∞∑
0
c2n+1
k2n+1
; i2mc2m+1 =
∫
∞
−∞
φ2m+1dx (3.2)
THEOREM 3.1. The scattering information or x-asymptotic information, given
via R,T is related to the k or λ asymptotics of the wave function ψ−, given via φn,
through the formulas (3.2), and φn = vn establishes a further connection to the mKdV
expansion terms.
We remark that there are arguments based on a Gardner type transform u =
αǫ2v2 + v + βǫv′ for example which lead to an identification of the c2n+1(u) with
Hamiltonians Hn. This tells us that the φ2n+1 are nontrivial conserved densities and
hence so are the corresponding vn. Now from the dispersionless theory of Sections 1,2
we have (cf. also [7,8,32]) −u = q = 2p, λ = −k2, W∂2W−1 → Pˆ = P 2 + q = (ik)2,
and ik = P (1+
∑
∞
1
(
1
2
m
)
qmP−2m. This corresponds to (1.6) with λ = ik and there will
be a corresponding inversion P = ik −
∑
∞
1 Pj(ik)
−j . Consider ψ ∼ ψ+ = exp(
1
ǫ
S)
with ψ∗ ∼ ψ− = exp(−
1
2
S) (cf. [10] for a proof of the last statement). We note
explicitly that ǫ∂ψ−/ψ− = −P = −SX and ǫ
2∂2ψ−/ψ− = P
2 + ǫP ′ → P 2 lead-
ing to (ik)2 = P 2 + q. But ψ− = exp(−ikx + φ) ∼ ψ− = exp(−
1
ǫ
S) for |x|
large or ǫ small which suggests an identification −ikX/ǫ + φ(X/ǫ, k) = −1
ǫ
S(X, k)
with −S ′ = −ik + φ′ where φ′ is the derivative in the x argument. Here in the
same notation where e.g. un(T, ǫ) = un(T ) + O(ǫ) we assume it is permissible
to write φ′(X/ǫ, k) = φ′(X, k, ǫ) = φ′(X, k) + O(ǫ). Then one can deduce that
−ik + φ′ = −SX = −P ; v ∼ P . Consequently,
THEOREM 3.2 Given the above relations betwen variables x and X, the dis-
persionless KdV theory interacts with scattering data φn and mKdV data vn via
φn ∼ vn ∼ −Pn.
Now consider the use of cklog|T | = α(k); β(k) = cˆarg(RL/T ); Qn = Cnβ
2
n; Pˆn =
Cˆnlog|bn| as action-angle variables in a Hamiltonian theory for KdV (cf. [6] - the
c, cˆ, Cn, Cˆn are constants which depend on notation and the bn are normaliza-
tion constants). Under standard Poisson brackets {α(k), β(k′)} = δ(k − k′) and
{Qn, Pˆn} = δmn with other brackets vanishing (note such Gardner type brackets
do not go over to our canonical phase space brackets as in (1.8)). Now recall that
1/T = (1/2ik)W (ψ+, ψ−) and consider ψ± ∼ exp(±
1
ǫ
S) as above. ThenW (ψ+, ψ−) ∼
ǫ∂e
1
ǫ
Se−
1
ǫ
S − e
1
ǫ
Sǫ∂e−
1
ǫ
S = 2S ′ = 2P ; |T | = |k/P |. Note here ǫ → 0 ∼ x → ∞ so
there is no contradiction to W being independent of x while P is just a phase space
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variable on an (X,P) phase space. Hence α(k) ∼ cklog(|k/P |). On the other hand
from [6] RL = W (ψ−(−k, x), ψ+)/W (ψ+, ψ−) and ψ−(−k, x) ∼ exp(−
1
ǫ
S(X, k)) so
the exponentials do not cancel. However some analysis based on [18] (details in [12])
allows us to say that ImS = 0 and β(k)→ cˆ[π or 2π]. Thus
THEOREM 3.3. The action variable α(k) = cklog|T | in KdV passes to a phase
space variable cklog|k/P | in dKdV and locally β(k)→ constant.
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