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Abstract
As a rule, most of the classical Michael-type selection theorems are analogues and, in some
respects, generalizations of ordinary extension theorems. In this paper we show that the existence
of set-valued u.s.c. selections for l.s.c. mappings is not related to the “usual” mapping-extension
problem for u.s.c. mappings. In view of that, the paper is especially devoted to a proper notion
of extending u.s.c. mappings that agrees well with the existing selection results. On this base new
selection theorems dealing with controlled u.s.c. “extensions” of partial u.s.c. selections are obtained.
Possible applications are illustrated in the dimension theory of normal spaces. Ó 2000 Elsevier
Science B.V. All rights reserved.
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1. Introduction
LetX and Y be topological spaces, and let 2Y stand for the family of non-empty subsets
of Y . We write
F(Y )= {S ∈ 2Y : S is closed}, C(Y )= {S ∈F(Y ): S is compact}
and, for every natural numberm ∈N,
Cm(Y )=
{
S ∈F(Y ): |S|6m}.
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A set-valued mapping Φ :X→ 2Y is lower semi-continuous (upper semi-continuous),
or l.s.c. (u.s.c.), if the set
Φ−1(U)= {x ∈X: Φ(x)∩U 6= ∅}
is open (respectively, closed) in X for every open (respectively, closed) subset U of Y .
A set-valued mapping ϕ :X→ 2Y is a selection for Φ :X→ 2Y if ϕ(x)⊂Φ(x) for every
x ∈X.
A starting point of the paper is given by two well-known results concerning the existence
of u.s.c. selections for l.s.c. mappings. The first of them is due to Michael and a part of it
sounds as follows.
Theorem 1.1 (Michael [14]). LetX be a paracompact space, Y be a completely metrizable
space, and let Φ :X → F(Y ) be an l.s.c. mapping. Then Φ admits a u.s.c. selection
ϕ :X→ C(Y ).
The second one is the following dimension-type version of Theorem 1.1.
Theorem 1.2 (Choban [2]). Let X be a paracompact space such that dim(X)6 n, Y be a
completely metrizable space, and let Φ :X→ F(Y ) be an l.s.c. mapping. Then Φ admits
a u.s.c. selection ϕ :X→ Cn+1(Y ).
It should be mentioned here that, as a rule, this type of selection theorems are analogues
and, in most respects, generalizations of ordinary extension theorems. However, in contrast
to this, Theorems 1.1 and 1.2 do not generalize any extension result which leads us to the
following natural question.
Question 1.3. Under the assumptions of Theorem 1.1 (respectively, Theorem 1.2) let, in
addition, A be a closed subset of X and let θ :A→ C(Y ) (respectively, θ :A→ Cn+1(Y ))
be a u.s.c. selection forΦ|A. Does there exist a u.s.c. selection ϕ :X→ C(Y ) (respectively,
ϕ :X→ Cn+1(Y )) for Φ which extends θ , i.e., ϕ|A= θ?
As it is shown below, the answer to this question is “no” which indicates that a principal
difference between “the finding a u.s.c. selection” and “the extending a u.s.c. selection”
does exist.
Proposition 1.4. Let Y = {0,1} be the discrete two-point space, and let X be a T1-space
such that, whenever A⊂X is closed, every u.s.c. mapping θ :A→ 2Y can be extended to
a u.s.c. mapping ϕ :X→ 2Y . Then X is hereditarily normal.
Proof. Let A0,A1 ⊂ X be such that cl(Ai) ∩ A1−i = ∅, i = 0,1. We look for open sets
Ui ⊂X such thatUi∩U1−i = ∅ andAi ⊂Ui, i = 0,1. To this end, setA= cl(A0)∪cl(A1)
and then define a u.s.c. mapping θ :A→ 2Y by θ(x)= {i ∈ Y : x ∈ cl(Ai)}, x ∈ A. Then
Ui = X\ϕ−1({1 − i}), i = 0,1, are as required, where ϕ :X→ 2Y is a u.s.c. extension
of θ . 2
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Proposition 1.4 is also important from another point of view. It suggests the interesting
problem given by whether the answer to Question 1.3 becomes “yes” if the restriction on
X is strengthened to “paracompact and hereditarily normal”. Recently a positive answer
was given by Shishkov [18].
In the present paper, we regard another approach to “extensions” of set-valued mappings.
Concerning especially u.s.c. ones, we shall slightly change our point of view allowing a
controlled expansion of their values which reflects to our primary question of interest in
the following way.
Question 1.3′. Under the assumptions of Theorem 1.1 (respectively, Theorem 1.2) let, in
addition, A be a closed subset of X and let θ :A→ C(Y ) (respectively, θ :A→ Cn+1(Y ))
be a u.s.c. selection forΦ|A. Does there exist a u.s.c. selection ϕ :X→ C(Y ) (respectively,
ϕ :X→ Cn+1(Y )) for Φ such that θ(x)⊂ ϕ(x) for all x ∈A?
First of all, let us observe that such an understanding of u.s.c. “extensions” of u.s.c.
selections is in a good accordance with Theorem 1.1.
Proposition 1.5. For a set-valued mapping Φ :X→ F(Y ) the following conditions are
equivalent:
(a) Φ admits a u.s.c. selection ψ :X→ C(Y ).
(b) If A⊂X is closed and θ :A→ C(Y ) is a u.s.c. selection for Φ|A, then there exists
a u.s.c. selection ϕ :X→ C(Y ) for Φ such that θ(x)⊂ ϕ(x) for all x ∈A.
Proof. (b) ⇒ (a) is obvious. As for (a) ⇒ (b), let ψ :X→ C(Y ) be as in (a) and let
θ :A→ C(Y ) be a u.s.c. selection for Φ|A for some closed A ⊂ X. Then the set-valued
mapping ϕ :X → C(Y ), defined by ϕ(x) = ψ(x) ∪ θ(x) if x ∈ A and ϕ(x) = ψ(x)
otherwise, is as required in (b). 2
The main purpose of this paper is to present a complete solution of Question 1.3′. In
fact, Proposition 1.5 is the first and most trivial part in this answering. In view of that
we shall henceforth restrict our attention only to finite-valued u.s.c. selections. Among the
theorems we shall prove in this direction, the following two probably have the greatest
general interest.
Theorem 1.6. Let X be a paracompact space, A⊂ X closed, Y a completely metrizable
space, Φ :X→ F(Y ) l.s.c., and let, for some m ∈ N, θ :A→ Cm(Y ) be a u.s.c. selection
for Φ|A. Then Φ admits a u.s.c. selection ϕ :X → C(Y ) such that θ(x) ⊂ ϕ(x) and
|ϕ(x)|6m for all x ∈A.
Theorem 1.7. Let X be a paracompact space, A⊂ X closed with dimX(X\A) 6 n, Y a
completely metrizable space, Φ :X→ F(Y ) l.s.c., and let, for some m 6 n+ 1, θ :A→
Cm(Y ) be a u.s.c. selection for Φ|A. Then Φ admits a u.s.c. selection ϕ :X→ Cn+1(Y )
such that θ(x)⊂ ϕ(x) and |ϕ(x)|6m for all x ∈A.
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Here, dimX(X\A)6 n means that dim(S)6 n for every S ⊂X\A which is closed in X.
The technique developed for proving Theorems 1.6 and 1.7 allows one to establish also
natural their collectionwise normal versions (see Section 5). Some possible applications
of these “selection–extension” results are presented in the last Section 6 of the paper. The
following partial case of Theorem 6.1 illustrates this kind of applications.
Theorem 1.8. For a normal space X and n> 0 the following conditions are equivalent
(a) dim(X)6 n.
(b) Whenever A ⊂ X is closed and Y is a compact metric space, every u.s.c. θ :A→
Cn+1(Y ) is a selection for ϕ|A for some u.s.c. ϕ :X→ Cn+1(Y ).
The paper is arranged as follows. Section 2 is devoted to special approximate
representations of compact-valued u.s.c. selections. On this base, it is introduced in
Section 3 a concept of a u.s.c. mapping being an expansion of another u.s.c. mapping and
is established the existence of such expansions in a number of situations. A dimension-type
improvement of these results is next obtained in Section 4. Theorems 1.6 and 1.7 are finally
proved in Section 5. Section 6 is devoted to applications.
2. Decompositions of usco selections
Throughout this section, X is a topological space and (Y, d) is a metric space. A set-
valued mapping θ :X→ 2Y ∪ {∅} is usco if it is u.s.c. and each θ(x) is a non-empty
compact subset of Y . For a subset M ⊂ X and a collection W of subsets of X we use
Ord(W;M) to denote the order ofW in M , i.e., the smallest cardinal number τ such that∣∣{W ∈W : x ∈W }∣∣6 τ for every x ∈M.
For S ∈ 2Y and ε > 0, we use Bdε (S) to denote the ε-neighbourhood of S in (Y, d),
i.e., Bdε (S) = {y ∈ Y : d(y,S) < ε}. Finally, let T (Y ) denote the topology of Y and let
P(X)=F(X) ∪ {∅}.
Definition 2.1. Let Φ :X→ F(Y ) be a set-valued mapping, A be a set, p :A→ P(X),
and let t :A→ T (Y ). We shall say that the triple (p, t;A) is a t (A)-approximate selection
for Φ (see [7,8]) if
(a) the indexed family {p(α): α ∈A} is a locally finite cover of X,
(b) the indexed family {t (α): α ∈A} is a locally finite cover of Y ,
(c) p(α)⊂Φ−1(cl(t (α))) for every α ∈A.
In the set
Θ(Φ)= {(p, t;A): (p, t;A) is a t (A)-approximate selection for Φ}
we define a partial order. Namely, for (p, t;A), (q, `;B) ∈ Θ(Φ) and a map r :A→ B,
we shall write that (p, t;A)r (q, `;B) if, for every β ∈ B,
q(β)⊃
⋃{
p(α): α ∈ r−1(β)} and `(β)=⋃{t (α): α ∈ r−1(β)}.
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Concerning the set Θ(Φ) we also define Order of (p, t;A) ∈ Θ(Φ) on a subset M ⊂ X
by letting
OrdM(p, t;A)=Ord
({
p(α): α ∈A};M),
and the mesh of (p, t;A) by
mesh(p, t;A)= sup{diam(t (α)): α ∈A}.
To every (p, t;A) ∈Θ(Φ) we associate a u.s.c. mapping [p, t;A] :X→F(Y ) defined
by
[p, t;A](x)=
⋃{
cl(t (α)): α ∈A and x ∈ p(α)}.
Finally, we need also the following special subset of Θ(Φ):
Ω(Φ)= {(p, t;A) ∈Θ(Φ): p(α)⊂Φ−1(t (α)) for every α ∈A}.
Definition 2.2. Let θ :X→ 2Y ∪ {∅}, and let Γ ⊂Θ(Φ). We shall say that 〈(pk, tk;Ak),
rk〉k∈N is a Γ -decomposition of θ provided {(pk, tk;Ak): k ∈ N} ⊂ Γ , rk :Ak+1 →
Ak, k ∈N, and
(a) (pk+1, tk+1;Ak+1)rk (pk, tk;Ak), k ∈N,
(b) limk→∞mesh(pk, tk;Ak)= 0,
(c) θ(x)=⋂{[pk, tk;Ak](x): k ∈N}, x ∈X.
The main result of this section reads now as follows.
Theorem 2.3. Let (Y, d) be a complete metric space, and let Φ :X → F(Y ). For a
mapping θ :X→ 2Y ∪ {∅} the following conditions are equivalent:
(a) θ is an usco selection for Φ .
(b) θ admits an Ω(Φ)-decomposition.
In preparation for the proof of Theorem 2.3 we first need the following lemma.
Lemma 2.4. Let (Y, d) be a metric space, Φ :X → F(Y ), and let θ be an usco
selection forΦ . Then θ admits anΩ(Φ)-decomposition 〈(pk, tk;Ak), rk〉k∈N and aΘ(Φ)-
decomposition 〈(pk, sk;Ak), rk〉k∈N such that, for all k and α ∈Ak ,
cl
(
sk(α)
)⊂ tk(α) and pk(α)= θ−1(cl(sk(α))).
Proof. Since (Y, d) is a metric space, there is a locally finite sieve ({Uα: α ∈Ak}, rk) on Y
such that diam(Uα) < 1/k for all α ∈Ak . This means that {Uα : α ∈Ak}k∈N is a sequence
of locally finite open covers of Y (with disjoint Ak’s), and rk :Ak+1→Ak are maps such
that, for all k and α ∈Ak ,
Uα =
⋃{
Uβ : β ∈ r−1k (α)
}
,
[1,15]. By [15, Lemma 2.2], there also exists a sieve ({Vα: α ∈ Ak}, rk) on Y such that
cl(Vα)⊂Uα for all k and α ∈Ak . Define
tk :Ak→ T (Y ) and sk :Ak→ T (Y )
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by tk(α) = Uα and, respectively, sk(α) = Vα . Also, define pk :Ak → P(X) by pk(α) =
θ−1(cl(sk(α))) for every α ∈Ak . Then, 〈(pk, tk;Ak), rk〉k∈N and 〈(pk, sk;Ak), rk〉k∈N are
as required. Indeed, each {pk(α): α ∈Ak} is a locally finite closed cover of X because θ
is usco. Next, for every α ∈Ak ,
pk(α)= θ−1
(
cl
(
sk(α)
))⊂Φ−1(cl(sk(α)))⊂Φ−1(tk(α))
because θ is a selection for Φ . That is, (pk, sk;Ak) ∈Θ(Φ) and, respectively, (pk, tk;Ak)
∈Ω(Φ). Obviously, for every k,
(pk+1, sk+1;Ak+1)rk (pk, sk;Ak), (pk+1, tk+1;Ak+1)rk (pk, tk;Ak),
and
mesh(pk, sk;Ak)6mesh(pk, tk;Ak)6 1
k
.
Take finally a point x ∈X. Then cl(tk(α))⊂ Bd1/k(cl(sk(α))), α ∈Ak , implies
θ(x)⊂
⋃{
cl
(
sk(α)
)
: α ∈Ak and x ∈ pk(α)
}
⊂
⋃{
cl
(
tk(α)
)
: α ∈Ak and x ∈ pk(α)
}
⊂
⋃{
Bd1/k
(
cl
(
sk(α)
))
: α ∈Ak and x ∈ pk(α)
}⊂ Bd2/k(θ(x)),
and therefore
θ(x)⊂
⋂{[pk, sk;Ak](x): k ∈N}
⊂
⋂{[pk, tk;Ak](x): k ∈N}⊂⋂{Bd2/k(θ(x)): k ∈N} = θ(x). 2
For the proof of Theorem 2.3 we need also an indication for the “degree of compactness”
of the subsets of Y (introduced by Kuratowski and used for approximations of compact-
valued selections in [7]). Let F ⊂ Y . To every S ⊂ Y and every n ∈ N we associate a
number δn(S;F) ∈ [0,1] by the formula:
δn(S;F)= inf
({1} ∪ {ε > 0: S ⊂ Bdε (S0) for S0 ⊂ S ∩F with |S0|6 n}).
Also, we set δω(S;F)= inf{δn(S;F): n ∈N}.
Proof of Theorem 2.3. The implication (a)⇒ (b) follows from Lemma 2.4.
(b)⇒ (a) Let 〈(pk, tk;Ak), rk〉k∈N be an Ω(Φ)-decomposition of θ . Note that, for every
x ∈X,
lim
k→∞ δω
([tk,pk;Ak](x);Φ(x))6 lim
k→∞mesh(pk, tk;Ak)= 0
because {cl(tk(α)): α ∈Ak and x ∈ pk(α)} is a finite cover of [tk,pk;Ak](x) for every k.
Also, note that
[tk+1,pk+1;Ak+1](x)⊂ [tk,pk;Ak](x), x ∈X,
because (pk+1, tk+1;Ak+1)rk (pk, tk;Ak). Then, by (a) of [7, Lemma 3.2], each
θ(x)=
⋂{[tk,pk;Ak](x): k ∈N}
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is a non-empty compact subset of Φ(x) because (Y, d) is complete. By (b) of the same
lemma, θ is u.s.c. because so is each of the mappings [tk,pk;Ak]. 2
We conclude this section with a refinement of Theorem 2.3 concerning finite-valued
u.s.c. selection.
Theorem 2.5. Let (Y, d) be a complete metric space, Φ :X→ F(Y ), M ⊂ X, and let
θ :X→ 2Y ∪{∅} be a mapping which admits anΩ(Φ)-decomposition 〈(pk, tk;Ak), rk〉k∈N
such that OrdM(pk, tk;Ak) 6 m for some m ∈ N and every k > k0. Then θ is an usco
selection for Φ such that |θ(x)|6m for every x ∈M .
Proof. By virtue of Theorem 2.3, θ is an usco selection for Φ . Take a point x ∈
M and then note that δm([pk, tk;Ak](x);Φ(x)) 6 mesh(pk, tk;Ak), k > k0. Hence,
limk→∞ δm(θk(x);Φ(x))= 0 and therefore, by [7, Lemma 3.2],∣∣θ(x)∣∣= ∣∣∣⋂{[pk, tk;Ak](x): k ∈N}∣∣∣6m. 2
3. Expansions of usco selections
Let (Y, d) be a metric space. For a mapping Φ :X→ F(Y ) we consider the following
subset of Ω(Φ):
Υ (Φ)= {(p, t;A) ∈Ω(Φ): {Int(p(α)): α ∈A} coversX}.
Definition 3.1. Suppose A ⊂ X is closed and θ :A → C(Y ) is a u.s.c. selection
for Φ|A. We shall say that ψ :X → 2Y ∪ {∅} is an Υ (Φ)-expansion of θ if there
exists an Υ (Φ)-decomposition 〈(qk, `k;Bk), ρk〉k∈N of ψ and a Θ(Φ|A)-decomposition
〈(ηk, λk;Bk), ρk〉k∈N of θ such that, for all k and β ∈ Bk ,
(a) cl(λk(β))⊂ `k(β),
(b) ηk(β)= ∅ provided qk(β)∩A= ∅,
(c) ηk(β)= θ−1(cl(λk(β)))⊂ Int(qk(β)) provided qk(β)∩A 6= ∅.
First of all, let us observe that, by Theorem 2.3, every Υ (Φ)-expansion of θ has the
following important property.
Proposition 3.2. Let X be a topological space, (Y, d) be a complete metric space,
Φ :X→ F(Y ), A ⊂ X be closed, θ :A→ C(Y ) be a u.s.c. selection for Φ|A, and let
ψ :X→ 2Y ∪{∅} be an Υ (Φ)-expansion of θ . Then ψ is an usco selection for Φ such that
θ(x)⊂ψ(x) for every x ∈A.
In order to state the main result of this section, we consider also the following property
of a mapping θ :A→ 2Y .
(3.3) Whenever {Fα : α ∈A} is a locally finite family of closed subsets of Y , there exists a
locally finite family {Uα : α ∈A} of open subsets of X such that θ−1(Fα)⊂ Uα for every
α ∈A.
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Theorem 3.4. Let X be a normal space, A ⊂ X closed, (Y, d) a metric space, Φ :X→
F(Y ) l.s.c. having the SFP, and let, for somem ∈N, θ :A→ Cm(Y ) be a u.s.c. selection for
Φ|A satisfying (3.3). Then, there exists an Υ (Φ)-expansion ψ of θ such that |ψ(x)|6m
for every x ∈A.
Before turning to the proof of Theorem 3.4, let us recall that a set-valued mapping
Φ :X→ F(Y ) has the Selection Factorization Property, or the SFP [17] (see also [3]),
if for every F ⊂ X closed and every locally finite (in Y ) collection U of open subsets
of Y such that Φ−1(U) = {Φ−1(U): U ∈ U} covers F there exists an open and locally
finite (in F ) cover of F which refines Φ−1(U). Some of the most important examples of
mappings Φ having the SFP and mappings θ satisfying (3.3) are given at the end of this
section.
Proof of Theorem 3.4. By virtue of Lemma 2.4, θ has an Ω(Φ|A)-decomposition
〈(pk, tk;Ak), rk〉k∈N and a Θ(Φ|A)-decomposition 〈(pk, sk;Ak), rk〉k∈N such that, for
every k and α ∈Ak ,
(1) cl(sk(α))⊂ tk(α) and pk(α)= θ−1(cl(sk(α))).
Note that each {θ−1(cl(sk(α))): α ∈ Ak} is an index-refinement of the open family
{Φ−1(tk(α)): α ∈ Ak}. Since X is normal and θ satisfies (3.3), we get a sequence
{U(α): α ∈Ak}k∈N of locally finite open (in X) covers of A such that
pk(α)= θ−1
(
cl
(
sk(α)
))⊂U(α)⊂ cl(U(α))⊂Φ−1(tk(α)), α ∈Ak.
Inductively, taking in consideration that (pk+1, tk+1;Ak+1)rk (pk, tk;Ak) and using a
result of Morita [16], we first modify the sequence {U(α): α ∈ Ak}k∈N to a sequence
{Uk(α): α ∈Ak}k∈N of locally finite open (in X) covers of A such that
(2) pk(α)⊂Uk(α)⊂U(α), α ∈Ak ,
(3) Uk+1(γ )⊂Uk(rk(γ )), γ ∈Ak+1,
(4) ⋂{cl(Uk(α)): α ∈ B} 6= ∅ implies⋂{pk(α): α ∈ B} 6= ∅ for every non-empty finite
B ⊂Ak .
Let A0k,A1k, . . . ,Akk be (k + 1)-disjoint copies of Ak , say A0k = Ak and Aik = {i} ×
Ak, 16 i 6 k. Setting Bk =A0k ∪A1k ∪ · · · ∪Akk , we define as follows:
(5) `k :Bk→ T (Y ) by `k|A0k = tk and `k(i, α)= tk(α) otherwise.
(6) ρk :Bk+1 → Bk by ρk|A0k = rk, ρk(k + 1, γ ) = rk(γ ), and ρk(i, γ ) = (i, rk(γ ))
otherwise.
(7) λk :Bk→ T (Y ) by λk|A0k = sk and λk(i, α)= sk(α) otherwise.
By induction on k, we shall now define maps qk :Bk→ P(X) such that
(i) (qk, `k;Bk) ∈ Υ (Φ),
(ii) (qk+1, `k+1;Bk+1)ρk (qk, `k;Bk),
(iii) qk(β)∩A= ∅ provided β /∈A0k ,
(iv) qk(β)= cl(Uk(β)) provided β ∈A0k .
We first define q1 :B1 → P(X). For every β ∈ A1, following (iv), we let q1(β) =
cl(U1(β)). Since U1 =⋃{U1(β): β ∈ A01} is a neighbourhood of A, there is an open
X1 ⊂X such that X\U1 ⊂X1 ⊂ cl(X1)⊂X\A. Then, let {Vβ : β ∈A11} be a locally finite
V. Gutev / Topology and its Applications 104 (2000) 101–118 109
open (in cl(X1)) cover of cl(X1) with cl(Vβ)⊂Φ−1(`1(β)), β ∈A11. Such {Vβ : β ∈A11}
certainly exists because Φ has the SFP and cl(X1) is normal. Setting q1(β)= cl(Vβ), β ∈
A11, we finish the first step of our induction because B1 =A01 ∪A11.
Suppose now that, for some k, we have already defined the map qk :Bk→ P(X), and
let us define qk+1 :Bk+1→ P(X). We shall do that by defining each part qk+1|Aik+1 of the
map qk+1 separately.
Definition 3.5 (of qk+1|A0k+1). Merely set qk+1(γ )= cl(Uk+1(γ )), γ ∈Ak+1.
Definition 3.6 (of qk+1|Ak+1k+1). Note that, by (6), ρk(Ak+1k+1)⊂A0k . Take an α ∈A0k . Since
Sα = qk(α)\
⋃{
Uk+1(γ ): γ ∈A0k+1
}
is a closed subset of qk(α) with Sα ∩A= ∅, there now is an open subset Xα of qk(α) such
that Sα ⊂Xα and cl(Xα) ∩A= ∅. Since Ak+1k+1 is a copy of Ak+1, by (5) and (6),
cl(Xα)⊂ qk(α)⊂Φ−1
(
`k(α)
)=⋃{Φ−1(`k+1(γ )): γ ∈ ρ−1k (α) ∩Ak+1k+1}.
Then, using the normality of cl(Xα) and the SFP of Φ , we get a locally finite open (in
cl(Xα)) cover {Vγ : γ ∈ ρ−1k (α) ∩Ak+1k+1} of cl(Xα) such that
cl(Vγ )⊂Φ−1
(
`k+1(γ )
)
.
Finally qk+1(γ )= cl(Vγ ), γ ∈Ak+1k+1, completes the definition of qk+1|Ak+1k+1.
Definition 3.7 (of qk+1|Aik+1, 16 i 6 k). Note that, by (6), ρ−1k (Aik)⊂Aik+1. Then, take
an α ∈Aik . It follows from the definitions of `k and ρk (see (5) and (6)) that
qk(α)⊂Φ−1
(
`k(α)
)=⋃{Φ−1(`k+1(γ )): γ ∈ ρ−1k (α)}.
In the same way as before, this implies the existence of a locally finite open (in qk(α))
cover {Vγ : γ ∈ ρ−1k (α)} of qk(α) with cl(Vγ ) ⊂ Φ−1(`k+1(γ )). Set finally qk+1(γ ) =
cl(Vγ ), γ ∈Aik+1.
Thus, the construction of qk+1 :Bk+1→ P(Y ) completes. We now finish the proof by
showing that
ψ(x)=
⋂{[qk, `k;Bk](x): k ∈N}, x ∈X,
is the required one. Since, by (5),
lim
k→∞(qk, `k;Bk)= limk→∞(pk, tk;Ak)= 0,
it follows from (i) and (ii) that 〈(qk, `k;Bk), ρk〉k∈N is an Υ (Φ)-decomposition of ψ . For
every k, define a map ηk :Bk→ P(A) by ηk(β) = θ−1(cl(λk(β))) if qk(β) ∩ A 6= ∅ and
ηk(β) = ∅ otherwise. In this way, by (1), (6) and (7), we get a Θ(Φ|A)-decomposition
〈(ηk, λk;Bk), ρk〉k∈N of θ . In fact, these decompositions define ψ as an Υ (Φ)-expansion
of θ . Indeed, (a) of Definition 3.1 follows from (1) (see (5) and (7)); (b) follows from (iii);
and (c) from (1), (2) and (iv).
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Taking a point x ∈ A, it only remains to show that |ψ(x)|6m. To do that, we have, in
effect, to show that δm(ψ(x);Y )= 0. First, let us note that, by (iii) and (iv),
Bk(x)=
{
β ∈ Bk: x ∈ qk(β)
}= {β ∈Ak: x ∈ cl(Uk(β))}
is a non-empty finite subset of Ak such that
⋂{cl(Uk(β)): β ∈ Bk(x)} 6= ∅. Hence, by (4),
there exists a point xk ∈⋂{pk(β): β ∈ Bk(x)}. It finally follows from |θ(xk)| 6 m and
from the inclusions
ψ(x)⊂
⋃{
cl
(
lk(β)
)
: β ∈ Bk(x)
}=⋃{cl(tk(β)): β ∈ Bk(x)}
⊂
⋃{
cl
(
tk(α)
)
: α ∈Ak, tk(α) ∩ θ(xk) 6= ∅
}
,
that δm(ψ(x);Y )6 limk→∞mesh(pk, tk;Ak)= 0. 2
The rest of the section is devoted to some important examples. In what follows, we use
C ′(Y ) to denote C(Y )∪ {Y }.
Example 3.8 [17]. Let X be a normal space, Y a metrizable space with w(Y )6 τ , and let
Φ :X→F(Y ) be an l.s.c. mapping. Then Φ has the SFP provided X is τ -paracompact or
X is τ -collectionwise normal and Φ(x) ∈ C ′(Y ), x ∈X.
Our next examples are related to the property (3.3).
Example 3.9. Let X be a countably paracompact and τ -collectionwise normal space,
A ⊂ X be closed, and let Y be a space with w(Y ) 6 τ . Then every u.s.c. mapping
θ :A→ C(Y ) satisfies (3.3).
Proof. Let {Fα : α ∈A} be a locally finite family of closed subsets of Y . In order to check
(3.3), we may suppose that each Fα is non-empty. Then |A|6 τ because w(Y )6 τ . Next,
note that {θ−1(Fα): α ∈A} is a locally finite family of closed subsets of X because θ is
usco and A⊂X is closed. SinceX is countably paracompact and τ -collectionwise normal,
by a result of Dowker [6], this implies the existence of a locally finite family {Uα : α ∈A} of
open subsets of X such that θ−1(Fα)⊂Uα for every α ∈A. That completes the proof. 2
Example 3.10. Let X be a τ -collectionwise normal space, A⊂X be closed, Y be a finite-
dimensional metrizable space with w(Y ) 6 τ , and let m ∈ N. Then every u.s.c. mapping
θ :A→ Cm(Y ) satisfies (3.3).
Proof. Suppose that {Fα : α ∈A} is a locally finite family of non-empty closed subsets of
Y , and let a(y)= |{α ∈A: y ∈ Fα}| for every y ∈ Y . Then, setting Vk = {y ∈ Y : a(y)6 k},
we get an open cover {Vk: k ∈ N} of Y . By assumption, Y is finite-dimensional, say
dim(Y )6 n. Then, by [4], there exists a locally finite closed cover {Yk: k ∈ N} of Y such
that Yk ⊂ Vk, k ∈ N, and Ord({Yk: k ∈ N})6 n+ 1. Set Mk = θ−1(Yk), k ∈ N, and then
note that {Mk: k ∈ N} is a locally finite closed cover of A with Ord({Mk: k ∈ N};A)6
m(n+ 1). Indeed, let x ∈A. Then,∣∣{k ∈N: x ∈Mk}∣∣= ∣∣{k ∈N: θ(x)∩ Yk 6= ∅}∣∣6m(n+ 1)
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because |θ(x)| 6 m and |{k ∈ N: y ∈ Yk}| 6 (n + 1) for every y ∈ Y . Since X is ℵ0-
collectionwise normal, by [9], this implies the existence of a locally finite open (in X)
cover {Wk: k ∈N} of A such that
(1) Mk ⊂Wk for every k.
Define set-valued mappings θk :Mk → C(Yk) by θk(x) = θ(x) ∩ Yk, x ∈Mk . Note that
each θk is u.s.c. because Yk ⊂ Y is closed. Also, note that
(2) θ−1(Fα)=⋃{θ−1k (Fα): k ∈N}, α ∈A,
because {Yk: k ∈N} covers Y . Let us now check that, for every k,
(3) Ord({θ−1k (Fα): α ∈A};Mk) < km.
Indeed, take a point x ∈Mk . Then,∣∣{α ∈A: x ∈ θ−1k (Fα)}∣∣= ∣∣{α ∈A: x ∈ θk(x)∩Fα 6= ∅}∣∣
=
∑{
a(y): y ∈ θk(x)
}
6mk
because |θk(x)|6m and θk(x)⊂ Vk .
The proof now completes as follows. Because of the τ -collectionwise normality of X,
by (3) and [9], for every k there is a locally finite open (in X) family {Ukα : α ∈A} such
that θ−1k (Fα)⊂Ukα . Set
Uα =
⋃{
Ukα ∩Wk : k ∈N
}
.
By (1) and (2), this {Uα : α ∈A} satisfies all our requirements. 2
Example 3.11. Let X be a τ -collectionwise normal space, A⊂ X be closed, (Y, d) be a
complete metric space with w(Y ) 6 τ , and let φ :A→ C(Y ) be an l.s.c. mapping. Then
every u.s.c. selection θ :A→ C(Y ) for φ satisfies (3.3).
Proof. Let H(d) be the Hausdorff distance on C(Y ) generated by d . To recall that, for
K,Q ∈ C(Y ),
H(d)(K,Q)= inf{ε > 0: K ⊂ Bdε (Q) and Q⊂ Bdε (K)}.
As is well known, (C(Y ),H(d)) is a complete metric space with w(C(Y )) 6 τ because
so is (Y, d). In what follows, we consider C(Y ) as a topological space with the topology
generated by the metric H(d). Let now θ :A→ C(Y ) be a u.s.c. selection for φ. We define
a set-valued mapping Cθ (φ) :A→ 2C(Y ) by the formula:
Cθ (φ)(x)=
{
K ∈ C(Y ): θ(x)⊂K ⊂ φ(x)}, x ∈A.
Clearly, each Cθ (φ)(x) is a non-empty compact subset of C(Y ). We now show that Cθ (φ)
is l.s.c. Let ε > 0, x ∈A and let K ∈ Cθ (φ)(x). Since φ is l.s.c. and K ⊂ φ(x) is compact,
it follows from [13, Lemma 11.3] that
V = {z ∈A: K ⊂ Bdε (φ(z))}
is a neighbourhood of x in A. On the other hand,
W = {z ∈A: θ(z)⊂ Bdε (K)}
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also defines a neighbourhood of x in A because θ is u.s.c. and θ(x) ⊂ Bdε (K). Set
U = W ∩ V . Since K is compact, z ∈ U implies the existence of a compact P ⊂ φ(z)
with H(d)(P,K) < ε. Then, setting Q= P ∪ θ(z), we get a point Q ∈ Cθ (φ)(z) such that
H(d)(Q,K) < ε. That is, Cθ (φ) is l.s.c.
Define now a set-valued mapping Λ :X→ C ′(C(Y )) by Λ(x)= Cθ (φ)(x) if x ∈ A and
Λ(x)= C(Y ) otherwise. Note that Λ is l.s.c. because Cθ (φ) is l.s.c. and A⊂ X is closed
(see [12]). Then, by [17, Theorem 4.4], there exist a u.s.c. Ψ :X→ C(C(Y )) and an l.s.c.
Φ :X→ C(C(Y )) such that Φ(x)⊂ Ψ (x)⊂Λ(x) for every x ∈X. Set
ϕ =
⋃
Φ(x) and ψ(x)=
⋃
Ψ (x), x ∈X.
In this way, by [11, Theorem 2.5], we get two compact-valued mappings ϕ :X→ C(Y )
and ψ :X→ C(Y ). Note that
(1) ϕ(x)⊂ψ(x), x ∈X,
(2) θ(x)⊂ ϕ(x), x ∈A.
Also, note that ϕ is l.s.c. and ψ is u.s.c. Indeed, take a point x ∈ X, and let ε > 0. The
lower semi-continuity of ϕ follows from the fact that Φ is l.s.c. and that
x ∈ {z ∈X: Φ(x)⊂ BH(d)ε (Φ(z))}⊂ {z ∈X: ϕ(x)⊂ Bdε (ϕ(z))}.
In the same way, ψ is u.s.c. because so is Ψ and because
x ∈ {z ∈X: Ψ (z)⊂ BH(d)ε (Ψ (x))}⊂ {z ∈X: ψ(z)⊂ Bdε (ψ(x))}.
We now accomplish the proof as follows. Let {Fα : α ∈A} be a locally finite family of
closed subsets of Y . Since Y is metrizable, there exists a locally finite family {Vα: α ∈A}
of open subsets of Y such that Fα ⊂ Vα, α ∈A. Since ϕ is l.s.c., Uα = ϕ−1(Vα), α ∈A,
defines a family of open subset of X. By (1), {Uα: α ∈ A} is locally finite because, by
the upper semi-continuity of ψ , so is {ψ−1(cl(Vα)): α ∈A}. Finally, by (2), θ−1(Fα) ⊂
Uα, α ∈A. 2
4. A dimension-type improvement
The present section is devoted to the following improvement of Theorem 3.4.
Theorem 4.1. Let X be a normal space, A ⊂ X be closed with dimX(X\A) 6 n, (Y, d)
be a complete metric space, Φ :X→ F(Y ) be l.s.c. having the SFP, and let, for some
m6 n+ 1, θ :A→ Cm(Y ) be a u.s.c. selection for Φ|A satisfying (3.3). Then θ admits an
Υ (Φ)-expansion ϕ :X→ Cn+1(Y ) such that |ϕ(x)|6m for every x ∈A.
To prepare for the proof of Theorem 4.1, we need the following lemmas.
Lemma 4.2. Let (Y, d) be a metric space, X be a normal space, A ⊂ X be closed, and
let ψ :X→ C(Y ) be u.s.c. such that, for some m ∈ N, |ψ(x)|6m for every x ∈ A. Then,
there exists a closed Gδ-subset B of X such that A⊂ B and |ψ(x)|6m for every x ∈ B .
V. Gutev / Topology and its Applications 104 (2000) 101–118 113
Proof. Since X is normal and A ⊂ X is closed, it suffices to show that there exists a
Gδ-subset D of X such that A⊂ D and |ψ(x)|6 m for all x ∈D. Towards this end, let
Vk =⋃{Vk(x): x ∈A}, where
Vk(x)=
{
z ∈X: ψ(z)⊂ Bd1/k(ψ(x))
}
,
and let us check that D =⋂{Vk: k ∈N} is as required. Since ψ is u.s.c., D is a Gδ-subset
of X. Take a point x ∈D. For every k, there exists a point xk ∈ A with x ∈ Vk(xk). Note
that |ψ(xk)|6m and ψ(x)⊂ Bd1/k(ψ(xk)). So, by definition, δm(ψ(x);Y )6 1/k. That is,
δm(ψ(x);Y )= 0 and therefore |ψ(x)|6m. 2
Lemma 4.3. Let Z be a normal space, F ⊂ Z be closed with dim(F ) 6 n, (Y, d) be
a metric space, Φ :Z→ F(Y ) have the SFP, and let (q, `;B) ∈ Υ (Φ). Then for every
locally finite open cover W of Y there exists a (p, t;A) ∈ Υ (Φ) and a map r :A→ B
such that
(i) t (A) refinesW ,
(ii) (p, t;A)r (q, `;B),
(iii) OrdF (p, t;A)6 n+ 1.
Proof. SetA= B×W , and let r :A→ B andw :A→W be the projections. Define a map
t :A→ T (Y ) by t (β,W)= `(β)∩W . Thus, we get a locally finite open cover {t (α): α ∈
A} of Y which refines W . Take a β ∈ B, and then note that {Φ−1(t (α)): α ∈ r−1(β)}
covers q(β) because `(β) =⋃{t (α): α ∈ r−1(β)}. Therefore, since Φ has the SFP and
q(β)⊂ Z is closed, there exists a locally finite open (in q(β)) cover {Sα : α ∈ r−1(β)} of
q(β) such that each Sα is a subset of Φ−1(t (α)). Then, setting
Vα = Sα ∩ Int
(
q(r(α))
)
,
we get a locally finite open cover {Vα: α ∈A} of X because
X =
⋃{
Int
(
q(r(α))
)
: α ∈A}.
Since now dim(F ) 6 n and Z is normal, by [4], {Vα: α ∈ A} admits an open index-
refinement {Uα: α ∈A} with Ord({Uα: α ∈A};F)6 n+ 1. By a Lefshetz’s lemma [10],
there exists an open cover {Pα : α ∈A} of Z such that cl(Pα)⊂Uα, α ∈A. Define finally
p :A→ P(Z) by p(α) = cl(Pα), α ∈A. These (p, t;A) ∈ Υ (Φ) and r :A→ B satisfy
all our requirements. 2
Proof of Theorem 4.1. Let X, (Y, d), A⊂X, Φ :X→ F(Y ) and θ :A→ Cm(Y ) be as
in that theorem. By Theorem 3.4, θ admits an Υ (Φ)-expansionψ such that |ψ(x)|6m for
every x ∈ A. By definition, there exists an Υ (Φ)-decomposition 〈(qk, `k;Bk), ρk〉k∈N of
ψ and a Θ(Φ|A)-decomposition 〈(ηk, λk;Bk), ρk〉k∈N of θ such that, for all k and β ∈ Bk ,
(a) cl(λk(β))⊂ `k(β),
(b) ηk(β)= ∅ provided qk(β)∩A= ∅,
(c) ηk(β)= θ−1(cl(λk(β)))⊂ Int(qk(β)) provided qk(β)∩A 6= ∅.
By Proposition 3.2, ψ is an usco selection for Φ . Therefore, by Lemma 4.2, there exists
a closed Gδ-subset B ⊂ X such that A ⊂ B and |ψ(x)| 6 m for all x ∈ B . Since X is
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normal, B =⋂{Gk: k ∈ N} where each Gk ⊂ X is open and cl(Gk+1) ⊂ Gk . Note that
dim(X\Gk)6 n because X\Gk ⊂X\A.
For technical reasons only, we now set A0 = B0 = {0}, p0(0) = q0(0) = X and
t0(0)= `0(0)= Y . Define ρ0 :B1→ B0 by ρ0(β)= 0, β ∈ B1. Also, set G0 =X. Since X
is normal and cl(Gk+1)⊂Gk , there are open sets Vk,Uk ⊂X such that
cl(Gk+1)⊂ Vk ⊂ cl(Vk)⊂Uk ⊂ cl(Uk)⊂Gk.
By induction, we shall construct a sequence {(pk, tk;Ak): k = 0,1, . . .} in Υ (Φ) and
maps rk :Ak+1→Ak such that, for every k,
(1) Bk ⊂Ak ,
(2) tk|Bk = `k and tk(Ak\Bk) refines `k(Bk),
(3) pk(α)= qk(α) ∩ cl(Uk), α ∈ Bk ,
(4) pk(α) ∩Gk+1 = ∅, α ∈Ak\Bk ,
(5) OrdX\Gk(pk, tk;Ak)6 n+ 1,
(6) rk|Bk+1 = ρk and r−1k (Ak\Bk)⊂Ak+1\Bk+1,
(7) (pk+1, tk+1;Ak+1)rk (pk, tk;Ak).
Since (p0, t0;A0) was defined above, we may suppose that (pk−1, tk−1;Ak−1) is already
defined, and we must define (pk, tk;Ak) and rk−1. Towards this end, set Z = X\Vk and
then define h :Ak−1→ P(Z) by h(α) = pk−1(α) ∩ Z. Since (h, tk−1;Ak−1) ∈ Υ (Φ|Z),
by Lemma 4.3 applied toW = `k(Bk) and F =X\Gk , there is (p, t;A) ∈ Υ (Φ|Z) and a
map r :A→ Bk such that
(i) t (A) refines `k(Bk),
(ii) (p, t;A)r (h, tk−1;Ak−1),
(iii) OrdX\Gk(p, t;A)6 n+ 1.
Assuming A ∩ Bk = ∅, we now let Ak = A ∪ Bk . Next, we define as follows: a map
tk :Ak → T (Y ) by tk|A = t and tk |Bk = `k; a map pk :Ak → P(X) by pk|A = p and
pk(β)= qk(β)∩ cl(Uk), β ∈ Bk ; and a map rk−1 :Ak→Ak−1 by rk−1|Bk−1 = ρk−1 and
rk−1|A = r . Let us check that these (pk, tk;Ak) ∈ Υ (Φ) and rk−1 are as required. By
construction, (1), (3), (4) and (6) hold true. Next, (2) follows from (i), and (5) from (iii). It
only remains to check (7). It follows from (ii) and the properties of ρk−1 that
tk−1(α)=
⋃{
tk(γ ): γ ∈ r−1k−1(α)
}
, α ∈Ak−1.
Take a γ ∈ Ak . To show finally that pk(γ ) ⊂ pk−1(rk1(γ )), we distinguish two case: If
γ ∈A, then rk−1(γ )= r(γ ) and therefore, by (ii),
pk(γ )= p(γ )⊂ h
(
r(γ )
)⊂ pk−1(r(γ ))= pk−1(rk−1(γ )).
If γ ∈ Bk , then rk−1(γ )= ρk−1(γ ) and therefore
pk(γ )= qk(γ )∩ cl(Uk)⊂ qk−1
(
ρk−1(γ )
)∩ cl(Uk−1)= pk−1(rk−1(γ )).
This completes our inductive construction.
We now finish the proof showing that
ϕ(x)=
⋂{[pk, tk;Ak](x): k ∈N}, x ∈X,
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satisfies all our requirements. Towards this end, we first note that, by (2),
lim
k→∞mesh(pk, tk;Ak)6 limk→∞mesh(qk, `k;Bk)= 0.
Therefore, by (7), 〈(pk, tk;Ak), rk〉k∈N is an Υ (Φ)-decomposition of ϕ. Next, for every k,
define a map ξk :Ak→ T (Y ) by ξk(α) = λk(α) if α ∈ Bk and ξ(α) = ∅ otherwise. Also,
define maps pik :Ak → P(X) by pik(α) = η(α) if α ∈ Bk and pik(α) = ∅ otherwise. In
this way, by (6), we get a Θ(Φ|A)-decomposition 〈(pik, ξk;Ak), rk〉k∈N of θ because so is
〈(ηk, λk;Bk), ρk〉k∈N. In effect, this defines ϕ as an Υ (Φ)-expansion of θ . Indeed, by (a),
(1) and (2), cl(ξk(α)) ⊂ tk(α), α ∈Ak . Next, by (b), (3) and (4), pk(α) ∩ A= ∅ implies
pik(α)= ∅. Finally, by (3) and (4), pk(α) ∩A 6= ∅ implies α ∈ Bk and therefore, by (c),
pik(α)= θ−1
(
cl
(
ξk(α)
))⊂ Int(qk(α))∩Uk ⊂ Int(pk(α)).
Take now a point x ∈ X. In case x ∈ B , it follows from (3) and (4) that ϕ(x) = ψ(x).
Hence, |ϕ(x)| = |ψ(x)|6m6 n+ 1. In case x /∈ B , it follows from (5) and Theorem 2.5
that |ϕ(x)|6 n+ 1. 2
5. Controlled u.s.c. “extensions” of u.s.c. selections
In this section we first prove Theorems 1.6 and 1.7 from the introduction. Since
every paracompact space is normal and τ -paracompact (for all τ ), these theorems are
consequences of the following two more general results.
Theorem 5.1. Let X be a τ -paracompact normal space, A a closed subset of X, Y a
completely metrizable space with w(Y )6 τ ,Φ :X→F(Y ) l.s.c., and let, for somem ∈N,
θ :A→ Cm(Y ) be a u.s.c. selection forΦ|A. ThenΦ admits a u.s.c. selection ϕ :X→ C(Y )
such that θ(x)⊂ ϕ(x) and |ϕ(x)|6m for all x ∈A.
Proof. By Example 3.5, Φ has the SFP and, by Example 3.6, θ satisfies (3.3). Then,
Proposition 3.2 and Theorem 3.4 complete the proof. 2
Theorem 5.2. Let X be a τ -paracompact normal space, A a closed subset of X with
dimX(X\A) 6 n, Y a completely metrizable space with w(Y ) 6 τ , Φ :X→ F(Y ) l.s.c.,
and let, for some m6 n+ 1, θ :A→ Cm(Y ) be a u.s.c. selection for Φ|A. Then Φ admits
a u.s.c. selection ϕ :X→ Cn+1(Y ) such that θ(x)⊂ ϕ(x) and |ϕ(x)|6m for all x ∈A.
Proof. Repeat precisely the previous proof but now use Theorem 4.1 instead of Theo-
rem 3.4. 2
The rest of the section is devoted to collectionwise normal versions of Theorems 5.1 and
5.2.
Theorem 5.3. Let X be a τ -collectionwise normal space, A a closed subset of X, Y
a completely metrizable space with w(Y ) 6 τ , Φ :X→ C ′(Y ) l.s.c., and let, for some
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m ∈N, θ :A→ Cm(Y ) be a u.s.c. selection forΦ|A. Then each of the following implies the
existence of a u.s.c. selection ϕ :X→ C(Y ) for Φ such that θ(x)⊂ ϕ(x) and |ϕ(x)|6m
for all x ∈A.
(a) X is countably paracompact.
(b) Y is finite-dimensional.
(c) Φ(x) is compact for every x ∈A.
Proof. Since Φ has the SFP (Example 3.6), following the proof of Theorem 5.1, it suffices
to show that θ satisfies (3.3). That this is so, it follows from Example 3.7 for the case of (a);
from Example 3.8 for the case of (b); and from Example 3.9 for the case of (c). 2
Theorem 5.4. Let X be a τ -collectionwise normal space, A a closed subset of X with
dimX(X\A) 6 n, Y a completely metrizable space with w(Y ) 6 τ , Φ :X→ C ′(Y ) l.s.c.,
and let, for some m 6 n+ 1, θ :A→ Cm(Y ) be a u.s.c. selection for Φ|A. Then each of
the following implies the existence of a u.s.c. selection ϕ :X→ Cn+1(Y ) for Φ such that
θ(x)⊂ ϕ(x) and |ϕ(x)|6m for all x ∈A.
(a) X is countably paracompact.
(b) Y is finite-dimensional.
(c) Φ(x) is compact for every x ∈A.
Proof. Since Φ has the SFP and θ satisfies (3.3), this follows from Theorem 4.1 and
Proposition 3.2. 2
6. Some applications for the covering dimension of normal spaces
In this section we apply the results of the previous section to obtain some characteriza-
tions of the covering dimension of normal spaces in terms of “extensions” of usco map-
pings. In what follows, we use Yτ to denote the discrete space of the cardinality τ .
Theorem 6.1. For a normal space X and n> 0, the following conditions are equivalent:
(a) dim(X)6 n.
(b) Whenever A ⊂ X is closed and Y is a compact metric space, every u.s.c. θ :A→
Cn+1(Y ) is a selection for ϕ|A for some u.s.c. ϕ :X→ Cn+1(Y ).
(c) Whenever A⊂ X is closed, every u.s.c. θ :A→ Cn+1(Yn+2) is a selection for ϕ|A
for some u.s.c. ϕ :X→ Cn+1(Yn+2).
Proof. (a)⇒ (b) follows from Theorem 5.4(c) with Φ(x) = Y, x ∈ X. (b)⇒ (c) is
obvious. As for finally (c)⇒ (a), suppose that {Fy : y ∈ Yn+2} is a family of closed subset
of X with
⋂{Fy : y ∈ Yn+2} = ∅. Set A=⋃{Fy : y ∈ Yn+2}. Next, define a u.s.c. mapping
θ :A→ Cn+1(Yn+2) by θ(x) = {y ∈ Yn+2: x ∈ Fy}, x ∈ A. By (c), θ is a selection
for ϕ|A for some u.s.c. ϕ :X→ Cn+1(Yn+2). Then, setting Gy = ϕ−1({y}), y ∈ Yn+2,
we get a closed cover {Gy : y ∈ Yn+2} of X such that each Fy is a subset of Gy and⋂{Gy : y ∈ Yn+2} = ∅. Hence, dim(X)6 n. 2
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Our next result is a characterization of the relative dimension of open subsets of normal
spaces.
Theorem 6.2. For a normal space X, a closed B ⊂X and n> 0, the following conditions
are equivalent:
(a) dimX(X\B)6 n.
(b) If A ⊂ X is a closed subset containing B and Y is a compact metric space, then
every u.s.c. θ :A→ Cn+1(Y ) is a selection for ϕ|A for some u.s.c. ϕ :X→ Cn+1(Y ).
(c) If A⊂X is a closed subset containing B , then every u.s.c. θ :A→ Cn+1(Yn+2) is a
selection for ϕ|A for some u.s.c. ϕ :X→ Cn+1(Yn+2).
Proof. (a)⇒ (b) follows from Theorem 5.4(c) because dimX(X\A)6 n for every A⊃ B .
(b)⇒ (c) is obvious.
(c)⇒ (a) Taking an S ⊂ X\B which is closed in X, we have to show that dim(S)6 n.
To see that this so, we shall use Theorem 6.1. Namely, let F ⊂ S be closed and let
ψ :F → Cn+1(Yn+2) be u.s.c. Set A= F ∪B . Next, pick a fixed y ∈ Yn+2 and then define
a u.s.c. θ :A→ Cn+1(Yn+2) by θ(x)= ψ(x) if x ∈ F and θ(x)= {y} otherwise. By (c), θ
is a selection for ϕ|A for some u.s.c. ϕ :X→ Cn+1(Yn+2). Then ϕ|S :S→ Cn+1(Yn+2) is
u.s.c. such that ψ(x)⊂ ϕ(x) for all x ∈ F . So, by virtue of Theorem 6.1, dim(S)6 n. 2
Corollary 6.3 (Dowker [5]). Let X be a normal space and let, for some closed B ⊂ X,
dim(B)6 n and dimX(X\B)6 n. Then dim(X)6 n.
Proof. In order to use Theorem 6.1, let A⊂ X be closed, Y be a compact metric space,
and let θ :A→ Cn+1(Y ) be u.s.c. Since dim(B)6 n, by Theorem 6.1, there exists a u.s.c.
mapping ψ :B→ Cn+1(Y ) such that θ(x)⊂ ψ(x) for every x ∈ A ∩ B . Set A0 = A ∪ B ,
and then define a u.s.c. θ0 :A0→ Cn+1(Y ) by θ0(x) = ψ(x) if x ∈ B and θ0(x) = θ(x)
otherwise. By Theorem 6.2, θ0 is a selection for ϕ|A0 for some u.s.c. ϕ :X→ Cn+1(Y ). In
particular, θ(x)⊂ ϕ(x) for all x ∈A. Hence, by virtue of Theorem 6.1, dim(X)6 n. 2
We finish this paper with the following two characterizations of the covering dimension
in collectionwise normal spaces.
Theorem 6.4. For a τ -collectionwise normal space X, closed B ⊂ X and n > 0, the
following conditions are equivalent:
(a) dimX(X\B)6 n.
(b) If A ⊂ X is a closed subset containing B and Y is a completely metrizable space
such that w(Y ) 6 τ and dim(Y ) < ∞, then every u.s.c. θ :A→ Cn+1(Y ) is a
selection for ϕ|A for some u.s.c. ϕ :X→ Cn+1(Y ).
Proof. For (a)⇒ (b) apply Theorem 5.4(b) with Φ(x)= Y, x ∈X; (b)⇒ (a) follows from
Theorem 6.2 because dim(Yn+2)= 0<∞. 2
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Theorem 6.5. For a countably paracompact and τ -collectionwise normal spaceX, closed
B ⊂X and n> 0, the following conditions are equivalent:
(a) dimX(X\B)6 n.
(b) If A ⊂ X is a closed subset containing B and Y is a completely metrizable space
with w(Y ) 6 τ , then every u.s.c. θ :A→ Cn+1(Y ) is a selection for ϕ|A for some
u.s.c. ϕ :X→ Cn+1(Y ).
Proof. Repeat the proof of Theorem 6.4 but now use Theorem 5.4(a) instead of Theo-
rem 5.4(b). 2
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