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A U T H O R - H I G H L I G H T S The discrete Laplace probability distribution is exploited as an exponential family to make efﬁcient inference.
 The discrete Laplace distribution approximates properties of the Fisher–Wright model of evolution.
 Haplotype frequencies for haploid lineage STR markers are estimated well using a discrete Laplace distribution.
 Open source software to make inference in a mixture of discrete Laplace distributions is supplied.a r t i c l e i n f o
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Estimating haplotype frequencies is important in e.g. forensic genetics, where the frequencies are needed
to calculate the likelihood ratio for the evidential weight of a DNA proﬁle found at a crime scene.
Estimation is naturally based on a population model, motivating the investigation of the Fisher–Wright
model of evolution for haploid lineage DNA markers. An exponential family (a class of probability
distributions that is well understood in probability theory such that inference is easily made by using
existing software) called the ‘discrete Laplace distribution' is described. We illustrate how well the
discrete Laplace distribution approximates a more complicated distribution that arises by investigating
the well-known population genetic Fisher–Wright model of evolution by a single-step mutation process. It
was shown how the discrete Laplace distribution can be used to estimate haplotype frequencies for haploid
lineage DNAmarkers (such as Y-chromosomal short tandem repeats), which in turn can be used to assess the
evidential weight of a DNA proﬁle found at a crime scene. This was done by making inference in a mixture of
multivariate, marginally independent, discrete Laplace distributions using the EM algorithm to estimate the
probabilities of membership of a set of unobserved subpopulations. The discrete Laplace distribution can be
used to estimate haplotype frequencies with lower prediction error than other existing estimators.
Furthermore, the calculations could be performed on a normal computer. This method was implemented
in the freely available open source software R that is supported on Linux, MacOS and MS Windows.
& 2013 Elsevier Ltd. All rights reserved.1. Introduction
The use of haploid lineage DNA markers such as Y-
chromosomal short tandem repeats (Y-STRs) or mitochondrial
DNA (mtDNA) polymorphisms have important advantages in
certain types of forensic genetic casework (Gill et al., 1985;
Roewer, 2009; Sibille et al., 2002). If e.g. only a small amount of
male DNA is found in combination with a large amount of femalell rights reserved.
sen),
d.ku.dk (N. Morling).DNA, Y-STR typing may be very valuable. If e.g. only a hair shaft is
found, mtDNA typing may assist in solving the case. We focus on
Y-STR in this paper and note that many of the properties of Y-STR
are true for mtDNA as well, because they are both lineage markers.
A very important task in forensic genetics is to evaluate the
evidential weight of the evidence by means of likelihood princi-
ples (Evett and Weir, 1998; Gill et al., 2001). The likelihood ratio
used is
LR¼ PðEjHpÞ
PðEjHdÞ
,
where Hp is the prosecutor's hypothesis (e.g. ‘The suspect is the
donor of the genetic data’) and Hd is the defense attorney's
hypothesis (e.g. ‘The suspect is not connected to the crime’).
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not happen, it is often assumed that PðEjHpÞ ¼ 1. Then PðEjHdÞ
is called the ‘match probability’ and is often interpreted as the
probability that an individual drawn randomly from the popula-
tion has the same DNA proﬁle as the trace found at a crime scene.
Note, that if we knew the haplotypes of the entire population, the
population frequency of the haplotype in question would be the
match probability (in an idealized population without e.g. popula-
tion structure). Thus, assuming a simple population model, the
match probability is the haplotype frequency of the haplotype
found at the crime scene.
Due to the lack of recombination, there is statistical depen-
dence between loci, making calculations of match probabilities of
lineage markers more challenging than that of autosomal markers
(Buckleton et al., 2011). Naïve counts/estimates of match prob-
abilities in a reference database of size n and a haplotype observed
x times like x=n, ðxþ1Þ=ðnþ1Þ or similar seem to be rather
conservative and not generally satisfactory (Brenner, 2010;
Buckleton et al., 2011). The method of Roewer et al. (2000),
Krawczak (2001) and Willuweit et al. (2011) takes the evolutionary
aspect of Y-STRs into consideration (see http://www.yhrd.org).
Unfortunately, it seems to have some draw backs as indicated by
e.g. Andersen (2010). Brenner (2010) suggested a method that takes
the rarity of Y-STR haplotypes into consideration. In particular,
when considering Y-STR haplotypes comprising a large number of
genetic loci, the proportion of haplotypes observed only once –
singletons – will be high. Brenner (2010) suggested to adjust/
correct the match probability of singletons with a factor, κ, that
reﬂects the ratio between singletons and non-singletons (Robbins,
1968). The κ correction method estimates the match probability
by ð1−κÞ=ðnþ1Þ, where κ¼ ðαþ1Þ=ðnþ1Þ and α denotes the total
number of singletons in the reference database. This method was
discussed by Buckleton et al. (2011) and Andersen et al. (2013).
We have developed a model based on assumptions of primarily
neutral, single-step mutations of STRs (Ohta and Kimura, 1973)
that are following the Fisher–Wright model of evolution (Fisher,
1922, 1930, 1958; Wright, 1931; Ewens, 2004). Caliebe et al. (2010)
discussed certain properties of a Fisher–Wright model with
neutral single-step mutations. They found the distribution of a
quantity that they refer to as the normalized allele process. In this
paper, we describe this process and suggest an approximation to
its distribution that turn out to be an exponential family called the
‘discrete Laplace distribution’ due to its similarities to the Laplace
distribution of real numbers. This distribution has been described
by Inusah and Kozubowski (2006), although they do not note that
it is actually an exponential family.
Finally, examples of the use of the discrete Laplace distribution
for the estimation of haplotype frequencies for Y-STRs are pre-
sented and compared to the results obtained with other methods.
The discrete Laplace distribution was used as a family function in a
generalized linear model (GLM). The EM algorithm (Dempster
et al., 1977) was used to estimate the probability of membership of
a set of unobserved subpopulations. The calculations could be
performed on a normal computer: Haplotype frequencies of a
database with 1000 Y-STR haplotypes consisting of 7 loci could be
estimated in around 5 s assuming 1 subpopulation, in around 10 s
assuming 2 subpopulations and in around 60 s assuming 5 sub-
populations using a Lenovo T410s laptop with 6 GB RAM and an
Intels Core™ i5 CPU model M520 running at 2.40 GHz.
Thus, this paper consists of two parts: (1) an introduction to an
exponential family – the discrete Laplace distribution – and (2) an
analysis of the application of it in the analyses of lineage markers
in population and forensic genetics. Three R (R Development Core
Team, 2010) packages ‘fwsim’ (Andersen and Eriksen, 2012b)
(submitted, see Andersen and Eriksen, 2012a for a preprint),
‘disclap’ (Andersen and Eriksen, 2013a), and ‘disclapmix’(Andersen and Eriksen, 2013b) were produced. ‘fwsim’ (http://
cran.r-project.org/package=fwsim) simulates populations under
the Fisher–Wright model, ‘disclap’ (http://cran.r-project.org/pack
age=disclap) implements the exponential family and ‘disclapmix’
(http://cran.r-project.org/package=disclapmix) uses the EM algo-
rithm (Dempster et al., 1977) to perform inference for a mixture of
distributions. Please, refer to Andersen et al. (2013c) for an
introduction on how to use these software packages.2. Discrete Laplace distribution
In this section, the normalized allele process of Caliebe et al.
(2010) is described. The discrete Laplace distribution (or double
geometric distribution) is introduced as a simple probability
distribution. An approximation of the distribution of the normal-
ized allele process in terms of the discrete Laplace distribution is
discussed and introduced as an exponential family.2.1. Motivation
Let N be a constant population size and let XgðiÞ∈Z denote the
STR allele (number of repeats) of the ith individual in the gth
generation. Thus, it is assumed that alleles are integers. This
immediately rules out ‘null alleles’ (typically a SNP in the primer
binding regions of around the Y-STR), intermediate alleles and
duplications (Butler, 2005; Budowle et al., 2008). This is a well-
known limitation to mathematical STR models that for example
coalescent theory also suffers from (Hein et al., 2005; Andersen
et al., 2013). The normalized allele process is
VgðiÞ≔XgðiÞ−XgðNÞ for i≠N: ð1Þ
The normalized allele process has a mean value of zero. It is a
positively recurrent, irreducible, and aperiodic Markov chain that
converges exponentially fast to the unique unimodal invariant
distribution (Caliebe et al., 2010).
Motivated by the results by Caliebe et al. (2010) – especially the
simulation results shown in Caliebe et al. (2010, Figure 1) for
certain choices of N, mutation rate, and number of generations—
the distribution of the normalized allele process can be approxi-
mated by a distribution similar to that of the geometric distribu-
tion, but with Z as support instead of just f0,1,…g. We refer to this
distribution as the ‘discrete Laplace distribution’.2.2. A simple probability distribution
The random variable D follows a discrete Laplace distribution
with parameter 0opo1 if its probability mass function is such
that PðD¼ dÞ∝pjdj.
The normalization constant is found by considering the double
geometric series
∑
d∈Z
pjdj ¼ 1þp
1−p
,
such that
PðD¼ dÞ ¼ 1−p
1þp
 
pjdj
for 0opo1 and d∈Z. Later, in Section 2.5, it is shown that the
distribution has mean value
E½D ¼ 2p
1−p2
: ð2Þ
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Fig. 1. Exact probability, ηgðdÞ ¼ PðVgðiÞ ¼ dÞ, for various values of generations, g,
with population size N¼100 and mutation rate μ¼ 0:01 and the corresponding
approximation by the discrete Laplace distribution (DiscLap).
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Fig. 2. Exact probability, ηgðdÞ ¼ PðVgðiÞ ¼ dÞ, for various values of generations, g,
with population size N¼1000 and mutation rate μ¼ 0:01 and the corresponding
approximation by the discrete Laplace distribution (DiscLap).
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The interesting quantity is the distribution of Eq. (1), where
Caliebe et al. (2010) refer to the probability mass function as η,
such that
ηgðdÞ ¼ PðVgðiÞ ¼ dÞ ð3Þ
for d∈Z. Let ZjðiÞ∈f−1,0,1g be the mutation event preceding the
inheritance of the ith individual in the jth generation. For easier
notation, ﬁrst let
QjðiÞ ¼ ZjðiÞ−ZjðNÞþ2
for d∈Z. If μ is the mutation probability, then
qðdÞ≔PðQjðiÞ ¼ dÞ ¼
μ2=4 if d¼ 0,
μ−μ2 if d¼ 1,
1−2μþ3μ2=2 if d¼ 2,
μ−μ2 if d¼ 3,
μ2=4 if d¼ 4,
0 else:
8>>>>><
>>>>>:
Thus, qðdÞ ¼ rðd−2Þ in the notation of Caliebe et al. (2010) (but as
we use r as the number of loci, this function will not be used any
further). Let
γgðdÞ ¼ ηgðdþ2gÞ: ð4Þ
Two expressions of Eqs. (3) and (4) were derived in Caliebe
et al. (2010). The ﬁrst is a recurrence relation Caliebe et al. (2010,
Lemma 8). The second is a sum of probability mass function
convolutions Caliebe et al. (2010, Theorem 13), which reformu-
lated in terms of γg instead of ηg can be expressed as
γg ¼
1
N
qn ∑
g−2
i ¼ 0
N−1
N
 i
qi
 !
þ N−1
N
 g−1
qg
for g∈f2,3,…g, where n means the convolution and qi ¼ qi−1nq
means the ith convolution of q.Using the recurrence relation, Caliebe et al. (2010) plotted this
density, which we will compare to an approximation by the
discrete Laplace distribution. First, an alternative way of calculat-
ing ηgðdÞ, and thus γgðdÞ numerically, will be described. This
method exploits how to do convolutions quickly using a discrete
Fourier transformation (Cooley et al., 1969; Brigham, 1988).
By deﬁnition
EðθQj Þ ¼ ∑
4
d ¼ 0
PðQj ¼ dÞθd ¼ ∑
4
d ¼ 0
qðdÞθd
for some θ∈C, which results in
Eðθ∑
g
j ¼ 1Qj Þ ¼ ∑
4
d ¼ 0
qðdÞθd
 !g
¼ ∑
4g
d ¼ 0
qgðdÞθd
due to independence.
Let
θa ¼ e−2πia=ð4gþ1Þ
for a¼ 0,1,…,4g, where i is the imaginary unit satisfying i2 ¼ −1,
and deﬁne
Xa ¼ ∑
4
d ¼ 0
qðdÞθda
 !g
:
Then by Fourier inversion,
qgðdÞ ¼ ∑
4g
a ¼ 0
Xae2πida=ð4gþ1Þ:
Hence, qgðdÞ can be found by a fast Fourier transformation (FFT)
algorithm, e.g. by using the fft function in R (R Development Core
Team, 2010). When the convolutions are calculated, the value of
ηgðdÞ is also quickly calculated.
We suggest that the discrete Laplace distribution approximates
the distribution of the normalized allele process, ηgðdÞ ¼
PðVgðiÞ ¼ dÞ, in Caliebe et al. (2010). We compared the ﬁgures
(Caliebe et al., 2010, Figures 1 and 2), see Figs. 1 and 2 with the
approximating discrete Laplace distribution. For each set of para-
meters, the corresponding parameter, p, of the discrete Laplace
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Fig. 3. Exact probability, ηgðdÞ ¼ PðVgðiÞ ¼ dÞ, for various values of generations, g,
with population size N¼1000 and mutation rate μ¼ 0:003 and the corresponding
approximation by the discrete Laplace distribution (DiscLap).
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Fig. 4. Kullback–Leibler distance between the exact distribution, ηg , and the
approximating discrete Laplace distribution.
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μ¼ E½VgðiÞ ¼ 2 ∑
2g
d ¼ 1
dηgðdÞ,
and solving Eq. (2) for p to obtain this parameter.
In Fig. 3, a probably more realistic mutation rate for Y-STR of
μ¼ 0:003 (Ballantyne et al., 2010) was used.
2.4. Approximation properties
To investigate the approximation properties, the Kullback–
Leibler distance (Kullback and Leibler, 1951; Kullback, 1959)
between the exact distribution, ηg , given in Eq. (3) (or γg given in
Eq. (4)) and the discrete Laplace distribution was calculated.
Assume that D is distributed according to a discrete Laplace
distribution and let f ðdÞ ¼ PðD¼ dÞ. Let
KLðηg ,f Þ ¼ ∑
d∈Z
ηgðdÞlog
ηgðdÞ
f ðdÞ
 
¼ ∑
g
d ¼ −g
ηgðdÞlog
ηgðdÞ
f ðdÞ
 
as 0 log 0¼ 0.
The Kullback–Leibler distances for different mutation rates,
number of generations and number of individuals are shown in
Fig. 4. As seen, the error increases with the mutation rate (to some
asymptotic value, it seems). Given a ﬁxed number of generations,
the error also increases with the number of individuals. On the
other hand, given a ﬁxed number of individuals, there are some
points where the lines cross and the number of generations
causing the largest error depends on the mutation rate.
2.5. An exponential family
Assume that the signed allele distance, d∈Z, from an ancestor is
distributed according to the probability mass function given by
f ðd; pÞ ¼ 1−p
1þp
 
pjdj, ð5Þwhere 0opo1 is the parameter of the model and ð1−pÞ=ð1þpÞ is
the normalizing constant. A reparameterization with
θ¼ log p,
such that θo0 shows that this is an exponential family, because
f ðd; θÞ ¼ exp log 1−e
θ
1þeθ
 
þθ djÞ ¼ expðθ d −AðθÞÞ

with
AðθÞ ¼ log 1þe
θ
1−eθ
 
:
The probability mass function ddisclap, cumulative distribu-
tion function pdisclap, random deviates generation function
rdisclap and family object generation function DiscreteLa-
place for this exponential family were implemented in the R
(R Development Core Team, 2010) package disclap (Andersen
and Eriksen, 2013a).
2.5.1. Cumulants
We now proceed with the cumulants to easily obtain the mean
value and the variance function of the distribution. Let D have the
probability mass function, f ðd; pÞ, as deﬁned in Eq. (5). Then,
μ¼ E½D ¼ ∂AðθÞ
∂θ
¼ ∂p
∂θ
∂A
∂p
¼ 2p
1−p2
:
Furthermore, we obtain the variance function as
vðμÞ ¼ Var½D ¼ ∂μ
∂θ
¼ ∂p
∂θ
∂μ
∂p
¼ μ 1þp
2
1−p2
 
:
Solving μ¼ 2p=ð1−p2Þ for p, yields
p¼ μ−1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
μ2þ1
p
−1
 	
, ð6Þ
making it possible to obtain the variance function as a function of
the mean, i.e.
vðμÞ ¼ μ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þμ2
p
:
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ized linear model family in R (R Development Core Team, 2010), it
is useful to also have the probability mass function as a function of
the mean, which is obtained by
f ðd; pÞ ¼ μ−
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þμ2
p
þ1
μþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þμ2
p
−1
 !

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þμ2
p
−1
 	jdj
μ−jdj:2.5.2. Link function
The canonical link function, g, is found as gðμÞ ¼ θ¼ log p,
which is equivalent to
θ¼ gðμÞ ¼ log
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þμ2
p
−1
μ
 !
:2.5.3. Deviance
Let
Lðp; dÞ ¼ f ðd; pÞ ¼ 1−p
1þp
 
pjdj:
From Eq. (6),
p¼ pðμÞ ¼ μ−1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
μ2þ1
p
−1
 	
,
yielding
lðμ; dÞ ¼ log LðpðμÞ; dÞ
¼ log 1−pðμÞ
1þpðμÞ
 
þ d logðpðμÞÞ

¼ log
1−μ−1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
μ2þ1
p
−1
 	
1þμ−1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
μ2þ1
p
−1
 	
0
@
1
A
þjdjlog μ−1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
μ2þ1
p
−1
 	 	
:
The deviance for one observation, d, is
D1ðd,pÞ ¼−2 log
LðpðμÞ; dÞ
LðpðdÞ; dÞ
¼ −2ðlðμ; dÞ−lðd; dÞÞ
¼ 2ðlðd; dÞ−lðμ; dÞÞ:
In the special case, where d¼0, we use L'Hôpital's rule (also
called Bernoulli's rule) to ﬁnd the limit using the derivatives of the
numerator and denominator and obtain
lim
d-0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d2þ1
p
−1
d
¼ lim
d-0
d 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d2 þ1
p
1
¼ lim
d-0
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ 1
d2
q ¼ 0
such that for d¼0,
lðd;0Þ ¼ log 1þ0 log 0−log 1¼ 0
and
lðμ;0Þ ¼ log
1−μ−1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
μ2þ1
p
−1
 	
1þμ−1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
μ2þ1
p
−1
 	
0
@
1
A:
To summarize
D1ðd,pÞ ¼
2 log
1þμ−1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
μ2þ1
p
−1
 	
1−μ−1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
μ2þ1
p
−1
 	
0
@
1
A if d¼ 0,
2ðlðd;dÞ−lðμ; dÞÞ if d≠0:
8>><
>>:The null deviance for each observation is
D0ðdÞ ¼
2 log
1þμ−1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
μ2 þ1
p
−1

 
1−μ−1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
μ2 þ1
p
−1

   if d¼ 0,
2ðlðd; dÞ−lðμ^; dÞÞ if d≠0,
8><
>:
where μ^ is the mean of the jdj's.
2.5.4. Parameter estimation
From the theory of exponential families (Azzalini, 1996), for a
sample fdigni ¼ 1 of independent and identically distributed vari-
ables following the probability mass function f ðd; pÞ as deﬁned in
Eq. (5), the maximum likelihood estimator of μ¼ E½D is
μ^ ¼ n−1 ∑
n
i ¼ 1
jdij,
resulting in the maximum likelihood estimator of p
p^ ¼ μ^−1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
μ^2þ1
q
−1
 
by using Eq. (6).
2.5.5. A generalized linear model
With these tools, we can easily deﬁne a generalized linear
model. This is quite useful, e.g. in (R) (R Development Core Team,
2010), where we can create a family and use the functionality of
the (glm) function and its cousins like the prediction function
(predict).3. Estimation of Y-STR haplotype frequencies
In this section, we show how the discrete Laplace family
introduced in Section 2.5 can be applied within the ﬁeld of
forensic genetics.
As introduced in Section 2, the normalized allele process
VgðiÞ ¼ XgðiÞ−XgðNÞ is the allele difference between any individual
n and a ﬁxed individual N. It was empirically validated that the
discrete Laplace distribution is an approximation to the distribu-
tion of the normalized allele process.
Caliebe et al. (2010) use Xg(N), the allele of the Nth individual,
as a reference in the normalized allele process. Note that any other
person's allele can be used instead. We choose the reference as the
median of all the alleles for one-locus haplotypes (for more loci, it
is a bit more complicated and will be treated below). Thus, using
the discrete Laplace distribution is merely a qualiﬁed guess as the
results in Caliebe et al. (2010) will probably not hold when using
the median instead of a ﬁxed individual because the median is
expected to have lower variance. Below, in Section 3.7, we
investigate how qualiﬁed the guess actually is.
3.1. Statistical model
Let DLðp,mÞ be a discrete Laplace model with dispersion
parameter 0opo1, where we now introduce a location para-
meter m∈Z. The probability mass function is then
f ðd; p,mÞ ¼ 1−p
1þp
 
pjd−mj:
Inference for a sample, fdigni ¼ 1, can be made by noticing that
the MLE's (maximum likelihood estimates) are
m^ ¼medianfdigni ¼ 1,
μ^ ¼ 1
n
∑
n
i ¼ 1
di−m^ and

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ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
μ^2þ1
q
−1
 
,
where the equation of p^ stems from Eq. (6).
We will now introduce a model to perform inference in a
mixture of multivariate, marginally independent, discrete Laplace
distributions.
3.2. Statistical model for multivariate mixtures
Remember that we have r loci instead of just one (mutations
across loci are assumed to happen independently). We assume
that we have a mixture of c unobserved subpopulations centered
at yj ¼ ðyj1,yj2,…,yjrÞ for j¼ 1,2,…,c. We then assume that given a
subpopulation, the signed allele distances to the subpopulation
center follow independent discrete Laplace distributions.
As before, let f ðd; pÞ be the probability mass function of a DLðp,0Þ
distribution. We deﬁne an observation X ¼ ðX1,X2,…,XrÞ to be from
a mixture of multivariate, marginally independent, discrete Laplace
distributions when the probability of observing X¼x is
∑
c
j ¼ 1
τj ∏
r
k ¼ 1
f ðjxk−yjkj; pjkÞ,
where τj is the priori probability for originating from the jth
subpopulation. Thus, the parameters of this mixture model are
fyjgcj ¼ 1, fτjg
c
j ¼ 1 and fpjkg j∈f1,2,…,cgk∈f1,2,…,rg.
Let MMDLðc,r,fyjgcj ¼ 1,fτjg
c
j ¼ 1,fpjkg j∈f1,2,…,cgk∈f1,2,…,rgÞ denote such a mixture of
multivariate, marginally independent, discrete Laplace distributions.
More theory on ﬁnite mixture distributions is given in
Titterington et al. (1987).
3.3. Likelihood
In this section, the likelihood of the model is introduced. Let
xi ¼ ðxi1,xi2,…,xirÞ for i¼ 1,2,…,n denote the n observed haplotypes
from a MMDLðc,r,fyjgcj ¼ 1,fτjg
c
j ¼ 1,fpjkg j∈f1,2,…,cgk∈f1,2,…,rgÞ distribution. For indi-
vidual i and subpopulation j, let
dijk ¼ jxik−yjkj
be the distance at the kth locus to the unknown location yjk.
Let zi denote the (unobserved) subpopulation from which the
ith haplotype originated such that zi ¼ j when the ith haplotype
descents from the jth subpopulation. Let
vij ¼
1 if zi ¼ j,
0 otherwise,
(
such that viþ ¼∑cj ¼ 1vij ¼ 1.
Let τj ¼ Pðzi ¼ jÞ denote the a priori probability of originating
from the jth subpopulation yielding the constraint ∑jτj ¼ 1.
We will soon see that τj can be estimated by τ^ j ¼ v^þ j=n¼
∑ni ¼ 1v^ij=n, where v^ij is an estimate of Pðvij ¼ 1jxiÞ.
The full likelihood of individual i is given by
Pðxi,ziÞ ¼ ∏
c
j ¼ 1
ðPðzi ¼ jÞPðxijzi ¼ jÞÞvij
¼ ∏
c
j ¼ 1
Pðzi ¼ jÞ ∏
r
k ¼ 1
f ðdijk; pjkÞ
 !vij
¼ ∏
c
j ¼ 1
τ
vij
j ∏
r
k ¼ 1
f ðdijk; pjkÞvij ,
where f ðdijk; pjkÞ is the probability mass function of the discrete
Laplace distribution. Note, that pjk in this case is assumed to
depend on locus and subpopulation. We will assume that
log pjk ¼ θjk ¼ωjþλk. This means that there is an additive effect
of locus and an additive effect of subpopulation and that they donot depend on each other as there is no interaction term. This can
be interpreted as ωj representing the age of the jth subpopulation
and λk representing the mutation rate at the kth locus.
Hence, the full likelihood of the n independent observations
fxigni ¼ 1 is
Lf ¼ Lf ðfpjkgj,k,fyjgj,fτjgj,fvijgi,j; fxigiÞ
¼ ∏
n
i ¼ 1
Pðxi,ziÞ
¼ ∏
n
i ¼ 1
∏
c
j ¼ 1
τ
vij
j ∏
r
k ¼ 1
f ðdijk; pjkÞvij
¼ ∏
n
i ¼ 1
∏
c
j ¼ 1
∏
r
k ¼ 1
ðτ1=rj f ðdijk; pjkÞÞvij ,
where dijk ¼ jxik−yjkj and log pjk ¼ ωjþλk.
The marginal likelihood of the observed data is
Lm ¼ Lmðfpjkgj,k,fyjgj,fτjgj; fxigiÞ
¼ ∏
n
i ¼ 1
PðxiÞ
¼ ∏
n
i ¼ 1
∑
c
j ¼ 1
Pðxijzi ¼ jÞPðzi ¼ jÞ
¼ ∏
n
i ¼ 1
∑
c
j ¼ 1
τj ∏
r
k ¼ 1
f ðdijk; pjkÞ: ð7Þ
It is a problem that the value of vij is not known. To deal with
this problem, we consider the vij's as unobserved variables and use
the EM algorithm (Dempster et al., 1977) to estimate the vij's.
3.4. Choose subpopulation centers
The simplest way to determine the subpopulation centers,
fyjgcj ¼ 1, is to choose c subpopulation centers and keep these ﬁxed.
A more ﬂexible approach is to ﬁrst choose the initial subpopula-
tion centers, and then allow for the subpopulation centers to be
moved around later on if that makes the model better.
Due to the single step mutation model, clustering minimizing the
L1 norm is an obvious choice for initial subpopulation centers as the
same mutation rate is assumed for all alleles. This type of clustering is
also sometimes referred to as k-medians (the method called k-means
is minimizing the L2 norm). One of the possible methods doing this is
the Partitioning Around Medoids (PAM) algorithm (Kaufman and
Rousseeuw, 1990), which is supplied by the R (R Development Core
Team, 2010) library (cluster) (Maechler et al., 2005).
A disadvantage of PAM is that the number of subpopulations
must be speciﬁed beforehand, but one can use BIC (Schwarz, 1978)
(Bayesian Information Criteria) to select the best number of
subpopulations.
When initial subpopulation centers are chosen, the parameters
of the model are estimated using the EM algorithm (Dempster
et al., 1977) as described in Section 3.5.
When the EM algorithm has converged, one can try to move
the subpopulation centers. Let v^ij denote the estimate of
Pðvij ¼ 1jxiÞ after the EM algorithm has converged. Because loci
are independent in terms of the mutation process, the total
likelihood consists of a product of likelihoods for each locus. This
means that we can look at each locus at a time. Let k∈f1,2,…,rg be
the locus that should be considered.
The MLE of the subpopulation center location assuming all
other information is known is then given by
y^jk ¼ arg min
max
i
fxikg
y ¼ min
i
fxikg
∑
n
i ¼ 1
∑
c
j ¼ 1
v^ijjxik−yj,
as gðyÞ ¼∑ni ¼ 1∑cj ¼ 1v^ijjxik−yj is a convex, piecewise linear function
that only needs to be evaluated in the ends of each line segment in
order to ﬁnd its minimum.
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Recall that
E½vijjxi ¼ Pðzi ¼ jjxiÞ and τj ¼ Pðzi ¼ jÞ
and that p depends on locus and subpopulation with no interac-
tion such that log pjk ¼ θjk ¼ ωjþλk.
In the following equation, let
Ev≔Efvijgi,j jfxigi ,fyjgj ,fτjgj ,fpjkgj,k
such that
Ev½log Lf  ¼ Ev log ∏
n
i ¼ 1
∏
c
j ¼ 1
∏
r
k ¼ 1
ðτ
1
r
j f ðdijk; pjkÞÞvij
 !" #
¼ Ev ∑
n
i ¼ 1
∑
c
j ¼ 1
vij ∑
r
k ¼ 1
logðτ
1
r
j f ðdijk; pjkÞÞ
" #
¼ ∑
n
i ¼ 1
∑
c
j ¼ 1
E½vij fxigni ¼ 1  ∑
r
k ¼ 1
log τ
1
r
j f ðdijk; pjkÞ
 	
:

To obtain an estimate of vij, note that
E½vij xi ¼ Pðzi ¼ j xiÞ

¼ Pðzi ¼ jÞPðxijzi ¼ jÞ
∑cl ¼ 1Pðzi ¼ lÞPðxijzi ¼ lÞÞ
¼ τj∏kf ðdijk; pjkÞ
∑lτl∏kf ðdilk; plkÞ
,
which gives
v^ij ¼
τ^ j∏kf ðdijk; p^jkÞ
∑l τ^ l∏kf ðdilk; p^lkÞ
by using the estimates τ^ j and p^jk of τj and pjk, respectively.
For easier notation, let
w^ij ¼ τ^ j∏
k
f ðdijk; p^jkÞ and
v^ij ¼
w^ij
∑lw^il
: ð8Þ
And similar to earlier
τ^ j ¼
v^þ j
n
, ð9Þ
where v^þ j ¼∑ni ¼ 1v^ij.
Now, the EM algorithm used can be described: E-step: Calculate v^ij using Eq. (8) using the current estimates of
τ^ j and p^jk (obtained from the previous E-step and M-step).
Now, τ^ j can be updated using Eq. (9). M-step: Maximize
Lf ¼ ∏
n
i ¼ 1
∏
c
j ¼ 1
∏
r
k ¼ 1
ðτ1=rj f ðdijk; pjkÞÞvij
for fpjkgj,k using the current estimates for the other para-
meters:
fp^jkgj,k ¼ arg max
fpjkgj,k
Lf
¼ arg max
fpjkgj,k
∏
n
i ¼ 1
∏
c
j ¼ 1
∏
r
k ¼ 1
ðτ^1=rj f ðdijk; pjkÞÞv^ ij
¼ arg maxfpjkgj,k ∏
n
i ¼ 1
∏
c
j ¼ 1
∏
r
k ¼ 1
ðf ðdijk; pjkÞÞv^ ij :
This can be done by assuming the GLM model dijk∼ωjþλk
(other possibilities do exist) with weights v^ij, wherepjk ¼ expðωjþλkÞ (ωj is a subpopulation effect correspond-
ing to age and λk a locus effect corresponding to mutation
rate), thus obtaining p^jk.The assumption that the power v^ij is equivalent to ﬁxed, known
weights in a GLM likelihood is shown in more detail in Wedel and
DeSarbo (1995). The R (R Development Core Team, 2010) package
FlexMix (Leisch, 2004; Grün and Leisch, 2008) also uses the same
strategy to ﬁt mixtures of GLMs.
According to Dempster et al. (1977, Theorem 1, p. 7), the
marginal likelihood Eq. (7) increases with each step of the EM
algorithm. Starting values can be chosen as
τ^ j ¼ 1=c and μ^ ijk ¼ dijkþ0:1,
where μ^ ijk is chosen such that the boundary is avoided.
This EM algorithm making inference in a MMDL distribution
(mixture of multivariate, marginally independent, discrete Laplace
distributions) was implemented in the R (R Development Core
Team, 2010) package disclapmix (Andersen and Eriksen, 2013b).
Note, that there are crþðrþc−1Þþðc−1Þ parameters in a MMDL
distribution: cr for the subpopulation centers
fyjgcj ¼ 1;
ðrþc−1Þ for the parameters in the multivariate, marginally inde-
pendent, discrete Laplace distributions
fpjkg j∈f1,2,…,cgk∈f1,2,…,rg,
as there are only main effects of subpopulation and locus; and c−1
for the prior probabilities
fτjgcj ¼ 1,
of originating from each of the c subpopulations, with the reduc-
tion of 1 parameter as they sum to 1.
3.6. Haplotype frequency prediction
Given subpopulation centers fy^jgj, parameters fp^jkgj,k and prior
probabilities fτ^ jgj, e.g. from a converged run of the EM algorithm
described in Section 3.5, the haplotype frequency of a haplotype
h¼ ðh1,h2,…,hrÞ with hk∈Z for k∈f1,2,…,rg can be estimated as
∑
c
j ¼ 1
τ^ j ∏
r
k ¼ 1
f ðjhk−y^jkj; p^jkÞ:
3.7. Simulation study
To assess the model described in Section 3 for estimating Y-STR
(a haploid lineage DNA marker) haplotype frequencies, a simula-
tion study was performed.
A population under the Fisher–Wright model (Fisher, 1922,
1930, 1958; Wright, 1931; Ewens, 2004) with a neutral (in terms of
no selection), single step mutation process (Ohta and Kimura,
1973) was simulated using the R (R Development Core Team, 2010)
package fwsim (submitted, see Andersen and Eriksen, 2012a for a
preprint). The datasets from this population were sampled and
used for estimating haplotype frequencies that were compared to
the population frequency.
We simulated 12 different population types by taking all
possible combinations of Loci: r¼7
 Mutation rate: μ¼ 0:01, 0.003 or 0.001
 Generations: g¼500 or 1000
 Initial population size: k¼10,000 or 50,000.
1e−01
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at
e
M.M. Andersen et al. / Journal of Theoretical Biology 329 (2013) 39–5146For all types, the resulting expected population size after g
generations was 20,000,000 due to a constant population growth,
ρ, that was determined using the number of generations and initial
population size as follows. Let Ni denote the population size at
the i'th generation. The model from fwsim assumes that
Niþ1jNi∼PoissonðρNiÞ. Thus, if g denotes the number of genera-
tions (500 or 1000) and N0 the initial population size (10,000 or
50,000), then E½Ng ¼ ρgN0.
For each combination of the parameters, 5 realizations of the
population were simulated. For each of these populations, 50
datasets of size 500, 1000 and 5000 were drawn. In total, 12  5  3 
50¼ 9000 datasets were sampled and used as basis for comparison.
Note, that the simulated populations are idealized in the sense
that the match probability is the haplotype frequency. For all
singletons in the dataset, the discrete Laplace distribution approach
described in Section 3 was compared to the naïve 1=ðnþ1Þ
estimator and to Brenner's ð1−κÞ=ðnþ1Þ estimate, where
κ¼ ðαþ1Þ=ðnþ1Þ and αþ1 is the number of singletons (haplotypes
observed only once) in the dataset as inspired by Robbins (1968). As
previously mentioned, the discrete Laplace distribution approach
described in Section 3 is implemented in the R package disclap-
mix (Andersen and Eriksen, 2013b) that can be used as follows:1e−05
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Fig. 5. Haplotype singleton frequency estimation in a single dataset of size 500
from a population with an initial size of 10,000 evolved in 500 generations,
a mutation rate of 0.001 and a population growth leading to an expected
population size of 20,000,000 after 500 generations. The actual end population
size was 19,397,385 consisting of 34,180 different haplotypes.For further information on functionality and usage, please run
demo(simpop) and refer to the documentation ?disclapmix
As performance measures, the observed bias and the Kullback–
Leibler divergence (Kullback and Leibler, 1951; Kullback, 1959)
were calculated. Because it is most problematic to estimate the
frequency of singletons (haplotypes only observed once), we only
focus on these. For a haplotype dataset H¼ fhigni ¼ 1 with singletons
fhigi∈S and population frequencies fpigi∈S estimated as fPEðHÞðhiÞgi∈S
by an estimator E, the bias is
BH,SðEÞ ¼
1
jSj∑i∈S
ðPEðHÞðhiÞ−piÞ: ð10Þ
The Kullback–Leibler divergence is a measure in information
theory about the distance between two probability distributions
(we used this distance in Section 2.4) and can also be interpreted
as a prediction error. In this case, we only have binary probabilitydistributions. If a haplotype has population frequency p and is
estimated to p^, then the Kullback–Leibler divergence is
DKLðp^; pÞ ¼ p^ log
p^
p
 
þð1−p^Þlog 1−p^
1−p
 
:
The distribution of Kullback–Leibler divergences for singletons
fhigi∈S is
DH,SðEÞ ¼ fDKLðPEðHÞðhiÞ; piÞgi∈S: ð11Þ
The mean and upper 95% quantile of the distribution of
Kullback–Leibler divergences for the naïve 1=ðnþ1Þ estimator,
Brenner's κ estimator, and the discrete Laplace based estimator
were compared together with the bias.
Note, that the lowest possible prediction error in terms of the
Kullback–Leibler divergence is 0, which occurs when p^ ¼ p. If this
happens for all singletons – that is, all singletons' frequencies were
perfectly estimated – then the mean of the Kullback–Leibler
divergences would be 0 and so would the bias be. Hence, if the
mean of Kullback–Leibler divergence is 0, then so is the bias.
On the other hand, if the bias is 0, then we do not know
anything about the Kullback–Leibler divergences. The bias could
be 0 if either all the singletons' frequencies were perfectly
estimated or if some frequencies were somehow overestimated
and others were equally underestimated such that they canceled
each other out.
Thus, the prediction error is telling us about the size of the
error, whereas the bias is telling us about the direction of the error.
Because migration was not included in the simulation of the
populations, only one subpopulation for the discrete Laplace based
estimator was used.
3.7.1. Results
As naming convention, DiscLap refers to the model described in
Section 3.
For all population types in our simulation study and the perfor-
mance measures mentioned, the naïve 1=ðnþ1Þ estimator performed
much worse than Brenner's κ estimator and the DiscLap estimator.
Fig. 5 shows estimation in a single dataset (one out of the 9000
datasets analyzed in total). Fig. 6 shows the singleton proportions
for the simulated datasets.
The bias as deﬁned in Eq. (10) is shown in Fig. 7. Both the naïve
estimator and Brenner's κ estimator seem, in general, to be
conservative, which is also what Brenner (2010) states. For dataset
size 500, DiscLap seems almost unbiased.
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Fig. 6. Singleton proportions of the 9000 simulated datasets.
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Fig. 7. Bias for the different estimators as deﬁned in Eq. (10).
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Fig. 8. Mean of the Kullback–Leibler divergences deﬁned in Eq. (11) for each population type. Note, that the ordinate is on a log scale.
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5000. For the low mutation rate of 0.001, DiscLap seems slightly
anti-conservative, whereas for the higher mutation rate of 0.003,
it almost seems to be unbiased.
When it comes to the distribution of Kullback–Leibler diver-
gences as deﬁned in Eq. (11), Figs. 8 (the mean) and 9 (the upper
95% quantile) show the same picture, namely that DiscLap overall
seems better than Brenner's κ estimator. Table 1 shows a summary
of the average proportion between Brenner's κ and DiscLap of the
mean of the Kullback–Leibler divergences for each mutation rate
and database size.3.7.2. Discussion
In summary, the prediction error of the estimator using the
discrete Laplace distribution (DiscLap) was lower than those of
both the κ model by Brenner (2010) and the naïve 1=ðnþ1Þ
estimator. For all population types in our simulation study and
the performance measures mentioned (bias and Kullback–Leibler
divergence), the naïve 1=ðnþ1Þ estimator performed much worse
than Brenner's κ estimator and the DiscLap estimator.
It seems as if Brenner's κ model estimates haplotype frequen-
cies rather well although it does not incorporate genetic informa-
tion. One major drawback of this method is that all unobserved
haplotypes are assigned the same frequency estimate. Hence, it is
doubtful if Brenner's κ model for example is suitable to separate amixture based on calculating the likelihood ratio (LR) as a measure
of the weight of evidence.
Another really important difference between Brenner's κ model
and DiscLap is that DiscLap is also able to estimate frequencies for
non-singleton haplotypes. Thus, DiscLap can be used no matter if
the haplotype has been observed before or not.
In the population types that we studied, we did not observe
situations where the estimator based on the discrete Laplace distribu-
tion performed worse than the estimator based on Brenner's κ model.
We encourage research on how different population models
and migration affects Brenner's κ model and the discrete Laplace
distribution.
3.8. Real data example
We analyzed the 1774 German 17-marker haplotypes from
release 37 of the YHRD http://www.yhrd.org (Roewer et al.,
2001; Willuweit and Roewer, 2009). To render the data usable
for both discrete Laplace estimation and the frequency surveying
method (Roewer et al., 2000; Krawczak, 2001; Willuweit et al.,
2011), some markers and haplotypes were excluded. First,
DYS385a/b was ignored because of its inherent genotype ambi-
guity (Roewer et al., 2000) leaving 15 markers for further analysis.
Next, 4 haplotypes with 2 alleles reported at DYS19 and 13
haplotypes with incomplete repeats were excluded, leaving
n¼1757 haplotypes in the data set. Finally, alleles at DYS389II
g = 500
k = 10000
mu = 0.001
g = 500
k = 50000
mu = 0.001
g = 1000
k = 10000
mu = 0.001
g = 1000
k = 50000
mu = 0.001
g = 500
k = 10000
mu = 0.003
g = 500
k = 50000
mu = 0.003
g = 1000
k = 10000
mu = 0.003
g = 1000
k = 50000
mu = 0.003
g = 500
k = 10000
mu = 0.01
g = 500
k = 50000
mu = 0.01
g = 1000
k = 10000
mu = 0.01
g = 1000
k = 50000
mu = 0.01
1e−05
1e−03
1e−05
1e−03
1e−05
1e−03
D
ataset size 500
D
ataset size 1000
D
ataset size 5000
1/
(n
+1
)
B
re
nn
er
D
is
cL
ap
1/
(n
+1
)
B
re
nn
er
D
is
cL
ap
1/
(n
+1
)
B
re
nn
er
D
is
cL
ap
1/
(n
+1
)
B
re
nn
er
D
is
cL
ap
1/
(n
+1
)
B
re
nn
er
D
is
cL
ap
1/
(n
+1
)
B
re
nn
er
D
is
cL
ap
1/
(n
+1
)
B
re
nn
er
D
is
cL
ap
1/
(n
+1
)
B
re
nn
er
D
is
cL
ap
1/
(n
+1
)
B
re
nn
er
D
is
cL
ap
1/
(n
+1
)
B
re
nn
er
D
is
cL
ap
1/
(n
+1
)
B
re
nn
er
D
is
cL
ap
1/
(n
+1
)
B
re
nn
er
D
is
cL
ap
Estimator
U
pp
er
Q
ua
nt
ile
 [D
H
,S
 (E
st
im
at
or
)]
Upper 95% quantile of estimates of Kullback−Leibler divergences
Fig. 9. Upper 95% quantile of the Kullback–Leibler divergences deﬁned in Eq. (11) for each population type. Note, that the ordinate is on a log scale.
Table 1
The average proportion between Brenner's κ and DiscLap of the mean of the
Kullback–Leibler divergences for database summarized by mutation rate μ and
database size n. A proportion greater than 1 means that the mean of the Kullback–
Leibler divergences for Brenner's κ was higher than that of DiscLap. And opposite
for a proportion lower than 1.
μ¼ 0:001 μ¼ 0:003 μ¼ 0:01
n¼500 23.60 4.88 34.22
n¼1000 18.67 3.72 5.71
n¼5000 9.54 4.01 0.86
M.M. Andersen et al. / Journal of Theoretical Biology 329 (2013) 39–51 49were replaced by DYS389IIminus DYS389I (Butler, 2005). Out of
the 1757 haplotypes analyzed, 1469 were singletons.
When restricting the genotype information to the so-called
‘minimal haplotype’ comprising the seven loci DYS19, DYS389I,
DYS389II, DYS390, DYS391, DYS392, and DYS393, a total of 392
singletons were observed among the haplotypes of the German data.
3.8.1. Frequency surveying
In its revised form, the surveying method (Willuweit et al.,
2011) was based upon an exponential regression model
μi ¼ expðr1Wiþr2Þ and
si ¼ expðs1Wiþs2Þthat links the mean, μi, and the standard deviation, si, of the
population frequency of the ith haplotype to its weighted inverse
molecular distance, Wi, from all other haplotypes in the database.
Once the regression parameters, r1,r2,s1,s2, were determined,
the model could serve to deﬁne a prior beta distribution of
the frequency of any haplotype, h0, with molecular distance W0.
The parameters of this prior distribution were calculated as
α0 ¼
μ20ð1−μ0Þ
s20
−μ0 and
β0 ¼ α0
1−μ0
μ0
 
:
Maximum likelihood estimates of the regression parameters
were obtained in our study by numerical optimization (Willuweit
et al., 2011) using the Nelder–Mead simplex algorithm with up to
1500 iterations as implemented in R (R Development Core Team,
2010). Several different starting values of ðr1,r2,s1,s2Þ were tried,
and the vector resulting in the highest likelihood was chosen.
The starting values were taken from the Cartesian product
f15,20,30:82g  f−10,−15,−13:17g  f15,20,28:95g
f−10,−15,−11:71g, where the last elements in the sets are the
respective binning estimates of the Western European population
given in Table 3 of Willuweit et al. (2011).
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M.M. Andersen et al. / Journal of Theoretical Biology 329 (2013) 39–5150Let ni be the number of times that the ith haplotype was
observed in the database with n¼∑ini being equal to the database
size. For comparison with the other estimators, we used the mean
of the posterior Betaðαiþni−1,βiþn−niÞ given by
αiþni−1
αi−1þβiþn
as the haplotype surveying estimate of the population frequency
of haplotype, hi.
3.8.2. Results
For both the full and the minimal haplotype, only the single-
tons were used to compare the haplotype frequency estimates
provided by the different estimators.
Fig. 10 shows the results of the 7-loci-database. Fig. 11 shows
the results of the 15-loci-database. It is impossible to make any
sensible conclusion from this as we do not know the true
haplotype frequencies.0 500 1000 15
Singleton number
Variable estimators
DiscLap
E[DiscLap]
E[Surveying]
Surveying
Fig. 11. Comparison of the haplotype frequency estimators for the 15 loci German
database consisting of 1757 haplotypes of which 1469 were singletons. Thus,
Brenner's κ¼ 9:3 10−5. Note, that the ordinate with the estimated haplotype
frequency is on a log scale. 14 subpopulations were used (1 through 15 subpopula-
tions were tried, 14 subpopulations had the lowest BIC score Schwarz, 1978).
The line ‘E[DiscLap]’ refers to the average of the DiscLap estimates and the line
‘E[Surveying]’ refers to the average of the surveying estimates.4. Discussion
The ﬁrst part of this paper describes an exponential family
called the discrete Laplace distribution. The fact that the discrete
Laplace distribution is an exponential family makes inference
somewhat easier as theory on exponential families already exists
and can be exploited. This also means simpler and faster computer
software because existing implementations that have been opti-
mized can be used.
The second part of this paper consists of an application of
the discrete Laplace distribution, namely how to estimate Y-STR
haplotype frequencies. An estimate of the frequency of a Y-STR
haplotype can be used as an estimate of the match probability
(assuming an idealized population without population1e−08
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Fig. 10. Comparison of the haplotype frequency estimators for the 7 loci German
database consisting of 1757 haplotypes of which 392 were singletons. Thus,
Brenner's κ ¼ 4:4 10−4. Note, that the ordinate with the estimated haplotype
frequency is on a log scale. 11 subpopulations were used (1 through 15 subpopula-
tions were tried, 11 subpopulations had the lowest BIC score Schwarz, 1978).
The line ‘E[DiscLap]’ refers to the average of the DiscLap estimates and the line
‘E[Surveying]’ refers to the average of the surveying estimates.substructure), which is an essential part in forensic genetics when
evaluating the evidential weight of the evidence by means of
likelihood principles. The calculations could be performed on a
normal computer. We demonstrate that for our simulation study
on 12 different population types (varying mutation rate, popula-
tion growth and generations) resulting in 9000 datasets (of size
500, 1000 and 1500), the haplotype frequency estimation based on
the discrete Laplace distribution performs overall better than the κ
model by Brenner (2010). The mean of the Kullback–Leibler
divergences is in general lower for the estimation based on the
discrete Laplace distribution than that based on Brenner's κ cf.
Table 1.
Furthermore and very importantly, Brenner's κ can only be used
for singletons whereas estimation based on the discrete Laplace
distribution can be used for all haplotypes.
We encourage research on how different population models
and migration affects Brenner's κ model and the discrete Laplace
distribution.Acknowledgments
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