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Abstract. — We study extensively the homotopy theory of cogeb-
ras. By cogebras, we mean the full theory of cogebras: with counits
and not necessarily locally conilpotent. For example E∞-cogebras,
A∞-cogebras, L∞-cogebras etc. To do so, we define the category of
complete curved algebras — where the notion of quasi-isomorphims
does not make sense — and endow it with a model categorystructure,
equivalent to that of the category of cogebras.
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§ 1. — introduction
This article is the first of a series about the homotopy theory of dif-
ferential graded cogebras. Another article shall follow, focused on
providing examples and applications to well-know types of cogebras
like E∞, A∞, L∞-cogebras etc.
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1.1 Mathematical context
1.1.1 Cogebras are ubiquitous
As mathematicians, we are very familiar with the theory of algebras.
Associative algebras, Lie algebras, commutative algebras. . . We know
how they behave, we know what to expect from them and we know
when they are peculiar. We are so used to them that we recognise
them whenever we encounter them in mathematical experiments.
This is less the case with homotopy algebras, for several reasons.
The homotopy theory of algebras is a much younger field in the his-
tory of mathematics. Stasheff gave the definition of an A∞-algebra
in 1963 [1] and Quillen created model categories — one of the major
tools used to understand homotopy theories — in 1967 [2]. Hence ho-
motopy algebras are not in the basic curriculum of a mathematician.
Furthermore, describing homotopy structures involves inherently a
thicker amount of computations, for example when displaying the
A∞-structure on the Fukaya category [3].
This is even less the case with homotopy cogebras. Since cogebras
are unfamiliar, people usually prefer to study them through algebras.
Indeed given a cogebra C it is often possible to build an algebra out
of it. For example if C is linear, its dual C∗ is always an algebra or,
given an algebra A, one can study the convolution product induced
on the set of functions from C to A. However during mathematical
experiments, homotopical cogebras tend to appear as often as their al-
gebraic counterparts. Let us describe an inexhaustible source of homo-
topy cogebras: spaces. In any geometrical context, a space X has the
fundamental property of being a cocommutative cogebra thanks to its
diagonal ∆ : X → X2. Consequently, whenever one wants to study
spaces by algebraic homotopy invariants covariantly computed out of
X, one often encounters homotopy cogebras. This is the case with
the homology functor: given a topological space X, H∗(X,Z) has a
natural structure of homotopy cocommutative cogebra or E∞-cogebra
structure. This mirrors the cup product and Steenrod squares on co-
homology. We can also cite among many other examples, the work
on formal geometry through L∞-cogebras by Kontsevitch or Merku-
lov [4].
The variety of cogebras is not limited to the examples cited above.
Instead the notion of cogebra make sense over any operad P, such as
the unital and non-unital versions of A∞ and C∞, L∞, BV∞, BD∞
etc. For this, given an object V in an appropriate symmetric monoidal
linear category (C,⊗), we use its operad of co-endomorphisms given
in arity n by CoendV(n) = HomC(V, V⊗n). A P-cogebra structure on
V is then the same data as a morphism of operads P −→ CoendV.
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1.1.2 Cogebras are notorious
In addition to being unfamiliar, cogebras are also notorious for not
behaving as well as algebras. This comes from a very deep fact of
the mathematics we manipulate: the category of sets is well generated
under colimits — it is presentable — and badly generated under lim-
its — it is not co-presentable. Thus, there is a strong preference in
all categorical constructions towards colimit preserving constructions
and functors. Tensor structures usually commute with colimits and
almost never with limits, in all non-exotic categories built from the
category of sets.
As a consequence, while it is straightforward to prove that the cat-
egory of P-algebras is monadic and presentable in all cases, it is very
far from obvious to prove that the category of P-cogebras is comon-
adic and presentable. Alas, as far as the authors know, it is still an
open question whether or not the category of coassociative cogebras
in Abelian groups is comonadic. Since 2014 we know have drastic suf-
ficient condition on C to answer that problem [5]. It will be possible
to work with P-cogebras in chain complexes over a field.
To comonadicity problem of the category of P-cogebras is related
to the existence of free P-cogebras. Even when they exists they are
usually unpleasant to compute. A much more pleasant cogebra to
compute is the free locally conilpotent cogebra, which is straightfor-
ward to define and always exists. For example, given a k-vector space
V, the free locally conilpotent coassociative cogebra is given by the
tensor k[V] = k ⊕ V ⊕ V⊗2 ⊕ · · · and the cogebra structure is given by
deconcatenation of tensors. By contrast, the free coassociative cogebra
is given by k(V) ⊂ k[[V]] = ∏n∈N V⊗n. Because of this, in several ref-
erences ‘cogebra’ means by default ‘locally conilpotent cogebra’. The
drawback with restricting one’s attention to the locally conilpotent
cogebra is similar to studying only topological spaces with trivial π1;
it can be good enough, but in some cases it is insufficient.
1.1.3 Using Cobar to study homotopy cogebras
In order to study homotopy theory, a common way is to use model cat-
egories. Using a theorem of 2015 [6], it is possible given a dg-operad
P to induce a model category structure on the category of P-cogebras
from the one of chain complexes. Once this is done, understanding
the homotopy theory of cogebras reduces to understanding fibrant-
cofibrant objects of the category. These are generated by the free
P-cogebras, that we already have difficulties to handle.
A solution is to use the Koszul duality of operads to find a differ-
ent model category equivalent to the first one. This idea has given
successful results in the study of homotopy algebras by Hinich [7],
Valette [8], Lefèvre-Hasegawa [9] and LG [10]. Let Q be a coperad
Koszul dual to P. By dualising the Bar construction, we obtain a func-
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tor Cobar from the category of P-cogebras to the category of complete
Q-algebras. Given a P-cogebra V, Cobar V is built by taking the free
graded Q-algebra on V which then receives a differential encoding the
structure of P-cogebra. After endowing the category of complete Q-
algebras, we show that Cobar can be promoted to an equivalence of
model categories. This means that the homotopy theory of P-cogebras
is equivalent to the homotopy theory of Q-algebras.
It turns out that the fibrant-cofibrant objects are easy to describe:
they are the Q-algebras that are free as graded-algebras. In addition,
contrarily to the case of free P-cogebras, the free Q-algebras have a
simple description. We may then use the Cobar functor as a diction-
ary between P-cogebras and complete Q-algebras to understand the
homotopy theory of P-cogebras.
1.2 Mathematical content
In this article we study the homotopy theory of cogebras over a lin-
ear operad by dualising the Bar construction used in the study of the
homotopy theory of algebras. Given a dg-operad P and a curved loc-
ally conilpotent coperad Q Koszul dual to P, the Bar construction is
a functor B : P-Alg → Q-Cog between the categories of P-algebras
and Q-cogebras. It admits a right adjoint that we denote B†. Once
the category of P-algebras is given its natural model structure, the
Bar adjunction can be promoted to an equivalence of model categor-
ies by transferring the model structure of P-Alg to Q-Cog [10]. This
allows the homotopy theory of P-algebras to be read using free graded
Q-cogebras.
We build the dual theory in several step. The first one is to dual-
ise the categories of P-algebras and Q-cogebras. While given a suitable
(C,⊗), it is always possible to define categories of P-cogebras and Q-al-
gebras in C by the formulas
P-Cog(C) = (P-Alg(Cop))op and Q-Alg(C) = (Q-Cog(Cop))op ,
these definitions are not practical. To remedy this, we introduce a
tool: the cotensor of the category of symmetric sequences CS onto the
category C. Thanks to this cotensor, a P-cogebra is the data of a map
Λ→ ΛP satisfying certain conditions. Likewise, we define a Q-algebra
as the data of a map VQ → V among other things. In section 2.1,
we draw a table summarising the different definitions of algebras and
cogebras.
The second step is the construction of a functor C : P-Cog −→
Q-Alg. As it is built using the co-construction of the Bar functor, we
call it the Cobar functor. The construction of its adjoint, noted C†
is more problematic: although the cotensor allows simple definitions
of the notion of a P-cogebra, it is only lax symmetric monoidal. This
means that the free P-cogebra on an object X is not given by XP, in
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fact it is not known in general if a free cogebra functor exists. To over-
come this difficulty we use a 2014 theorem of Anel [5]; under strong
conditions imposed on C, explained in section 5.1, the free P-cogebra
exists as a subobject LPX ↣ XP. This is the source of many technical
computations that were easier in the case of P-algebras.
The next step is to endow the category of P-cogebras with a model
structure induced from the one on chain complexes on C. Since this is
a transfer along a left adjoint, it requires the use of a 2015 theorem of
Bayeh, Hess, Karpova, Kedziorek, Riehl and Shipley [6]. Doing so, we
answer Porta’s Question 1 and Question 3 on mathoverflow.net [11]:
we define coadmissible operads in definition 9.1, in proposition 9.3
we give sufficient conditions for an operad to be coadmissible and
in corollary 9.4 we show that planar operads and cofibrant operads
are coadmissible. In addition, we show in proposition 9.5 that the
commutative operad is not coadmissible in the category of chain com-
plexes over an algebraically closed field of characteristic zero. This is
in stark contrast with the algebra case where any operad is admissible
in characteristic zero.
We then transfer the model structure on P-cogebras to Q-algeb-
ras, along the functor C†. However, as Q is locally conilpotent, any
Q-cogebra is also locally conilpotent but not every Q-algebra is com-
plete! We give a counter-example of this fact in section 4.4. Hence we
shall replace the category of Q-algebras with the category of complete
Q-algebras.
 Theorem A. — The category of complete Q-algebras can be endowed
with a combinatorial model category structure transferred along the Cobar
adjunction:
P-Cog Q-Âlg .
Cobar
Cobar†
As a consequence, the Cobar adjunction is promoted to a model adjunction.
Section 11 is dedicated to proof of the model equivalence.
 Theorem B. — When P is a planar operad of the form B†Q, the Cobar
adjunction is a model equivalence.
1.3 Non-standard notations and terminology
▷ The definition of coperads we use is non-standard, more details
are given in remark 2.2;
▷ When the context is unambiguous, F† denotes the — left or right
— adjoint to a functor F. Consider a functor F : C → D, with
right adjoint F†. When the context is unambiguous, the adjoint
morphism of a morphism f : F(X) → Y (resp. g : X → F†(Y))
shall be denoted f † : X → F†(Y) (resp. g† : F(X)→ Y);
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▷ In this paper we define a functor named Cobar. It is not the
adjoint of the Bar functor, which we denote by Bar†;
▷ As a reference to the terminology coined by André Joyal for the
theory of toposes (the category of toposes becomes by definition
the opposite category of the category of logoses), we shall say
‘presentable linear logos’ to designate a presentable (AB5) cat-
egory endowed with an exact closed symmetric monoidal struc-
ture. Hence a linear logos is in particular the data an additive cat-
egory that admits all small limits and colimits, in which filtered
colimits are exact and all monomorphisms and epimorphisms
are normal.
Presentable (AB5) categories can be described extrinsically [12]:
a category C is presentable (AB5) if and only if there exists a
small additive category A and a left exact reflective localisation
Mod(A) −→ C. When A has only one object, such a category is
usually known as a Grothendieck category.
A typical example of presentable linear logos is the category of
sheaves of R-modules on a topos X: (Sh(X, R-Mod),⊗R) with R
a flat commutative ring.
1.4 Acknowledgements
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§ 2. — algebras and cogebras
Let (C,⊗) be a presentable linear logos.
The unfamiliar reader may safely replace C with the category of
complex vector spaces.
2.1 Definitions
Our main reference for operads is the book Algebraic operads by Loday
and Valette [13]. We shall denote by (CS, ⋄) the monoidal category
of symmetric sequences in C. In order to use the notation ◦ for com-
position of morphisms, we have chosen to replace that symbol usually
used to denote the monoidal structure of CS by a similar symbol.
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Definition 2.1.— The category of operads in C is the category of monoids
in the monoidal category of symmetric sequences: Op(C) ≃ Mon(CS, ⋄).
The category Cop(C) is the the one of comonoids.
In the rest of this article, we shall be given (P,m, η) an operad and
(Q,w, τ) a coperad.
Remark 2.2. — The given definition of coperads is not the standard
definition of what one would call a ‘co-operad’. In full generality —
that is, looking at operads in the opposite category Cop — another
product ⋄ˆ is used [13] with
M ⋄ˆN ≃
∏
n∈N
(M(n) ⊗C N⊠n)Sn .
A ‘co-operad’ Q would then given by a map Q → Q ⋄ˆQ among other
data. A coperad in our sense is in particular a co-operad.
The use of the coinvariant instead of the invariants will be here
irrelevant as we will always restrict to the planar case or its retract.
For example, we may suppose that C is Q-linear, in which case the
canonical trace map (−)Sn → (−)
Sn is an equivalence.
The distinction between the use of the infinite sum instead of the
infinite product amounts to singling out co-operads that are ‘locally
conilpotent in arity zero’. In particular for co-operads Q such that
Q(0) ≃ 0, the two definitions coincide. On the contrary, if As denotes
the linear operad of associative algebras, then its linear dual As∗ while
being a co-operad, is not ‘locally conilpotent in arity zero’.
Proposition 2.3.— The category C is tensored over (CS, ⋄). The tensor-
isation functor ⋄ : CS × C→ C is given by:
[M ⋄ X](n) =
⊕
n∈N
M(n) ⊗Sn X⊗n ,
where X⊗n is given its natural structure of left Sn-module.
Definition 2.4.— The category P-Alg of P-algebras is defined to be the
category of modules in C over the algebra P. That is, a P-algebra is an
object Λ together with a map
a : P ⋄ Λ→ Λ ,
such that the following diagrams commute:
P ⋄ P ⋄ Λ P ⋄ Λ
P ⋄ Λ Λ ;
P ⋄ a
m ⋄Λ a
a
1 ⋄ Λ P ⋄ Λ
Λ .
η⋄Λ
∼ a
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A morphism (Λ, a) −→ (M, b) is the data of a morphism f : Λ→ M such
that the following diagram commutes:
P ⋄ Λ P ⋄ M
Λ M .
P ⋄ f
a b
f
Definition 2.5.— The category of Q-Cog of Q-cogebras is defined to be
the category of comodules in C over the cogebra Q. That is, a Q-cogebra is
an object V together with a map a : V −→ Q ⋄ V, such that the following
diagrams commute:
V Q ⋄ V
Q ⋄ V Q ⋄ Q ⋄ V ;
a
a w ⋄V
Q ⋄ a
V P ⋄ V
V 1 ⋄ V .
a
IdV ∼ τ ⋄V
∼
A morphism of Q-cogebras (V, a) −→ (W, b) is the data of a map f : V →
W such that the following diagram commute
Q ⋄ V Q ⋄ W
V W
Q ⋄ f
a b
f
The respective definitions of P-algebras and Q-cogebras are inde-
pendent from each other; using the same constructions in opposite
categories will allow us to define P-cogebras and Q-algebras. For this
we need to use the lax cotensorisation.
Definition 2.6.— Let C be a category and (V, ⋄) be a monoidal category.
We will say that C is lax cotensored over V if there is given a functor
∧ : Vop × C→ C
and two natural transformations l and ε,
Vop × Vop × C Vop × C
Vop × C C ;
IdVop ×∧
⋄× IdC ∧l
∧
C Vop × C C ,e × IdC
IdC
ε
∧
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where e : ∗ → V is the monoidal unit, such that:((
XM
)N)S (
XN⋄M
)S
XQ⋄(N⋄M)
(
XM
)Q⋄N
X(Q⋄N)⋄M ;
l(N,M,X)S
l(Q,N,XM)
l(Q,N⋄M,X)
Xα(Q,N,M)∼
l(Q⋄N,M,X)
XM
(
X1
)M
XM⋄1ε(X)
M
Xρ(M)
∼
l(M,1,X)
and XM
(
XM
)1
X1⋄Mε(X
M)
Xλ(M)
∼
l(1,M,X)
are commutative for every (Q, N, M, X) ∈ Ob(V × V × V × C) and where
1 is the monoidal unit of V; α(Q, N, M) : (Q ⋄ N) ⋄ M → Q ⋄ (N ⋄ M)
is the monoidal associator; λ(M) : 1 ⋄ M → M is the left unitor and
ρ(M) : M ⋄ 1→ M is the right unitor.
Proposition 2.7.— The category C is lax cotensored over (CS, ⋄). The
cotensor functor ∧ : CopS × C→ C is given by:
XM =
∏
n∈N
[
M(n), X⊗n
]Sn ,
where X⊗n is given its natural structure of right Sn module.
Proof. — Since the construction of the cotensor is the opposite of the
construction of the tensor, the proof of it being lax is equivalent to
the proof of ‘⋄’ being colax. Notice that the only difference with the
proof of proposition 2.3 is that the tensor product does not commute
with limits while it commutes with colimits; this explains why we only
have a lax cotensorisation.
First, by direct computation X1 is naturally isomorphic to X, for
any X is C. Hence we only need to build a natural transformation l
and check the associativity condition.
Let X be an object of C, N be a symmetric sequence and n be a
natural number. Our task is to naturally rewrite
(
XN
)⊗n
, in order to
make it look closer to XN
⊠n
. We have:
(
XN
)⊗n
=
∏
p ∈N
[
N(p), X⊗p
]Sp
⊗n
.
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As they do with sums, tensors can be developed over products, we
obtain a map: ∏
p ∈N
[
N(p), X⊗p
]Sp
⊗n
∏
p ∈N
∏
p1+···+pn=p
[
N(p1), X
⊗p1]Sp1 ⊗ · · · ⊗ [N(pn), X⊗pn]Spn ,
natural in both N and X and also Sn-equivariant. We shall now use the
internal tensorisation of functors inside C: let A and B be two objects
of C endowed with a right action of Sp and let C and D be two objects
endowed with a right action of Sq. Then by internal tensoring in C be
get a natural and equivariant map [A, B] ⊗ [C, D] −→ [A ⊗ C, B ⊗ D],
from which we deduce a natural map:
([A, B] ⊗ [C, D])Sp×Sq −→ [A ⊗ C, B⊗ D]Sp×Sq .
Moreover since tensor products distribute over limits, they also do on
ends, hence we have the natural map
[A, B]Sp ⊗ [C, D]Sq −→ ([A, B] ⊗ [C, D])Sp×Sq ,
which gives us the natural map
[A, B]Sp ⊗ [C, D]Sq −→ [A ⊗ C, B⊗ D]Sp×Sq .
Thanks to this, we can further continue the rewriting and we get a
natural and Sn-equivariant map:∏
p ∈N
∏
p1+···+pn=p
[
N(p1), X
⊗p1]Sp1 ⊗ · · · ⊗ [N(pn), X⊗pn]Spn
∏
p ∈N
∏
p1+···+pn=p
[
N(p1) ⊗C · · · ⊗C N(pn), X⊗p
]Sp1× ...×Spn ≃ XN⊠n .
Hence we have built a natural and equivariant map: (XN)⊗n −→ XN⊠n ,
from which we immediately deduce the natural map l(M, N, X):(
XN
)M
=
∏
n∈N
[
M(n),
(
XN
)⊗n]Sn −→ ∏
n∈N
[
M(n), XN
⊠n]Sn ≃ XM ⋄N.
The detailed proof of the associativity condition for the freshly
built natural transformation l cannot be written nicely in the present
format. However, the proof only relies on the following two associativ-
ity results.
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Given objects A, B, C, D, E, F of C, the following associativity dia-
gram is commutative:
[A, B] ⊗ [C, D] ⊗ [E, F] [A, B] ⊗ [C ⊗ E, D ⊗ F]
[A ⊗ C, B⊗ D] ⊗ [E, F] [A ⊗ C ⊗ E, B⊗ C ⊗ F] .
In the same fashion, given an Sp-bimodule A, an Sq-bimodule B
and an Sr-bimodule C, the following associativity square is commut-
ative:
ASp ⊗ BSq ⊗ CSr ASp ⊗ (B⊗ C)Sq×Sr
(A ⊗ B)Sp×Sq ⊗ CSr (A ⊗ B⊗ C)Sp×Sq×Sr .
Lastly, the cotensor functor is continuous in the first variable be-
cause it is a composition of continuous functors and the internal hom
is continuous in the first variable.
Definition 2.8.— The category Q-Alg of Q-algebras is the category of
modules over Q seen as an algebra in the opposite category of symmetric
sequences and using the lax cotensorisation. That is, an algebra over Q is
the data of an object Λ and a map
a : ΛQ → Λ ,
such that the following diagrams commute:
(
ΛQ
)Q
ΛQ ⋄Q ΛQ
ΛQ Λ ;
aQ
l Λw
a
a
Λ Λ1
Λ ΛQ .
ε(Λ)
∼
IdΛ ∼ Λτ
a
A morphism of Q-algebras (Λ, a) −→ (M, b) is the data of a map f : Λ→
M such that the following diagram commutes:
ΛQ MQ
Λ M .
f Q
a b
f
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Definition 2.9.— The category of P-cogebras, that we shall denote by
P-Cog, is the category whose objects are pairs (V, a) of an object V and a
map
a : V −→ VP ,
such that the following diagrams are commutative:
V VP
(
VP
)P
VP VP ⋄P ;
a
a
aP
l(P,P,V)
Vm
V VP V1a
ε(V)
∼
Vη
and whose morphisms (V, a) → (W, b) are the maps f : V → W such
that
VP WP
V W
f P
a b
f
commutes.
Remark 2.10. — The category of P-cogebras may be viewed as the cat-
egory of comodules over the lax comonad V 7→ VP [5].
We summarise the four different notions we have just defined by a
table of their structure maps.
The three
musketeers
over an
operad P
over a
coperad Q
Algebra Λ P ⋄ Λ −→ Λ ΛQ −→ Λ
Cogebra V V −→ VP V −→ Q ⋄ V
Remark 2.11. — The apparent symmetry in the definitions we have just
given is specific to the context of a closed symmetric monoidal category.
In full generality, given an operad it is always possible to give the
definition of an algebra over it in the enriched case — hence without
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the assumption of tensorisation. Given V a symmetric monoidal cat-
egory whose tensor product commutes with countable colimits in each
variable, over which a symmetric monoidal category C is enriched, it
is well known that it is possible to build the operad of endomorphisms
of X, that we shall denote by End(X). An algebra Λ over an operad P
is the data of a morphism of operads P→ End(Λ).
In a similar fashion, for any object X of C, it is possible to build the
operad of coendomorphisms Coend(X) where
Coendn(X) =
[
X, X⊗n
]
.
Given an operad P, a cogebra over P is then the data of a morphism of
operads P −→ Coend(V) [13]. By this definition we have that
P-Cog(C) ≃ P-Alg(Cop)op.
In the case where C is also compatibly tensored over V, the definition
using the operad of endomorphisms is equivalent to the definition we
have given above. Likewise, if C is also compatibly cotensored over
V, the definition of cogebras by the operad of coendomorphisms is
equivalent to the definition we have given.
On the contrary it is not possible, given a coperad Q, to describe
algebras over Q without the cotensorisation and to describe cogebras
over Q without using the tensorisation. However, in the case where C
is compatibly tensored and cotensored over V, it is possible to say that
Q-Cog(C) ≃ Q-Alg(Cop)op.
2.2 Free functors
For each of the four notions that we have been describing, there is
a corresponding ‘free object’ generated by some object in the ground
category (C,⊗). However, not all notions are equal: although it is
always possible to build the free algebra on an operad & a coperad or
the cogebra over a coperad, it is not always possible to build a free
cogebra over an operad. For this we need to add special assumptions
on the category C.
Thanks to the tensorisation of C over the category of sequences, the
functor LP = P ⋄ (−) can be endowed with the structure of a monad
MP = (LP,m ⋄ (−), η⋄ (−)), image of the algebra structure on P. Writ-
ing down the very definition of a module over this monad we get the
following proposition.
Proposition 2.12.— The category of P-algebras is isomorphic to the cat-
egory of modules over the monadMP.
As a consequence, for any X in C, the free algebra over P generated by
X is P ⋄ X with the map m ⋄ IdX : P ⋄ P ⋄ X −→ P ⋄ X.
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For the same reason, the functor LQ = Q⋄(−) can be endowed with
the structure of a comonad WQ = (LQ,w ⋄ (−), τ ⋄ (−)), image of the
cogebra structure on Q.
Proposition 2.13.— The category of Q-cogebras is isomorphic to the cat-
egory of comodules over the comonadWQ.
As a consequence, for every object X of C, the free cogebra over Q is
given by Q ⋄ X together with the map w ⋄ IdX : Q ⋄ Q ⋄ X −→ Q ⋄ X.
In this last case, the functor LQ = (−)Q can be also endowed with
thestructure of a monadMQ =
(
LQ, (−)w, (−)τ
)
, thanks to the fact that
the cotensorisation is a lax functor, hence it sends algebras to algebras.
Proposition 2.14.— The category of Q-algebras is isomorphic to the cat-
egory of modules over the monadMQ.
As a consequence, for every object X of C, the free algebra over Q is
given by XQ together with the map
(
XQ
)Q
XQ ⋄Q XQ.l(Q,Q,X) (IdX)
w
2.3 Free cogebra over an operad
The case of cogebras over the operad P can’t be treated in the same
way. Indeed, because the cotensorisation is only lax, the functor (−)P
cannot be given the structure of a comonad in general. In fact it is
not known whether in any context and given any operad, there exists
a free cogebra functor for this operad or not. In most known cases
— Cartesian categories, categories of modules over specific rings etc.
— an inductive construction is possible. In the specific case of chain
complexes of vector spaces the inductive construction actually stops
at the first step and we then have a simple construction for the free
cogebra.
Proposition 2.15 Rewrite conditions.— Let P be an operad in a closed
symmetric monoidal category (C,⊗, [−,−]) with both countable limits and
colimits, assume also that:
▷ the natural map [A, B]⊗ [C, D] −→ [A⊗ C, B⊗D] is a monomorph-
ism, for any four objects A, B, C, D of C;
▷ the tensor product commutes with countable intersections. That is it
is left exact & given an object X and a countable sequence of subob-
jects
· · ·↣ Yn ↣ · · ·↣ Y1 ↣ Y0
we obtain the compatibility relation X ⊗ (⋂n∈N Yn) = ⋂n∈N(X ⊗
Yn).
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Then the category P-Cog(C) of P-cogebras in C, is equivalent to the cat-
egory of comodules over a comonad
WP =
(
LP,wP, τP
)
.
This is proved by Anel in Cofree coalgebras over operads and rep-
resentative functions [5, Hypothesis 2.7.5]. The assumptions on (C,⊗)
guaranty the following facts. The first rewrite condition ensure that
the lax map
l(N, M, X) :
(
XM
)N −→ XN ⋄M
becomes a monomorphism for every objects X, M, N.
The second rewrite condition ensures that given a symmetric se-
quence M, the cotensor (−)M preserves countable intersections in the
sense that it preserves monomorphisms and given a sequence of sub-
objects
· · ·↣ Yn ↣ · · ·↣ Y1 ↣ Y0
we get the equality (
⋂
n∈N Yn)
M =
⋂
n∈N YMn .
Let us spend a few words on why those conditions may be seen as
natural. Given an operad (P,m, η) in C and a cogebra (V, a) on P, the
associativity condition reads
V VP
(
VP
)P
VP VP ⋄P
a
a
aP
l(P,P,V)
Vm
The fact that the lax map l goes in the ‘wrong’ direction is what stops
us from having a comonadic structure for the functor (−)P. Thanks to
the first rewrite condition, we see that the composition Vm ◦ a actually
lends in (VP)P which allows the rewriting to take place. In this case,
given an object X in C, LP0 (X) = X
P is very close to be the free cogebra
on X. A putative candidate would be the fibre product
LP1 (X)
(
XP
)P
XP XP ⋄P .
δ1
ι1
⌟
l(P,P,X)
Xm
In some cases this is the correct candidate.
Proposition 2.16 [5, Corollary 3.3.2].— Let P be an operad in the cat-
egory of chain complexes over a field. Then the category of P-cogebras is
comonadic and the underlying functor of the comonadWP is given by LP1 .
2 algebras and cogebras 17
In the general case the process must be iterated until it stabilises.
For n ≥ 1, draw the diagram:
LPn+1 L
P
n ◦ LPn LPn−1 ◦ LPn−1 ◦ LPn−1
LPn L
P
n−1 ◦ LPn−1 .
ιn+1
δn+1 ιn ◦ δn
δn ◦ ιn
ιn ◦ ιn
δn
Remark 2.17. — The symbol ◦ here denotes the so-called ‘horizontal
composition’ of natural transformations.
The functor LPn+1 is defined as the limit, in the category of functors,
of the remaining diagram, this defines also the natural transforma-
tions ιn+1 and δn+1. This is where the second rewrite condition is
needed: it allows passing to the limit in this construction.
Proposition 2.18 [5, Corollary 2.7.12].— Let P be an operad in C, sup-
pose the rewrite conditions are met. Then the category of P-cogebras is
comonadic and the underlying functor of the comonadWP is the intersec-
tion LP =
⋂
n∈N LPn .
Remark 2.19. — For any X, the map wP(X) : LP(X) → LP ◦ LP(X)
determines the P-cogebra structure of LP(X),
LP(X)
(
LP(X)
)P
LP ◦ LP(X) .
a
wP(X)
hence we shall abuse notations and speak of a when we mean wP.
2.4 Summary and presentability
Let us summarise the four different constructions — assuming the re-
writing conditions on (C,⊗, [−,−]) are met — of the free functors in
one table showing what the underlying object is.
Free [...] gen-
erated by X
over an
operad P
over a
coperad Q
Algebra P ⋄ X XQ
Cogebra LP(X)↣ XP Q ⋄ X
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Corollary 2.20.— Let P be an operad in C and Q be a coperad in C, then
the categories P-Alg(C), Q-Alg(C) and Q-Cog(C) are presentable. In the
case where the rewrite conditions on (C,⊗, [−,−]) are met, P-Cog(C) is
also presentable.
Proof. — Categories of modules over an accessible monad & categor-
ies of comodules over an accessible comonad are known to be present-
able when the ground category is [14, 15]. Hence we shall prove that
all four free functors are accessible.
Since the ground category is closed, the tensor product commutes
with all colimits. As a consequence, for any n the functor X 7−→ X⊗n
commutes with all sifted colimits. Hence, for any sequence Y, the
functor Y ⋄ (−) : C −→ C is ω-accessible. This ends the proof for two
out of the four categories.
Let Y be any sequence and let us show that the functor (−)Y : C 7−→
C is also accessible. For this we shall use the fact that because C is
presentable, every object of C is small for a certain cardinal. Let κ
be an infinite cardinal such that C is κ-accessible. The accessibility of
(−)Y reduces to the following sequence of facts:
▷ as we have already said, the functor X 7→ X⊗n commutes with
sifted colimits;
▷ for every n, the functor [Y(n),−] : C −→ C is a right adjoint,
hence there exists a cardinal κn such that this functor is κn-ac-
cessible;
▷ When the indexing category is finite — such as Sn — the end
functor becomes ω-accessible since ends on finite categories can
be computed with finite limits;
▷ For any object Z of C, the functor Z × (−) is κ-accessible;
▷ countable limits commute with τ-filtered colimits in C for κ≪ τ,
since κ is infinite.
We choose a cardinal τ such that κ≪ τ and κn ≪ τ for every n. Then
all functors described above become τ-accessible and τ-filtered colim-
its commute with countable limits. From this, we deduce that (−)Y is
τ-accessible.
Now remains the case of the functor LY assuming the rewrite con-
ditions. We have already proved that LY0 is accessible. The func-
tors LYn are then inductively built using limits of accessible functors,
hence they are accessible for every integer n since limits are computed
pointwise in functor categories. For the same reason the intersection
LY =
⋂
n∈N LYn is accessible.
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§ 3. — notations and sign rules
In this section we make a list of useful notations and sign rules that we
shall use in the remaining of the article. Proofs of all lemmas follow
from direct computation.
We use the homological grading convention for chain complexes:
· · · → X2 → X1 → X0 → X−1 → X−2 → . . .
As a consequence the shift functor s shifts complexes ‘to the left’, that
is sXn = Xn−1. Let us denote by CZ the category of graded objects
in C. The category CZ of sequences is endowed, as usual, with the
symmetric monoidal product
(X ⊗CZ Y)n =
⊕
i+j=n
Xi ⊗C Yj ,
for any graded objects X and Y. The braiding follows the ‘sign rule’: if
σXi ,Yj : Xi ⊗ Yj → Yj ⊗ Xi is the braiding of ⊗C, then
σZX,Y =
⊕
i+j=n
(−1)ijσXi ,Xj .
The associated internal hom is given by
[X, Y]CZ =
∏
n∈Z[X, Y]n =
∏
n∈Z
∏
p ∈Z
[
(snX)p, Yp
]
C
The category CZ has the enhancement:
Definition 3.1.— We shall denote by Modsp(C) the category of modules
over sp, for p ∈ Z. An object of this category is the data of a graded object
X with a degree p map d : spX → X. The category of chain complex
Ch(C) is the full subcategory of Mods−1(C) whose objects (X, d) satisfy
the equation d2 = 0;
Definition 3.2.— Let X and Y be two graded object in C. A graded
morphism of degree p (or degree p map for short) from X to Y is a morph-
ism of graded objects f : sp1 ⊗ X → Y. We will usually denote f as an
arrow f : X → Y. We shall represent the degree p morphism induced by
the identity of X by a simple arrow without any label: X −→ spX.
Graded morphisms may be composed as follows. If g : Y → Z is a
degree q map, then, g ◦ f is the following degree p+ q composite map
sq1 ⊗ sp1 ⊗ X sq1 ⊗ Y
sp+q1 ⊗ X Z .
Id⊗ f
g∼
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Let also g be a degree q map from X′ to Y′. Then, the following
composition
sp1 ⊗ sq1 ⊗ X ⊗ X′ sp1 ⊗ X ⊗ sq1 ⊗ X
sp+q1 ⊗ X ⊗ X′ Y ⊗ Y′
∼
f ⊗ g∼
defines a degree p+ q map from X ⊗ X′ to Y⊗ Y′ that we denote f ⊗ g.
Equivalently, f ⊗ g can be defined by the composition
sp1 ⊗ sq1 [X, Y] ⊗ [X′, Y′ ]
sp+q1 [X ⊗ X′, Y ⊗ Y′ ] .
f † ⊗ g†
∼
(f ⊗ g)†
Besides, we denote by [f , g] the degree p + q map from [X′, Y] to
[X, Y′ ], that is, the morphism sp+q1 ⊗ [X′, Y] → [X, Y′ ] which corres-
ponds to the composite map
sq1 ⊗ [X′, Y] ⊗ sp1 ⊗ X sq1 ⊗ [X′, Y] ⊗ X′
sq1 ⊗ sp1 ⊗ [X′, Y] ⊗ X sq1 ⊗ Y
sp+q1 ⊗ [X′, Y] ⊗ X Y′ .
Id⊗ f
Id⊗ evX′∼
g∼
Lemma 3.3.— The above notations satisfy the sign rules
(f ⊗ g) ◦ (f ′ ⊗ g ′) = (−1)|g ||f ′ |(f ◦ f ′) ⊗ (g ◦ g ′) ;
[f , g] ◦ [f ′, g ′ ] = (−1)|f ||f ′ |(−1)|f ||g ′ |[f ′ ◦ f , g ◦ g ′ ] ;
[f , [g, h]] = (−1)|f ||g |[f ⊗ g, h] .
Let us introduce some new notations to distinguish between two
possible compositions: given two maps of symmetric sequences f :
M → N and g : P → P, there are two different ways to build a map
from M⋄P to N ⋄P by either inserting g n-times in arity n (that would
be called f ⋄g) or by inserting g only once in each arity and completing
with identities (that would be called f ⋄′ g).
▷ Let f : M → N be a morphism of graded symmetric sequences
and let g : M → N be a degree p map which commutes with the
actions of the symmetric groups. ThenX(f , g) : M⊠n −→ N⊠n
is the degree p map which commutes with the right actions of
the symmetric groups and which is defined as
X(f , g) =
∑
i
f ⊠i ⊠ g ⊠ f ⊠n−1−i .
The mapX(f , g) commutes also with the left action of the sym-
metric group Sn;
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▷ Suppose that we also have a morphism of graded symmetric se-
quences f ′ : M′ → N′. Then
f ′ ⋄X(f , g) : M′ ⋄ M −→ N′ ⋄ N ,
is the degree p map which commutes with the actions of the
symmetric groups and given on M′(n)⊗Sn M⊠n by f ⊗SnX(f , g);
▷ In the same vein, we will use the notationsd(n) =X(Id, d) ;f ⋄′ g = f ⋄X(Id, g) .
▷ Let f : X → Y be morphism of graded objects in C, let g : X → Y
be a degree p map and let M be a symmetric sequence. Then we
will denote by
X(f , g)M : XM −→ YM
the degree p map whose projection on [M(n), X⊗n] is given by
[M(n),X(f , g)];
▷ If X is a graded subobject of Y and M is a graded symmetric
sequence, we shall write
X(Y, X)M
to designate the graded subobject of YM whose n-th component
is given by the imageM(n), Im
 ⊕
i+j=n−1
Y⊗i ⊗ X ⊗ Y⊗j → Y⊗n


Sn
.
In particular the zero component is trivial;
▷ Let f : M → N be a degree p map of graded symmetric se-
quences and let X be a graded object of C. Then we will denote
by
Xf : XN −→ XM
the degree p map whose projection on [M(n), X⊗n] is given by
[f , IdX⊗n ].
These notations satisfy the following sign rules.
Lemma 3.4.— Let f : X → Y be morphism of graded objects of C, let
g : X → Y be a degree p map and let h : N → M be a degree q map of
graded symmetric sequences. Then, we have the following equality between
degree p + q maps from XM to YN
Yh ◦X(f , g)N = (−1)pqX(f , g)M ◦ Xh .
Lemma 3.5.— Let X be a graded object of C and let f : P → N and
g : N → M be maps of graded symmetric sequences of respective degrees
p and q. Then, we have the following equality between degree p + q maps
from XM to XP
Xf ◦ Xg = (−1)pq Xg◦f .
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§ 4. — algebras over a locally conilpotent coperad
In order to investigate the properties of algebras over a coperad, as-
sumptions need to be made, for the cotensor has bad preservation
properties in general.
In this section, we shall:
▷ let (Q,w, τ, ι) be a locally conilpotent coperad;
▷ assume that countable products are exact in C;
▷ assume that the cotensor ∧ : CopS × C −→ C preserves epimorph-
isms in both variables.
4.1 Locally conilpotent coperads
We recall here the definition of a locally conilpotent coperad [13]. We
also give the definition of the coradical filtration of a coperad; ours is
different from the one of Loday-Valette.
Definition 4.1.— A coperad (Q,w, τ) is called cogmented if it is endowed
with a coperad morphism from the unit coperad, ι : 1 −→ Q. The category
of cogmented coperads is the slice category 1\Cop(C) .
Definition 4.2.— Let (Q,w, τ, ι) be a cogmented coperad. We define the
reduced symmetric sequence Q as the kernel Q = Ker τ. Using the cog-
mentation, we obtain the splitting Q ≃ 1 ⊕ Q. In the meantime we define
the reduced map w : Q −→ Q ⋄ Q by:
w = (w − ((ι ◦ τ) ⋄ IdQ) − (IdQ ⋄ (ι ◦ τ))) ◦ i .
where i : Q↣ Q the canonical inclusion.
Definition 4.3.— Let (Q,w, τ, ι) be a cogmented coperad, we shall induct-
ively define a filtration on Q and Q by subobjects. At every step we shall
define FnQ as FnQ = 1 ⊕ FnQ. We let F0Q = 0. Let n > 0, assuming the
previous subobjects have been correctly defined, we notice that for every
i0 + · · · ip < n, Fi0Q ⊗Sp (Fi1Q ⊗ · · · ⊗ FipQ) is a subobject of Q ⋄ Q as the
tensor product preserves monomorphisms in each variable by hypotheses.
We can then define FnQ as the fibre product
FnQ Q
⋃
i0+···+ip<n
Fi0Q ⊗Sp (Fi1Q ⊗ · · · ⊗ FipQ) Q ⋄ Q .
⌟
w
The sequence of subobjects
F0Q = 1↣ · · ·↣ FnQ↣ Fn+1Q↣ · · ·↣ · · ·
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is the coradical filtration of Q. Its name stems from the fact that F1Q ≃
1 ⊕ Kerw is the coradical of the coperad Q.
We shall say that Q is conilpotent if FnQ = Q for some n and that it is
locally conilpotent if the canonical map
lim−−→
n∈ω
FnQ −→ Q
is an isomorphism.
Remark 4.4. — Given a coperad Q, the coperations of arity 1, Q(1), are
naturally endowed with a cogebra structure. If the coperad Q is a
locally conilpotent coperad, then Q(1) becomes a cogmented locally
conilpotent cogebra. The converse is true, if a cogmented coperad Q is
such thatQ(1) is locally conilpotent, thenQ is locally conilpotent. This
comes from the fact that by definition, a coperad is already ‘locally
conilpotent in arity 0’ in our setting.
Proposition 4.5.— Let (Q,w, τ, ι) be a locally conilpotent coperad. For
any natural integer n, FnQ is a conilpotent subcoperad of Q.
Proof. — By construction of the coradical filtration, the map w : Q→
Q ⋄ Q when restricted to FnQ factors in the following way:
w(FnQ)↣
⋃
i0+···+ip≤n
Fi0Q(p) ⊗Sp (Fi1Q ⊗ · · · ⊗ FipQ)↣ FnQ ⋄ FnQ .
This allows the coperadstructure of Q to restrict to a coperadstructure
on FnQ.
By construction of the coradical filtration, we deduce the following
lemma that we shall use in future proofs.
Lemma 4.6.— The composition
Q Q ⋄ Q Q ⋄ X(Q,Q/FnQ)w
factors through Q/Fn+1Q.
4.2 Ideals of an algebra over a coperad
In this subsection, we define the notion of ideal of an algebra over
a coperad. Since by proposition 2.14 the category of Q-algebras is a
category of algebras over a monad, the notion of ideal that we define
and the one of monadic ideal coincide.
Definition 4.7.— Let (Λ, a) be an algebra over a coperad Q. An ideal
of Λ is a subobject I such that the quotient Λ/I can be endowed with a
structure of Q-algebra
a : (Λ/I)Q → Λ/I
coming from the one of Λ, such that the quotient map π : Λ −→ Λ/I
becomes a morphism of Q-algebras.
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Remark 4.8. — Since πQ is an epimorphism, the map a is uniquely de-
termined by a. Hence we shall often forget to mention it.
Proposition 4.9.— Let (Λ, a) be a Q-algebra and let I be a subobject of
Λ. The subobject I is an ideal of Λ if and only if there exists a map
a : (Λ/I)Q → Λ/I
in C such that the following square commutes,
ΛQ (Λ/I)Q
Λ Λ/I .
πQ
a a
π
Proof. — We already have a map
a : (Λ/I)Q → Λ/I .
We have to show that it is actually a Q-algebra structure. Consider the
following cubical diagram
(
(Λ/I)Q
)Q
(Λ/I)Q ⋄Q (Λ/I)Q
(
ΛQ
)Q
ΛQ ⋄Q ΛQ
(Λ/I)Q Λ/I
ΛQ Λ .
l(Q,Q,Λ/I)
aQ
(Λ/I)w
a
l(Q,Q,Λ)
aQ
(πQ)Q
Λw
πQ ⋄Q π
Q
a
a
πQ
π
a
We have to show that the back face is a commutative square knowing
that all other faces are commutative. This can be proved by diagram
chasing after having noticed that the map(
πQ
)Q
:
(
ΛQ
)Q → ((Λ/I)Q)Q
is an epimorphism. The same argument applied to the following dia-
gram ends the proof:
Λ1 (Λ/I)1
Λ Λ/I
ΛQ (Λ/I)Q .
π1
(Λ/I)wπ
ε(Λ)
∼
ε(Λ/I)
∼
πQ
a
Λτ
a
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Definition 4.10.— If X is a graded subobject of Y and M is a graded
symmetric sequence, we shall write
X(Y, X)M
to designate the graded subobject of YM whose n-th component is given by
the image M(n), Im
 ⊕
i+j=n−1
Y⊗i ⊗ X ⊗ Y⊗j → Y⊗n


Sn
.
In particular the zero component is trivial.
Lemma 4.11.— A subobject I of a Q-algebra Λ is an ideal if and only if
a
(
X(Λ, I)Q
)
↣ I .
Proof. — By proposition 4.9, I is an ideal of Λ if we can find a dotted
arrow filling the diagram
ΛQ (Λ/I)Q
Λ Λ/I .
πQ
a
π
This happens if and only if the composition π ◦ a vanishes on the ker-
nel of πQ. By direct computation, we have KerπQ =X(Λ, I)Q. Hence
we may find the dotted arrow if and only if we have a
(
X(Λ, I)Q
)
↣
I.
Proposition 4.12.— Let Λ be a Q-algebra and let J and K be two ideal of
Λ, then the sum J + K, image of the map J ⊕K −→ Λ is also an ideal of
Λ.
Proof. — This follows directly from the previous lemma and the fact
that
X(Λ, I+K)Q =X(Λ, I)Q +X(Λ,K)Q .
Proposition 4.13.— Let f : Λ→ Γ be a morphism of Q-algebras. If f is
an epimorphism in C and I is an ideal of Λ, then f (I) is an ideal of Γ .
Proof. — Since f is an epimorphism, its kernel K is an ideal of Λ and
we have Γ /f (I) ≃ Λ/(I+K) and by the previous proposition, a sum
of ideals is again an ideal.
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4.3 Complete algebras
Definition 4.14.— For any natural integer n let
qn : Q↠ Q/FnQ
be the quotient map where {FnQ}n∈ω denotes the coradical filtration of Q.
Let (Λ, a) be a Q-algebra. For any integer n ≥ 0, let InΛ be the image
of the composition a ◦ Λqn :
ΛQ/FnQ ΛQ
InΛ Λ .
Λqn
a
Lemma 4.15.— Let (Λ, a) be a Q-algebra. Then for every natural integer
n, the subobject InΛ is an ideal of Λ.
Proof. — Let n be a natural integer. By proposition 2.14, ΛQ may
be endowed with the structure of a free Q-algebra. The map qn is an
epimorphism, so that ΛQ/FnQ is a subobject of ΛQ; it is in fact an ideal.
Indeed, the exact sequence
FnQ↣ Q↠ Q/FnQ .
yields the following exact sequence,
ΛQ/FnQ ↣ ΛQ ↠ ΛFnQ .
Hence we shall only find a map
(
ΛFnQ
)Q → ΛFnQ that is compatible
with the algebra map
(
ΛQ
)Q → ΛQ.
For this we use proposition 4.5 which says that FnQ is a subcoperad
of Q so in particular, FnQ is a comodule over Q, let cn be the comodule
map
cn : FnQ −→ Q ⋄ FnQ
then the algebra map that we are looking for is given by
Λcn ◦ l(Q, FnQ,Λ)
which fits into the following commutative diagram,
(
ΛQ
)Q (
ΛFnQ
)Q
ΛQ ⋄Q ΛQ ⋄ FnQ
ΛQ ΛFnQ
(Λtn )Q
l(Q,Q,Λ) l(Q, FnQ,Λ)
Λ(IdQ ⋄ tn)
Λw Λcn
Λtn
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where tn is the inclusion FnQ↣ Q. This proves that ΛQ/FnQ is an ideal
of ΛQ.
In addition to this, the map a : ΛQ → Λ is a map of Q-algebras by
definition and it is also an epimorphism in C by the unit property. As
a consequence, InΛ is the image of an ideal by an epimorphism; it is
an ideal of Λ by proposition 4.13.
Definition 4.16.— Let Λ be a Q-algebra. We shall call the decreasing
sequence of ideals
· · ·↣ InΛ↣ · · ·↣ I1Λ↣ I0Λ = Λ
the canonical topology on Λ. The associated diagram of quotients
· · ·↠ FnΛ↠ · · ·↠ F1Λ↠ F0Λ = 0
shall be called the radical cofiltration of Λ.
Remark 4.17. — The following commutative diagram,
Γ Q/FnQ Γ Q
ΛQ/FnQ ΛQ
InΓ Γ
InΛ Λ .
Γ qn
m
Λqn
f Q/FnQ f Q
f
f
a
shows that every morphism f : (Λ, a) → (Γ ,m) of Q-algebras is ‘con-
tinuous’ in the sense that for every integer n, f (InΛ) is a subobject of
InΓ :
f (InΛ)↣ InΓ .
Definition 4.18.— A Q-algebra Λ shall be called nilpotent if InΛ = 0
for a natural number n. We shall call the full subcategory of Q-Alg whose
objects are the nilpotent algebras
Q-Algnil .
Proposition 4.19.— The realisation functor from the pro-category of nil-
potent Q-algebras to the category of Q-algebras has a left adjoint,
Pro(Q-Algnil) Q-Alg
lim←−
nil
that associates to a Q-algebras Λ its radical cofiltration.
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Proof. — Let Λ be a Q-algebra and Γ : I → Q-Algnil be a pro-object.
By definition we have
HomPro(Q-Algnil)(nil(Λ), Γ ) = lim←−−
i ∈ I
lim−−→
n∈ω
HomQ-Alg(F
nΛ, Γ (i))
For every i ∈ I, since Γ (i) is nilpotent, there exists a natural number n
such that InΓ (i) = 0 so that for every m ≥ n, we get
HomQ-Alg(F
mΛ, Γ (i)) ≃ HomQ-Alg(Λ, Γ (i)) .
which implies that
lim−−→
n∈ω
HomQ-Alg(F
nΛ, Γ (i)) ≃ HomQ-Alg(Λ, Γ (i)) .
As a conclusion we get
HomPro(Q-Algnil)(nil(Λ), Γ ) ≃ HomQ-Alg(Λ, lim←−− Γ ) .
Definition 4.20.— Let Λ be a Q-algebra. Let us denote by
ϕΛ : Λ −→ Λ̂ = lim←−−
n∈ωop
FnΛ .
the unit of the monad
(̂ ) : Q-Alg(C) −→ Q-Alg(C)
associated to the adjunction described above. We shall say that the topology
of Λ is separated if ϕΛ is a monomorphism and that it is complete if ϕΛ
an isomorphism.
We shall write
Q-Âlg(C)
to denote the full subcategory of complete Q-algebras.
We wish to show that for every Q-algebra ϕΛ is an epimorphism
and that the category of complete Q-algebras is a reflective subcat-
egory of the category of Q-algebras; letting it be presentable in the
case where C is.
The following proposition provides an important source of com-
plete Q-algebras. It will be crucial for the proof of the main theorem.
Proposition 4.21.— Any free Q-algebra is complete.
Proof. — Let X be an object of C and let us prove that XQ is complete.
First we claim that for every natural integer n,
InXQ = XQ/FnQ .
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Then by using the exactness property of the cotensor, we get that
FnXQ ≃ XFnQ .
then finally using the continuity of the cotensor and the local conilpo-
tency of Q, we conclude that
XQ ≃ X
lim−→ FnQ ≃ lim←−−
n∈ωop
XFnQ ≃ lim←−−
n∈ωop
FnXQ .
Let us prove our first claim.
Let n be a natural integer and consider the composition
(qn ⋄ IdQ) ◦ w : Q −→ Q ⋄ Q −→ Q/FnQ ⋄ Q .
since FnQ is a subcoperad of Q, this map factors through Q/FnQ. Let
us call δn the resulting map,
δn : Q/FnQ −→ Q/FnQ ⋄ Q .
Since qn is an epimorphism, the following diagram shows that XQ/FnQ
lies inside FnXQ,
(
XQ
)Q/FnQ (XQ)Q
XQ/FnQ ⋄Q XQ ⋄Q
XQ/FnQ XQ .
(XQ)
qn
l(Q/FnQ,Q, X) l(Q,Q, X)
X(qn ⋄ IdQ)
Xδn Xw
Xqn
In addition, by the coünit property w is a monomorphism, the kernel
of (qn ⋄ IdQ) ◦ w is equal to FnQ. The morphism δn becomes then a
monomorphism and Xδn an epimorphism. We conclude the proof by
using the unicity of the epi-mono factorisation of a morphism in C.
Proposition 4.22.— Let f : Λ→ Γ be a morphism of Q-algebras. If f is
an epimorphism in C, then
f̂ : Λ̂ −→ Γ̂
is also an epimorphism in C.
Proof. — Let f : Λ → Γ be a morphism of Q-algebras that is an epi-
morphism in C.
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Let n be an integer and let us apply the 3×3 lemma to the following
commutative diagram
Kn FnΛ FnΓ
Kn+1 Fn+1Λ Fn+1Γ
InΛ/In+1Λ InΓ /In+1Γ
fn
kn pn(Λ)
fn+1
pn(Γ )
where:
▷ fn is the quotient map induced by f , since f (InΛ)↣ InΓ ;
▷ pn(−) is the quotient map coming from the inclusion
In+1(−)↣ In(−);
▷ Kn is the kernel of fn.
Since f is an epimorphism in C, fn is also an epimorphism. As a
consequence the two top lines are exact. From the inclusion of In+1(−)
in In(−) we deduce that the right columns are also exact.
Finally because f is an epimorphism, by looking at the diagram in
remark 4.17 we have the equality
f (InΛ) = InΓ .
which means that the bottom arrow of our diagram is also an epi-
morphism.
By the 3 × 3 lemma, the map kn is an epimorphism. Combining
the fact that countable products are exact in C and C is presentable,
we can conclude that
lim←−−
n∈ωop
fn : lim←−−
n∈ωop
FnΛ −→ lim←−−
n∈ωop
FnΓ
is an epimorphism [16].
Proposition 4.23.— For all Q-algebras Λ, the unit map ϕΛ is an epi-
morphism in C.
Proof. — Let Λ be a Q-algebra. Then by definition the action map
a : ΛQ −→ Λ
is an algebra map, when ΛQ is endowed with the structure of a free
Q-algebra. Moreover by the unit property, the map a is an epimorph-
ism in C.
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By proposition 4.21 and proposition 4.22 we can draw the com-
mutative diagram:
ΛQ Λ̂Q
Λ Λ̂ ,
∼
a â
ϕΛ
from which we deduce that ϕΛ is an epimorphism is C.
Proposition 4.24.— The category of complete Q-algebras is a reflective
subcategory of the category of Q-algebras.
Proof. — This amounts to show that the monad (̂ ) : Q-Alg(C) −→
Q-Alg(C) is idempotent. To see this let Λ be a Q-algebra and let I∞Λ =⋂
n∈N InΛ. Since by the previous proposition the unit map ϕΛ is an
epimorphism, we get the natural equivalence Λ/I∞Λ ≃ Λ̂, as I∞Λ is
nothing but the kernel of ϕΛ. The canonical topology of the quotient
algebra is separated by construction, from which we deduce that the
monad is idempotent.
Since the category of Q-algebras is presentable, we deduce the fol-
lowing corollary.
Corollary 4.25.— The category of complete Q-algebras is presentable.
Remark 4.26. — The previous result also shows that the category of
complete Q-algebras can be realised as a reflective subcategory of the
category of pro-nilpotent Q-algebras. However the category of pro-
nilpotent is almost never presentable.
4.4 A (counter) example
In most cases, filtered colimits are exact in the ground category. As
a consequence all cogebras over a locally conilpotent coperad are loc-
ally conilpotent themselves. Dually, if cofiltered limits were exact, we
have seen that all algebras over a locally conilpotent coperad would be
complete. However, the exactness of cofiltered limits is rare in nature.
Here we wish to work out an example, in order to show that the subcat-
egory of complete algebras is a strict one and that the characterisation
theorem cannot be improved.
For this example, let us choose the category VectR of real vector
spaces. We then consider a free locally conilpotent coperad in ar-
ity one, that is the free locally conilpotent cogebra on one generator
(R[X],∆, τ) with ∆(X) = 1 ⊗ X + X ⊗ 1 and τ(X) = 0. Its coradical
filtration is given by FnR[X] = Rn[X] for n ≥ 1.
An algebra over this coperad is the data of a real vector space Λ
and a linear map
S : ΛN −→ Λ ,
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satisfying the following two conditions. The unit condition says that
for every element a ∈ Λ we have:
S (a, 0, 0, · · · ) = a .
The associativity condition amounts to the following fact: given a mat-
rix {aij}i,j ∈N of elements of Λ, we have:
S
({
S
({
aij
}
j ∈N
)}
i ∈N
)
= S
({
Σi+j=naij
}
n∈N
)
.
In other words, the ‘sum’ of a matrix may be computed either by ‘sum-
ming’ columns with S then summing lines, or by first summing the
anti-diagonals with the sum of Λ and then using S. By symmetry it
is also possible to sum first on the lines and then on columns (this is
because the cogebra we are working with is in fact cocommuative).
The key data in this construction is the following endomorphism
of Λ:
ε (a) = S (0, a, 0, 0, · · · ) .
Indeed from the axioms above it follows that for any sequence a ∈ ΛN
that is eventually zero, we get:
S (a) =
∑
n∈N
εn(an) .
Moreover S intertwines the right shift function and ε: S ◦ [−1] = ε ◦ S.
From this we deduce that the canonical topology on Λ is given by:
InΛ = Im (εn). Thus Λ is a nilpotent algebra if and only if ε is a
nilpotent endomorphism and it is complete if and only if
I∞Λ =
⋂
n∈N
Im (εn) = 0 ,
in which case it can be identified with the inverse limit of the nilpotent
algebras Λ/Im (εn).
Nevertheless, ε satisfies a different nilpotence condition in general.
Proposition 4.27.— Let V be a subspace of Λ stable under ε. Suppose
that
ε : V −→ V
is surjective, then V = 0.
Proof. — Let x0 ∈ V, since ε is surjective on V, we can find a sequence
of elements xi ∈ V such that xi = ε (xi+1) for all i ∈ N. Then sum-
ming the matrix 
x0 −x1 0 0
0 x2 −x3 0
0 0
. . . . . .

in two different ways gives us x0 = 0.
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As a consequence, the only eigenvalue of ε is zero. Hence in case Λ
is finite dimensional, it is automatically nilpotent. In case it is infinite
dimensional we can only write the nilpotence condition⋂
n∈N
Im (εn) ⊂ Ker (ε) .
We will now present an example of such a vector space endowed
with an endomorphism that is not complete but satisfies the nilpo-
tence condition above. We will then show that it exhibits a example
of a non-complete algebra. For this we shall use a typical example
coming from operator theory.
Let T be the real vector space of lower triangular double sequences;
its elements are of the form
∗ 0 0 0
∗ ∗ 0 0
∗ ∗ ∗ . . .
∗ ∗ . . . . . .
 .
We endow T with a linear operator [−1] : T −→ T, the right shift on
columns. In details, if a is an element of T, then we have (a[−1])ij =
ai,j−1 if j , 0 & j ≤ i and (a[−1])ij = 0 otherwise. This endomorphism
has three key properties:
▷ the intersection
⋂
n∈N Im([−1]◦n) is trivial;
▷ for every n ∈N, Ker ([−1]◦n) is different from Ker ([−1]◦n+1);
▷ for any sequence a ∈ TN the sum∑
n∈N
an[−n]
is well defined in T.
The last point comes from the fact that the sum reduces to a finite sum
on each column so that for i, j ∈N we have∑
n∈N
an[−n]

ij
=
∑
n≤ j
(an)i,j−n .
Additionally, let Σ : T −→ R be your preferred choice of linear exten-
sion of the usual sum of finitely supported sequences. Although not
invariant under the shift we still have that
Im (Σ ◦ [−1]) = Im (Σ) = R ,
with the consequence that⋂
n∈N
Im (Σ ◦ [−1]◦n) , 0 .
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Our algebra is now declared to be the vector space Λ = T ⊕ R with
the endomorphism
ε =
(
[−1] 0
Σ 0
)
.
By construction we have:⋂
n∈N
Im (εn) = 0 ⊕R .
Indeed, for n ∈ N let an be the element of T such that anij = δinδj0,
that is an has only one non-zero coefficient in position (n, 0). Since
εn =
(
[−1]◦n 0
Σ ◦ [−1]◦n−1 0
)
,
we have for any real λ, εn(λan, 0) = (0, λ).
Finally we construct the map S : ΛN −→ Λ in the following way.
Let a be a sequence in Λ, this is the data of sequences a′ ∈ TN and
a′′ ∈ RN, such that a = (a′, a′′). We let
S(a) =
∑
n∈N
a′n[−n], Σ
∑
n∈N
a′n+1[−n]
+ a′′0
 .
The map S : ΛN −→ Λ is linear and satisfies the unit axiom by con-
struction. Let us check that it also satisfies the associativity axiom.
Let (aij)i,j ∈N be a matrix with coefficients in Λ = T⊕R. Summing
all columns, we get a sequence in Λ whose general term is:
Sj(aij) =
∑
j ∈N
a′ij [−j], Σ
∑
j ∈N
a′i,j+1[−j]
+ a′′i0
 .
Summing now on lines, we get:
SiSj(aij)
′ =
∑
i,j ∈N
a′ij [−i − j] ;
SiSj(aij)
′′ = Σ
 ∑
i,j ∈N
a′i+1,j [−i − j]
+ Σ
∑
j ∈N
a′0,j+1[−j]
+ a′′00 ;
= Σ
 ∑
i+j ≥ 1
a′ij [−i − j + 1]
+ a′′00 .
In parallel, by first summing on the anti-diagonal — that is, using
the action of ∆ — we get a sequence of general term(
(aij)
∆
)
n
=
∑
i+j=n
aij ,
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so that:
S(a∆ij)
′ =
∑
n∈N
∑
i+j=n
a′ij [−n] ;
S(a∆ij)
′′ = Σ
∑
n∈N
∑
i+j=n+1
a′ij [−n]
+ a′′00 .
This ends the proof that (Λ, S) is an algebra over R[X]; it is not com-
plete.
§ 5. — assumptions
5.1 Semi-simplicity
From now on we suppose that C is semi-simple i.e every short ex-
act sequence in C must split. This assumption will have several con-
sequences.
Proposition 5.1.— There exists a combinatorial model structure on the
category Ch(C) where
▷ weak equivalences are the quasi-isomorphisms;
▷ fibrations are the degree-wise epimorphisms;
▷ cofibrations are the degree-wise monomorphisms.
In particular all objects are both fibrant and cofibrant.
Proposition 5.2.— Any closed symmetric monoidal structure on C satis-
fies the rewrite conditions of proposition 2.15. In addition, if {An}n∈Z is a
sequence of objects of C and B is another object of C, the natural map∏
n∈Z
An
 ⊗ B −→ ∏
n∈Z
An ⊗ B
is also a monomorphism.
Proof. — Let us start with the proof of the second condition. Since all
monomorphisms split in C, the tensor product is exact. Now let X be
any object of C and let us consider a sequence of subobjects
· · ·↣ Yn ↣ · · ·↣ Y1 ↣ Y0 .
For every integer n ≥ 1 the subobject Yn has a supplement Zn inside
Yn−1. If we let Y∞ be the intersection of all the Yn, we can now rewrite
Y0 as the sum
Y0 = Y∞ ⊕
⊕
n∈N
Zn .
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Since the tensor structure on C is closed, it commutes with sums
X ⊗ Y = X ⊗ Y∞ ⊕
⊕
n∈N
X ⊗ Zn .
For every integer n ≥ 1, the subspace X ⊗ Zn is the supplement of
X ⊗ Yn inside X ⊗ Yn−1, which implies that
X ⊗ Y∞ =
⋂
n∈N
X ⊗ Yn .
We shall now show that the first rewrite condition is also satis-
fied. First of all since C is semi-simple, there exists a small number
of simple objects {Xi}i∈I such that every object of C is a small sum of
these objects. These simple objects may be chosen so that they are
non-isomorphic to one another, in which case we have
HomC(Xi , Xj) = 0, . , j .
Using the enriched embedding lemma, we may then realise the cat-
egory C as a reflective localisation,
C ModRp
L
where
R =
∏
i ∈ I
EndC(Xi) .
Since every Xi is simple, EndC(Xi) is a skew-field for every i ∈ I. As
a consequence the category of R-modules is also semi-simple and the
localisation functor is left exact.
The bifunctor
ModR ×ModR C × C CL×L ⊗
may also be left lifted along L giving birth to a bifunctor
⊠ :ModR ×ModR −→ModR .
Since we are doing a lifting on the left and L is cocontinuous, the
new bifunctor is cocontinuous in each variable. Furthermore, since
L is a retraction of categories, the left lifting fits into the following
commutative square
ModR ×ModR ModR
C × C C
⊠
L×L L
⊗
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If we denote its adjoint bifunctor by ⟨−,−⟩ we may draw the following
commutative diagram
ModopR ×ModR ModR
Cop × C C .
⟨−,−⟩
p×p
[−,−]
p
From this setup, if we can prove that for any four left R-modules A, B,
C,D, the canonical map
⟨A, B⟩ ⊠ ⟨C, D⟩ −→ ⟨A ⊠ C, B⊠ D⟩ .
is injective, then the rewrite condition on (C,⊗, [−,−]) follows. This is
a direct consequence of the two commutative diagrams that we have
drawn and the fact that L is left exact.
Fortunately, bifunctors on the category of left R-modules that are
cocontinuous in each variables are classified by 2-fold bimodules [17].
That is, there exists a left R-module Ξ endowed with two other right
R-module structures such that for any two left R-modules M and N
we have
M ⊠ N ≃ (Ξ ⊗R M) ⊗R N .
As a consequence, we deduce the formula for the adjoint bifunctor,
⟨M, N⟩ ≃ HomR(Ξ ⊗R M, N) .
Let A, B, C, D be four left R-modules. Since any module on R is
projective, we get that the canonical map
Ξ ⊗R HomR(Ξ ⊗R A, B) −→ HomR(Ξ ⊗R A,Ξ ⊗R B)
is injective. For the same reason, the canonical map
HomR(Ξ ⊗R A,Ξ ⊗R B) ⊗R HomR(Ξ ⊗R C, D)
HomR(Ξ ⊗R ((Ξ ⊗R A) ⊗R C), (Ξ ⊗R B) ⊗R D)
is also injective. And since the tensor product over R preserves inject-
ive morphisms, we get by composition that
⟨A, B⟩ ⊠ ⟨C, D⟩ −→ ⟨A ⊠ C, B⊠ D⟩
is injective.
For the proof of the additional statements, we shall use the same
idea as before: as products in Cmay be computed in the category of R-
modules and the reflection preserves monomorphisms, we need only
show that the statement hold in the category of R-modules. Given
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a sequence of left R-modules {An}n∈Z and a right R-module Ξ, the
natural map
Ξ ⊗R
∏
n∈Z
An −→
∏
n∈Z
Ξ ⊗R An
is indeed a monomorphism since all R-modules are retract of free
modules and monomorphisms are stable under retracts. Using this
fact twice and the fact that the tensor product of R-modules preserves
monomorphisms, we can deduce that the natural compositionΞ ⊗R ∏
n∈Z
An
 ⊗R B −→
∏
n∈Z
Ξ ⊗R An
 ⊗R B −→ ∏
n∈Z
(Ξ ⊗R An) ⊗R B
is a monomorphism in the case Ξ is a 2-fold bimodule and B is a left
R-module. We conclude using the classification of bifunctors that pre-
serve colimits in each variable.
We shall now show that, although when C is semi-simple, Ch(C) is
usually not semi-simple, it still satisfies the rewrite conditions.
Proposition 5.3.— If Ch(C) is endowed with the induced closed mon-
oidal structure coming from C, it satisfies the rewrite conditions of propos-
ition 2.15.
Proof. — Let X be a chain complex in C and let
· · ·↣ Yα ↣ · · ·↣ Y1 ↣ Y0 .
be a projective system of subobjects. Then by definition of the induced
tensor product on Ch(C), we have
X ⊗
⋂
α∈N
Yα =
⊕
n∈Z
⊕
p+q=n
Xp ⊗
 ⋂
α∈N
Yα

q
Since limits are computed degree-wise in Ch(C) and the tensor in C
commutes with countable intersections, we have
Xp ⊗
 ⋂
α∈N
Yα

q
=
⋂
α∈N
Xp ⊗ Yαq
for any integers p and q. The tensor product in C commutes with
countable intersections as C is semi-simple; the same proof shows that
it is the case for every cocontinuous functor, such as the sum. Addi-
tionally, sums are computed degree-wise in C, so we can conclude that
X ⊗
⋂
α∈N
Yα =
⋂
α∈N
⊕
n∈Z
⊕
p+q=n
Xp ⊗ Yαq =
⋂
α∈N
X ⊗ Yα .
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For the second rewrite condition, let A, B, C, D be four chain com-
plexes in C. By proposition 2.15, the following natural composition∏
p ∈Z
[Ap, Bn+p] ⊗
∏
q ∈Z
[Cq, Bm+q]
∏
p,q ∈Z
[Ap, Bn+p] ⊗ [Cq, Dm+q]
∏
p,q ∈Z
[Ap ⊗ Cq, Bn+p ⊗ Dm+q]
is a monomorphism for any integers n,m since C is semi-simple. As
sums are exact in C and sums are computed degree-wise in Ch(C), we
deduce that
[A, B] ⊗ [C, D] −→
⊕
n,m∈Z
∏
p,q ∈Z
[Ap ⊗ Cq, Bn+p ⊗ Dm+q]
is a monomorphism. Since filtered colimits are exact in C, a sum of
disjoint monomorphisms is again a monomorphism. Using this fact
twice, we deduce that the following composition⊕
n,m∈Z
∏
p,q ∈Z
[Ap ⊗ Cq, Bn+p ⊗ Dm+q]
⊕
α∈Z
∏
p,q ∈Z
⊕
n+m=α
[Ap ⊗ Cq, Bn+p ⊗ Dm+q]
⊕
α∈Z
∏
p,q ∈Z
[Ap ⊗ Cq,
⊕
n+m=α
Bn+p ⊗ Dm+q] = [A ⊗ C, B⊗ D]
is a monomorphism, which ends the proof.
5.2 Characteristic zero
From now on, we shall either suppose that:
▷ we restrict our attention to planar operads;
▷ or that C is Q-linear.
We shall always suppose that we are in the second case and make a
comment each time on how to handle the planar case, if needed. We
now deduce the consequences of that assumption.
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Proposition 5.4.— Let p be an integer. The category Modsp(C) endowed
with the usual tensor structure induced from the one of C is a presentable
linear logos. Furthermore countable products are exact in this category
and the cotensor
∧ :Modsp(C)opS ×Modsp(C) −→Modsp(C)
preserves epimorphisms in both variables.
Proof. — The category CZ of graded objects in C and endowed with
the usual tensor product coming from C is a presentable linear logos
since it is a category of functors from a small category to a presentable
linear logos.
The category Modsp(C) is the category of modules over the endo-
functor sp : CZ → CZ, it is equivalent to the category of algebras over
the free monad generated by sp, its underlying functor is given by
Sp =
⊕
n∈N
snp .
Since the endofunctor sp is invertible and sums are exact in CZ, the
functor Sp is left exact and cocontinuous. From this we deduce that
Modsp(C) is a presentable (AB5) category. Moreover, the endofunctor
sp satisfies the equation
sp ⊗ sp = (−1)ps2p .
so that Sp is naturally endowed with the structure of a colax symmet-
ric monoidal functor. This implies that the closed symmetric mon-
oidal structure of CZ can be transferred to the category of Sp-algebras.
The transferred structure is exact as it comes from an exact tensor and
the forgetful functor to Modsp(C)→ CZ creates kernels.
Remark. — This forgetful functor commutes in fact with all limits and
colimits.
Because it is a category of algebras over a monad in CZ, products can
be computed in the category of graded objects, hence they are exact.
The last thing we need to show is that the cotensor preserves epi-
morphisms. Let us have a look to each of its components.
▷ First, as the category C is assumed to beQ-linear, the category of
sp-modules is also Q-linear, so that the canonical natural trans-
formation
(−)Sn −→ (−)
Sn
is an isomorphism. As a consequence the invariant functor pre-
serves epimorphisms in each variable. The same is true if one
restricts its attention to planar sequences;
▷ Second, since the tensor product is closed it preserves epimorph-
isms in each variable. By composition the functor
X 7−→ X⊗n
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preserves epimorphisms for every natural n;
▷ Third, countable products preserve epimorphisms as we have
already said;
▷ Lastly let us call an sp-module Z inner-projective if for every
epimorphism f : X → Y of sp-modules the induced map
[Z, f ] : [Z, X]→ [Z, Y]
is also an epimorphism in Modsp(C). We claim that every mod-
ule over sp is inner-projective. This may be checked through the
forgetful functor Modsp(C) → CZ. It is an epimorphism if for
every k ∈ Z, the morphism
[Z, f ]k :
∏
i ∈Z
[Z(i), X(i + k)]→
∏
i ∈Z
[Z(i), Y(i + k)]
is itself an epimorphism in C. This is a consequence of the fact
that since all epimorphisms are split in C, all objects are inner-
projective in C and products preserve epimorphisms. A dual
proof shows that all sp-modules are inner-injective, that is, for
every sp-module Z, the functor
[−, Z] :Mod(C)op −→Modsp(C)
preserves epimorphisms.
The cotensor preserves epimorphisms in each variable because it
is a composition of functors that do so.
Remark 5.5. — A similar proof shows that (Ch(C),⊗) is also a present-
able linear logos.
We also have the following preservation property from the free
cogebra functor.
Proposition 5.6.— Let P be an operad in Ch(C), then the free cogebra
functor
LP : Ch(C) −→ Ch(C)
preserves the degree-wise epimorphisms.
Proof. — By construction, the functor LP is obtained using categor-
ical constructions on chain complexes that commute with the forget-
ful functor Ch(C) → CZ. As a consequence the functor LP also com-
mutes with the forgetful functor.
Since all degree-wise epimorphisms are split in CZ, they are pre-
served by all functors with domain CZ. The combination of those two
facts explains why LP preserves degree-wise epimorphisms.
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§ 6. — derivations and coderivations
This section deals with the transition from graded operads to operads
in Modsp(C). The added data corresponds to what is called a deriva-
tion. We develop in particular the theory of coderivations of graded
cogebras over an operad and the theory of derivations of algebras over
an operads.
6.1 Derivations on operads and coperads
Let us recall well-known facts about derivations and coderivations on
operads and coperads [13].
Definition 6.1.— By graded operad, graded coperad, graded algebra and
graded cogebra, we mean an operad, coperad etc. .n the linear logos (CZ,⊗)
of graded objects in C.
Definition 6.2.— Let (P,m, η) be a graded operad. A degree p derivation
d on this operad is the data of degree p maps d(n) : P(n) → P(n) such
that the following equation between maps from P ⋄ P to P holds.
d ◦m = m ◦ (d ⋄ IdP + IdP ⋄′ d)
Definition 6.3.— Let (Q,w, τ) be a graded coperad. A degree p coderiv-
ation d on this coperad is the data of degree p maps d(n) : Q(n) → Q(n)
such that the following equation between maps from Q to Q ⋄ Q holds.
w ◦ d = (d ⋄ IdQ + IdQ ⋄′ d) ◦ w
Proposition 6.4.— The category of graded operads endowed with a degree
p derivations and whose morphisms commute with the derivations is iso-
morphic to the category operads in Modsp(C). Similarly, the category of
graded coperads with degree p coderivations and whose morphisms com-
mutes with the coderivations is isomorphic to the category coperads in
Modsp(C).
Proposition 6.5.— Let (P,m, η) be a graded operad. The derivations of
P may be organised into a graded Lie algebra (Der(P), [ . .), where the
bracket is given by
[d, d′ ] = d ◦ d′ − (−1)|d||d′ |d′ ◦ d .
Similarly, for (Q,w, τ) a graded coperad. The coderivations of Qmay be or-
ganised into a graded Lie algebra (CoDer(Q), [ . .) whose bracket is defined
similarly.
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Lemma 6.6.— Let M be a symmetric sequence and let f , g : M → M be
maps of degrees respectively p and q. Then the following equality holds
between degree p + q maps from M ⋄ M to itself
((f g) ⋄ Id + Id ⋄′ (f g)) − (−1)|f ||g | ((gf ) ⋄ Id + Id ⋄′ (gf )) =
(f ⋄ Id + Id ⋄′ f ) ◦ (g ⋄ Id + Id ⋄′ g)
− (−1)|f ||g | (g ⋄ Id + Id ⋄′ g) ◦ (f ⋄ Id + Id ⋄′ f ) .
Proof. — It suffices to develop the right hand term of the equation.
Proof of proposition 6.5. — It is a straightforward consequence of the
previous lemma.
If (P,m, η) is a free graded operad, then the derivations of P are
determined by their values on the generators. Similarly, if (Q,w, τ) is
a free graded locally conilpotent coperad, then the coderivations of Q
are determined by their projections on the cogenerators.
Proposition 6.7.— Let (TM,m, η) be a free graded operad and let i :
M → TM be the inclusion of the generators into the operad TM. Then the
map d 7→ d ◦ i is a linear bijection between the set of degree p derivations
of TM and the set of degree p maps from M to TM.
Proposition 6.8.— Let (TM,w, τ) be a free locally conilpotent graded
coperad and let π : TM → M be the projection on the cogenerators. Then
the map d 7→ π◦ d is a linear bijection between the set of degree p coderiv-
ations of TM and the set of degree p maps from TM to M.
6.2 Derivations of an algebra over a coperad
Definition 6.9.— Let (Q,w, τ) be a graded coperad, let dQ be a degree p
coderivation of Q, and let (Λ, a) be a graded Q-algebra. We call a deriva-
tion of Λ relatively to dQ a degree p map d from Λ to itself such that the
following equality holds between maps from ΛQ to Λ
a ◦
(
X(Id, d)Q − ΛdQ
)
= d ◦ a .
We denote by DerdQ(Λ) the set of derivations of Λ relatively to dQ.
Remark 6.10. — Let (Q,w, τ) be a graded coperad with coderivation
dQ. Then, the category of Q-algebras in Modsp(C) is canonically iso-
morphic to the category of graded Q-algebras with a derivation relat-
ively to dQ and whose morphisms commute with the derivations.
The zero coderivation of a coperad may be considered as a deriva-
tion of degree p for any integer p. Therefore, one can consider deriva-
tions of Λ relatively to the zero derivation having any degree.
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Definition 6.11.— We denote by Der(Λ) the graded set of derivations of
Λ relatively to the zero derivation of Q.
Proposition 6.12.— The graded set Der(Λ) has a canonical structure of
graded Lie algebra whose bracket is given by
[d, d′ ] = d ◦ d′ − (−1)|d||d′ |d′ ◦ d .
Proof. — It comes from the fact that for any integer n
([d, d′ ])(n) = (d ◦ d′)(n) − (−1)|d||d′ |(d′ ◦ d)(n)
= d(n) ◦ d′(n) − (−1)|d||d′ |d′(n) ◦ d(n) .
which may be proven by developing the right hand of the equation.
Proposition 6.13.— Let (Q,w, τ) be a graded coperad equipped with a
coderivation dQ of degree p. If it is not empty, the set DerdQ(Λ) is an
affine space of direction Der(Λ)p .
Proof. — Suppose that DerdQ(Λ) is not empty. Let d be a derivation.
Then, a map d′ is a derivation of Λ relatively to dQ, if and only if d′ − d
is a derivation of Λ relatively to zero.
6.3 Ideals and derivations
Let Q be a graded coperad with coderivation.
Proposition 6.14.— Let (Λ, a) be a graded Q-algebra and let D be a de-
rivation of Λ of degree p. Then a graded ideal I of (Λ, a) is an ideal of
Q-algebra with derivation (Λ, a, D) if and only if D(I)↣ I.
Proof. — We already know that I is a graded ideal, so that the quotient
map Λ −→ Λ/I is a map of graded Q-algebras. Since I is the kernel of
that map, the descend condition for Λ/I to inherit the derivation of
Λ is that D(I)↣ I.
Lemma 6.15.— Let Λ be a Q-algebra and let {Ip}p ∈P be a set of ideals of
Λ, then the intersection
⋂
p Ip is again an ideal of Λ.
Proof. — For every p ∈ P, let πp : Λ → Λ/Ip be the morphism of
Q-algebras associated to the ideal Ip. Since the category of Q-algebras
is a category of algebras over a monad, products may be computed in
the ground category. As a consequence, the intersection
⋂
p Ip is the
kernel of the composition of Q-algebras maps
Λ
∏
p ∈ P
Λ
∏
p ∈ P
Λ/Ip
∆
∏
p πp
hence an ideal.
6 derivations and coderivations 45
Consequently, it makes sense to define the ideal generated by a
graded subobject of an algebra.
Definition 6.16.— Given a Q-algebra Λ and a subobject X of Λ, we shall
denote by (X) the smallest ideal of Λ that contains X. It is the intersection
of all the ideals of Λ that contain X.
Proposition 6.17.— Assume X is a subobject of a Q-algebra (Λ, a). Then
the ideal generated by X is the image
(X) = a
(
X(Λ, X)Q
)
.
Proof. — Let us first remark that given X a graded subobject of Λ, the
following sequence is graded exact
X(Λ, X)Q −→ ΛQ −→ (Λ/X)Q .
As a consequence of this fact and of proposition 4.9, X is an ideal of Λ
if and only if we have
a
(
X(Λ, X)Q
)
↣ X .
Let us denote by I the image a
(
X(Λ, X)Q
)
. By the unit property of Λ,
the subobject X sits inside of I and since (X) is an ideal we get
X ↣ I↣ a
(
X(Λ, (X))Q
)
↣ (X) .
Hence we only need to show that I is an ideal. That is
a
(
X
(
Λ, a
(
X(Λ, X)Q
))Q)
↣ a
(
X(Λ, X)Q
)
.
That is a direct consequence of the associativity condition for (Λ, a).
Corollary 6.18.— Let D be a derivation of a graded Q-algebra (Λ, a)
and let X be a graded subobject of Λ. Let us write I = (X) the graded ideal
generated by X. If D(X)↣ I, then D stabilises I, that is, D(I)↣ I.
Proof. — Since D is a derivation of Λ and we have both X ↣ I and
D(X)↣ I, by the previous proposition we have
D(I) = D
(
a
(
X(Λ, X)Q
))
↣ a
(
X(Λ, I)Q
)
= I .
6.4 Derivations of free algebras
In this subsection (Q,w, τ, dQ) is again a graded coperad equipped
with a degree p coderivation. We deal here with the derivations of
the free Q-algebras, that is the algebras of the form XQ. We will de-
note by i the map X ≃ X1 → XQ. In the case where Λ = XQ is free, the
affine space DerdQ(Λ) has a canonical base point.
6 derivations and coderivations 46
Lemma 6.19.— The degree p map from XQ to itself defined by
dc = −XdQ .
is a derivation relatively to dQ. We shall call it the canonical derivation.
Proof. — It is a straightforward consequence of the fact that
(dQ ⋄ IdQ + IdQ ⋄′ dQ) ◦ w = w ◦ dQ
and of the sign rule of lemma 3.5.
Then, by proposition 6.13, the map d → d + dc is a bijection
between the set Der(Λ)p of degree p derivations of X
Q relatively to
the zero coderivation on Q and the set DerdQ(Λ) of derivations of X
Q
relatively to dQ.
Proposition 6.20.— The function from the set DerdQ(Λ) of derivations
of XQ relatively to dQ and the set of degree p maps X → XQ sending d to
its restriction on generators di is a bijection. The inverse function sends a
map f to the derivation
df := dc + a ◦X(i, f )Q .
Remark. — In particular, dc ◦ i = 0.
Lemma 6.21.— Suppose that dQ = 0. Then the result is true, that is the
function d 7→ di of proposition 6.20 is a bijection.
Proof. — Let us first show that this is an injection. The following
diagram is commutative.
(
X1
)Q (
XQ
)Q (
XQ
)Q
XQ XQ
∼
X(Id,d)Q
d
Then,
d = a ◦X(Id, d)Q ◦ iQ = a ◦X(i, d ◦ i)Q .
Then d is determined by d ◦ i. Conversely, let f be a degree p map
from X to XQ. Let us prove that the map
df = a ◦X(i, f )Q
is a derivation. This is equivalent to the following square being com-
mutative. (
XQ
)Q (
XQ
)Q
XQ XQ .
X(Id,df )
Q
df
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This square can be decomposed as follows.(
XQ
)Q ((
XQ
)Q)Q (
XQ◦Q
)Q (
XQ
)Q
XQ ⋄Q
(
XQ
)Q ⋄Q
XQ ⋄Q ⋄Q XQ ⋄Q
XQ
(
XQ
)Q
XQ ⋄Q XQ
α
X(i,f )Q ⋄Q
Xw (XQ)
w
Xw ⋄ Id Xw
X(i,f )Q X
w
where
α =X(iQ,X(i, f )Q)
Q
All these squares are commutative. So df is a derivation.
Proof of proposition 6.20. — On the one hand, by lemma 6.21, we have
a bijection between degree p maps from X to XQ and derivations of
XQ relatively to zero. On the other hand, we have a bijection relating
derivations of XQ relatively to zero to derivations of XQ relatively to
dQ which sends d to d+ dc. The bijection of the proposition is actually
the composite of these two bijections.
Proposition 6.22.— Let (Λ, a, dΛ) be a Q-algebra equipped with a de-
rivation dΛ and let (XQ, a, df ) be a free graded Q-algebra equipped with
a derivation induced by a degree p map f : X → XQ. The morphism of
graded Q-algebras g† induced by a graded map g : X → Λ commutes with
derivations if and only if
g† ◦ f = dΛ ◦ g .
Proof. — Suppose that g† ◦ df = dΛ ◦ g†. Then, g† ◦ df ◦ i = dΛ ◦ g† ◦ i,
that is, g† ◦ f = dΛ ◦ g. Conversely, suppose that g† ◦ f = dΛ ◦ g. On
the one hand, g†df equals the sum of the two following compositions:
XQ
(
XQ
)Q (
ΛQ
)Q
Λ .
XQ XQ ΛQ Λ .
X(i,f )Q (gQ)
Q
−XdQ gQ
On the other hand, since dΛ is a derivation, dΛg† equals the sum of
the two following compositions:
XQ ΛQ ΛQ Λ .
XQ ΛQ ΛQ Λ .
gQ X(Id,dΛ)
Q
gQ −ΛdQ
The first composite map equals the third one, and the second one
equals the fourth one.
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Proposition 6.23.— Suppose that p, the degree of dQ is odd and that dQ
is square zero. Let f : X → XQ be a degree p map. Then d2f = 0 if and
only if df ◦ f = 0.
The proof of this proposition is a direct consequence of the follow-
ing lemma:
Lemma 6.24.— If p, the degree of dQ is odd, then
d2f = a ◦X(i, df ◦ f ) + d2c .
Proof. — The square d2f is the following map
d2f = d
2
c
−
(
XQ
)dQ ◦ a ◦X(i, f )Q
− a ◦X(i, f )Q ◦
(
XQ
)dQ
+ a ◦X(i, f )Q ◦ a ◦X(i, f )Q .
Since dc is a derivation, we have the following equality between maps
from
(
XQ
)Q
to XQ
XdQ ◦ a = a ◦
(
XQ
)dQ
+ a ◦X
(
Id, XdQ
)Q
.
Since the degrees of dQ and f are odd, then(
XQ
)dQ ◦X(i, f )Q +X(i, f )Q ◦ XdQ = 0 .
So, (
XQ
)dQ ◦ a ◦X(i, f )Q + a ◦X(i, f )Q ◦ (XQ)dQ
= a ◦X(Id, XdQ)Q ◦X(i, f )Q
= a ◦X(i, XdQ ◦ f )Q .
The last equality follows from the fact that XdQ ◦ i = 0. Moreover,
since a ◦X(i, f )Q is a derivation relatively to zero, then,
a ◦X(i, f )Q ◦ a ◦X(i, f )Q = a ◦X
(
Id, a ◦X(i, f )Q
)Q ◦X(i, f )Q .
Since the degree of f is odd and since f = a ◦X(i, f )Q ◦ i, then
X
(
Id, a ◦X(i, f )Q
)Q ◦X(i, f )Q =X (i, a ◦X(i, f )Q ◦ f )Q .
Hence,
aQ ◦X
(
iQ,X(i, f )Q
)Q ◦X(i, f )Q =X(i, a ◦X(i, f )Q ◦ f ) .
Finally, we have
d2f = a◦X(i, (a ◦X(i, f )Q − XdQ) ◦ f )
Q
+ d2c = a◦X(i, df ◦ f )+ d2c .
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6.5 Coderivation of a cogebra over an operad
The notion of coderivations of P-cogebras is defined dually to the no-
tion of derivations of algebras.
Definition 6.25.— Let (P,m, η) be a graded operad and let dP be a degree
p derivation of P. Let (V, a) be a graded P-cogebra. A coderivation of V
relatively to dP is a degree p map d : V → V such that
a ◦ d =
(
X(IdV, d)
P − VdP
)
◦ a .
The set of coderivations of V relatively to dP shall be denoted coDerdP(V).
Remark 6.26. — Let (P,m, η) be a graded operad with derivation dP.
The category of P-cogebras in Modsp(C) is canonically isomorphic to
the category of graded P-cogebras with a coderivation relatively to dP
and whose morphisms commute with the coderivations.
The zero derivation of an operad may be considered as a derivation
of degree p for any integer p. Therefore, one can consider derivations
of V relatively to the zero derivation having any degree.
Definition 6.27.— Let (P,m, η) be a graded operad and (V, a) be a P-
cogebra. We denote by coDer(V) the graded set of coderivations of V rel-
atively to the zero derivation of P.
Proposition 6.28.— The graded set coDer(Λ) has a canonical structure
of graded Lie algebra whose bracket is given by
[d, d′ ] = d ◦ d′ − (−1)|d||d′ |d′ ◦ d .
Proof. — The proof follows from the same arguments as the proof of
proposition 6.12.
Proposition 6.29.— Let (Q,w, τ) be a graded coperad equipped with a
coderivation dQ of degree p. If it is not empty, the set coDerdP(Λ) is an
affine space of direction coDer(Λ)p.
Proof. — The proof follows from the same arguments as the proof of
proposition 6.13.
6.6 Coderivations of free cogebras
In this subsection (P,m, η, dP) is again a graded operad equipped with
a degree p derivation. We deal here with the coderivations of the free
graded P-cogebras, that is the graded cogebras of the form LPX. As a
short notation, we shall use π for the map induced by Xη
π : XP −→ X
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or its composite
π : LP(X)↣ XP −→ X .
Compared to the study of derivations on free Q-algebras, a little more
spiciness is expected for LP does not have a simple description: we
need to make sure that all constructions on XP descend correctly on
LP(X).
Lemma 6.30.— Let X, Y be two objects of CZ. Let f : X → Y be a graded
morphism and let g : X → Y be a degree p map. Then, the composite map
LP(X)↣ XP
X(f ,g)P−−−−−−−→ YP
factorises through LP(Y). The induced map from LPX to LPY shall also be
denotedX(f , g)P.
Proof. — The strategy of the proof is to show by induction that the
shuffle map X(f , g)P is well defined as map from LPn(X) to LPn(Y).
Let us reuse the notations ιn and δn to denote the maps constructed
inductively
ιn(X) : L
P
n(X)→ LPn−1(X)
δn(X) : L
P
n(X)→ LPn−1 ◦ LPn−1(X) .
Level n = 0 is given by assumption, here is why it factors through LP1 .
Let us recall the construction of L1(X)
L1(X)
(
XP
)P
XP XP ⋄P
δ1(X)
ι1(X)
⌟
l(P,P,X)
Xm
Hence the mapX(f , g)P factors through L1(Y) if we can define an-
other map LP1 (X)→
(
YP
)P
such that both maps coïncide in YP ⋄P. Our
candidate is the following map
LP1 X
δ1(X)−−−−→
(
XP
)P X(f P,X(f ,g)P)P−−−−−−−−−−−−−−−−−→ (YP)P .
Then,
Ym ◦X(f , g)P ◦ ι1(X) =X(f , g)P ⋄P ◦ Xm ◦ ι1(X)
=X(f , g)P ⋄P ◦ l(P,P, X) ◦ δ1(X)
= l(P,P, Y) ◦X
(
f P,X(f , g)P
)P ◦ δ1(X) .
So thatX(f , g)P ◦ ι1(X) factors through LP1 (Y).
As the diagrams involved for the general case are pretty inconveni-
ent to display, we shall only show how to induce to LP2 ; the general
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case is treated in the same way. For this let us write the full diagram
of definition of LP2 (X) [5, Section 2.7 Diagram D]:
LP2 (X) L
P
1 ◦ LP1 (X)
((
XP
)P)P
LP1 (X)
(
XP
)P
XP XP ⋄P XP ⋄P ⋄P .
As LP2 (X) is the limit of a diagram of the shape above, in order to show
thatX(f , g)P can be factored through as a map
X(f , g)P : LP2 (X) −→ LP2 (Y) .
it is enough to construct of morphism between the two diagrams that
define them. Using what we have built before, we already have what
to use for the lower left corner. For the third column we shall use the
following morphisms
X(f , g)P ⋄P ⋄P : XP ⋄P ⋄P −→ YP ⋄P ⋄P
X
(
f P,X
(
f P,X(f , g)P
))
:
((
XP
)P)P −→ ((YP)P)P .
Finally, for the middle top spot, we use the composition
X
(
f P,X(f , g)P
)
: LP1 ◦ LP1 (X) −→ LP1 ◦ LP1 (Y)
where by f P we mean LP1 (f ) : L
P
1 (X)→ LP1 (Y).
We now have to check the commutativity of this middle top arrow
with each of the top parallel pair of arrows. Fortunately, thanks to the
monomorphisms in the diagram, this can be checked using the bottom
parallel pair where it becomes nothing but the equations
YIdP ⋄m ◦X(f , g)P ⋄P =X(f , g)P ⋄P ⋄P ◦ XIdP ⋄P;
Ym ⋄ IdP ◦X(f , g)P ⋄P =X(f , g)P ⋄P ⋄P ◦ Xm ⋄ IdP .
Such a morphism of diagrams induces a morphism between their lim-
its
X(f , g)P : LP2 (X) −→ LP2 (Y) .
Repeating this proof for every n, we obtain factorisation
X(f , g)P : LPn(X)→ LPn(Y)
for every natural n and thus a map on the intersection:
X(f , g)P :
⋂
n∈N
LP(X) −→
⋂
n∈N
LPn(Y) .
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We also need to know that we can induce a coderivation on LP(X)
by defining it on XP.
Lemma 6.31.— The following composite map
LPX ↣ XP
XdP−−−→ XP
factorises through LPX. The induced map from LPX to itself will also be
denoted XdP .
Proof. — We use the same notations and the same layout as in the
proof of lemma 6.30. Consider the two following degree p composite
maps
LP1 X
ι1(X)−−−−→ XP XdP−−−→ XP .
LP1 X
δ1(X)−−−−→
(
XP
)P (XP)dP+X(IdX,XdP)P−−−−−−−−−−−−−−−−−−−−−→ (XP)P .
Then,
Xm ◦ XdP ◦ ι1(X) = XdP ◦m ◦ ι1(X)
= Xm ◦ (dP ⋄ IdP+ IdP ⋄′ dP) ◦ ι1(X)
= XdP ⋄ IdP+IdP ⋄′ dP ◦ Xm ◦ ι1(X)
= XdP ⋄ IdP+IdP ⋄′ dP ◦ l(P,P, X) ◦ δ1(X)
= l(P,P, X) ◦
((
XP
)dP
+X(IdXP , X
dP)
P
)
◦ δ1(X) .
Thus, both maps and in particular XdP ◦ ι1(X) factorise through LP1 X.
For the induction to LP2 , we shall only describe the relevant maps
that induce a morphism of diagrams and refer to the proof of the pre-
vious lemma. For the third column we shall use the following morph-
isms
XdP ⋄ IdP ⋄ IdP+IdP ⋄′ (dP ⋄ IdP)+IdP ⋄′ (IdP ⋄′ dP) : XP ⋄P ⋄P −→ XP ⋄P ⋄P
and for the map
((
XP
)P)P −→ ((XP)P)P:
((
XP
)P)dP
+X
(
Id(XP)P ,
(
XP
)dP)P
+X
(
Id(XP)P ,X
(
IdXP , X
dP
)P)P
.
Finally, for the middle top spot, we use the map(
LP1 (X)
)dP
+X
(
IdLP1 (X), X
dP
)P
: LP1 ◦ LP1 (X) −→ LP1 ◦ LP1 (X) .
The same type of construction allows us to reduce to LPn(X) and then
to the intersection
XdP :
⋂
n∈N
LPn(X) −→ LPn(X) .
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In the case where V = LPX is free, the affine space coDerdP(V) has
a canonical base point.
Lemma 6.32.— Given any chain complex X, there exists a degree p code-
rivation dc of the free P-cogebra LPX such that the following diagram is
commutative
LP(X) LP(X)
XP XP .
dc
−XdP
We shall call the coderivation dc the canonical coderivation of LP(X).
Proof. — Thanks to lemma 6.31, we already know that the map −XdP
factors through LP(X); we call it dc and we only need to show that it
is indeed a coderivation of LP(X).
Consider the following cubical diagram:
XP ⋄P XP ⋄P
(LP(X))
P
(LP(X))
P
XP XP
LPX LPX .
Xm
−XdP ⋄ Id+Id ⋄′ dP
X(IdX, dc)
P+(LPX)
−dP
−XdP
Xm
a
dc
a
We know that all the faces but the front one are commutative. Since
the map (LP(X))
P → XP ⋄P is a monomorphism, then the front face is
also commutative.
We may now describe the structure of a coderivation on a free P-
cogebra . Let us first see how to extend a degree p map LPX → X in
the case where dP = 0.
Lemma 6.33.— Let f : LPX → X be a degree p map. Then the composite
map
df : L
PX
wP(X)−−−−−→ LPLPX X(π,f )
P
−−−−−−−−→ LPX
is a coderivation of LPX relatively to zero. Where wP : LP → LP ◦ LP is
the coproduct of the comonadWP. Abusing notations, we shall write that
df =X(π, f )
P ◦ a .
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Proof. — First notice that by the coreflection theorem [5, Theorem
2.7.11] that extends the monomorphism LP ↣ (−)P into a mono-
morphism of lax comonads, the map df can be rewritten using the
following commutative diagram
LPX
(
LPX
)P
XP
LPLPX LPX
a
wP(X)
X(π,f )P
X(π,f )P
Let us also recall that the cogebra structure of LPX is given by
LPX
(
LPX
)P
XP XP ⋄P
a
j
Xm
Using all the monomorphisms at our disposal, we deduce that df is a
coderivation if and only if
Xm ◦X(π, f )P ◦ a = j ◦X
(
IdLP(X),X(π, f )
P ◦ a
)P ◦ a .
To conclude, it suffices to notice that the following diagrams are com-
mutative:
LPX
(
LPX
)P
XP
(
LPX
)P ⋄P
XP ⋄P .
a X(π,f )
P
(LPX)
m
Xm
X(π,f )P ⋄P
LPX
(
LPX
)P (
LPX
)P
(
LPX
)P ⋄P
XP ⋄P .
a X
(
IdLP(X),X(π,f )
P
)P
(LPX)
m
j
X(π,f )P ⋄P
Proposition 6.34.— The function d 7−→ π ◦ d sending a coderivation
relative to dP, to its projection on X is a bijection. Its inverse function
sends a map f : LPX → X to the coderivation
df = dc +X(π, f )
P ◦ a .
Remark. — In particular, π ◦ dc = 0.
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Proof. — In the case where dP = 0, the bijection is given by the pre-
vious lemma. In the general case, we know that the set coDerdP(L
PX)
is non empty since dc is a coderivation. So by proposition 6.29, it is
in bijection with the set of coderivations relatively to zero which is in
bijection with the set of degree p maps LP(X)→ X.
Proposition 6.35.— Consider a graded P-cogebra (V, a) with coderiva-
tion dV and a free graded P-cogebra LPX with coderivation df induced
by a degree p map f : LPX → X. Let g : V −→ X be graded map. Its
extension as a morphism of graded P-cogebras g† commutes with the code-
rivations if and only if f ◦ g† = g ◦ dV.
Proof. — Suppose that g† is a morphism of P-cogebras. Then,
π ◦ df ◦ g† = π ◦ g† ◦ dV =⇒ f ◦ g† = g ◦ dV .
Conversely, suppose that f ◦ g† = g ◦ dV. Since dV is a coderivation,
we get
g† ◦ dV = gP ◦
(
X(IdV, dV)
P − VdV
)
◦ a .
hence using the assumption
g† ◦ dV =
(
X(π, f )P − XdP
)
◦
(
g†
)P ◦ a = df ◦ g† .
Proposition 6.36.— Suppose that dP is an odd degree p square zero de-
rivation. Let f : LPX → X be a degree p map. Then d2f = 0 if and only if
f ◦ df = 0.
The proof of this proposition is a direct consequence of the follow-
ing lemma:
Lemma 6.37.— Suppose that p, the degree of dP, is odd. Let f : LPX → X
be a degree p map. Then
d2f =X(π, f ◦ df ) ◦ a+ d2c .
Proof. — The map d2f is as follows
d2f = d
2
c
− XdP ◦X(π, f )P ◦ a
−X(π, f )P ◦ a ◦ XdP
+X(π, f )P ◦ a ◦X(π, f )P ◦ a .
Since dc is a coderivation, then
a ◦ XdP =
(
X
(
Id, XdP
)P
+
(
LPX
)dP) ◦ a .
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Besides, since the degree of f and dP is odd, then we have the follow-
ing equality between maps from (LPX)
P
to XP
XdP ◦X(π, f )P +X(π, f )P ◦
(
LPX
)dP
= 0 .
So,
XdP ◦X(π, f )P◦a+X(π, f )P◦a◦XdP =X(π, f )P◦X
(
Id, XdP
)P◦a .
Since π ◦ XdP = 0, then
X(π, f )P ◦X(Id, XdP)P =X
(
π, f ◦ XdP
)P
.
So,
XdP ◦X(π, f )P ◦ a+X(π, f )P ◦ a ◦ XdP =X
(
π, f ◦ XdP
)P ◦ a .
Besides, sinceX(π, f )P ◦ a is a coderivation relatively to zero, then(
X(π, f )P ◦ a
)2
=X(π, f )P ◦X
(
Id,X(π, f )P ◦ a
)P ◦ a
=X
(
π, f ◦X(π, f )P ◦ a
)P ◦ a .
The last equality follows from the fact that π ◦X(π, f )P ◦ a = f and
the fact that the degree of f and df is odd. Finally,
d2f =X
(
π, f ◦X(π, f )P ◦ a
)P ◦ a −X (π, f ◦ XdP)P ◦ a+ d2c
=X(π, f ◦ df )P ◦ a+ d2c .
§ 7. — curved coperads
7.1 Definitions and properties
Definition 7.1.— A curved coperad is the data of a graded coperad with
coderivation (Q,w, τ, d) equipped with a degree −2 map θ : Q (1) −→ 1
such that θ ◦ d = 0 and d satisfies the curvature equation
d2 = (θ ⋄ IdQ − IdQ ⋄X(τ, θ)) ◦ w .
Definition 7.2.— A (curved) Q-algebra is the data of a graded Q-algebra
with derivation (Λ, a, dΛ) whose derivation satisfies the curvature equa-
tion
d2Λ + a ◦ Λθ = 0 .
The category of Q-algebras is the full subcategory of the category of differ-
ential graded algebras over Q whose objects are the curved algebras over Q.
We define likewise the full subcategory of complete Q-algebras when Q is
locally conilpotent. The first category shall be denoted by Q-Alg and the
second by Q-Âlg.
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Proposition 7.3.— Let (XQ, a) be a free graded Q-algebra and let df be
a derivation of XQ induced by a degree −1 map f : X → XQ. Then,
(XQ, a, df ) is a curved Q-algebra if and only if
df ◦ f + Xθ = 0 .
Proof. — Suppose first that XQ is curved, that is d2f + a ◦ (XQ)
θ
= 0.
Then by restriction,(
d2f + a ◦
(
XQ
)θ) ◦ i = df ◦ f + Xθ = 0 .
where i = Xτ is the inclusion of X in XQ.
Conversely, suppose that df ◦ f +Xθ = 0. We know by lemma 6.24
that
d2f = a ◦X(i, df ◦ f )Q + d2c
with dc the canonical derivation on XQ induced by dQ. Since
d2c = X
dQ ◦ XdQ = −Xd2Q
and
d2Q = (θ ⋄ IdQ − IdQ ⋄X(τ, θ)) ◦ w .
we get
d2c = a ◦X(i, Xθ)Q − a ◦
(
XQ
)θ
so that d2f + a ◦
(
XQ
)θ
= 0.
Proposition 7.4.— Let Q be a locally conilpotent curved coperad, then the
category of complete curved Q-algebras is presentable.
Proof. — Thanks to corollary 4.25 we know that the category of com-
plete graded Q-algebras with derivation is a reflective subcategory of
the presentable category of graded Q-algebras with derivation:
Q-Âlg
gr
Q-Alggr
We shall now prove that the subcategory of curved Q-algebras is also
reflective. For this let (Λ, a, dΛ) be a graded Q-algebra with deriva-
tion. Let I be the smallest ideal of Λ that contains the image of the
map d2Λ + a ◦ Λθ. Then by construction the quotient algebra Λ/I is a
curved Q-algebra. Moreover any morphism of graded Q-algebras with
derivation f : Λ −→ Γ where Γ is curved must be trivial on the image
of d2Λ + a ◦ Λθ and thus, thanks to proposition 6.17, factors uniquely
to a map of curved Q-algebras f : Λ/I −→ Γ . Hence we have
Q-Alg Q-Alggr .
The category of complete curved Q-algebra becomes then the intersec-
tion of two reflective subcategories of a presentable category, hence it
is also presentable.
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7.2 Operadic Bar adjunction
In this subsection, we recall the Bar adjunction introduced in Homo-
topy theory of unital algebras [10] and which relates operads with loc-
ally conilpotent curved coperads. The Bar construction of a dg-operad
P is the locally conilpotent curved coperad
Bar (P) = T(sP ⊕ s21) .
It is equipped with the coderivation which extends the degree −1 map
T(sP ⊕ s21)↠ T2(sP ⊕ s21)→ sP ⊕ s21 ,
where the second map is defined piece by piece by
s21 s2P sP
sP sP
sP ⊗ s21 0
sP ⊗ sP s2(P ⊗ P) s2P sP
s2η
sd
∼ s2m
Its curvature is the degree −2 map T(sP ⊕ s21)↠ s21→ 1. Let Q be a
curved coperad. Its Bar† construction is the operad
Bar†(Q) = T
(
s−1Q
)
.
It is equipped with the derivation extended from ι ◦ θ+ s−1d − s−2w2,
where s−2w2 is a shorthand notation for the composition
s−1Q s−2Q
s−2
(
Q ⋄ Q
)
s−2
(
Q ⋄X
(
1,Q
))
s−1Q ⋄X
(
1, s−1Q
)
T
(
s−1Q
)
.
s−2w
s−2(IdQ ⋄X(τ,IdQ−τ))
∼
Definition 7.5.— A twisting morphism is a graded map
α : s−1Q −→ P
from a curved locally conilpotent coperad (Q,w, τ, ι, dQ, θ) to a differential
graded operad (P,m, η, dP) such that α ◦ ι = 0 and
(α) + m ◦ (α ⊗ α) ◦ w2 = ι ◦ θ .
where (α) = dP ◦ α + α ◦ dQ and w2 is defined as above. Let us write
Tw(Q,P) for the set of twisting morphisms between them.
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Proposition 7.6 [10, Proposition 21].— The Bar construction and Bar†
construction are both functorial. Moreover, there exists functorial iso-
morphisms:
Homdg(Bar
†(Q),P) ≃ Tw (Q,P) ≃ Homcrv(Q, Bar (P)) .
Therefore Bar is right adjoint to Bar†,
Opdg(C) Copcrv(C) .
Bar
Bar†
§ 8. — cobar and its right adjoint
From now on, we shall consider a locally conilpotent curved
coperad (Q,w, τ, ι, dQ, θ), a dg-operad (P,m, η, dP) and a
twisting morphism α : s−1Q→ P.
In this section we are going to define the Cobar functor. Its con-
struction is entirely dual to the one of the Bar functor between the
category of dg-algebras over P and the category of curved cogebras on
Q [18]. Given the twisting morphism α, it is possible to construct
Cobarα : P-Cog −→ Q-Alg .
This functor admits a right adjoint that we shall also construct
Cobar†α : Q-Alg −→ P-Cog .
Since there is no ambiguity here, we shall forget to make a reference
to the twisting morphism α in what follows.
8.1 The Cobar functor
Let (V, aV, dV) be a P-cogebra in the category of chain complexes. We
shall define a Q-algebra (Cobar (V), a, db) as follows:
▷ the underlying graded algebra is the free algebra over V
Cobar V = VQ .
▷ the derivation db is freely generated by a degree −1 map b : V →
VQ. It is built out of the following two maps:
▷ on one part we have the derivation of V composed with the
natural inclusion of i : V → VQ given by i = Vτ,
s−1V
dV−−→ V i−→ VQ .
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▷ on the other part, the twisting morphism α and the cogebra
structure of V give us
V
aV−−→ VP Vα−−→ Vs−1Q ≃ sVQ .
such that
b = i ◦ dV − Vα ◦ aV .
Proposition 8.1.— The free graded Q-algebra VQ together with the deriv-
ation db is a curved Q-algebra. It hence defines a functor
Cobar : P-Cog −→ Q-Alg .
Proof. — By proposition 7.3, it is enough to show that
db ◦ b = −Vθ .
We know that
db = dc + aVQ ◦X(i, b)Q;
= −VdQ +X(IdV, dV)Q − aVQ ◦X(i, Vα ◦ aV)Q .
Hence,
db ◦ b =
[
dc ◦ i ◦ dV − dc ◦ Vα ◦ aV + i ◦ d2V
−X(IdV, dV)Q ◦ Vα ◦ aV − Vα ◦ aV ◦ dV
+ aVQ ◦X(i, Vα ◦ aV)Q ◦ Vα ◦ aV
]
;
=
[
0 − Vα◦dQ ◦ aV + 0
+Vα ◦X(IdV, dV)P ◦ aV − Vα ◦ aV ◦ dV
+ aVQ ◦X(i, Vα ◦ aV)Q ◦ Vα ◦ aV
]
.
Since dV is a coderivation, we have
Vα ◦X(IdV, dV)P − Vα ◦ aV ◦ dV ◦ aV = Vα ◦ VdP ◦ aV
= −VdP◦α ◦ aV .
Besides, since
i = Vι◦ τ ◦ aV .
then the last term aVQ ◦X(i, Vα ◦ aV)Q ◦ Vα ◦ aV is equal to
= aVQ ◦X(Vι◦ τ ◦ aV, Vα ◦ aV)Q ◦ Vα ◦ aV
= aVQ ◦X(Vι◦ τ, Vα)Q ◦ aQV ◦ Vα ◦ aV
= aVQ ◦X(Vι◦ τ, Vα)Q ◦
(
VP
)α ◦ aPV ◦ aV
= Vw ◦ VIdQ ⋄X(ι◦ τ, α) ◦ Vα⋄ Id ◦ Vm ◦ aV
= −Vm◦(α⋄X(ι◦ τ, α)) ◦w ◦ aV
= −Vm◦(α⊗α)◦w2 ◦ aV .
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So,
db ◦ b = −Vα+m◦(α⊗α)◦w2 ◦ aV
= −Vθ ◦ aV .
8.2 The Cobar† functor
This time we start with (Λ, aΛ, dΛ) a Q-algebra. We shall define the
P-cogebra
(Cobar† (Λ), a, db)
as follows:
▷ the underlying graded algebra is the free cogebra over Λ:
Cobar†Λ = LPΛ .
▷ the coderivation db is freely generated by a degree −1 map
b : LPΛ→ Λ
given by
b = dΛ ◦ π+ aΛ ◦ Λα .
Proposition 8.2.— The free graded P-cogebra LPΛ together with the
derivation db is a differential graded P-cogebra. Then, the construction
Cobar† defines a functor
Cobar† : Q-Alg −→ P-Cog .
Proof. — By proposition 6.36, it suffices to show that b ◦ db = 0. Be-
sides by proposition 6.34,
db = dc +X(π, b)
P ◦ aLPΛ
= −ΛdP +X(IdΛ, dΛ)P +X(π, aΛ ◦ Λα)P ◦ aLPΛ .
So
b ◦ db =
[
dΛ ◦ π ◦ dc + aΛ ◦ Λα ◦ dc + dΛ ◦ π ◦X(IdΛ, dΛ)P+
aΛ ◦ Λα ◦X(IdΛ, dΛ)P + dΛ ◦ π ◦X(π, aΛ ◦ Λα)P ◦ aLPΛ
+ aΛ ◦ Λα ◦X(π, aΛ ◦ Λα)P ◦ aLPΛ
]
;
=
[
0 + aΛ ◦ ΛdP◦α + d2Λ ◦ π
−aΛ ◦X(IdΛ, dΛ)Q ◦ Λα + dΛ ◦ aΛ ◦ Λα
+ aΛ ◦ Λm◦(α⊗α)◦w2
]
.
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The fact that
aΛ ◦ Λα ◦X(π, aΛ ◦ Λα)P ◦ aLPΛ = aΛ ◦ Λm◦(α⊗α)◦w2
follows from the same arguments as those used in the proof of pro-
position 8.1. Besides, since dΛ is a derivation, the second line can be
rewritten as
−aΛ◦X(IdΛ, dΛ)Q◦Λα+dΛ◦aΛ◦Λα = −aΛ◦ΛdQ ◦Λα = aΛ◦Λα◦dQ .
Finally we make the following replacement on the first line,
d2Λ ◦ π = −aΛ ◦ Λθ ◦ π = −aΛ ◦ Λι◦ θ .
This gives us,
b ◦ db = aΛ ◦ Λα+m◦(α⊗α)◦w2−ι◦θ = 0 .
Remark 8.3. — When necessary, we shall shorten Cobar† to C† and
Cobar to C.
8.3 Properties
In this subsection, we show that the functor Cobar† is right adjoint to
the functor Cobar along other properties of these functors.
Definition 8.4.— Let (V, aV, dV) be a P-cogebra and let (Λ, aΛ, dΛ) be
a Q-algebra. An α-twisting morphism from V to Λ is a degree 0 map
φ : V → Λ such that:
(φ) + aΛ ◦ φα ◦ aV = 0 .
The set of α-twisting morphisms from V to Λ is denoted Twα(V,Λ).
Proposition 8.5.— There exists natural isomorphisms
HomQ-Alg(Cobar V,Λ) ≃ Twα(V,Λ) ≃ HomP-Cog(V, Cobar†Λ) .
In particular, the functor Cobar is left adjoint to the functor Cobar†.
P-Cog Q-Alg
Cobar
Cobar†
Proof. — It follows from proposition 6.35 and proposition 6.22.
Remark 8.6. — Notice that by proposition 4.21 the Cobar functor takes
its values in the full subcategory of complete Q-algebras. Hence we get
another adjunction
P-Cog Q-Âlg .
Cobar
Cobar†
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We now need to check some standard properties of Cobar and its
adjoint in order to prove the existence of a transferred modelstructure
in a next section.
Proposition 8.7.— The functor Cobar preserves the degree-wise mono-
morphisms and epimorphisms.
Proof. — It follows from the fact that monomorphisms and epimorph-
isms are split when seen on graded objects.
Proposition 8.8.— Let Λ be a Q-algebra, then the coünit functor
Cobar Cobar†Λ −→ Λ
is a degree-wise epimorphism.
Proof. — Let us choose a graded map ϵ : P → 1 which is left inverse
to the unit map η : 1→ P. It induces a graded map
Λ→ ΛP ,
which factorises through LPΛ.Then, the composite of graded maps
Λ↣ ΛQ →
(
LPΛ
)Q
is a right inverse of the coünit map.
§ 9. — model structure on cogebras over an operad
9.1 Coadmissible operads
Given an operad P in Ch(C), we may wish to transfer the standard
model structure on Ch(C) to P-Cog using the adjunction
Ch(C) P-Cog .
LP
U
That is, thanks to the adjunction we can define three sets of arrows
(W, F, C) where:
(W) an arrow f is a weak equivalence if U(f ) is a quasi-isomorphism
of chain complexes in Ch(C);
(C) an arrow f is a cofibration if U(f ) is a degree-wise monomorph-
ism of chain complexes;
(F) an arrow f is a fibration if it has the right lifting property against
all elements of W ∩ C. That is
F = (C ∩ W)l .
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Definition 9.1.— We shall call an operad P coadmissible if the category
of P-cogebras endowed with the three sets of arrows (W, F, C) is a model
category.
Since both categories Ch(C) & P-Cog are presentable and all ob-
jects of Ch(C) are cofibrant, using the acyclicity theorem [6, Theorem
2.23] we get the following proposition.
Proposition 9.2.— An operad P is coadmissible if and only if the cat-
egory P-Cog of P-cogebras has functorial cylinder objects. Moreover, since
the model structure on Ch(C) is combinatorial, so is the transferred one.
9.2 Sufficient conditions
In view of the last proposition, we shall describe a sufficient condition
for an operad to be coadmissible. Thestandard way to build functorial
cylinders out of a P-cogebra V is to tensor it with the unit interval
Cyl(V) = I ⊗ V .
Unfortunately in general Cyl(V) does not bear a P-cogebra structure
but instead a (As ⊗ P)-cogebra structure. We then need a way to
induce a P-algebrastructure on it by the mean of an operad morphism
P −→ As ⊗ P .
This will lead us to a coadmissibility theorem, dual to the one of Ber-
ger and Moerdijk [19]. We shall recall first some notations.
Given two operad P and P′ the arity-wise tensor product P ⊗ P′ is
defined in arity n by
(P ⊗ P′)(n) = P(n) ⊗ P′(n) .
endowed with a diagonal action of Sn. The resulting sequence is nat-
urally endowed with a structure of operad induced by those of P and
P′. This is a consequence of the fact that the ⋄ tensor is colax with re-
spect to this new tensor product [20]. That is, there are natural maps
of symmetric sequences
(A ⊗ B) ⋄ (C ⊗ D) −→ (A ⋄ C) ⊗ (B ⋄ D) .
for any tuple (A, B, C, D) of symmetric sequences; they satisfy the
usual compatibility relations. By a dual proof, the cotensor ∧ is lax
with respect to ⊗ . As a consequence, for any given P-cogebra V and
P′-cogebra V′, we can endow V⊗ V′ with a (P⊗P′)-cogebra structure.
The structure map is obtained by the following composition:
V ⊗ V′ −→ (VP) ⊗ (V′P′ ) −→ (V ⊗ V′)P⊗P′ .
In the category Ch(C), an interval is a cylinder of the tensor iden-
tity. It is an chain complex I such that
1 ⊕ 1 I 1 .∼
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Proposition 9.3.— Let P be an operad in Ch(C). If there exists an inter-
val I and another operad P′ such that:
▷ there exists a morphism of operads P→ P′ ⊗ P;
▷ the unit 1 is endowed with a structure of P′-cogebra that extends to
I in the category of P′-cogebras,
then P is coadmissible.
Proof. — By proposition 9.2 we only have to show the existence of
functorial cylinders. Let V be any P-cogebra. Since C is semi-simple,
the tensor product of Ch(C) preserves both cofibrations and weak equi-
valences so that we get
V ⊕ V I ⊗ V V .∼
Moreover these maps are maps of (P′ ⊗ P)-cogebras by construction.
Using the morphism of operads P′ ⊗ P → P we can promote it to
a diagram in the category of P-cogebras. In conclusion, the functor
I ⊗ (−) creates cylinder objects of P-cogebras.
Let us recall that thanks to the adjunction
Op(Ch(C)) Ch(C)
there exists a semi-model structure on the category of linear operads
transferred from the standard model structure on chain complexes.
In particular there is given three sets of arrows (W, F, C) with W the
set of morphisms of operads that are quasi-isomorphisms, F the set
of morphisms that are degree-wise epimorphisms and C the set of all
morphisms that have the left lifting property against morphisms in
W ∩ F. As a consequence all operads are fibrant for this semi-model
structure.
This structure allows us to formulate the following corollary.
Corollary 9.4.— All planar operads and all cofibrant operads are coad-
missible.
Proof. — If P is a planar operad then there is a natural morphism
P −→ As ⊗ P. Indeed, the functor As ⊗ (−) may be realised as the un-
derlying functor of the comonad arising from the adjunction between
the categories of operads and planar operads. The fact that the stand-
ard interval in Ch(C) is a coassociative cogebra ends the proof for the
planar case.
Suppose now that P is cofibrant. There exists an operad E equival-
ent to the commutative operad
E Com∼
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and such that there exists an interval with an E-cogebra structure [21].
Tensoring with P we obtain a trivial fibration
E ⊗ P P∼
and since P is cofibrant, we obtain by lifting an operad map P −→ E⊗P
which ends the proof.
9.3 A counterexample
Notice that the above corollary eludes the case of symmetric operads
in characteristic zero, which are known to be admissible in the algeb-
raic case. There is actually no corresponding theorem of coadmissibil-
ity for a good reason.
Proposition 9.5.— The operad Com is not coadmissible in the category
of chain complexes over an algebraically closed field k of characteristic zero.
Proof. — In order to prove this claim, we shall show that there cannot
exists a cocommutative interval object in Ch(k). Since the unit k is
a cocommutative cogebra in Ch(k), if Com were coadmissible, there
would exists a cocommutative cogebra I such that the sum map k ⊕
k → k factors as
k ⊕ k I k .∼
This is impossible. By a theorem of structure of cocommutative cogeb-
ras [10], every cocommutative cogebra I can be decomposed as a sum
I ≃
⊕
α∈A
Iα
where each Iα is a dg-subcogebra of I of the form Iα ≃ k.α ⊕ Iα where
∆(α) = α ⊗ α and Iα is locally conilpotent.
Using the injection k ⊕ k ↣ I we deduce that there exists α, β ∈ A
non-zero with α , β and dα = dβ = 0. But since I is quasi-isomorphic
to k, we either have H0(Iα) = 0 or H0(Iβ) = 0. In either case, this
means that the map k ⊕ k → k is zero on one of the factors which
contradicts the definition of I.
9.4 Functoriality
In this subsection we will start with a morphism of operads
f : P −→ P′
and study the relation between their respective categories of cogebras.
Using the adjoint functor theorem we can immediately start with the
following proposition.
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Proposition 9.6.— The morphism f induces an adjunction
P-Cog P′-Cog
f∗
f ∗
where f ∗ is the forgetful functor.
Proposition 9.7.— Suppose that P and P′ are both coadmissible, then the
adjunction
P-Cog P′-Cog
f∗
f ∗
is a model adjunction.
Proof. — By construction f ∗ preserves cofibrations (the degree-wise
monomorphisms) and weak equivalences (the quasi-isomorphisms).
§ 10. — model structure on complete algebras
This section will be dedicated to the proof of the following theorem:
the model structure on P-cogebras can be transferred to the category
of complete Q-algebras along the Cobar adjunction,
P-Cog Q-Âlg .
Cobar
Cobar†
10.1 The transferred model structure
Since we want to transfer a model structure through the Cobar ad-
junction, we already know the candidates for the three sets of morph-
isms that shall define a model structure on the category of complete
Q-algebras.
Definition 10.1.— We shall define three sets of morphisms (W, F, C). A
morphism f of Q-algebras shall be called
(W) a weak equivalence if Cobar†(f ) is a quasi-isomorphism of chain
complexes;
(F) a fibration if Cobar†(f ) is a degree-wise epimorphism of chain com-
plexes.
Notice, that we do not require the Q-algebras involved in the above defini-
tion to be complete. We now add the following definition:
(C) a cofibration between two complete Q-algebras is a morphism that
has the left lifting property againstmaps of complete Q-algebras that
are in the intersection (F ∩ W).
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10.2 Elementary fibrations
In order to demonstrate that the three sets of arrows described above
describe a modelstructure on the category of complete Q-algebras, the
keystep is to prove the acyclicity of any map that lift against fibrations.
That is, we need to check that
lF ⊂ W .
This requires a precise understanding of the fibrations between com-
plete Q-algebras; it is our next task. Since we work with complete
algebras, fibrations can be understood through devissage into simple
fibrations. This leads us to the following definition.
Definition 10.2.— Let Λ be a Q-algebra and I be an ideal of Λ. The
corresponding degree-wise epimorphism
p : Λ −→ Λ/I
is said to be an elementary fibration if the following composition equals
zero
X(Λ, I)Q ↣ ΛQ
a−→ Λ .
By graded splitting of an elementary fibration p : Λ→ Γ we shall mean a
graded map i : Γ → Λ such that p ◦ i is the identity of Γ as a graded object.
Remark 10.3. — By semi-simplicity of C, any degree-wise epimorph-
ism admits a graded splitting.
Remark 10.4. — Notice that by definition, the curvature of Q acts trivi-
ally on I; hence I is a chain complex.
We shall now see that elementary fibrations are indeed fibrations.
The proof is rather technical so we start with a sketch.
Consider such an elementary fibration p : Λ → Γ and a graded
splitting i : Γ → Λ. This induces a graded isomorphism
Λ ≃ Γ ⊕ I .
where I is the kernel of p. Under this isomorphism the derivation of
Λ is given by the following matrix
dΛ =
(
dΓ 0
dt dI
)
.
where dt is a degree −1 map from Γ to I. The derivation condition for
Λ rewrites now as the following equalities between maps from Γ Q to
respectively I and Γ ,
(T)

dt ◦ aΓ + dI ◦ at = at ◦
(
X(IdΓ , dΓ )
Q − Γ dQ
)
dΓ ◦ aΓ = aΓ ◦
(
X(IdΓ , dΓ )
Q − Γ dQ
)
.
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Remark. — Since Q is cogmented, by the unit property of Λ the action
aΛ : ΛQ → Λ is entirely determined by its restriction to ΛQ. Hence we
shall keep the same notation for the restricted map and call it aΛ.
Since the fibration p is elementary, the map aΛ : ΛQ → Λ decomposes
as follows
aΛ : ΛQ Γ Q Γ ⊕ I .p
Q (aΓ , at)
where at is a map from Γ Q to I.
Given the maps p and i, the underlying graded P-cogebra of C†Λ
is isomorphic to
LP(Γ ⊕ I) ≃ LP(Γ ) × LP(I) .
The coderivation is entirely determined by its projection on the
cogenerators Γ ⊕ I which has three components given by
▷ the coderivation of Cobar† Γ ;
▷ the differential of I;
▷ a transfer component
LP(Γ ⊕ I)↠ LPΓ → I
which is built out from dt and at.
The key idea is that, composing the transfer component with the de-
gree 1 map I→ sI gives us by coextension along sI→ LP(sI), a morph-
ism of P-cogebras
t† : Cobar† Γ → LP(sI) .
This will allow us to realise C†Λ as the fibre product
Cobar†Λ LP(D(0) ⊗ sI)
Cobar† Γ LP(sI) .
⌟
t†
Thus the map Cobar†p is the pull-back of a fibration of P-cogebras. As
such, it is also a fibration.
Now that the proof has been sketched, let us go into the details. In
the following we shall denote by πI the composite map
πI : LP(Γ ⊕ I) LP(I) JL
P(Γ ⊕ I↠I) τI
and let us define πΓ in the same way.
Definition 10.5.— Let t be the transfer component of the differential of
C†Λ, that is the following degree 0 map
LPΓ LPΛ
LPΛ I sI
LPi
dC†Λ
πI
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Let t† : LPΓ → LP(sJ) be the morphism of graded P-cogebras obtained by
coextension of t.
Remark 10.6. — The map t can be described as the sum
t = at ◦ Γ α + dt ◦ τΓ .
Lemma 10.7.— The following morphism of graded P-cogebras
LP(Λ) LP(sI ⊕ I)
LP(Γ ) × LP(I) LP(sI) × LP(I)
∼ ∼
t†× IdLP(I)
is actually a morphism of dg-P-cogebras from C†Λ to LP(D(0) ⊗ sI).
Proof. — We have to show that the following diagram commutes
LP(Γ ⊕ I) sI ⊕ I
LP(Γ ⊕ I) sI ⊕ I .
t × τI
dC†Λ dD(0)⊗ sI
t × τI
It suffices to show that both the projections on I and on sI of the two
composite from LP(Γ ⊕ I) to sI ⊕ I are the same. On the one hand, the
equality between the two projections on sI follows from the fact that
πI ◦ d2C†Λ = 0 =⇒ t ◦ dC†Λ + dI ◦ (t ◦ LPp + dI ◦ πI) = 0 .
together with the fact that d2I = 0. On the other hand, the two projec-
tions on I coïncide, since by remark 10.6 we get:
πI ◦ dC†Λ = at ◦ Γ α ◦ LPp + dt ◦ πΓ + dI ◦ πI,
which is the same as the projection on I of
dD(0)⊗ sI ◦ (at ◦ Γ α + dt ◦ τΓ , τI) .
Lemma 10.8.— Let us denote
ρ : D(0) ⊗ sI→ sI .
the canonical map of chain complexes, then the following square
Cobar†Λ LP(D(0) ⊗ sI)
Cobar† Γ LP(sI)
t†× IdLPI
C†p LPρ
t†
S
10 model structure on complete algebras 71
is a commutative square of differential graded P-cogebras.
Proof. — By construction of t this square is a commutative square of
graded P-cogebras. Moreover thanks to lemma 10.7, all maps but t†
are differential graded maps. We deduce that the composite map
t† ◦ C†p
commutes with coderivations and since C†p also commutes with the
coderivation and is an epimorphism by proposition 5.6. As a con-
sequence t† also commutes with coderivation and the square S is a
commutative square of differential graded P-cogebras.
Lemma 10.9.— The above square S is a fibre product.
Proof. — This is actually a fibre product of graded P-cogebras. We
conclude by the fact that the forgetful functor from differential graded
P-cogebras to graded P-cogebras preserves and reflects limits.
Proposition 10.10.— An elementary fibration of Q-algebras is actually a
fibration.
Proof. — Since LP is a right adjoint it preserves fibrations. Hence
since the map ρ is a degree-wise epimorphism, the induced map LPρ
is a fibration for the model structure on P-cogebras. By lemma 10.9
every elementary fibration p is such that C†p can be obtained as a pull-
back of a fibration of P-cogebras, hence it is itself a fibration. This
shows that elementary fibrations are indeed fibrations.
10.3 Fibrations
We shall now use what we know about elementary fibrations to show
the following characterisation of fibrations of complete Q-algebras:
they coincide with the quotient maps of complete Q-algebras.
Lemma 10.11.— Let p : Λ → Λ/K be a quotient map between complete
Q-algebras. Then p is the ordinal composition
Λ→ · · · → Λ/(K ∩ In+1Λ)→ Λ/(K ∩ InΛ)→ · · · → Λ/K .
Proof. — Notice first that all the Q-algebras occurring in the above
diagram are complete. Indeed for any n, the Q-algebras Λ/InΛ and
Λ/(InΛ+K) are nilpotent. Moreover Λ/(InΛ∩K) is obtained as the
fibre product
Λ/(K ∩ InΛ) Λ/K
Λ/InΛ Λ/(K+ InΛ) .
⌟
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Finally a fibre product of complete Q-algebras is again complete, since
by proposition 4.24 the category of complete Q-algebras is a reflective
subcategory of the category of Q-algebras. In parallel, for n ≥ p, we
have the following equivalence
Fp(Λ/(K ∩ InΛ)) ≃ FpΛ .
which leads us, by limit switch, to the following computation:
Λ ≃ lim←−−
p ∈ωop
FpΛ ≃ lim←−−
p ∈ωop
lim←−−
n∈ωop
Fp(Λ/(K ∩ InΛ)) ≃ lim←−−
n∈ωop
Λ/(K ∩ InΛ) .
Lemma 10.12.— Let (Λ, a) be a Q-algebra and let K be an ideal of Λ.
Then, for any natural n, the morphism
Λ/
(
K ∩ In+1Λ
)
→ Λ/ (K ∩ InΛ)
is an elementary fibration.
Proof. — Notice first that the composite map
Q
w−→ Q ⋄ Q→ Q ⋄X(Q,Q/FnQ)
factorises through Q/Fn+1Q by lemma 4.6. Thanks to this, we can
write the commutative diagram
X(ΛQ,ΛQ/FnQ)
Q
X(Λ, InΛ)Q
ΛQ ⋄X(Q,Q/FnQ) ΛQ/Fn+1Q Λ .
aQ
a
Λw a
Since by definition In+1Λ is the image of the ideal ΛQ/Fn+1Q by a, the
composition
X(Λ, InΛ)Q ↣ ΛQ
a−→ Λ
factorises through In+1Λ.
Combining the two previous lemmas we have:
Proposition 10.13.— A quotient map between complete Q-algebras is a
fibration.
In order to prove the converse, we need a lemma about fibrations
in the model category of P-cogebras. Let us begin by setting a notation
and recalling a well-known fact.
Definition 10.14.— Let us denote by D(0) the following chain complex
concentrated in degree 0 and −1.
· · · 0 0 1 1 0 · · ·Id1
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Proposition 10.15.— The forgetful functor U : Ch(C) → CZ has two
adjoints given by
Ch(C) CZ
D(0)⊗ (−)
[D(0),−]
As U is also symmetric monoidal, D(0) is naturally endowed with the
structure of a cocommutative cogebra, so that D(0)⊗− is colax symmetric
monoidal and [D(0),−] is lax symmetric monoidal.
Lemma 10.16.— The fibrations of P-cogebras are in particular degree-
wise epimorphisms. That is, the forgetful functor P-Cog −→ Ch(C) pre-
serves fibrations.
Proof. — Let f : V → W be a fibration of P-cogebras. Since D(0) is
a cocommutative cogebra, the tensor product D(0) ⊗ W is a cogebra
over Com ⊗ P ≃ P and the induced map ε ⊗ W : D(0) ⊗ W −→ W is
a P-cogebra morphism; it is also a degree-wise epimorphism. In the
meantime since D(0) is nullhomotopic, D(0) ⊗ W is also nullhomo-
topic. This allows us to lift ε ⊗ W against f :
0 V
D(0) ⊗ W W ,
∼ f
ε⊗W
proving that f is an epimorphism.
Proposition 10.17.— Every fibration of Q-algebras is a quotient map.
Proof. — Let p : Λ → Γ a fibration of Q-algebras. Then by definition
Cobar†p is a fibration of P-cogebras. By the previous lemma, it is in
particular a degree-wise epimorphism. Furthermore the counit map
τΛ is a degree-wise epimorphism for any graded object Λ. We now
contemplate the following coünit diagram
LP(Λ) Λ
LP(Γ ) Γ
τΛ
LPp p
τΓ
to deduce that p is also a degree-wise epimorphism, hence a quotient
map.
In view of the two previous propositions, we get the sought char-
acterisation of fibrations of complete Q-algebras.
Proposition 10.18.— The fibrations of complete Q-algebras are the quo-
tient maps
p : Λ −→ Λ/K .
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Corollary 10.19.— All complete Q-algebras are fibrant and for every
complete Q-algebra Λ, C†Λ is a fibrant object in the model category of
P-cogebras.
10.4 Dévissage equivalences
Now that we understand perfectly the set of fibrations in the model
structure on the category of complete Q-algebras, we need to focus on
weak equivalences. We will not have a complete knowledge of what
they are but we can single out a subset of equivalences that we can
comprehend: the dévissage equivalences. After giving the definition,
we shall see that any cofiltered quasi-isomorphism is a weak equival-
ence for the transferred model structure on the category of complete
Q-algebras.
Lemma 10.20.— Let Λ be any Q-algebra, then the quotient
grnΛ = InΛ/In+1Λ
is a chain complex.
Proof. — By definition of the coradical filtration of Q, we get
aΛ
(
(InΛ)Q
)
↣ In+1Λ .
As a consequence, the action of the curvature θ : Q(1)→ 1 on grnΛ is
trivial so that this quotient is a chain complex.
Definition 10.21.— A morphism of Q-algebras f : Λ→ Γ is said to be a
dévissage equivalence if for any natural number n, the induced map
grnΛ −→ grnΓ
is a quasi-isomorphism.
Let us start with an elementary verification that will be useful
later.
Proposition 10.22.— Let Λ be a Q-algebra, then the canonical map
Λ −→ Λ̂
is a dévissage equivalence.
Proof. — We have
Λ̂ ≃ Λ/I∞Λ =⇒ FnΛ̂ ≃ FnΛ .
from which the dévissage equivalence follows.
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Lemma 10.23 (Weak 5 lemma).— Consider the following diagram
0 J Λ Λ/J 0
0 K Γ Γ /K 0
a
p
b c
p′
where p and p′ are elementary fibrations of complete Q-algebras and b is a
morphism of Q-algebras.
Assume that a is a quasi-isomorphism and that c is a weak equivalence
of complete Q-algebras. Then b is also a weak equivalence.
Proof. — Let us denote by P the following fibre product in the cat-
egory of Q-algebras
Λ
P Λ/J
Γ Γ /K .
f
b
p
⌟
q
r c
p′
The image under the functor C† of the square is also a fibre product.
Moreover, by corollary 10.19 and since every complete Q-algebra is
fibrant, the following square
Cobar† P Cobar†Λ/J
Cobar† Γ Cobar† Γ /K
C†q
C†r
⌟
h
C†c
C†p′
is a homotopy fibre square. As C†c is a weak equivalence, C†r is also
a weak equivalence. Besides, the map q : P → Λ/J is an elementary
fibration with kernel K. We may then assume that q = p′ and c is
the identity of Λ/I, that is we reduce to the following commutative
diagram:
0 I Λ Λ/I 0
0 K P Λ/I 0
a
p
f
q
Let us choose a graded splitting i of the elementary fibration p. This
gives us a graded splitting j = f ◦ i of the elementary fibration q.
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Performing the construction t of lemma 10.7, since we have care-
fully taken compatible graded splitting, we can draw the following
commutative diagram of P-cogebras:
C†(Λ/I) LP(sI)
C†(Λ/I) LP(sK)
t†i
LP(sa)
t†j
This is part of the following cube diagram
C†P LP(D(0) ⊗ sK)
C†Λ LP(D(0) ⊗ sJ)
C†(Λ/J) LP(sK)
C†(Λ/J) LP(sJ) .
C†f
t†j
t†i
LP(sa)
Notice that both the front face and the back face are both homotopy
fibre product squares. Moreover since the free P-cogebra functor is
a model adjoint and all objects of Ch(C) are fibrant, the morphisms
LP(sa) and LP(D(0) ⊗ sa) are weak equivalences, hence C†f is also a
weak equivalence.
Proposition 10.24.— Any dévissage equivalence f : Λ → Γ between
complete Q-algebras is a weak equivalence.
Proof. — As a consequence of lemmas 10.12 and 10.23, for any nat-
ural number n, the morphism of P-cogebras
Cobar†(Fnf ) : Cobar†(FnΛ)→ Cobar†(FnΓ ) .
is a quasi-isomorphism. Since the functor Cobar† is right adjoint, it
commutes with limits so that by completeness of Λ we get:
Cobar†Λ ≃ lim←−−
n∈ωop
Cobar†(FnΛ) .
Moreover, since for any n the morphism
Cobar†(Fn+1Λ)→ Cobar†(FnΛ)
is a fibration between fibrant objects, we have
Cobar†Λ ≃ lim←−−
n∈ωop
h Cobar†(FnΛ)
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and the same holds for Γ . As a consequence, the morphism
Cobar† f : Cobar†Λ −→ Cobar† Γ
is the homotopy limit of a weak equivalence of diagrams; it is a weak
equivalence.
10.5 Path object
A standard argument to show the existence of a transferred model
structure through a right adjoint is the existence of functorial path
objects. The idea of the proof here is straightforward: borrow the
functorial path object of the category of P-cogebra through the Cobar
adjunction.
Let Λ be a complete Q-algebra and let V be a path object of C†Λ in
the category of P-cogebras:
Cobar†Λ V Cobar†Λ × Cobar†Λ .ν∼
µ
In particular we assume that the map ν : C†Λ → V is an acyclic
cofibration.
Using the coünit of the Cobar adjunction, we create the following
amalgamated sum in the category of Q-cogebras
CC†Λ C V
Λ P
C ν
ε(Λ)
⌜
r
j
Completing P, r and j, we obtain the following commutative diagram
of complete Q-algebras:
CC†Λ C V CC†(Λ × Λ)
Λ P̂ Λ × Λ .
C ν
ε(Λ) r̂
C µ
ε(Λ×Λ)
ĵ ⌜ p
in the category of complete Q-algebras. We shall show that P̂ is a path
object for Λ, this amounts to prove that ĵ is both a weak equivalence
and p is a fibration.
Proposition 10.25.— The morphism p : P̂ → Λ ×Λ described above is a
fibration.
Proof. — Since µ is a fibration of P-cogebras, by lemma 10.16 it is a
degree-wise epimorphism. Consequently by proposition 8.7, the Co-
bar functor preserves degree-wise epimorphisms so that Cµ is also a
degree-wise epimorphism and by proposition 10.18 it is a fibration of
complete Q-algebras.
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In addition, the coünit map ε(Λ × Λ) is also a fibration by propos-
ition 8.8. As a consequence the composition of theses two maps is a
degree-wise epimorphism so that p is also a degree-wise epimorphism
and hence a fibration of complete Q-algebras.
In order to show that ĵ is a weak equivalence, we shall show that
it is a dévissage equivalence.
By assumption, the morphism ν : C†Λ→ V is a trivial cofibration.
Moreover by corollary 10.19 C†Λ is fibrant and so, there exists a retrac-
tion p : V −→ C†Λ with p ◦ ν = IdC†Λ. Let us denote K = Ker p. Since
p is a weak equivalence of P-cogebras, the chain complex K is quasi-
isomorphic to zero. Since C is semi-simple, K is a fibrant-cofibrant
chain complex and hence it is null-homotopic. Let us consider a par-
ticular contracting homotopy: h : sK −→ K with h = IdK. This will
let us create a degree 1 derivation Dh : CV −→ CV freely obtained
from the following degree 1 map
V K K V CV
πK h iV
where πK : V → K is the projection on K given by IdV − ν ◦ p.
Our goal now is to show that Dh induces a contracting homotopy
of grnP onto grnΛ for every natural n. The first task is to show that Dh
induces a derivation of the graded Q-algebra P. For this let us denote
by J the kernel of ε(Λ). We shall also denote by R the graded ideal of
CV generated by Cν(J).
Lemma 10.26.— The graded ideal R is in fact a graded ideal with deriva-
tion of CV and we have the equivalence of Q-algebras: P ≃ CV/R.
Proof. — We have dCV ◦Cν(J) = Cν◦dCC†Λ(J)↣ Cν(J)↣ R and co-
rollary 6.18 lets us deduce that dCV(R)↣ R. In addition, by proposi-
tion 6.17, any morphism of Q-algebras with domain CV that vanishes
on Cν(J) must also vanish on R, so that CV/R has the same universal
property as P.
Lemma 10.27.— The derivation Dh induces a degree 1 derivation Dh :
P −→ P.
Proof. — In order to induce a derivation on P, we have to make sure
that Dh(R) ↣ R. This is again a consequence of corollary 6.18 and
the fact that by construction we have Dh ◦ Cν(J) = 0.
In parallel, since Cp : CV −→ CC†Λ is a retract and P is an amal-
gamated sum, Cp induces a morphism of Q-algebras
q : P −→ Λ with q ◦ j = IdΛ .
Since Dh is a derivation and j ◦ q is an endomorphism of P, they
all stabilise InP for every natural n, so that we are allowed to define
the following map of chain complexes
φn = gr
n(j ◦ q + Dh) : grnP −→ grnP
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for every natural n. We shall show that φn is an isomorphism.
For this we introduce an new map
ψ = Cν ◦ Cp + DK : CV −→ CV
where DK is a graded degree zero derivation of CV freely obtained
from the map
V K V CV .
πK iV
Lemma 10.28.— The map ψ constructed above is a graded isomorphism
of CV; it also restricts to a graded isomorphism of InCV and of R.
Proof. — Notice that the map
(ν ◦ p)⊗n +
∑
γ+δ=n−1
Id⊗γV ⊗ πK ⊗ Id⊗δV : V⊗n −→ V⊗n
is a graded isomorphism. Subsequently, ψ is a graded isomorphism of
CV and its restriction to
InCV ≃ VQ/FnQ
is also a graded isomorphism.
By corollary 6.18, since Cν and Cp are morphisms of Q-algebras
and DK ◦ Cν(J) = 0, the map ψ stabilises R: ψ(R) ↣ R. To show
that it is actually a graded isomorphism, we shall only prove that it is
a degree-wise epimorphism. This can be seen through the fact that ψ
restricts to a graded isomorphism on Cν(J). In addition, because DK
is a graded derivation and Cν and Cp are algebra morphisms, we can
write
ψ(R) = ψ ◦ aCV
(
X(CV, Cν(J))Q
)
= aCV ◦
(
X(CV, Cν(J))Q
)
= R .
Proposition 10.29.— The map j : Λ→ P is a dévissage equivalence.
Proof. — By the previous lemma, ψ restricts to an isomorphism of
chain complexes
ψn : gr
nP −→ grnP .
We shall end the proof by showing that ψn = φn so that grnq becomes
a homotopy retract and thus a quasi-isomorphism.
The maps φn and ψn agree for the reason that both derivations Dh
and DK are equal on grnCV. Recall that:
dCV = dc + aCV ◦X(iV, iV ◦ dV)Q − aCV ◦X(iV, Vα ◦ aV)Q .
By direct computation we have [dc, Dh] = 0. Hence the first summand
of dCV plays no role in Dh. Let us call Dα the third term of the above
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summand, we shall see that it plays no role either once restricted to
grnCV. Because the map w : Q→ Q ⋄ Q descends to
w : Q/Fn+1Q −→ Q ⋄ X(Q,Q/FnQ)
by lemma 4.6 and the n-th ideal of CV is given by
InCV ≃ VQ/FnQ .
we deduce that for every natural n: Dα(InCV) ↣ In+1CV so that Dα
vanishes on grnCV.
Finally let us call DV the second summand of dCV. Since p is a
retract, we have the splitting dV = dC†Λ ⊕ dK and by definition of h,
we get:
dK ◦ h+ h ◦ dK = IdK =⇒ [DV, Dh] = DK .
from which we can conclude that Dh and DK agree on grnCV.
Lemma 10.30.— The morphism ĵ : Λ→ P̂ is a weak equivalence.
Proof. — Since the two morphisms of curved Q-algebras j : Λ → P
and P → P̂ are both dévissage equivalences, their composite is also
one. Hence this is a weak equivalence by proposition 10.24.
Proposition 10.31.— The category of complete Q-algebras has functorial
path objects.
Proof. — The model category of P-cogebras is combinatorial so that
it has functorial path objects. The construction given above is then
also functorial and by the previous two propositions, it creates path
objects of complete Q-algebras.
10.6 The transfer theorem
 Theorem A.— The category of complete Q-algebras can be endowed with
a combinatorial model category structure transferred along the Cobar ad-
junction:
P-Cog Q-Âlg .
Cobar
Cobar†
As a consequence, the Cobar adjunction is promoted to a model adjunction.
Proof. — For this proof we may just check that the assumptions of the
acyclicity theorem [19, Sec. 2.5 & 2.6] are satisfied:
▷ the model category of P-cogebras is combinatorial by proposi-
tion 9.2;
▷ the category of complete Q-algebras is presentable by proposi-
tion 7.4;
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▷ the functors Cobar and Cobar† form an adjoint pair by proposi-
tion 8.5;
▷ the acyclicity condition lF ⊂ W holds:
▷ every complete Q-algebra is fibrant by corollary 10.19,
▷ there exists functorial path-objects for complete Q-algebras
by proposition 10.31.
§ 11. — the cobar equivalence
In this section we show the equivalence of model categories in the case
where P has the form B†Q.
 Theorem B.— Assume thatP = B†Q. Then for anyP-cogebra V, the unit
morphism V −→ C†C V is a quasi-isomorphism. Hence, the adjunction
C ⊣ C† is an equivalence of model categories.
11.1 The operad P and the Cobar resolution
We assume that P = B†Q. Let us introduce some notations about this
operad.
▷ First, let ϵ : P → 1 be the canonical augmentation of the under-
lying graded operad of P, that is
P ≃ T(s−1Q)↠ 1 .
▷ Then, we know that the derivation of P is the sum of three deriv-
ations dw, ds−1Q and dθ defined on the generators s
−1Q as follows:
dw : s
−1Q −s
−1−−−→ s−2Q Ids−2⊗w−−−−−−→ s−2T2Q ≃ T2s−1Q .
ds1Q = Ids−1 ⊗ Id .
dθ : s
−1Q s−→ Q θ−→ 1 .
▷ The conilpotent coperad Q has a canonical coradical filtration
(FnQ)n∈N. This induces an exhaustive filtration on the operad P
that we denote (FnP)n∈N and that we can define by induction
F0P = 1 .
F1P = 1 ⊕ s−1F1Q .
FnP =
∑
p≤n
s−1FpQ ⊗S
 ∑
i1+···+ik=n−p
s−1Fi1Q ⊗ · · · ⊗ s−1FikQ ⊗ S
 .
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▷ Finally, we denote by α the canonical twisting morphism from Q
to P and we denote by β its inverse:
β : P = T(s−1Q)↠ s−1Q s−→ Q↣ Q .
Let (V, a) be a P-cogebra. The aim of this subsection is to de-
scribe the Cobar resolution of V, that is C†C V. The underlying graded
P-cogebra is
LP
(
VQ
)
↣
(
VQ
)P
↣ VP ⋄Q .
Let us describe the coderivation D of C†C V. Actually, we give the
composite of the coderivation followed by the above inclusion which
obviously determines this coderivation. Consider the following de-
gree −1 maps from VP ⋄Q to itself which actually induce coderivations
on LP(VQ):
D1 :V
P ⋄Q → VP ⋄P ⋄Q VIdP ⋄X(η◦τ,α) ⋄ IdQ−−−−−−−−−−−−−−−→ VP ⋄Q ⋄Q VIdP ⋄w−−−−−−→ VP ⋄Q;
D2 :V
P ⋄Q −Vdw ⋄ Id−−−−−−−→ VP ⋄Q;
D3 :V
P ⋄Q −Vds−1Q ⋄ IdQ+IdP ⋄
′dQ−−−−−−−−−−−−−−−−−−→ VP ⋄Q;
D4 :V
P ⋄Q X(IdV,dV)P ⋄Q−−−−−−−−−−−−−→ VP ⋄Q .
D5 :V
P ⋄Q −aP ⋄Q−−−−−→
(
VP
)P ⋄Q → VP ⋄Q ⋄P VIdP ⋄Q ⋄X(τ,α)−−−−−−−−−−−−→ VP ⋄Q ⋄Q → VP ⋄Q;
D6 :V
P ⋄Q −Vdθ ⋄Q−−−−−−→ VP ⋄Q .
Lemma 11.1.— The coderivation of C†C V is the restriction to LP(VQ) of
the map
D = D1 + D2 + D3 + D4 + D5 + D6 .
Proof. — It follows from the definitions of the derivations of the cobar
construction and the coderivations of the Cobar† construction.
Besides, the map j : V → C†C V has a left inverse in the category
of chain complexes, that is the composite
q : LPVQ −→ VQ −→ V .
Note that q may also be written as the composite
LPVQ ↣ VP ⋄Q V
η⋄ ι−−−→ V .
Definition 11.2.— We denote by K the kernel of the map q.
Lemma 11.3.— The graded object K ↣ C†C V is stable under Di for any
i = 1, . . . , 6. Subsequently, q is a morphism of chain complexes.
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Proof. — It is stable under D1 since the composite map from 1 to P⋄Q
(m ⋄ Id) ◦ (IdP ⋄X(η◦ τ, α) ⋄ Id) ◦ (Id ⋄ w) ◦ (η⋄ ι)
is zero. It is stable under D2, D3, D5 and D6. It is stable under D4
because
Vη⋄ ι◦D4 = Vη⋄ ι◦X(Id, dV)P ⋄Q =X(Id, dV)1 ⋄ 1 ◦Vη⋄ ι = dV ◦Vη⋄ ι .
Therefore, we can write an isomorphism of chain complexes
C†C V ≃ V ⊕ K
so that j is the inclusion V → V⊕K and q is the projection V⊕K → V.
So theorem B rewrites: ‘the chain complex K is acyclic’.
11.2 Our strategy
Our strategy is to introduce a degree 1 map H from K to itself such
that the morphism of chain complexes D ◦ H + H ◦ D is an isomorph-
ism. For convenience, we will define H not only on K but on all LPVQ
and even on all VP ⋄Q.
We know from Homotopy theory of unital algebras [10] that there
exists a filtration on P ⋄ Q such that the corresponding graded object
is a dg module equivalent to 1. This can be shown using a degree +1
map h : P ⋄ Q→ P ⋄ Q such that
d ◦ h+ h ◦ d − π1
is an isomorphism of the graded object. If we write H = Vh, then,
there exists a cofiltration on VP⋄Q such that on the corresponding
graded object,
D ◦ H + H ◦ D − πV
is an isomorphism. Subsequently D ◦H + H ◦D is an isomorphism of
the kernel Ker(VP⋄Q → V).
Thus our strategy is to find such a map h such that:
▷ H = Vh restricts to LPVQ,
▷ D ◦ H + H ◦ D is still an isomorphism of K ; since this is the
restriction of an isomorphism, it suffices to show that it is an
epimorphism.
The main problem we meet is that there does not seem to be a ‘good
cofiltration’ on LPVQ to show easily that D ◦ H + H ◦ D is an iso-
morphism. So, we shall work on independently on (VQ)P, (VQ)P ⋄P
and ((VQ)P)P.
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11.3 Restrictions
For conciseness purposes, we shall pretend that LPVQ is LP1 V
Q in this
subsection, the proof for the other restrictions LPnVQ for n > 1 being
only much longer.
Let us introduce a bit of notations first:
▷ Let L = Ker
((
VQ
)P → V).
▷ Let M = Ker
(((
VQ
)P)P → V).
▷ Let S = Ker
((
VQ
)P ⋄P → V).
▷ Let R = Ker
(
VP ⋄Q → V
)
.
Note that the two following diagrams are pullbacks:
M S
((
VQ
)P)P (
VQ
)P ⋄P ;
K M
L S
.
Furthermore we have a morphism of diagrams which is objectwise a
monomorphism:

K L
M Q
R

↣

LPVQ ((VQ)P)P
(VQ)P (VQ)P⋄P
VP⋄Q

.
Definition 11.4.— Consider a map f from VP ⋄Q to itself whichstabilises
R. If it exists, a total restriction of f is a map from the right diagram above
to itself which extends f which stabilises K, L, M and S.
Lemma 11.5.— A map f has a total restriction if and only if the two fol-
lowing conditions are met:
▷ the map f stabilises (VQ)P
▷ the restriction f L of f to (VQ)P extends to a map f S of (VQ)P⋄P
which stabilises both S and ((VQ)P)P.
Proof. — It follows from the fact that ((VQ)P)P is a subobject of
(VQ)P⋄P and (VQ)P is a subobject of VP ⋄Q.
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We describe here total restrictions of the maps D2, . . . , D6. It is
clear that these maps restricts to (VQ)P. So, it suffices to exhibit maps
DS2 , . . . , D
S
6 of (V
Q)P⋄P which stabilises S and ((VQ)P)P. Here are these
maps: 
DS2 = −
(
VQ
)dw ⋄ Id+Id ⋄ ′dw ;
DS3 = −
(
VQ
)ds−1Q ⋄ Id+Id ⋄ ′ds−1Q −X (Id, VdQ)P ⋄P ;
DS4 =X
(
Id,X (Id, dV)
Q
)P ⋄P
.
DS5 :
(
VQ
)P⋄P X(Id,X(Vτ,Vα◦a)Q)P ⋄P−−−−−−−−−−−−−−−−−−−−−−→ ((VQ)Q)P ⋄P
→
(
VQ ⋄Q
)P ⋄P (Vw)P ⋄P−−−−−−−→ (VQ)P⋄P ;
DS6 = −
(
VQ
)dθ ⋄ Id+Id ⋄ ′dθ .
11.4 The planar case
In this subsection, we prove theorem B in the context of planar op-
erads and planar coperads. Our strategy is to introduce a degree 1
map H from K to itself such that the morphism of chain complexes
D ◦ H + H ◦ D
is an isomorphism.
Remark 11.6. — Since we are going to deal with planar operads exclus-
ively in this subsection, we will assume that we work with planar —
N-indexed — modules instead of S-modules freely generated by an
N-indexed one. One consequence of that is the fact that when speak-
ing of a planar tree, it makes perfect sense to refer to its left or right
leaves. In particular there is now a way to automatically select a leaf
from a tree: take the leftest one.
11.4.1 The map H
Since P = Bar† Q is a free graded operad, the planar module P ⋄ Q is
made up of trees t such that:
▷ t is either the unit tree;
▷ or some of the top vertices of t are labelled by Q;
▷ and the other vertices of t are labelled by s−1Q.
Let h be the degree −1 map from P ⋄ Q to itself defined on a labelled
tree t as follows:
▷ if the leftest top vertex is labelled by s−1Q, then h applies β (that
is removes s−1);
▷ otherwise, h is zero.
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We can define more precisely h by induction on the size of the trees
of P as follows
h =

0 on 1 ⋄ Q ;
(β) ⋄ Id on s−1Q ⋄ 1 ;∑p−1
i=0 Id ⊗
(
π⊗i1 ⊗ h ⊗ Id⊗p−1−i
)
,
on s−1Q ⊗
((
t1(s
−1Q) ⋄ Q
)
⊗ · · · ⊗
(
t1(s
−1Q) ⋄ Q
))
.
Definition 11.7.— Let H : VP ⋄Q → VP ⋄Q be the degree 1 map defined
by H = −Vh.
11.4.2 Restrictions of the map H
We describe here a total restriction of the map H. For that purpose,
we first rewrite h. The planar module P is made up of planar trees
labelled by s−1Q. Then
P ⋄ Q ≃
⊕
t
t(s−1Q)
 ⋄ Q ,
where the sum is taken over isomorphism classes of planar trees. Be-
sides we define a map u : P → P ⋄ P which consists in extracting the
leftest top vertices on any tree. In particular, it is zero on the trivial
tree 1.
Definition 11.8.— Let u : P→ P⋄P be the map defined by the following
induction:
u =

0 on 1 ;
η⋄ Id on s−1Q ;∑p−1
i=0 Id ⊗ ((π1 ⋄ η)⊗i ⊗ u ⊗ (Id ⋄ η)⊗p−1−i) ,
on s−1Q ⊗
(
t1(s
−1Q) ⊗ · · · ⊗ t1(s−1Q)
)
.
Let t be a planar tree. If we count its leaves from left to right
starting from 1, then let k be the number of the rightest leaf of the
leftest top vertex of t. Let l be the number of leaves of this leftest top
vertex. Moreover, let t′ be the tree made up from t by taking off this
leftest top vertex. Then the restriction of h to t(s−1Q) ⋄ Q equals the
following composite map:
t(s−1Q) ⋄ Q Id⋄(τ
⊗k⊗Id)−−−−−−−−−−→ t(s−1Q) ⋄ (1⊗k ⊗ Q ⊗ · · · ⊗ Q)
u ⋄ Id−−−−→ t′(s−1Q) ⋄ (1⊗k−l ⊗ s−1Q(l) ⊗ 1 ⊗ · · · ⊗ 1) ⋄ (1⊗k ⊗ Q ⊗ · · · ⊗ Q)
→ t′(s−1Q) ⋄ (1⊗k−l ⊗ s−1Q(l) ⊗ Q ⊗ · · · ⊗ Q)
↣ t′(s−1Q) ⋄ (1⊗k−l ⊗ s−1Q ⊗ Q ⊗ · · · ⊗ Q)
Id⋄(ι⊗k−l⊗β⊗Id⊗···⊗Id)−−−−−−−−−−−−−−−−−−−→ t′(s−1Q) ⋄ Q .
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Lemma 11.9.— The map H : VP ⋄Q → VP ⋄Q stabilises the subobject
(VQ)P ↣ VP ⋄Q.
Proof. — Instead of showing that H stabilises (VQ)P, we exhibit a
map HL from (VQ)P to itself and show that it is the restriction of H.
It suffices to describe the projection of HL on [t(s−1Q), (VQ)⊗n] for any
planar tree t. So, let t be a planar tree as above and consider the
following composite map HLt(
VQ
)P
↠
[
t′(s−1Q),
(
VQ
)⊗n]
[Id,(Vι)⊗k−l⊗Vβ⊗Id⊗···⊗Id]−−−−−−−−−−−−−−−−−−−−−−−→
[
t′(s−1Q), V ⊗ · · · ⊗ V ⊗ Vs−1Q ⊗ VQ ⊗ · · · ⊗ VQ
]
↠
[
t′(s−1Q), V⊗k−l ⊗ [s−1Q(l), V⊗l ] ⊗ VQ ⊗ · · · ⊗ VQ
]
↣
[
t′(s−1Q) ⊗ (1 ⊗ · · · ⊗ 1 ⊗ s−1Q(l) ⊗ 1 ⊗ · · · ⊗ 1), V⊗k ⊗ VQ ⊗ · · · ⊗ VQ
]
[u,Id]−−−−→
[
t(s−1Q), V⊗k ⊗ VQ ⊗ · · · ⊗ VQ
]
[Id,τ⊗k⊗Id]−−−−−−−−−→
[
t(s−1Q), (VQ)⊗m
]
.
A straightforward checking shows that the product of the HSt is the
restriction of H.
Then, one has to extend HL to (VQ)P ⋄P and check that the new
extended map HS stabilises Q and ((VQ)P)P.
The map u extends to a map of graded planar modules
v : P ⋄ P −→ P ⋄ P ⋄ P
as follows. The planar module P ⋄ P is made up of labelled planar
trees together with a partition of the tree. Then u consists in putting
aside the partition of the tree, then apply u and finally, put again the
partition; or more accurately put a partition on the lower tree (that is
the former tree minus its leftest top vertex) which is the shadow of the
former partition. We can define v precisely by induction
v =

Id ⋄ u on 1 ⋄ P ;
P ⋄ 1 ≃ P u−→ P ⋄ P ≃ P ⋄ 1 ⋄ P↣ P ⋄ P ⋄ P on P ⋄ 1 ;
(
∑p−1
i=0 Id ⊗ ((π1⋄1 ⋄ η)⊗i ⊗ u ⊗ (Id ⋄ η)⊗p−1−i)) + v ◦ Id ⊗ (π⊗p1⋄1) ,
on s−1Q ⊗ (P ⋄ P)⊗p .
Definition 11.10.— Let HS be the map from (VQ)P ⋄P to itself defined
by replacing u by v in the formula of H in the proof of lemma 11.9, and
the tree t by a partitioned tree.
Proposition 11.11.— The map HS stabilises Q and ((VQ)P)P. Further-
more, it restricts to HM on (VQ)P.
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Lemma 11.12.— The following diagram commutes:
P ⋄ P P ⋄ P ⋄ P
P P ⋄ P .
v
m m ⋄ Id
u
Proof. — The proof follows from a straightforward checking on any
partitioned planar labelled tree.
Proof of proposition 11.11. — The fact that HS restricts HM on (VQ)P
is a consequence of the previous lemma. Now, we have to prove that
HS stabilises ((VQ)P)P. Let HL : (VQ)P)P → ((VQ)P)P be the degree
1 map defined as follows : for any tree t as above, the projection on
[t(s−1)Q, (VQ)P] of HL, is the sum of map((
VQ
)P)P
↠
[
t(s−1Q),
((
VQ
)P)⊗m] [Id,∑k−1i=0 π⊗i⊗H⊗Id]−−−−−−−−−−−−−−−−−→ [t(s−1Q), ((VQ)P)⊗n] ,
with the map((
VQ
)P)P
↠
[
t′(s−1Q),
((
VQ
)P)⊗n]
↠
[
t′(s−1Q), V⊗k−l ⊗ [Q(l), V⊗l ] ⊗
((
VQ
)P)⊗n−k−1+l]
↣
[
t′(s−1Q) ⊗
(
1⊗k−l ⊗ Q(l) ⊗ 1⊗n−k−1+l
)
, V⊗k ⊗
((
VQ
)P)⊗n−k−1+l]
−[h,Id]−−−−−→
[
t(s−1Q), V⊗k ⊗
((
VQ
)P)⊗n−k−1+l]
↣
[
t(s−1Q), V⊗k ⊗
((
VQ
)P)⊗m]
.
It is straightforward to check that HL is the restriction of HS.
Corollary 11.13.— The maps HL, HM and HS defined a total restriction
of the map H
Proof. — It follows from proposition 11.11 and lemma 11.9.
11.4.3 Decomposition of D2
We decompose the map dw ⋄ Id : P⋄Q→ P⋄Q into two parts. Let dw,u
be the degree 1 map from P ⋄ Q to itself defined by induction:
dw,u =

0 on 1 ⋄ Q ;
dw on s−1Q ≃ s−1Q ⋄ 1 ;∑p−1
i=0 Id ⊗
(
Id⊗i ⊗ dw,u ⊗ Id⊗p−1−i
)
,
on s−1Q ⊗
((
t1(s
−1Q) ⋄ Q
)
⊗ · · · ⊗
(
tp(s
−1Q) ⋄ Q
))
.
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Definition 11.14.— Let D2,u be the degree −1 from VP⋄Q to itself defined
by D2,u = Vdw,u . and let D2,d = D2 − D2,u .
The maps D2,u and D2,d have total reduction defined in similarly
as the total reduction of D2.
11.4.4 The map H and the first terms of the coderivation
Lemma 11.15.— On K and R, we have the equality
(D1 + D2,u) ◦ H + H ◦ (D1 + D2,u) = IdK .
Proof. — It suffices to show the result at the level of R. Then, we can
work directly on P ⋄ Q. Let us denote f1, f2 : P ⋄ Q→ P ⋄ Q the maps
f1 = (m ⋄ Id) ◦ (Id ⋄X(τ, α) ⋄ Id) ◦ (Id ⋄ w) and f2 = −dw,u ⋄ Id .
Then D1 = Vf1 and D2 = Vf2 . So,
(D1 + D2) ◦ H + H ◦ (D1 + D2) = −V(f1+f2)◦h+h◦(f1+f2) .
It suffices to check that on any labelled tree t that
(f1 + f2) ◦ h+ h ◦ (f1 + f2) = −Id .
Lemma 11.16.— On K, we have the equality
(D3 + D4) ◦ H + H ◦ (D3 + D4) = 0 .
Proof. — It suffices to notice that
(dr ⋄ Id) ◦ h+ h ◦ (dr ⋄ Id) = 0 = (Id ⋄′ dQ) ◦ h+ h ◦ (Id ⋄′ dQ) .
and that
X(Id, dV)
P ⋄Q ◦ Vh = −Vh ◦X(Id, dV)P ⋄Q .
11.4.5 The map H and the last terms of the coderivation
We know that any of the maps H, D2,d , D5 and D6 induces maps on
M, Q and L. We can then extend the map F = (D2,d + D5 + D6) ◦ H +
H ◦ (D2,d + D5 + D6) to M, Q and L.
We also know that on K, we have
D ◦H+ H ◦D = IdK + (D2,d + D5 + D6) ◦H+ H ◦ (D2,d + D5 + D6) .
So, to prove that D ◦ H + H ◦ D is an isomorphism of K, it suffices to
show that Id+FM, Id+FQ and Id+FL are respectively automorphisms
of M, Q and L.
11 the cobar equivalence 90
Lemma 11.17.— The map IdM + FM is an automorphism of M.
Proof. — We can cofilter M as follows
Mn = Ker
((
VQ
)FnP → V) .
Then, M = lim←−−
n∈ωop
Mn. Moreover, this cofiltration is preserved by all
the maps H, D2,u , D5 and D6. Then, H is zero on Ker (Mn+1 → Mn).
Thus, it is also the case for F. So, by induction and by the five lemma,
Id + F is an isomorphism of Mn for any n. So, taking the limit, Id + F
is an isomorphism of M.
Lemma 11.18.— The map IdS + FS is a an automorphism of S which re-
stricts to an automorphism of L.
Proof. — The first part of the result follows from the same arguments
as the proof of the previous lemma. Let us prove the secondstatement.
We can cofilter L as follows:
Ln = Ker
(((
VQ
)P)FnP → V) .
We have L = lim←−−
n∈ωop
Ln. Moreover, this cofiltration is preserved by all
the maps H, D2,u , D5 and D6. Besides, we have
grn L = Ker (Ln+1 → Ln) =
⊕
t
[
grn t(s
−1Q),
(
VQ
)P · · · ⊗ · · · ⊗ (VQ)P] ,
where the finite sum is taken over planar trees with less than n ver-
tices. We can filter once again by the opposite of the number of ver-
tices of the trees which is necessarly finite. Then, on
gr′m
[
grn t(s
−1Q),
(
VQ
)P · · · ⊗ · · · ⊗ (VQ)P] .
we have
Ht =
k∑
i=0
[
Id,π⊗iV ⊗ H ⊗ Id⊗p−i−1
]
(k is the number of the last leaf of the leftest top vertex of t). Moreover,
D2,d =
∑p
i=0
[
Id, Id⊗i ⊗ D2,d ⊗ Id⊗p−i−1
]
;
D5 =
∑p
i=0
[
Id, Id⊗i ⊗ D5 ⊗ Id⊗p−i−1
]
;
D6 =
∑p
i=0
[
Id, Id⊗i ⊗ D6 ⊗ Id⊗p−i−1
]
.
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Then, we can filter again
F′′0 =
[
gr t, M ⊗
((
VQ
)P)⊗p−1]
;
F′′1 = F0 +
[
gr t,
(
VQ
)P ⊗ M ⊗ ((VQ)P)⊗p−1] ;
. . . ;
F′′i = Fi−1 +
[
gr t,
((
VQ
)P)⊗i ⊗ M ⊗ ((VQ)P)⊗p−1−i] ;
F′′p =
[
grn t(s
−1Q),
(
VQ
)P · · · ⊗ · · · ⊗ (VQ)P] .
Then, on gr′′m [grn t(s−1Q), (VQ)P · · · ⊗ · · · ⊗ (VQ)P],
[Ht, D2,d + D5 + D6] =

[Id, Id⊗i−1 ⊗ [H, D2,d + D5 + D6] ;
if m ≤ k ⊗ Id⊗p−i ] ;
0 otherwise.
So, Id + FL is induces automorphism of Ker(Ln+1 → Ln) for any in-
teger n. So by induction and by the five lemma, Id + FL is an auto-
morphism of L.
11.4.6 The model equivalence
Proposition 11.19.— In the planar case, that is if Q is a planar coperad
and hence P is a planar operad, then theorem B holds.
Proof. — The previous lemma have shown that K is acyclic. So the
morphismV → C†CV is an equivalence. It suffices to prove that the
adjunction C ⊣ C† is an equivalence.
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