Abstract-Visual SLAM (Simultaneous Localization and Mapping) methods typically rely on handcrafted visual features or raw RGB values for establishing correspondences between images. These features, while suitable for sparse mapping, often lead to ambiguous matches at texture-less regions when performing dense reconstruction due to the aperture problem. In this work, we explore the use of learned features for the matching task in dense monocular reconstruction. We propose a novel convolutional neural network (CNN) architecture along with a deeply supervised feature learning scheme for pixelwise regression of visual descriptors from an image which are best suited for dense monocular SLAM. In particular, our learning scheme minimizes a multi-view matching cost-volume loss with respect to the regressed features at multiple stages within the network, for explicitly learning contextual features that are suitable for dense matching between images captured by a moving monocular camera along the epipolar line. We utilize the learned features from our model for depth estimation inside a real-time dense monocular SLAM framework, where photometric error is replaced by our learned descriptor error. Our evaluation on several challenging indoor scenes demonstrate greatly improved accuracy in dense reconstructions of the well celebrated dense SLAM systems like DTAM, without compromising their real-time performance.
I. INTRODUCTION
Visual 3D reconstruction finds it uses in many visionbased autonomous systems, including robotic navigation and interaction. It is a core component of structure from motion and visual SLAM systems that work by establishing correspondences between multi-view images, either explicitly or implicitly, and use this information to solve for the locations of both the camera and 3D landmarks. Depending on the method used, and also the application, the reconstructed 3D map varies from being sparse to dense. While sparse mapping is usually sufficient in cases where the desired output is the trajectory of a moving robot, a dense 3D map is useful when a robot is required to reliably interact and move in a given environment. Success of both dense mapping and direct dense tracking given a map are crucially depends on ability to generate accurate dense correspondences between images. Reliance on hand-crafted features or raw RGB pixel values is the crucial bottleneck of dense SLAM as matching ambiguities arise due lack of unique local texture, repetitive texture in the image, appearance distortion due to change in perspective, change in lightning, motion blur and occlusions. Strong priors are often used to "fill in" or rectify parts of the map, but they are not always sufficient for accurate reconstructions. Notice the dent in table, the very structured error in fusing the depths of the monitor and wrongly reconstructed notebook in the left corner of top left reconstruction which is obtained by using RGB cost volume with TV like handcrafted smoothness prior in SLAM framework of [14] . Most of these errors can be fixed by learning deep-features to generate cost-volume and learned priors to replace TV.
Recently, the resurgence of CNNs and their capacity to capture full context of the scenes directly from data have allowed relatively accurate predictions surface normals and depth to be made just from a single image [2] , [9] , [5] . CNNs have shown to be capable of accurately solving low-level vision problems like predicting dense image correspondence [15] , [7] or depth and motion from two-views [19] outperforming traditional vision methods which rely on handcrafted features and loss functions. However they have mainly been used for solving single or two-frame problems. It is not straightforward to extend standard end-to-end learning frameworks to use data from arbitrary number of views without increasing memory and computational requirements while training and testing.
In a typical visual SLAM system where the camera captures images at 30Hz, it is always beneficial to make use of all the information available. In this work, we take a different approach of learning dense features good for matching which are fast to compute and can directly be used in the existing dense monocular reconstruction systems for reliable correspondence estimation. More specifically we want to automatically learn features via a CNN to deal with the ambiguities that occur when matching along epipolar lines for per-pixel depth estimation, especially when presented with images captured with a handheld monocular camera. To this end we introduce a novel CNN-based deeply supervised training scheme for feature descriptor learning, and a fully convolutional multi-scale network design that can help efficiently capture both local and global pixelwise context, and simultaneously regress for a high dimensional feature vector for each pixel in the image. In contrast to previous feature learning approaches, we propose to construct and minimize a multi-view cost volume loss during training where the predicted feature for each pixel in the reference image is compared with those for a range of pixels along the corresponding epipolar line in the live frame (one of which will be the right match). The minimization is done with respect to predicted features over the entire cost volume during training and thus millions of training instances are incorporated into a single training batch which makes the training very efficient. The efficient computation of our loss is enabled by the large parallel compute capability of GPUs. We apply our cost volume loss after every feature map downsampling stage in order to regularize the network to learn good features to match at every image scale. Moreover since our training loss is based on the same cost volume loss minimised at test-time for estimating depth, our belief is that it will help the network learn the optimal features suited for dense correspondence in a monocular reconstruction setting given the training data and model capacity. Similar to [17] our training framework is self-supervised, requiring only raw RGB-D data (for example as captured by Kinect sensor) and the camera trajectory that can be estimated from the data itself using a method like RGB-D ORB-SLAM [11] or Kinect Fusion [13] for rigid scenes.
We also integrate our feature descriptors into the real-time dense monocular reconstruction system in [20] which uses in addition a CNN-based learned surface normal prior for depth regularization (Fig. 1) . We show that the combined system leads to further improvement in dense monocular reconstructions in challenging indoor environments. To the best of our knowledge this combined system is the first framework for real-time monocular dense reconstruction to harnesses the feature-learning capabilities of CNNs in terms of both geometric scene understanding and dense correspondence given arbitrary number of input images.
II. BACKGROUND
SLAM methods with hand crafted features: Most popular SLAM methods like PTAM [8] and ORB-SLAM [10] use handcrafted features successfully for sparse matching and solving for sparse map and camera trajectory. LSD-SLAM [3] uses direct RGB alignment for solving for both pose and map but results in a semi-dense map. DTAM [14] is able to generate dense depth maps by utilizing smoothness prior to help resolve matching ambiguities. While recent work have begun exploring the use of learned priors for reconstruction [20] , [4] , [18] , these methods still rely on low-level feature matching for dense correspondence. End-to-end CNNs for stereo: Ummenhofer et al. [19] propose to train a network for depth, camera motion, and optical flow prediction from two frames for indoor scenes whereas Kendel et.al. [7] propose to train a deep network end-toend for disparity prediction outdoors, to give state-of-the-art results for stereo reconstruction in NYU and KITTI datasets respectively. These two frame reconstruction architectures however are not very easily extensible to use more then a couple of frames -a limitation we want to address in this work. In particular, our work is inspired by [7] , which constructs a cost-volume with learned features for two frames by simply concatenating the features of these images for all possible candidate matches. This stereo cost-volume is further passed to a deep 3D convolutional network which implicitly acts as a regularizer to finally select the correct matches out of these candidates. Instead of learning this regularization network, in this work we propose to make the matching decision on per-pixel basis directly on the costvolume by explicitly forcing the correctly matched features to have small distances. This allows us to manually define a distance in the feature space which can be summed over multiple frames which end-to end stereo networks listed above does not allow. Feature learning with CNNs for low-level vision: Feature learning methods designed for good matching e.g. MC-CNN [23] or LIFT [22] are often patch based Siamese like architectures. Unlike these methods, our architecture is fully convolutional allowing for efficient training and testing and flexibility to match each pixel relying potentially on a receptive field of as large as the entire image. Loosely related to our work is recently published self-supervised visual descriptor learning method of [17] which by taking advantage of the model to frame alignment provides very accurate dense matching under extreme seen variations. Another related work is Universal Correspondence Network [1] that uses a contrastive loss to learn a network in fully supervised manner for feature matching. However, these methods don't use deep supervision, rely on randomly selected negative samples, and have not been extensively analyzed or integrated in a SLAM framework.
III. METHOD
In this section we describe our network architecture and training and inference time setup, and discuss the motivations behind the design choices.
A. Network architecture
Our network consists of five blocks B1-B5 (ref. figure  2) , each block consisting of 3 convolutional layers. All convolutional layers have a kernel size of 3x3 and 32 output filters, which we found to be a good middle ground for computational speed and matching accuracy. The first layer of each block has a stride of 2 for 2x downsampling after each subsequent block. The progressive down sampling rapidly increases the receptive field for a pixel without the need for a deeper network and helps the network capture contextual information which is key for successful matching. Not having a very deep network also prevents the network from overfitting to a particular dataset, and helps it learn more generic descriptors that are useful for matching even in completely different types of environments (ref. figure 6 ). In our network, the maximum potential receptive for a pixel is roughly half the input image resolution which is significantly larger than in work like [23] which limit the receptive field to 9x9 patches.
The downsampling however comes at a cost of reduced precision in the matching. This is because course features, although useful for matching large textureless regions, are too abstract for fine-grain pixel level matching which is required for precise depth estimation. Inspired by the U-Net architecture [16] we upsample each course prediction and sum it up with the preceding fine predictions (as shown in figure 2 ) in order to produce our final feature output. Doing so explicitly embeds local information about a pixel into its contextual representation enabling precise sub-pixel level matching.
The final output of our network is therefore a 32 dimensional feature vector for each pixel in the image, encoding both contextual and low-level image information. Each upsampling operation on the output of each course block is done through a single learnable deconvolution layer with a kernel size of 5x5 and stride of 2. Making this layer learnable resulted in improved results over a simple bilinear upsampling, showing that in this case it is better to allow the network to learn a more appropriate upsampling method. Furthermore, concatenating a bilinearly downsampled version of the input image with the output features from each block before passing them as input into the subsequent courser blocks also improved the matching result. This shows that there is still information present in the low-level features that can complement the abstract ones in order to benefit the pixelwise matching at lower resolutions.
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Learned -RBG Learned -RBG Depth GT Fig. 3 . Figure compares RGB and learned features for keyframe reconstruction purely based on feature matching for: a bathroom, a kitchen and a bedroom sequence from the NYU dataset [12] in rows 1-3 respectively. The red square in the first image in each row is a point of interest, which has to be mapped to the corresponding image in the second column on the epipolar line (denoted in red). The red square in the second image correspond to the predicted match using deep features which aligns correctly with the true match (green square) while the blue square represents the best RGB match. Columns 3,4 show the depth maps obtained by matching these two frames using learned features and color respectively. It is evident that, the learned feature's are more reliable for matching two-frames and successfully match far more points correctly despite absence of local texture. Columns 4,5 show the depth maps obtained by minimizing learned feature-based and RGB-based cost volumes respectively for 30 frames. Matching evidence gets accumulated over frames for both cases but the cost-volume constructed using the learned features gives considerably better results. Last column is the ground truth depth map for each case. Although the multiscale features from our network can be used independently for course-to-fine matching at test time, we perform matching using just the final aggregated high resolution feature output of our network instead as the contextual information contained in it allows for a large basin of convergence and makes the solution less sensitive to initialization (see section IV). Our network is fast to evaluate (≈ 8ms on a Nvidia GTX 980 GPU) making it suitable for use as a feature extractor in real-time SLAM. Another advantage of our architecture is that it provides the flexibility for one to discard the courser blocks if needed, as the features that are generated by each block are explicitly trained to be suitable for matching through deep supervision (see section III-B). For example one can choose to remove Blocks B2-B5 and simply use features from Block B1 if further efficiency is desired without compromising too much on accuracy (refer figure 6) .
TABLE I QUANTITATIVE RESULTS ON 25 RAW NYU-D V2 DATASET [12] TEST SEQUENCES. IN THE TABLE P.E. = PHOTOMETRIC ERROR. L.F.E. = LEARNED FEATURE ERROR. L. NORMALS = LEARNED NORMALS. THE AVERAGE ERRORS AND ACCURACY ARE FOR KEYFRAME RECONSTRUCTIONS AGAINST KINECT DEPTH MAPS (WHERE VALID DEPTHS ARE AVAILABLE). THE RESULTS HERE ARE SHOWN FOR THE OPTIMAL LAMBDA VALUES FOR EACH

B. Training
The output of our network are dense pixelwise features for any image. Using these features for multiple images, our task is to search for the best inverse depth ρ p of a pixel u p in the reference image -which matches this pixel in other images on the corresponding epipolar line defined by the camera motion. To do this, first we discretize the (inverse) depth ρ p into N bins {ρ 1 p ... ρ N p } and convert this continuous matching problem into N class classification problem. We create the discrete multi-view cost-volume [14] and following [7] minimize the softmax loss in order to regress the optimal inverse-depth ρ L p that matches the groundtruth inverse depth. In this work we discretize the inverse depth into 256 bins, with labels uniformly sampled similar to [14] (we set maximum inverse depth as 4 and minimum as 0). This gives a coarser match depending on the number of the bins used for discretization and the baseline which in the general case vary. To get a more refined match we further minimize the regression loss in the same manner as [7] . Figure shows the cost-volume as it evolves after accumulating evidences from multiple frames for 3 different points, using learned features (red) and rgb features (blue). The red and blue vertical lines in the plots indicate the location of the minimum using learned features and rgb features respectively, and the green vertical line indicates the location of the groundtruth minimum. From top to bottom, the plots correspond to cost volumes accumulated over 2 frames, 15 frames and 30 frames respectively. In the top images, the green squares show the location of the 3 points of interest in the reference image (left), and the corresponding groundtruth locations in 3 of the live images that were used to generate the cost volume. The red and blue squares show the matched locations of the same 3 points after searching along the corresponding epipolar lines in the live frames using learned features and rgb features respectively.
Since our network regresses multi-scale features, similar to [21] , we explicitly perform deep supervision by minimizing both classification and regression losses with respect to the features at each scale independently (L1-L5), as well as the aggregated feature (L in figure 2) . In comparison, similar works to ours like [17] , [1] have relied upon a single contrastive loss function at the end of the network. In addition to providing the flexibility of discarding blocks of the network in trade for computation speed, this deep supervision acts as a good regularizer for the network resulting in fast convergence during training. Our network is trained from scratch with Xavier initialization using the Caffe framework [6] .
C. Keyframe reconstruction using deep features
Once we have learned the multi-scale features as specified above, we can use then in the mapping frameworks [14] , [20] by simply replacing the RGB cost-volume with the learned deep-features based cost-volume. Our inference loss is defined as: Fig. 5 . The effect of changing regularization strength on reconstruction accuracy. The reconstruction errors are significantly lower when the features are learned than that of using RGB values as the feature. Using learned normal based prior of [20] with our learned features gives best results. Please note that as the cost-volume magnitude depends on the length and range of the used features, for each of the 4 plots shown the regularization strength λ is renormalized by a constant factor for better visualization.
where E φ is the dataterm that computes the descriptor matching error for a keyframe I ref accumulated over N overlapping frames:
(2) E smooth is the local smoothness prior. We experiment with the TV and normal based regularizer as two variations where RGB cost-volume replacing f in (2) forms [14] and [20] as our baselines. λ in each case controls the regularization strength.
IV. EXPERIMENTS
In this section, we extensively analyze different aspects of the learned deep features particularly advantageous for dense tracking and mapping over RGB features and quantify this advantage benchmarking the learned network on a large dataset. Figure 3 compares the cost volume generated using RGB features as well as the learned feature in some of the challenging scenarios of large baseline matching along epipolar line. Even when only two frames are used for matching, the learned features -consisting contextual information from large receptive field -can be successful matched whereas Fig. 6 . Generalizability of learned features trained on NYU dataset to a completely different type of scene on the KITTI stereo dataset without any finetuning. Note that no regularization was added on top, so this is just the pure matching result. From Top to Bottom: Reference Image, Live Image, Disparity map obtained by matching using rgb features, Disparity map obtained by matching using learned features from Block B1, Disparity map obtained by matching using all learned features combined, Groundtruth. Notice how explicitly combining course features with the fine features provides the necessary context to match large textureless regions while maintaining precision. RGB cost volume struggles. As the number of frames for matching grows the deep feature based cost-volume gives very realistic and smooth depth maps without any prior.
A. A detailed analysis of learned deep features
In Figure 4 , we further explore the advantages deep feature learning posses. Our learned features when used in the SLAM framework of [14] for mapping give much sharper local minimas for cost-volume -often the correct depth -compared to that of the RGB. Deep features based cost-volume often has very sharp global minima even with very less number of frames. This sharpness of the global minima is indicative of large basin of convergence. As the decision can be made based on the image evidence alone, both tracking and mapping becomes less reliant on priors which often are inaccurate and computationally expansive part of SLAM. Interestingly, given enough number of frames for matching, the deep feature's cost-volume often have much fewer local minima. This is again another desirable property as this suggests insensitivity to the initialization for tracking and mapping methods which use's gradient based optimization.
On the other hand, RGB cost volume even after gathering evidence from 10's of frames, often consists of multiple local minima's due to repetitive texture in the images leading to mismatching even a well textured region (See the corner of the chair) in figure 4 . Additionally, the cost volume also remains flat in homogeneous regions of the images due to aperture problem for example the pixel on the floor. Due to multiple local minima gradient based optimization methods suffers from incorrect initialization forcing many direct tracking/mapping method to resort to coarse-to-fine strategy whereas the flatness of the cost-volume makes SLAM systems heavily reliant on strong priors.
B. Evaluation
We extensively evaluate the learned deep features as explained in the section III on a large subset of NYU v2 dataset [12] . We follow the same experimental set-up and the train/test splits of NYU dataset as that of [20] . Camera motion (in metric units) for all the NYU train and test sequences were precomputed using [11] to isolate the mapping process for which we use our own implementation of [14] and [20] as two very strong baselines for this work. Small sub-sequences of 61 frames (30 past and 30 future frames) were used to reconstruct all the key-frames using both the baselines. We show the improvement in the depth estimation by replacing the RGB features by our learned features for cost-volume creation in both the baselines mentioned above and compared the results to quantify the improvements. We evaluate the accuracy of the depth-maps on the standard evaluation criteria used on NYU datasets by [2] , [20] .
To find optimal hyper parameter λ, we grid-search in a sensible range for each of the approach individually. Figure 5 visualizes the sensitivity of all the reconstruction approaches to the choice of regularization strength λ. After a constant normalization factor, it can be seen that all algorithms degrade gracefully when we deviate from the optimal choice of λ while the learned features make this choice less critical.
In Table I we report the best reconstruction accuracies obtained on NYU dataset with and without using our learned features. Using our learned feature to create cost-volume gives a significant boost to the performance (evaluated on all the error measures) to that of RGB cost volume based reconstruction. Figure 7 and 8 show the visual comparison of the proposed features used in the mapping systems [14] , [20] working in real-time with ORBSLAM monocular visual tracking [10] against that of color features. A significant advantage of the proposed deep features can be easily seen in these results visually. More live qualitative results are available here: https://goo.gl/jUqiBN.
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