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BESOV-LIPSCHITZ AND MEAN BESOV-LIPSCHITZ SPACES OF
HOLOMORPHIC FUNCTIONS ON THE UNIT BALL
MIROLJUB JEVTIC´ AND MIROSLAV PAVLOVIC´
Abstract. We give several characterizations of holomorphic mean Besov-
Lipschitz space on the unit ball in CN and appropriate Besov-Lipschitz space
and prove the equivalences between them. Equivalent norms on the mean
Besov-Lipschitz space involve different types of Lp-moduli of continuity, while
in characterizations of Besov-Lipschitz space we use not only the radial deriva-
tive but also the gradient and the tangential derivatives. The characterization
in terms of the best approximation by polynomials is also given.
1. Introduction and main results
Let BN denote the unit ball in C
N and let SN = ∂BN , where N is a positive
integer. For a point z = (z1, . . . , zN) ∈ CN we write |z| = (|z1|2 + . . .+ |zN |2)1/2.
The normalized Lebesgue measures on BN and SN will be denoted by dv and dσ,
respectively. The Lp-mean over the sphere |z| = r (0 < r < 1) of a Borel function
f on BN is defined by
Mp(r, f) =
(∫
SN
|f(rζ)|p dσ(ζ)
)1/p
(1 ≤ p <∞)
and M∞(r, f) = ess supζ∈SN |f(rζ)|. The class Lp,qα (BN ), α ∈ R, 1 ≤ q ≤ ∞,
consists of those functions f for which
‖f‖p,q,α :=
(
2N
∫ 1
0
M qp (r, f)(1− r2)qα−1r2N−1 dr
)1/q
<∞. (1.1)
In the case q =∞ this should be interpreted as
‖f‖p,∞,α := ess sup
0≤r<1
(1− r2)αMp(r, f) <∞.
Let H(BN ) denote the space of all holomorphic functions in BN . For 1 ≤ p ≤ ∞
the Hardy space Hp(BN ) = H
p consists of all functions f ∈ H(BN ) such that
‖f‖p := sup
0<r<1
Mp(r, f) <∞,
i.e. Hp(BN ) = L
p,∞
0 (BN ) ∩ H(BN ). For information on Hardy spaces of several
variables we refer to [20].
We are interested in the mixed-norm Bergman space
Hp,q,α = Hp,q,α(BN ) = L
p,q
α ∩H(BN )
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and some closely related spaces. Note that Hp,q,α = {0} for α ≤ 0, if 1 ≤ q < ∞,
and for α < 0 if q = ∞. By using standard arguments one proves that Hp,q,α is
complete. These spaces arise naturally in the study of Hardy spaces (see [7]). Note
also that (1.1), for 1 ≤ p = q <∞, reduces to
‖f‖p,p,α =
∫
BN
|f(z)|p(1− |z|2)pα−1 dv(z).
Therefore, Hp,p,α is a weighted Bergman space.
Convention. From now on, unless specified otherwise, we will assume 1 ≤ p, q ≤
∞, α > 0, and ν, N are positive integers.
1.1. Besov-Lipschitz spaces. In order to give one of several possible definitions
of Besov-Lipschitz spaces we need some more notation. The radial derivative Rf,
where f ∈ H(BN ), is defined as
Rf(z) =
N∑
j=1
zj
∂f
∂zj
(z), (∗)
which can also be written as
Rf(z) =
∞∑
k=1
kfk(z),
where f(z) =
∑∞
k=0 fk(z) is the homogeneous expansion of f. Using the homoge-
neous expansion we can define Rsf for any s ∈ C by
Rsf(z) =
∞∑
k=1
ksfk(z).
We define the Besov-Lipschitz space Λp,qα (BN ) = Λ
p,q
α , α > 0, by
f ∈ Λp,qα ⇐⇒ Rsf ∈ Hp,q,s−α, (1.2)
where s is the smallest integer greater than α. In Section 2 (Theorem 2.1) we give a
new proof of the well known fact that s in (1.2) can be replaced by any real number
greater than α. For 1 ≤ q <∞ the spaces Λp,qα are usually called Besov spaces. For
the Lipschitz space Λp,∞α we write Λ
p
α = Λ
p,∞
α . In particular, Λ
∞
α consists of those
f ∈ H(BN ) for which
sup
z∈B
(1− |z|2)s−α|Rsf(z)| <∞,
where s is as above. This condition has sense for s = α as well and defines the
Hardy-Sobolev spaces H∞α (BN ), α > 0. More generally, the Hardy-Sobolev space
Hpα(BN ) is defined by
Hpα = H
p
α(BN ) = {f ∈ H(BN ) : Rαf ∈ Hp(BN )}.
Proposition 1.1. In the definition of Λp,qα , condition (1.2) can be replaced by
∇s(f) ∈ Lp,qs−α(BN ), (1.3)
where ∇s(f) is the s-th order gradient of f .
(∗)In [6], Rf is defined as f(0) +
∑N
j=1 zj∂f/∂zj .
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The second order gradient is defined as
∇2(f)(z) =
( N∑
j,k=1
|∂j∂kf(z)|2
)1/2
,
where
∂jf(z) =
∂f
∂zj
(z).
In the case s > 2, ∇s(f) is defined similarly. Of course ∇1(f)(z) = |∇f(z)|, where
∇f(z) is the ordinary holomorphic gradient.
The inequality
Mp(r,Rsf) ≤ C
s−1∑
k=1
∇k(f)(0) +Mp(r,∇s(f)), (1.4)
which proves that (1.3) implies (1.2) is simple. The reverse implication can also
be verified in a relatively simple way (see, e.g., the proofs of Lemmas 1 and 2 in
[17]). However the following result, due to Ahern and Schneider [1], shows that
much more holds.
Lemma 1.A. If f ∈ H(BN ), then Mp(r,∇f) ≤ CMp(r,Rf), for 1/4 < r < 1.
This fact is a reformulation of the original result of Ahern and Schneider (see
Rudin [19, $6.6.3]). We will deduce the inequality Mp(r,∇n(f)) ≤ CMp(r,Rnf),
from Lemma 1.A, in Section 4 (Lemma 4.1). In Section 4 we will also show that
the radial derivative in (1.2) can also be replaced by the tangential gradients.
1.2. Mean Besov-Lipschitz spaces. Very recently, by using the Lp-modulus of
continuity of order one and two, Cho, Koo and Kwon [5, 13] and Cho and Zhu [6]
defined the appropriate holomorphic mean Besov-Lipschitz spaces. Their definition
of the Lp-modulus of continuity can be extended as follows:
Let U denote the group of all unitary transformations of CN . For U ∈ U and a
function f ∈ H(BN ), we let
fU (z) = f(Uz),
∆1Uf(z) = f(Uz)− f(z),
∆nUf = ∆
1
U (∆
n−1
U f) (n ≥ 2).
In particular
∆2Uf(z) = f(U
2z)− 2f(Uz) + f(z).
Then, for f ∈ Hp, let
ωn(δ, f)p = sup
‖U−I‖<δ,U∈U
‖∆nUf‖p (Iz = z). (1.5)
The holomorphic mean Besov-Lipschitz space Lipp,qα (BN) = Lip
p,q
α consists of
those f ∈ Hp(BN ) for which∫ 1
0
[
ωn(δ, f)p
δα
]q
dδ
δ
<∞ if 1 ≤ q <∞
and
ωn(δ, f)p = O(δα), if q =∞,
where n is the smallest integer greater than α.
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We consider other two moduli:
ω−n (δ, f)p = sup
|t|<δ
‖∆nt f‖p, (1.6)
where
∆nt f = ∆
1
t (∆
n−1
t f), ∆
1
t f(z) = f(e
itz)− f(z), t ∈ R.
To define the second one denote by L = L(BN ) the semigroup of all linear operators
from BN to BN , and then let
ω+n (δ, f)p = sup
‖U−I‖<δ, U∈L
‖∆nUf‖p, (1.7)
where ∆nU is defined as above. From (1.5), (1.6) and (1.7) we have
ω−n (δ, f)p ≤ ωn(δ, f)p ≤ ω+n (δ, f)p. (1.8)
We are now ready to state our main result which shows that different Lp-moduli
of continuity defined above give the same mean Besov-Lipschitz spaces.
Theorem 1.2. We have Λp,qα (BN ) ⊂ Hp(BN ). For a function f ∈ Hp and 0 <
α < n, the following conditions are equivalent:
(R) f ∈ Λp,qα ;
(∆)
(∫ 1
0
[‖∆nt f‖p
tα
]q
dt
t
)1/q
<∞;
(ω−)
(∫ 1
0
[
ω−n (δ, f)p
δα
]q
dδ
δ
)1/q
<∞;
(ω)
(∫ 1
0
[
ωn(δ, f)p
δα
]q
dδ
δ
)1/q
<∞;
(ω+)
(∫ 1
0
[
ω+n (δ, f)p
δα
]q
dδ
δ
)1/q
<∞;
In the case q =∞ we have
Theorem 1.3. We have Λpα(BN ) ⊂ Hp(BN ). For a function f ∈ Hp and 0 < α <
n, the following conditions are equivalent:
(R) f ∈ Λpα;
(∆) ||∆nt f‖p = O(tα), 0 < t < 1;
(ω−) ω−n (δ, f)p = O(δα), 0 < δ < 1;
(ω) ωn(δ, f)p = O(δα), 0 < δ < 1;
(ω+) ω+n (δ, f)p = O(δα), 0 < δ < 1;
In the case N = 1 Theorems 1.2 and 1.3 are known. In the case when 1 ≤ p ≤ ∞,
q = ∞ and 0 < α < 1, (then (ω−)⇐⇒(∆) is clear), this theorem was proved by
Hardy and Littlewood [8]. In the case p = q = ∞, α = 1, this was proved by
Zygmund [21]. The equivalence (R)⇐⇒(ω−) for all p, q, α was proved by Oswald
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[14], while (R)⇐⇒(∆) was proved in [15, 16]. (Of course the implication (ω−) =⇒
(∆) is clear.) The paper [4] of Blasco and De Souza is also relevant here.
Very recently the equivalence (R)⇐⇒(ω), for 0 < α < 2, was proved by Cho,
Koo and Kwon [5, 13] and by Cho and Zhu [6].
Concerning the Hardy-Sobolev spaces we have the following result, that was
proved in [16] for N = 1.
Theorem 1.4. Let n be a positive integer. Then Hpn(BN ) ⊂ Hp(BN ). Moreover a
function f ∈ Hp(BN ) belongs to Hpn(BN ) if and only if
ωn(δ, f)p = O(δn), 0 < δ < 1. (1.9)
In (1.9) ωn(δ, f)p may be replaced by ω
−
n (δ, f)p or by ω
+
n (δ, f)p.
The implication (∆) =⇒ (R) in Theorem 1.2 follows from the next theorem that
will be proved in Section 5. In (1.11) below just take ψ(t) = tq(n−α)−1, 0 < t < 1,
where 0 < α < n.
Theorem 1.5. Let f ∈ Hp(BN ), and let ψ ∈ L1(0, 1) be a non-negative function
such that
ψ(2x) ≤ Kψ(x), 0 < x < 1/2, (1.10)
where K is a positive constant. Then∫ 1
0
M qp (r,∇n(f))ψ(1 − r) dr ≤ C
∫ 1
0
[t−n‖∆nt f‖p]qψ(t) dt, (1.11)
where C depends only on K, p, q, n, and N.
The implication (∆) =⇒ (R) in Theorem 1.3 follows from the estimate
Mp(r,∇n(f)) ≤ C(1 − r)−n−1
∫ 1−r
0
||∆nt f ||pdt, (1.12)
which is a consequence of Theorem 1.5. (See Section 5).
The implications (ω+) =⇒ (ω) =⇒ (ω−) =⇒ (∆) follow from (1.8) and the
definition of (ω−). To finish the proofs of Theorem 1.2 and Theorem 1.3 it remains
to prove the implication (R) =⇒ (ω+). This follows from the following theorem.
Theorem 1.6. If f ∈ H(BN ) and∫ 1
0
(1 − r)n−1Mp(r,Rnf) dr <∞, (1.13)
then f ∈ Hp, and
ω+n (δ, f)p ≤ C
∫ 1
1−δ
Mp(r,Rnf)(1− r)n−1 dr, 0 < δ < 1. (1.14)
The proof that (1.13) implies f ∈ Hp will be given in Section 2 (Corollary 2.5),
and the proof of (1.14) will be given in Section 5.
In Section 2 (Corollary 2.4) we prove that Λp,qα ⊂ Hp. Since the condition f ∈ Hpn
implies (1.13), we have Hpn ⊂ Hp. To finish the proof of Theorem 1.4 apply (1.12)
and (1.14).
In the case N = 1, Theorem 1.6 was proved in [16, Theorem 2.2]. Similar
theorems appear in [5] in the case where n = 1, 2. For example, Theorems 5.2 and
6 MIROLJUB JEVTIC´ AND MIROSLAV PAVLOVIC´
5.3 of [5] give
ω2(δ, f)p ≤ Cδ2Mp(1− δ,R2f) + C
∫ 1
1−δ
(1− r)Mp(r,R2f) dr.
Here we observe that the summand δ2Mp(1− δ,R2f) is not needed because, by the
increasing property of the integral means,
δ2Mp(1− δ,R2f) ≤ 2
∫ 1
1−δ
(1− r)Mp(r,R2f) dr.
As a consequence we note a generalization of [5, Theorem 5.3]:
Corollary 1.7. We have
ω+n (δ, f1−δ)p ≤ CδnMp(1 − δ,Rnf), 0 < δ < 1. (1.15)
Proof. It follows from the Theorem 1.6 (relation (1.14)), applied to the function
fρ(z) = f(ρz), and the increasing property of the integral means that
ω+n (δ, fρ)p ≤ CδnMp(ρ,Rnf), 0 < ρ < 1, 0 < δ < 1.
Now (1.15) is obtained by taking ρ = 1− δ. 
Remark 1.8. We will use a weaker variant of (1.15) in the proof of Theorem 1.6
(see Lemma 5.5).
In order to give a further consequence of Theorem 1.6, let φ > 0 be an contin-
uous increasing function on the interval (0, 1] and define the spaces Λpn,φ(BN ) and
Lippn,φ(BN ) in the following way:
The space Λpn,φ(BN ) consists of those f ∈ H(BN ) for which
Mp(r,Rnf) = O
(
φ(1− r)
(1− r)n
)
, r → 1−. (1.16)
The space Lippn,φ(BN ) consists of those f ∈ Hp(BN ) for which
ω+n (δ, f)p = O(φ(δ)), δ → 0+. (1.17)
The little “oh” spaces λpn,φ and lip
p
n,φ are defined by replacing “O” with “o”. The
condition tn = O(φ(t)) guarantees that the space Λpn,φ is of infinite dimension; in
fact then Λpn,φ contains the Hardy-Sobolev space H
p
n(BN ). This condition should
be strengthened to tn = o(φ(t)), t → 0+, if we want λpn,φ(BN ) to be infinite-
dimensional.
Corollary 1.9. If the function x 7→ φ(x)/xα increases on (0, 1] for some 0 < α < n,
then Λpn,φ(BN ) ⊂ Lippn,φ(BN ) and λpn,φ(BN ) ⊂ lippn,φ(BN ).
Proof. If f ∈ Λpn,φ, then f ∈ Λpα (because φ(t) ≤ φ(1)tα) and hence f ∈ Hp(BN )
(see Corollary 2.4). Next,
ω+n (δ, f)p ≤ C
∫ δ
0
φ(x)
x
dx
= C
∫ δ
0
φ(x)
xα
xα−1 dx
≤ Cφ(δ)
δα
δα
α
,
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and hence f ∈ Lippn,φ. The rest is proved similarly. 
Note that Lippn,φ(BN ) ⊂ Λpn,φ(BN ). Use (1.12) and (1.16).
The above corollary can be generalized to integrated Besov-Lipschitz spaces. Let
Λp,qn,φ(BN ), 1 ≤ q <∞, denote the class of those f ∈ H(BN ) for which∫ 1
0
(
Mp(r,Rnf) (1− r)
n
φ(1 − r)
)q
dr
1− r <∞. (1.18)
The space Lipp,qn,φ(BN ) is the subclass of H
p(BN ) for which∫ 1
0
(‖∆nt f‖p
φ(t)
)q
dt
t
<∞. (1.19)
Suppose ∫ 1
0
(
tn
φ(t)
)q
dt
t
<∞, (1.20)
which implies that Λp,qn,φ(BN ) is infinite-dimensional (in fact, it contains all poly-
nomials). If (1.20) is satisfied then Lipp,qn,φ(BN ) ⊂ Λp,qn,φ(BN ). This fact is an easy
consequence of Theorem 1.5. (Use (1.11),(1.18) and (1.19).)
Corollary 1.10. If the function x 7→ φ(x)/xα increases on (0, 1] for some α > 0,
then Λp,qn,φ(BN ) ⊂ Lipp,qn,φ(BN ).
Proof. Since φ(t) ≤ φ(1)tα, we have Λp,qn,φ ⊂ Λp,qα ⊂ Hp.
Let f ∈ Λp,qn,φ. We prove that f ∈ Lipp,qn,φ. By Jensen’s inequality,(∫ 1
1−t
(1− r)n−1Mp(r,Rnf)αdr
tα
)q
≤
∫ 1
1−t
(1 − r)q(n−α)+α−1Mp(r,Rnf)q αdr
tα
.
From this and (1.14) we have∫ 1
0
( ||∆nt f ||p
φ(t)
)q
dt
t
≤
∫ 1
0
(
ω+n (t, f)p
φ(t)
)q
dt
t
≤ C
∫ 1
0
tαq−α−1
(φ(t))q
(∫ 1
1−t
(1− r)q(n−α)+α−1Mp(r,Rnf)qdr
)
dt
= C
∫ 1
0
(1− r)q(n−α)+α−1Mp(r,Rnf)q
(∫ 1
1−r
tαq−α−1
φ(t)q
dt
)
dr
Using the inequality t
α
φ(t) ≤ (1−r)
α
φ(1−r) , 1 − r ≤ t, one shows that the inner integral is
dominated by C(1−r)
αq−α
(φ(1−r))q , which completes the proof.

2. Finite-dimensional decomposition and applications
Let ψ : (0,∞) 7→ C be a C∞ function with compact support in (0,∞). Consider
the polynomials
Ων(z) = Ω
ψ
ν (z) =
∞∑
j=0
ψ
(
j
2ν−1
)
zj, z ∈ B1, ν ≥ 1.
It is proved in [18, Theorem 7.3.4] that
‖Ων ∗ f‖p ≤ C‖f‖p, f ∈ Hp(BN ), (2.1)
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in the case N = 1. (Theorem 7.3.4 of [18] says much more than we need. In-
equality (2.1) is rather elementary, see [18, Lemma 7.3.2] or [10].) The Hadamard
product of a functions f ∈ Hp(BN ) and g ∈ Hp(B1) is defined as
g ∗ f(z) =
∞∑
k=0
gˆ(k)fk(z),
where f =
∑∞
k=0 fk is the homogeneous expansion of f .
Integration by slices shows that (2.1) holds for all N. Using this one can choose
ψ(t) = ω(t/2)−ω(t), where ω(t) is any infinitely differentiable function with ω(t) =
1 for t ≤ 1, 0 ≤ ω(t) ≤ 1 for 1 < t ≤ 2 and ω(t) = 0 for t > 2, so that the
polynomials Ωψν =:Wν satisfies:
supp Ŵν ⊂ [2ν−1, 2ν+1), ν ≥ 1,
f(z) =
∞∑
ν=0
Wν ∗ f(z), f ∈ H(BN ), (2.2)
where
W0(z) = 1 + z,
and
‖Wν ∗ f‖p ≤ C‖f‖p, f ∈ H(BN ). (2.3)
(See, e.g. [11].)
We define Bp,qβ = Bp,qβ (BN ), −∞ < β <∞, to be the space of those f ∈ H(BN )
for which
‖f‖Bp,q
β
:= ‖{2−νβ‖Wν ∗ f‖p}∞ν=0‖ℓq <∞. (2.4)
The following theorem, for N = 1, is proved in [12]. A similar argument shows
that it holds for all N ≥ 1. See [11, Lemma 2.2].
Theorem 2.A. We have Hp,q,α(BN ) = Bp,qα (BN ).
Theorem 2.1. We have Λp,qα = Bp,q−α. More generally, if s > α is any real number,
then
{f ∈ H(BN ) : ‖Rsf‖p,q,s−α <∞} = Bp,q−α,
and consequently
Λp,qα = {f ∈ H(BN ) : ‖Rsf‖p,q,s−α <∞}. (2.5)
Remark 2.2. Relation (2.5) is proved in [6, Theorem 3.11] in a different manner.
Proof. This is an immediate consequence of Theorem 2.A and the following lemma.

Lemma 2.3. If f ∈ H(BN ), and s ∈ C, then
‖Wν ∗ Rsf‖p ≍ 2ν Re s‖Wν ∗ f‖p, ν ≥ 2. (2.6)
The notation a ≍ b means that a/b lies between two positive constants. In this
case these constants are independent of ν and f.
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Proof. Let
Qν =Wν−1 +Wν +Wν+1, ν ≥ 0,
where W−1 := 0. Since Qν ∗Wk = 0 for |ν − k| ≥ 2, it follows from (2.2) that
Qν ∗Wν =Wν .
Let
ϕs(x) = x
s(ψ(x/2) + ψ(x) + ψ(2x)).
We have, for ν ≥ 2,
Qν ∗ Rsf = 2(ν−1)sΩϕsν ∗ f.
From this and (2.1) we get
‖Qν ∗ Rsf‖p ≤ C2ν Re s‖f‖p.
Replacing f by Wν ∗ f we get
‖Wν ∗ Rsf‖p = ‖Qν ∗ Rs(Wν ∗ f)‖p
≤ C2ν Re s‖Wν ∗ f‖p.
The reverse inequality now follows from the relation
Wν ∗ f = Wν ∗ R−s(Rsf).

Corollary 2.4. We have Λp,qα (BN ) ⊂ Hp(BN ).
Proof. Let f ∈ Λp,qα (BN ). Then, by Theorem 2.1, ‖Wν ∗ f‖p ≤ C2−nα. It follows
that
‖f‖p ≤
∞∑
ν=0
‖Wν ∗ f‖p <∞.

Corollary 2.5. If f ∈ H(BN ) and
K :=
∫ 1
0
(1 − r)n−1Mp(r,Rnf) dr <∞,
then f ∈ Hp, and ‖f‖p ≤ C(|f(0)|+K1/p).
Proof. by Theorem 2.A and Lemma 2.3, we have
K + |f(0)| ≍
∞∑
ν=0
‖Wν ∗ f‖p.
The result follows. 
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2.1. The operators Rs,t. Let s, t be real numbers such that neither N + s nor
N + s+ t is a negative integer. Let
Rs,tf(z) =
∞∑
k=0
Γ(N + 1 + s)Γ(N + 1 + k + s+ t)
Γ(N + 1 + s+ t)Γ(N + 1 + k + s)
fk(z).
The following theorem is proved in [6, Theorem 3.10].
Theorem 2.B. Suppose t > α, f ∈ Hp. If s is a real number such that neither
N+s nor N+s+ t is a negative integer, then f ∈ Λp,qα if and only if Rs,tf ∈ Lp,qt−α.
An application of Stirling’s formula shows that
Γ(N + 1 + s)Γ(N + 1 + k + s+ t)
Γ(N + 1 + s+ t)Γ(N + 1 + k + s)
= kt
(
a1 +
a2
k
+O( 1
k2
))
, k →∞,
where a1 6= 0 and a2 are constants. Therefore Theorem 2.B is a consequence of the
following result.
Theorem 2.6. Let T : H(BN ) 7→ H(BN ) be an operator of the form
Tf(z) =
∞∑
k=0
λkfk(z),
where
λk = k
t
(
a1 +
a2
k
+ o
(1
k
))
, k →∞,
and t, a1 6= 0, and a2 are constants. Let t > α. Then f ∈ Λp,qα if and only if
Tf ∈ Lp,qt−α.
Proof. By Theorem 2.A and Lemma 2.3, it suffices to prove that
‖T (Wν ∗ f)‖p ≍ ‖Wν ∗ f‖p, ν →∞,
under the hypothesis t = 0 and a1 = 1. Let Q = Wν ∗ f . Let
T1f(z) =
∞∑
k=1
ηk
k
fk(z),
where ηk → 0 as k →∞. Let Qk(z) = Ŵν(k)fk(z). Then
TQ = Q+ a2R−1Q+ T1Q.
Hence, by Lemma 2.3 and the inequality ‖Qk‖p ≤ ‖Q‖p,
‖TQ‖p ≤ ‖Q‖p + C1|a2|2−ν‖Q‖p + 21−ν
2ν+1∑
k=2ν−1
|ηk| ‖Qk‖p
≤ ‖Q‖p + C1|a2|2−ν‖Q‖p + 21−ν‖Q‖p
2ν+1∑
k=2ν−1
|ηk|
≤ C‖Q‖p.
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In the other direction we have
‖TQ‖p ≥ ‖Q‖p − C1|a2|2−ν‖Q‖p − 21−ν
2ν+1∑
k=2ν−1
|ηk| ‖Qk‖p
≥ ‖Q‖p − C1|a2|2−ν‖Q‖p − 21−ν‖Q‖p
2ν+1∑
k=2ν−1
|ηk|
.
Now choose ν0 so that C1|a2|2−ν < 1/4 and 21−ν
∑2ν+1
k=2ν−1 |ηk| < 1/4 for ν > ν0 to
get ‖TQ‖p ≥ (1/2)‖Q‖p. This proves the theorem. 
2.2. The case 1 < p <∞. In this case the above discussion can be made simpler
by using the Riesz projection theorem. Namely, then we can replace Wν by
Vν(z) =
2ν−1∑
k=2ν−1
zk, z ∈ B1, ν ≥ 1,
and V0 = 1. Obviously, these polynomials satisfy (2.2) and also, by the projection
theorem, (2.3) (1 < p <∞).
3. Best approximation by polynomials
For a function f ∈ Hp(BN ), let
Eν(f)p = inf{‖f − P‖p : P ∈ Pν(BN )}, (3.1)
where Pν(BN ) is the subset of H(BN ) consisting of all polynomials of degree ≤ ν.
The following characterization of the one variable Besov-Lipschitz spaces is well
known (for a proof see [9]).
Theorem 3.1. A function f ∈ Hp(BN ) is in Λp,qα if and only if the sequence
{2ναE2ν (f)p}∞ν=0 is in ℓq.
Proof. Let Pν be a sequence of polynomials of degree ≤ 2ν such that
{2να‖f − Pν‖p}∞0 ∈ ℓq.
Since
(f − Pν) ∗Wν+2 = f ∗Wν+2
we have
‖Wν+2 ∗ f‖p ≤ C‖f − Pν‖p.
This and Theorem 2.1 show that f ∈ Λp,qα . To prove the converse observe that
Qν =
∑ν−1
k=0Wk, ν ≥ 1, is a polynomial of degree ≤ 2ν , and therefore by using (2.2)
we obtain
E2ν (f)p ≤ ‖f −Qν ∗ f‖p
≤
∞∑
k=ν−1
‖Wk ∗ f‖p.
Hence
‖{2ναE2ν (f)p}∞ν=0‖ℓq ≤ ‖{2ναsν−1}∞ν=1‖ℓq ,
where
sν =
∞∑
k=ν
‖Wk ∗ f‖p.
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Now the desired result follows Theorem 2.1 and the following lemma. 
Lemma 3.2. If {sν}∞0 is a sequence of complex numbers such that {2να|sν −
sν−1|}∞1 ∈ ℓq, then {2να|sν |}∞1 ∈ ℓq.
Proof. Assuming, as we may, sν is eventually zero, we have
M := ‖{2ναsν−1}∞ν=1‖ℓq ≤ ‖{2να|sν−1 − sν |}∞ν=1‖ℓq + ‖{2ναsν}∞ν=1‖ℓq
= ‖{2να|sν−1 − sν |}∞ν=1‖ℓq + ‖{2(ν−1)αsν−1}∞ν=2‖ℓq
≤ ‖{2να|sν−1 − sν |}∞ν=1‖ℓq + 2−α‖{2ναsν−1}∞ν=2‖ℓq
≤ ‖{2να|sν−1 − sν |}∞ν=1‖ℓq + 2−αM.
Since M is finite we get
M ≤ (1− 2−α)−1‖{2να|sν−1 − sν |}∞ν=1‖ℓq .
This proves the lemma. 
4. Characterizations of Besov-Lipschitz spaces
Note that another way to express R is
Rf(reiθζ) = −i ∂
∂θ
f(reiθζ), |ζ| = 1, 0 ≤ r < 1. (4.1)
As it was noticed in the introduction Proposition 1.1 follows from the inequality
(1.4) and the following inequality:
Lemma 4.1. ‖∇n(f)‖p ≤ C‖Rnf‖p
Proof. In the case n = 1 this is just Lemma 1.A. Let n ≥ 2. We have to prove that
‖∂j1∂j2 . . . ∂jnf‖p ≤ C‖Rnf‖p,
where 1 ≤ j1, j2, . . . , jn ≤ N. By induction hypothesis, we have
‖∂j1∂j2 . . . ∂jnf‖p ≤ C‖Rn−1∂jnf‖p.
On the other hand, it is easy to see (by induction) that
Rn−1∂jf = ∂j(R− I)n−1f, (4.2)
whence, by Lemma 1.A,
‖Rn−1∂jnf‖p ≤
n−1∑
k=0
(
n− 1
k
)
‖∂jnRkf‖p
≤ C
n−1∑
k=0
(
n− 1
k
)
‖Rk+1f‖p.
Now we prove that
‖Rf‖p ≤ ‖R2f‖p, (4.3)
which will conclude the proof. First observe that (4.3) reduces to the case N = 1
by using integration by slices. We also may assume that f is a polynomial. Then
Rf(ζ) =
∫ 1
0
1
r
R2f(rζ) dr, |ζ| = 1.
Hence
‖Rf‖p ≤
∫ 1
0
1
r
Mp(r,R2f) dr =
∫ 1
0
Mp(r, g) dr,
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where
g(rζ) =
∞∑
k=1
k2fˆ(k)rk−1ζk−1.
Since
Mp(r, g) ≤ ‖g‖p = ‖R2f‖p,
the proof of (4.3) and of the lemma is completed. 
For the characterizations of Besov-Lipschitz spaces that will be given below we
use tangential derivatives. For 1 ≤ i, j ≤ N the tangential derivatives Ti,j and T i,j
are defined by
Ti,j = z¯i
∂
∂zj
− z¯j ∂
∂zi
and T i,j = zi
∂
∂z¯j
− zj ∂
∂z¯i
.
We will consider operators T = T1 · · ·Tk where the T1, ..., Tk are chosen among
either the Ti,j or the T i,j , 1 ≤ i, j ≤ N. We define by {T+δ }, δ ∈ C+k the collection
of such operators and define
∇kT+f(z) =
∑
δ∈C+
k
|T+δ f(z)|.
If T1, ..., Tk are chosen among the Ti,j (not the T i,j ’s ), the collection of such
T = T1 · · ·Tk will be denoted by {Tδ}, δ ∈ Ck and the complex-tangential gradient
as
∇kT f(z) =
∑
δ∈Ck
|Tδf(z)|.
We recall the definition of the non-isotropic weight of a differential operator. We
assign weight 1 to R while Ti,j and T i,j are given weight 1/2 each. We will consider
differential operators
Xf = X1 · · ·Xkf, (4.4)
where each Xj is R or the one of Ti,j or T i,j . For such an operator its weight is
defined to be the sum of each weights of Xj .
For z ∈ BN and δ > 0 let P (z, δ) be the non-isotropic polydisc defined as follows.
If z = rξ, 0 ≤ r < 1, ξ ∈ SN , pick η2, ..., ηN so that {ξ, η2, ..., ηN} is an orthonormal
basis of CN . Then
P (z, δ) = {w = rξ + λξ +
N∑
j=2
λjηj , |λ| < δ, |λj | <
√
δ, j = 2, 3, ..., N}
The following is a weak version of Lemma 2.5([2]).
Lemma 4.2. Let X and Y be the differential operators of the form (4.4) with
weight of X being m. If f ∈ H(BN ), then we have
|XY f(z)|p ≤ C
δN+1+mp
∫
P (z,δ)
|Y f(w)|pdv(w),
for P (z, δ) ⊂ BN .
As a corollary we have that
Mp(r,XY f) ≤ C
(1− r)mMp(r¯, Y f), (4.5)
where 1/2 < r < 1 and r¯ = r + 1−r4 .
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We will also need the following two lemmas.
Lemma 4.3. ([2]) Let α > 0, β > 0 and 1 ≤ p <∞. Then we have∫ 1
0
(1− r)α−1
(∫ r
0
(r − t)β−1F (t)dt
)p
dr ≤ C
∫ 1
0
(1− r)α+βp−1F (r)pdr, (4.6)
for all F ≥ 0.
Lemma 4.4. ([5]) Let m and k be positive integers. If f ∈ H(BN ), then for T+δ f ,
δ ∈ C+k , and 1/2 < r < 1, we have
Mp(r, T
+
δ f) ≤ C
(
sup
|z|<1/2
|f(z)|+
∫ r
0
(r − t)m−1Mp(t, T+δ Rmf)dt
)
.
Now we are ready to give the characterization of Besov-Lipschitz spaces that
involve the tangential derivatives.
Theorem 4.5. Suppose that k > 2α, k is an integer. If f ∈ Hp then the following
statements are equivalent:
(i) f ∈ Λp,qα ;
(ii) ||∇kT f ||p,q,k/2−α <∞;
(iii) ||∇kT+f ||p,q,k/2−α <∞.
The equivalence (i)⇐⇒ (iii), for 0 < α < 2, was considered in [5, 13].
Proof. Obviously, (iii) ⇒ (ii). Now we show that, for 1 ≤ q < ∞, (i) ⇒ (iii). Let
f ∈ Λp,qα . Assume that m is a positive integer such that 0 < α < m. By Theorem
2.1 ∫ 1
0
(1− r)q(m−α)−1Mp(r,Rmf)qdr <∞.
By using Lemma 4.4, (4.6) and (4.5) we find for δ ∈ C+k
||T+δ f ||p,q,k/2−α ≤ C
(
sup
|z|<1/2
|f(z)|
+
(∫ 1
0
(1 − r)q(k/2−α)−1
(∫ r
0
(r − t)m−1Mp(t, T+δ Rmf)qdt
)q
dr
)1/q)
≤ C
(
sup
|z|<1/2
|f(z)|+
(∫ 1
0
(1 − r)q(k/2+m−α)−1Mp(r, T+δ Rmf)qdr
)1/q)
≤ C
(
sup
|z|<1/2
|f(z)|+
(∫ 1
0
(1 − r)q(m−α)−1Mp(r,Rmf)qdr
)1/q)
From this it follows that ||∇kT+f ||p,q,k/2−α <∞.
The implication (i)⇒ (iii) holds also for q =∞. Use Lemma 4.4 and (4.5).
(ii)⇒ (i)
A simple calculation shows that there are constant dj , j = 0, 1, ..., k, such that
k∑
j=0
djRk−jf =
∑
δ∈Ck
T δTδf. (4.7)
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Here, if Tδ = T1 · · ·Tk, where Tm, 1 ≤ m ≤ k, are chosen among Ti,j ’s, then
T δ = T 1 · · ·T k. By using Lemma 4.2 we find that
Mpp (r, T δTδ) ≤
C
(1− r)1+kp/2
∫
Lr
|Tδf(w)|pdv(w), (4.8)
where
Lr = {z : 1− r
2
< 1− |z| < 2(1− r)}.
From (4.7) and (4.8) we conclude that∫ 1
0
(1− r)q(k−α)−1Mp(r,
k∑
j=0
djRk−j)qdr ≤ C
∫ 1
0
(1− r)q(k/2−α)−1Mp(r,∇kT f)qdr.
From this it follows that f ∈ Λp,qα . From (4.8) it follows that if ||∇kT f ||p,∞,k/2−α <
∞, then f ∈ Λpα.

5. Moduli of smoothness and mean growth of derivatives
In this section we prove Theorem 1.5 and Theorem 1.6.
Proof of Theorem 1.5
Assume that f is holomorphic in a neighborhood of the closed ball. For fixed
r ∈ (0, 1) and ζ ∈ SN , let h(θ) = f(reiθζ). By induction,
∆nt h(θ) =
∫
[0,t]n
h(n)(θ + x1 + . . .+ xn) dx1 . . . xn.
Hence, by using (4.1) we get
inRnf(reiθζ)tn = h(n)(θ)tn
= ∆nt h(θ)−
∫
[0,t]n
(h(n)(θ + x1 + . . .+ xn)− h(n)(θ)) dx1 . . . xn.
This implies that
|Rnf(reiθζ)|tn ≤ |∆nt f(reiθζ)|
+
∫
[0,t]n
sup
0<y<nt
|h(n+1)(θ + y)|(x1 + . . .+ xn) dx1 . . . dxn
= |∆nt f(reiθζ)|+
n
2
tn+1 sup
0<y<nt
|Rn+1f(rei(θ+y)ζ)|.
Hence, by Minkowski’s inequality and the complex maximal theorem,
tnMp(r,Rnf) ≤ ‖∆nt fr‖p + C0tn+1Mp((3r + 1)/4,Rn+1f)
provided 0 < t ≤ 1− r. (See Lemma 3.1 of [16].) From this, the inequality
Mp((3r + 1)/4,Rn+1f) ≤ C1(1− r)−1Mp((1 + r)/2,Rnf),
and the inequality ‖∆nt fr‖p ≤ ‖∆nt f‖p, it follows that
Mp(r,Rnf) ≤ t−n‖∆nt f‖p + C0C1t(1− r)−1Mp((1 + r)/2,Rnf). (5.1)
Now let q <∞ and
A(r) = M qp (r,Rnf)ψ(1− r).
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Since ψ(r/2) ≥ (1/K)ψ(r), we have
A((1 + r)/2) = M qp ((1 + r)/2,Rnf)ψ((1 − r)/2)
≥ (1/K)M qp ((1 + r)/2,Rnf)ψ(1 − r)
and therefore by using this and (5.1) we get
A(r) ≤ C2t−nq‖∆nt f‖qpψ(1− r) + C3Ktq(1− r)−qA((1 + r)/2)
for 0 < t < 1− r. Now let m > 0 be the smallest integer such that 2−mqKC3 ≤ 1/4
and take t = (1− r)/2m. Then we have
A(r) ≤ C4(1− r)−nqφ(2−m(1− r))ψ(1 − r) + (1/4)A((1 + r)/2),
where φ(t) = ‖∆nt f‖qp. Hence, by integration∫ 1
0
A(r) dr ≤ C4
∫ 1
0
t−nqφ(2−mt)ψ(t) dt+ (1/2)
∫ 1
1/2
A(r)dr
and hence
(1/2)
∫ 1
0
A(r) dr ≤
∫ 1
0
A(r) dr − (1/2)
∫ 1
1/2
A(r) dr
≤ C4
∫ 1
0
t−nqφ(2−mt)ψ(t) dt
= C5
∫ 2−m
0
t−nqφ(t)ψ(2mt) dt
≤ C5Km
∫ 1
0
t−nqφ(t)ψ(t) dt.
This concludes the proof.
Corollary 5.1. If α > −1, then∫ 1
r
M qp (ρ,Rnf)(1− ρ)αdρ ≤ C
∫ 1−r
0
[
t−n||∆nt f ||p
]q
tαdt (5.2)
(0 < r < 1), where C is independent of r and f .
Proof. For a fixed r, 0 < r < 1, we consider the function
ψ(x) = xα, if 0 < x < 1− r, and ψ(x) = 0, if 1− r < x < 1.
Then ψ satisfies (1.10) with K = 2α , and K is independent of r. Now (5.2) follows
from (1.11). 
Corollary 5.2. If α > −1, then
Mp(r,Rnf) ≤ C
{
(1− r)−α−1
∫ 1−r
0
[
t−n||∆nt f ||p
]q
tαdt
}1/q
, (5.3)
where C is independent of r and f .
Proof. By the increasing property of Mp(ρ,Rn),
M qp (r,Rnf)
∫ 1
r
(1− ρ)αdρ ≤
∫ 1
r
M qp (ρ,Rn)(1− ρ)αdρ,
which, together with (5.2) gives (5.3). 
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Having in mind Lemma 4.1, as a special case we have (1.12).
Theorem 1.6 is an easy consequence of Lemma 5.5 and Lemma 5.6 that we prove
below.
Lemma 5.3. For f ∈ H(BN ) and U ∈ L(BN ) we have
Rn(f ◦ U)(w) = (Rnf)(Uw), w ∈ BN .
Proof. It is enough to consider the case n = 1. We have Rf(w) = f ′(w)w, where
f ′(w) is the derivative of f at w treated as a linear operator on CN . Hence, by the
chain rule,
R(f ◦ U)(w) = (f ◦ U)′(w)w = f ′(Uw)Uw = (Rf)(Uw).

Corollary 5.4. If U ∈ L(BN ), then
Rk∆mU f = ∆mURkf, k,m ≥ 1. (5.4)
Lemma 5.5. If U ∈ L(BN ) and ‖U − I‖ < 1− r, then for f ∈ H(BN ) we have
Mp(r,∆
n
Uf) ≤ C(1− r)nMp(rn,Rnf), (5.5)
where
rn = 1− 1− r
2n
.
Proof. (Induction on n.) Assume first that f is holomorphic in a neighborhood of
the closed ball. Let ‖U − I‖ < ε, where ε is small enough. Then |Urζ − rζ| < ε so,
by the Lagrange theorem,
|f(Urζ) − f(rζ)| ≤ sup
|w−rζ|<ε, |w|<r
|∇f(w)|ε.
Choose ε = (1− r)/2. Since the inequalities |w − rζ| < ε and |w| < r imply
|w − ζ| ≤ |w − rζ| + (1− r)
≤ (3/2)(1− r)
≤ (3/2)(1− |w|),
we have that
|f(Urζ) − f(rζ)| ≤ 1− r
2
M∗(∇f)(ζ),
whereM∗ is the non-tangential maximal function. Now the maximal theorem shows
that
Mp(r,∆
1
Uf) ≤ C(1 − r)‖∇f‖p.
If f ∈ H(BN ) is arbitrary, then we apply this inequality to the function fρ(z) =
f(ρz), 0 < ρ < 1, to get
Mp(rρ,∆
1
Uf) ≤ C(1 − r)Mp(ρ,∇f).
Now take ρ = (t+ 1)/2 and rρ = t for 0 < t < 1. This implies, via Lemma 1.A,
Mp(t,∆
1
Uf) ≤ C(1 − t)Mp((t+ 1)/2,∇f)
≤ C(1 − t)Mp((t+ 1)/2,Rf).
This proves the lemma for n = 1.
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Let n ≥ 2. Then, by induction hypothesis, relation (5.4), and the case n = 1,
Mp(r,∆
n
Uf) ≤ C(1 − r)n−1Mp(rn−1,Rn−1∆1Uf)
= C(1 − r)n−1Mp(rn−1,∆1URn−1f)
≤ C(1 − r)nMp((1 + rn−1)/2,Rnf)
= C(1 − r)nMp(rn,Rnf).
This completes the proof. 
Lemma 5.6. If f ∈ Hp(BN ), U ∈ L(BN ), and ‖U − I‖ < 1− r, 1/4 < r < 1, then
‖∆nU (f − fr)‖p ≤ C
∫ 1
r
(1− s)n−1Mp(s,Rnf) ds. (5.6)
Proof. From the identity
f(ζ)− f(rζ) =
∫ 1
r
1
s
Rf(sζ) ds
it follows that
‖∆nU (f − fr)‖p ≤ 4
∫ 1
r
Mp(s,∆
n
URf) ds.
Hence, by Lemma 5.5,
‖∆nU (f − fr)‖p ≤ C
∫ 1
r
(1 − s)nMp(sn,Rn+1f) ds,
where
sn = 1− 1− s
2n
.
Now we use the familiar estimate
Mp(r,Rf) ≤Mp(r,∇f) ≤ C(1 − r)−1Mp((1 + r)/2, f)
to get
Mp(sn,Rn+1f) ≤ C(1 − s)−1Mp(sn+1,Rnf),
which gives
‖∆nU (f − fr)‖p ≤ C
∫ 1
r
(1− s)n−1Mp(sn+1,Rnf) ds,
Now the substitution sn+1 = t completes the proof. 
Proof of Theorem 1.6
In Corollary 2.5 it is shown that if∫ 1
0
(1 − r)n−1Mp(r,Rnf) dr <∞,
then f ∈ Hp.
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By using Lemma 5.5 and Lemma 5.6, (relations (5.5) and (5.6)), we get the
inequality :
ω+n (δ, f)p = sup
‖U−I‖<δ,U∈L
‖∆nUf‖p
≤ sup
‖U−I‖<δ,U∈L
‖∆nUf1−δ‖p + sup
‖U−I‖<δ,U∈L
‖∆nU (f − f1−δ)‖p
≤ C
∫ 1
1−δ
(1− r)n−1Mp(r,Rnf)dr
6. Remarks
For f ∈ L1(σ) and z ∈ BN we define the Cauchy integral
Cf(z) =
∫
SN
f(ξ)
dσ(ξ)
(1− < z, ξ >)N .
In [3] the authors obtained conditions on f ∈ L1(σ) sufficient to imply that Cf
belongs to either the Besov space Λp,pα or the Hardy-Sobolev space H
p
α, where
1 < p < ∞ and 0 < α < ∞. As a corollary of our results we have sufficient
conditions different from those given in [3].
Theorem 6.1. Let 1 < p < ∞, 0 < α <∞ and suppose that n is an integer such
that 0 < α < n. Then a sufficient condition that Cf ∈ Λp,pα is that f ∈ Lp(σ) and∫ 1
0
||∆nt f ||ppdt
t1+αp
<∞.
A sufficient condition that f ∈ Hpn is that f ∈ Lp(σ) and ||∆nt f ||p = O(tn).
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