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Abstract. The principal result of this paper is the construction of simultaneous extensions of col-
lections of positive linear operators between vector lattices to interval preserving operators (i.e.,
Maharam operators). This construction is based on some properties of so-called f -modules. The
properties and structure of these extension spaces is discussed in some detail.
2000 Mathematics Subject Classification: 47B65, 46A40, 06F25.
1. Introduction
One of the fundamental theorems in measure theory is the classical Radon-Nikodym
theorem: if µ and ν are two σ -finite σ -additive measures on a measurable space
(X,) satisfying 0 ≤ ν(A) ≤ µ(A) for all A ∈ , then there exists a bounded -
measurable function m on X such that dν = mdµ. This Radon-Nikodym theorem
can also be formulated in terms of positive linear functionals on some lattice ideal
E of measurable functions on some σ -finite measure space (X,, λ) as follows.
If ϕ and ψ are normal (i.e., order continuous) linear functionals on E satisfying
0 ≤ ψ(u) ≤ ϕ(u) for all 0 ≤ u ∈ E, then ψ(u) = ϕ(mu) for some bounded meas-
urable function m on X. Equivalently, ψ = ϕ ◦ πm where πm denotes the operator
of multiplication by m in E. For positive linear operators such a Radon-Nikodym
theorem is in general not valid. However, it will follow from the results in the
present paper that, given any collection of positive operators, it is always possible
to enlarge the domain space of the operators involved such that a Radon-Nikodym
theorem holds for the extended operators.
The natural setting to discuss these problems is the framework of vector lattices
(or, Riesz spaces). In this setting a general Radon-Nikodym type theorem has been
obtained for so-called interval preserving operators (or, Maharam operators) in [7].
We briefly recall this result. Let L and M be Dedekind complete vector lattices and
assume that T : L → M is a positive linear operator (so, 0 ≤ u ∈ L implies that
T u ≥ 0 in M). Such an operator is called interval preserving if 0 ≤ w ≤ T u in
M implies that w = T v for some 0 ≤ v ≤ u in L, i.e., T [0, u] = [0, T u] for all
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0 ≤ u ∈ L). It was shown in [7] that, if 0 ≤ S ≤ T : L → M, with T interval
preserving and normal (i.e., order continuous), then S = T π for some 0 ≤ π ≤ I
in Z(L). Here Z(L) denotes the center of the space L, i.e., Z(L) is the algebra of
abstract multiplication operators in L. Therefore, the main concern in the present
paper is the construction of extensions of a given collection of positive operators
from L into M to interval preserving operators from a larger space L̂ into M.
In order to apply the above mentioned Radon-Nikodym theorem to the extended
operators it will be important that the larger space L̂ is Dedekind complete and that
the extended operators are order continuous.
To illustrate these ideas we will now discuss a typical example of such an ex-
tension space (for details see Example B in Section 6). Assume that (X,A, µ) and
(Y,B, ν) are two σ -finite measure spaces and that L ⊆ L0(ν) and M ⊆ L0(µ)
are two ideals of measurable functions. Let L+k (L,M) denote the collection of all
positive kernel operators from L into M, i.e., any T ∈ L+k (L,M) is given by
Tf (x) =
∫
Y
k(x, y)f (y)dν(y),
for some measurable kernel k(x, y) ≥ 0 on X × Y . Now define the ideal L̂ ⊆
L0(µ⊗ ν) by
L̂ = {g ∈ L0(µ⊗ ν) : |g(x, y)| ≤ |f (y)| for some f ∈ L}.
Identifying f ∈ L with 1IX ⊗ f ∈ L̂, we consider L as a subspace of L̂. Defining
T̂ : L̂→ M by
T̂ g(x) =
∫
Y
k(x, y)g(x, y)dν(y),
it follows that T̂ is an extension of T which is interval preserving. The purpose of
the present paper is to construct such interval preserving extensions for arbitrary
collections of linear positive operators between vector lattices, which we will call
Maharam extensions, a terminology we will explain next.
In the paper [10], D. Maharam proved a version of the Radon-Nikodym theorem
for ‘full-valued (measurable) function-valued integrals’ or, full-valued F-integrals.
We recall that F -integrals are induced by integration with respect to ‘measures’
which take their values in an algebra of measurable functions. ‘Full-valued’ is
the term that Maharam introduced for what we have referred to earlier as inter-
val preserving. It is of interest to point out that in the case of numerical valued
measures the integrals they determine are always trivially full-valued, but that the
measures are so if they are non-atomic. It was Maharam’s insight that vector-valued
versions of the results of the classical theory of integration depend in an essential
way on the full-valuedness property. Whence the name Maharam operators, which
are the main object of study in this paper. The result that positive operators have
Maharam extensions is inspired by the corresponding extension theorem given by
Maharam for F -integrals in [9] (see also [11]). In our general setting, however, the
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construction method of the extensions proceeds along completely different lines
because of the non-availability of Maharam’s slice integral method.
After fixing some notation in Section 2, we discuss some of the basic properties
of Maharam operators in Section 3. Given two Archimedean Riesz spaces L and
M, with M Dedekind complete, an order bounded linear operator T form L into M
will be called a Maharam operator if the absolute value |T | is interval preserving.
The properties of such Maharam operators were first studied in [7]. First we present
a simple proof of the important result that for any order continuous Maharam
operator T between Dedekind complete spaces L and M there exists an algebra
and lattice homomorphism h from Z(M) into Z(L) such that πT = T h(π) for all
π ∈ Z(M). Using this result all of the basic properties of Maharam operators are
then deduced, including the Radon-Nikodym theorem (see Proposition 3.10). The
existence of such a homomorphism h shows that Maharam operators are actually
Z(M)-linear operators with respect to an appropriate Z(M)-module structure on
L induced by h. This point of view plays actually a key role in all the results in the
present paper. Therefore, in Section 4 we study some of the relevant properties of
so-called f -modules and in particular of f -modules overZ(M) for some Dedekind
complete space M. Given a Z(M)-module E we denote byLZ(M)n (E,M) the space
of all normal Z(M)-linear operators from E into M. It turns out that the structure
of the space LZ(M)n (E,M) has many properties in common with the normal dual
space L∼n of a vector lattice L. In particular, one of the main results in Section 4 is
the analogue of the well-known Nakano perfectness criterion for vector lattices in
the setting of Z(M)-modules (see Theorem 4.9). This result plays a crucial role in
the construction of the Maharam extensions.
Section 5 is devoted to the construction of the Maharam extension spaces (see
Definition 5.6) for ideals of operators inLb(L,M). Furthermore, the uniqueness of
these extensions is discussed and several characterizations of such extension spaces
are given. The main results are Theorems 5.4 and 5.9. In Section 6 we discuss a
number of examples of Maharam extension spaces, in particular for kernel oper-
ators and lattice homomorphisms. Finally in Section 7 the structure of Maharam
extension spaces is discussed in detail. In particular, in Theorem 7.8 a description
of the Boolean algebra of band projections in such extension spaces is given. As
a consequence it follows that for any positive linear operator T between Dedekind
complete spaces L and M, the Boolean algebra BT of all components is equal to
the complete algebra generated by the components of the form PTQ, where P
and Q are band projections in M and L respectively. The paper ends with a list of
topics to be discussed in a subsequent paper.
Some of the main results of the present paper, in particular Theorem 5.4, where
already presented by the first author at the Conference in Honor of Dorothy Ma-
haram Stone in 1987 and have been announced in [6] without proofs. Also [6]
contains a discussion of some of Maharam’s work concerning her deep analysis of
the theory of F -integrals and their extensions from the point of view of the present
theory of positive operators.
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After the completion of our paper it was pointed out to us by Anton R. Schep
that similar problems for a single positive operator have been considered by
G.P. Akilov, E.V. Kolesnikov and A.G. Kusraev in [1]. One of the major and
important differences with the results in [1], is that in the present paper we con-
struct Maharam extension spaces not only for a single operator but for arbitrary
collections of operators.
2. Preliminaries
For the general theory of Riesz spaces (vector lattices) we refer to the books
[3], [8], [12] and [13]. For any Archimedean Riesz space L we denote by B(L)
the complete Boolean algebra of bands in L (see [8, Section 22]). By P (L) we
denote the Boolean algebra of band projections in L (see [8, Section 30]). If L
is an Archimedean Riesz space and M a Dedekind complete Riesz space, then
Lb(L,M) denotes the Dedekind complete Riesz space of all order bounded linear
operators form L into M (see e.g. [13, Section 83]). For T ∈ Lb(L,M) the null
ideal of T is defined by
NT = { f ∈ L : |T |(|f |) = 0 }
and CT = N dT is called the carrier of T . If T is order continuous, thenNT is a band
and if in addition L is Dedekind complete, then L = CT ⊕ NT . In this case we
denote by CT and NT the band projections in L onto CT and NT respectively. As
usual we denote by Orth(L) the f -algebra of all orthomorphisms in L (see e.g. [13,
Chapter 20]), and Z(L) denotes the center of L, i.e., the (order) ideal generated by
the identity I in Orth(L). For π ∈ Orth(L) we consider the mapping
Rπ : Lb(L,M)→ Lb(L,M)
defined by Rπ(T ) = T π for all T ∈ Lb(L,M). Then Rπ ∈ Orth
(
Lb(L,M)
)
.
Indeed, if π ∈ Z(L), then it is clear that Rπ ∈ Z
(
Lb(L,M)
)
. If 0 ≤ π ∈ Orth(L),
then π ∧ nI ↑ π , π2-uniformly (see e.g. [13, Corollary 142.8]), from which it
easily follows that T1 ∧ T2 = 0 in Lb(L,M) implies that T1 ∧ (T2π) = 0. This
suffices to show that Rπ ∈ Orth
(
Lb(L,M)
)
for all π ∈ Orth(L). Moreover, the
mapping π → Rπ is an f -algebra homomorphism (i.e., an algebra and Riesz
homomorphism) from Orth(L) into Orth(Lb(L,M)). Indeed, it is clear that this
mapping is a positive algebra homomorphism, hence it is a Riesz homomorphism
(i.e., lattice homomorphism) as well. It follows now in particular that, for example,
T (π1 ∨ π2) = (T π1) ∨ (T π2)
for all π1, π2 ∈ Orth(L) and 0 ≤ T ∈ Lb(L,M). Similarly, for any π ∈ Orth(M)
we define the operator Lπ from Lb(L,M) into itself by Lπ(T ) = πT for all T ∈
Lb(L,M). Then Lπ ∈ Orth
(
Lb(L,M)
)
and the mapping π → Lπ is an f -algebra
homomorphism from Orth(M) into Orth
(
Lb(L,M)
)
. Note that it is now clear that
|σT π | = |σ | · |T | · |π | for all σ ∈ Orth(M), π ∈ Orth(L) and T ∈ Lb(L,M).
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3. Maharam Operators
In this section we will discuss and review some of the important properties of
Maharam operators which will be used throughout the paper. Actually we will also
include some alternative proofs of known results, as this may be of interest in its
own right. We start by recalling the following definition.
DEFINITION 3.1 Let L and M be Archimedean Riesz spaces with M Dedekind
complete. An operator T ∈ Lb(L,M) is a Maharam operator (or, has the Maha-
ram property) if |T | is interval preserving (i.e., if 0 ≤ w ≤ |T |u in M, then there
exists 0 ≤ v ≤ u in L such that w = |T |v).
Now we will show how a Boolean ring homomorphism σT : B(M) → B(L)
can be associated with any Maharam operator T ∈ Ln(L,M). As above, M is
assumed to be Dedekind complete. For B ∈ B(M) let
σT (B) = { f ∈ L : |T |(|f |) ∈ B } ∩ CT . (3.1)
It it clear that σT (B) is a band in L, i.e., σT (B) ∈ B(L).
LEMMA 3.2 The mapping σT : B(M) → B(L) is an order continuous Boolean
ring homomorphism.
Proof. Since σT = σ|T |, we may assume that T ≥ 0. It is easy to see that
σT ({0}) = {0}, σT (B1 ∩B2) = σT (B1)∩ σT (B2) and σT (B1)∨ σT (B2) ⊆ σT (B1 ∨
B2) for all B1, B2 ∈ B(M). So it remains to show that σT (B1 ∨ B2) ⊆ σT (B1) ∨
σT (B2) for B1, B2 ∈ B(M). Take 0 ≤ f ∈ σT (B1 ∨ B2), i.e., 0 ≤ f ∈ CT and
Tf ∈ B1 ∨B2. Since M is Dedekind complete, B1 ∨B2 = B1 +B2 and so we can
write Tf = w1+w2 with 0 ≤ wj ∈ Bj(j = 1, 2). Since T is Maharam there exists
0 ≤ u1 ≤ f in L such that T u1 = w1. Put u2 = f − u1. Then uj ∈ σT (Bj ) for
j = 1, 2 and hence f ∈ σT (B1)+ σT (B2) ⊆ σT (B1) ∨ σT (B2). We may conclude
that σT is a Boolean ring homomorphism. Finally, since T
(
σT (B)
) ⊆ B for all
B ∈ B(M), it follows easily that Bτ ↓ 0 in B(M) implies that σT (Bτ) ↓ 0 in
B(L), i.e., σT is order continuous. 
Now assume that L is Dedekind complete as well. Then the Boolean algebra
B(L) of bands in L is isomorphic with the Boolean algebra P (L) of band pro-
jections in L, and similarly for B(M) and P (M). Therefore, the Boolean ring
homomorphism σT constructed above induces a corresponding Boolean ring ho-
momorphism hT : P (M) → P (L). Note that hT (I ) = CT , so T hT (I ) = T .
Moreover, since T
(
σT (B)
) ⊆ B for all B ∈ B(M), it follows that PT hT (P ) =
T hT (P ) for all P ∈ P (M). Applying this identity with P replaced by I − P and
using that T hT (I ) = T , we find that
PT = T hT (P ) and hT (P ) ≤ CT , ∀P ∈ P (M). (3.2)
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Via a standard argument, involving Freudenthal’s spectral theorem, it now fol-
lows that hT extends to an order continuous f -algebra homomorphism from Z(M)
into Z(L), which we denote by hT again. It is clear from (3.2) that
πT = T hT (π) and hT (π)CT = hT (π), ∀π ∈ Z(M). (3.3)
We thus have recovered via an alternative approach the result of [7], Theorem
2.3. For sake of reference we formulate the result in the following proposition.
PROPOSITION 3.3 ([7]) Let L and M be Dedekind complete Riesz spaces and
T ∈ Ln(L,M).
(i) If T is a Maharam operator, then there exists a unique f -algebra homomorph-
ism hT : Z(M)→ Z(L) satisfying (3.3)
(ii) If there exists an f -algebra homomorphism h : Z(M) → Z(L) such that
πT = T h(π) for all π ∈ Z(M), then T is a Maharam operator.
Proof. (i) Only the uniqueness statement needs some explanation. To this end
observe that if π1, π2 ∈ Z(L) such that T π1 = T π2 and πjCT = πj (j = 1, 2),
then π1 = π2. Indeed, T (π1 − π2) = 0 implies that |T | · |π1 − π2| = 0 and hence
|π1 − π2| = |π1CT − π2CT | = |π1 − π2|CT = 0.
(ii) First note that for π ∈ Z(M) the mappings S → Sh(π) and S → πS are
center operators in Ln(L,M). Hence the set
{ S ∈ Ln(L,M) : πS = Sh(π) }
is a band in Ln(L,M). Consequently, the hypothesis on T implies that π |T | =
|T |h(π) for all π ∈ Z(M). Now assume that 0 ≤ u ∈ L and 0 ≤ w ≤ |T |u in M.
Since M is Dedekind complete, there exists 0 ≤ π ≤ I in Z(M) such that w =
π |T |u = |T |(h(π)u). Moreover, 0 ≤ h(π) ≤ h(I ) ≤ I and so 0 ≤ h(π)u ≤ u.
This shows that |T |, and hence T , is a Maharam operator. 
Motivated by the above results we introduce some notation. Let L and M be
Archimedean Riesz spaces with M Dedekind complete and let h : Z(M)→ Z(L)
be an f -algebra homomorphism. Then we define
Lhn(L,M) = { T ∈ Ln(L,M) : πT = T h(π) ∀π ∈ Z(M) }.
LEMMA 3.4 Lhn(L,M) is a band in Ln(L,M).
Proof. For π ∈ Z(M) and σ ∈ Z(L) we define the operators Lπ,Rσ ∈
Z(Ln(L,M)) byLπ(T ) = πT andRσ(T ) = T σ respectively for all T ∈ Ln(L,M).
Then
Lhn(L,M) =
⋂{
ker(Lπ − Rh(π)) : π ∈ Z(M)
}
.
Since the kernel of any center operator is a band it now follows immediately that
Lhn(L,M) is a band in Ln(L,M). 
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COROLLARY 3.5 If L and M are Dedekind complete Riesz spaces and T ∈
Ln(L,M) is a Maharam operator, then all operators S ∈ {T }dd are Maharam.
Proof. Let h = hT be the f -algebra homomorphism associated with T as in
Proposition 3.3(i). Then T ∈ Lhn(L,M) and so {T }dd ⊆ Lhn(L,M), as Lhn(L,M)
is a band by Lemma 3.4. It follows from Proposition 3.3 (ii) that all operators in
Lhn(L,M) are Maharam. 
Next we will discuss the lattice structure ofLhn(L,M) in some more detail. Note
that if M = R (and so Z(M) = R as well), then L∼n = Ln(L,R) = Lhn(L,R),
where h(α) = αI for all α ∈ R. The space L∼n has a number of properties which
are not shared by Ln(L,M) in general. For example, ψ ⊥ ϕ in L∼n is equivalent
to Cψ ⊥ Cϕ and there is a natural correspondence between bands in L∼n and in L.
We will see that in this respect there are a number of analogies between Lhn(L,M)
and L∼n . We start with a lemma.
LEMMA 3.6 Let L and M be Dedekind complete Riesz spaces and h : Z(M) →
Z(L) an f -algebra homomorphism. Suppose that S, T ∈ Lhn(L,M) with S ∧ T =
0. If 0 ≤ u ∈ L and 0 ≤ w ∈ M such that T u ∈ {w}dd , then there exists 0 ≤ v ≤ u
in L such that T v + S(u− v) ≤ w.
Proof. Define
Q =
{
Q ∈ P (M) : ∃ 0 ≤ v ≤ u in L such that Q[ T v + S(u− v) ] ≤ w }.
It is clearly sufficient to show that I ∈ Q. The proof of this uses the following two
observations.
(i) If 0 = P ∈ P (M) then there exists 0 = Q ∈ Q such that Q ≤ P . Indeed, if
Pw = 0 then PT u = 0 and so P ∈ Q (take v = u). Now assume that Pw > 0.
Then S ∧ T = 0 implies that there exists 0 ≤ v ≤ u such that
z =
{
Pw − [ T v + S(u− v) ] }+ > 0.
Let Q be the band projection in M onto {z}dd. Then 0 = Q ≤ P and
Q
[
T v + S(u− v) ] ≤ Pw ≤ w,
so Q ∈ Q. This proves the claim.
(ii) If {Qα : α ∈ A} is a disjoint system in Q, then Q = ∨α Qα ∈ Q. Indeed, let
0 ≤ vα ≤ u be such that Qα
[
T vα + S(u− vα)
] ≤ w. Define
v =
∨
α
h(Qα)vα.
Since h is an f -algebra homomorphism it follows that
{
h(Qα) : α ∈ A} is a disjoint
system in P (L). Hence h(Qα)v = h(Qα)vα. Now
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Qα
[
T v + S(u− v)] = T h(Qα)vα + S(h(Qα)u− h(Qα)vα) =
= Qα
[
T vα + S(u− vα)
] ≤ w
for all α ∈ A. This implies that Q[T v + S(u − v)] ≤ w, hence Q ∈ Q and the
claim is proved.
Now take a maximal disjoint system {Qα} in Q. From (i) it follows that {Qα} is
a maximal disjoint system in P (M), so ∨α Qα = I , and now (ii) implies that
I ∈ Q. 
PROPOSITION 3.7 Let L and M be Archimedean Riesz spaces with M Dedekind
complete and let h : Z(M) → Z(L) be an f -algebra homomorphism. For S, T ∈
Lhn(L,M) the following two statements are equivalent:
(i) S ⊥ T ; (ii) CS ⊥ CT .
Proof. The implication (ii) ⇒ (i) holds for any two order continuous operators.
Indeed, CS ⊥ CT implies that CS ⊆ NT and so the order continuous operator
|S| ∧ |T | vanishes on the order dense ideal CS ⊕NS . Hence |S| ∧ |T | = 0.
For the proof of (ii)⇒ (i) we may assume that S, T ≥ 0. Moreover, we first assume
in addition that L is Dedekind complete as well. Take 0 ≤ u ∈ CT and let w = T u.
From the above lemma it follows that for n = 1, 2, . . . there exists 0 ≤ vn ≤ u
such that
T vn + S(u− vn) ≤ 2−nw.
Define zn = sup{vk : k ≥ n}. Since T is order continuous it follows that
0 ≤ T zn ≤
∞∑
k=n
2−kw = 2−n+1w.
Let z = infn zn. Then zn ↓ z, so T zn ↓ T z and hence T z = 0. Now 0 ≤ z ≤ u
implies 0 ≤ z ∈ CT , so z = 0, i.e., zn ↓ 0. Therefore 0 ≤ u − zn ↑ u, and hence
S(u− zn) ↑ Su. Since
0 ≤ S(u− zn) ≤ S(u− vn) ≤ 2−nw
for all n = 1, 2, . . . , it follows that Su = 0, i.e. u ∈ NS . We have shown that
CT ⊆ NS , i.e., CT ⊥ CS . Now we return to the general situation where L is
only assumed to be Archimedean. Let L∧ be the Dedekind completion of L. Every
operator R ∈ Ln(L,M) has a unique extension R̂ ∈ Ln(L∧,M) and the mapping
R → R̂ is a Riesz isomorphism fromLn(L,M) ontoLn(L∧,M). Similarly, every
π ∈ Z(L) has a unique extension π̂ ∈ Z(L∧) and the mapping π → π̂ defines an
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f -algebra isomorphic embedding of Z(L) into Z(L∧). Therefore, the f -algebra
homomorphism h : Z(M) → Z(L) can be considered as an f -algebra homo-
morphism from Z(M) into Z(L∧). Now it is clear that the above isomorphism
R → R̂ maps Lhn(L,M) onto Lhn(L∧,M). Furthermore it is easy to check that for
all R ∈ Ln(L,M) we have NR = NR̂ ∩ L and CR = CR̂ ∩ L.
Now assume that S, T ∈ Lhn(L,M) such that S ⊥ T . Then Ŝ ⊥ T̂ in Lhn(L∧,M)
and by the first part of the proof it follows that CŜ ⊥ CT̂ . Consequently CS ⊥ CT ,
by which the proof of the proposition is complete. 
As mentioned before, in case M = R the result of the above proposition for the
space L∼n is well-known (see e.g. [13], Theorem 90.6 or [12], Theorem 1.4.11) and
goes back to H. Nakano. Our proof of the above proposition is patterned after the
case that M = R.
Now we will discuss some consequences of Proposition 3.7. For convenience
we denote E = Lhn(L,M), where L,M and h are as in the above proposition. For
any band B ⊆ E we define the absolute null ideal of B by
NB =
{
f ∈ L : |T |(|f |) = 0 ∀T ∈ B }.
It is clear that NB is a band in L and that NB = ∧{NT : T ∈ B} in B(L). The
carrier of B is now defined by
CB = N dB .
Note that CB = ∨{CT : T ∈ B} in B(L). It is easy to see that if B = {T }dd for
some T ∈ E, then NB = NT and CB = CT .
PROPOSITION 3.8 With the notation introduced above, the following holds.
(i) The mapping τ : B(E) → B(L) defined by τ(B) = CB , is an injective
Boolean ring homomorphism with τ
(
B(E)
) = B(CE).
(ii) For all B ∈ B(E) we have
B = { T ∈ Lhn(L,M) : CT ⊆ CB }.
In particular, if S, T ∈ Lhn(L,M) then S ∈ {T }dd if and only if CS ⊆ CT .
Proof. (i) If B1, B2 ∈ B(E) then it is easy to see that NB1∨B2 = NB1 ∩ NB2 ,
hence CB1∨B2 = CB1 ∨ CB2 , i.e., τ(B1 ∨ B2) = τ(B1) ∨ τ(B2). Now assume that
B1, B2 ∈ B(E) are such that B1 ∩ B2 = {0}. Then S ⊥ T for all S ∈ B1 and
T ∈ B2, so it follows from Proposition 3.7 that CS ⊥ CT for all S ∈ B1, T ∈ B2.
Hence,
CB1 =
∨
{CS : S ∈ B1 } ⊥
∨
{CT : T ∈ B2 } = CB2,
i.e., τ(B1) ∧ τ(B2) = 0. From these two properties of τ it follows that τ is a
Boolean ring homomorphism. If B ∈ B(E) is such that τ(B) = 0, then NB = L
and so B = {0}. This shows that τ is injective.
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Now take A ∈ B(CE) and define
B = { T ∈ Lhn(L,M) : CT ⊆ A }.
Then B ∈ B(E) and τ(B) ⊆ A. We claim that τ(B) = A. Indeed, let A1 =
A ∩ τ(B)d and define
B1 =
{
T ∈ Lhn(L,M) : CT ⊆ A1
}
.
Then B1 ∈ B(E) and τ(B1) ⊆ A1. Consequently, τ(B1 ∩ B) = τ(B1) ∩ τ(B) =
{0}, so B1 ∩ B = {0}. It follows from A1 ⊆ A that B1 ⊆ B, and hence B1 = {0}.
Now assume that A1 = {0}. Since A1 ⊆ CE there exists 0 ≤ T ∈ Lhn(L,M) such
that T|A1 = 0. Let T1 be the minimal positive extension of the restriction of T to
A1 (cf. [13], Theorem 83.7). Then T1 = 0 and Ad1 ⊆ NT1 i.e., CT1 ⊆ A1. Hence
0 = T1 ∈ B1, which is a contradiction. We may conclude therefore that A1 = {0},
i.e., that A ⊆ τ(B) and so τ(B) = A. This shows that τ(B(E)) = B(CE).
(ii) Take B ∈ B(E) and let
B0 =
{
T ∈ Lhn(L,M) : CT ⊆ CB }.
From the second part of the proof of (i) above, applied to A = CB , it follows that
B0 ∈ B(E) satisfies τ(B0) = CB . Since τ is injective, this implies that B = B0. 
REMARK 3.9 Consider the same situation as above but assume in addition that
L is Dedekind complete as well. For B ∈ B(E) we denote by NB and CB the band
projections in L onto NB and CB respectively. Note that T = T CB for all T ∈ B
and that CT ≤ CE ≤ h(I ) for all T ∈ E = Lhn(L,M).
Given B ∈ B(E) define hB : Z(M) → Z(L) by hB(π) = h(π)CB for all π ∈
Z(M). It is clear that hB is an f -algebra homomorphism and thatB ⊆ LhBn (L,M).
Actually we have B = LhBn (L,M). Indeed, if T ∈ LhBn (L,M) then CT ≤ hB(I ) =
CB , and so T ∈ B by (ii) of the above proposition.
The following proposition is another consequence of Proposition 3.7.
PROPOSITION 3.10 Let L and M be Dedekind complete Riesz spaces and
h : Z(M)→ Z(L) an f -algebra homomorphism. Suppose that 0 ≤ T ∈ Lhn(L,M).
(i) If S is a component of T (i.e., S ∧ (T − S) = 0), then S = T CS .
(ii) If 0 ≤ S ≤ T then there exists 0 ≤ π ≤ I in Z(L) such that S = T π .
Proof. (i) From Proposition 3.7 we know that CSCT−S = 0 and it is clear that
S = SCS and T − S = (T − S)CT−S . Hence,
T CS = SCS + (T − S)CS = S + (T − S)CT−SCS = S.
(ii) This follows from (i) in combination with the Freudenthal spectral theorem. 
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Note that it follows in particular from this proposition that for every T ∈
Lhn(L,M) we have
T + = |T |CT + = T CT +, T − = |T |CT − = −T CT − .
A combination of the results above with Proposition 3.3 yields the Hahn decompos-
ition theorem and the Radon-Nikodym theorem for Maharam operators as obtained
in [7] (Theorems 2.5 and 3.1). We note that, conversely, the above results can
also be derived from [7]. However, the alternative appraoch to these results via
Proposition 3.7, besides being of independent interest, shows clearly the analogy
with the properties of the space L∼n .
We end this section with a result on Maharam operators which in some sense
justifies our approach to the construction of ‘Maharam extensions’ in the later
sections of the paper.
PROPOSITION 3.11 Let L and M be Dedekind complete Riesz spaces and sup-
pose that J ⊆ Ln(L,M) is an ideal which consists of Maharam operators. Then
there exists an f -algebra homomorphism h : Z(M) → Z(L) such that J ⊆
Lhn(L,M).
Proof. We start with three observations. If S, T ∈ J, then: (1) S ⊥ T implies
that CSCT = 0; (2) CS ≤ CT implies that S ∈ {T }dd; (3) SCT is the component of
S in {T }dd . Indeed, the first two statements follow immediately from an application
of Proposition 3.3 to |S|+|T | in combination with Proposition 3.7 and Proposition
3.8 (ii). The third statement is an easy consequence of (1) and (2).
Let {Tα} be a maximal disjoint system in J. We denote the carrier projection of
Tα by Cα . From (1) above it follows that CαCβ = 0 whenever α = β. For each
α there exists, by Proposition 3.3 and Lemma 3.4, an f -algebra homomorphism
hα : Z(M) → Z(L) satisfying πT = T hα(π) for all T ∈ {Tα}dd and all π ∈
Z(M). Without loss of generality we may assume that hα(I ) = Cα (cf. Remark
3.9). Then hα(π) ⊥ hβ(π) for all π ∈ Z(M) whenever α = β. Now take 0 ≤ π ∈
Z(M). Since 0 ≤ π ≤ λI for some 0 ≤ λ ∈ R, we have 0 ≤ hα(π) ≤ λCα for all
α, hence
h(π) =
∨
α
hα(π)
is well defined in Z(L). This defines a mapping h : Z(M)+ → Z(L)+ and it is
easy to check that h extends to an f -algebra homomorphism h : Z(M) → Z(L).
We claim that πT = T h(π) for all π ∈ Z(M) and all T ∈ J. Indeed, it is sufficient
to show this for 0 ≤ π ∈ Z(M) and 0 ≤ T ∈ J. Since {Tα} is a maximal disjoint
system in J, it follows from (3) above that T Cα ∈ {Tα}dd and T = ∨α T Cα .
Using that left and right multiplication in Ln(L,M) by center operators in Z(M)
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and Z(L) respectively are itself center operators in Ln(L,M), we find that
πT = π
∨
α
T Cα =
∨
α
π(TCα) =
∨
α
(T Cα)hα(π) =
=
∨
α
(T Cα)h(π) =
[∨
α
T Cα
]
h(π) = T h(π).
This proves the claim and the proof of the proposition is complete. 
COROLLARY 3.12 Same situation as in Proposition 3.11. Then the band gener-
ated by J in Ln(L,M) consists of Maharam operators.
REMARK 3.13 Let J be an ideal in Ln(L,M) consisting of Maharam operators
as in Proposition 3.11, and let h : Z(M)→ Z(L) be the f -algebra homomorphism
as constructed in the proof of the proposition. Let B = Jdd , the band generated
by J. Then J ⊆ B ⊆ Lhn(L,M). Since {Tα} is a maximal disjoint system in B as
well, it follows that CB = ∨α Cα . Hence h(I ) = ∨α Cα = CB . This implies that
actually B = Lhn(L,M) (cf. Remark 3.9).
4. f -Modules
The results in the previous section indicate that it will be convenient to consider
Maharam operators in the framework of so-called f -modules. Although in the
sequel we will deal only with special f -modules (Z(M)-modules), we start with
the general definition and some elementary properties.
Let A be an Archimedean f -algebra and E an Archimedean Riesz space.
DEFINITION 4.1 E is called a left f -module over A if:
(i) E is a left-module over A with respect to a left multiplication (a, f ) → a · f
from A×E into E, i.e., (a+b)·f = a·f+b·f, a·(f+g)= a·f+a·g, a·(b·f )
= (ab) · f and a(λf ) = (λa) · f = λ(a · f ) for all a, b ∈ A, f, g ∈ E and
λ ∈ R;
(ii) a · f ≥ 0 whenever 0 ≤ a ∈ A and 0 ≤ f ∈ E;
(iii) f ⊥ g in E implies that a · f ⊥ g in E for all a ∈ A.
The definition of a right f -module is similar. Here we will deal mainly with left
f -modules and call these simply f -modules (unless explicitly stated otherwise).
REMARK 4.2 Suppose that E is an f -module over the f -algebra A. For a ∈ A
define πa(f ) = a · f for all f ∈ E. From the above definition it is clear that πa ∈
Orth(E). The mapping h : A→ Orth(E) is a positive algebra homomorphism and
hence h is a Riesz homomorphism (indeed, a ⊥ b in A implies that ab = 0, so
πaπb = 0 and hence πa ⊥ πb in Orth(E)).
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Conversely, if E is an Archimedean Riesz space, A an Archimedean f -algebra and
h : A → Orth(E) is an f -algebra homomorphism, then h induces an f -module
structure over A on E by setting a · f = h(a)f for all f ∈ E and all a ∈ A.
In the following lemma we list some elementary properties of f -modules, which
follow easily from the first part of the above remark. We leave the details to the
reader.
LEMMA 4.3 Let E be an f -module over A.
(i) (a ∨ b)f = (af ) ∨ (bf ) and (a ∧ b)f = (af ) ∧ (bf ) for all a, b ∈ A, 0 ≤
f ∈ E.
(ii) |af | = |a| · |f | for all a ∈ A, f ∈ E.
(iii) If a ⊥ b in A, then af ⊥ bg for all f, g ∈ E.
We stress that in Definition 4.1, even if the f -algebra A has a unit element e, we do
not assume that e · f = f for all f ∈ E. However, it is easy to see that if e ∈ A is
a unit element, then the mapping f → e · f in E is a band projection. If e · f = f
for all f ∈ E, then E is called a unital f -module.
Furthermore we note that if J ⊆ E is a band, or more generally a uniformly
closed ideal in the f -module E over A, then f ∈ J implies that af ∈ J for all
a ∈ A, and so J inherits the f -module structure, i.e., J is an f -submodule of E. If
A has a unit element 0 < e ∈ A which is also a strong order unit in A, then every
ideal J ⊆ E is an f -submodule.
Let A be an Archimedean f -algebra and let E and F be f -modules over A. A
linear mapping T : E → F is called A-linear if T (a · f ) = a · Tf for all f ∈ E
and all a ∈ A. We define
LAb (E, F ) =
{
T ∈ Lb(E, F ) : T is A-linear
}
,
and LAn (E, F ) = LAb (E, F ) ∩Ln(E, F ).
LEMMA 4.4 If E and F are f -modules over A, with F Dedekind complete, then
LAb (E, F ) is a band in Lb(E, F ), and LAn (E, F ) is a band in Ln(E, F ).
Proof. It suffices to prove the first statement. For a ∈ A we define πa ∈ Orth(E)
by πaf = af for all f ∈ E and we define σa ∈ Orth(F ) by σag = ag for all
g ∈ F . Now define the operators Ra and La from Lb(E, F ) into itself by
Ra(T ) = T πa, La(T ) = σaT ∀T ∈ Lb(E, F ).
Then Ra, La ∈ Orth
(
Lb(L,M)
) (see Section 2) and it is clear that
LAb (E, F ) =
{
T ∈ Lb(E, F ) : (Ra − La)(T ) = 0 ∀a ∈ A
}
=
⋂{
ker(Ra − La) : a ∈ A
}
.
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Since the kernel ker(Ra − La) of the orthomorphism Ra − La is a band, it follows
that LAb (E, F ) is a band as well. 
Next we will give some typical examples of f -modules and discuss the relation
with the previous section.
EXAMPLES 4.5 (1) Let L be an Archimedean Riesz space. Then L has a natural
f -module structure over Orth(L) by setting π · f = π(f ) for all f ∈ L and
π ∈ Orth(L). Similarly L is an f -module over Z(L). If not stated otherwise we
will tacidly consider a Riesz space L as an f -module over Z(L) in this natural
way.
(2) Let L be an Archimedean Riesz space and suppose that F is a Dedekind com-
plete f -module over the f -algebra A. Then Lb(L, F ) has a natural f -module
structure, defining a · T for a ∈ A and T ∈ Lb(L, F ) by
(a · T )f = a · Tf ∀f ∈ L.
SinceLn(L, F ) is a band inLb(L, F ), it is clear thatLn(L, F ) is an f -submodule
ofLb(L, F ). In particular, ifM is a Dedekind complete Riesz space, thenLb(L,M)
andLn(L,M) have natural f -module structures over Z(M). Similarly, ifE and F
are f -modules over A, with F Dedekind complete, then LAb (E, F ) and LAn (E, F )
are in this way f -modules over A.
(3) LetL andM be Archimedean Riesz spaces withM Dedekind complete. Suppose
that h : Z(M) → Z(L) is an f -algebra homomorphism. As observed in Remark
4.2, h induces on L an f -module structure over Z(M) with π · f = h(π)f for all
f ∈ L and π ∈ Z(M). Using the notation of the previous section, it is clear that
LZ(M)n (L,M) = Lhn(L,M).
Conversely, suppose that E is an f -module over Z(M) and let h : Z(M) →
Orth(E) be the corresponding f -algebra homomorphism as in Remark 4.2. Since
h(I ) is a band projection in E, it follows that h maps Z(M) into Z(E), and
LZ(M)n (E,M) = Lhn(E,M). Consequently the results of Propositions 3.7, 3.8 and
3.10 can be applied toLZ(M)n (E,M). Moreover, all operators inLZ(M)n (E,M) are
Maharam operators.
(4) Let L and M be Dedekind complete Riesz spaces and suppose that T ∈
Ln(L,M) is a Maharam operator. Then it follows from Proposition 3.3 that there
exists an f -module structure over Z(M) on L such that T ∈ LZ(M)n (L,M). Actu-
ally, it follows from Proposition 3.11 (and Remark 3.13) that, if B ⊆ Ln(L,M) is
a band consisting of Maharam operators, then there exists an f -module structure
on L such that B = LZ(M)n (L,M).
Our next objective is to discuss a construction for f -modules over Z(M) which in
the case M = R corresponds to the embedding into the order bidual (see e.g. [13],
Section 109). In particular we are interested in the analogue of perfect Riesz spaces
(see [13], Section 110) in the context of Z(M)-modules. These results will play an
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essential role in the construction of Maharam extentions in the next section of this
paper.
Let M be a Dedekind complete Riesz space and suppose that E is an f -module
over Z(M). By Lemma 4.4,LZ(M)n (E,M) is a band inLn(E,M) and, as observed
above, LZ(M)n (E,M) is an f -module over Z(M), where for π ∈ Z(M) and T ∈
LZ(M)n (E,M) the product π · T is simply defined by (π · T )f = π(Tf ) for all
f ∈ E. Let J be an ideal in LZ(M)n (E,M); as observed before, then J is an f -
submodule of LZ(M)n (E,M). For f ∈ E we define the mapping f˜ : J → M by
f˜ (T ) = Tf for all T ∈ J.
LEMMA 4.6 f˜ ∈ LZ(M)n (J,M) for all f ∈ E.
Proof. Since f˜ = (f +)∼ − (f −)∼ and (f +)∼, (f −)∼ ≥ 0, it is clear that
f˜ ∈ Lb(J,M). Now suppose that Tτ ↓ 0 in J. Then Tτ ↓ 0 in Ln(E,M) and so
Tτ |f | ↓ 0 in M. Since |f˜ (Tτ )| ≤ Tτ |f |, this implies that infτ |f˜ (Tτ | = 0. Hence
f˜ ∈ Ln(J,M). Moreover, if π ∈ Z(M) and T ∈ J, then f˜ (πT ) = (πT )f =
πf˜ (T ), so f˜ is Z(M)-linear. 
Now define the mapping α : E → LZ(M)n (J,M) by α(f ) = f˜ for all f ∈ E.
LEMMA 4.7 α is an order continuous Z(M)-linear Riesz homomorphism from E
into LZ(M)n (J,M).
Proof. It is clear that α is a positive linear mapping. Now suppose that fτ ↓ 0 in
E and 0 ≤ T ∈ J. Since T is order continuous it follows that Tfτ ↓ 0 in M, i.e.,
f˜τ (T ) ↓ 0. Hence α(fτ ) ↓ 0 in Ln(J,M). For f ∈ E and π ∈ Z(M) we have
α(π · f )(T ) = T (π · f ) = πTf = πα(f )(T )
for all T ∈ J, so α(π · f ) = πα(f ), which shows that α is Z(M)-linear. That α is
a Riesz homomorphism follows from [13], Lemma 83.19. 
It is clear that α is injective if and only if J separates the points of E, i.e., for every
0 = f ∈ E there exists T ∈ J with Tf = 0 (equivalently, for every 0 < f ∈ E
there exists 0 ≤ T ∈ J with Tf > 0). If α is injective then, by the above lemma,
E and α(E) are isomorphic f -modules over Z(M). The following lemma gives
already some more information concerning α(E) as subspace of LZ(M)n (J,M).
LEMMA 4.8 If 0 ≤ f ∈ E and 0 ≤ 5 ∈ LZ(M)n (J,M) such that 0 < 5 ≤ f˜ ,
then there exists 0 ≤ g ∈ E such that 0 < g˜ ≤ 5.
Proof. Since 0 < 5 ≤ f˜ , there exists 0 < ε ∈ R such that 50 = (5− εf˜ )+ >
0. Now 50 > 0 implies that the carrier C50 = {0}, as 50 is order continuous. Take
0 < T0 ∈ C50 . Since 0 < 50 ≤ 5 ≤ f˜ , it follow that
T0f = f˜ (T0) ≥ 50(T0) > 0.
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The ideal CT0 ⊕NT0 is order dense in E. Since T0 ∈ J in particular implies that T0
is order continuous, it follows from T0f > 0 that there exists f0 ∈ CT0 such that
0 < f0 ≤ f . Since J itself is Dedekind complete, we have J = C50 ⊕N50 . Take
any 0 ≤ T ∈ J and write T = T1 + T2 with 0 ≤ T1 ∈ C50 and 0 ≤ T2 ∈ N50 .
Since
(5− εf˜ )− ⊥ (5− εf˜ )+ = 50
in LZ(M)n (J,M), it follows from Proposition 3.7 that
C50 ⊆ N(5−εf )− .
Consequently, (5 − εf˜ )(T1) = (5 − εf˜ )+(T1) ≥ 0, i.e., εf˜ (T1) ≤ 5(T1).
Furthermore, since 0 ≤ T2 ∈ N50 and 0 ≤ T0 ∈ C50 , we have T2 ∧ T0 = 0
in J ⊆ LZ(M)n (E,M). Using Proposition 3.7 once more, it follows that CT0 ⊆ NT2 .
This implies in particular that T2f0 = 0, so Tf0 = T1f0. Consequently,
5(T ) ≥ 5(T1) ≥ εf˜ (T1) = εT1f ≥
≥ εT1f0 = εTf0 = (εf˜0)(T ).
Hence, putting g = εf0, we have 0 ≤ g˜(T ) ≤ 5(T ) for all 0 ≤ T ∈ J, i.e.,
0 ≤ g˜ ≤ 5 in LZ(M)n (J,M). Finally, it follows from g˜(T0) = εT0f0 > 0 that
0 < g˜ ≤ 5. 
Now we are in the position to prove the main result of the present section.
THEOREM 4.9 Let M be a Dedekind complete Riesz space, E an f -module over
Z(M) and J an ideal in LZ(M)n (E,M) separating the points of E.
(1) The band generated by α(E) in LZ(M)n (J,M) is equal to LZ(M)n (J,M).
(2) α(E) is an ideal in LZ(M)n (J,M) if and only if E is Dedekind complete.
(3) α(E) = LZ(M)n (J,M) if and only if it follows from 0 ≤ fτ ↑ in E with
supτ Tfτ existing in M for all 0 ≤ T ∈ J, that there exists 0 ≤ f ∈ E such
that 0 ≤ fτ ↑ f .
Proof. (1) Suppose that 5 ∈ LZ(M)n (J,M) is such that 5 ⊥ α(f ) = f˜ for
all f ∈ E. By Proposition 3.7 this implies that C5 ⊥ Cf˜ , i.e., C5 ⊆ Nf˜ for all
f ∈ E. Hence, if 0 ≤ T ∈ C5 then Tf = f˜ (T ) = 0 for all 0 ≤ f ∈ E, and so
T = 0. This shows that C5 = {0}, hence 5 = 0.
(2) If α(E) is an ideal in LZ(M)n (J,M), then α(E) is Dedekind complete. Since E
and α(E) are Riesz isomorphic, it follows that E is Dedekind complete. Now as-
sume thatE is Dedekind complete and suppose that 0 ≤ 5 ≤ α(f ) inLZ(M)n (J,M)
for some 0 ≤ f ∈ E. Define
g = sup{ 0 ≤ h ∈ E : 0 ≤ α(h) ≤ 5 }.
Note that this is well defined, since 0 ≤ α(h) ≤ 5 ≤ α(f ) implies that 0 ≤ h ≤ f .
Since, by Lemma 4.7, α is an order continuous Riesz homomorphism, it follows
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that 0 ≤ α(g) ≤ 5. We claim that α(g) = 5. Indeed, suppose that α(g) < 5.
Then 0 < 5 − α(g) ≤ α(f − g). By Lemma 4.8 there exists 0 < g0 ∈ E such
that 0 < α(g0) ≤ 5 − α(g). Then 0 < α(g + g0) ≤ 5, and from the definition
of g it now follows that g + g0 ≤ g, which is a contradiction. Consequently,
5 = α(g) ∈ α(E), and we may conclude that α(E) is an ideal in LZ(M)n (J,M).
(3) First assume that α(E) = LZ(M)n (J,M), and suppose that 0 ≤ fτ ↑ in E such
that supτ Tfτ exists for all 0 ≤ T ∈ J. Define
5(T ) = sup
τ
Tfτ ∀0 ≤ T ∈ J.
Then 5 : J+ → M+ is additive and so 5 extends uniquely to a positive linear
operator 5 : J → M (see e.g. [13], Lemma 83.1). It follows immediately from
the definition of 5 that 0 ≤ f˜τ ↑ 5 in Lb(J,M). Since f˜τ ∈ LZ(M)n (J,M) and
LZ(M)n (J,M) is a band in Lb(J,M), this implies that 0 ≤ 5 ∈ LZ(M)n (J,M). By
hypothesis there exists 0 ≤ f ∈ E such that 5 = f˜ = α(f ). Since α is a Riesz
isomorphism, α(fτ ) ↑ α(f ) implies that fτ ↑ f in E.
For the converse implication note that the hypothesis on E implies in particular
that E is Dedekind complete and so, by (2), α(E) is an ideal inLZ(M)n (J,M). Now
take 0 ≤ 5 ∈ LZ(M)n (J,M). Since, by (1), the band generated by α(E) is equal to
LZ(M)n (J,M), it follows that there exist 0 ≤ fτ ↑ in E such that 0 ≤ f˜τ ↑ 5 in
LZ(M)n (J,M). Then
0 ≤ Tfτ = f˜τ (T ) ↑ 5(T ) ∀0 ≤ T ∈ J,
so supτ Tfτ ∈ M exists for all 0 ≤ T ∈ J. By hypothesis there exists 0 ≤ f ∈ E
such that fτ ↑ f . Hence 0 ≤ f˜τ ↑ f˜ in LZ(M)n (J,M), which shows that 5 =
f˜ = α(f ). Consequently LZ(M)n (J,M) = α(E), and the proof of the theorem is
complete. 
REMARK 4.10 In case M = R the above results correspond to the well known
results concerning the embedding of a Riesz space into the order continuous bidual
(see [13], Section 109, 110). In particular, if M = R and J = Ln(E,R) = E∼n ,
then (3) of the above theorem corresponds to the perfectness criterion for Riesz
spaces ([13], Theorem 110.1). In view of this, if in general E is an f -module over
Z(M) satisfying (3) of the above theorem, then we will say that E is M-perfect
with respect to J (or, M-perfect in case J = LZ(M)n (E,M)).
As an example, let L and M be Archimedean Riesz spaces with M Dedekind
complete and take E = Lb(L,M) with its natural Z(M)-module structure. Note
that LZ(M)n (E,M) separates the points of E, as all the mappings T → Tf , with
f ∈ L, belong to LZ(M)n (E,M). It is not difficult to see that E is M-perfect. This
of course is analogous to the order dual L∼ being perfect for any Riesz space L
(see [13], Theorem 110.2).
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5. The Construction of Maharam Extensions
In the present section we will be concerned with the construction of Maharam ex-
tensions of operators. LetL andM be Archimedean Riesz spaces withM Dedekind
complete and let T be a positive operator from L into M. Our aim is to construct
a Dedekind complete Riesz space E, containing L as a Riesz subspace, and an
order continuous positive Maharam operator T̂ from E into M which extends T .
Such an operator T̂ is then called a Maharam extension of the operator T . Actually
we will treat a more general situation, where J is a given ideal of operators in
Lb(L,M), and the problem is to construct a Dedekind complete Riesz space E,
containing L as a Riesz subspace, such that all operators T ∈ J have Maharam
extensions T̂ : E → M (and the mapping T → T̂ is a Riesz isomorphism). In
view of the results of the previous section (cf. Examples 4.5 (4)), this is equivalent
to constructing an f -module E over Z(M), containing L, such that all operators
T ∈ J have Z(M)-linear extensions to E.
Before starting with the construction, we first make some remarks concerning a
well known algebraic procedure for so-called extension of scalars. Some aspects of
this algebraic construction are reflected in our construction of Maharam extensions.
REMARK 5.1 Let k be a field, V a vector space over k and A an algebra with
unit element e over k. Consider the tensor product A ⊗ V of A and V as vector
spaces over k. Then A⊗ V is a unital A module with
a · (b⊗ v) = (ab)⊗ v ∀a, b ∈ A, ∀v ∈ V .
The mapping χ0 : V → A ⊗ V , defined by χ(v) = e ⊗ v for all v ∈ V , is a
k-linear embedding of V into A ⊗ V . Now suppose that M is a unital A-module.
Since k is embedded in A via the mapping λ → λe, M is a k-vector space as well.
Let T : V → M be a k-linear mapping. Then the mapping (a, v) → a · T v is
k-bilinear and hence there exists a unique k-linear mapping T¯ from A⊗V into M
such that
T¯ (a ⊗ v) = a · T v ∀a ∈ A, ∀v ∈ V .
It is clear that T¯ is actually A-linear and that T = T¯0χ0 (i.e., T¯ extends T ).
Moreover, T¯ is unique with these properties. The A-module A ⊗ V is called the
extension of V over A.
The construction of Maharam extensions will be more involved than this purely
algebraic extension procedure, in particular because the extended space is re-
quired to be Dedekind complete and the extended operator is required to be order
continuous.
Let L be an Archimedean Riesz space and M a Dedekind complete Riesz space.
As before, we consider M as an f -module over Z(M). Then Lb(L,M) is an
f -module over Z(M) as well, with π · T = π ◦ T for all π ∈ Z(M) and
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T ∈ Lb(L,M). We fix some ideal J ⊆ Lb(L,M). With respect to the operations
induced by Lb(L,M) the ideal J is an f -module over Z(M). For π ∈ Z(M) and
f ∈ L we define the mapping
π ⊗ f : J→ M
by (π ⊗ f )(T ) = π(Tf ) for all T ∈ J. It is clear that π ⊗ f ∈ LZ(M)n (J,M).
Now we define the mapping
9 : Z(M)× L→ LZ(M)n (J,M)
by 9(π, f ) = π ⊗ f .
LEMMA 5.2 9 is a Riesz bimorphism, i.e., 9 is bilinear and |9(π, f )| = 9(|π |,
|f |) for all π ∈ Z(M) and f ∈ L.
Proof. The bilinearity is obvious. Take π ∈ Z(M), f ∈ L and 0 ≤ T ∈ J.
Using [13], Theorem 83.9 we find that
|π ⊗ f |(T ) = sup{ |(π ⊗ f )(S)| : S ∈ J, |S| ≤ T } =
= sup{ |π(Sf )| : S ∈ J, |S| ≤ T } =
= sup{ |π |(|Sf |) : S ∈ J, |S| ≤ T } =
= |π | sup{ |Sf | : S ∈ Lb(L,M), |S| ≤ T } =
= |π |(T |f |) = (|π | ⊗ |f |)(T ).
Hence |π ⊗ f | = |π | ⊗ |f | in LZ(M)b (J,M). 
We denote by Z(M) ⊗J L the linear subspace of LZ(M)n (J,M) generated by the
operators of the form π ⊗ f , i.e.,
Z(M)⊗J L =
{ n∑
i=1
πi ⊗ fi : πi ∈ Z(M), fi ∈ L, i = 1, · · · , n; n ∈ N
}
.
Furthermore, Z(M)⊗˜JL will denote the ideal generated by Z(M)⊗J L in LZ(M)n
(J,M). The mapping
χ0 : L→ LZ(M)n (J,M)
is defined by χ0f = I ⊗ f for all f ∈ L. It follows from Lemma 5.2 that χ0 is
a Riesz homomorphism and it is obvious that χ0 maps L into Z(M)⊗˜JL. So we
may consider χ0 : L→ Z(M)⊗˜JL as well.
LEMMA 5.3 Z(M)⊗˜JL is equal to the ideal generated by χ0(L) inLZ(M)n (J,M),
i.e.,
Z(M)⊗˜JL =
{
θ ∈ LZ(M)n (J,M) : |θ | ≤ I ⊗ u for some 0 ≤ u ∈ L
}
.
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Proof. Take θ ∈ Z(M)⊗˜JL. Then there exist π1, · · · , πn ∈ Z(M) and f1, · · · ,
fn ∈ L such that
|θ | ≤ |
n∑
i=1
πi ⊗ fi|.
Define u = ∑ni=1 |fi| and π = ∑ni=1 |πi|. Since 0 ≤ π ∈ Z(M) there exists
0 ≤ k ∈ R such that 0 ≤ π ≤ kI .
Hence,
|θ | ≤
n∑
i=1
|πi ⊗ fi| =
n∑
i=1
|πi| ⊗ |fi| ≤
≤ π ⊗ u ≤ (kI )⊗ u = I ⊗ (ku) = χ0(ku),
which suffices to prove the lemma. 
Now take any ideal E in LZ(M)n (J,M) such that
Z(M)⊗˜JL ⊆ E ⊆ LZ(M)n (J,M).
Note that E is Dedekind complete and that E is an f -submodule ofLZ(M)n (J,M).
Furthermore observe that E separates the points of J. Indeed, if T ∈ J is such that
θ(T ) = 0 for all θ ∈ E, then in particular Tf = (I ⊗ f )(T ) = 0 for all f ∈ L, so
T = 0.
Define the mapping
αE : J→ LZ(M)n (E,M)
by αE(T ) = T̂ , where T̂ (θ) = θ(T ) for all θ ∈ E. It follows from the results
in Section 4, in particular Theorem 4.9, that αE is a Riesz isomorphism and that
αE(J) is an order dense ideal in LZ(M)n (E,M). Note that T̂ (π ⊗ f ) = π(Tf ) for
all π ∈ Z(M) and f ∈ L. In particular T̂ (χ0f ) = T̂ (I ⊗ f ) = Tf for all f ∈ L,
i.e., T = T̂0χ0. So for every T ∈ J we have the commutative diagram
L ✲
T
M
❅
❅❘χ0
E

✒̂
T
where χ0 is a Riesz homomorphism and T̂ is a Maharam operator. This already
proves some of the main parts of the following theorem.
THEOREM 5.4 Let L, M, J ⊆ Lb(L,M) and E ⊆ LZ(M)n (J,M) be as above.
Then:
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(i) E is a Dedekind complete f -module over Z(M);
(ii) χ0 : L → E is a Riesz homomorphism such χ0(L) is order dense in E (i.e.,
χ0(L)
d = {0});
(iii) for every T ∈ J the operator T̂ = αE(T ) is the unique operator in LZ(M)n (E,
M) such that T = T̂0χ0 and αE is a Riesz isomorphism from J onto an order
dense ideal in LZ(M)n (E,M);
(iv) {T̂ : 0 ≤ T ∈ J} separates the points of E.
Moreover, if J is a band inLb(L,M), then αE is a Riesz isomorphism from J onto
LZ(M)n (E,M).
Proof. (i) This has been observed above.
(ii) Suppose θ ∈ E such that θ ∈ χ0(L)d . Then θ ⊥ χ0f in LZ(M)n (J,M) for
all f ∈ L. It follows from Proposition 3.7 that Cθ ⊥ Cχ0f , i.e., Cθ ⊆ Nχ0f in J for
all f ∈ L. Hence, if T ∈ Cθ then Tf = (χ0f )(T ) = 0 for all f ∈ L. This shows
that Cθ = {0} and so θ = 0.
(iii) Only the uniqueness statement has still to be proved. For this purpose define
the operator
R : LZ(M)n (E,M)→ Lb(L,M)
by R(5) = 5 ◦ χ0 for all 5 ∈ LZ(M)n (E,M), which is clearly positive and order
continuous. Moreover, R(T̂ ) = T for all T ∈ J. We claim that R is a Riesz
homomorphism. Indeed, suppose that 51 ∧52 = 0 in LZ(M)n (E,M). Since αE(J)
is order dense in LZ(M)n (E,M) there exist 0 ≤ Tτ ↑ and 0 ≤ Sσ ↑ in J such that
0 ≤ T̂τ ↑ 51 and 0 ≤ Ŝσ ↑ 52 in LZ(M)n (E,M). Now
0 ≤ αE(Tτ ∧ Sσ ) = T̂τ ∧ Ŝσ ≤ 51 ∧52 = 0,
so αE(Tτ ∧ Sσ ) = 0 and since αE is injective this implies that Tτ ∧ Sσ = 0 for all
τ, σ . By the order continuity of R we have 0 ≤ Tτ ↑ R(51) and 0 ≤ Sσ ↑ R(52)
in Lb(L,M). Consequently R(51) ∧ R(52) = 0, which proves the claim.
Now we show that R is injective. Suppose 5 ∈ LZ(M)n (E,M) such that R(5) = 0.
SinceR is a Riesz homomorphism this implies that R(|5|) = 0. Hence |5|(χ0f ) =
0 for all 0 ≤ f ∈ L. From the order density of χ0(L) in E it follows that
5 = 0. Now it is obvious that if T ∈ J and 5 ∈ LZ(M)n (E,M) such that
T = T̂ ◦ χ0 = 5 ◦ χ0, then 5 = T̂ .
(iv) This follows immediately from the definitions.
To prove the last statement of the theorem, now assume that J is a band in
Lb(L,M). Suppose that 0 ≤ Tτ ↑ in J such that supτ θ(Tτ ) ∈ M exists for all
0 ≤ θ ∈ E. By taking θ = I ⊗ f, 0 ≤ f ∈ L, we see that supτ Tτf ∈ M exists
for all 0 ≤ f ∈ L. Define Tf = supτ Tτf for all 0 ≤ f ∈ L and extend T to a
positive operator 0 ≤ T ∈ Lb(L,M). Then 0 ≤ Tτ ↑ T in Lb(L,M), and since J
is a band we conclude that 0 ≤ Tτ ↑ T ∈ J. By Theorem 4.9 (iii) it follows that
αE is surjective. 
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Actually the properties of ideals E ⊆ LZ(M)n (J,M) obtained in Theorem 5.4
characterize such ideals. This is the contents of the next proposition.
PROPOSITION 5.5 Let L and M be Archimedean Riesz spaces with M Dedekind
complete and let J ⊆ Lb(L,M) be an ideal. Let the pair (F, χF ) be such that:
(i) F is a Dedekind complete f -module over Z(M) and LZ(M)n (F,M) separates
the points of F ;
(ii) χF is a Riesz homomorphism from L into F
(iii) for every T ∈ J there exists a unique T˜ ∈ LZ(M)n (F,M) such that T = T˜ ◦χF
and the mapping ωF defined by ωF(T ) = T˜ is a Riesz isomorphism from J
onto an order dense ideal in LZ(M)n (F,M).
Then there exists a unique ideal E in LZ(M)n (J,M) such that χ0(L) ⊆ E and a
unique Z(M)-linear Riesz isomorphism γ from F onto E such that γ ◦ χF = χ0.
Proof. First note that ωF is order continuous, as ωF is an injective Riesz ho-
momorphism and ωF(J) is an ideal. For µ ∈ LZ(M)n
(
LZ(M)n (F,M),M
)
we define
ω∗Fµ : J → M by (ω∗Fµ)(T ) = µ(ωFT ) for all T ∈ J. Since ωF is order con-
tinuous and Z(M)-linear, it follows that ω∗Fµ ∈ LZ(M)n (J,M). Hence this defines
a linear mapping
ω∗F : LZ(M)n
(
LZ(M)n (F,M),M
)→ LZ(M)n (J,M).
Using that ωF is a Riesz homomorphism and that ωF (J) is an order dense ideal in
LZ(M)n (F,M) it is easy to see that ω∗F is a Riesz homomorphism which is Maharam
(cf, [3], Theorem 7.4), injective and clearly Z(M)-linear.
Since F is Dedekind complete and LZ(M)n (F,M) separates the points of F , it
follows from Lemma 4.7 and Theorem 4.9 that the mapping
jF : F → LZ(M)n
(
LZ(M)n (F,M),M
)
,
defined by (jFh)(5) = 5(h) for all 5 ∈ LZ(M)n (F,M), h ∈ F , is a Z(M)-linear
Riesz isomorphism onto an order dense ideal. Now define E = (ω∗F ◦jF )(F ). From
the above it follows that E is an ideal in LZ(M)n (J,M) and that γ = ω∗F ◦ jF is a
Z(M)-linear Riesz isomorphism from F onto E. That γ ◦ χF = χ0 follows easily
from a repeated application of the appropriate definitions. From this it also follows
that χ0(L) ⊆ E.
It remains to show that E and γ are unique. This will follow at once from the
following claim. Suppose that E is an ideal in LZ(M)n (J,M) with χ0(L) ⊆ E
and that β : E → LZ(M)n (J,M) is Z(M)-linear and order continuous such that
β ◦ χ0 = χ0. Then β(θ) = θ for all θ ∈ E. To prove this claim we denote
T̂ = αE(T ) ∈ LZ(M)n (E,M) for T ∈ J. Now define 5T ∈ LZ(M)n (E,M) by
5T (θ) = T̂ (βθ) for all θ ∈ E. Then 5T (χ0f ) = T̂ (βχ0f ) = T̂ (χ0f ) = Tf
for all f ∈ L. From the uniqueness statement in Theorem 5.4 (ii) it follows that
5T = T̂ . This shows that (βθ)(T ) = θ(T ) for all T ∈ J and all θ ∈ E. Hence
β(θ) = θ for all θ ∈ E. 
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Motivated by the above results we come to the following definition. As before, L
is an Archimedean Riesz space, M a Dedekind complete Riesz space and J ⊆
Lb(L,M) an ideal.
DEFINITION 5.6 A Maharam extension space for J is a pair (F, χF ) such that:
(i) F is a Dedekind complete f -module over Z(M) and χF : L → F is a Riesz
homomorphism;
(ii) for every 0 ≤ T ∈ J there exists a unique 0 ≤ T˜ ∈ LZ(M)n (F,M) such that
T = T˜ ◦ χF ;
(iii) {T˜ : 0 ≤ T ∈ J} separates the points of F .
Moreover, (F, χF ) is called minimal if the ideal generated by χF (L) is equal
to F ; it is called maximal if 0 ≤ hτ ↑ in F with supτ T˜ hτ ∈ M exists for all
0 ≤ T ∈ J, implies that 0 ≤ hτ ↑ h ∈ F .
It follows from Theorem 5.4 that (E, χ0) is a Maharam extension space for any
ideal E in LZ(M)n (J,M) with χ0(L) ⊆ E. Moreover, Z(M)⊗˜JM is a minimal
Maharam extension space, and it is easy to see that LZ(M)n (J,M) is maximal.
Indeed, suppose 0 ≤ θτ ↑ in LZ(M)n (J,M) such that supτ T̂ (θτ ) ∈ M exists,
i.e., supτ θτ (T ) ∈ M exists for all 0 ≤ T ∈ J. Define θ(T ) = supτ θτ (T ) for all
0 ≤ T ∈ J. This gives 0 ≤ θ ∈ LZ(M)n (J,M) and 0 ≤ θτ ↑ θ .
Now we will show that, up to isomorphism, these ideals in LZ(M)n (J,M) are
the only Maharam extension spaces for J.
PROPOSITION 5.7 Let (F, χF ) be a Maharam extension space for the ideal J ⊆
Lb(L,M). Define
R : LZ(M)n (F,M)→ Lb(L,M)
by R(5) = 5 ◦ χF for all 5 ∈ LZ(M)n (F,M).
(1) R is a Riesz isomorphism (into) and {5 ∈ LZ(M)n (F,M) : R(5) ∈ J} is an
order dense ideal in LZ(M)n (F,M).
(2) For every T ∈ J there exists a unique T˜ ∈ LZ(M)n (F,M) such that T = T˜ ◦χF
and the mapping T → T˜ is a Riesz isomorphism from J onto some order dense
ideal in LZ(M)n (F,M).
The proof of the above proposition is based on a general argument which we
formulate for convenience as a separate lemma.
LEMMA 5.8 Let X and Y be Archimedean Riesz spaces, J ⊆ Y an ideal and
suppose that R : X → Y is a positive order continuous operator such that:
(i) for every 0 ≤ y ∈ J there exists a unique 0 ≤ y˜ ∈ X such that R(y˜) = y;
(ii) {y˜ : 0 ≤ y ∈ J }d = {0}.
Then R is a Riesz isomorphism (into), A = R−1(J ) is an order dense ideal in X
and R(A) = J .
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Proof. It follows from (i) that (y1+y2)∼ = y˜1+ y˜2 for all 0 ≤ y1, y2 ∈ J . Hence
there exists a unique positive linear operator S : J → X such that Sy = y˜ for all
0 ≤ y ∈ J . It is clear that RSy = y for all y ∈ J . Moreover it follows from (i) that
if 0 ≤ x ∈ X such that Rx ∈ J , then S(Rx) = x. Now suppose that x ∈ X is such
that |x| ≤ |Sy| for some y ∈ J . Then 0 ≤ x+ ≤ S|y|, so 0 ≤ R(x+) ≤ |y| and
hence R(x+) ∈ J . As observed above, this implies that S(Rx+) = x+. Similarly,
S(Rx−) = x− and so S(Rx) = x. This shows that A = S(J ) is an ideal in X and
that SRx = x for all x ∈ A. Let R0 : A→ J be the restriction of R to A. It is now
clear that S : J → A is the inverse of R0. Consequently, R0 is a Riesz isomorphism.
From (ii) it follows that the ideal A is order dense. Using thatR is order continuous,
it now follows that R is a Riesz homomorphism. The kernel of R is a band in X
and ker(R) ∩ A = {0}. Hence ker(R) = {0}, and so R is a Riesz isomorphism.
Finally, if x ∈ X such that Rx ∈ J , then R|x| ∈ J so |x| = SR|x| ∈ A, which
shows that A = R−1(J ). 
Proof of Proposition 5.7. By the definition of a Maharam extension space the
collection {T˜ : 0 ≤ T ∈ J} separates the points of F . Suppose that 0 ≤ 5 ∈
LZ(M)n (F,M) is such that 5∧T˜ = 0 for all 0 ≤ T ∈ J. It follows from Proposition
3.7 that C5 ⊥ CT˜ , i.e., C5 ⊆ NT˜ for all 0 ≤ T ∈ J. This implies that C5 = {0}
and hence 5 = 0. Consequently, {T̂ : 0 ≤ T ∈ J}d = {0} in LZ(M)n (F,M). Now
the result of the proposition follows immediately from the above lemma. 
THEOREM 5.9 Let J ⊆ Lb(L,M) be an ideal as above and let (F, χF ) be a Ma-
haram extension space for J. Then there exists a unique ideal E in LZ(M)n (J,M)
with χ0(L) ⊆ E and a unique Z(M)-linear Riesz isomorphism γ from F onto E
such that γ ◦χF = χ0. Moreover, (F, χF ) is minimal if and only if E = Z(M)⊗˜JL
and (F, χF ) is maximal if and only if E = LZ(M)n (J,M).
Proof. First observe that it follows in particular from (iii) in Definition 5.6 that
LZ(M)n (F,M) separates the points of F . Furthermore, by Proposition 5.7 (2) there
exists a Riesz isomorphism ωF from J onto an order dense ideal in LZ(M)n (F,M)
such that T˜ = ωF (T ) is the unique operator inLZ(M)n (F,M) satisfying T = T˜ ◦χF .
The first statement of the theorem follows therefore immediately from Proposition
5.5. It is obvious that F is minimal if and only if E = Z(M)⊗˜JL. Denoting, as
before, by T̂ the unique operator in LZ(M)n (E,M) such that T = T̂ ◦ χ0, it is clear
that T˜ = T̂ ◦ γ for all T ∈ J. This implies that (F, χF ) is maximal if and only
if (E, χ0) is maximal. Therefore, it remains to show that (E, χ0) is maximal if
and only if E = LZ(M)n (J,M). We have already observed, after Definition 5.6,
that LZ(M)n (J,M) is maximal. Now assume that (E, χ0 is maximal. Take 0 ≤ θ ∈
LZ(M)n (J,M). Since E is an order dense ideal in LZ(M)n (J,M) there exist θτ ∈ E
such that 0 ≤ θτ ↑ θ in LZ(M)n (J,M). Then θτ (T ) ↑ θ(T ), i.e., T̂ (θτ ) ↑ θ(T )
in M for all 0 ≤ T ∈ J. Since E is maximal and supτ T̂ (θτ ) ∈ M exists for all
0 ≤ T ∈ J, there exists θ0 ∈ E such that 0 ≤ θτ ↑ θ0 in E, and hence 0 ≤ θτ ↑ θ0
in LZ(M)n (J,M) as E is an ideal. We may conclude that θ = θ0 ∈ E. This shows
that E = LZ(M)n (J,M). 
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As the above theorem shows, any Maharam extension space can be considered
canonically as an ideal in LZ(M)n (J,M). Moreover any minimal Maharam exten-
sion space in canonically isomorphic to Z(M)⊗˜JL, which we call the minimal
Maharam extension space of J. Similarly the maximal Maharam extension space
of J is uniquely determined, up to isomorphism. We will denote this maximal
extension space by Z(M)⊗̂JL, and we take Z(M)⊗̂JL = LZ(M)n (J,M).
REMARK 5.10 (1) Let (E, χ) be a Maharam extension space for the ideal J ⊆
Lb(L,M). Then for every 0 ≤ T ∈ J there exists a unique 0 ≤ T̂ ∈ LZ(M)n (E,M)
such that T = T̂ ◦ χ . In particular, T̂ is a Maharam operator. We note that, in
general, there exist Maharam operators 0 ≤ S ∈ Ln(E,M) such that T = S ◦ χ ,
but S = T̂ (see Example 6.B). Therefore, for the uniqueness of T̂ , it is essential to
require Z(M)-linearity with respect to some fixed Z(M)-module structure of the
space E.
(2) If (E, χ) is a Maharam extension space for the ideal J ⊆ Lb(L,M), then χ
need not be injective. It is not difficult to show that χ is injective if and only if J
separates the points of L. Therefore, if J separates the points of L, then χ is a Riesz
isomorphism of L into E, so we may consider L as a Riesz subspace of E. For each
T ∈ J the corresponding operator T̂ ∈ LZ(M)n (E,M) is then an extension of T .
Therefore we will call T̂ the Maharam extension of T with respect to (E, χ).
If (E, χ) is a Maharam extension space for the ideal J in Lb(L,M), then χ is
in general not order continuous. In this connection we have the following simple
result.
PROPOSITION 5.11 The Riesz homomorphism χ is order continuous if and only
if J ⊆ Ln(L,M).
Proof. Suppose that J ⊆ Ln(L,M) and take uτ ↓ 0 in L. Let θ = infτ χ(uτ ) in
E and assume that θ > 0. For T ∈ J we denote by T̂ the corresponding operator
in LZ(M)n (E,M). Since {T̂ : 0 ≤ T ∈ J} separates the points of E, there exists
0 ≤ T ∈ J such that T̂ θ > 0. Then T̂ (χuτ ) = T uτ ↓ 0 in M, but on the other
hand T̂ (χuτ ) ≥ T̂ θ > 0, which is a contradiction. This shows that χ is order
continuous.
Since T = T̂ ◦ χ for all T ∈ J, the converse implication is obvious. 
Let (E, χ) be a Maharam extension space for the ideal J ⊆ Lb(L,M) and let
T̂ ∈ LZ(M)n (E,M) denote the operator corresponding to T ∈ J. The mapping
α : T → T̂ is a Riesz isomorphism from J into LZ(M)n (E,M). If J is a band
in Lb(L,M), then it follows from Theorem 5.4 that α is surjective. If E is the
minimal Maharam extension space, then actually the converse of this statement
holds, as is shown in the next proposition.
PROPOSITION 5.12 Let E = Z(M)⊗˜JL, the minimal Maharam extension space
of the ideal J ⊆ Lb(L,M) and letB denote the band generated by J inLb(L,M).
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(1) E is the minimal Maharam extension space of B, i.e., Z(M)⊗˜JL = Z(M)
⊗˜BL.
(2) The Riesz isomorphism T → T̂ from J into LZ(M)n (E,M) is surjective if and
only if J = B.
Proof. (1) Consider the mapping
R : LZ(M)n (E,M)→ Lb(L,M)
defined by R(5) = 5 ◦ χ for all 5 ∈ LZ(M)n (E,M). Then R is an injective
Riesz homomorphism (see the proof of Theorem 5.4 (iii), or Proposition 5.7 (1)).
It clearly suffices to show that for every 0 ≤ T ∈ B there exists 0 ≤ 5 ∈
LZ(M)n (E,M) such that R(5) = T . To this end, let 0 ≤ T ∈ B be given
and take Tτ ∈ J such that 0 ≤ Tτ ↑ T in Lb(L,M). If 0 ≤ θ ∈ E then
0 ≤ θ ≤ I ⊗ u for some 0 ≤ u ∈ L, so T̂τ (θ) ≤ T̂τ (I ⊗ u) = Tτu ≤ T u
for all τ . Hence, 5(θ) = supτ T̂τ (θ) ∈ M exists for all 0 ≤ θ ∈ M, and this
defines 5 ∈ LZ(M)n (E,M) such that T̂τ ↑ 5. Since R is order continuous it follow
now that Tτ = R(T̂τ ) ↑ R(5) in Lb(L,M), hence R(5) = T .
(2) It follows from (1) that for every T ∈ B there exists a unique T̂ ∈ LZ(M)n (E,
M) such that T = T̂ ◦ χ , and the mapping T → T̂ is a Riesz isomorphism from
B onto LZ(M)n (E,M). This immediately implies (2). 
Next we present a characterization of Maharam extension spaces of ideals gener-
ated by subsets D of Lb(L,M)+. This result is sometimes useful for identifying
Maharam extension spaces in concrete situations.
PROPOSITION 5.13 As before, let L and M be Archimedean Riesz spaces with
M Dedekind complete and let D be a subset of Lb(L,M)+. Suppose that E is a
Dedekind complete f -module over Z(M) and χ : L→ E a Riesz homomorphism
such that:
(1) for every T ∈ D there exists a unique 0 ≤ T̂ ∈ LZ(M)n (E,M) with T = T̂ ◦χ;
(2) {T̂ : T ∈ D} separates the points of E.
Then (E, χ) is a Maharam extension space for the ideal J generated by D in
Lb(L,M).
Proof. As before we consider the mapping R fromLZ(M)n (E,M) intoLb(L,M)
given by R(5) = 5 ◦ χ . Then R is a positive Maharam operator, as χ is a Riesz
homomorphism (see, e.g., [3], Theorem 7.4). Suppose that 0 ≤ T1, T2 ∈ Lb(L,M)
are such that there exist unique 0 ≤ T̂1, T̂2 ∈ LZ(M)n (E,M) with R(T̂j ) = Tj (j =
1, 2). We claim that T1 + T2 has the same property. Indeed, suppose that 0 ≤
5 ∈ LZ(M)n (E,M) such that R(5) = T1 + T2. Then 0 ≤ T1 ≤ R(5) implies
that T1 = R(51) for some 0 ≤ 51 ≤ 5. From the hypothesis on T1 it follows
that 51 = T̂1, hence 0 ≤ T̂1 ≤ 5. Now 5 − T̂1 ≥ 0 and R(5 − T1) = T2, so
5− T̂1 = T̂2, which proves the claim.
Consequently, we may assume without loss of generality that D is upwards
directed. Now take 0 ≤ S ∈ J. Then there exist T ∈ D and n ∈ N such that 0 ≤
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S ≤ nT = R(nT̂ ). Hence there exists Ŝ ∈ LZ(M)n (E,M) such that 0 ≤ Ŝ ≤ nT̂
and R(Ŝ) = S. Suppose that 0 ≤ 5 ∈ LZ(M)n (E,M) also satisfies R(5) = S.
Then nT̂ + (5− Ŝ) ≥ 0 and R[nT̂ + (5− Ŝ)] = R(nT̂ ). From (1) it follows that
5 = Ŝ. This suffices to prove the proposition. 
COROLLARY 5.14 Let 0 ≤ T0 ∈ Lb(L,M). Suppose that E is a Dedekind com-
plete f -module over Z(M) and χ : L→ E a Riesz homomorphism satisfying
(1) there exists a unique 0 ≤ T̂0 ∈ LZ(M)n (E,M) such that T0 = T̂0 ◦ χ;
(2) T̂0h > 0 for all 0 < h ∈ E.
Then (E, χ) is a Maharam extension space for the ideal JT0 generated by T0 in
Lb(L,M).
Moreover, if we assume that E is minimal (i.e., the ideal generated by χ(L) is
equal to E), then (E, χ) is the minimal extension space for {T0}dd as well, so for
each T ∈ {T0}dd there exists a unique T̂ ∈ LZ(M)n (E,M) with T = T̂ ◦ χ and the
mapping T → T̂ is a Riesz isomorphism from {T0}dd onto LZ(M)n (E,M).
6. Examples
In this section we will discuss some examples of Maharam extensions, illustrating
the results in the previous section.
Example A
In this first example we consider finite dimensional spaces. Let L = Rm and
M = Rn, both with coordinatewise ordering. By {e1, · · · , em} and {f1, · · · , fn}
we denote the standard bases in Rm and Rn respectively. Every linear operator T
from L into M can be represented by an n × m matrix (τij ) with respect to these
basis. The center Z(M) corresponds to all n × n diagonal matrices and can be
identified with Rn. If λ = (λ1, · · · , λn) ∈ Rn then the corresponding operator
πλ ∈ Z(M) is given by πλ(y) = (λ1η1, · · · , λnηn) for all y = (η1, · · · , ηn) ∈ M.
We take J = Lb(L,M) = L(L,M). Let E = Rmn with coordinatewise
ordering and standard basis {h1, · · · , hmn}. For z = (ζ1, · · · , ζmn) ∈ E and λ =
(λ1, · · · , λn) ∈ Rn = Z(M) we define
λ · z = (λ1ζ1, · · · , λ1ζm, λ2ζm+1, · · · , λ2ζ2m, · · · , λnζ(n−1)m+1, · · · , λnζnm).
Then E is an f -module over Z(M). Define the Riesz homomorphism χ : L → E
by
χ(x) = (ξ1, · · · , ξm, ξ1, · · · , ξm, · · · , ξ1, · · · , ξm)
for all x = (ξ1, · · · , ξm). We claim that (E, χ) is the minimal (and maximal)
Maharam extension space for Lb(L,M). Indeed, if T ∈ Lb(L,M) has matrix
174 W.A.J. LUXEMBURG AND B. DE PAGTER
(τij ), then the linear operator T̂ : E → M with matrix
τ11 · · · τ1m 0 · · · 0 · · · · · · 0 · · · 0
0 · · · 0 τ21 · · · τ2m · · · · · · 0 · · · 0
...
...
...
...
...
...
0 · · · 0 0 · · · 0 · · · · · · τn1 · · · τnm

with respect to the standard bases, is the unique Z(M)-linear operator with T =
T̂ ◦ χ . We leave the simple details to the reader. We note that in this case the space
E can also be identified with the tensor product Rn ⊗ Rm (cf. Remark 5.1).
Example B
In this example we discuss Maharam extensions of kernel operators. Let (X,A, µ)
and (Y,B, ν) be σ -finite measure spaces. We denote by L0(µ) = L0(X,A, µ) the
space of all realvalued A-measurable functions on X, with the usual identification
of µ-a.e. equal functions. Furthermore, A⊗B is the product σ -algebra of A and
B in X×Y and µ⊗ν denotes the product measure. For g ∈ L0(µ) and f ∈ L0(ν)
we define the function g ⊗ f on X × Y by (g ⊗ f )(x, y) = g(x)f (y) µ⊗ ν-a.e.
Suppose that L ⊆ L0(ν) and M ⊆ L0(µ) are order dense ideals (so the carriers
of L and M are Y and X respetively). Recall that a linear operator T : L → M is
called an absolute kernel operator if there exists a function T (x, y) in L0(µ ⊗ ν)
such that∫
Y
| T (·, y)f (y)| dν(y) ∈ M ∀f ∈ L; (6.1)
Tf (x) =
∫
Y
T (x, y)f (y)dν(y) µ-a.e. onX, ∀f ∈ L (6.2)
(see [13], Chapter 13). As well known, T ≥ 0 if and only if T (x, y) ≥ 0 µ ⊗ ν-
a.e. on X × Y . The collection of all absolute kernel operators from L into M is
denoted by Lk(L,M). It is clear that Lk(L,M) ⊆ Ln(L,M) and it is known that
Lk(L,M) is an ideal, and actually a band in Ln(L,M) (see [13], Theorems 94.2
and 94.5). However, it may be of some interest to point out that we will not use
the ideal property, but this will be an immediate consequence of the construction
presented below.
Without loss of generality we may assume that ⊥(L∼n ) = {0}(cf. [5]). Now
define the ideal E in L0(µ⊗ ν) by
E = { h ∈ L0(µ⊗ ν) : |h| ≤ 1IX ⊗ f for some 0 ≤ f ∈ L }.
As usual we identify Z(M) with L∞(µ), so p ∈ L∞(µ) corresponds with πp ∈
Z(M) given by πp(g) = pg for all g ∈ M. For p ∈ L∞(µ) and h ∈ E we define
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p · h = (p⊗ 1IY )h, which gives E the structure of a Dedekind complete f -module
over Z(M). The Riesz homomorphism χ : L → E is defined by χ(f ) = 1IX ⊗ f
for all f ∈ L. For T ∈ Lk(L,M) given by (6.2) we define
(T̂ h)(x) =
∫
Y
T (x, y)h(x, y)dν(y) µ-a.e. on X
for all h ∈ E. It follows from (6.1) and the definition of E that T̂ h is well-defined
and that T̂ h ∈ M. Hence T̂ ∈ Ln(E,M) and T̂ ◦χ = T . Moreover, if p ∈ L∞(µ)
and h ∈ E, then
T̂ (p · h)(x) =
∫
Y
T (x, y)p(x)h(x, y)dν(y) =
= p(x)
∫
Y
T (x, y)h(x, y)dν(y) = p(x)T̂ h(x)
µ-a.e. on X, which shows that T̂ ∈ LZ(M)n (E,M).
LEMMA 6.1 {T̂ : 0 ≤ T ∈ Lk(L,M)} separates the points of E.
Proof. Let 0 < h ∈ E be given and put G = {(x, y) ∈ X × Y : h(x, y) > 0}.
Since the carrier of M is X, there exist mutually disjoint An ∈ A (n = 1, 2, · · · )
such that X = ⋃∞n=1 An and 1IAn ∈ M. Similarly, since ⊥(L∼n ) = {0}, there exist
mutually disjoint Bn ∈ B (n = 1, 2, · · · ) such that Y = ⋃∞n=1 Bn and 1IBn ∈ L∼n
(identifying L∼n with an ideal in L0(ν)). Now µ ⊗ ν(G) > 0 implies that there
exists n such that µ ⊗ ν(G ∩ (An × Bn)) > 0. Let 0 ≤ T ∈ Lk(L,M) be the
operator with kernel T (x, y) = 1IAn(x)1IBn(y). Then T̂ h > 0. 
LEMMA 6.2 If 5 ∈ LZ(M)n (E,M) such that 5 ◦ χ = 0, then 5 = 0.
Proof. First observe that if A ∈ A and B ∈ B with 1IB ∈ L, then
5(1IA×B) = 5(1IA ⊗ 1IB) = 1IA ·5(χ1IB) = 0.
Now fix B0 ∈ B with 1IB0 ∈ L and consider the collection
S0 =
{
G ∈ A⊗B : G ⊆ X × B0, 5(1IG) = 0
}
.
From the above observation it follows that all sets of the form
⋃n
i=1 Ai × Bi , with
Ai ∈ A and Bi ∈ B such that Bi ⊆ B0, belong toS0. Moreover, the order continu-
ity of 5 implies that S0 is a monotone class of subsets of X × B0. Consequently
S0 = {G ∈ A⊗B : G ⊆ X×B0}. Since the carrier of L is equal to Y , there exist
Bn ∈ B (n = 1, 2, · · · ) such that 1IBn ∈ L and Bn ↑ B. Take G ∈ A ⊗ B such
that 1IG ∈ E. Then 1IG∩Bn ↑ 1IG and by the above 5(1IG∩Bn) = 0 for all n. Since
5 is order continuous, it follows that 5(1IG) = 0. Using once more that 5 is order
continuous, we may conclude that 5 = 0. 
The above lemmas in combination with Proposition 5.13 show that (E, χ) is
the minimal Maharam extension space of the ideal J generated byLk(L,M)+. We
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note that this immediately implies that Lk(L,M) is an ideal in Ln(L,M). Indeed,
suppose that S ∈ J. Then |S| ≤ T for some 0 ≤ T ∈ Lk(L,M). Consequently,
|Ŝ| ≤ T̂ . Now it follows from Proposition 3.10 that there exists π ∈ Z(E) such
that Ŝ = T̂ ◦π (and |π | ≤ I ). Identifying Z(E) withL∞(µ⊗ν) we have πh = mh
for all h ∈ E and some m ∈ L∞(µ⊗ ν). Denoting the kernel of T by T (x, y) we
find that
Ŝh(x) = T̂ (mh)(x) =
∫
Y
T (x, y)m(x, y)h(x, y)dν(y)
µ-a.e. for all h ∈ E. Hence
Sf (x) = Ŝ(1IX ⊗ f )(x) =
∫
Y
T (x, y)m(x, y)f (y)dν(y)
µ-a.e. on X for all f ∈ L, which shows that S ∈ Lk(L,M). We may conclude
that Lk(L,M) = J, i.e., Lk(L,M) is an ideal in Ln(L,M). That Lk(L,M) is
actually a band now follows as in the proof of Theorem 94.5 in [13]. Furthermore
we note that if T ∈ Lk(L,M) then it follows from Proposition 3.10 that there exist
G1,G2 ∈ A⊗B such that G1 ∩G2 = ∅ and
T̂ +h(x) =
∫
Y
T (x, y)1IG1 (x, y)h(x, y)dν(y),
T̂ −h(x) =
∫
Y
T (x, y)1IG2 (x, y)h(x, y)dν(y)
µ-a.e. on X for all h ∈ E. Since T̂ + = (T +)∧ and T̂ − = (T −)∧, this implies
that the kernels of T + and T − are T (x, y)+ and T (x, y)− respectively (cf. [13],
Theorem 94.3).
Since Lk(L,M) is a band in Ln(L,M), it follows from Theorem 5.4 that the
mapping T → T̂ is a Riesz isomorphism from Lk(L,M) onto LZ(M)n (E,M). In
particular, if 5 ∈ LZ(M)n (E,M) then there exists a T (x, y) in L0(µ⊗ ν) satisfying
(6.1) such that
5h(x) =
∫
Y
T (x, y)h(x, y)dν(y) µ-a.e. on X
for all h ∈ E.
If 0 ≤ T ∈ Lk(L,M), then T̂ is the unique operator inLZ(M)n (E,M) satisfying
T = T̂ ◦ χ . In particular, T̂ is a Maharam operator. However, in general there are
more Maharam operators 0 ≤ S ∈ Ln(E,M) such that T = S ◦ χ . Indeed, let
τ : X → X be any automorphism of (X,A, µ), i.e., both τ and τ−1 are measure
preserving. Now define 0 ≤ S ∈ Ln(E,M) by
Sh(x) =
∫
Y
T (x, y)h(τx, y)dν(y) µ-a.e. on X
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for all h ∈ E. It is clear that T = S ◦ χ and it is easy to see that S is a Maharam
operator. But S is not Z(M)-linear with respect to the f -module structure on E
which we consider above.
6.1. Example C
This example is concerned with Maharam extensions of Riesz homomorphisms.
We start with the following general observation.
PROPOSITION 6.3 Let L and M be Archimedean Riesz spaces with M Dedekind
complete and suppose that (E, χ) is a Maharam extension space for the ideal
J ⊆ Lb(L,M). If 0 ≤ T ∈ J is a Riesz homomorphism, then the corresponding
operator T̂ ∈ LZ(M)n (E,M) is a Riesz homomorphism as well.
Proof. It is sufficient to show that 0 ≤ 5 ≤ T̂ in Lb(E,M) implies that 5 =
πT̂ for some 0 ≤ π ∈ Z(M) (see e.g. [3], Theorem 8.16). The mapping S → Ŝ
is a Riesz isomorphism from J onto an ideal in LZ(M)n (E,M). So there exists
0 ≤ S ≤ T such that 5 = Ŝ. Since T is a Riesz homomorphism it follows
from Kutateladze’s theorem that S = πT for some 0 ≤ π ∈ Z(M). Now πT̂ ∈
LZ(M)n (E,M) and (πT̂ ) ◦ χ = S, so by the uniqueness it follows that 5 = Ŝ =
πT̂ . 
We first consider the simple case of the Maharam extension space of a single Riesz
homomorphism T0 : L → M. As before M is assumed to be Dedekind complete.
Let E be the ideal generated by T0(L) in M and χ = T0. We consider E as an
f -module over Z(M) with the module structure inherited from M, i.e., π · h =
π(h) for all h ∈ E and π ∈ Z(M). Define T̂0 to be the inclusion mapping of E
into M. It is clear that 0 ≤ T̂0 ∈ LZ(M)n (E,M) and T0 = T̂0 ◦ χ . Suppose that
5 ∈ LZ(M)n (E,M) is such that T0 = 5 ◦ χ . If g ∈ E, then |g| ≤ T0u for some
0 ≤ u ∈ L, so |5g| ≤ 5T0u = T0u. Hence 5g ∈ E. Now consider 5 : E → E
and suppose that h1 ∧ h2 = 0 in E. Let P be the band projection in M onto {h1}dd .
Then 5h1 = 5(Ph1) = P5h1, and so (5h1) ∧ h2 = 0. Hence 5 ∈ Orth(E).
Since 5g = g for all g ∈ T0(L), it now follows that 5h = h for all h ∈ E and
so 5 : E → M is the inclusion mapping, i.e., 5 = T̂0. Obviously T̂0h > 0 for
all 0 < h ∈ E, hence it follows from Corollary 5.14 that (E, χ) is the minimal
Maharam extension space for the ideal JT0 generated by T0 in Lb(L,M), and for{T0}dd as well. If in the above we take, instead of the ideal E, the band F generated
by T0(L) in M then we get the maximal Maharam extension space for JT0 (but F
is in general not an extension space for {T0}dd).
Next we will discuss Maharam extension spaces for the ideal (or band) gener-
ated by a collection of Riesz homomorphisms. For the sake of simplicity we will
consider the following situation. Suppose that L ⊆ L0(ν) and M ⊆ L0(µ) are
as in Example B, and let {Tn : n = 1, 2, · · · } be an at most countable collection
of Riesz homomorphisms from L into M. We assume that every Tn is a weighted
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composition operator, i.e., there exists 0 ≤ wn ∈ L0(µ) and an (A,B)-measurable
null preserving mapping τn : Xn → Y , where Xn = {x ∈ X : wn(x) > 0}, such
that
Tnf (x) = wn(x)f (τnx) µ-a.e. on Xn
and Tnf (x) = 0 µ-a.e. on X\Xn for all f ∈ L.
For n = 1, 2, · · · we define the (A,A ⊗ B)-measurable mapping τ̂n : Xn →
X × Y by τ̂n(x) = (x, τnx). The measure λn on A ⊗ B is defined by λn(G) =
µ(̂τ−1n G) for all G ∈ A⊗B. For every A ∈ A we have
λn(A× Y ) = µ(A ∩Xn) ≤ µ(A),
which shows in particular that λn is σ -finite. Define the σ -finite measure λ onA⊗
B by λ =∑∞n=1 2−nλn. It is easy to see that the natural projection p1 : X×Y → X,
given by p1(x, y) = x, is null preserving (with respect to λ and µ). Consequently,
the mapping g → g ⊗ 1IY = g ◦ p1 is a well-defined f -algebra homomorphism
from L0(µ) into L0(λ). Similarly p2 : X × Y → Y , defined by p2(x, y) = y, is
null preserving and therefore the mapping f → 1IX⊗f = f ◦p2 is a well-defined
f -algebra homomorphism from L0(ν) into L0(λ) as well. Define the ideal E in
L0(λ) by
E ={h ∈ L0(λ) : |h| ≤ 1IX ⊗ f for some 0 ≤ f ∈ L }
and let χ : L → E be the Riesz homomorphism given by χf = 1IX ⊗ f for all
f ∈ L. For m ∈ L∞(µ) and h ∈ E definem·h = (m⊗1IY )h. ThenE is a Dedekind
complete f -module overL∞(µ) = Z(M). We will show that (E, χ) is the minimal
Maharam extension space for the ideal J generated by {Tn}∞n=1 in Ln(L,M). To
this end observe that it follows from the definitions that τ̂n : Xn → X × Y is
null preserving (with respect to µ and λ). Hence, for h ∈ L0(λ) we can define
T̂nh ∈ L0(µ) by
T̂nh(x) = wn(x)h(̂τnx) µ-a.e. on Xn
and T̂nh(x) = 0 for x ∈ X\Xn. Moreover, h ∈ E implies that T̂nh ∈ M, so
0 ≤ T̂n ∈ Ln(E,M) and it is clear that Tn = T̂n ◦ χ . If m ∈ L∞(µ) and h ∈ E,
then (m · h)(̂τnx) = m(x)h(̂τnx) µ-a.e. on Xn, from which it is clear that T̂n is
Z(M)-linear. If 0 ≤ h ∈ E is such that T̂nh = 0, then h(̂τnx) = 0 µ-a.e. on Xn, so
λn
{
(x, y) : h(x, y) > 0 } = µ{ x ∈ Xn : h(̂τnx) > 0
} = 0,
i.e., h = 0 λn-a.e. on X × Y . Consequently, if 0 ≤ h ∈ E such that T̂nh = 0 for
all n, then h = 0 λ-a.e. This shows that {T̂n : n = 1, 2, · · · } separates the points of
E. The uniqueness property of T̂n is an immediate consequence of a result similar
to Lemma 6.2, the proof of which in the present situation is the same. Therefore, it
follows from Proposition 5.13 that (E, χ) is the minimal Maharam extension space
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for the ideal J and, by Proposition 5.12 (1), for the band {Tn : n = 1, 2, · · · }dd as
well.
7. Properties of Maharam Extension Spaces
In this section we discuss some additional properties of Maharam extension spaces.
In particular we will consider the structure of the Boolean algebra of band projec-
tions in these spaces. First we recall some terminology. A net {fα} in the Archime-
dean Riesz space E is called order convergent to f ∈ E, denoted by fα →(o) f ,
if there exists a net uα ↓ 0 in E such that |fα − f | ≤ uα for all α (see, e.g., [2],
Section 1). A subset D of E is called order closed if for any net {fα} in D and
f ∈ E, it follows from fα →(o) f that f ∈ D. The order closed sets are the
closed sets for a topology, which is called the order topology on E, denoted by τ0.
The closure of a set D ⊆ E for this topology is denoted byD and is called the
order closure of D. If f0 ∈ E, then the mappings f → f0 + f, f → f0 ∨ f and
f → f0 ∧ f are τ0-continuous. Moreover, if K is a Riesz subspace of E, then it is
not difficult to see thatK is a Riesz subspace as well.
Recall that a Riesz subspace K is called regularly embedded in E if it follows
from {fα} ⊆ K and fα ↓ 0 in K that fα ↓ 0 in E.
LEMMA 7.1 Suppose that K is a Riesz subspace of the Dedekind complete Riesz
space E.
(i) If K is order closed in E, then K is regularly embedded and K is Dedekind
complete.
(ii) K is order closed if and only if it follows from 0 ≤ fα ∈ K, f ∈ E and
fα ↑ f in E that f ∈ K.
(iii) Suppose that D ⊆ E such that K ⊆ D and that D is closed for monotone
convergence (i.e., fα ∈ D, f ∈ E and fα ↑ f , or fα ↓ f , in E implies
f ∈ D), thenK ⊆ D.
Proof. The proof of (i) is straightforward.
(ii) Assume that 0 ≤ fα ∈ K, f ∈ E and fα ↑ f in E implies that f ∈ E, i.e.,
K is closed for monotone convergence. Now take fα ∈ K and f ∈ E such that
fα →(o) f . There exist uα ↓ 0 in E such that |f − fα| ≤ uα for all α. We may
assume that uα0 ≥ uα for all α, so {fα}, is order bounded in E. For β ∈ {α} let
gβ = supα≥β fα . Since K is a Riesz subspace closed for monotone convergence, it
is clear that gβ ∈ K. Now gβ ↓ f implies that f ∈ K, which shows that K is order
closed. The converse implication is obvious.
(iii) Let D0 be the intersection of all subsets D of E which are closed for mono-
tone convergence with K ⊆ D. Clearly D0 is closed for monotone convergence.
We claim that D0 is a Riesz subspace. For this purpose define
M1 = { g ∈ E : g + f ∈ D0 ∀f ∈ K }.
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Then K ⊆ M1 and M1 is closed for monotone convergence. Hence D0 ⊆ M1. Now
we define
M2 = { g ∈ E : g + f ∈ D0 ∀f ∈ D0 }.
By the above K ⊆ D0 and M2 is closed for monotone convergence. Hence D0 ⊆
M2. This shows that f + g ∈ D0 for all f, g ∈ D0. In the same way it follows that
αf, f ∨ g, f ∧ g ∈ D0 for all f, g ∈ D0 and α ∈ R, which proves the claim. Now
it follows from (ii) that D0 is order closed and consequently K ⊆ D0 (and actually
K = D0). 
Note that (iii) above shows that the order closure of a Riesz subspace of a Dedekind
complete space is equal to the ‘monotone closure’.
Now let L and M be Archimedean Riesz spaces withM Dedekind complete and
suppose that (E, χ) is a Maharam extension space for the ideal J ⊆ Lb(L,M). As
before, we denote χf = I ⊗ f and π · χf = π ⊗ f for all f ∈ L and π ∈ Z(M).
Recall that the linear span in E of {π ⊗ f : π ∈ Z(M), f ∈ L} is denoted by
Z(M)⊗J L. Now we consider the smaller subspace
P (M)⊗J L =
{
n∑
i=1
Pi ⊗ fi : Pi ∈ P (M), fi ∈ L, i = 1, · · · , n; n ∈ N
}
,
where P (M) denotes the Boolean algebra of all band projections in M. It is easy
to see that every element op P (M) ⊗J L can we written as ∑ni=1 Pi ⊗ fi with
P1, · · · , Pn mutually disjoint in P (M); then the elements P1 ⊗ f1, · · · , Pn ⊗ fn
are mutually disjoint in E and∣∣∣∣∣
n∑
i=1
Pi ⊗ fi
∣∣∣∣∣ =
n∑
i=1
Pi ⊗ |fi|
(cf. Lemma 5.2). This shows that P (M)⊗J L is actually a Riesz subspace of E.
THEOREM 7.2 If (E, χ) is a Maharam extension space of the ideal J ⊆ Lb(L,M),
then the order closure of P (M)⊗J L in E is equal to E.
Proof. The ideal generated by P (M)⊗J L in E is the minimal Maharam exten-
sion space of J. Moreover, this ideal is order dense in E. Hence, without loss of
generality we may assume that E is minimal, i.e., E = Z(M)⊗˜JL.
Let F be the order closure of P (M) ⊗J L in E. By Lemma 7.1(i), F is a
Dedekind complete and regularly embedded Riesz subspace of E. Observe that
π ⊗ f ∈ F for all π ∈ Z(M) and f ∈ L. Indeed, if π ∈ Z(M) then for every
F > 0 there exist mutually disjoint Pj ∈ P (M) and λj ∈ R (j = 1, · · · , n) such
that ∣∣∣∣∣∣
n∑
j=1
λjPj − π
∣∣∣∣∣∣ ≤ FI .
MAHARAM EXTENSIONS OF POSITIVE OPERATORS AND F -MODULES 181
Hence,∣∣∣∣∣∣
n∑
j=1
λjPj ⊗ f − π ⊗ f
∣∣∣∣∣∣ =
∣∣∣∣∣∣
n∑
j=1
λjPj − π
∣∣∣∣∣∣⊗ |f | ≤ F(I ⊗ |f |).
Therefore π⊗f belongs to the relative uniform closure ofP (M)⊗JL, in particular
π ⊗ f ∈ F . Consequently, Z(M) ⊗J L ⊆ F . Next we show that F is a Z(M)-
submodule of E. Let
D = { h ∈ E : π · h ∈ F for all π ∈ Z(M) }.
From the above it follows that P (M)⊗JL ⊆ D and it is easy to see that D is order
closed. Hence F ⊆ D, i.e., π · h ∈ F for all π ∈ Z(M) and h ∈ F . Therefore F is
an f -module over Z(M).
We claim that (F, χ) is a minimal Maharam extension space of J. For T ∈ J let
T̂ denote the corresponding operator in LZ(M)n (E,M) satisfying T = T̂ ◦ χ . Now
define T˜ = T̂|F . It is clear that T˜ : F → M is Z(M)-linear and satifies T = T˜ ◦ χ .
Since F is regularly embedded in E it follows that T˜ ∈ LZ(M)n (F,M). Clearly{T˜ : 0 ≤ T ∈ J} separates the points of F , so only the uniqueness property of the
operators T˜ remains to be proved. To this end suppose that 5 ∈ LZ(M)n (F,M) is
such that 5 ◦ χ = 0. Then 5(P ⊗ f ) = P · 5(I ⊗ f ) = P · 5(χf ) = 0 for all
P ∈ P (M) and f ∈ L. Hence 5(h) = 0 for all h ∈ P (M)⊗J L. The subspace
N = { h ∈ F : 5(h) = 0 }
is closed for monotone convergence in E. Indeed, suppose that hα ∈ N and h ∈ E
such that hα ↑ h in E. Since F is order closed it follows that h ∈ F and hα ↑ h
in F , as F is regularly embedded in E. Now the order continuity of 5 implies
that 5(hα) →(o) 5(h) in M, hence 5(h) = 0, i.e., h ∈ N . For decreasing nets
the corresponding result is now clear as well. Since P (M) ⊗J L ⊆ N , it follows
from Lemma 7.1 (iii) that F = N , i.e., 5 = 0. Consequently, for each T ∈ J the
operator T˜ is unique in LZ(M)n (F,M) with T = T˜ ◦ χ . This shows that (F, χ) is a
minimal Maharam extension space of J.
Now it follows from Theorem 5.9 that there exists a Z(M)-linear Riesz iso-
morphism γ from F ontoE such that γ ◦χ = χ . So γ (I⊗f ) = I⊗f for all f ∈ L,
and by the Z(M)-linearity of γ it follows that γ (h) = h for all h ∈ P (M) ⊗J L.
Consider the subspace
K = { h ∈ F : γ (h) = h }.
As above it follows that K is closed for monotone convergence in E. Since P (M)
⊗J L ⊆ K, it follows from Lemma 7.1 (iii) that F = K, i.e., γ (h) = h for all
h ∈ F . Consequently F = E and by this the theorem is proved. 
Next we will discuss the structure of the Boolean algebra of band projections in
Maharam extension spaces in some detail. As above, let (E, χ) be a Maharam
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extension space of the ideal J in Lb(L,M). Up to now we have considered E,
by definition, as an f -module over Z(M). However, E has also a natural module
structure over Z(L). First the following observation.
REMARK 7.3 Let F be a left or right f -module over some Archimedean f -
algebra A in which the unit element e is assumed to be a strong order unit as
well. Let S be an ideal in Lb(F,M), with M Dedekind complete. Then S has
a natural right f -module structure over A. Indeed, denoting by πa the element
of Z(F) corresponding to multiplication by a ∈ A, we define Ra : S → S by
Ra(T ) = T ◦ πa for all T ∈ S. Then Ra ∈ Z(S) and the mapping a → Ra is an
f -algebra homomorphism from A into Z(S). Setting T · a = T ◦πa for all T ∈ S
and a ∈ A defines a right f -module structure over A on S.
Now we consider the Maharam extension space E as an ideal in LZ(M)n (J,M)
(see Theorem 5.9). We consider L as an f -module over Z(L) (see Example 4.5
(i)). Applying the above remark twice (first with S = J, then with S = E ⊆
LZ(M)n (J,M)), it follows that E is a right f -module over Z(L) with (h · σ )(T ) =
h(T ◦ σ ), i.e.,
T̂ (h · σ ) = (T ◦ σ )∧(h)
for all h ∈ E, σ ∈ Z(L) and T ∈ J. Note that the Riesz homomorphism χ : L→
E is Z(L)-linear, i.e., χ(σf ) = χf · σ for all f ∈ L and σ ∈ Z(L). Indeed,
χ(σf )(T ) = T (σf ) = (T ◦ σ )f = (χf )(T ◦ σ ) = (χf · σ )(T )
for all T ∈ J. Writing χf = I ⊗ f as before, we have
(π ⊗ f ) · σ = π · (I ⊗ f ) · σ = π · (I ⊗ σf ) = π ⊗ (σf )
for all π ∈ Z(M), σ ∈ Z(L) and f ∈ L. For π ∈ Z(M) and σ ∈ Z(L) we
define π ⊗ σ ∈ Z(E) by (π ⊗ σ )h = π · h · σ for all h ∈ E. The mapping
(π, σ ) → π ⊗ σ is a Riesz bimorphism from Z(M) × Z(L) into Z(E). Note that
(πT σ )∧ = T ∧ ◦ (π ⊗ σ ) for all π ∈ Z(M), σ ∈ Z(L) and T ∈ J.
Now we assume that both L and M are Dedekind complete. If P ∈ P (M) and
Q ∈ P (L), then P ⊗Q ∈ P (E) and the mapping (P,Q) → P ⊗Q is a Boolean
bimorphism from P (M)× P (L) into P (E). Observe that
(P1 ⊗Q1) ∧ (P2 ⊗Q2) = (P1 ∧ P2)⊗ (Q1 ∧Q2)
for all P1, P2 ∈ P (M) and Q1,Q2 ∈ P (L). The band projections in E which are
of the form P ⊗ Q will be called the elementary band projections. The Boolean
subalgebra of P (E) generated by these elementary projections will be denoted by
P (M)⊗J P (L). It is easy to see that P (M)⊗J P (L) is equal to{
n∨
i=1
Pi ⊗Qi : Pi ∈ P (M), Qi ∈ P (L); i = 1, · · · , n; n ∈ N
}
.
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Moreover, every element of P (M)⊗J P (L) can be written as ∨ni=1 Pi ⊗Qi with
P1, · · · , Pn mutually disjoint inP (M) (orQ1, · · · ,Qn mutually disjoint inP (L)).
The projections in P (M) ⊗J P (L) will be called the simple band projections in
E.
We recall that a subalgebra A of P (E) is called a complete subalgebra if Pτ ∈
A, P ∈ P (E) and Pτ ↑ P in P (E) implies that P ∈ A. Our aim is to show
that the complete subalgebra of P (E) generated by the simple band projections is
equal to P (E). For this purpose we need the following preparations.
LetE be any Dedekind complete Riesz space and suppose thatA is a subalgebra
of P (E). For 0 ≤ u ∈ E we define the subspace
A(u) =
{
n∑
i=1
αiPiu : Pi ∈ A, αi ∈ R; i = 1, · · · , n; n ∈ N
}
.
Every element in A(u) can be written as
∑n
i=1 αiPiu with P1, · · · , Pn mutually
disjoint in A, and then∣∣∣∣∣
n∑
i=1
αiPiu
∣∣∣∣∣ =
n∑
i=1
|αi|Piu.
Hence A(u) is a Riesz subspace of E in which u is a strong order unit. We define
A[u] to be the u-uniform closure of A(u) in E. It is clear that A[u] is a Riesz
subspace of E, with u as a strong order unit, and that A[u] is uniformly complete.
Every P ∈ A leaves A(u) invariant and the restriction of P to A(u), denoted by
r0(P ), is a band projection in A(u). A similar statement holds for A[u], in which
case we denote the restriction of P by r(P ). Obviously, r0 and r are Boolean
homomorphisms from A into P (A(u)) and P (A[u]) respectively.
LEMMA 7.4
(i) For every 0 < s ∈ A(u) there exists P ∈ A such that r0(P ) is the band
projection onto the band generated by s in A(u). In particular, A(u) has the
principal projection property.
(ii) r0 is a Boolean homomorphism from A onto P (A(u)).
Proof. (i) Take 0 < s ∈ A(u) and write s = ∑ni=1 αiPiu with P1, · · · , Pn
mutually disjoint in A and αiPiu > 0 for all i = 1, · · · , n. Define P = ∨ni=1 Pi .
It is now easy to see that r0(P ) is the band projection onto the band generated by s
in A(u).
(ii) Let Q ∈ P (A(u)) be given. Since u is a strong order unit in A(u), Q is
the band projection onto the band generated by Qu. Now it follows from (i) that
Q = r0(P ) for some P ∈ A, which shows that r0 is surjective. 
Now we assume in addition that A is a complete subalgebra of P (E). The
carrier projection with respect to A of an element 0 ≤ u ∈ E is defined by
P0 = inf{P ∈ A : Pu = u }
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(where the infimum is taken in P (E)). Since A is a complete subalgebra of P (E)
we have P0 ∈ A. Note furthermore that P0u = u. Let
Au = {P ∈ A : P ≤ P0 }.
Then Au is a complete Boolean algebra with unit P0.
LEMMA 7.5 Assume that A is a complete subalgebra of P (E) and 0 ≤ u ∈ E.
(i) The restriction mapping r0 is a Boolean isomorphism from Au onto P (A(u)).
(ii) A(u) has the projection property.
Proof. (i) Since P0u = u, it follows that r0(P0) = I , so r0 is a Boolean homo-
morphism. If P ∈ A, then Pu = (P ∧ P0)u and so r0(P ) = r0(P ∧ P0). Hence
r0 : Au → P (A(u)) is surjective. Now suppose that P ∈ Au with r0(P ) = 0,
i.e., Pu = 0. Then (P0 − P)u = u, so by the definition of P0 it follows that
P0 ≤ P0 − P . Hence P = 0.
(ii) It follows from (i) that P (A(u)) is a complete Boolean algebra. By Lemma
7.5 (ii), A(u) has the principal projection property and consequently, by [8], The-
orem 30.6, A(u) has the projection property. 
In the next proposition we collect the properties of the subspaces A[u] which will
be used below.
PROPOSITION 7.6 Assume that A is a complete subalgebra of P (E) and 0 ≤
u ∈ E.
(i) A[u] is Dedekind complete and is regularly embedded in E.
(ii) The order intervals in A[u] are order closed in E.
(iii) The restriction mapping r is a Boolean isomorphism from Au onto P (A[u]).
Proof. First note that A(u) is strongly order dense in A[u], i.e., for every 0 <
f ∈ A[u] there exists s ∈ A(u) such that 0 < s ≤ f . Indeed, take 0 < λ ∈ R such
that (f − 2λu)+ > 0. Then there exist t ∈ A(u) such that |f − t| ≤ λu. Now it is
easily seen that s = (t − λu)+ satisfies 0 < s ≤ f . Now let B be a band in A[u].
Since A(u) is strongly order dense in A[u], it follows that B ∩ A(u) is a band in
A(u) (see e.g. [13], Section 79). By Lemma 7.5, B ∩ A(u) is a projection band in
A(u)and there exists P ∈ Au such that r0(P ) is the band projection onto B ∩A(u).
Using again that A(u) is strongly order dense in A[u] we see that P(A[u]) = B,
hence the restriction r(P ) is the band projection in A[u] onto B. This shows that
A[u] has the projection property. Consequently, A[u] is Dedekind complete, as
A[u] is uniformly complete.
Note that the above shows that the restriction mapping r : Au → P (A[u]) is a
surjective Boolean homomorphism. Since P ∈ Au and Pu = 0 implies that P = 0,
it follows that r is an isomorphism, by which (iii) is proved.
Now we show that A[u] is regularly embedded in E. Suppose that fτ ↓ 0 in
A[u]. Without loss of generality we may assume that 0 ≤ fτ ≤ u. Take ε > 0 and
let Qτ be the band projection in A[u] onto the band Bτ generated by (fτ − εu)+
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in A[u]. Then ⋂τ Bτ = {0} implies that Qτ ↓ 0 in P (A[u]). For each τ there
exists a unique Pτ ∈ Au such that Qτ = r(Pτ ). Since r is a Boolean isomorphism
it follows that Pτ ↓ 0 in Au and hence Pτ ↓ 0 in P (E), as A is a complete
subalgebra. Therefore Pτu ↓ 0 in E. Using that
0 ≤ fτ = (fτ − εu)+ + fτ ∧ εu ≤ (fτ − εu)+ + εu
and that (fτ − εu)+ ≤ Pτu, it follows that infτ fτ ≤ εu. This holds for all ε > 0,
which shows that fτ ↓ 0 in E.
(ii) This follows from the following general observation. If K is a Dedekind
complete Riesz subspace of the Dedekind complete space E and if K is regularly
embedded in E, then the order intervals in K are order closed in E. Indeed, take
0 ≤ w ∈ K and suppose that fα ∈ K such that 0 ≤ fα ≤ w and fα →(o) g in E.
It is clear that 0 ≤ g ≤ w. For β ∈ {α} define gβ = sup{fα : α ≥ β} in E. Since
K is Dedekind complete and regularly embedded in E, it follows that gβ ∈ K.
Now gβ ↓ g in E and, again using the assumptions on K, we may conclude that
g ∈ K. 
In the following proposition we denote by Ku the principal ideal in a Riesz
space K generated by 0 ≤ u ∈ K.
PROPOSITION 7.7 Let K be a Riesz subspace of the Dedekind complete space
E and let A0 be a subalgebra of P (E). Assume that
(i) the order closure of K is equal to E;
(ii) there exists a subset D ⊆ K+ which is majorizing in K+ such that Ku ⊆ A0[u]
for all u ∈ D.
Then the complete subalgebra of P (E) generated by A0 is equal to P (E).
Proof. Let A denote the complete subalgebra of P (E) generated by A0. We first
show that Eu = A[u] for all u ∈ D. Since u is a strong order unit in A[u] it is clear
that A[u] ⊆ Eu. Fix n ∈ N and consider the set
A = { f ∈ E : |f | ∧ nu ∈ A[u] }.
If f ∈ K, the |f |∧nu ∈ Ku ⊆ A0[u] and obviously A0[u] ⊆ A[u]. Hence K ⊆ A.
By Proposition 7.6 (ii) order intervals in A[u] are order closed in E, which implies
that A is order closed in E. Consequently, E =K ⊆ A, i.e., E = A. This suffices
to show that Eu ⊆ A[u], hence Eu = A[u].
Let Q ∈ P (E) be given. If u ∈ D, then Qu ∈ Eu = A[u], so Qu is a
component of u in A[u]. It follows from Proposition 7.6 (iii) that there exists a
unique Pu ∈ Au such that Pu(u) = Qu. Observe that u ≤ v in D implies that
Pu ≤ Pv . Indeed, it follows from Pv(v) = Qv that Pv = Q on Ev and so Pv(u) =
Qu = Pu(u). Using the definition of Au it is now easy to see that Pv ≤ Pu. We
claim that Pu ≤ Q in P (E) for all u ∈ D. Indeed, take w ∈ D. Since D is
majorizing in K+ there exists v ∈ D such that u + w ≤ v. Then Pv = Q on Ev
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and it follows from the above that
Pu(w) ≤ Pv(w) = Qw.
Hence Pu(w) ≤ Qw for all w ∈ D. Since D is majorizing in K+ andK = E, this
implies that Pu ≤ Q in P (E), which proves the claim.
Now define
P1 = sup{Pu : u ∈ D }
inP (E). Since A is a complete subalgebra ofP (E)we have P1 ∈ A, and it is clear
that P1 ≤ Q. Moreover, P1u ≥ Pu(u) = Qu for all u ∈ D, i.e., P1u = Qu for all
u ∈ D. Consequently P1 = Q and hence Q ∈ A. This shows that A = P (E), by
which the proposition is proved. 
Now we return to the situation where E is a Maharam extension space of an
ideal J in Lb(L,M).
THEOREM 7.8 Let L and M be Dedekind complete Riesz spaces and suppose
that (E, χ) is a Maharam extension space of the ideal J ⊆ Lb(L,M). Then P (E)
is equal to the complete subalgebra generated by P (M)⊗J P (L).
Proof. We will apply the above proposition with A0 = P (M) ⊗J P (L), K =
P (M)⊗J L and
D = { I ⊗ f : 0 ≤ f ∈ L } .
By Theorem 7.2 we know thatK = E and so it remains to show that Ku ⊆ A0[u]
for all u ∈ D. To this end, fix u = I ⊗ f with 0 ≤ f ∈ L. It is clearly enough to
show that 0 ≤ P ⊗ g ≤ I ⊗ f , with P ∈ P (M) and 0 ≤ g ≤ f in L, implies that
P ⊗ g ∈ A0[u]. Since P ⊗ g = (P ⊗ I )(I ⊗ g) and P ⊗ I ∈ A0, it is sufficient to
prove that I ⊗ g ∈ A0[u]. Let ε > 0 be given. By Freudenthal’s spectral theorem
there exist mutually disjoint Q1, · · · ,Qn ∈ P (L) and 0 ≤ α1, · · · , αn ∈ R such
that ∣∣∣∣∣∣
n∑
j=1
αjQjf − g
∣∣∣∣∣∣ ≤ εf .
Then∣∣∣∣∣∣
n∑
j=1
αj(I ⊗Qjf )− I ⊗ g
∣∣∣∣∣∣ ≤ ε(I ⊗ f ) = εu,
and
∑n
j=1 αj(I ⊗Qjf ) =
∑n
j=1 αj(I ⊗Qj)u ∈ A0(u). This suffices to prove the
theorem. 
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Now we discuss some consequences of the above result. For simplicity we
assume that J ⊆ Lb(L,M) is a band, where L and M are both Dedekind com-
plete. Let (E, χ) be a Maharam extension space of J. For T ∈ J we denote by
α(T ) = T̂ the corresponding operator in LZ(M)n (E,M), i.e., T̂ ◦ χ = T . Then
α is a Riesz isomorphism from J onto LZ(M)n (E,M) (see Theorems 5.9 and 5.4).
For P ∈ P (E) we denote by P ∗ the band projection in LZ(M)n (E,M) defined
by P ∗(5) = 5 ◦ P for all 5 ∈ LZ(M)n (E,M). It is an immediate consequence
of Proposition 3.8 that the mapping P → P ∗ is a Boolean isomorphism from
P (E) onto P (LZ(M)n (E,M)). Furthermore, the Riesz isomorphism α induces a
Boolean isomorphism from P (J) onto P (LZ(M)n (E,M)). Combination of these
observations shows that there exists a Boolean isomorphism τα from P (J) onto
P (E), which is completely determined by
P(T )∧ = T̂ ◦ τα(P ) ∀P ∈ P (J), ∀T ∈ J.
For P ∈ P (M) and Q ∈ P (L) we define P ⊗Q ∈ P (J) by (P ⊗Q)(T ) = PTQ
for all T ∈ J. We call P ⊗Q an elementary band projection in J. Note that
(PTQ)∧(h) = T̂ (P · h ·Q) = T̂ (P ⊗Q)(h)
for all h ∈ E, so τα(P ⊗Q) = P ⊗Q (where P ⊗Q ∈ P (E) is as defined before).
The algebra U(J) of simple band projections in J is defined by
U(J) =
{
n∨
i=1
Pi ⊗Qi : Pi ∈ P (M), Qi ∈ P (L); i = 1, · · · , n; n ∈ N
}
.
It is now clear that τα induces a Boolean algebra isomorphism from U(J) onto
P (M)⊗J P (L).
These observations in combination with Theorem 7.8 immediately yield the
following result.
COROLLARY 7.9 Let L an M be Dedekind complete Riesz spaces and let J be a
band in Lb(L,M). Then the complete algebra generated in P (J) by the algebra
U(J) of simple band projections, is equal to P (J).
Now we specialize the above result to the case that J = {T }dd for some 0 ≤
T ∈ Lb(L,M). Then P (J) is Boolean isomorphic with the Boolean algebra BT
of components of T in Lb(L,M). Moreover, U(J) corresponds to the subalgebra
UT of BT consisting of all so-called simple components of T , i.e.,
UT =
{
n∨
i=1
PiTQi : Pi ∈ P (M), Qi ∈ P (L); i = 1, · · · , n; n ∈ N
}
.
This gives the following corollary.
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COROLLARY 7.10 Let L and M be Dedekind complete Riesz spaces and 0 ≤
T ∈ Lb(L,M). Then the complete algebra generated by the algebra UT of simple
components of T is equal to the Boolean algebra BT of all components.
REMARK 7.11 Under the assumption that ⊥(M∼n ) = {0}, the above result follows
from [4], Theorem 3.10. The conclusion in the latter theorem is stronger than in
Corollary 7.10. In fact, if ⊥(M∼n ) = {0} then BT can be obtained from UT via
an up-down process which terminates after at most three steps. However, it should
be noted that in the general situation of Corollary 7.10 it follows from the theory
of Boolean algebras that the complete algebra generated by UT is equal to the
monotone class generated byUT . The fact that under the hypothesis that ⊥(M∼n ) ={0} the up-down process terminates after finitely many steps is due to the presence
of sufficiently many measures on BT in that case. The following corollary is in the
same vein as the results in [4], Section 4.
COROLLARY 7.12 LetL andM be Dedekind complete Riesz spaces and suppose
that G is a linear subspace of Lb(L,M) which satisfies:
(i) PTQ ∈ G for all 0 ≤ T ∈ G, P ∈ P (M) and Q ∈ P (L);
(ii) if Tα, T ∈ G and S ∈ Lb(L,M) such that 0 ≤ Tα ↑ S ≤ T inLb(L,M), then
S ∈ G.
Then G is order convex in Lb(L,M), i.e., 0 ≤ S ≤ T ∈ G implies S ∈ G.
Proof. Let 0 ≤ T ∈ G be fixed and define A = BT ∩G. It follows from (i) that
all simple components of T are contained in A, i.e.,UT ⊆ A. Moreover, it follows
from (ii) that A is closed for monotone convergence in Lb(L,M). Therefore, the
complete algebra generated by UT is contained in A and so, by Corollary 7.10,
A = BT . Now suppose that 0 ≤ S ≤ T in Lb(L,M). By Freudenthal’s spectral
theorem there exists a sequence {Sn}∞n=1 in Lb(L,M) such that 0 ≤ Sn ↑ S and
each Sn is of the form
∑k
j=1 αjRj with Rj ∈ BT and 0 ≤ αj ≤ 1 (j = 1, · · · , n).
The above implies that Sn ∈ G for all n and it follows from (ii) that S ∈ G. 
The following example illustrates how certain band projections in the space of
order bounded operators can be described in terms of Maharam extension spaces.
EXAMPLE 7.13 Assume that L and M are Dedekind complete Riesz spaces.
In the space of all order bounded operators from L into M we have the band
decomposition
Lb(L,M) = Ln(L,M)⊕Ls(L,M),
where Ln(L,M) denotes the band of all normal (i.e., order continuous) operators
and Ls(L,M) = Ln(L,M)d (see e.g. [13], Section 83). The band projection in
Lb(L,M) onto Ln(L,M) will be denoted by Pn. Since L is Dedekind complete, it
follows via a standard argument that an operator 0 ≤ T ∈ Lb(L,M) is normal if
and only if Qα ↓ 0 in P (L) implies that TQα ↓ 0 in Lb(L,M).
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Let (E, χ) be the minimal Maharam extension space of J = Lb(L,M) i.e.,
E = Z(M)⊗˜JL. As before, for T ∈ Lb(L,M) we denote the corresponding oper-
ator in LZ(M)n (E,M) by T̂ , so T̂ (I ⊗ f ) = Tf for all f ∈ L. By the observations
preceding Corollary 7.9, there exists a unique Pn ∈ P (E) such that
Pn(T )
∧ = T̂ ◦ Pn for all T ∈ Lb(L,M).
There are several descriptions of this band projection Pn. First of all, we claim that
Pn = sup {P ∈ P (E) : Qα ↓0 in P (L) implies P(I ⊗Qα)↓0 in P (E)} (7.1)
(and the supremum is attained by Pn). Indeed, suppose that Qα ↓ 0 in P (L). Then
Pn(T )Qα ↓ 0 in Lb(L,M). Since the mapping S → Ŝ is a Riesz isomorphism
from Lb(L,M) onto LZ(M)n (E,M), this implies that
T ∧Pn(I ⊗Qα) = Pn(T )∧(I ⊗Qα) = [Pn(T )Qα]∧ ↓ 0
in LZ(M)n (E,M) for all 0 ≤ T ∈ Lb(L,M). Since {T̂ : 0 ≤ T ∈ Lb(L,M)}
separates the points of E, it follows that Pn(I ⊗ Qα) ↓ 0 in P (E). Now assume
that P ∈ P (E) is such that P(I ⊗Qα) ↓ 0 in P (E) whenever Qα ↓ 0 in P (L).
Take 0 ≤ T ∈ Lb(L,M) and let 0 ≤ S ∈ Lb(L,M) be such that Ŝ = T̂ P . Then
Qα ↓ 0 in P (L) implies that
(SQα)
∧ = ŜP (I ⊗Qα) ↓ 0,
and hence SQα ↓ 0 in Lb(L,M). Consequently, 0 ≤ S ∈ Ln(L,M), so 0 ≤
S ≤ Pn(T ). This shows that 0 ≤ T̂ P ≤ T̂ Pn for all 0 ≤ T ∈ Lb(L,M). Hence
P ≤ Pn, which proves (7.1). Note that (7.1) is equivalent to
Pn = sup {P ∈ P (E) : uα ↓ 0 in L implies P(I ⊗ uα) ↓ 0 in E } .
Another description of Pn is given by
Pn = inf
{
sup
α
I ⊗Qα : Qα ↑ I in P (L)
}
. (7.2)
Indeed, denote the infimum on the righthand side by P0. If Qα ↑ I in P (L), then
it follows from (7.1) that Pn(I ⊗ Qα) ↑ Pn in P (E), so Pn ≤ supα I ⊗Qα . This
shows that Pn ≤ P0. Now suppose that Qα ↓ 0 in P (L). Then I − Qα ↑ I in
P (L), so it follows from the definition of P0 that P0 ≤ supα I ⊗ (I −Qα), which
implies that P0(I ⊗ Qα) ↓ 0 in P (E). Via (7.1) we may conclude that P0 ≤ Pn
hence Pn = P0.
Observe that it is an immediate consequence of (7.2) that
Tn = Pn(T ) = inf
{
sup
α
TQα : Qα ↑ I in P (L)
}
(7.3)
for all 0 ≤ T ∈ Lb(L,M), which is a well-known formula (see e.g. [3], Theorem
4.6).
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8. Concluding Remarks
In the present paper we have concentrated on the construction and some properties
of Maharam extension spaces in the general framework of Archimedean and Dede-
kind complete Riesz spaces. Therefore the results have a rather algebraic flavour,
as topological or Banach lattice structure did not play any particular role. These
aspects will be considered at an other occasion. We end this paper with a brief
indication which topics will be discussed in a subsequent paper:
(i) Representations of Z(M)-modules and Z(M)-linear operators; this will clarify
in more detail the relations between the work of D. Maharam and our results.
(ii) Maharam extension spaces for Banach lattices and Banach function spaces.
(iii) The connection between Maharam extension spaces and the theory of tensor
products. Although we have used the tensor product notation frequently in
the present paper, we have not yet discussed the precise ralationship between
our results and the theory of tensor products of Riesz spaces (and Boolean
algebras).
(iv) Maharam extensions for operators of a Riesz space into itself. This will be in
particular of interest for the discussion in this framework of, for example, the
powers of an operator and spectral and asymptotic properties.
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