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Introduction
The analysis of cyclical behaviour of the main macroeconomic variables is one of the major topics in the field of short-term analysis. A correct identification of relevant cycles allows the identification of turning points and also, in a multivariate framework (leading indicators) to anticipate and forecast them. In the last three years there was an increasing interest in those types of analysis applied to a new economic subject such as the Euro-zone. Many different studies have recently been published on this issue (see Marcellino, Stock and Watson, 2000; Artis et al., 1999) essentially oriented to synthesise the information coming from a large number of variables by means of statistical techniques such as Dynamic Factor Analysis and Principal Components Analysis. On the other side, the NIESR in co-operation with Eurostat investigated the issue of cyclical synchronisation between the Euro-zone and its components (see Blake et al., 2000) .
One open point of discussion, which is more or less implicitly presented in many of the papers mentioned above (see in particular Marcellino et al., 2000) , is whether it is more useful to consider the Euro-zone as whole or to proceed with country by country estimates. In other words the dilemma is between aggregating analyses made separately for each Member State (indirect approach) of the Euro-zone or to work on Euro-zone aggregated data (direct approach). This can be viewed as a geographical extension of the well-known problem of the choice between performing statistical filtering at aggregated or desegregated levels. We can start from the consideration that there is no definitive theoretical assessment in favour of one of them. Decisions can be taken on the basis of empirical evidences as well as from time-consuming practices. In this paper we address the problem of comparing the two main approaches mentioned above in order to define good strategies of estimation of business cycle for the Euro-zone. It is generally recognised that short-term analysts prefer to work with seasonal adjusted data so as to eliminate all infra-annual fluctuations, which could prejudice a correct identification of the turning points. For this reason we try to put together two different aspects of time series decompositions which have generally been treated as separated issues: seasonal adjustment and business cycle extraction.
Our strategy is the following:
We perform seasonal adjustment and we compare the relative performance of direct and indirect approach with the help of a number of statistical criteria.
• We apply a linear filter as proposed by Baxter and King to extract the business cycle from the seasonal adjusted figures derived in the previous step.
• We compare direct and indirect estimated cycles essentially in a graphical way.
Our analysis is based on GDP figures in volume from 1985 Q1 to 2000 Q3.
The paper is organised as follows: In section 2 we briefly discuss the issue of direct and indirect seasonal adjustment. In section 3 we examine alternative methods for business cycle extraction. In Section 4 we present our empirical analysis. Section 5 concludes.
Seasonal Adjustment: Direct versus Indirect
Currently Eurostat estimates of Quarterly GDP are based on seasonally adjusted data as produced by Member States. As it is well known, methods and strategies of seasonal adjustment adopted at national level differ significantly. Therefore the Eurostat estimates can be considered as spurious ones, which merge working day and non-working date adjusted data, as well as data obtained using X-11, X-12 or TRAMO/SEATS. Because of this, our first step concerns the production of more homogeneous and consistent seasonal adjusted figures for Euro-zone GDP. In this perspective, two alternative strategies can be taken into account: (i) "direct approach": the seasonal adjustment procedure is applied directly to the aggregated series;
(ii) "indirect approach": the seasonal adjustment procedure is first applied to the raw sub-series, which are then aggregated.
Unless specific conditions are fulfilled (see Campolongo and Planas, 2000) , the results provided by the above two approaches differ. In a simplified way, we can say that if neither pre-treatment nor forecast is performed, the direct and indirect approaches give the same results when an additive decomposition model is chosen.
If the performance of direct and indirect approaches have to be compared, both methods should exhibit some desirable features such as smoothness, stability of the outcome, etc. Anyway, it should also be kept in mind that the different criteria could influence each other in such a way that if one criterion improves, another could become worse: for example, there is a trade-off between stability and ability to detect turning points.
In order to assess the performance of direct and indirect methods, various criteria were proposed in literature. Among the others, we found of particular interest the papers from Dagum (1979) , Lothian and Morry (1977) , Ghysels (1997), Findley et al. (1998) , den Butter and Fase (1991) , Planas and Campolongo (2000) , Gómez (2000) , Otranto and Triaccia (2000) , Cristadoro and Sabbatini (2000) .
On the basis of these works, we chose some empirical criteria to assess the performance of both approaches, namely:
2 . 1 G r a p h i c a l c o m p a r i s o n As a preliminary comparison between direct and indirect seasonal estimations, a graphical inspection can be carried out in order to verify whether the two methods exhibit a similar detection of turning points.
. A n a l y s i s o f s i g n c o n c o r d a n c e
Growth rate signs of the two series can be compared for the whole sample. A measure of the concordance could be given by the ratio of growth rate values with the same sign in the same period on the total of observation minus one. Dagum (1979) proposed two measures of roughness of the seasonally adjusted aggregates. The first one is the L 2 -norm of the differenced series:
. 3 S m o o t h n e s s c o m p a r i s o n
The second one is based on the 13-term Henderson filter: the adjusted series is smoothed with the Henderson filter and R 2 is defined as the L 2 -norm of the residuals:
The rationale of these measures of roughness is that the involved filters (the first difference operator and I -H 13 ) are high-pass filters that remove most of the low frequencies components that correspond to the trend-cycle variations. In other words, these statistics measure the size of the deviations to a smooth trend, e.g. the size of an "irregular component". This is why Pfefferman et al. (1984) suggested a 2natural" third measure, a measure of similarity between seasonally adjusted data and trend:
2 . 4 S t a t i s t i c a l t e s t s o f r a n d o m n e s s a n d a b s e n c e o f r e s i d u a l s e a s o n a l i t y i n i r r e g u l a r c o m p o n e n t s
The autocorrelation function and partial autocorrelation function can be computed in order to verify the absence of seasonality in the residual component. Modified LjungBox test can be used to verify the absence of significant correlation at seasonal lags. It is also important to test the absence of any systematic components in the autocorrelation function of the residual, which could be represented by a significant first order autocorrelation. The von Neumann test can be used to verify the hypothesis of nonsignificance of the first order autocorrelation. More generally, the randomness of the irregular component must be tested. A global Ljung Box test can be used to verify this hypothesis.
2 . 5 Q u a l i t y o f s e a s o n a l a d j u s t m e n t The quality assessment is performed according to eleven well-defined measures implemented in X-12-reg ARIMA, which can be easily generalised to other methods. Those measures are purely descriptive and based on empirical criteria. For a more detailed description of these criteria see Queennville and Ladiray (2000) .
. 6 H i s t o r i c a l a n a l y s i s o f r e v i s i o n s
This criterion is used in X-12-ARIMA, where a set of empirical measures of revisions, such as sliding spans and revision history diagnostics are derived for the two alternatives. In general, the preferred alternative is that which produces a more stable seasonally adjusted series in terms of revisions. The set of measures on which the choice is based is descriptive (average absolute percentage of revisions, month-to-month percentage changes, etc.). Planas and Campolongo (2000) have developed a similar rule -however, this is based on typical inference testing tools of the model-based approach. They suggest the minimisation of total revision errors as a criterion. Within the model-based approach, the distribution of the revision errors can be specified in analytical form, directly derived from the ARIMA model used for signal extraction, and inference on them is possible.
In this paper we do not consider the issue of the choice of the seasonal adjustment methods to be used. We simply decided to use X-12-regARIMA, particularly since it allows us to obtain, without any external intervention, a full satisfactory comparison between the direct and indirect approach.
In our specific context, seasonal adjusted data are produced essentially to be an input for further statistical analysis in the field of business cycle extraction. In the empirical analysis presented in section 4, we will pay particular attention to some features such as smoothness and invariance of turning points, whereas other aspects such as stability of the outcome will be considered as additional suitable characteristics.
Business Cycle Extraction
Once seasonal adjustment has been performed, the next step consists of the identification and extraction of the business cycle. Before analysing in detail this problem, a general consideration can be put forward: in section 1 it has been explained that business cycle analysts typically prefer to work on seasonally adjusted data because they are characterised by a more regular behaviour which describes the short-term movements of the economy. Nevertheless, some methods for extracting business cycle can be applied to seasonally adjusted as well as to raw data. From a purely theoretical point of view, the two approaches should be equivalent. In reality, due to the shortness of our sample series and because seasonal data are quite often too erratic or noised, to apply the same filter to raw data and to seasonal adjusted ones does not produce the same results. This issue will be presented in section 4 where the cyclical component extracted from unadjusted data will be used to discriminate between the two alternative estimates based respectively on direct and indirect approach starting from seasonal adjusted data.
When facing this issue, different cycle extraction methods can be found in the literature available. Among the others, the most frequently used techniques are the Baxter and King filter, Hodrick Prescott filter, First difference filter and Henderson filter.
3 . 1 F i r s t d i f f e r e n c e f i l t e r This method is clearly the easiest to use. It is essentially a de-trending method that only indirectly shows a cycle without any reduction of the original noise. Consequently, it gives a very raw approximation of cyclical fluctuation. It is well known that when the data are nearly integrated, it can produce an over de-trending at zero frequency with some bias of the cyclical estimation. In addition, if the data are stationary, the use of differentiation can produce spurious fluctuations, which could mislead users.
. 2 H e n d e r s o n f i l t e r
This filter has been proposed to obtain an estimation of both trend and cycle components. It is an integral part of the X-12 programme designed to smooth time series. It can be seen as a moving average whose length n depends upon the frequency of the data and the desired degree of smoothness. Denoting l = (n -1) / 2 then the Henderson filter H(B) can be written as: H(B)y t = ∑ j h j B j y t with j = 0, ±1, ±2, ± (n -1) / 2
Where j represents each element of the moving average, and where the weights h j can be obtained by setting m = (n + 3) / 2 from the formula:
This expression is given by Macaulay (1931) , also reproduced in Dagum (1985) and Bell and Monsell (1992) . Standard lengths of the filter are 9, 13, 17 or 23 terms for monthly time series, or 5 and 7 terms for quarterly series, depending on the level of smoothness desired. In practice, the Henderson filter is not directly applied to the series under analysis but to the seasonally adjusted transformations since its gain is not zero at seasonal frequency. Because this filter estimates both trend and cycle components together, the extraction of purely business cycle components can be obtained only after a de-trending procedure.
In addition, the cycle component obtained by the twostep procedure described above is not perfectly congruent with the business cycle definition given by the NBER due to the differences in the length determination.
. H o d r i c k P r e s c o t t f i l t e r
The Hodrick Prescott filter has been designed to directly divide the trend and cyclical components in an additive way:
The application of the HP filter involves the minimisation of the variance of the cyclical components subject to a penalty for the variation in the second difference of the growth component. Harvey and Jaeger (1993) studied the basic properties of the HP filter finding that it is asymptotically equivalent to the optimal filter trend estimation for the following process:
Where ε t~N ID (0,σ 2 ε ) is the irregular component and the trend component m t is defined by
). B t is the slope of the process and z t is independent of the irregular component. Some shortcomings of this filter have been shown by Guay and StAmant (1997) who show that the following assumptions are unlikely to be satisfied in practice:
1. Transitory and trend components are not correlated with each other. This implies that the growth and cyclical components of a time series are assumed to be generated by distinct economic forces, which is often incompatible with business-cycle models (see Singleton, 1988 , for a discussion).
2. The process is integrated of order 2. This is often incompatible with priors on macroeconomic time series. For example, it is usually assumed that real GDP is integrated of order 1 or stationary around a breaking trend.
3. The transitory component is white noise. This is also questionable. For example, it is unlikely that the stationary component of output is strictly white noise. King and Rebelo (1993) show that this condition can be replaced by the following assumption: an identical dynamic mechanism propagates changes in the trend component and innovations to the cyclical component. However, the latter condition is also very restrictive.
4. The parameter controlling the smoothness of the trend component is appropriate. Note that the ratio of the variance of the irregular component corresponds to that of the trend component. Economic theory provides little or no guidance as to what this ratio should be. While attempts have been made to estimate this parameter using maximum-likelihood methods (see Harvey and Jaeger, 1993 ), it appears difficult to estimate with reasonable precision.
In addition, it must be noted that this filter produces only indirectly the estimation of cyclical components since its objective is to provide a good estimation of the trend.
3 . 4 B a x t e r a n d K i n g f i l t e r In a famous paper, Baxter and King (1995) proposed a finite moving-average approximation of an ideal bandpass filter based on Burns and Mitchell's (1946) definition of a business cycle. This is characterised as a set of fluctuations in the range of 1.5 to 8 years. The Baxter King filter is designed to pass through components of time series with fluctuations between 6 and 32 quarters while removing higher and lower frequencies. When applied to quarterly data, the band-pass filter proposed by Baxter and King takes the form of a moving average.
where L is the lag operator. The weights can be derived from the inverse Fourier transform of the frequency response function (see Priestley, 1981) . Baxter and King adjusted the band-pass filter with a constraint that the gain is zero for all frequencies outside the selected band. This constraint implies that the sum of the moving average coefficients must be zero. When using the Baxter and King filter, a number of quarters are sacrificed at the beginning and the end of the time series, depending on the chosen length of the definition adopted for the business cycle. In order to reduce the loss of data at the beginning and at the end of the sample, truncated versions of the filter can be used. Alternatively, it is possible to previously forecast and backcast the series in order to always use the full version of the filter.
The main problem of this filter is that we need to have a sufficiently clear idea of the fluctuations we want to show in order to set the most adequate parameters of the filter.
Clearly the list of methods presented above is far from exhaustive. More sophisticated approaches based on multivariate analysis can be used as suggested by King Watson (1996) . Alternatively, approaches directly derived from the macroeconomic theory such as those proposed by Cochrane (1994) and Blanchard and Quah (1989) could be investigated. Since our analysis is typically restricted to an univariate case, and taking into account the considerations already made on the different methods, we decided to concentrate our attention on the filter proposed by Baxter and King.
Empirical Analysis
Business cycle analysis can be conducted with reference to different key variables. In many studies (see Blake et al., 2000) the attention has been put on the Industrial Production Index because this series has monthly frequency, is generally sufficiently long, and is able to represent over 50% of the economic fluctuations. Nevertheless, it is also generally recognised that, since some services sectors are characterised by cyclical movements too, they should also be taken into consideration. Therefore, in order to have an overall picture of the economic movements, we decided to use GDP in volume for the Euro-zone and its Member States.
. 1 D a t a d e s c r i p t i o n
Our data set covers the period from 1985Q1 to 2000Q3. Euro-zone estimates are obtained by summing up all available countries with the exception of Austria, Ireland, Portugal, due to the insufficient length of those series.
Luxembourg is also missing because it does not compile Quarterly National Accounts. The decision of ignoring Euro-zone estimates produced by Eurostat comes from the fact that a real comparison between the direct and indirect approach is possible only in the case where the total is the sum of all its components. It is important to observe that since German figures are only available from the first quarter of 1991 onwards, it has been necessary to produce a retrapolation back to 85Q1 by using the growth rates from old National Account series (ESA79). By using this method, the levels we obtained can be judged as absolutely arbitrary. Nevertheless, as demonstrated by Astolfi, Barcellan and Mazzi (2001) , ESA79 and ESA95 figures are generally co-integrated and characterised by common features following the Vahid and Engle (1993) definition. In this way it is possible to assume that the reconstructed cyclical pattern is sufficiently realistic and correct.
. 2 C o m p a r i s o n o f a l t e r n a t i v e s e a s o n a l a d j u s t m e n t s t r a t e g i e s
In this section we present the main results obtained in comparing a direct seasonal adjustment of the Euro-zone aggregate to an indirect approach based on the utilisation of the same methods for all Member States. In this case, the Euro-zone seasonal adjustment series is obtained by summing up seasonal adjusted figures from Member States. Both direct and indirect approaches to seasonal adjustment of the aggregated series were performed using at the same time Census X-12-ARIMA as well as TRAMO/SEATS packages. Tables from A1 to A3b in the appendix show the raw Euro-zone data; direct Euro-zone seasonally adjusted data and indirect ones, the latter obtained respectively for X-12-ARIMA and TRAMO/ SEATS. We named with a letter "a" table and figures showing the results obtained by applying X-12-ARIMA and with a letter "b" those from TRAMO/SEATS.
Figures 1a and 1b show the original series and the two seasonal adjusted ones. At first sight it seems that, as with the global pattern, the two seasonal adjusted series both for X12 and for TRAMO/SEATS appear to be almost equivalent.
As shown in both figures, in our case the comparative graphical analysis is not able to supply analysts with useful information to discriminate between the two alternative approaches. Therefore a more sophisticated investigation is required.
A further step in our comparison of the results coming from the direct and indirect approach is represented by the analysis of the sign concordance of growth rates. What we can expect in the case where the two approaches were equivalent is a perfect sign and size concordance. If this is not the case, we can measure the con-1985q04 1986q04 1987q04 1988q04 1989q04 1990q04 1991q04 1992q04 1993q04 1994q04 1995q04 1996q04 1997q04 1998q04 1999q04 Euro-zone GDP: SA data from X-12-ARIMA (direct and indirect ) and raw data, 1985 Q1 to 2000 Q3 cordance as the ratio of growth rates having the same sign on the total of observation minus one. As shown in tables 1a and 1b, the level of sign concordance is quite high (98.4%) both for X-12-ARIMA and TRAMO/SEATS approaches.
Both methodologies record only one case of inconsistency. Despite the apparent concordance in using the two approaches, if we take a deeper look at the results we see that, when using X-12-ARIMA, it is the second quarter of 1991 that shows a sign discordance, whereas TRAMO/ SEATS presents its inconsistency in 1992 Q4. This can be regarded as the first signal of the non-equivalence in the use of seasonal adjustment procedure.
It is anyway useful to notice that the measure presented here does not investigate the size of the growth rate, so that the dimension represented by the amplitude of the fluctuation is not taken into account.
In order to assess the degree of smoothness of our series, which is one of the main requirements as explained in section 2, we are now proposing three different roughness tests (R1, R2, and R3), briefly presented from a computational point of view in Section 2. Tables 2a and 2b shows the results of these three measures of smoothness. 1986q04 1987q04 1988q04 1989q04 1990q04 1991q04 1992q04 1993q04 1994q04 1995q04 1996q04 1997q04 1998q04 1999q04 Original Direct (SEATS) Indirect (SEATS) Figure 1b Euro-zone GDP: SA data from TRAMO/SEATS (direct and indirect) and raw data, 1985Q1 to 2000Q3 Positive percentage changes indicate that the indirect seasonally adjusted composite is smoother than the direct seasonally adjusted composite. Positive percentage changes indicate that the indirect seasonally adjusted composite is smoother than the direct seasonally adjusted composite.
• R 1 was computed on both series as a whole and for the last three years. Results show that the direct approach is preferable for the last three years, whereas the indirect one is more favourable for the whole series in the case of X12. When using TRAMO/SEATS, the indirect is always preferred (Tables 2a and 2b );
• R 2 gives the same results of R1 for X12 whereas for TRAMO/SEATS it prefers the direct one for the whole series confirming the result of R1 for the last three years;
• R 3 always prefers the direct approach for X-12-ARIMA and confirms R2 results for TRAMO/SEATS.
A complementary assessment of the relative performance of the two approaches is supplied by the standard quality measures produced by X-12-ARIMA. In the light of the needs of the present work, we also applied, where was possible, the some criteria to the results offered by TRAMO/SEATS. Table 3 shows those measures. All of them are in the range from 0 to 3 with an acceptance region from 0 to 1. The following elements can be underlined:
• All the measures calculated for the direct approach lie in the acceptance region;
• M8 and M10 for the indirect are outside the acceptance region both for X-12-ARIMA and TRAMO/SEATS results.
Another step of our comparison consists of assessing the relative performance of direct and indirect approaches in terms of stability of the outcome. Users of seasonally adjusted data would like to manage time series without any revision when new observation became available. This is possible with the usage of purely asymmetric filters (regression approach) which, unfortunately gives a systematic bias in the estimation of the non-seasonal component. In other words, there is a trade off between accuracy and revisions. Users should define a threshold of acceptance for their priority (i. e. accuracy) and then, conditionally on that, choose the approach, among all the possible ones, that gives the best result for the other property (i. e. revision). Since accuracy is essentially for business cycle purposes, we a priori exclude all approaches with zero revision by concentrating our attention on those such as X12 and TRAMO/SEATS, which theoretically have no bias at least in the central part of the series. Here we present a statistical analysis of our second best priority represented by the stability of the outcome of seasonally adjusted data. Table 4 shows a comparison of revisions based on their mean and standard deviation. It is important to note that, in order to obtain only the revision effect caused by seasonal filters, it has been decided to fix, during the simulation, all remaining parameters. Moreover, the behaviour of seasonally adjusted data is
The following conclusions can be drawn: Table 3 Euro-zone GDP in volume: comparative monitoring and quality assessment statistics normally perturbed by the revision of raw ones, which occur regularly, as new information became available and at certain well-specified date in the year. From table 4 it emerges that in the case of X12 the indirect approach seems to perform better, whereas in the case of TRAMO/ SEATS the opposite occurs with respect to both mean and standard deviation criteria. By comparing the two direct approaches, it is possible to observe that TRAMO/SEATS performs better in terms of mean, whereas X12 is preferable by taking into account the standard deviation. Regarding the comparison of the two indirect approaches, the one coming form the application of X12 seems to be always preferable.
It is also useful to point out that in the case of indirect approach we are working with a sort of linear combination of different filters which are not necessary the same so that it is really difficult to talk about revision properties of the filter in this specific case. The situation is much clearer in the case of direct approach, where only one filter is applied.
The last step of our comparison is the analysis of the residuals. The estimated residual components are intended to represent the theoretical irregular part of the series, which is by definition an i. i. d. N (0,s 2 ). Whiteness tests of the residual components can be performed in order to assess the absence of any significative autocorrelation structure. Moreover, we decided to run an automatic identification of multiplicative seasonal ARIMA model (p,d,q) * (P,D,Q) by using TRAMO. By doing that, we obtained additional useful information concerning, in the case of no whiteness of the residuals, their stochastic structure. Table 5 shows the results of this automatic identification. Concerning X12, it is possible to observe that in the non-seasonal part of the ARIMA model, an MA(1) structure is identified for both approaches. By contrast, the seasonal part of the Arima model is completely white, which is for the indirect adjustment in slight contradiction with the M8 measure proposed above. The situation is more complex for the residuals produced by TRAMO/ SEATS. The non-seasonal part of the direct adjustment is characterised by an ARMA(1,1) which means that at least a part of the systematic component was left in the irregular component. By contrast the indirect adjustment is characterised by an AR(1) which is anyway not a good sign since the AR part of the stochastic process generally Apart from the outlier situation, the residuals of direct and indirect adjustment produced by X12 are quite similar, which is an additional element in favour of the evidence that the two type of adjustment are quite similar. By contrast in the case of TTRAMO/SEATS, the characteristics of the residual differ considerably, showing that the effect of the model based filter can be quite different when applied directly to the aggregate or individually component by component.
. 3 B u s i n e s s c y c l e e x t r a c t i o n
The same aggregation problem encountered in the case of seasonal adjustment will persist when extracting the business cycle. As mentioned in section 3, given the particular characteristics of the Baxter and King filter it should be possible to extract directly the cycle from nonseasonally adjusted data. In this case the dilemma between the direct and indirect approach does not exist since the aggregate cycle is, by definition, just the sum of the desegregated ones. Working seasonal adjusted data can imply problems in terms of excessive noise of the series and this is the reason why we decided to work starting on SA data. Nevertheless, in the session 4.4, we will briefly compares cycle extracted from raw and SA data.
In order to extract the cycle, we had to set a length for the filter in order to display the fluctuation we were interested in. Based on the experience of the last years, we decided to choose a filter based on a centred 24 terms moving average. A second important decision has been 1987q02 1988q02 1989q02 1990q02 1991q02 1992q02 1993q02 1994q02 1995q02 1996q02 1997q02 1998q02 2000q02 1986q02 1999q02 Direct (X12Arima) Indirect (X12Arima) Figure 2a Euro-zone GDP in volume: business cycle extraction from SA seriesdirect vs. indirect X-12-ARIMA taken in terms of treatment of the first and last part of the sample due to the loss of data implied by the use of the ordinary version of Baxter and King. Since the extension of the series using the ARIMA model does not provide very useful information due to the inadequacy of those models in detecting turning points, we decided to use a progressively truncated version of the BK filter in order to lose just one data at the beginning and at the end of the sample period. Table A6 presents the weight structure used for the full 24 terms filter as well as for its different truncated versions. Figures 2a and 2b show the results obtained by applying the Baxter and King filter to both seasonally adjusted series derived according to direct and indirect approach coming for X-12-ARIMA and TRAMO/SEATS. Estimated values for the cycles can be found in Tables A7a to A8b . A number of considerations can be put forward:
• Cycles extracted from direct or indirect seasonal adjustment procedure do not differ significantly.
• All the series display with good evidence the upswing and downswing recorded at the beginning of the 1990s. 1985q02  1987q02  1988q02  1989q02  1990q02  1991q02  1992q02  1993q02  1994q02  1995q02  1996q02  1997q02  1998q02  2000q02  1986q02  1999q02 Direct (Tramo-Seats)
Indirect (Tramo-Seats) Figure 2b Euro-zone GDP in volume: business cycle extraction from SA seriesdirect vs. indirect TRAMO/SEATS
• The number of cycles is approximately the same. The only difference consists in the assessment of the behaviour of the cycle in the period covering the end of 1999 and the beginning of 2000.
• The average length of the cycles is approximately the same.
• Peaks are always in phase.
In this context it is very difficult to find conclusions on the relative performance of the two approaches proposed before. One possible additional element, which could be helpful in suggesting some conclusions, is represented by the comparison of two estimated cycles coming from different seasonal adjustment methodology. Figure 3 shows the comparison of the cycle extracted from seasonal adjusted data obtained with the direct approach using both X-12-ARIMA and TRAMO/SEATS. The comparison evidences that turning points are generally synchronised with the exception of the downswing in 1987 where the TRAMO/SEATS series anticipates of two quarters the one coming from X-12-ARIMA. The particularly cold winter of 1987 can be regarded as a possible cause of such a lack of phase being treated in a different way by the two seasonal adjustment programmes, with some consequences also in the non-seasonally structure of the data. In the remaining cases, the cyclical pattern coming from X12 and TRAMO/SEATS is almost equivalent: it has to be recorded, as already mentioned above, that: in the final part of the series, the two cycles slightly differ, due to the presence of a peak in 1999 Q4 in the cycle coming from TRAMO/SEATS which is absent in the X12 cycle. This can be due to the different structure of asymmetric filters used by X12 and TRAMO/SEATS in the final part of the series, which can have an influence also in the non-seasonal structure.
Conclusions
In this paper we have compared two alternative approaches for removing seasonality and extracting relevant cyclical fluctuations from Euro-zone data. The first one, based on the so-called direct approach, implies working at an aggregate level (the Euro-zone as whole) only. On the other hand, the second, so-called indirect approach, 1985q02  1987q02  1988q02  1989q02  1990q02  1991q02  1992q02  1993q02  1994q02  1995q02  1996q02  1997q02  1998q02  2000q02  1986q02  1999q02 Direct (X12Arima) Direct (Tramo-Seats) Figure 3 Euro-zone GDP in volume: business cycle extraction from SA seriesdirect X-12-ARIMA vs. direct TRAMO/SEATS implies working first at country level and then aggregating the resulting data to obtain Euro-zone figures. For the seasonal adjustment, the results obtained do not provide a clear message in favour of one of the two approaches. Nevertheless, it is possible to say that at least for X-12-regARIMA, there is a slight preference in favour of the direct approach.
The Baxter and King cycle is sufficiently neutral to the different seasonal adjustment approaches and methods, even if some minor discrepancies have been recorded. In this context, the choice between the direct and indirect decomposition of time series became a more political and operational problem. Direct approach is clearly more transparent and operationally easier than the indirect one. Moreover, results obtained from an indirect adjustment cannot be published because they could be different from national official seasonal adjusted figures. Direct seasonal adjustment can also be viewed as an optimal starting point for further statistical elaboration such as the construction of flash estimates, leading indicators and so on.
Finally, the use of X12 and TRAMAO/SEATS seems to have no significant influence on the cycle extracted with the Baxter and King filter. This means that main discrepancies between X-12-regARIMA and TRAMO/SEATS concern the characteristics of the irregular component. As shown in section 4, the irregular component from TRAMO/ SEATS seems to be more problematic due to the presence of some systematic movements concerning both seasonal and non-seasonal part. Moreover, when additional information will become available, it will be useful to compare the behaviour of both approaches and methods in order to assess the relative performance. This analysis could be of particular interest due to the fact that short term analysts are mainly interested in the most accurate description of recent evolution. 
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