Biological modularity is a related concept that describes the tendency for suites of traits to 54 contribute to a shared pattern or function, and has been explored at several phenotypic levels, 
64
Several researchers have contributed statistical approaches for geometric variables describing 65 morphological shape, which are generally measured in multiple covarying dimensions (Adams 66 2014a). These approaches can be used to statistically evaluate known differences in evolutionary 67 rate in predefined suites of continuous traits in a likelihood framework (Revell and Harmon 2008; 68 Adams 2014b). This work has been a major benefit to researchers seeking to examine patterns in 69 4 variation of morphological shape. However, these methods can be impractical in several different 70 situations. For instance, the boundaries dividing suites traits are often unknown, and so searching 71 for suites of traits with shared signal in evolutionary rate or disparity may present unique insights.
72
The focus of these methods on explicitly estimating rate also imposes the neeed to scale branch 73 lengths to absolute time, which can create error and bias upon downstream analyses (Title and 74 Rabosky 2016). A framework that characterizes the evolutionary structure and modularity 75 underlying large phenotypic datasets using shared disparification patterns may be a useful 76 complement to existing approaches by providing a point of reference that is not subject to the 77 challenges involved in dating analyses or full multivariate estimation.
78
In this paper, I present a new method that identifies modules of continuous traits displaying 79 shared patterns in disparity to reconstruct and characterize the mosaic trends that have shaped 80 their evolution by forming suites of characters that are best explained by shared phylogenetic 81 branch lengths along a fixed topology. After introducing the method, I evaluate its performance 82 using simulated data. I also present an analysis of an empirical dataset of developmental traits 83 complied by Rose (2003) . This dataset has been analyzed previously for both modularity (Laurin 84 2014), and rate heterogeneity (Germain and Laurin 2009 ), and so is well suited to a 85 re-examination using the method introduced here.
86
The approach is a novel contribution to the existing landscape of phenotypic modularity 87 studies in both its utility and interpretation. Unlike previous approaches, which typically focus on 88 variational modules, my method identifies 'evolutionary' modules defined by suites of characters 89 displaying shared patterns in disparity across lineages. Importantly, the functionality of my 90 approach differs from most previous work on modularity by offering a framework for 91 machine-guided identification and delmitation of modules. Previous work has generally focused 92 on the statistical validation of modules specified by researchers a priori, with very little focus on 93 ways of quantitatively delmiting modules among traits. Laurin's (2014) approach also delmits 94 modules in phenotypic data, but my method is, to my knowledge, the only existing approach that 95 identifies modules using a likelihood-based, phylogenetic framework.
96

Methods and Materials
97
Implementation
98
The approach described below is implemented in a program called greedo. It is available 99 freely on Github at (links are available from the journal office). All analyses on simulated and 100 empirical data were performed using this program.
101
Partitioning traits into modules
102
The method described here combines several unsupervised learning strategies to partition 103 traits into separate modules, with each possessing its own set of phylogenetic branch lengths 104 expressed in units of disparity. These strategies are applied in sequence (Fig. 1) , with the goal of 105 identifying the configuration that yields the lowest AIC score. 
The details of the underlying phylogenetic Brownian model and the likelihood calculation 114 follow Felsenstein (1981) and Parins-Fukuchi (2018) and are summarized in the supplement.
115
Since the number of components is allowed to vary during the search, likelihoods are compared 116 using the Akaike Information Criterion (AIC) to accommodate the difference in parameter count.
117
Search procedure
118
All traits start in a single shared partition. From here, traits that exhibit an improved penalty is imposed that is proportional to the difference in size between the existing components.
122
As a result, only traits with a strong preference for the new component over the existing 123 component are selected. This step is repeated either until the number of occupied categories 124 reaches a user-specified maximum threshold, or there are no more traits left to separate.
125
From here, the problem is temporarily recast as a finite mixture model, with the number of 126 components corresponding to the user-specified value. First, membership weights are calculated all K components.
Expectation-maximization (EM) (Dempster et al. 1977 clock-like evolution (Fig. S1 ). All trees and traits were simulated using the phytools package in R
159
(Revell 2012).
160
Using this procedure, matrices comprised of 2, 3, and 4 partitions of 50 continuous traits each
161
were generated. All traits were rescaled to a variance of 1. I ran greedo on these datasets to 162 attempt to reconstruct these partitions. The maximum number of clusters for these runs was set to the dataset is comprised of developmental sequences.
182
In his original analysis, Laurin (2014) fixed the developmental traits between the interval 0-1.
183
However, this transformation yields data that display different empirical variance across taxa. between the traits to 1. As a result, the analyses of disparity reflect relative, rather than absolute, 188 ossification times. Importantly, differences in branch lengths across modules should thus be 189 interpreted as reflecting variation in relative, rather than absolute disparity. The tree used for
190
comparative analyses in the original study was used to calculate branch lengths (supplementary 191 data).
192
Results and Discussion
193
Simulated data
194
The method is generally able to recover the structure of the simulated datasets. The number of interpreted as its probability of being the best model among a set of K candidates.
where L i rel is the relative likelihood of model i:
These weights were used to visualize the the strengths of the connections between traits across 228 all the four best partitionings in a graph (Fig. 2b ). An edge was drawn between traits i and j if they Table S1 ). The similarity of the empirical results to those of the original study demonstrate the 236 capability of the new approach to identify meaningful modules in biological data. information-theoretic framework, such as the ability to compare and average models.
261
The graph-based model averaging approach was shown in the empirical analysis to be (Table S1 ); B) 277 module 1 (Table S1 ).
278
The method that I introduce here identifies modules of continuous traits displaying similar lineage-wide disparity from one another (Fig. 4) , and so may be useful in presenting a fine-scaled 292 picture of the mosaic heterogeneity in pattern displayed across suites of characters.
293
The utility of my approach is distinct from most existing approaches to modularity. Most 294 previous work exploring modularity has focused upon the statistical testing and validation of 295 hypotheses of modularity specified a priori by the researcher by defining explicitly the machine-driven search. This is more similar in purpose to the method developed by Laurin
299
(2014), which also identifies modules, but differs in its explicit formulation in a model-based 300 phylogenetic framework rather than the frequentist framework used in his approach, and the use 301 of shared patterns in disparification as the basis of module delimitation rather than covariance.
302
In addition to morphological and developmental phenotypes, the method described here may their patterns in disparity across taxa (Fig. 4) . The method will be a valuable tool moving forward 322 to aid in the identification of such modules by providing a reasonable basis upon which to 323 perform more detailed comparative tests.
324
Previous studies have shown that morphological (Lynch 1990) that display similar patterns in disparity.
350
Scale and rate
351
The approach described here seeks to identify suites of traits sharing similar patterns in Table S1 . Module assignments from original study (Laurin 2014 ) and the weighted graph in 
420
The phylogenetic comparative methods literature often estimates σ alone by assuming a fixed 421 timescale given by branch lengths that have been scaled to absolute time using a clock model.
422
However, here the absolute times are assumed to be unknown, and the rate and time parameters 423 are allowed to covary. As a result, branch lengths are expressed in units of Brownian variance (or 424 σ 2 t). This describes the amount of divergence between taxa, and so can be interpreted as 425 estimates of phenotypic disparity, averaged across all traits.
426
The likelihood is calculated in a recursion from the tips to the root after Felsenstein (1973) .
427
Full derivations of the likelihood and algorithm are also given by Felsenstein (1981) 
The PIC, x internal , is calculated at each internal node and used as the character representing the 434 internal node during the likelihood computation at the parent node. The edge length of the 435 internal node, v internal is also extended by averaging the lengths of the child nodes.
The total log-likelihood of the tree, L tree is calculated by summing the log-likelihoods 437 calculated at each of the n internal nodes.
The branch lengths associated with each component are estimated using an is used, overestimating the number of components is not a major problem (Fig. 2) 
