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generalizations.
Problem 1.1. Given a nonnegative square matrix A and a positive constant µ find a diagonal matrix X with positive diagonal such that X −1 AX ≤ µE, where E is the matrix whose every entry is 1.
We shall provide a simple proof of a solution using max algebra in which we add the description of all matrices X that solve the above problem. The importance of this problem lies in the fact that many other scaling problems can be reduced to it, see, e.g. [19] . Some examples are given in the current paper.
In Section 2 we first recall basic concepts of graph theory and max algebra and then we determine the solution set of the inequality A ⊗ x ≤ µ ⊗ x for µ > 0 and x > 0 in max algebra. Our main emphasis is the use of a matrix ∆(A) which is the cumulative max algebra sum of powers of A. In Section 3 we then apply our results to several scaling problems which have been previously considered. Our method yields a complete description of the set of X which solve the desired scaling. In Section 4 we apply our results to a newly defined type of scaling ("full term rank scaling"). We produce a theoretical solution and show how it may be obtained by an algorithm.
We note that, for the sake of simplicity, in Problem 1.1 we speak of finding a solution when in fact we intend to determine necessary and sufficient conditions for a solution of the problem to exist and, if these are satisfied, then to find a solution or even all solutions, either in the form of a theorem or by an algorithm. We follow this style in the statement of subsequent problems.
Max algebra basics and results.
We summarize basic concepts and results in max algebra [7] , [8] , [1] which will be useful later on in the paper. The symbol R + will denote the set of non-negative real numbers. In the whole paper n ≥ 1 is an integer and N = {1, ..., n}.
For non-negative real numbers a, b we define
and C = (c ij ) are non-negative matrices of compatible sizes and α is a non-negative real number, we write
We may now translate Problem 1.1 into the language of max algebra: 
The maximum cycle mean value is a very important characteristic of matrices in both diagonal scaling and max algebra and is denoted by λ(A). It is easily proved that
Note that there are many efficient methods for finding the maximum cycle mean of a matrix, one of them is Karp's algorithm [20] of computational complexity O(n 3 ). The iterated product A ⊗ A ⊗ ... ⊗ A in which the symbol A appears k−times will be denoted by A (k) and we define
where I is the usual n × n identity matrix. It is easily seen that ∆(A) = Γ(I ⊕ A).
Since the (i, j) element of A (k) is the maximum weight of a path in D(A) from i to j of length k we immediately have the following observations which we collect in a lemma. For x ∈ R n + , diag(x) denotes the diagonal matrix in R n×n + whose diagonal is x, while for
Here boundedness is taken in any (and therefore every) norm on R n×n . Lemma 2.3. Let A be a nonnegative square matrix. Then
We now examine the impact of the condition λ(A) ≤ 1. Lemma 2.4. Let A be a nonnegative square matrix and let
Proof. Since λ(A) ≤ 1, we have by Lemma 2.2 that A ⊗ ∆(A) = Γ(A) ≤ ∆(A) and the result follows. We next prove a Proposition of some independent interest which will be referred to 1
Since this holds for i = 1, . . . , n, we obtain Γ(A) = ∆(A).
=⇒ 1. Let Γ(A) = ∆(A) and let
where the first and last equality hold by Lemma 2.3.
We now consider x > 0 and we put e = [1, 1, . . . , 1] t ∈ R n + . Theorem 2.6. Let A be a nonnegative square matrix and let µ be a positive constant. The following conditions are equivalent. 
There exists a positive vector x such that
Proof. Replacing A by A/µ we may assume that µ = 1 in the proof below. 
Since this holds for i = 1, . . . , n, we obtain 1. from Lemma 2.2 Remark 2.7. Thus in order to check the existence of a positive x ∈ R n + that satisfies (2.4) and to find one such vector we need only check that x := ∆(A/µ) ⊗ u with u > 0 satisfies this inequality for an arbitrarily chosen u > 0, see Theorem 2.6(3). It may be computationally better not to compute ∆(A/µ) for this purpose, instead put x (0) = u and then iteratively
Note that it is also unnecessary to find λ(A) explicitly. [12] . This result may also be derived from an extensive theory of max eigenvalues and eigenvectors found in several places, e.g. [7] , [8] , [15, Chapter 4] and [2] .
We now sum up our results in the following Corollary. In order to state it, we define two sets of positive vectors associated with A ∈ R n×n + ,
is the set of all max combinations of the columns of ∆(A) that are positive. Our corollary corresponds to the case µ = 1 in Theorem 2.6. To obtain the general case of µ > 0 replace A by A/µ. We here emphasize that all needed information is encoded in ∆(A).
Corollary 2.9. Let A ∈ R n×n + . The following are equivalent:
(1) ⇐⇒ (3) . By the equivalence of (1) and (5) in Theorem 2.6. (4) =⇒ (3). Clear, since Comb
then it follows from Lemma 2.3 that x = ∆(A) ⊗ x and so x ∈ Comb + (∆(A)). To show the reverse inclusion, note that Theorem 2.6 (5) holds, since Sol + (A) = ∅. Hence, if x ∈ Comb + (∆(A)), we apply Theorem 2.6 (2) and Lemma 2.3 to obtain x ∈ Sol + (A).
3. Applications to diagonal similarity scaling. The equivalence of (1) and (5) of Theorem 2.6 is the content of Theorem 7.2 and Remark 7.3 of [12] . Thus we have given a simple max algebra proof of that scaling result. In fact, our proof yields more for we may apply Corollary 3.5 to obtain all solutions of Problem 1.1. We can apply our result to the problems stated below. The fourth of these was considered in [19] who proved a necessary and sufficient condition for the existence of a solution and a method to compute it. The first three problems are special cases of the last one and were solved in some of the references given in the introduction, see [19] for more information. Our techniques allow us to describe efficiently all solutions of these problems in a concise form. 
We note that Problem 3.3 is obtained from Problem 3.4 by putting k = 1 and then Problems 3.2 and 3.1 are obtained from Problem 3.3 by putting C = B and C = 0 respectively.
Suppose that D(C) ⊆ D(A) ⊆ D(B). First, it is easily seen that X −1 AX ≤ B is equivalent to (A/B) ⊗ x ≤ x, where A/B is defined by
Second, we have
Third, note that x is a solution to A ⊗ x ≤ x and B ⊗ x ≤ x if and only if it is a solution to (A ⊕ B) ⊗ x ≤ x. Of course, this remark extends to a sequence of matrices. We can now apply these observations to Corollary 2.9 to add information to known results. We also replace Condition (1) of Theorem 2.6 by the equivalent form given in Lemma 2.2 (3) in order to stress that all the information we need is encoded in ∆(Q) for a well-chosen matrix Q.
Then, for Problem 3.4, the following are equivalent:
1.
diag(∆(Q)) = I. Comb + (∆(Q)). We note that the equivalence of (1) and (2) in Theorem 3.5 can be found in [19] . Putting k = 1 in Theorem 3.5 and then C = B or C = 0 we obtain the following Corollary. (1), (2) and (3) of Theorem 3.5 are equivalent, where
• for Problem 3.1,
• for Problem 3.2,
• and for Problem 3.3 T we obtain x := ∆(Q) ⊗ u = [1 3 
]
T and for X =diag(x) we have 4. Full term rank scaling. The main aim of this section is to introduce and solve a new type of a scaling problem, formulated as Problem 4.6 below. For simplicity we first deal with an auxiliary problem (Problem 4.2) which, however, may be interesting on its own. Having dealt with a theoretical solution of Problem 4.6, we then describe an algorithm which finds it.
Given A = (a ij ) ∈ R n×n + we put
for every permutation π in the set P n of all permutations of 1, . . . , n. We will abbreviate w(A, π) by w(π) when it is clear to which matrix it refers. We will also use the following notations:
We will be concerned with the permutations in ap(A), also called maximal permutations. We begin by stating some evident properties of the set ap(A), which are found in a slightly different terminology in [5] . 
for every π ∈ P n and hence
ap(B) = ap(A).
In particular,
We now introduce our first problem in this section. In what follows the symbol id stands for the identity permutation. (a 11 , . . . , a nn ) and let 1 (or, equivalently, λ(Q) = 1) .
n, find a diagonal matrix X with positive diagonal elements such that the scaling
X −1 AX = B = (b ij ) satisfies b ii = max j b ij = max j b ji for all i = 1, ..., n. (4.2) Note that b ii = a ii , i = 1, . . . , n, if such a scaling exists. Theorem 4.3. Let A = (a ij ) ∈ R n×n + with a ii > 0, i = 1, ..., n. Let L = diagQ = L −1 ⊗ A ⊕ A ⊗ L −1 .(b) If λ(Q) ≤ 1, then B = X −1 AX satisfies (4
.2) if and only if
Proof. Let B ∈ R n×n + be defined by This leads to the following algorithm. We note that Step 1 is essentially solving the assignment problem for which solution methods may be found in many standard texts, e.g. [21, Chapter 5] , [17] and [22, pp. 248-255] .
such that B = XAY for some diagonal matrices X and Y with positive diagonal, B having row maxima α 1 , ..., α n , column maxima β 1 , ..., β n and for some permutation π ∈ P n the entry b i,π(i) is both a column and row maximum (for every i ∈ N ); or an indication that no such matrix exists.
[1] Find π ∈ ap(A). If w(π) = 0 then STOP (w * (A) = 0, B does not exist).
[2]
Check that α i = β π(i) , i = 1, . . . , n. Else STOP (B does not exist). [3] Permute columns (or rows) of A so that π = id. Denote the new matrix by A.
[4] Scale the columns (or rows) of A so that a ii = α i (i = 1, ..., n). Denote the new matrix by C.
[5] Set L = diag(α 1 , ..., α n ) and
[6] If λ(Q) > 1 then STOP (B does not exist). [7] Compute x := ∆(Q) ⊗ u where u ≥ 0, u ∈ R n + and x > 0. (Note that it suffices to take any u > 0 or, if ∆(Q) > 0, we may take u ≥ 0, u = 0.) Let X = diag(x).
[8] Set D = X −1 CX and apply to D the column (or row) permutation inverse to the one used in Step 3. The resulting matrix is B. T we obtain in Step 7 X = diag (1, 6, 3) and finally in Step 8 we obtain the full term rank scaling Since λ(Q) > 1, no full term rank scaling of A exists. Note that the permutation (2 1) does not satisfy the requirement of Step 2. This example also shows that the hypothesis of Theorem 4.7 cannot be omitted. 
