The topological techniques referred to in the abstract, stem from two results. The first is by J.A. Lindberg, Jr. [12, Proposition 1.3] which shows that Φ B possesses a property similar to that possessed by a covering space of Φ A . The other result is by G.A. Heuer [6, Th. 3.5] which shows that under certain connectedness assumptions, Φ B is a covering space (in the sense of Chevalley [5] ) of Φ A . This classical notion of a covering space will not be used since we do not wish to limit ourselves to working with a connected and locally connected space Φ A . At the other extreme, we do not need the full generality used by S. Lubkin in [13] . We will therefore modify Lubkin's definition and work with our own version of a covering space. The first section of this paper develops all aspects of this notion which we will be using.
We present some of the basic notions of the Arens-Hoffman extension in §2 and then show that in a very special case (which includes the case where Φ A is a connected space), the fundamental theorem of the Galois theory for commutative rings [4] can be applied.
In §3 and §4, we characterize the fixed algebras of the subgroups of the Galois group in terms of our notion of a covering space. This will be done under the assumptions that A is semi-simple and that the generating polynomial a(x) factors completely over B. After obtaining results for the special case dealt with in §2, we prove corresponding results for the general situation. This paper builds upon the work of G.A. Heuer [6] , J.A. Lindberg, Jr. [11] and [12] and Heuer and Lindberg [7] . 578 DAVID T. BROWN 1* DEFINITION. Let X and Y be topological spaces, and let p be a continuous mapping of X onto Y. We will say that (X, p) is a local covering space of Y if card (p~\y)) (= cardinality of the set {p~ί(y)}) is a finite constant for each y e Y (this constant may depend on yeY ) and if for each ye Y with p~ι(y) = {aά, α? 2 , •••,%}, there exists disjoint neighborhoods C/i, ί7 2 , •••, U k in X of ^x, x z , * 9 x k respectively such that p restricted to each U ζ is a homeomorphism of U* onto j>(^) and jr 1^) ) -Uί=i U t . In the event (X, p) is a local covering space of Y with the property that card (p~\y)) is a constant independent of y e Y, we will say that (X, p) is a covering space of F.
We give a necessary and sufficient condition that (X, p) be a local covering space of Y in the case where both X and Y are compact Hausdorff spaces. We note that the compactness of X implies that the cardinality of each fiber p~ι(y) in X must not only be finite, but must also be bounded by some integer. THEOREM (and card (p~ι(y) ) is a finite constant independent of yeY). Since X -p"\p{V^) is a compact subset of X, p(X -p^ipiVΊ))) = Y -p(Vj) is a compact, and therefore closed, subset of Y. Therefore PiVΊ) = 2>(Z7i Π V) is an open subset of Y which contains y 0 and which is contained in p (V) . Thus, p(V) is an open subset of Y. Consequently, p is an open mapping.
Assume X and Y are compact Hausdorff spaces and p is a continuous mapping of X onto Y. Then (X, p) is a local covering space (covering space) of Y if and only if p is an open mapping with the property that for each x e X, there exists a neighborhood V x in X of x such that p restricted to V x is one-to-one

Proof. Assume (X,
To prove the converse, assume p is an open mapping, which satisfies the given condition. Let y o e Y and set p~\y 0 ) -{x ίf , %}. Since X is a Hausdorff space, there exist mutually disjoint open neighborhoods V lf F 2 , , V k in X of x lf x 2 , , x k respectively. We assume that p restricted to each F* is one-to-one (if not, replace each F< by F 4 Γί The proof is now completed by applying to the TF/s the argument used on the CZ/s in the case W = φ.
From now on, when we write the phrase "(V, r) is a local covering space (or covering space) of i7", we will assume both V and U are compact Hausdorff spaces and r is a continuous mapping of V onto U. Note that a subset of a compact Hausdorff space is closed if and only if it is compact, and a continuous mapping between two such spaces is a closed mapping. Also, if r and s are two mappings such that the composite mapping ros is defined, we will write rs for ros. LEMMA 1.2. Let (X, p) and (Z, q) , then u(x) and wφ(x) are both in U, and furthermore, qu(x) = p(x) = pφ(x) = qwφ(x). Since q | V is one-to-one, w(a?) = w0(α;). This means xeH.
We have thus shown that VczH which implies that H is an open subset. This completes the proof.
The next result enables us to work first with components of spaces and then to extend to open and closed subsets. An equivalent form of the following lemma can be found in [8, p. 47 
F<. Let C and D be the components in X such that x 0 e C and x' Q e D. Let y ± be any element of p(C) and assume card (p~\y^ Π C) = m. 
Thus for x e p~ι(y) Π iζ>, r(ίc) is an element of r(Uj) for some j. Since the latter set is a subset of
(ii) P is a closed set. Let y L be a point in the closure of P and assume there exists 1^) Π F, r(.τ) must be a point in p~\y) Π i^0. Thus r(V) Π if 0 is nonempty. This is a contradiction. Therefore any x x in p^iyj Π if 0 has the property that r(x ι ) e iΓ 0 . This means y λ e P and thus P is a closed set.
Finally, consider the set Q -p~\P) Π K o . This is an open and closed set in X which contains C. Since pr = p, and r(p~1(P)) c p~\P), r maps Q into itself. But the fact that r\K 0 is one-to-one and card (p~\y) Π K o ) -m for all y e P implies that r must map Q onto itself.
Define a mapping 0 of X into itself by φ | Q = r | Q and ^ is the identity elsewhere. Since K o a K and r \ K o is one-to-one, φ \ K is a one-to-one mapping of iί onto itself. It follows that φ(x 0 ) = xό and φ e E(X: Y). This completes the proof for the case where C and D are the same component. Therefore the proof of Lemma 1.6 is complete.
We have the following corollary to the proof of the above lemma. 
, independent of yep(C). Furthermore, if K is any open and closed set in X which contains C and if r is a continuous mapping of X into itself such that pr = p and r(C) = C, then there exists an open and closed set Q in X with the following properties:
We also remark that if C and D are distinct components such that p(C) = p(D), then the corresponding open and closed sets Q c and Q D given by the above corollary can be chosen such that they are disjoint and such that p(Q c ) -p{Q D ).
The above two results now yield a structure theorem for local covering spaces. This part of the proof is completed by using the fact that Y is a compact space. Since the converse is immediate, the proof is complete.
DEFINITION. Assume (X, p) is a local covering space of Y and K is any open and closed set in X. We will say that a subset E of E(X: Y) is {simply) transitive on the fibers of K if for any y e p{K) and for any two points x x and x 2 in p~\y)
If for any yep(K), card (p~ι(y) Π K) = m, then a subset E of i?(X: Y) is simply transitive on the fibers of K if and only if E contains exactly m elements no two of which agree at any point of K.
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We have an additional corollary to Lemma 1.6.
is a local covering space of Y and let K be any open and closed set in X. If E(X: Y) is transitive on the fibers of X, then E(K: p(K)) is transitive on the fibers of K.
For the remainder of this section, we will deal exclusively with covering spaces. (Our application of local covering spaces does not occur until the last section of this paper.) The next result is the second of our two major lemmas in this section. LEMMA 
Assume (X, p) is a covering space of Y. Then E(X: Y) is transitive on the fibers of X if and only if there exists a subset E of E(X: Y) which is simply transitive on the fibers of X.
Proof. Assume there exists elements Φi,φ 2 , 9 φ n in E(X: Y) (n = card (p~\y)) for all y e Y) such that for any x e X and i Φ j Φi(x) Φ Φj(%). Let ye Y and let x, and x 2 be any two points in p~\y). Since card {{φ^x^: i = 1, 2, , n}) = n = card {p~\y)), there exists a j such that φjixj) = x 2 . Thus E(X: Y) is transitive on the fibers of X.
Assume E(X: Y) is transitive on the fibers of X and let D be a component in Y. We will construct n elements of E(X: Y) no two of which agree at any point of p~\D). As in the proof of Corollary 1.8, p~\D) = UΓ=i Xj where the X/s are mutually disjoint components of X which are open and closed with respect to the relative topology of p~ι (D) . If Xi and X ά are any two distinct components, then there is at least one homeomorphism ψ in E(X: Y) such that φ{Xi) Π X 3 is nonempty. But the latter set is open and closed with respect to the relative topology of p~ι{D). Thus φ(Xi) = X 3 . Consequently, there is a constant k independent of j = 1, 2, , m such that card (p~\y) Π X 3 ) = k for all y e D. (Note that km = n).
For any y e D, arbitrarily label the points of p~\y) Π X 3 by x u , %2j, ' -,%kj-Since E(X: Y) is transitive on the fibers of X, for each 2 , , φ n ) has the property that no two of its elements agree at any point of X. That is, the set E = {φ 19 φ 2 , , φ n ) is simply transitive on the fibers of X. This completes the proof of Lemma 1.10.
We emphasize that the set E given by the above lemma does not in general form a subgroup of E(X: Y). Also, the elements in the set E are not unique. The proof of Lemma 1.10 yields the following corollary, which will be exploited in the final section of this paper. There is one case where the set {φ lf , φ n ) given by Lemma 1.10 does form a subgroup of E(X: Y). COROLLARY 
Assume (X, p) is a covering space of a connected space Y. Then E(X: Y) is transitive on the fibers of X if and only if there exists an n th order subgroup of E(X: Y) which is simply transitive on the fibers of X. Also, if X is connected, then E(X: Y) is transitive on the fibers of X if and only if it is simply transitive on the fibers of X. (This implies that E(X: Y) is transitive on the fibers of X if and only if its order is n).
The final topic in this section deals with the "orbit space" of a finite subgroup of E(X: Y). We assume (X, p) is a covering space of Yand let E be a finite subgroup of E(X: Y).
Denote by X/E the space of equivalence classes determined by the equivalence relation defined by R. We endow this space with the quotient topology. That is, the largest topology (greatest number of open sets) which makes the projection map
is an open subset of X (see [10, p. 94] 
is an open subset of X. Therefore, P is an open mapping of X onto X/E [10, p. 97] . It follows from [10, p. 98] that X/E is a Hausdorff space. Moreover, since P is a continuous mapping, X/E is a compact space. Consequently, P is also a closed mapping.
To summarize, if ^7 is a finite subgroup of E(X: Y), then the " orbit space" X/E is a compact Hausdorff space with respect to the quotient topology. Also the projection mapping P of X onto X/E is a continuous, open and closed mapping. If follows from Theorem 1.1 that (X, P) is a covering space of X/E if and only if card (P~](P(x))) is a finite constant independent of P(x) e X/E. We also note that the subgroup E of E(X: Y) is transitive on the fibers of (X, P). LEMMA 
Assume (X, p) is a covering space of Y and assume E is a finite subgroup of E(X: Y) with the property that no two elements of E agree at any point of X. Then (X, P) is a covering space of X/E. Conversely, if (X, P) is a covering space of X/E, then E possesses a set of k ( = card (P~1(P(x))) for all P(x) e X/E) elements which is simply transitive on the fibers of (X, P).
Proof. From the above remarks, we need only show that card (P-'iPix))) is a constant independent of P(x) e X/E. Since P~ι(P{x)) = \J φeE {x f e X: φ{x) = x'}j the assumption on E implies that for each P(x) e X/E, card (P~ι(P(x))) = order of E.
Since E is transitive on the fibers of (X, P), the converse follows from Lemma 1.10. This completes the proof. 2* After presenting some basic facts concerning Arens-Hoffman extensions, we give a necessary and sufficient condition for the generating polynomial to factor into monic linear factors over B. The final objective of this section is to apply the fundamental theorem of the Galois theory for commutative rings [4] .
We assume A is a commutative Banach algebra over the complex field & and we assume A possesses an identity element e. Let a(x) = χn _| _ Σΐlϊ (XiX* be a monic polynomial in A [x] . Denote by (a(x)) the principal ideal in A[x] generated by a(x). Then R. Arens and K. Hoffman have shown in [2] that B = A[x]/(a(x)) possesses a family of equivalent norms with respect to which B is a Banach algebra with the property that the natural embedding of A into B is an isometric isomorphism of A onto a closed subalgebra of B. The family of norms is given by 588 DAVID T. BROWN Λ-l Σ Σ llαillί* (for where £ is any positive number such that ΣSH^II^^^. Since such a £ always exists, we take t = 1. We refer to i? as the ArensHoffman extension of A with respect to α(α?).
We denote the coset x + (a(x)) in j? by £ and the coset α + (α(aθ) in B by α for any aeA. Thus any element in B is uniquely expressible in the form ΣU ^Γ for a { e A. Also, the norm of such an element is 11 ΣS 1 <iit 11 = ΣS 1 11 &i 11 where the latter norm is the given norm in A.
If β(x) = ^Σjf^βiX 
(h,X) = h for (h,X)eΦ B is a continuous open mapping [12, §1]. If β(x) e A[x], the discriminant d β of /3(#) is defined as in [15, p. 82] and is an element of A. Furthermore for h e Φ A , d β (h) is the discriminant of β h (x). Thus d β (h) -0 if and only if β h (x)
= 0 has at least one root of multiplicity ^ 2. Throughout this paper we will be assuming that the generating polynomial a(x) has an invertible discriminant d. Thus d(h) Φ 0 for each h e Φ A . Therefore, π~ι(h) consists of precisely n (= degree of a(x)) distinct points in Φ B for each h e Φ A . In order to simplify the statements of our results, we denote by I(A) (or simply I if there is no confusion as to the algebra in question) the collection of all monic polynomials in A [x] having an invertible discriminant in A.
For the remainder to this paper we assume A is a commutative Banach algebra over the complex field ^, A has an identity element e, and B = A [x]/(a(x) ) is the Arens-Hoffman extension of A with respect to the n th degree polynomial a(x) e I. (x) . Thus the degree of r(x) is at least n. This is a contradiction and the proof is complete.
The next theorem uses the full machinery for covering spaces which was developed in the first section. THEOREM 
A necessary and sufficient condition for a(x) to factor into monic linear factors over B is that the group E(Φ B \ Φ A ) is transitive on the fibers of Φ β . Moreover, if the condition does hold, we may select the n distinct roots of a(x)
-
2]), we have a mapping from G(B: A) into E(Φ B : Φ A ).
This mapping is order reversing and, by [11, Corollary 6.5] , it is also one-to-one and onto. Thus The proof is complete since the reverse inclusion always holds. DEFINITION. ([4, Definition 1.4 and Th. 1.3, ). Let G be a finite group of automorphisms on a commutative ring S and let R = {s e S: g(s) = s for all g e G}. Then S is called a Galois extension of R with Galois group G if for any g e G and any maximal ideal M in S, there exists an element s e S such that s -g(s) $ M.
As is shown in [4] , S is a Galois extension of JB with Galois group G if and only if S is a separable iϋ-algebra (i.e., S is a protective S 0 R S-module) and the elements of G are pair wise strongly distinct. (Two ring homomorphisms h λ and h 2 from T into [7 (both commutative rings) are called strongly distinct if for any nonzero idempotent u in U there exists an element te T such that hjftu Φ h 2 (t)u.) LEMMA 
// G 0 (B: A) is a subgroup of G(B: A) such that G 0 (B: A)^ is simply transitive on the fibers of Φ B , then B is a Galois extension of A with Galois group G 0 (B: A).
Proof. By Lemma 2. In the event Φ A is connected, the above result is not new (see [9, Th. 2.2] ). DEFINITION. ([4, p. 22] ). Let 21 be any Banach algebra which contains A and which is a Galois extension of A with Galois group G. Then a subalgebra F of 21 is called G-strong if the restrictions to F of any two elements of G are either equal or strongly distinct as maps from F into 2ί. THEOREM 2.7. ([4, Th. 2.3, p. 24 We first present a few facts concerning subalgebras of B.
]). Assume G 0 (B: A) is a subgroup of G(B: A) such that G 0 (B: Ay is simply transitive on the fibers of Φ B . Then there exists a one-to-one lattice inverting correspondence between the subgroups of G 0 (B: A) and the separable A-subalgebras of B which are G 0 -strong. If F is a separable A-subalgebra of B which is Go-strong, then the corresponding subgroup is G 0 (B: F) -{g e G Q (B: A): g(c) -c for all c e F). Moreover, for g e G 0 (B: A), G 0 (B, g(F)) = g G 0 (B: F)g~ι. A subgroup G of G Q (B: A) is a normal subgroup if and only if the fixed algebra F of G is mapped onto itself by every element of G 0 (B: A). In this case, F is a Galois extension of A with Galois group G 0 (B: A)/G.
Assume F is a closed subalgebra of B which contains A. We define the restriction mapping
Since V F is the dual of the injection mapping of F into B, V F is continuous [14, p. 116 , g r }. If, for heΦ A and for any two points (h, λ) and (h, V) in π~\h), P(h, λ) Φ P(h, λ'), then for each j = 1, 2, ..., r, <?;(&, λ) =5* (/&, λ'). By [14, Lemma 2.6.9] there is an element beB such that b(h, λ') = 0 and δ(0*(Λ, λ)) = 1 for each j. Let c = Π [2, Th. 4.3] . Therefore #(c) = c.
To prove the second assertion in the lemma, since (Φ B , V F ) is a covering space of Φ F and since no two elements of E 0 (Φ B : V F : Φ F ) agree at any point of (Φ By V F ) (i.e., on Φ B viewed as the covering space (ΦB, V F ) of Φ F ), k = card (Vγ(^)) ^ order of E Q (Φ B : V F : Φ F ). We will show that the latter group is transitive on the fibers of (Φ B , V F ). (This will imply that it is simply transitive on the fibers of (Φ B , V F )).
Let /ίeΦ F and let (h, λ) and (h, λ') be any two points in V F \^). The fact that F is G 0 -strong implies that g must be an element of G 0 (B: F). Therefore Φ e E 0 (Φ B : V F : Φ F ). Thus the latter group is transitive on the fibers of (Φ B , V F ). This completes the proof. 
Proof. Let B, = F[z]/(a(z)). Since a{z)eI(F),B γ
is a semi-simple Banach algebra [2, Th. 4.3] The fact that u^iz) e I^F) implies that UiβiφeliUiF) for ΐ = 1, 2, --, s. Since card(F^(^)) = k for each ^ G Φ F , and since w is a homeomorphism of (Φ#, V^) onto K such Therefore F must also be the fixed algebra of G 0 (B: F) . This completes the proof of Theorem 3.5.
We note that the above theorem need not be true if A is not semi-simple, since there may exist two distinct closed subalgebras of B which contain A and which have the same carrier space. 
property that B (viewed as an extension of F) can be algebraically and topologically identified with F[y]/(β(y)).
Proof. From the above proof, the mapping T defined by ίΠΣfcί/ΛO = ΣfcoΛϊ* for f t e F is an isomorphism of D onto B. We show that T is also a homeomorphism.
Assume the norm on D is given by || Σfco/Λ* il = Σί=o 11/; P* f°r some positive number t. Let L = min {t 4* In this section, we will prove a theorem similar to Theorem 3.7, but the condition that a subgroup of E(Φ B : Φ A ) exists which is simply transitive on the fibers of Φ B will be weakened.
Our assumptions throughout this portion of the paper are as follows: A is semi-simple, and a(x) factors into monic linear factors over B. 
