Using a Gaussian standing wave at ϭ589 nm as an atom optical lens, we have focused a thermal atomic sodium beam. We have examined the limits of the resolution of this focusing technique, and have made structures with linewidths of 13 nm and contrast of 6:1 with a short focal length atom optical lens. While numerical simulations predict that smaller structures should be attainable with shorter focal lengths, we find that the resolution deteriorates for focal length shorter than f Ϸ16 m.
I. INTRODUCTION
An atom optical lens can be used to focus a neutral atomic beam to nanometer resolution. 1 The focusing action of these lenses is derived from the interaction of the induced dipole moment of an atom and a nearly resonant, inhomogeneous light field; these are the same forces that are used for laser cooling and trapping of atoms. The focusing properties of these lenses are analogous to gradient-index optical lenses, where an inhomogeneous media is used to redirect trajectories in a predetermined way. Gaussian standing wave ͑SW͒ atom optical lenses have been particularly scrutinized, as they provide a convenient means for creating many identical atom optical lenses, allowing for the creation of nanometer scale features over large areas.
The Gaussian SW has an intensity distribution of I(x,z)ϭI 0 cos 2 (2x/)exp(Ϫ2z 2 / 2 ), for zϽz f and I(x,z) ϭ 0 for zϾz f . This intensity distribution is interposed between a collimated atomic flux propagating along the z direction, and a substrate located at zϭz f , as illustrated in Fig.  1 . The 1/e 2 radius of the laser beam is defined as and is the wavelength of the light that is nearly resonant with the atomic transition. The interaction between this inhomogeneous light field and the induced atomic dipole produces a series of potential wells spaced every /2 along x. If the time required for the atom to transit the SW in the z direction is equal to the time it takes to reach the energy minima in the x direction, then the atomic beam is focused into a grating on the substrate. 2 The intensity I 0 and the detuning between the light and the atomic resonance ⌬ are chosen to satisfy the timing criterion. 3 The resolution of a Gaussian SW atom optical lens is a function of the divergence of the atomic source and the focal length of the atom optical lens. 4 The divergence of the atomic trajectories associated with a thermal flux effectively produces a finite size object at a distance z 0 from the lens; the object size is approximately given as ␦x 0 ϭz 0 ϫ⌰, where ⌰ is the angular divergence of the source. According to ray optics, f /(z 0 Ϫ f )ϭ␦x i /␦x 0 . If z 0 is large compared to f , the image size is approximately ␦x i ϭ f ϫ⌰. This relationship leads us to strive for higher resolution by reducing either the source divergence, the focal length of the SW lens, or both. In this article, we examine focusing a neutral sodium beam with short focal length Gaussian SW atom optical lenses. While numerical simulations have shown that features smaller than 10 nm should be achievable with Gaussian SW atom optical lenses with focal lengths less than f Ϸ12 m, experimentally we find that for focal length below f Ϸ16 m the resolution deteriorates, contrary to numerical predictions.
II. THEORY
The potential created by the atom-light interaction can be expressed in the dressed state picture 5 as
where ⌬ӷ⌫. For linear polarization I s ϭ11.4 mW/cm 2 for sodium at this wavelength, 6 the excited state linewidth ⌫ϭ10 MHz. For ⌬Ͼ0, this potential corresponds to the weak-field seekers, so the atoms are focused to the regions of low intensity in the SW. We can make a heuristic argument for an expression of the SW focal length, using the geometrical relationship between the transverse momentum transfer on the atomic center of mass, ␦p x (x)
; the total momentum of the atom p; and the atom optical focal length associated with the Gaussian SW f :x/2f ϭ␦ p x /p. It can be shown that
where we have assumed that ⌬Ͼ⌫(I/2I s ) 1/2 . The maximum power in one of the traveling wave components of the SW is given by PϭI 0 2 /2, P s ϵI s v z /2⌫, where v z is the average longitudinal velocity and ⌽(2z f /) is the complementary error function.
Equation ͑2͒ shows how the focal length of a Gaussian SW lens approximately scales with ,⌬, and P. We have shown that large ⌬ are advantageous because the effects of spherical aberrations in the SW lens are reduced. 4 The power in the input beam necessary to focus at z f ϭ0 has been shown by McClelland 7 to depend only on ⌬, so for a fixed ⌬ the input power is constant for all . So, to change f for a fixed ⌬, and P, we need to change , the Gaussian waist diameter of our SW beam. a͒ Electronic mail: rbehringer@bell-labs.com Equation ͑2͒ also shows that focal length can also be adjusted by changing the shape of the intensity envelope in the z direction; this changes the argument of the complementary error function, ⌽(ͱ2z f /). To focus with different envelopes, the power in the input beam must be adjusted accordingly. For example, to focus with a sample placed at z f ϭϪ/2 requires that the power in the input beam be increased by about a factor of six. We have examined the effects of envelope shape on the performance of a Gaussian SW and these results are presented elsewhere. 8 We have used Eq. ͑2͒ as a guide to the behavior of the focal length of a Gaussian SW lens; we have used numerical simulations to more precisely determine the conditions necessary to bring the atomic beam into focus. The details of the calculations have been presented elsewhere. 3 In the simulations, the velocity and position of the atoms are found by solving the classical equations of motion with the potential from Eq. ͑1͒ at 0.5 ns time steps. The longitudinal velocity of the beam is assumed to have a Boltzmann distribution, determined by the oven temperature of 672 K. This gives a most probable velocity of about 860 m/s. The intensity in the simulations has been adjusted to achieve the highest resolution, which is about 1.5 times the intensity needed to optimally focus the most probable velocity. 6 The transverse velocities are assumed to have a Boltzmann distribution corresponding to a beam with a temperature of 25 K, consistent with polarization-gradient cooling. 9 After the atoms are allowed to propagate through the lens, the final positions of the atoms are discretized in 1 nm steps, and summed. The resulting histogram displays the thickness of the deposited film as a function of position in the x direction. There is no accounting made for surface collisions or surface diffusion processes in these simulations. Figure 2 is a plot of the results of these simulations. The plot shows the resolution ␦x as a function of the Gaussian waist for three transverse temperatures, 250 K, 25 K, and 100 nK. The simulations predict that the resolution will improve as is reduced, but not linearly as predicted by Eq. ͑2͒. This plot also shows that the resolution is improved for decreased angular divergence of the atomic beam. We have examined the scaling with focal length at two different transverse beam temperatures experimentally, by using optical molasses, and polarization-gradient cooling, and these data are also plotted in Fig. 2 . The simulations at 100 nK demonstrate what could be achieved with extremely low transverse temperatures. While 100 nK temperatures have been demonstrated using sub-Doppler optical cooling methods, 10 the capture range of this cooling method is small. So, while the simulations predict that structures as small as 7 nm could be achieved at these temperatures, the focused flux would be low and contrast will suffer.
III. EXPERIMENT
The experimental apparatus used in these experiments has been described previously.
1 Briefly, it consists of an ultrahigh vacuum ͑UHV͒ chamber which holds a mechanically collimated atomic sodium source, directed at a sample holder. The mechanically collimated atomic beam passes through two light fields, the first is used for optical cooling to further reduce the atomic beam divergence. The second forms the Gaussian SW used to focus the atomic beam. It is detuned ⌬ϭϩ1.7 GHz from the sodium D 2 transition (ϭ589 nm͒ with an input power of 8 mW. Connected to the UHV deposition system, is an UHV scanning tunneling microscope ͑STM͒ which is used to image the deposited structures in UHV after deposition. Prior to deposition, the silicon substrates are prepared by baking in UHV to clean the surface and provide pinning sites to restrict the mobility of the deposited sodium of the Si surface.
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Figure 3͑a͒ is a STM micrograph of as-deposited sodium lines on a Si surface. In this deposition ϭ29 m and the deposition lasted 40 s. The deposition time is limited because the STM is unable to dynamically retract more than about 20 nm, so the lines are comprised of isolated Na islands that are about 10 nm in diameter. The roughness along the edges of the lines is indicative of this grain size, not of roughness in the optical potential used for focusing. During the deposition, ⌬ϭϩ1.7 GHz, Pϭ8 mW, and the sample was placed in the center of the Gaussian intensity envelope, z f ϭ0. Figure 3͑b͒ is an averaged line scan of the data shown in the top of Fig. 3 . This line scan is made by averaging over all the scans in the y direction and then subtracting the 0.95 nm average surface roughness found on a clean Si surface before deposition. From this averaged line scan we can infer a deposited linewidth of about 13 nm. From this line scan we can also infer the contrast of this deposition to be 6:1. Here we define contrast as the ratio of the thickness at the center of the deposited line to the thickness between the lines, 147.25 nm away. We perform this average in order to deduce the deposited linewidth without the effect of the sodium forming grains along the length of the line. Figure 3͑c͒ shows the results of a numerical simulation of focusing with the conditions used in Figs. 3͑a͒ and 3͑b͒. It can be seen that at this focal length, f Ϸ16 m, the simulations and deposited linewidths are in good agreement. Figure 2 indicates that by reducing the focal length below f Ϸ16 m and ϭ29 m, the linewidth should be further reduced. Figure 4͑a͒ shows three STM images deposited with ͑iii͒ ϭ115 m, ͑ii͒ ϭ29 m, and ͑i͒ ϭ19 m. Figure 4͑b͒ shows the averaged line scans of these images, and Fig. 4͑c͒ shows the results of numerical simulations for the conditions used in Fig. 4͑a͒ . All three of these gratings were deposited with z f ϭ0. The reduction in linewidth predicted by the simulations is observed when is reduced from 115 to 29 m, see Fig. 4͑b͒ ͑iii͒ and 4͑b͒͑ii͒. The simulations also predict that as the focal length is further reduced, by decreasing to about 19 m ͓Fig. 4͑c͒͑i͔͒ the linewidth should be about 11 nm. Experimentally however, the linewidth increases from 13 to about 20 nm, as is reduced from 29 to 19 m.
Reducing the focal length by changing the intensity envelope has shown similar results. Figure 5 shows STM images of lines deposited with ϭ29 m, the upper image was deposited with z f ϭ0 and the lower image was deposited with z f ϭϪ/2. The power used to focus when the sample is placed at z f ϭϪ/2, is 40 mW. Simulations of this focusing condition indicate that the deposited linewidths should be about 11 nm, indicating that this configuration has produced the same focal length as a lens with ϭ19 m and z f ϭ0; this is shown in the bottom plot of Fig. 5 . Similar to what is seen in Fig. 4͑b͒ , the actual deposited linewidth in Fig. 5 is Ͼ 20 nm. So it appears that no matter how the focal length is achieved, when it is reduced below that achieved with ϭ30 m and z f ϭ0 (fϷ16 m) the focusing deteriorates.
The reason for this departure from the simple theory remains unclear. We have simulated the effects of velocity dependent forces in the SW, and have found that at these intensities and detunings, velocity dependent effects are negligible. We suppose that spontaneous emission and nonadiabatic effects 5 will begin to severely affect the focusing potential at these short focal lengths.
To alleviate these effects and deposit smaller structures, it will be necessary to reduce the source divergence. As was previously discussed, cooling to lower temperatures than those achieved with polarization-gradient cooling has been demonstrated; the consequence of using these cooling methods would be reduced contrast, or reduced throughput, if the high transverse temperature components could be expelled from a beam cooled in this manner.
IV. CONCLUSION
We have demonstrated that a Gaussian SW can be used to focus a thermal atomic beam into structures with linewidths of 13 nm. The focusing of the SW can be simulated using a simple theory, and our experiments and simulations agree except at small focal lengths. Independent of how the short focal length is achieved, deposited structures are more than a factor of 2 larger that simulation predictions. The minimum linewidth that can be deposited depends on the lowest transverse temperature that can be achieved, and the shortest focal length SW lens that can be made before the intensity in the SW lens becomes large enough so that the focusing begins to break down. In sodium this is a transverse temperature of 25 K and f Ϸ16 m. Unless a method for reducing the divergence of the atomic beam can be devised that does not adversely affect the performance of the Gaussian SW, this appears to be the practical limit of the focal length and resolution in the atomic deposition system.
