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ON A CLASS OF SUMS WITH UNEXPECTEDLY HIGH
CANCELLATION, AND ITS APPLICATIONS
ERNIE CROOT, HAMED MOUSAVI
Abstract. Following attempts at an analytic proof of the Pentagonal Number Theo-
rem, we report on the discovery of a general principle leading to the unexpected cancel-
lation of oscillating sums, of which
∑
n2≤x(−1)ne
√
x−n2 is an example (to get the idea of
the result). It turns out that sums in the class we consider are much smaller than would
be predicted by certain probabilistic heuristics. After stating the motivation, and our
theorem, we apply it to prove a number of results on integer partitions, the distribution
of prime numbers, and the Prouhet-Tarry-Escott Problem. For example, we prove that∑
`2<x
(−1)`p(x− `2) ∼ 2−3/4x−1/4
√
p(x),
where p(x) is the usual partition function; and also prove the following “Pentagonal Num-
ber Theorem for the Primes”, which counts the number of primes (with von Mangoldt
weight) in a set of intervals very precisely:∑
0≤2`<√xT
Ψ([e
√
x−(2`)2/T , e
√
x−(2`−1)2/T ]) =
Ψ(e
√
x)
2
+ O
(
e
√
xT−
1
4+o(1)
)
,
where T = e4α
√
x/3, where α = 1−
√
2
2+pi2 , where Ψ([a, b]) :=
∑
n∈[a,b] Λ(n) and Ψ(x) =
Ψ([1, x]), where Λ is the von Mangoldt function. Note that this last equation (sum over
`) is stronger than one would get using a strong form of the Prime Number Theorem
and also the Riemann Hypothesis (where one naively estimates the Ψ function on each
of the intervals; however, a less naive argument can give an improvement, as can be seen
in corollary 1.6), since the widths of the intervals are smaller than e
1
2
√
x, making the
Riemann Hypothesis estimate ”trivial”.
1. Introduction
The Pentagonal Number Theorem of Euler asserts that for an integer x ≥ 2,∑
Gn≤x
(−1)np(x−Gn) = 0
where Gn =
n(3n−1)
2
is nth pentagonal number. Various proofs of this theorem have been
developed over the decades and centuries - see [2]; but we wondered whether it was possible
to produce an ”analytic proof”, using the Ramanujan-Hardy-Rademacher formula - see
[1] - for p(x):
p(x) =
1
2pi
√
2
∞∑
k=1
√
x
∑
0≤h<k
(h,k)=1
ω(h, k)e
2piih
k
d
dx
sinh
(
pi
k
√
2
3
(x− 1
24
)
)
√
x− 1
24
 ,(1.1)
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where ω(h, k) is a sum over some roots of unity. Considering just the first two terms in
this formula, one sees that (see [3])
p(x) = p2(x) +O(
√
p(x)), where p2(x) =
√
12e
pi
6
√
24x−1
24x− 1
(
1− 6
pi
√
24x− 1
)
.
So, the Pentagonal Number Theorem implies∑
Gn≤x
(−1)np2(x−Gn) = O(
√
p(x));(1.2)
In fact one can get a better bound by using more terms in Ramanujan-Hardy-Rademacher
expression; one might call this a ”Weak Pentagonal Number Theorem”, which is an inter-
esting and non-trivial bound for the size of this oscillating sum of exponential functions
(−1)np2(x − Gn). It is worth pointing out that this bound is much smaller than what
would be expected on probabilistic grounds: if we consider a sum
S(X1, X2, · · · ) =
∑
Gn<x
Xnp2(x−Gn),
where the Xns are independent random variables taking the values +1 and −1, each with
probability 1
2
, then E(S2) =
∑
Gn≤x p2(x−Gn)2. So the quality of bound we would expect
to prove is
S 
(∑
Gn≤x
p2(x−Gn)2
) 1
2
However, the bound (1.2) is much smaller than the RHS here.
What we have discovered is that (1.2) is just the tip of the iceberg, and that there is
a very general class of sums like this that are small - much smaller than one would guess
based on a probabilistic heuristic. Roughly, we will prove that∑
f(n)≤x
(−1)nec
√
x−f(n) = ”small”,
where f is a quadratic polynomial (with leading coefficient positive), and c is some con-
stant. As a consequence of this and the Ramanujan-Hardy-Rademacher expansion for
p(n), we will prove that
(1.3)
∑
l2<x
(−1)lp(x− l2) ∼
√
p(x)
23/4x1/4
.
More generally and precisely, we prove the following.
Theorem 1.1. Let b, d ∈ R, a, c > 0; Also, let h(x) be (αx+ β)t for α, β, t ∈ R. Then∑
n:an2+bn+d<x
(−1)nec
√
x−an2+bn+dh(n) √xewc
√
x.(1.4)
where w > 0 is defined as follows. Set
∆(r) :=
√
√
ar
√
ar2 + 4 + r
√
a
2
− pir
c
, r ≥ 0
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If r = α is when ∆(r) is maximized, then w = min(1,∆(α)).
Remark 1.2. Obviously the assumption ∆(α) < 1 is to avoid getting a trivial result, and
if a, b, c, d, r are chosen in such a way that supr ∆(r) > 1, then this theorem becomes
useless. Also note that ac2 = pi2 in usual partition functions.
Conjecture 1.3. Observing the numerical results suggest that∑
q(l)<x
(−1)le
√
x−q(l) ∼ eo(
√
x).
And even this doesn’t exhaust all the types of oscillatory sums of this type that must
be small, for we can replace the square-root by a fourth- root, and then replace the
quadratic polynomial with a quartic. We will not bother to develop the most general
theorem possible here - perhaps oscillatory sums of the type∑
n
ξneg(x−f(n)) = ”small”
where f and g are approximately inverses and ξ is a root of unity.
There is another generalization when we pick a complex c in (1.4).
Theorem 1.4. Let T, x > 0 be large and x2 = O(T ). Also let α+iβ ∈ C and 0 ≤ α < 1+
for a fixed  > 0, and β <
√
T . Then for arbitrary δ > 0∑
l2<Tx
(−1)le(α+iβ)
√
x− l2
T = O
(√
T
|β|+ 1e
α(
√
2
2+pi2
+δ)
√
x
+
√
T
)
.
Note that if β = 0 and T sufficiently large, theorem 1.4 becomes a special case of
theorem 1.1 for a = 1, b, d = 0, and c → 0 with a much weaker result. We prove three
applications for these oscillation sums.
1.1. Applications to the Chebyshev Ψ function. First, we prove that in the Weak
pentagonal number theorem we can replace the partition function p(n) with Chebyshev
Ψ function.
Theorem 1.5. Assume  > 0, x is large enough and a = 1−
√
2
2+pi2
. We have∑
l2<xea
√
x
(−1)lΨ
(
e
√
x−l2e−a√x
)
= O
(
e(1−
a
2
+)
√
x
)
.(1.5)
The relationship with prime distribution: A weak version of theorem can be written as
Ψ(x) =
1
2
∑
0<2l<
√
xT
(−1)lΨ
(
e
√
x−l2/T
)
+O
(
e(
5
6
+)
√
x
)
where T = e
2
3
√
x.
Then define
I :=
⋃
0<2l<
√
xT
(e
√
x−(2l)2/T , e
√
x−(2l−1)2/T )
One can see that the length of I is almost half of the interval [0, x]. Roughly speaking
theorem 1.5 states that the number of primes in I, with weight log(p), is half of the
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number of primes, with the same weight; this prime counting gives stronger result than
one would get using a strong form of the Prime Number Theorem and also the Riemann
Hypothesis(RH), where one naively estimates the Ψ function on each of the intervals.
Because the widths of the intervals are smaller than e
1
2
√
x, making the Riemann Hypothesis
estimate ”trivial”. However, a less naive argument can give an improvement as follows.
Corollary 1.6. Assuming RH∑
l2<xea
√
x
(−1)lΨ
(
e
√
x−l2e−a√x
)
= O
(
e(
1
2
−a
4
+)
√
x
)
.(1.6)
Note that numerical results up to x < 100 shows very smaller error term in comparison
to (1.6). In particular, for example,∑
l2<40T
(−1)lΨ(e
√
40−l2/T ) 100 where T = 3000.
Remark 1.7. A more applicable identity may be the case with fewer terms, lower frequency,
in (1.5). We can choose the parameters to get∑
l2<xe2
√
x
(−1)lΨ(e
√
x−l2e−2√x) = O(x2e(1−)
√
x).
This identity does not give the same level of cancellation as RH anymore but still is better
than the best cancellation one can get from the current new estimates for Ψ function. Also,
the advantage is that the intervals (x− (2l)2e−2√x, x− (2l − 1)2e−2√x) are not as small
as what we had in (1.5). So it possibly is more suitable for combinatorial applications.
1.2. Applications to the usual and restricted partitions. A generalization of the
Pentagonal Number Theorem is the second application of the cancellation result. It is an
interesting question to find the second dominant term of general,”Meinardus type” integer
partitions. Our result is applicable in general if the second term of Meinardus’s Theorem
is known. But the known asymptotic formulas rely heavily on analytic properties of the
parts. For many types, we see a formula like
λ(n) ∼ (g(n))qe(k(n))θ
(
1− 1
(h(n))r
)
+O(λ(n)s)(1.7)
where 0 < s < 1 and θ, r, q > 0 and k(n) is a linear polynomial and g(n), h(n) are rational
functions. For example for usual partition function we have
g(n) =
√
12
24n− 1 , h(n) =
pi2
36
(24n− 1) , k = pi
2
36
(24n− 1) , s = θ = q
2
= r =
1
2
Assuming a partition function has form (1.7), we can conclude that for a quadratic poly-
nomial t(n) = an2 + bn+ d ∑
t(l)<n
(−1)lλ(n− t(l)) = O(λκ(n))
where κ = max(w, s) and w is defined as in Theorem 1.1, and s in (1.7). As long as
κ < 1, we can get a nontrivial approximate Pentagonal Number Theorem. We mention a
few specific examples.
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First we mention a weak pentagonal number theorem for certain approximations of the
partition function.
Proposition 1.8. Let
p1(x) =
epi
√
2x
3
4x
√
3
p2(x) = (
√
12
24x− 1 −
6
√
12
pi(24x− 1) 32 )e
pi
6
√
24x−1
p3(x) = (
√
6epiix
24x− 1 −
12
√
6
pi(24x− 1) 32 )e
pi
12
√
24x−1
be the first term, first two terms, and second two terms of Ramanujan-Hardy-Rademacher
formula, respectively. Then∑
Gl<x
(−1)lp1(x−Gl) = O(p(x)0.30)(1.8) ∑
Gl<x
(−1)lp2(x−Gl) = O(p(x)0.07)(1.9) ∑
Gl<x
(−1)l
√
p1(x−Gl) = O(p(x)0.04).(1.10) ∑
l2<x
p3(x− l2) = O(p(x)0.05)(1.11)
Note that equation (1.11) does not have the factor (−1)l; as ∑h ωh,2 in equation (1.1)
is (−1)
n
√
2
, there is a (−1)l factor which cancels the other (−1)l from the weak pentagonal
number theorem; this in turn eliminates the cancellation. In fact, if we put (−1)l, we get
the following proposition.
Proposition 1.9. For large enough x∑
l2<x
(−1)lp3(x− l2) ∼
√
p(x)
4
√
8x
.
So if p4(x) = p2(x)+p3(x) is the first ”four” terms in the Ramanujan-Hardy-Rademacher
expression for the partition function, then we get∑
l2<x
(−1)lp4(x− l2) ∼
√
p(x)
4
√
8x
,(1.12)
which immediately implies (1.3).
As another set of examples, it is reported in [9, Theorem 4] that the number of partitions
with parts of the form Mt± a, 1 ≤ a ≤M − 1, and (a,M) = 1 is
pa,congruent(n) =
pi csc(pia
M
)√
12Mn− 6a2 + 6Ma−M2 I1
(
pi
√
12Mn− 6a2 + 6Ma−M2
3M
)
+O(e
pi
√
n√
3M ).
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Theorem 1.1 can show a weak pentagonal number expression like∑
am2+bm+d<x
(−1)mpa,congruent(x− am2 + bm+ d) = ”small function w.r.t. x, a,M”.
We take two cases M = 2 and M = 5 as examples. It is known that number of partitions
into distinct parts - see [11] - is
q(n) := A
d
dn
I0
pi
√
n+ 1
24
3
+O( 3√q(n)).
where A is a constant. We prove
Corollary 1.10. For large n∑
l2≤n
(−1)lq(n− l2) = O(q(n)0.08).
Also for p = 5 - see [10] -
pa,5(n) =
Bpi csc(pia
5
)√
(60n− A) 34
e
pi
√
60n−A
15 +O(
√
pa,5(n))
for a constant A. We prove that
Corollary 1.11. For large n∑
l2≤n
(−1)lpa,5(n− l2) = O(p0.13a,5 (n)).
Note that if we generalize theorem 1.1 for third or fourth or in general nth root, we
might be able to prove more expressions like the Pentagonal Number Theorem. For
example it is proved in [5] that the number of partitions with kth power parts is
pk,power(n) = B0(n+ j)
b− 3
2 e∆(n+j)
b
 ∑
1≤m≤ nb
2b∆ log(n)
(−1)mbm(k)
(n+ j)mb
+O
(
1
e
∆nb
2
)
where j, b,∆, B0 are constants w.r.t. k.
1.3. Applications to the Prouhet-Tarry-Escott Problem. One final application
that we give of our method is to the so-called Prouhet-Tarry-Escott Problem. The prob-
lem is to determine, for a fixed integer n ≥ 1, the largest value k (denoted by M(n)) of
k ≤ n− 1 for which there exist two sequences of n integers a1, · · · , an and b1, · · · , bn, say
- such that for all 1 ≤ r ≤ k we have (see [7])
n∑
i=1
ari =
n∑
i=1
bri
n∑
i=1
ak+1i 6=
n∑
i=1
bk+1i(1.13)
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Ideal solutions of PTE are known for n = 12. Also, the best non-constructive known
solution, that holds for general k, are M(n) ≤ C√n for some C (see [7]). One could
consider a weakening of this problem, where the left and right- hand sides of (1.13) are
merely required to be ”close to each other”. Let us formulate the problem in the following
way.
Problem 1.12. Let 0 < c = c(N, n, k) < 1 be the smallest constant such that there exist
sequences of integers
1 ≤ a1 ≤ a2 ≤ · · · ≤ an = N and 1 ≤ b1 ≤ b2 ≤ · · · ≤ bn = N
not both equal, such that for all 1 ≤ r ≤ k,∣∣∣∣∣
n∑
i=1
ari − bri
∣∣∣∣∣ ≤ N cr(1.14)
How small can we take c to be for various ranges of N, k and n?
In section 5 we will briefly explain one of the best known non-constructive ways to solve
the Prouhet-Tarry-Escott problem or problem 1.12, using a pigeonhole argument. In the
same section, we will give a constructive solution for problem 1.12 when M(n) is much
bigger than
√
n.
Theorem 1.13. Let N be large enough and 1 ≤ r ≤ k ∼ N
2 log(N)
. Also assume that
xi = N
3 − (2i− 2)2 ∈ N yi = N3 − (2i− 1)2 ∈ N , 1 ≤ i ≤
√
N3
4
.
Then ∑
1≤i≤
√
N3
4
xri −
∑
1≤i≤
√
N3
4
yri = O
(
(max(xi, yi))
5r
8
)
.(1.15)
So modulo error O
(
(max(xi, yi))
5r
8
)
we have M(n) n 23 +.
Remark 1.14. We can choose parameters in the proof of theorem 1.15, so as to get M(n)
n1−. But the error term becomes (max(xi, yi))1− (i.e. c = 1 − ). On the other hand,
we can choose k ∼ √n to get the error term around max(xi, yi) 12 .
Remark 1.15. There is a conjecture in [12] stating that if {an ≥ 0}, {bn ≥ 0} be an ideal
solution of Prouhet-Tarry-Escott and a1 < b1, then for all i
(ai − bi)(ai+1 − bi+1) < 0.(1.16)
Although our example cannot resolve the conjecture, it shows that equation (1.16) is not
true for the solutions of Problem 1.12 for any c.
Remark 1.16. Note that we can win by a constant factor - i.e. increase M(n) by a
constant, if we pick a suitable quadratic polynomial q(l) instead of l2.
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2. Proof of the oscillation sum
In this section we mainly prove theorems 1.1 and 1.4. We begin with Theorem 1.1.
Proof. Let q(x) := ax2 + bx + d and f(z) =
√
x− q(z) with branch points α1, α2. We
choose the branch cut as (−∞, α1] ∪ [α2,∞) and let G be the interior of the square with
vertices
±(
√
x
a
− 2b
a
)± iu√x,
where u > 0 will be chosen later. Let g(z) = ecf(z), which is analytic inside G. Define
Figure 1. The contour γ
H(z) =
g(z)h(z)
sin(piz)
.
Assume that γ is the boundary of G (see figure 1). Using the residue theorem∫
γ
H(z)dz = 2pii
∑
zj
Res(H(z))|zj = 2pii
∑
q(n)<x
(−1)nh(n)ec
√
x−q(n).(2.1)
We wish to show that the LHS integral has size of O(ecw
√
x). First assume that we choose
z ∈ γ1 ∪ γ3. So z = t ± iu
√
x for −√x
a
+ 2b
a
< t <
√
x
a
− 2b
a
. If t = o(
√
x), then√
x− az2 − bz − d ∼√x(1 + au2). Otherwise
x− az2 − bz − d = x− at2 + au2x∓ 2aiut√x− bt∓ biu√x− d.
So
Re(
√
x− az2 − bz − d) ∼ cos
(
1
2
arctan(
2atu
√
x
x+ au2x− at2 )
)
4
√
(x− at2 + au2x)2 + 4a2t2u2x.
Noting that cos(arctan(y)) = 1√
1+y2
and t <
√
x
a
− 2b
a
gives
Re(
√
x− az2 − bz − d) ∼
√
1
2
+
x+ au2x− at2
2
√
(x− at2 + au2x)2 + 4a2t2u2x
4
√
(x− at2 + au2x)2 + 4a2t2u2x
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=
√√
(x− at2 + au2x)2 + 4a2t2u2x+ x+ au2x− at2
2
(2.2)
A straightforward computation shows that the maximum of RHS of (2.2) is at t = 0. So
Re(
√
x− az2 − bx− d) ≤
√
x(1 + au2).
As c > 0, we conclude in both cases that ec
√
x−az2−bz−d  ec
√
x(1+au2). Also we have
| sin(piz)| ∼ 1
2
epiu
√
x. So we will get for z ∈ γ1, γ3
|H(z)|  ec
√
x(1+au2)−piu√x(2.3)
We desire to have c
√
x(1 + au2)− piu√x < wc√x. After solving this we get two cases. If
pi2 6= ac2, then
−cwpi + c√pi2 − ac2 + ac2w2
pi2 − ac2 < u.(2.4)
Otherwise, we will get
c(1− w2)
2piw
< u.(2.5)
Now we compute the case z ∈ γ2, γ4. We have z = ±
√
x
a
∓ 2b
a
+it and −u√x < t < u√x.
If t = o(
√
x), then
√
x− q(z) = o(√x). Otherwise, using the fact that t < u√x we have
x− q(z) = x− a(±
√
x
a
∓ 2b
a
+ it)2 − b(±√x∓ 2b
a
+ it)− d ∼ at2 ∓ 2it√ax.
So
Re
(√
x− q(z)
)
∼ cos(1
2
arctan(
2
√
x
t
√
a
))
4
√
a2t4 + 4t2ax.
Hence we have
Re(
√
x− q(z)) ∼
√
1
2
+
t
√
a
2
√
at2 + 4x
4
√
a2t4 + 4t2ax =
√
t
√
a
√
at2 + 4x+ t
√
a
2
.
We need to choose a proper α to maximize
α = argmaxr
c
√
r
√
a
√
ar2 + 4 + r
√
a
2
− pir
 , 0 ≤ r ≤ u.
Also we assume that
√
x
a
is far enough from integers (otherwise we shift the legs γ2, γ4
slightly to avoid being near to integer). So we conclude that | sin(pirz)| > λ > 0. Then
we have ∫
γ2,γ4
ec
√
x−q(z)
sin(piz)
 √xec
√
xα
√
a
√
aα2+4+α
√
a
2
−piα√x
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Finally in order to satisfy (2.4) and (2.5) and the fact that u ≥ r, we choose
u = max
(−cwpi + c√pi2 − ac2 + ac2w2
pi2 − ac2 , α
)
or u = max
(
c(1− w2)
2piw
, α
)
.
where
w =
√
α
√
a
√
aα2 + 4 + α
√
a
2
− piα
c
.

In this paper we need two versions of Van der Corput lemma. The versions we give here
are a little different than what is known in [8]. But these versions are straightforward and
enough for the purpose of this paper. The following version is useful to prove theorem 1.4
Lemma 2.1. [4, Page 54, Theorem 10, Process B] Let A be a positive absolute constant.
Suppose that f(x) is a real-valued function such that 0 < λ2 ≤ f ′′(x) ≤ Aλ2 for all
x ∈ [a, b], and suppose that |f (3)(x)| ≤ Aλ2(b − a)−1 and that |f (4)(x)| ≤ Aλ2(b − a)−2
throughout this interval. Put f ′(a) = α, f ′(b) = β. For integers ν ∈ [a, b] let xν be the
root of the equation f ′(x) = ν. Then∑
a≤n≤b
e2piif(n) = e
pii
4
∑
α≤ν≤β
e2pii(f(xν)−νxν)√
f ′′(xν)
+O(log(2 + β − α)) +O(λ
−1
2
2 ).
Proof of the Theorem 1.4.
Let T > 0 and γ be the contour with vertices - see figure 2 -
±
√
ηxT ± iu√x.
where 0 < η < 1, u > 0 will be determined later. We also assume that x2 = O(T ). Let
hT (z) =
e(α+iβ)
√
x− z2
T
sin(piz)
We take the branch cut to be (−∞,−√xT ] ∪ [√xT ,∞). The Residue Theorem implies
Figure 2. Contour γ for complex c case
∫
γ
hT (z)dz = 2pii
∑
l2<Txη
(−1)le(α+iβ)
√
x− l2
T .(2.6)
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Now we compute the case where z ∈ γ1, γ3. So z = t ± iu
√
x and −√Txη < t < √Txη.
As x = O(
√
T ) we have√
x− z
2
T
=
√
x− t
2 − u2x± 2iut√x
T
∼
√
x+
−t2 ∓ 2iut√x
T
+O(
1√
T
)
If t
√
x = o(
√
T ), then noting x− t2
T
= x+ o( 1
x
) we conclude that√
x− z
2
T
∼ √x+ iB(x, T ), where B(x, T ) = o( 1√
T
).(2.7)
Otherwise we get√
x− z
2
T
∼
√
(x− t
2
T
)∓ 2iut
√
x
T
=
4
√
(x− t
2
T
)2 +
4t2u2x
T 2
(
cos
(
1
2
arctan
(
2ut
√
x
T
x− t2
T
))
+ i sin
(
1
2
arctan
(
2ut
√
x
T
x− t2
T
)))
.
A straightforward calculation shows that
√
x− z
2
T
∼
√√√√√(x− t2T )2 + 4u2t2xT 2 + (x− t2T )
2
+ i
√√√√√(x− t2T )2 + 4u2t2xT 2 − (x− t2T )
2
(2.8)
Because of the range of values of t, x− t2
T
≥ (1− η)x. So√
(x− t
2
T
)2 +
4u2t2x
T 2
− (x− t
2
T
) =
4u2t2x
T 2√
(x− t2
T
)2 + 4u
2t2x
T 2
+ (x− t2
T
)
≤ 2u
2t2
(1− η)T 2 .
Therefore in all cases for t
Re(
√
x− z
2
T
) ≤ √x and Im(
√
x− z
2
T
) ≤
√
2xu2η
(1− η)T .
Noting that |β| ≤ √T
Re
(
(α + iβ)
√
x− z
2
T
)
≤ α√x+
√
2xu2η
(1− η)
|β|√
T
≤ √x
(
α + u
√
2η
(1− η)
)
So for z ∈ γ1, γ3 we have
e(α+iβ)
√
x− z2
T
sin(piz)
 e
(
α+u
√
2η
(1−η)−piu
)√
x
.(2.9)
We will later choose proper w such that
α + u
√
2η
(1− η) − piu < w.(2.10)
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Now we assume that z ∈ γ2, γ4. We have z = ±
√
ηxT + it and −u√x ≤ t ≤ u√x.
Then √
x− z
2
T
=
√
(1− η)x+ t
2 ∓ 2it√xTη
T
.
As t = O(
√
x) and x2 = O(T ), then t
√
x√
T
= O(1) and t
2
T
 x
T
= o(1), we conclude that
√
x− z
2
T
∼
4
√
(1− η)2x2 + 4xt2η
T
(√
(1−η)√xT+
√
4t2η+xT (1−η)2
2
+ i
√√
4t2η+xT (1−η)2−(1−η)√xT
2
)
4
√
4t2η + xT (1− η)2
∼
√
(1− η)x+ it
√
η
T (1− η) .
This together with the fact that |β| < √T and t2 < u2x implies
Re
(
(α + iβ)
√
x− z
2
T
)
∼ α
√
(1− η)x+ |β|√
T
√
ηt2
1− η ≤ α
√
(1− η)x+ |t|
√
η
1− η
Again we assume that
√
xT is far away from integers; so as sin(piz) > λ > 0 for some
fixed λ, therefore for z ∈ γ2, γ4
e(α+iβ)
√
x− z2
T
sin(piz)
 eα
√
(1−η)x+|t|(
√
η
1−η−pi).
Let t = θ
√
x, we will choose it later. Then we need to have
α
√
(1− η) + θ
√
η
1− η − θpi < w.
We conclude that
2pii
∑
l2<Tx(1−η)2
(−1)le(α+iβ)
√
x− l2
T =
∫
γ
hT (z)dz
= O
(√
Txe(α
√
(1−η)+θ
√
η
1−η−θpi)
√
x +
√
xe
(α+u
√
2η
(1−η)−piu)
√
x
)
.(2.11)
A straightforward calculation shows that∣∣∣∣∣∣
∑
xTη≤l2<Tx
(−1)le(α+iβ)
√
x− l2
T
∣∣∣∣∣∣
∑
xTη≤l2<Tx
eα
√
x− l2
T 
√
xTeα
√
x(1−η).(2.12)
For a sharper bound, we use lemma 2.1 to control the tail. Let f(l) := pil + β
√
x− l2
T
.
Then
f ′′(l) ∼ β
T
√
x− l2
T
, f (3)(l) β
T
3
2 (x− l2
T
)
3
2
, f (4)(l) β
T 2(x− l2
T
)
3
2
.
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Using lemma 2.1 we conclude that∣∣∣∣∣∣
∑
−xT≤l2<Tx−T
(−1)leiβ
√
x− l2
T
∣∣∣∣∣∣ x
√
T√
β
Now assume that S(t) :=
∑
−xT≤l2<t2(−1)leiβ
√
x− l2
T . Then we know that S(t) = O(
√
t/β) =
O(
√
xT/β). Using Abel’s summation formula we get∣∣∣∣∣ ∑
xTη≤l2<Tx−T
(−1)le(α+iβ)
√
x− l2
T
∣∣∣∣∣
∼ S(√xT − T )eα − S(
√
(1− η)xT )e
√
(1−η)x −
∫ √xT−T
√
ηxT
S(t)
(
e(α+iβ)
√
x− t2
T
)′
dt.
As
(
e(α+iβ)
√
x− t2
T
)′
is decreasing, we conclude that∣∣∣∣∣ ∑
xTη≤l2<Tx
(−1)le(α+iβ)
√
x− l2
T
∣∣∣∣∣ ≤
∣∣∣∣∣ ∑
xTη≤l2<Tx−T
(−1)le(α+iβ)
√
x− l2
T
∣∣∣∣∣+
∣∣∣∣∣ ∑
xT−T≤l2<Tx
(−1)le(α+iβ)
√
x− l2
T
∣∣∣∣∣
= O
(
4
√
x
√
T
β
)
+O
(
4
√
x
√
T
β
eα
√
(1−η)x
)
+O
(
4
√
x
√
T
β
)∫ √xT
√
ηxT
∣∣∣∣(e(α+iβ)√x− t2T )′∣∣∣∣ dt+√Teα
= O
(
4
√
x
√
T
β
eα
√
(1−η)x +
√
T
)
.
Note that we could prove the same result for some
√
T < β < 2
√
T using a Montgomery-
style argument.
Adding (2.11) and (2.12) we need to have for θ < u
α
√
(1− η) + θ
√
η
1−η − θpi ≤ w
α
√
1− η ≤ w
α + u
√
2η
(1−η) − piu ≤ w.
(2.13)
If we choose u, θ large enough and η = pi√
2+pi2
+ , then the left hand side of the first
and third conditions in (2.13) becomes negative. So w = α
√
2
2+pi2
+  from the second
condition. This completes the proof. 
3. Proofs related to prime distribution
Before we prove Theorem 1.5, we need to mention a simpler version of Van Der Corput
lemma.
Lemma 3.1. Let F (x) be a second differentiable function in (a, b); also F ′(x) < −M < 0
or 0 < M < F ′(x), and 0 < G(x) < R for x ∈ (a, b). We assume that G(x)
F ′(x) is either
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decreasing or increasing, then ∫ b
a
eiF (x)G(x)dx R
M
.(3.1)
Inspiring from the proof of the Pentagonal Number Theorem (PNT) we compute the
following sum in two ways.∑
l2<Tx
(−1)l
∫ 1++i√T
1+−i√T
ζ ′(s)
ζ(s)
es
√
x− l2
T
s
ds.(3.2)
In this section, we assume that T < e2
√
x.
Lemma 3.2. For large enough x∑
l2<Tx
(−1)l
∫ 1++i√T
1+−i√T
ζ ′(s)
ζ(s)
es
√
x− l2
T
s
ds = O
(√
Txe
1+
2
√
x
)
.(3.3)
Proof. We consider the contour γ in figure 3. Using the Residue Theorem∑
l2<Tx
(−1)l
∫
γ
ζ ′(s)
ζ(s)
es
√
x− l2
T
s
ds
= 2pii
∑
l2<Tx
(−1)l
((
lim
s−→0
es
√
x− l2
T
(ζ ′(s)
ζ(s)
))
+ e
√
x− l2
T
+
∑
Im(ρ)<
√
T
eρ
√
x− l2
T
ρ
+
0∑
m=−∞
e(2m−1)
√
x− l2
T
2m− 1
)
.(3.4)
An easy computation shows that the first and fourth terms in the RHS sum have con-
Figure 3. The contour γ
tribution O(
√
T ). Using Theorem 1.1 the second term is bounded by O(
√
Txe
√
x) - by
tending c → 0. We can use Theorem 1.4 to show that ∑l2<Tx(−1)leρ√x− l2T has contri-
bution O(
√
Txe
√
2x
2+pi2 ). Finally, using the fact that
∑
|Im(ρ)|<√T
1
|ρ| = O(log
2(T )), we can
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conclude that the third term of RHS of (3.4) has contribution O(x2
√
Te
√
2x
2+pi2 ). So we
have ∑
l2<Tx
(−1)l
∫
γ
ζ ′(s)
ζ(s)
es
√
x− l2
T
s
ds = O
(
x2
√
Te
√
2x
2+pi2
)
.(3.5)
As e
s
√
x− l2
T
s
tends to zero for Re(s) −→∞
∑
l2<Tx
(−1)l
∫
γ
ζ ′(s)
ζ(s)
es
√
x− l2
T
s
ds =
∑
l2<Tx
(−1)l
∫ 1++i√T
1+−i√T
+
∫ 1+−i√T
−∞−i√T
+
∫ −∞+i√T
1++i
√
T
ζ ′(s)
ζ(s)
es
√
x− l2
T
s
ds.
(3.6)
The second integral in the RHS is
∑
l2<Tx
(−1)l
∫ 1+−i√T
−∞−i√T
ζ ′(s)
ζ(s)
es
√
x− l2
T
s
ds
=
∑
l2<Tx
(−1)l
∫ −i√T
−∞−i√T
ζ ′(s)
ζ(s)
es
√
x− l2
T
s
ds+
∫ 1+−i√T
−i√T
ζ ′(s)
ζ(s)
∑
l2<Tx(−1)les
√
x− l2
T
s
ds

√
T
∫ 0
−∞
∣∣∣∣∣ζ ′(σ − i
√
T )
ζ(σ − i√T )
∣∣∣∣∣ eσ
√
x
√
T
dσ +
1√
T
∫ 1+
0
∣∣∣∣ζ ′(s)ζ(s)
∣∣∣∣√Txe√ 2x2+pi2 dσ.
We can use the fact that ζ
′
ζ
(σ + it) =
∑
ρ
1
σ+it−ρ + O(log(t)) to choose a proper T such
that ζ
′
ζ
(σ ± i√T ) log2(T ) for −∞ ≤ σ < 1 + . So we have
∑
l2<Tx
(−1)l
∫ 1+−i√T
−∞−i√T
ζ ′(s)
ζ(s)
es
√
x− l2
T
s
ds x2 +√x
∫ 1+
0
∣∣∣∣∣ζ ′(σ − i
√
T )
ζ(σ − i√T )
∣∣∣∣∣ e
√
2x
2+pi2 dσ  x2e
√
2x
2+pi2 .
The third integral can be similarly bounded. This, (3.5), and (3.6) give the result. 
Proof of Theorem 1.5.
We compute (3.2) another way. We have
∑
l2<Tx
(−1)l
∫ 1++i√T
1+−i√T
ζ ′(s)
ζ(s)
es
√
x− l2
T
s
ds =
∑
l2<Tx
(−1)l
∫ 1++i√T
1+−i√T
∞∑
n=1
Λ(n)
ns
es
√
x− l2
T
s
ds
=
∑
l2<Tx
(−1)l
 ∑
1≤n≤e
√
x− l2
T
+
∑
e
√
x− l2
T ≤n
∫ 1++i√T
1+−i√T
Λ(n)
ns
es
√
x− l2
T
s
ds
 := A1 + A2(3.7)
First we compute A1. Again, we use the contour γ in figure 3 to compute the integral.
Knowing
∣∣∣∣ e√x− l2Tn ∣∣∣∣ > 1, we conclude that the integrand is tending to zero as Re(s) −→
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−∞. Using the Residue Theorem
A1 =
∑
l2<Tx
(−1)l
∑
1≤n≤e
√
x− l2
T
Λ(n)
∫
γ
−
∫ 1+−i√T
−∞−i√T
+
∫ 1++i√T
−∞+i√T
e√x− l2T
n
s ds
s
=
∑
l2<Tx
(−1)l
(
2piiΨ
(
e
√
x− l2
T
)
+
∑
n≤e
√
x− l2
T
Λ(n)
∫ 1++i√T
−∞+i√T
e√x− l2T
n
s ds
s
−
∑
n≤e
√
x− l2
T
Λ(n)
∫ 1+−i√T
−∞−i√T
e√x− l2T
n
s ds
s
)
.
(3.8)
We use a Montgomery-style argument to bound the integral in RHS. There exists
√
T <
U < 2
√
T such that
y2n(U) :=
∣∣∣∣∣∣
∫ 1+±iU
−∞±iU
∑
l2<Tx−T log2(n)
(−1)l
e√x− l2T
n
s ds
s
∣∣∣∣∣∣
2
 1√
T
∫ 2√T
√
T
∫ 1+
−∞
∣∣∣∣∣∣
∑
l2<Tx−T log2(n)
(−1)l
e√x− l2T
n
σ+it∣∣∣∣∣∣
2
dσ
σ2 + t2
dt
 1√
T
∫ 1+
−∞
∑
l21<l
2
2<T (x−log2(n))
e
σ(
√
x− l
2
1
T
+
√
x− l
2
2
T
)
n2σ
∣∣∣∣∣
∫ 2√T
√
T
e
it(
√
x− l
2
1
T
−
√
x− l
2
2
T
) dt
σ2 + t2
∣∣∣∣∣ dσ
+
1√
T
∑
l2<T (x−log2(n))
∫ 1+
−∞
e2σ
√
x− l2
T
n2σ
∫ 2√T
√
T
dt
σ2 + t2
dσ.(3.9)
We use Lemma 3.1 for G(t) := 1
σ2+t2
and F (t) := t(
√
x− l21
T
−
√
x− l22
T
) (i.e. F ′(t) ≥ l22−l21
2T
√
x
)
for the off-diagonal terms in the last expression of RHS in (3.9) - Note that we could get
the same result without using the lemma, but this way is more straightforward. Then
y2n(U)
√
x√
T
∑
l21<l
2
2<T (x−log2(n))
∫ 1+
−∞
e
σ(
√
x− l
2
1
T
+
√
x− l
2
2
T
)
n2σ(l22 − l21)
dσ +
1
T
∑
l2<T (x−log2(n))
e2(1+)
√
x− l2
T
n2(1+)

√
xe2(1+)
√
x
√
Tn2(1+)
∑
m<
√
Tx
τ(m)
m
+
x
1
4√
T
e2(1+)
√
x
n2(1+)
 x
3
2 e2(1+)
√
x
n2(1+)
√
T
.
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In fact, by a similar argument for some
√
T < U < 2
√
T we have
∑
n≤e√x
Λ(n)
∫ 1+±iU
−∞±iU
∑
l2<T (x−log2(n))
(−1)l
e√x− l2T
n
s ds
s

∑
n≤e√x
Λ(n)|yn(U)|  x
3
4 e(1+)
√
x
4
√
T
.
This and (3.8) imply that
A1 = 2pii
∑
l2<Tx
(−1)lΨ
(
e
√
x− l2
T
)
+O
(
x
3
4 e(1+)
√
x
4
√
T
)
.(3.10)
Next we compute A2. We consider contour γ
′ in Figure 4. As e
s
√
x− l2
T
sns
does not have
Figure 4. The contour γ′
poles inside γ′, using Cauchy Theorem
A2 = ±
∑
l2<Tx
(−1)l
 ∑
e
√
x− l2
T ≤n
∫ ∞±i√T
1+±i√T
Λ(n)
ns
es
√
x− l2
T
s
ds
 .
Using another Montgomery-style argument , there exists
√
T < U < 2
√
T such that
|zn(U)|2 :=
∣∣∣∣∣∣
∑
T 2(x−log2(n))<l2<T 2x
(−1)l
∫ ∞±iU
1+±iU
es
√
x− l2
T
sns
ds
∣∣∣∣∣∣
2
 1√
T
∫ 2√T
√
T
∫ ∞
1+
∣∣∣∣∣∣
∑
T (x−log2(n))<l2<Tx
(−1)les
√
x− l2
T
∣∣∣∣∣∣
2
dσ
n2σ(σ2 + t2)
dt
 1√
T
∫ ∞
1+
1
n2σ
∑
T (x−log2(n))<l21<l22<Tx
e
σ(
√
x− l
2
1
T
+
√
x− l
2
2
T
)
∫ 2√T
√
T
e
it(
√
x− l
2
1
T
−
√
x− l
2
2
T
)
(σ2 + t2)
dtdσ
+
1√
T
∫ 2√T
√
T
√
Tx
∫ ∞
1+
e2σ
√
x
n2σ
dσ
(σ2 + t2)
dt.(3.11)
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Let F (t) = t(
√
x− l21
T
−
√
x− l22
T
) and G(t) = 1
(σ2+t2)
. Then we conclude that |F ′(t)| 
l22−l21
T
√
x
and |G(t)|  1
(σ2+T )
. Using lemma 3.1
|zn(U)|2 
√
x√
T
∫ ∞
1+
e2σ
√
x
n2σ
∑
T (x−log2(n))<l21<l22<Tx
1
l22 − l21
dσ +
√
x√
T
e2(1+)
√
x
n2(1+)

√
x log2(T )√
T
e2(1+)
√
x
n2(1+)
.
By a similar argument there exists
√
T < U < 2
√
T such that
A2 =
∑
e
√
x≤n
Λ(n)zn(U) x
3
4 e(1+)
√
x
4
√
T
.(3.12)
Adding (3.10) and (3.12) and comparing (3.7) with (3.3) gives∑
l2<Tx
(−1)lΨ
(
e
√
x− l2
T
)
= O
(
x2
√
Te
(1+)
√
2x
2+pi2 +
x2
4
√
T
e(1+)
√
x
)
.
Taking T = e
4(1+)
3
√
x(1−
√
2
2+pi2
)
gives the desired result. 
4. Proofs related to the pentagonal number theorem
We start this section proving the weak pentagonal number theorem for truncation of
usual partition function. We start with the proof of proposition 1.8.
Proof. For (1.8) we only need to put c = pi
√
2
3
, a = 3
2
in theorem 1.1; for equation (1.10),
pick c = pi√
6
, a = 3
2
and use Theorem 1.1; and for equation (1.11) we need to pick c = pi√
6
and a = 1.
We prove (1.9). Let f(z) =
√
24(x− z(3z−1)
2
)
36
− 1. We choose the branch cut (−∞, α1] ∪
[α2,∞). Then let G be the interior of the square with vertices (see figure 1)
±
√
2x
3
+ 1± ib√x,(4.1)
and b > 0 which will be chosen. Define
h(z) =
epi
√
24(x− z(3z−1)2 )−1
36
sin3(piz)
.(4.2)
Using residue theorem∫
γ
h(z)dz = 2piiRes(h(z))
= 24i
∑
Gl<x
e
pi
6
√
24(x−Gl)−1
(
1− 6
pi
√
24(x−Gl)
)
= 4ix
√
3
∑
Gl<x
(−1)lp2(x−Gl).(4.3)
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We bound the integral. First assume that we choose z ∈ γ1 ∪ γ3. So z = t ± ib
√
x for
−
√
2x
3
+ 1 < t <
√
2x
3
− 1. One can For large enough x we have
24(x− z(3z−1)
2
)− 1
36
∼ 2
3
x− t2 + b2x∓ 2ibt√x.
Since 0 ≤ t2 < 2x
3
epi
√
24(x− z(3z−1)2 )−1
36 ≤ epi 4
√
( 2
3
+b2)2x2+ 8
3
b2x2
Also | sin3(piz)| ∼ 1
8
e3pib
√
x, which implies that
e
pi
√
x
(
4
√
( 2
3
+b2)2+ 8
3
b2−3b
)
We need to have
4
√
(
2
3
+ b2)2 +
8
3
b2 − 3b ≤ w.(4.4)
Now we compute the case z ∈ γ2, γ4. We have z = ±
√
2
3
x∓1+it and−b√x < t < b√x.We
have
24(x− z(3z−1)
2
)− 1
36
=
2
3
x− 2
3
×
2x∓ 2it√6x− 3t2 ∓ 7it− (2√6 +
√
2
3
)
√
x+ 4
2
− 2
3
If t = o(
√
x), then
24(x− z(3z−1)
2
)−1
36
= o(x). Otherwise, since
√
x, t are negligible in compar-
ison to x, t2
24(x− z(3z−1)
2
)− 1
36
∼ t2 ∓ it
√
8x
3
.
We know that cos2(y) = 1+cos(2y)
2
and cos(arctan(y)) = 1√
1+y2
. Using these two facts gives
us
Re
(
24(x− z(3z−1)
2
)− 1
36
)
∼
√√√√√1
2
+
cos
(
arctan
(√
8
3
x
t
))
2
× 4
√
t4 +
8xt2
3
≤
√
t
2
√
3
(√
3t2 + 8 + t
√
3
)
(4.5)
Hence in any case we get∣∣∣∣∣epi
√
24(x− z(3z−1)2 )−1
36
∣∣∣∣∣ epi
√
t
2
√
3
(
√
3t2+8+t
√
3)−3pit.(4.6)
Maximizing for t gives that RHS of (4.6) is less than e0.07
√
x. We can choose b accordingly
(i.e. b
√
x ≥ t) to satisfy equation (4.4) for w = 0.07. This completes the proof. 
Now we prove proposition 1.9.
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Proof. We have∑
l2<x
(−1)lp3(x−Gl) =
√
6epiix
∑
l2<x
4
(
1
24(x− l2)− 1 −
12
√
6
pi(24(x− l2)− 1) 32 )e
pi
12
√
24(x−l2)−1
=
√
6e
pi
12
√
24x−1+piix ∑
l2<x
4
e
−2pil2
√
24x−1(
√
1− 24l224x−1 +1) (
1
24(x− l2)− 1 +O(
1√
x3
))
∼ e
pi
12
√
24x−1+piix
4x
√
6
∑
`2<
√
x lnx
e−`
2/2σ2 ,
where
σ2 =
√
6x
pi
.
The last expression in the above can be approximated as follows
1
4x
√
6
e
pi
12
√
24x−1+piix ∑
`2<
√
x lnx
e−
`2
2σ2 ∼ 1
4x
√
6
e
pi
12
√
24x−1+piix
∫ ∞
−∞
e−t
2/2σ2dt
=
σ
√
2pi
4x
√
6
e
pi
12
√
24x−1+piix
=
1
23/4x1/4
√
p(x).

We need the next lemma.
Lemma 4.1. With the same notation as theorem 1.1∑
an2+bn+d<x
(−1)nIα
(
c
√
x− an2 + bnr + dr2
)
h(n) = O
(
ecw
√
x
)
.(4.7)
Proof. Since the proof is very similar to proof of 1.1, we skip the details. Let H(z) =
h(z)Iα(
√
x−z2)
sin(piz)
and q(n) = an2 + bn+ d and assume the contour γ in 1. Then∑
q(l)
r2
<x
(−1)lIα
(
c
√
x− q(l)
)
h(l) =
∫
γ
H(z)dz
For z ∈ γ1, γ3
|H(z)| 
Iα
(
c
√
x(1 + au2)
)
erpiu
√
x
 ec
√
x(1+au2)−piu√x.
Also for z ∈ γ2, γ4
|H(z)|  Iα
(
c
√
ux
2
(√
au2 + 4 + u
√
a
))
 √xec
√
x
√
aα
√
aα2+4+α
√
a
2
−piα√x
.
with the same notation as in proof of theorem 1.1. As the bound of argument of Bessel
function is the same as exponents in the proof of theorem 1.1 we get the same bound. 
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Proof of corollary 1.10 and 1.11.
For corollary 1.10 pick a = 1, and c =
√
2pi2
3
in the Lemma 4.1. For corollary 1.11 pick
c = 2pi√
15
and a = 1 in 4.1. 
5. Proofs related to Prouhet-Tarry-Escott problem
It is worth establishing a ”baseline result” related to problem 1.12 for N large, relative
to k, n, that we get easily from a Pigeonhole Argument: consider all vectors (x, x2, · · · , xk)
with 1 ≤ x ≤ N . The sum of n of these lie in a box of volume nNk(k+1)/2; and if two such
sums belong to the same box with dimensions N c × N2c × · · · × Nkc, then they give a
solution to (1.12) for all 1 ≤ i ≤ k. The number of N c×· · ·×Nkc boxes that fit inside our
volume nNk(k+1)/2 is at most nN (1−c)k(k+1)/2; and with a little work one can see that the
large box can be covered with approximately (up to a constant factor) this many smaller
boxes. If this (the number of smaller boxes in a covering) is smaller than the number of
sets of n vectors (x, x2, · · · , xk) that produce our vector sum - this count is ∼ Nn
n!
for N
large enough relative to n - then we get a ”collision”, that is a pair of sequences a1, · · · , an
and b1, · · · , bn leading to a solution to 1.12 for all 1 ≤ i ≤ k. In other words, we need
that
nN
(1−c)k(k+1)
2 <
Nn
n!
.
For N large, then, we get that there is a solution so long as
c ≥ 1− 2n
k(k + 1)
.(5.1)
When k is a little smaller than
√
2n note that the RHS is negative, implying that we can
take c = 0 (since it must be non-negative).
Curiously, when k is only a little bigger than
√
n - say,
√
n log(n) - then this pigeonhole
argument only gives us pairs of sequences with c near to 1. Basically, then, we don’t get
a much better result for the weakening than we do for the original Prouhet-Tarry-Escott
Problem, if we insist on finding solutions with c < 1
2
, say.
We prove a lemma before introducing a set of solution for the weak Prouhet-Terry-
Escott problem - Problem 1.12.
Lemma 5.1. For large x, T , 1 ≤ r ≤ k and k ∼ x
log(x)∑
l2<xT
(−1)l
(
x− l
2
T
) k
2

√
xT
(
e
k log(x)
2
−piu√x +
4
√
(u4 + 4u2T )x2√
T
)
.(5.2)
Remark 5.2. Note that the proof becomes easier if we just choose k to be even. But we
propose a more general case here.
Proof. Define
f(z) =
(
x− z2
T
) k
2
sin(piz)
.
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Let γ be the contour in Figure 5. Using residue Theorem∫
γ
f(z)dz = 2pii
∑
l2<xT
(−1)l
(
x− l
2
T
) k
2
.
Let z ∈ γ1, γ3. So z = t± iu
√
x and −√xT < t < √xT . Then
Figure 5. The contour γ∣∣∣∣∣
√
x− z
2
T
∣∣∣∣∣ ≤ 4
√
(x+
u2x
T
− t
2
T
)2 +
4u2t2x
T 2
.
For u2 = o(T ), o(x) RHS is maximaized at t = 0, so on γ1, γ3 we have
|f(z)| 
(
x+
u2x
T
) k
2
e−piu
√
x ∼ e k log(x)2 −piu
√
x.
Also in γ2, γ4 we have z = ±
√
xT + it and −u√x < t < u√x.∣∣∣∣∣
√
x− z
2
T
∣∣∣∣∣ = 4
√
t4
T 2
+
4t2x
T
So for proper choice of T, x we have for z ∈ γ2, γ4
f(z)
(
t4
T 2
+ 4t
2x
T
) k
4
epit
.
Right hand side is maximized for t when pi4t3 log(x)−√xt2 + 4pixT log(x)t− Tx√x = 0.
This completes the proof. 
Remark 5.3. We could increase the height of vertical lines of figure 5 to xα, α > 1
2
, to
make it possible for k to become bigger - say k  xα. This in turn results in larger
k = M(n) and larger error term.
Proof of Theorem 1.13.
Let N be a large number. For i2 ≤ N3
2
xi = N
3 − (2i− 2)2 yi = N3 − (2i− 1)2
Then max(xri , y
r
i ) ∼ N2+b. Lemma 5.1 concludes that for x2 = N and T = N b and
1 ≤ r ≤ k ∑
i
xri −
∑
i
yri = O
(
N (2+b)r−
piuN
log(N) + (4u)rN (2+
b
2
)r
)
.
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If we pick k ≤ upiN
6 log(N)
and b = 1, then the result follows. 
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