We extend the derived Algebraic cobordism of Lowrey and Schürg to a bivariant theory in the sense of Fulton and MacPherson, and establish some of its basic properties. We also formalize some previously known results about orientations in bivariant theories in order to illuminate the fact that they should be thought as properties of the category on which the bivariant theory is defined rather than properties of the bivariant theories themselves. We establish connections of the newly constructed theory to the bivariant algebraic K-theory and prove an analogue of the Conner-Floyd theorem on the corresponding cohomology rings.
Introduction
Algebraic cobordism, first introduced by Voevodsky in the context of motivic homotopy theory, was given first description in terms of geometric cycles and relations by Levine and Morel. The work by Levine and Morel can be thought as the real starting point of the serious study of the theory, and initially it was not clear at all to which extent do these two descriptions agree. Later, in [6] , it was shown by Levine, that the natural map Ω * (X) → MGL 2 * , * (X) is an isomorphism for all X quasi-projective over a field of characteristic zero.
The construction given by Levine and Morel was later simplified in [8] , and this new description was used in order to prove the degree zero conjectures in Donaldson-Thomas theory. Another simplification, although of a very different kind, was given by Lowrey and Schürg in [10] . By extending the theory to the context of derived algebraic geometry, the authors were able to avoid the technical difficulties associated to defining pullbacks along all l.c.i. morphisms (or rather their derived analogue, quasi-smooth morphisms). Using the functorial properties of Ω * , they were able to show that in characteristic zero their derived theory dΩ * coincides with the classical theory Ω * . Moreover, inspired by the theorem of Spivak in differential geometry, Lowrey and Schürg were able to show that the groups only depend on the classical truncation π 0 (X) of a derived scheme X.
The derived construction of algebraic cobordism is the starting point of this paper. Before continuing, however, we must settle a matter of terminology. The algebraic cobordism groups Ω * should be thought as a homology theory rather than a cohomology theory, and hence the functor Ω * should be called algebraic bordism. We shall adopt this convention immediately. The main purpose of this paper is to extend Ω * to a bivariant theory, and this, among other things, will give us the corresponding ring valued cohomology functor Ω * , which should rightfully bear the name algebraic cobordism. This is not the first time Ω * is extended to a bivariant functor. In [4] , Karu and González define the operational bivariant algebraic cobordism, a theory we will from now on denote by opΩ * . This is analogous to the bivariant operational Chow theory of Fulton and MacPherson, and similar construction has been carried out for the K-groups as well. Although simple to define, and satisfying nice functorial properties making the calculation of operational groups feasible, the theory leaves much to hope in terms of interpretability. The elements of the groups are collections of maps between the corresponding homology groups (say, Ω * or CH * ); there is no description in terms of geometric cycles and relations. In fact, it follows from the functorial properties of bivariant theories, that the operational bivariant theory bootstrapped to a homology theory merely records how the bivariant extensions of the theory may act on the corresponding homology groups. Hence, the operational bivariant theory is the universal target for bivariant extensions of a homology theory.
In the case of algebraic K-theory, unlike in the case of Ω * or CH * , there already exists a "geometric" bivariant theory. This is the K-theory of relatively perfect complexes, and the corresponding cohomology theory is nothing more than the usual K-theory of perfect complexes (which corresponds to the K-theory of vector bundles for a quasi-projective scheme). This theory is much more complicated than its operational counterpart, see for example [3] where it is shown that there are toric varieties with very large K-groups. Another difference between the two theories is that, whereas the analogue of the (extended) homotopy property is easy to verify for operational theories whenever the corresponding homology theory satisfies it, the K theory of perfect complexes does not satisfy anything similar even if we just look at products with A 1 . Similar behavior is known to be shown by the Picard group: there are well known examples of singular schemes X such that Pic(X) is not isomorphic to Pic(A 1 × X). As one would assume that the Picard group is the degree one part of some geometric Chow cohomology ring CH * (which does not always hold for opCH * , and thus counts as another failure for the operational cohomology rings), one is tempted to draw the conclusion that this is in fact a general phenomenon to be expected from such cohomology theories.
Summary of results
The main purpose of this paper is to extend algebraic bordism Ω * to a natural bivariant theory Ω * in the sense of Fulton-MacPherson. This is carried out in Section 3, and is done in the context of quasi-projective derived schemes. As it turns out, the resulting theory satisfies a simple universal property: Ω * is the universal Borel-Moore bivariant theory. Other examples of such theories are the bivariant algebraic K-theory of relatively perfect complexes as well as the operational (derived) Chow-theory. It is also true that Ω * has strong orientations along smooth morphisms, which, as a special case, gives us the Poincaré duality: an isomorphism Ω * (X) → Ω * (X) between algebraic cobordism and bordism whenever X is smooth. This turns out to be a rather formal result depending more on the underlying category than the bivariant theory itself, see Section 2.1 Propositions 2.1 and 2.4 for the details.
We also show that the bivariant theory Ω * , and hence any other bivariant Borel-Moore theory, comes equipped with a theory of Chern classes satisfying the expected properties (Whitney sum, naturality in pullbacks). The Chern classes c i (E) of a vector bundle E on X, where X is an arbitrary quasi-projective derived scheme, which are constructed in Section 3.4, are elements of the cohomology ring Ω * (X) (instead of being, say, abstract operators on Ω * ). The bivariant product makes then act on the homology groups Ω * (X), and this action gives back the Chern class operations known previously.
The purpose of the last section is to compare Ω * to some other previously known bivariant theories. The main result of the section is the fact that the cobordism rings are very closely related to K 0 -the zeroth algebraic K-theory of perfect complexes. As one would assume from analogous results in topology, and from the previously known results for homology, we have the equation
where Z is regarded as a L-module via the map L → Z classifying the formal group law x + y − xy. This, combined with some general results in Section 2.1, shows that the bivariant theories Ω * ⊗ L Z and K 0 agree on all smooth maps as well as all maps to a smooth scheme, but we cannot prove that they agree in general.
Background
In this section, we review the technical background material necessary for the rest of the paper: namely, the general framework of bivariant theories, as well as some results from derived algebraic geometry.
Bivariant theories
The notion of a bivariant theory was introduced by Fulton and MacPherson in [2] to unify multiple Grothendieck-Riemann-Roch type theorems. As a simultaneous generalization of both homology and cohomology theories, the bivariant theory assigns an Abelian group to any morphism between the spaces of interest.
More rigorously, suppose we have a category C, which is assumed to have a final object pt and all fibre products, together with a class of confined maps which is closed under composition and pullback, and contains all isomorphisms (e.g. proper morphisms) The category should also come equipped with a class of Cartesian squares called independent squares that are "closed under composition" and "contain all identities", the two conditions meaning that whenever the two smaller squares in are independent. Note that the definition does not make any assumptions about the symmetry of such squares. The "transpose" of an independent square is not assumed to be independent. However, in the practical cases of interest in algebraic geometry, and certainly in all cases appearing in this paper, the independent squares are indeed symmetric in this sense, and hence the reader need not worry about such subtleties. A bivariant theory B * on such a category (the extra structure is implicit from now on) assigns a (graded) Abelian group B * (X → Y ) to any morphism X → Y , no confinedness required. The purpose of the special classes of maps and squares is to give rise to operations of the bivariant theory. Namely, whenever a morphism X → Y factors as X f → X ′ → Y , and f is confined, we have an induced pushforward morphism
and whenever we have an independent square
we have an induced pullback morphism
These operations are assumed to be functorial in the obvious sense. The third bivariant operation is the bivariant product. Whenever we have composable maps X → Y → Z, we have a bilinear map
This product is assumed to be associative and unital, the latter requirement meaning that in B * (X 1 → X) there is an element 1 X which we assume to act by identities in all left and right multiplications.
These operations are required to satisfy four compatibility properties. In all diagrams encircled symbols near arrows will denote elements of bivariant groups, and symbols without circles will, as usual, simply give a name for the corresponding maps.
(A 12 ) Pushforward and the bivariant product commute. In the following situation
(A 12 ) Pullback and the bivariant product commute. In the following situation
whenever the two small squares (and hence the large square) are independent, we have that h
(A 23 ) Pullback and pushforward commute. In the following situation
whenever f is confined and the big square and the lower small square are independent, we have that h
whenever the square is independent and the morphism g is confined, we have that g
From the requirements for the classes of confined morphisms and independent squares it follows that the groups B * (X → pt) form a covariant functor for confined morphisms induced by the bivariant pushforward, and B * (X 1 → X) form a contravariant functor with respect to all morphism induced by the bivariant pullback associated to independent squares. The former of these is the homology theory induced by the bivariant theory, and similarly the latter one is the cohomology theory. These are denoted by B * (X) and B * (X) respectively, with grading conventions depending on the context. One immediately observes that bivariant product makes the cohomology groups B * (X) rings, and the homology groups B * (X) modules over the cohomology. This was one of the motivations behind the notion of bivariant groups, and corresponds to the fact that many theories come as a pair of cohomology and homology theory such that the cohomology is a ring (cup product) acting on the homology (cap product).
To arrive at the notion of an oriented bivariant theory, we need another special class of maps of C this time called specialized morphisms, which is assumed to contain all isomorphisms and to be closed under composition (but not necessarily under pullback).
An orientation with respect to this class of morphism is an assignment θ(f ) ∈ B * (X f → Y ) for all specialized morphisms f . We will also assume that this orientation is multiplicative, i.e., if we have composable specialized maps f and g, then θ(f )•θ(g) = θ(g•f ), and θ(1) = 1. As any element α ∈ B * (X f → Y ) gives rise to a Gysin pullback morphism α ! : B * (Y ) → B * (X) by sending β to α • β, and a Gysin pushforward morphism α ! : B * (X) → B * (Y ) by sending γ to f * (γ • α) whenever f is confined, the purpose of an orientation can then be said to produce functorial wrong way maps f ! and f ! for homology and cohomology respectively. As example for the utility of such extra operations we mention the l.c.i. pullback maps in algebraic bordism and Chow theory. One may rightfully think these as generalizations of the usual Gysin morphisms in topology, which are constructed as a simple application of Poincaré duality.
Some properties of bivariant theories
The axioms of a bivariant theory allow great generality, and hence it is beneficial to discuss some properties that the theories we will be interested about exhibit. The first of these is commutativity. Namely, whenever we are in the situation
and the square (and its transpose) are independent, the products g * (α) • β and f * (β) • α coincide. All the bivariant theories we are going to consider in this paper are commutative, and most all bivariant theories that occur naturally are either commutative or skewcommutative.
Suppose that the specialized morphisms of a category are stable under pullbacks. It may still happen that for an independent square
where f is specialized, the orientation θ(f ′ ) of the specialized map f ′ fails to coincide with the bivariant pullback g * θ(f ). We say that the orientation of a bivariant theory is stable under pullbacks or nice if this never happens. We say that the orientation θ(f ) of f : Y → Z is strong if the maps
are isomorphisms for all X → Y . The following proposition shows some non-trivial interplay between these concepts. 
and when the large square and the right (lower) square are independent, then so is the remaining little square.
Proof. The proof, which is just a formalization of the proof of Proposition 17.4.2. in [1] is given for the convenience of the reader. Suppose we have maps X → Y f → Z, and that f is a specialized projection. We form the diagram
where all the small squares are Cartesian, and s is the diagonal embedding. Note that by assumption s ′ and s are specialized, and all squares are independent. We claim that the inverse of
where the first equality is given by commutativity, and the second by the fact that the composition of s ′ and f ′ is the identity. On the other hand, if
where we use multiple times the fact that the theory is commutative and that the orientations are stable under pullbacks.
is a special case of the above proposition. Indeed, one may regard the operational Chow-theory as a commutative bivariant theory having orientations along l.c.i. morphisms, and pullbacks along all Tor-independent squares. The orientations are stable under pullbacks in such squares. It also is easily verified that Tor-independence satisfies the right cancellation property as defined above.
Smooth maps play the part of specialized projections: indeed, the pullback of a smooth morphism is smooth and whenever
and f is smooth, g is a regular embedding. Hence all the assumptions of the above proposition hold. It does not matter that one may regard opCH * as a bivariant theory having pullbacks along all Cartesian squares, and that the orientations are no longer necessarily stable under pullbacks in such squares.
There is also an immediate generalization of Poincaré duality for objects X where the map X → pt to the final object of the category is a specialized projection. The orientation of X → pt induces an isomorphism B * (X → X) → B * (X → pt), as is shown by the above proposition. What is not immediately clear however, is that in this situation we have two ways to define the a product on the isomorphic Abelian groups, and that the products coincide. Indeed, in this situation both of the projections X × X → X are specialized projections, and hence the diagonal embedding ∆ : X → X × X is specialized. We can define the intersection product ⌢ on B * (X) by setting
. In this case we have Proposition 2.4 (Poincaré duality). Let B * be a commutative bivariant theory as in 2.1. Suppose π : X → pt is a specialized projection. Now the map
is an isomorphism of rings.
Proof. We only need to show that the map preserves multiplication. Again, the proof is merely a formalization of a result in [1] , namely the Corollary 17.4. We recall that the bivariant exterior product on the level of homology is defined in the situation
Note that in the situation of interest to us the square is indeed independent by the assumption that X → pt is a specialized projection (moreover Y = X). Suppose α, β ∈ B * (X). Now
where the last equality follows from the previous proposition.
Universal oriented bivariant theory
The main contribution of Yokura's paper [13] was to give a simple construction for the universal oriented bivariant theory of a certain type in a large number of interesting cases. Namely, we must assume that the specialized morphisms are stable under pullbacks, and restrict our attention to theories with nice orientation. Moreover, we require all Cartesian squares obtained by pulling back confined morphisms to be independent.
Under these conditions, we have a simple construction for M * -the universal nicely oriented bivariant theory -which we are going to outline shortly. The universality means that for any other such a bivariant theory B * , there is a unique Grothendieck transfor-
compatible with all three bivariant operations in an obvious sense.
As promised, the construction of the bivariant theory M * is very simple. Namely, the group M * (X → Y ) is the free Abelian group generated by the isomorphism classes of confined maps V → X such that V → X → Y is specialized. From now on, the class of such a cycle is denoted by
The construction of the bivariant operations is fairly simple as well. If X → Y factorizes as X f → X ′ → Y , where f is confined, then the pushforward is defined by linearly extending
If we have a map Y ′ g → Y such that the induced Cartesian square is independent, then we may define the pullback g * as the linear extension of map
where V ′ and X ′ are the pullbacks of V and X respectively. Note how the property of specialized morphisms being stable under pullback becomes important for the definition of pullback.
The third bivariant operation, the bivariant product, is the most complicated to define. Suppose we have elements
In order to define their bivariant product α•β ∈ M * (X → Z), we begin with the following pullback diagram
The map V ′ → W is specialized as a pullback of a specialized morphism, and therefore V ′ → Z is specialized as well. On the other hand both V ′ → X ′ and X ′ → X are confined as pullbacks of confined morphisms, and hence
, and extending bilinearly yields us the bivariant product.
We will not prove that these operations satisfy the properties necessary for M * to be called a bivariant theory; the interested reader is encouraged to consult [13] . Given another such a bivariant theory B * the unique map M * → B * is easy to describe. Namely, given a bivariant cycle [V
, it is easy to see that it must be sent to
This map is, in fact, well defined, as is shown by Yokura. We also note that the theory is commutative. The proofs are omitted.
Derived algebraic geometry and quasi-smooth morphisms
The purpose of this subsection is to recall results from derived algebraic geometry necessary for the rest of the paper. For the purposes of our paper, it is not necessary to know precisely what derived algebraic geometry is -it suffices to say that it is the algebraic geometry of spaces locally modeled by simplicial commutative rings. The interested reader can consult the vast literature devoted to the subject for the details. The ordinary algebraic geometry sits fully faithfully inside the derived theory, moreover, the truncation functor τ 0 (much like the zeroth homotopy of a simplicial commutative ring) allows us to get the underlying classical scheme of a derived scheme. The derived analogue of the usual fibre product of schemes is the homotopy fibre product X × h Z Y of derived schemes. On the underlying classical schemes this is just the usual fibre product of schemes
but we must note that the homotopy fibre product of classical schemes needs not to coincide with the fibre product (this requires the diagram to be Tor-independent). For any map X → Y of derived schemes we have the cotangent complex L X/Y -an element of the derived category of coherent sheaves on X. The cotangent complex is stable under pullbacks: if
A notion of crucial importance for the paper is that of a quasi-smooth morphism. Apart from a technical finiteness requirement (locally of finite presentation in the sense of derived algebraic geometry) this is just saying that the cotangent complex should be of amplitude [1, 0] . It is a fact that a map between classical schemes is quasi-smooth if and only if it is l.c.i. The main benefit of the derived notion, however, is that the homotopy pullback of a quasi-smooth morphism is quasi-smooth. As one would expect from the classical case, if we have maps X → Y → Z of derived schemes, and Y → Z is smooth, then X → Z is quasi-smooth if and only if X → Y is quasi-smooth.
Construction of Ω *
This section is the heart of the paper. We extend the (derived) algebraic bordism dΩ * groups to a full bivariant theory. Throughout the section we will work over a field k of characteristic 0, and after the first subsection, we will be working in the (infinity-)category of quasi-projective derived k-schemes.
Failure of the Proper-Smooth Ω *
In the construction of algebraic cobordism, we begin with a construction which has pullbacks a priori only for smooth morphisms. That is to say, smooth pullbacks can be defined on the level of cycles, and it is easy to see see that all the imposed relations are respected by these morphisms. On the other hand the construction of l.c.i. pullbacks more general is technical and messy business, taking most of the book [7] and a follow-up article by Levine-Morel. The purpose of this section is to show that this cannot be done in the case of the bivariant theory, at least if interpreted in the most straightforward way.
We first roughly recall the construction of algebraic bordism groups Ω * (X) by Levine and Morel given in [7] . Namely, we start with the free Abelian group generated by isomorphism classes of cycles of form
where V is a smooth scheme mapping properly to X and L i are line bundles on V (the order of the line bundles does not matter), modulo the relation that disjoint union corresponds to sum. The purpose of the line bundles is to make applying the first Chern class operation a purely formal process.
Next we need some relations. First of all, suppose that we have a cycle
where the line bundle L 1 corresponds to a smooth Cartier divisor D on V . Then we set
This is known as the section axiom. The purpose of the next relation, corresponding to the dimension axiom, is to kill all the cycles which have too many line bundles. Namely, suppose that we have a map φ : V → W from V to some smooth scheme W of dimension d. Then all the cycles of form
where r > d are required to die. Finally, we tensor our current group with the Lazard ring L and enforce the formal group law axiom. The above construction immediately suggests a construction of bivariant algebraic cobordism. Namely, take the confined maps to be the proper maps, the independent squares to be all squares, and the specialized morphisms to be the smooth morphisms, and start with Yokura's universal nicely oriented bivariant theory of this kind. The bivariant cobordism cycles would be of form [V → X → Y ] where V → Y is smooth and V → X is proper. Next one would bring line bundles into the picture, much like is done in the Levine-Morel construction of algebraic bordism, and then enforce some bivariant analogues of relations in Ω * . This task can indeed be carried out successfully to obtain a bivariant theory. It is not, however, the correct bivariant algebraic cobordism, as we will see shortly.
One of the most important properties of algebraic bordism groups is the existence of l.c.i. pullbacks. Any bivariant version of algebraic cobordism should take this into account: any such a theory should come with canonical orientations for all l.c.i. morphisms, not just smooth morphisms. Moreover, the action of these orientations on the homology groups should correspond to the original l.c.i. pullbacks. However, the disaster has already happened. For if we have any non-dominant l.c.i. morphism X → Y , then it is simply impossible to find any map V → X (unless V is the empty scheme) such that V → X → Y is smooth. The group Ω * (X → Y ) would be trivial regardless of how we would choose the relations.
The most straightforward next idea is to take as specialized morphisms all the l.c.i. morphisms, and not just the smooth morphisms. True enough, l.c.i. morphisms are closed under composition, so such an oriented bivariant theory would make sense. However, they are not closed under pullback, which causes technical difficulties for carrying out the construction: we don't have such a simple description for the universal nicely oriented bivariant theory.
Derived algebraic bordism dΩ * and its universality
We quickly recall the construction of dΩ * (X) given in [10] where X is a quasi-projective derived scheme. We begin with the isomorphisms classes of proper morphisms V → X where V is quasi-smooth. The related cycle is naturally denoted by [V → X]. Arguably the most important relation is the homotopy fibre relation. Namely, suppose we have a quasi-smooth W mapping to X × P 1 . In this case we identify the cobordism classes of the homotopy fibres W × h X×P 1 (X × 0) and W × h X×P 1 (X × ∞) with each other. For the reader's convenience, we note here that W is quasi-smooth if and only if the map W → P 1 is quasi-smooth.
Unfortunately the homotopy fibre relation is not enough, or this at least seems to be the case. The theory constructed above does have well defined functorial pullbacks along all quasi-smooth morphisms, and pushforwards for proper morphisms, and hence it does have first Chern classes. However, it is not clear that the Chern classes satisfy any formal group law, for instance. In order to remedy this, we use the old trick of tensoring first with the Lazard ring L, and then enforcing the universal formal group law. Alas, this still isn't enough! Suppose we have a simple normal crossing divisor E on a smooth scheme W . Using the formal group law, we can express the class of
These relations are clearly not stable under pushforwards and pullbacks, so we must take all the relations that are generated in the operations. The purpose of these so called SNC relations is to make sure that the two different ways of defining l.c.i. pullbacks (or rather, quasi-smooth pullbacks) coincide.
Although not explicitly stated in [10] , dΩ * is a universal oriented Borel-Moore homology on quasi-projective derived schemes. As a slight modification of the concept introduced in [7] Chapter 5, these are functors B * additive under disjoint unions and covariant for proper morphisms (proper pushforwards) that moreover come with Gysin pullbacks f ! for all quasi-smooth morphisms f . There should also be a bilinear, associative and commutative exterior product
and this product is required to have a unit element 1 ∈ B * (pt). For a line bundle L on X we may define a first Chern class operator c 1 (L ) by s ! s * , where s is the zero section X → L . These structures are required to satisfy the following properties (BM 1 ) Gysin pullbacks are functorial.
(BM 2 ) For all homotopy Cartesian squares (as opposed for all transverse Cartesian squares)
where f is quasi-smooth and g is proper, we have that g
(BM 3 ) The exterior product is compatible with pullbacks and pushforwards:
whenever the operations are defined.
(P B) Let π : P → X be a projective bundle of rank r, and denote by ξ the operator c 1 (O P (1) ). Now the map r i=0 B * (X)
is an isomorphism.
(EH) Suppose V → X is a vector bundle and that p : E → X is a V -torsor. Now the map
(CD) Suppose W = (P N ) r , n 1 , ..., n r non-negative integers, and let
nr be a global section of the line bundle O(n 1 ) ⊠ · · · ⊠ O(N r ), and let E be its vanishing locus. Now the proper pushforward B * (E) → B * (W ) is an injection.
The exterior product × induces a commutative ring structure on B * (pt) as well as B * (pt)-module structures on all other homology groups. All the operations are naturally B * (pt)-linear. For any quasi-smooth X we may define a fundamental class 1 X by pulling back 1 ∈ B * (pt) along the quasi-smooth map X → pt. As one would expect, the projective bundle formula yields us a formal group law
. It is easy to see that dΩ * is indeed a Borel-Moore homology in the above sense. The properties (BM 1 ) − (BM 3 ) follow directly from the definition, and the latter three properties follow from the fact that dΩ * (X) = Ω * (τ 0 X) and from the corresponding claims for the underived bordism. The universality part is a little bit trickier. As in [10] , denote by M + * the theory that associates to each X the free Abelian group on the isomorphism classes of proper maps V → X from (connected) quasi-smooth V . The pushforward is given by composition, pullback by homotopy fibre product and the exterior product by Cartesian product. If B * is an oriented Borel-Moore homology theory, then we may define map ψ : M * → B * by sending [f : V → X] to f * π ! V (1). It follows from the axioms (BM 1 ) − (BM 3 ) that ψ commutes with all the three operations. The proof is a straightforward exercise, and is left for the reader. We are left with the task of showing that the map M * → B * descends to a map dΩ * → B * .
First we deal with the homotopy fibre relation. Suppose we have a proper map W → P 1 × X, where W is quasi-smooth, and let W 0 and W ∞ be the two homotopy fibres mapping into W by maps i 0 and i∞. Let L be the pullback of O(1) onto W . From (BM 2 ) it follows that both i 0 * (1 W 0 ) and i ∞ * (1 W∞ ) coincide with c 1 (L )(1 W ) in B * , so especially they must agree. Hence also the pushforwards of the fundamental classes of W 0 and W ∞ to B * (X) agree so the homotopy fibre relation holds on fundamental classes in B * , giving us a morphism Ω naive * → B * (in the notation of [10] ). In imposing the formal group law axiom we first tensor dΩ naive * with the Lazard ring L, and then artificially impose the universal formal group law on L ⊗ Z dΩ naive * . As the formal group law of B * is classified by a map L → B * (pt), we get a map L ⊗ Z dΩ naive * → B * descending to a map dΩ pre * → B * . As the SNC-axiom only mentions classical schemes, it holds in B * by the arguments of [7] Chapter 7, and we get a map dΩ * → B * . Hence, we have the following Theorem 3.1. Derived algebraic bordism dΩ * is the universal oriented Borel-Moore homology theory in the following sense: given another such theory B * , there is a unique transformation dΩ * → B * commuting with pushforwards, pullbacks and exterior products, and sending 1 ∈ dΩ * (pt) to 1 ∈ B * (pt). Moreover, the map L = dΩ * (pt) → B * (pt) classifies the formal group law of B * .
Proof. The uniqueness of the map follows from the fact that we require the identity of the homology ring of the point to be preserved. The second claim follows from the fact that the map preserves first Chern classes.
Operational bivariant theory
There is an operational bivariant derived algebraic cobordism constructed much like the operational bivariant algebraic cobordism in [4] . There is one subtle difference, however, the derived bordism dΩ * does not have refined pullbacks. The reason for this "defect" is simple: there is no need for them, as is clear already from the work done in [11] . If we have a Cartesian diagram
with f l.c.i., then the refined l.c.i. pullback f ! f ′ coincides with the quasi-smooth pullback of f ′ if we take the homotopy pullback instead of the ordinary one. In fact, as the equality dΩ * (X) = Ω * (τ 0 (X)) holds, we see that the operational bivariant derived bordism groups opdΩ * (X → Y ) coincide with the groups of the truncation opΩ * (τ 0 (X) → τ 0 (Y )). The derived structure does, however, affect to the orientations. The orientation along a quasismooth morphism X → Y needs not to coincide with the orientation of the truncation τ 0 (X) → τ 0 (Y ) even when the truncation happens to be l.c.i., and in the other cases the truncation does not even have a classical orientation! This oriented theory has the technical benefit of having pullbacks in all homotopy Cartesian squares and that the orientations are stable under arbitrary pullbacks.
Bivariant dΩ *
The functoriality of the derived algebraic bordism dΩ * suggests us that the bivariant theory we are looking for should have orientations along all quasi-smooth morphisms, and pushforwards along all proper morphisms. Quasi-smooth morphisms are also stable under homotopy pullback, so we can begin with the universal nicely oriented bivariant theory M * on quasi-projective derived k-schemes having proper morphisms as confined maps, quasi-smooth morphisms of pure virtual relative dimension as specialized maps and all homotopy-Cartesian squares as independent squares (nicely oriented proper quasi-smooth bivariant theory). The construction of [13] immediately carries over to this setting. Remark 3.2. By our earlier discussion in 2.1, any bivariant theory of this type has strong orientations along smooth morphisms. As a special case, Poincaré duality is known to hold for all smooth schemes.
Given a bivariant cobordism cycle
, where the morphism V → Y is quasi-smooth of relative dimension d, we set its degree to be −d. It is clear that the bivariant pushforwards and pullbacks both preserve degrees, and that the degrees add up in bivariant products. Form the bivariant theory L * ⊗ Z M * , where L * is the Lazard ring with cohomological (nonpositive) grading, with the total grading. Then enforce on the homology groups L * ⊗ Z M * the relations from the construction of the derived bordism dΩ * and take the induced bivariant theory. This is our bivariant algebraic cobordism Ω * -the universal L * -valued nicely oriented bivariant theory, whose homology satisfies additivity under disjoint unions, homotopy fiber relation, formal group law of the first Chern-classes of line bundles and the SNC-axiom. Remark 3.3. This might seem to be an unreasonable definition. Indeed, one would expect that the construction would involve finding bivariant analogues of the homotopy fibre relations, FGL-relations and SNC-relations, and enforcing them on the bivariant theory. However, it seems to be the case that enforcing them on the level of homology is enough.
Consider for example the homotopy fibre relation. A reasonable bivariant analogue would be the following: if the composition W → X × P 1 → Y × P 1 is quasi-smooth, and the first map is proper, then we identify the homotopy fibres
and Y × ∞ with each other. Note that this coincides with the original relation when Y is a point, as a map W → P 1 is quasi-smooth if and only if W is. We claim that this relation already holds in Ω * . Indeed, as cohomology has arbitrary pullbacks, the relation [0
We note that the relation in the cohomology of P 1 was known to hold by Poincaré duality. Next, let f be the proper and quasi-smooth map W → Y × P 1 → Y . As the map f : W → Y × P 1 → Y is quasi-smooth, multiplying from the right by the orientation of f yields us the relation
Finally, using the fact that g : W → X × P 1 → X is proper, we obtain the desired relation.
The careful reader undoubtedly has a burning question in mind: does the homology theory induced by the bivariant theory Ω * coincide with algebraic bordism Ω * ? We clearly have enough relations, but do the bivariant operations force us to have some extra relations? The answer is no. It is clear that the universal bivariant group M * maps to the operational bivariant group opdΩ * , and the map is surjective on the level of homology. The kernel of this Grothendieck transformation contains the relations we imposed to obtain Ω * , and hence we have the
Proof. The isomorphism of these groups is taken care of by the above discussion. The fact that the degrees work as is indicated by the formula above is trivial, and checking it is left to the reader.
Remark 3.5. It would not have been hard to prove the above theorem just by looking at what happens at the theory on the level of cycles. However, we chose to use the way above to illuminate the fact that we have a map Ω * → opdΩ * , and map gives us the means to evaluate which relations we may add to Ω * if we wish to not change the induced homology theory. Namely, if the relation holds in the operational theory, we are fine, and inversely, if it doesn't, then also the homology must change.
Next we give a convenient universal property for Ω * . We say that an oriented (proper quasi-smooth) bivariant theory is Borel-Moore if the orientation is stable under pullbacks and its homology is an oriented Borel-Moore homology in the sense previously defined. Bivariant algebraic cobordism is clearly an example of such a theory, and as one would expect, it is the universal one: Proof. By the universal property given in [13] there exists a unique Grothendieck transformation M * → B * respecting orientations. Using the universality of dΩ * and the fact that B * is an oriented Borel-Moore homology, we see that this map descends to a map Ω * → B * . The last claim is trivial.
Any Borel-Moore bivariant theory contains an oriented Borel-Moore homology theory, and hence it has a formal group law for first Chern classes (at this moment, we think them as operations on homology groups). We say that a Borel-Moore bivariant theory B * is additive/multiplicative/periodic if the corresponding formal group law has this property. Regard Z and Z[β, β −1 ] as L-algebras via the maps classifying the universal additive and the universal multiplicative periodic formal group laws respectively. The Borel-Moore bivariant theories
are clearly the universal additive and the universal multiplicative and periodic Borel-Moore bivariant theories, respectively.
Chern classes in Ω *
The goal of this subsection is to show that Ω * has a good theory of cohomology Chern classes, i.e., for a vector bundle E → X, there are elements c i (E) ∈ Ω i (X) whose action on homology gives back the Chern class operations defined in [7] . The complication at hand is that we do not have the projective bundle formula in general, so we cannot use splitting principle to define the intermediate Chern classes. However, by Poincaré duality, we know that the cohomology theory Ω * already has a good theory of Chern classes on smooth schemes. We extend this to singular schemes by pulling them back, which leaves us with the task of making sure that everything is well-defined. Naturally, Chern classes in Ω * yield Chern classes in all Borel-Moore bivariant theories. Suppose X is a quasi-projective derived k-scheme, and E is a globally generated vector bundle of rank r. Let s 1 , ..., s n be global sections generating the stalks of X. This data uniquely determines a map f : X → Gr(r, n), and E is obtained by pulling back the universal quotient bundle E on Gr(r, n). As Grassmannians are smooth, they already have a good notion of Chern-classes, and hence we can define the Chern classes c i (E) of E on X to be the pullbacks f * (c i (E)). Our main job now is to verify that these classes are well defined, and they satisfy the expected properties.
Suppose we have another set of global section s ′ 1 , ..., s ′ n ′ generating E defining a map g : X → Gr(r, n ′ ). We need to make sure that the Chern classes obtained by pulling back along g agree with those pulled back along f . We note that x 0 s 1 , ..., x 0 s n , x 1 s
are global sections of the vector bundle E(1) on P 1 × X, where E is the pullback of E. This defines a map h : P 1 × X → Gr(r, n + n ′ ). Moreover, it is clear that the restrictions of the source factor as
and
This shows that the Chern classes c i ( E(1)) on P 1 × X (defined via the map h) pull back to the Chern classes defined via the map g when we pull back along 0 × X ֒→ P 1 × X, and to the Chern classes defined via the map f when we pull back along ∞ × X ֒→ P 1 × X. By the bivariant homotopy fibre relation (see the earlier remark 3.3), these classes agree, and hence the Chern classes of globally generated vector bundles are well defined.
Extending to arbitrary vector bundles is now a matter of formal trickery. Denote by F the universal formal group law, and by F − the associated universal difference group law. We remind the reader that these are "inverses" of each other: F − (F (x, y), y) = x and F (F − (x, y), y) = x. Denote by s i the i th symmetric polynomial on r variables µ 1 , ..., µ r . We note that G i (µ 1 , ..., µ r , x) = s i (F (µ 1 , x) , ..., F (µ r , x)) µ 1 , x) , ..., F − (µ r , x)) are L valued power series symmetric in the variables µ i , and hence have expressions H i (s 1 , ..., s n , x) and H i − (s 1 , ..., s n , x) involving only x and the elementary symmetric polynomials s i . Now we have that
as these amount to the same as
and because of the aforementioned property that F and F − are inverses of each other. Similar argument shows that associativity results such as
Pulling back formulas over smooth varieties, we know that whenever E is a globally generated vector bundle of rank r on X, and L is a globally generated line bundle, we have that
Suppose that E is an arbitrary vector bundle on X. Now there exists a globally generated line bundle L on X such that the twist E ⊗ L is globally generated. If we want to extend the Chern classes c i to all vector bundles in a way that respects the above twisting formulas, we are forced to set
This does not depend on the choice of L . Indeed, suppose that L ′ is another globally generated line bundle such that E ⊗L ′ is globally generated. Now E ⊗L ⊗L ′ is globally generated, and by the associativity and inverse properties of G i and G i − we conclude that the original definition of c i (E) in terms of L agrees with
We are now ready to verify expected properties of the Chern classes. As usual, the total Chern class of a rank r vector bundle is c(E) := 1 + c 1 (E) + · · · + c r (E), and the top Chern class is c top (E) := c r (E).
Theorem 3.7. The Chern classes in Ω * defined above satisfy the following properties:
ii. Whitney sum formula: whenever we have a short exact sequence
iii. Normalization: suppose E is a vector bundle on X with zero section s. Define the Euler class e(E) of E by s * s ! (1 X ). Now e(E) = c top (E).
iv. Formal group law: suppose L and L ′ are line bundles on X. Now
where F is the universal formal group law over L.
Proof. To prove i., we first note that the Chern classes of globally generated vector bundles are natural in pullbacks. Indeed, suppose we have a globally generated vector bundle E on Y , and a map f : X → Y . Let s 1 , ..., s n be global sections generating E, and hence defining a map Y → Gr to some Grassmannian. Now the data (f * E, f * s 1 , ..., f * s n ) corresponds to the map X f → Y → Gr, and by the functoriality of the bivariant pullback we can conclude that c i (f * E) = f * c i (E). Extending this to arbitrary vector bundles is now a simple matter of choosing a globally generated line bundle L on Y such that E ⊗ L is globally generated and invoking the (inverse) twisting formula of the previous discussion.
For ii., we note that if E is the direct sum of E ′ and E, then we can pull back E ′ , E and E from the same smooth variety, and hence we can pull back the relation c(E ′ )c(E) = c(E) as well. In the general case, we note that the map f : E → E defines the graph subbundle of E ⊕ E locally consisting of elements (e, f (e)). Pulling back to P 1 × X we get the subbundle of E(1) ⊕ E(1) locally consisting of pairs (x 0 e, x 1 f (e)). Pulling back this bundle along ∞ × X yields E ′ ⊕ E whereas pulling back along 0 × X gives E. By the homotopy fibre relation 3.3, we see that c(E) = c(E ′ ⊕ E), proving ii. The third and the fourth parts part can be trivially pulled back from smooth varieties where they are already known to hold, so we are done.
Finally, we show that the action of these newly defined cohomology Chern classes on the homology groups coincides with the action of original Chern classes in algebraic bordism Ω * . Proposition 3.8. Suppose E is a vector bundle on a quasi-projective scheme X and α ∈ Ω * (X). Now c i (E) ∩ α as defined in [7] agrees with c i (E) • α.
Proof. We know that there is a tower of projective bundles π : P → · · · → X such that the pullback π * E of E has a filtration by vector bundles with line bundle quotients L 1 , ..., L r . Moreover the pushforward π * : Ω * (P ) → Ω * (X) is surjective, and hence we can find α mapping to α. Using the push pull formula
following from the axioms of a bivariant theory, and using the Whitney sum formula of the previous proposition, we need only to check that the first Chern classes of line bundles agree.
By [10] if L is a line bundle on X with a zero section s, we have c 1 (L )∩α = s ! (s * (α)). On the other hand
on the other hand, it is easy to check on cycle level that θ(s) • s * (1 X ) = s * s ! (1 X ), and as the latter corresponds to c 1 (L ) by normalization, we are done.
For general Borel-Moore bivariant theories, the results of this subsection can be summarized as follows: 
Relations to other bivariant theories
The bivariant algebraic K-theory of relatively perfect complexes was extended in [9] to maps between quasi-projective derived k-schemes. This was also done for the operational bivariant Chow theory. Both theories have proper morphisms as confined maps, quasi-smooth morphisms as specialized maps, and all homotopy Cartesian squares as independent squares. Although it is not noted in the paper, both orientations are stable under pullback. If X → Y is quasi-smooth (or more generally, perfect), then the corresponding
On the other hand, the orientation in opdCH * (X → Y ) is the collection of maps defined by the virtual pullback corresponding to the quasi-smooth morphism X → Y as constructed in [11] . Namely, in case of quasi-smooth embedding, we have a closed immersion i :
, where the right hand side is a vector bundle on τ 0 (X). Using the deformation to the normal cone construction, we do have a specialization map dCH * (τ 0 (Y )) → dCH * (C τ 0 (X) τ 0 (Y )). Composing the above specialization map with
where the latter map s is the zero-section, we obtain the virtual pullback. As the cotangent complex is stable under homotopy pullbacks, we obtain in a natural way a refined virtual pullback map for any homotopy Cartesian square as above, and this gives an operational class (loc. cit.). For the same reasons it follows that the orientation is stable under bivariant pullbacks. Now that we know that opdCH * and K 0 are Borel-Moore bivariant theories, we obtain canonical Grothendieck transformations Ω * → K 0 and Ω * → opdCH * preserving orientations. As it is often customary, instead of working with the algebraic K-theory per se, we rather work with the Bott-periodic
, where β is an element of cohomological degree −1. This is obtained from the oriented bivariant theory K 0 by first tensoring it with Z[β, β −1 ] over Z, and then replacing the old orientations θ(f ) with β d θ(f ), where d is the relative virtual dimension of the quasi-smooth morphism f . The formal group law of this newly obtained theory is given by
it is the universal multiplicative and periodic formal group law. The orientation is clearly stable under pullbacks, and hence we end up with another map
Cohomologies of Ω
* and K 0 .
The goal of this subsection is to show that the Bott periodic K-theory (and hence also the algebraic K-theory) cohomology ring is obtained from the algebraic cobordism by a simple change of coefficients. By the results of the previous section, the map
where r denotes the rank of E, is additive in exact sequences for all quasi-projective derived schemes X, and hence this descends to a map
Here a 11 ∈ L is the coefficient of term xy in the universal formal group law. By tensoring, we obtain a Chern character map
where, as specified earlier, Z[β, β −1 ] is to be regarded as an L-algebra via the map classifying the universal multiplicative and periodic formal group law (a 11 is sent to β, and all other variables are killed). It is trivial that this map behaves well with respect to pullbacks. We claim that it also commutes with products and Gysin pushforwards. The product is easier of the two: namely,
and therefore ch(α • β) = ch(α) • ch(β). Before taking care of the pushforward, we need a lemma.
Lemma 4.1. The Chern character map ch :
Proof. The first Chern class of a line bundle L is given by
, and its image in the Chern character map is
As ch commutes with pullbacks, and as all vector bundles can be pulled back from a smooth scheme on which we can utilize the splitting principle, we see using the fact that ch preserves multiplication, that the total Chern class of any vector bundle is preserved, which proves the claim.
We are now going to prove that ch commutes with Gysin pushforwards. The proof mostly follows [7] Section 4.2.3., although we need some extra lemmas concerning derived pullbacks. We first prove the case of a projective bundle with a section. 
Proof. As we are working with quasi-projective schemes, the map f is projective. Using the functoriality of Gysin pushforward, we have two cases to consider: either f is the natural projection π : P n × Y → Y or then f is a quasi-smooth embedding j : X ֒→ Y . We first deal with the case of a projection π : P n × Y → Y , which has a section s. It is known that the projective bundle formula holds for the algebraic K-theory rings, and hence we may assume that we have an element of form
, and P i is linearly embedded in P n . By the standard properties of the bivariant exterior product, it is therefore only necessary to deal with the case of Y = pt. But now we are dealing with only smooth varieties, and therefore the claim follows from results in algebraic bordism by Poincaré duality.
We are left with the case of a quasi-smooth embedding j : X ֒→ Y . The embedding 0 × X ֒→ P 1 × Y is clearly also a quasi-smooth embedding, and hence, as in [5] , we may form the blow up Bl 0×X (P 1 × Y ). As in the classical case, we have a notion of strict transform (at least for quasi-smoothly embedded subschemes), and therefore we have a quasi-smooth closed immersion i :
We deal with this claim, and other claims related to strict transforms in a lemma after the proof. The two maps
where N is the virtual normal bundle of X → Y . From the existence of i and from the homotopy fibre relation it follows that i 0! ι 0! = i ∞! ι ∞! . By the previous lemma, we know that ι 0! commutes with ch. On the other hand, we claim that ι 0! (α) = i where the third line follows from the remark preceding this lemma.
We are left with proving the claims corresponding strict transforms in derived blow ups. We are now ready to prove the main theorem of the section: the cohomology groups Ω * β,β −1 (X) and K 0 [β, β −1 ](X) are isomorphic for all X. Proof. We claim that the inverse to ω K is given by ch. By construction, we have that ω K (ch(1 X )) = ch(ω K (1 X )).
As Ω β,β −1 is generated by Gysin pushforwards of fundamental classes of derived schemes, and as both the above maps commute with Gysin pushforwards, ch is at least a one sided inverse for ω K , and ω K is therefore an injection. But ω K is clearly a surjection: the class of E equals ββ −1 (r(k)−c 1 (E ∨ )), and as ω K preserves Chern classes, the above element is in its image, finishing the proof.
Remark 4.7. Setting β = 1 gives the ordinary algebraic K 0 -theory from the Bott periodical one, and hence also this can be obtained from the algebraic cobordism ring.
Remark 4.8. The above theorem has multiple interesting consequences for the bivariant cobordism theory Ω * . First of all, we know that there exists toric varieties which have very large K 0 -groups: in fact, they are uncountable [3] . Hence the algebraic cobordism rings of these toric varieties are uncountable as well. This can never happen for the operational cobordism rings: they are always countable for toric varieties. Hence Ω * = opΩ * . It is not true in general that when we have an affine space bundle p : E → X (or even a trivial vector bundle), then p * : K 0 (X) → K 0 (E) is an isomorphism. Nor does it hold in general that when i : U ֒→ X is an open embedding, then i * : K 0 (X) → K 0 (U) is a surjection. Both of these claims are therefore false for algebraic cobordism rings as well. The failure of the homotopy property should set our Ω * apart from any A 1 -homotopical bivariant theory.
