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Abstract-Lyapunov functions are constructed and used to establish that an equilibrium of a 
scalar nonlinear difference equation is globally stable. General conditions for the local stability of 
an equilibrium of a difference equation which is described by a nonsmooth function are established. 
Vector Lyapunov functions are constructed and used to establish conditions for an unstable equilib 
rium to be globally attractive. These results are useful for applications which use scalar nonlinear 
difference equations as models. They provide insight into conditions for the global convergence of a 
scalar iterative process in computation. 
Keywords-Global attractivity, Global stability, Scalar nonlinear difference equation. 
1. INTRODUCTION 
With the advent of modern digital computers, difference equations are now widely used for the 
modelling of physical, biological and business systems, see [ 1,2]. Scalar nonlinear difference equa- 
tions can be used to demonstrate a wide range of dynamical behaviour. We can construct a 
simple nonlinear difference equation to demonstrate that an unstable equilibrium of a dynamical 
system can be globally attractive, i.e., all solutions of the difference equation ultimately converge 
to the equilibrium even though it is unstable. This provides some insight into possible conver- 
gence behaviour in numerical analysis. A simple scalar nonlinear difference equation can also be 
constructed to demonstrate chaotic behaviour. 
In this paper, we shall describe some very general theorems for a scalar nonlinear difference 
equation to have an equilibrium that is globally stable and for an unstable equilibrium to be 
globally attractive. These results are generalizations of theorems established by Goh [3] and 
Fisher, Goh and Vincent [4]. 
Similar results for a scalar nonlinear difference equation, subject to nonnegative constraints, 
have appeared in the biological literature [2]. The present formulation of these theorems will make 
them directly useful in the analysis of a scalar nonlinear difference equation model in engineering 
or numerical analysis. 
2. GLOBAL STABILITY 
Consider the autonomous scalar nonlinear difference equation 
4t + 1) = f[z(t)l, t=0,1,2,3 . . . . (1) 
where f(x) is a continuous function of 2 for all values of z and t is the time variable. 
Without loss of generality, let x* = 0 be an equilibrium of the difference equation (1). We have 
f(x*) = f(0) = 0. 
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To state the conditions for the global asymptotic stability of an equilibrium of the difference 
equation (l), we shall define three continuous scalar functions, Q(z), P(X) and V(z). 
A Lyapunov function can provide a very effective tool to establish the global asymptotic sta- 
bility of an equilibrium of a nonlinear difference equation, see [5-71. A continuous scalar func- 
tion V(z) is a Lyapunov function and can be used to establish the global asymptotic stability of 
the equilibrium X* of equation (1) if 
(i) V(z) > 0 for all values of 2 # 0 and V(x*) = 0, 
(ii) it is radially unbounded, i.e., V(z) tends to 03 as IX\ tends to co, and 
(iii) AV(z) = V[f(z)] - V( ) z is negative for all values of z # 0. 
If V(z) is not radially unbounded, or if AV(z) is only negative semidefinite, additional conditions 
are needed in order to establish that an equilibrium is globally asymptotically stable. 
Let Q(z) : [O,co) + (-co,O] b e a continuous and strictly monotonic decreasing function such 
that Q(0) = 0 and let Q(S) tend to --oo as z tends to +oo. Let P(X) : (-oo,O] -+ [0, oo) be the 
inverse function of Q(X). Then, P(X) inherits from Q(z) the following properties: 
(i) it is continuous, 
(ii) it is a strictly monotonic decreasing function, and 
(iii) P(0) = 0 and P(z) -+ 00 as 2 tends to -oo. 
The function V(z) is defined by the equations 
V(x) = P(x) - 2, for 2 I 0 
= 5 - Q(x), for z 2 0. (2) 
THEOREM 1. The equilibrium z* = 0 of the scalar nonlinear difference equation (1) is globa1Jy 
asymptotically stable if there exists a Q(x) function with the above properties, and 
(i) f(z*) = 0, 
(ii) P(x) > f(x) > x for all x < 0, and 
(iii) x > f(x) > Q(x) for all x > 0. 
PROOF. This theorem is proved by establishing that V(x) is a Lyapunov function of equation (1). 
By definition, 
AV(x) = V[x(t + l)] - V[x(t)] 
= VLf(~)l-V(x). (3) 
We show that AV( x is negative definite by examining separately the five possible cases: ) 
(i) x > 0 and x > f(x) > 0, 
(ii) x > 0 and 0 > f(x) > Q(x), 
(iii) x < 0 and x < f(x) < 0, 
(iv) z < 0, and 0 < f(z) < P(X), and 
(v) x # 0 and f(z) = 0. 
In Case (i), using equations (2) and (3), we get 
AU%) = {f(x) - Qlf(x>l~ - Ix - Q(x)) 
= {f(x) - xl - {QLf(x)l - Q(x)). (4 
The expression Q[f(x)] - Q(x) is p osi ive because the function Q(x) is strictly monotonic de- t 
creasing and by assumption x > f(x) > 0. The expression f(z) - z is negative, and hence, in 
this case, AV(x) is strictly negative. 
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In Case (ii), using equations (2) and (3), we get 
AVb) = WC41 - f(x)) - ix - Q(x)) 
< {P[Q(x)l - f(x)) - ix - Q(x)) 
= {x - f(x)) - {x - Q(x)1 
= -U(x) - Q(x)) 
< 0, (5) 
because P(x) is a strictly monotonic decreasing function as x increases and f(x) > Q(z), and 
furthermore, P(x) is the inverse function of Q(x). 
In Cases (iii) and (iv), the function AV(z) can be shown to be negative by similar arguments. 
Finally, in Case (v), we have 
AV(x) = V(0) - V(z) = 0 - V(x) < 0, (6) 
because the function V(z) is positive if 2 # 0. 
Therefore, the function AV(z) is negative definite for all values of x. It follows that V(z) is a 
Lyapunov function of equation (1) and using the Lyapunov function theorem, we conclude that 
x* = 0 is globally asymptotically stable. 
EXAMPLE 1. Let f(z) = x + 1 - exp(z). We can choose Q(x) = x + 2[1 - exp(x)] for x > 0. As 
[l -exp(z)] is negative, it follows that f(z) > Q( ) f x or 2 > 0. The function y = P(x), the inverse 
function of Q(x), satisfies the equation z = y + 2[1 - exp(y)] for z 5 0. It can be determined 
numerically, and it can then be shown graphically that P(x) > f(z) > x at all the computed 
points where z < 0. From the continuity properties of f(z) and P(x) and the graphical behaviour 
of these functions as x tends to -00, we can expect that the condition P(x) > f(x) > 0 is indeed 
satisfied for all negative values of x. The graph of P(z) is the image of the graph of Q(x) in the 
mirror defined by the line y = x. We conclude by Theorem 1 that the equilibrium at the point 
x* = 0 is globally asymptotically stable. 
EXAMPLE 2. Let Q(x) = -x for x > 0. It follows that P(x) = --z for x 5 0. By Theorem 1, the 
equilibrium x* = 0 is globally asymptotically stable if 
(i) f(x*) = 0, 
(ii) -x > f(x) > x for x < 0, and 
(iii) x > f(x) > -x for x > 0. 
These are none other than the conditions for global asymptotic stability of x* in the contraction 
theorem for equation (1). 
COROLLARY 1.1. Suppose the function f(x) is not a smooth function at the origin, but it has 
one-sided derivatives at the equilibrium x* = 0. Let c be a positive constant. The equilibrium is 
locally stable if 
(9 f(x*) = 0, 
(ii) 1 > f’(x* + 0) > -c, and 
(iii) 1 > f’(x* - 0) > -l/c. 
PROOF. Let Q(x) = -cx for x 2 0. It follows that P(z) = -x/c for x 5 0, which is the inverse 
function of Q(x). There exists a neighbourhood of the origin in which the function V(x) defined 
in (3) is a Lyapunov function of equation (1). We conclude that x* is locally asymptotically 
stable. If c = 1, this result reduces to the standard conditions for local stability. 
THEOREM 2. Let p,r be positive constants. Let the function f(x) of difference equation (1) be 
a continuous function for all values of x. Let Q(x) : [0, co) 4 [0, -r] be a strictly monotonic 
decreasing function for 0 < x 5 p such that Q(0) = 0, and furthermore, let Q(x) = -r for all 
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x L p. For 0 2 z 1 -T, let P(x) be the inverse function of Q(x) such that P(-r) = p. The 
equilibrium x* is globally asymptotically stable if 
(i) f(0) = 0, 
(ii) f(x) > 5 for 5 5 4, 
(iii) P(x) > f(x) > z for --T 5 z < 0, and 
(iv) 5 > f(x) > Q(x) for all x > 0. 
PROOF. For --T 5 x 5 p, the proof of convergence of the solutions of the difference equation (1) 
to the equilibrium point x* = 0 is similar to the proof of Theorem 1. For points outside this 
region, it can be shown that all solutions will ultimately enter the region --T 5 z 5 p, if the 
conditions of the theorem are satisfied. Hence, x* is globally asymptotically stable. 
It is interesting to note that, in this case, the function f(z) is not explicitly bounded from 
above for all values of x such that x 5 --T. 
COROLLARY 2.1. Let r be a positive constant and let the function f(x) of the difference equa- 
tion (1) be a continuous function for all values of 2. Let Q(z) : [0, co) + [0, -T) be a strictly 
monotonic decreasing function of x for x 2 0 such that Q(0) = 0, and furthermore, let Q(x) + --T 
as x + 00. For --T < x 5 0, let P(x) be the inverse function of Q(z). The equilibrium 1c* is 
globally asymptotically stable if 
(i) f(z*) = 0, 
(ii) f(5) > z for 3: 5 -r, 
(iii) P(x) > f(x) > x for --T < 2 < 0, and 
(iv) x > f(x) > Q(x) for all x > 0. 
This corollary can be proved in a manner similar to the proof of Theorem 2. 
EXAMPLE 3. For a given difference equation, the conditions of Theorem 1 or Corollary 2.1 may 
be verified in a numerical manner as follows: graph the function f(z) and check that f(x) < x 
for all x > 0 and f(z) > x for all x < 0. Define the function M(x) = minf(z) for all values of .z 
which satisfy 0 5 z 5 x. Let s be a small positive constant and let Q(x) = M(z) - sx/(l + x) 
for all x such that x 2 0. By construction, we have f(x) > Q(x) for x > 0. 
We can determine numerically the values of Q(x) at as many points as is required and using 
the continuity of f(x) and Q(x), we can plot the graphs of f(x) and Q(z). Graphically, the 
condition f(x) > Q(x) f or all x > 0 can then be checked. Once Q(x) is determined numerically, 
its inverse function P(x) can be determined numerically by swapping the values of y = Q(x) with 
the corresponding values of x. Using the continuity of P(x), we can plot the graph of P(x). We 
can then check graphically whether or not the inequality condition P(z) > f(x) > x for all II: < 0 
is satisfied. 
If Q(x) tends to -co as z tends to co, Theorem 1 is applicable and if Q(x) tends --T as z tends 
to co, where T is a positive constant, then Corollary 2.1 is applicable. 
3. GLOBAL ATTRACTIVITY 
If the difference equation (1) is a model of a control system, it is possible that the function f(z) 
has a discontinuity at the equilibrium. For example, if (1) represents a model of an exploited 
fish population, it may be desirable that harvesting takes place only if the population is equal to 
or above a certain level x*, and no harvesting is allowed if the population is below the level z*, 
see [2]. In such a case, the function f(x) h as a discontinuity at the point x*, which then becomes 
an unstable equilibrium. However, all solutions may still converge to the point x* in a desirable 
manner. Thus, the equilibrium x* may be unstable, and yet it is globally attractive in a desirable 
manner. 
We shall now establish some very general conditions for an unstable equilibrium x* to be 
globally attractive. We shall make use of vector Lyapunov functions in the manner that was 
developed by LaSalle [6,7]. However, our notation will be slightly different. 
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Let W(Z) be a vector function with components 2ui(x) where i = 1,2,3,. . . , m. Let 11 be a 
unit vector of m components such that ui = 1 for all values of i. From a vector Lyapunov 
function w(z), we can construct a scalar Lyapunov function by letting 
V(x) = m={w(z), w2(5), . . . , wm(~)). (7) 
For each value of Z, the maximization in (7) is with respect to i = 1,2,3,. . . , m. 
For a given difference equation (l), we can establish that AV(z) is negative semidefinite by 
considering the expression for Dw(x) which is defined by the vector equation 
Dw(x) = w[f(x)] - V(x)u. (8) 
Using equation (8), we get 
max {Dwi(x)} = ma iw [f(x)1 - V(x)) 
= m= {wi[f(x)l) - V(x) 
= V[_f(x)] - V(x) = AV(x). (9) 
For each value of x, we maximize with respect to i = 1,2,3,. . . , m. It follows that AV(x) 5 0 if 
Du(x) 5 0, where 0 denotes a zero vector. 
We are now in a position to establish conditions for an unstable equilibrium to be globally 
attractive. Let y = z(t + 1). Heuristically, if we allow the y = Q(x) to become the vertical half- 
line through the origin in the (x, y)-space and below the origin, we can expect that its ‘inverse’ 
function y = P(x) should be the horizontal half-line to the left of the origin. This is because 
the graph of y = P(x) is the image of the graph of y = Q(x) in the mirror described by the line 
y = x. 
In this limiting case, we can expect Theorem 1 to provide some convergence properties for 
the solutions of the difference equation (1). However, f(x) may now have a finite discontinuity 
at x* and if it does, the equilibrium x* is immediately unstable. In this case, the point x* is an 
unstable equilibrium that may be globally attractive. 
THEOREM 3. Let f(x) be continuous everywhere except at the point x* = 0, where it has a finite 
discontinuity from the right of x*. The equilibrium x* of the difference equation (1) is globally 
attractive if 
(i) f(x*) = 0, 
(ii) x* > f(x) > x for x < 0, and 
(iii) x > f(x) for 5 > 0. 
PROOF. We shall use the vector function w(x) which is defined by the equations: 
WI(X) = x +x*, w2(5) = x*, for x < 0, 
WI(X) = x - x*, w2(x) = 2, for 2 1 0. 
Hence, for x < 0, we have 
For x 2 0, we have 
For x < 0, we have 
V(x) = max{x + x*,x*} = x*. 
V(x) = max{x - x*,x} = x. 
-(xl = ~w~f(~)l,w2[f(x)1~ - {x*,x*) = {f(x),O) 
(10) 
(11) 
(12) 
(13) 
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and 
AV(z) = max{f(z), 0) = 0. (14) 
Hence, AV(x) _< 0 for all x < 0. For negative values of z, there are no invariant points because 
of the assumption that 0 > f(x) > x for x < 0. We note that every solution of the difference 
equation that begins in the set x < 0 and 0 > f(x) > x remains in it for all subsequent values 
of the t variable. Hence, by the extended Lyapunov function theorem, all solutions of (1) which 
begin in this set converge to z*. 
For x > 0, there are three separate cases. They are: 
6) x > f(x) > 0, 
(ii) f(x) < 0, and 
(iii) f(x) = x* = 0 for x # 0. 
In Case (i), we have 
D4x) = {f(x) - x*, f(x)) - ix, xl, 
= {f(x) - x, f(x) - xl. 
Using this equation for Dzu(x) and the condition x > f(z) > 0, we get 
AV(x) = max {Dwr (x), Dwz(z)} = f(x) - z < 0. 
(15) 
(16) 
In Case (ii), we have 
h(x) = {f(x) + x*, xc*} - {x, xc), 
= {f(x) - x, -x}. (17) 
Each component of Dw(x) is negative and the function AV(x) = -x is negative as x > 0. 
In Case (iii), f(x) = 0. Hence, AV(x) < 0 and the equilibrium is attained in one iteration. 
Using all the above conditions, we conclude, by an application of the extended Lyapunov 
function theorem, that all solutions of the difference equation converge to the equilibrium x*. 
Hence, it is a globally attractive, even if x* is an unstable equilibrium, because f(x) has a finite 
discontinuity at x*. 
EXAMPLE 4. Let f(x) = 0.52 for IL: I 0, and f(x) = -1 -x for z > 0. The function f(z) has 
a discontinuity at x* = 0 and the equilibrium at x* of the difference equation (1) is unstable. 
However, it is globally attractive. 
We shall now state, without proof, a more complicated case in which an unstable equilib- 
rium may be globally attractive. To describe this case, we first define the functions q(x), Q(x) 
and P(x). Let p be a positive constant. For 0 5 x 5 p, let q(x) = 0. Let Q(p) = 0 and let Q(x) 
be a continuous and strictly monotonic decreasing function for x 2 p and such that Q(x) tends 
to ---co as zr tends to 0;). It follows that the values of Q(x) are negative for z > p. Let P(x) be 
the inverse function of Q(x). It is defined for all x 5 0 and let P(0) = p. It is also a continuous 
function and it is a strictly monotonic decreasing function as x increases. 
THEOREM 4. The equilibrium x* = 0 of the difference equation (1) is globally attractive if 
(a) f(x*) = x* = 0, and 
(b) if there exists a positive constant p and functions q(x), Q(x) with the above properties 
and such that 
(i) P(x) > f(x) > 5 for all 5 < 0, 
(ii) x > f(x) > q(x) forp > x > 0, and 
(iii) z > f(x) > Q(x) for all x > p. 
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We can prove this theorem by using arguments similar to those that were used to prove The- 
orem 3 and using the vector Lyapunov function defined by the equations, 
w(x) = {P(x) - x,p - x,x* - x}, for 2 < 0, 
={p-X*,p-X*,z-X*}, for 0 5 5 < p, 
= {z - Q(z),p - z*,z - x*}, for 2 > p. (18) 
It follows that the scalar Lyapunov function is given by, 
V(x) = P(x) - 2, for 2 < 0, 
=p-x*, for 0 5 2 5 p, 
= x - Q(x), for 2 > p. (19) 
From the conditions of Theorem 4, it follows that the function f(x) can have a finite discon- 
tinuity to the left of the point x*. If it does, the equilibrium x* is unstable. Nevertheless, by 
Theorem 4, it may still be globally attractive in a desirable manner. 
4. CONCLUSIONS 
In this paper, we have stated some general theorems for an equilibrium of a scalar nonlinear 
equation to be globally stable and for an unstable equilibrium to be globally attractive. From 
the geometric nature of these theorems, it is clear that there are large sets of scalar nonlinear 
difference equations which will have an equilibrium with either of these types of properties. 
We can easily adapt the theorems so that they can be used to establish sufficient conditions for 
an equilibrium of a nonlinear difference equation to have asymptotic stability in a finite region 
or to be an attractive point in a finite region rather than globally. 
Systems of first order nonlinear difference equations, see [1,2,8], are very useful in numerical 
analysis and the modelling of physical, biological and business processes. Thus, it would be 
extremely interesting and useful if similar theorems on global stability of an equilibrium and 
global attractivity of an unstable equilibrium can be established for a system of n(n 2 2) nonlinear 
difference equations. 
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