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University Erlangen–Nurnberg
We consider catalytic branching populations. They consist of a
catalyst population evolving according to a critical binary branching
process in continuous time with a constant branching rate and a
reactant population with a branching rate proportional to the number
of catalyst individuals alive. The reactant forms a process in random
medium.
We describe asymptotically the genealogy of catalytic branching
populations coded as the induced forest of R-trees using the many
individuals—rapid branching continuum limit. The limiting contin-
uum genealogical forests are then studied in detail from both the
quenched and annealed points of view. The result is obtained by con-
structing a contour process and analyzing the appropriately rescaled
version and its limit. The genealogy of the limiting forest is described
by a point process. We compare geometric properties and statistics
of the reactant limit forest with those of the “classical” forest.
1. Introduction. It is well known that Feller’s branching diffusion and,
more generally, continuous state branching processes appear as weak lim-
its of a broad range of suitably rescaled Galton–Watson processes (see, e.g.,
[18]). Provided one introduces a suitable topology, the rescaled family forests
of these Galton–Watson processes converge to limit forests which can be
represented by paths of a reflected Brownian motion, and more generally
a reflected Le´vy process without negative jumps (see [1, 2, 3, 11, 19] and
references therein). These invariance principles are the main tool for analyz-
ing the asymptotic behavior of genealogies of Galton–Watson processes. For
example, one can conclude that the height of a Galton–Watson tree with
total population size n behaves in distribution, as n→∞, as 2√n times the
height of a standard Brownian excursion.
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One of the next important steps is to investigate genealogies of multi-
type branching models with possible interactions between populations. For
neutral two-type branching models there are three universality classes of
behavior: independent branching, (one-sided) catalytic branching and mu-
tually catalytic branching. Loss of independence in the two latter models
generates many new features and causes great technical difficulties for its
analysis.
In the present paper we focus on describing the genealogy of a catalytic
branching diffusion. This is the many individual fast branching limit of an in-
teracting branching particle model involving two populations, in which one
population, the “catalyst,” evolves autonomously according to a Galton–
Watson process, while the other population, the “reactant,” evolves accord-
ing to branching dynamics that are dependent on the number of catalyst
particles.
We show that the sequence of suitably rescaled family forests for the re-
actant population converges in Gromov–Hausdorff topology to a limit forest
and we characterize the distribution of this limit. We first describe the limit
of the reactant family forest cut off at a height where the catalyst falls be-
low a certain threshold. We show that its contour process is given by a path
of a reflected diffusion process. From that path we derive a collection of
point processes each describing the mutual genealogical distances between
all individuals in the population alive at a certain time.
We start the analysis from a “quenched” point of view, that is, we first
fix a realization of the catalyst population as an autonomous branching
process, and consider the reactant population as a branching process in a
given medium. We then change to an “annealed” point of view and show that
the joint law of the rescaled catalyst and the reactant population converges
to a limit.
Finally, we discuss differences between the reactant limit forest and the
classical continuum random forest which is known to be associated with
a reflected Brownian motion. The point processes exhibit the difference in
genealogical structure between the reactant population family forests and
the classical Brownian continuum random tree. The differences are due to
two different effects: the vanishing branching rate once the catalyst becomes
extinct and the temporal inhomogeneity of the branching rates. The differ-
ences are roughly as follows. If we pick from the population of the reactant at
time t two individuals at random, their chance of being from different trees
is smaller than in the classical case (with a suitable choice of the branching
rate). Furthermore the total tree length becomes infinite in a stronger sense,
namely instead of having Hausdorff dimension 2 with finite Hausdorff mea-
sure function, we now have a Hausdorff measure function that grows faster
than a square. As a consequence, with positive probability the reactant limit
forest cannot be associated with the path of a diffusion.
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Outline. The rest of the paper is structured as follows. In Section 2 we
provide the underlying spaces and the topologies we will need for represent-
ing the genealogical forests of our branching model. In Section 3 we define
our catalytic particle model, its genealogical forests, the associated contour
processes, the genealogical point processes and the suitably rescaled versions
of all of these objects. In Section 4 we state our results for the reactant limit
forest and its differences from the classical Brownian forest. Subsequent sec-
tions contain proofs of these results. In Section 5 we show that the family
of suitably rescaled catalyst forests has a limit forest. In Section 6 we prove
the statement on the limit of the reactant contour processes. In Section 7
we use the limit contour process to uniquely characterize the distribution
of the limit forest. In Section 8 we prove results on the limit reactant ge-
nealogical point process given the catalyst medium. In Section 9 we show
that the joint law of catalyst and reactant tree converges. Finally Section 10
contains calculations establishing the differences between the reactant and
the classical forest.
2. Preliminaries on trees and their representations. In this section we
introduce the relevant spaces and topologies for both the particle model and
its diffusion limit.
The standard way of representing genealogical relationships between indi-
viduals in a branching population is with a family forest. The family forest
consists of as many trees as the initial number of individuals. Each individ-
ual in a branching process has an edge associated to it whose length is equal
to its lifetime. When an individual gives birth the edge branches into two
new edges, while its death turns its edge end into a leaf. In particular, time
in the branching process corresponds to height in the family forest which is
measured in terms of the distance to the roots.
A family forest can be embedded in a plane. A planar embedding implic-
itly requires a linear (total) ordering to be placed on individuals, providing
each with a label. A lexicographic labeling, also called the Ulam–Harris la-
beling, gives each individual a label from the set Nn, where n ∈ {1,2, . . .} is
the number of ancestors the individual has had from the start of the process.
The initial individuals are given labels between 1 and the initial population
size, distributed in a random order to them. Each parent subsequently gives
a label to its children that consists of its own label followed by a number
between 1 and the total number of its children, distributing these randomly
among its children. See Figure 2 for more detail, and [21] or [11] for a formal
definition.
A planar representation and a lexicographic order are the most convenient
way to visualize a family forest with a linear order. However, the appropriate
space for family trees in general is the set of all rooted R-trees with a linear
order on them.
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Rooted linearly ordered R-trees. A metric space (T,d) is called an R-tree
if it is path-connected and satisfies the so-called “four point condition,” that
is, d(x1, x2)+d(x3, x4)≤max{d(x1, x3)+d(x2, x4), d(x1, x4)+d(x2, x3)}, for
all x1, . . . , x4 ∈ T . We also refer the reader to [6, 8, 9, 10, 27] for a background
on R-trees. A rooted R-tree, (T,d, ρ), is an R-tree (T,d) with a distinguished
point ρ ∈ T that we call the root. A forest is just a collection of rooted R-
trees, and we can always associate a forest of rooted R-trees with an R-tree
with the root being of degree greater than 1 by gluing together all the roots.
In our paper we will think of a forest as a rooted R-tree whose root will have
degree 1 or larger.
Let Troot denote the collection of all root-invariant isometry classes of
rooted compact R-trees, where we define a root-invariant isometry to be an
isometry i : (T1, dT1 , ρT1)→ (T2, dT2 , ρT2) which in addition satisfies i(ρT1) =
ρT2 . Let T = {ι} denote the points of a metric space (T,d, ρ) ∈ Troot. For all
t≥ 0, let ∂Qt denote the set of individuals alive at time t in the branching
population. Define the genealogical distance metric for (T,d, ρ) by setting
for any t1, t2 ≥ 0 and any ι1 ∈ ∂Qt1 , ι2 ∈ ∂Qt2
d(ι1, ι2) := t1 + t2 − 2τ(ι1, ι2),
where τ(ι1, ι2) denotes the death of, or splitting time from the “most recent
common ancestor” of the individuals ι1 and ι2 alive at times t1 and t2,
respectively. Moreover, for any two ρ, ρ′ ∈ ∂Q0 by our convention we have
d(ρ, ρ′) = 0.
For an R-tree (T,d) the root ρ ∈ T defines a partial order ≤ on T . For
all y ∈ T , let [ρ, y] denote the unique closed arc between them, that is, the
image of the unique geodesic between ρ and y. We define x≤ y if x ∈ [ρ, y].
A linear order (total order) relation ≤lin on a rooted ordered R-tree is a total
order which is compatible with the partial order [condition (i)] and fulfills
the following [condition (ii); see Figure 1]:
(i) For all x, y ∈ T if x≤ y, then x≤lin y.
(ii) For all x, y ∈ T with x≤lin y, if x′, y′ ∈ T are such that x∧ y ≤ x′ ∧x
and x∧ y ≤ y′ ∧ y then x′ ≤lin y′.
Fig. 1. Illustrates condition (ii): if x≤lin y, x′ is in the same “subtree above” x ∧ y as
x, and y′ is in the same “subtree above” x∧ y as y, then x′ ≤lin y′.
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Then (T,d, ρ,≤lin) is a rooted R-tree with a linear order. Let Troot,lin de-
note the set of all root-and-linear order invariant isometry classes of com-
pact R-trees, where we define a root-and-linear root order invariant isom-
etry i : (T,dT , ρT ,≤linT ) → (T ′, dT ′ , ρT ′ ,≤linT ′ ) to be a root invariant isome-
try i : (T,dT , ρT )→ (T ′, dT ′ , ρT ′) which in addition satisfies i(u)≤linT ′ i(u′) iff
u≤linT u′.
Remark 2.1. For any element of Troot,lin there is a planar representative
of this isometry class. It is visually convenient to use it as our canonical
representative when describing a family forest.
Contour processes. There is a long tradition of coding R-trees via ex-
cursions (see [3, 11, 19]) which we briefly recall. Write C0
R+
[0,∞) for the
space of continuous functions e : [0,∞)→ R+ with e(0) = 0. We associate
each e ∈ C0
R+
[0,∞) with an R-tree as follows. Define an equivalence rela-
tion ∼e on R+ by letting u1 ∼e u2 iff e(u1) = infu∈[u1∧u2,u1∨u2] e(u) = e(u2).
Consider the following pseudo-metric on [0,1] :dTe(u1, u2) := e(u1)+ e(u2)−
2 infu∈[u1∧u2,u1∨u2] e(u), which becomes a true metric on the quotient space
Te :=R+|∼e . Then by Lemma 3.1 in [14], for each e ∈C0R+ [0,∞) with sup{t≥
0 : e(t)> 0}<∞ the metric space (Te, dTe) is a compact ordered R-tree.
For e ∈C0
R+
[0,∞), let [0] := {u ∈ [0,∞) : e(u) = 0} and define the map
T :C0
R+
[0,∞)→ Troot,lin,(2.1)
which maps an excursion to a rooted linearly ordered R-tree by T (e) :=
(Te, dTe , [0],≤line ), with the linear order ≤line defined by u1 ≤line u2 iff inf[u1]≤
inf[u2], here [u] is the set of elements equivalent to u. The map T is contin-
uous (Lemma 3.1, [14]).
A rooted linearly ordered tree is finite if it has finitely many branch
points and leaves. Let Troot,linfin denote the subspace in T
root,lin of finite rooted
linearly ordered trees, and fix a speed σ > 0. The linear order allows one to
define a depth-first search on the set of its leaves and branch points. Depth-
first search is a function that starting from the root visits every point of
this tree while respecting its linear order by traversing the tree in such a
way that its first visit to x comes before its first visit to y if x≤lin y. If one
associates a speed σ with this traversal and assigns a function which records
the height of the tree at every time point of the traversal, then as a result
one obtains a function e ∈C0
R+
[0,∞).
This defines a contour process map C(·;σ) :Troot,linfin → C0R+ [0,∞), which
associates with each T ∈ Troot,linfin an excursion C(T ;σ) ∈ C0R+ [0,∞). It is
easiest to see the correspondence of a finite rooted linearly ordered tree and
its contour process from its planar representative (see Figure 2). Typically,
one sets the speed σ = 2, and for all σ we have T ◦ C = id,C ◦ T = id. A
formal description of the contour process can be found in Section 6.1 in [21].
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Genealogical point-processes. We next consider finite rooted linearly or-
dered trees spanned by a population alive at a fixed time. Such trees are
balanced, that is, have all the leaves at the same height. Given a family tree
of a branching process and a fixed time t > 0 this is the subtree of the fam-
ily tree containing only information about the genealogy of the individuals
alive at time t. That is, it is defined by the collection of mutual distances
between the individuals alive at time t. This collection of distances forms an
ultra-metric space, that is, for all x1, x2, x3 with d(ρ,x1) = d(ρ,x2) = d(ρ,x3)
we have d(x1, x3)≤ d(x1, x2)∨ d(x2, x3).
For a fixed t > 0 we can record these distances in a point process. The
linear order gives a linear order on the individuals alive at time t. We can
represent these individuals as points along a line at height t with equal
spacing between them. We can record the mutual distance between each
neighboring pair of individuals as a point equally distant from the points in
this pair at a height smaller than t. More formally, given t > 0 and (T,ρ) ∈
T
root,lin
fin , let
Qt(T,ρ) := {x ∈ T :d(x,ρ)≤ t}(2.2)
and
∂Qt(T,ρ) := {x ∈ T :d(x,ρ) = t}.
Define a map Pt(·; ς) which sends an element in Troot,linfin to a point process
on [0,∞)× [0,∞) as follows. Given (T,ρ) ∈ Troot,linfin , ∂Qt(T,ρ) is an ordered
finite set, so we can write ∂Qt(T,ρ) := {x1, . . . , x#∂Qt(T,ρ)} assuming that
x1 ≤lin x2 ≤lin · · · ≤lin x#∂Qt(T,ρ). Let
Pt((T,ρ); ς) := {(iς, t− 12d(xi, xi+1)); i= 1, . . . ,#∂Qt(T,ρ)− 1}.
The set Pt((T,ρ); ς) is a point-process representation of the tree ∂Qt(T,ρ).
Typically the spacing between the points is ς = 1.
Note that mutual distances of all neighboring pairs is sufficient to recon-
struct mutual distances between all pairs. For any xi, xl ∈ ∂Qt(T,ρ) such
Fig. 2. Illustrates mapping of a finite linearly ordered tree to an excursion.
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that xi ≤lin xj the distance d(xi, xl) = infi≤j<k≤l{d(xj , xk)}. More detailed
description of the point-process representation can be found in [22].
Letting the time t > 0 vary, this collection of subtrees of individuals alive
at time t defines the full family tree. That is the set T =
⋃
t≥0 ∂Qt(T,ρ) with
the linear order and distance metric of (T,d, ρ,≤lin) preserved in the subtrees
spanned by ∂Qt(T,ρ). Hence, the collection of point process {Pt((T,ρ); ς)}t≥0
gives a complete representation of the metric space (T,d, ρ,≤lin).
Gromov–Hausdorff distance. We finally recall the appropriate measure
of distance between two R-trees. The Hausdorff distance between two com-
pact subsets K1 and K2 of a complete metric space (E,r) is defined as
dH(K1,K2) := inf{ε > 0 :Kε1 ⊇ K2,Kε2 ⊇ K1}, where for ε > 0 and K ⊆ E
closed, Kε := {x ∈ E : r(x,K)< ε}. The rooted Gromov–Hausdorff distance
between two rooted R-trees (T1, ρT1) and (T2, ρT2) is then defined as
dGHroot((T1, ρT1), (T2, ρT2)) := inf d
(Z,dZ)
H (T
′
1, T
′
2)∨ dZ(ρ′T1 , ρ′T2),(2.3)
where the infimum is taken over all rooted R-trees (T ′1, ρ
′
T1
) and (T ′2, ρ
′
T2
)
that are root-invariant isomorphic to (T1, ρT1) and (T2, ρT2), respectively,
and that are (as unrooted trees) subspaces of a common metric space (Z,dZ).
By Theorem 2 in [13], (Troot, dGHroot) is a Polish space.
Notational conventions. Throughout the rest of the paper the symbol
=⇒
n→∞
will always denote convergence in distribution in the underlying process
spaces. These are:
• for population size/total mass processes: ca´dla´g paths with Skorohod topol-
ogy;
• for forest-valued processes: (Troot, dGHroot) of (isometry classes of) compact
rooted R-trees with rooted Gromov–Hausdorff topology [compare (2.3)];
• for contour processes: nonnegative continuous functions with the topology
of uniform convergence on compact sets;
• for point process: locally finite measures on [0,∞)× [0,∞) with the weak
topology (i.e., the topology given by convergence of all bounded continu-
ous functions).
3. Catalytic branching model. In this section we introduce the model
and the family forests with their contour processes and point-process rep-
resentation that will be used to obtain our results. We begin in Section 3.1
by defining the catalytic branching particle model and the family forests
of its two populations. We define the contour process and the collection of
point-processes associated with these finite family forests. We then define in
Section 3.2 the suitably rescaled versions of these processes, and the diffu-
sion limits of interest. Finally, in Section 3.3 we recall some known results
for these processes which are mainly for the catalytic population.
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3.1. Definition of the model and its family forests. The catalytic branch-
ing model consists of two different populations of distinct individuals: the
catalyst population and the reactant population. The pair of populations
(η, ξ) evolves as a Markov process (ηt, ξt)t≥0 according to the following rules.
The catalyst population η is a classical continuous-time critical branching
process: every individual has an exponential lifetime with parameter b1 af-
ter which it is replaced by 0 or 2 offspring with equal probability. The
reactant population ξ evolves analogously except that the exponential life-
time distribution of each individual is replaced by a lifetime distribution
F (t) = 1 − exp(− ∫ s+ts b(u)du) where s is the birth time of this individual
and b(u) equals b2 times the total number of catalyst individuals at time u.
The total number of individuals in the catalyst, reactant population is
a continuous-time Markov process with values in (mN)2 if we associate mass
m with an individual. Typically one sets the mass of a single particle m= 1.
However, to obtain a reasonable limit of the rescaled catalytic branching
model we will need to scale down a single particle’s mass contribution.
Definition 3.1 (Total mass processes).
• The catalyst total mass process ηtot = (ηtott )t≥0 is a critical binary Galton–
Watson process with constant branching rate b1
ηtott ≡ (ηtott ;m) 7−→
{
ηtott +m,
each at rate
1
2
b1
ηtott
m
,
ηtott −m,
• given ηtot, the reactant total mass process ξtot = (ξtott )t≥0 is a critical
binary Galton–Watson process with time-inhomogeneous branching rate
b2η
tot
t
ξtott ≡ (ξtott ;m) 7−→
{
ξtott +m,
each at rate
1
2
b2η
tot
t
ξtott
m
.
ξtott −m,
We introduce the random family forests of the catalytic branching particle
populations encoded as elements in Troot as follows:
Definition 3.2 (Forest-valued catalytic branching particle models). Let
ηfor :=
( ⋃
t∈R+,ι∈∂Qηt
{ι}, dη , ρη
)
,
ξfor :=
( ⋃
t∈R+,ι∈∂Qξt
{ι}, dξ , ρξ
)
.
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Remark 3.1. Recall that criticality of the catalyst process implies that
ηtot will almost surely get absorbed at 0. Let
T 0,1 := inf{t≥ 0 :ηtott = 0}.
Notice that after the catalyst mass process is absorbed at 0, the reactant
mass process gets absorbed as well. That is, in the reactant family tree the
most recent common ancestor of any two points at height greater than or
equal to T 0,1 has height smaller than T 0,1, or equivalently, after T 0,1 the
branches simply extend to ∞. In the following we impose the convention to
cut off all the branches of ξfor at height T 0,1, that is, ξfor is the subspace
of the reactant family forest consisting of all points in the reactant family
forest whose distance to the root is at most T 0,1.
The forests ηfor and ξfor (with the convention given in Remark 3.1) have
finitely many leaves and branch points, almost surely. We define their con-
tour process representation:
Definition 3.3 (Contour processes of the finite family forests). Let
B := (Bu)u≥0 ≡ C(ηfor;σ), C := (Cu)u≥0 ≡ C(ξfor;σ).
For the collection of genealogical point processes of the family forests in
the catalytic branching model we define:
Definition 3.4 (Genealogical point processes). Let
Π = {Πt}t≥0, Πt ≡Pt(ηfor; ς), Ξ= {Ξt}t≥0, Ξt ≡Pt(ξfor; ς).
3.2. Rescaling of the model. We now consider a family (η˜n, ξ˜n) of cat-
alytic branching particle models indexed by n, where the parameter n means
that the initial number of individuals is increased by a factor n and the
branching rate of the catalyst is sped up by a factor n.
We will define for the rescaled model the total mass process, the family
forest, the contour process and the collection of point processes. We begin
with the rescaled total mass processes.
Definition 3.5 (Rescaled mass processes). The rescaled total mass pro-
cess (η˜tot,n, ξ˜tot,n) is a continuous-time Markov chain with (η˜tot,n0 , ξ˜
tot,n
0 ) =
(1,1) and
(η˜tot,n, ξ˜tot,n) 7→

(
η˜tot,n ± 1
n
, ξ˜tot,n
)
, at rate
1
2
n2b1η˜
tot,n,(
η˜tot,n, ξ˜tot,n ± 1
n
)
, rate
1
2
n2b2η˜
tot,nξ˜tot,n.
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The rescaled population processes also have associated family forests for
which we use the following notation:
Definition 3.6 (Rescaled forest-valued processes). Let η˜for,n be the
family forest of rooted R-trees associated with η˜n, and let ξ˜for,n be the
family forest of rooted R-trees associated with ξ˜n.
Recall that we imposed the convention that the branches of ξ˜for,n are cut
off above height
T˜ 0,n := inf{t≥ 0 : η˜tot,nt = 0}.(3.1)
Since the branching rate of the rescaled population process is accelerated
by a factor of n, the edge lengths in the forest are shortened typically by a
factor of 1n .
Remark 3.2. Since we can always rescale time by a constant without
any effect on the shape of a forest we shall henceforth assume that b1 = 1.
For many purposes, in particular if the catalyst medium is given, we also
may assume that b2 = 1.
With probability of order O( 1n) the height of a Galton–Watson tree is of
order O(n), and given a Galton–Watson process is still alive at a time of
order O(n) its population size at that time is of order O(n). Hence, starting
initially with n particles and speeding up time by a factor of n yields in the
limit a Poisson number of trees, each having total population size of order
O(n2). Furthermore, since branching is sped up by a factor of n all edges are
of order O( 1n). As a consequence, in order to find a nontrivial limit contour,
in the nth approximation step we need to traverse the rescaled forests η˜for,n
and ξ˜for,n at speed σ = 2n.
Definition 3.7 (Rescaled contour processes). Let
B˜n = (B˜nu )u≥0 ≡ C(η˜for,n; 2n), C˜n = (C˜nu )u≥0 ≡ C(ξ˜for,n; 2n).
Furthermore, to keep the genealogical point processes representing the
rescaled forests η˜for,n and ξ˜for,n in a compact set, we need to let the spacing
be ς = 1n .
Definition 3.8 (Rescaled genealogical point processes). Let
Π˜n = {Π˜t,n}t≥0, Π˜t,n ≡Pt
(
η˜for,n;
1
n
)
,
Ξ˜n = {Ξ˜t,n}t≥0, Ξ˜t,n ≡Pt
(
ξ˜for,n;
1
n
)
.
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3.3. Limit of the mass processes and of the catalyst family forest. Some
of the rescaling limits for the introduced objects, in particular all those which
are associated with the catalyst process, are well known. We next recall these
results.
With standard techniques one can show that there exists a Markov process
(X,Y ) with paths in DR+×R+ [0,∞) such that
(η˜tot,n, ξ˜tot,n) =⇒
n→∞
(X,Y )(3.2)
(see, e.g., [16]). Moreover, (X,Y ) is the unique strong solution to the fol-
lowing system of stochastic differential equations
dXt =
√
Xt dW
X
t ,
(3.3)
dYt =
√
XtYt dW
Y
t
with initial value (X0, Y0) := (1,1), and where W
X = (WXt )t≥0 and W
Y =
(W Yt )t≥0 are two independent standard Brownian motions on the real line.
We refer to (X,Y ) as the catalytic Feller diffusion.
Another useful fact about the catalytic Feller diffusion process is given
by an explicit expression for the probability that (X,Y ) will hit the y-axis
before the x-axis. Let for δ ≥ 0
τ δ := inf{t≥ 0 :Xt = δ},
(3.4)
ρ0 := inf{t≥ 0 :Yt = 0}.
Then, as calculated in [20],
P{ρ0 < τ0}=
(
4b1
b2
Y0
X20
+ 1
)−1/2
.(3.5)
Next we recall what is known about the genealogical forest of the catalyst.
It was shown in [1, 2, 3] that a suitably rescaled family of Galton–Watson
trees, conditioned to have total population size n, converges as n→∞ to
the Brownian continuum random tree (CRT ). With similar arguments one
can get a result for the suitably rescaled catalyst forests; in fact, our proof
here contains this as a special case. Also, all the limits of the contour process
and genealogical point processes have been identified earlier, that we briefly
recall.
Let |β| = (|β|u)u≥0 be a reflected Brownian motion and ℓ = (ℓu)u≥0 its
local time at level 0. Let ℓ−1(t) = inf{u ≥ 0 : ℓu = t} denote the inverse of
the local time of |β| at level 0. We have
B˜n =⇒
n→∞
2|β|·∧ℓ−1(1).(3.6)
It follows from (3.6) that there exists X for ∈ Troot with
ηfor,n =⇒
n→∞
X for.(3.7)
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Moreover, X for equals in distribution T (2|β|·∧ℓ−1(1)) [recall that the map T :
C0
R+
[0,∞)→ Troot,lin sends an excursion to a rooted linearly ordered com-
pact R-tree].
Note that if X0 = 1 then X
for
t consists of a Poisson(
1
t ) number of family
trees. For the associated genealogical point process this translates into a
Poisson(1t )− 1 number of points at depth at least t separating these trees
in the forest. For a single tree the following is known by Theorem 5 in [22],
{tn} is such that tn −→
n→∞
t for some t ∈R+ then
Π˜tn,n =⇒
n→∞
πβ,t.
The distribution of πβ,t is the mixture over the law of Xt of a Poisson point
process whose intensity measure, for a given value of Xt, is
ℵβ,t(dℓ× dh) = 1[0,Xt] dℓ⊗ 1(0,t)
dh
(t− h)2 .(3.8)
4. Results. In this section we state limiting results for the pair of family
forests of rescaled catalytic branching populations. Since evolution of the re-
actant depends only on the evolution of the catalyst total mass process, we
can analyze the conditional distribution of the reactant family forest given
the values of the catalyst mass process. This is analogous to a “quenched”
analysis for a process in random environment—the catalyst total mass pro-
cess playing the role of the random environment.
We start Section 4.1 with the claim that the family of rescaled reactant
forests given the catalyst total mass process has a limit forest. To determine
its distribution, and thereby characterize a unique reactant limit forest, we
first consider the environment up to the time in which the catalyst stays
above an arbitrary positive threshold. We derive the limit of the rescaled and
“truncated” contour processes, and we describe the reactant limit contour
from this family of diffusions. Based on the latter we derive the rescaled
genealogical point processes of the reactant. Section 4.2 gives the result on
joint convergence of the catalyst and reactant family forests to a limiting
pair of forests. Finally, in Section 4.3 we discuss the core differences between
the genealogical structures of these two limiting forests.
4.1. Reactant in a fixed catalytic background. By (3.2), we can realize
the rescaled catalyst total mass processes and the limiting Feller diffusion
X = (Xt)t≥0 on a common probability space such that for all T > 0
sup
t≤T
|η˜tot,nt −Xt| −→n→∞0.(4.1)
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Hence, branching rates of the reactant processes ξ˜tot,n will be given by a
sequence of functions in Skorohod space which converge uniformly on com-
pacta to a continuous limit functionX . We study the behavior of the rescaled
reactant forests ξ˜for,n under assumption (4.1).
The first result states that given the catalyst medium, the family of
rescaled reactant forests has limit points. We use (; ·) to denote the condi-
tional law for the reactant with fixed realization of the catalyst environment.
Proposition 4.1 (Existence of reactant limit forests). Let η˜tot,n and X
satisfy (4.1). Then the family {(ξ˜for,n; η˜tot,n);n ∈N} is relatively compact.
To characterize the limit (Y for;X) of forests {(ξ˜for,n; η˜tot,n), n ∈N} we use
the contour process and genealogical point process representations.
4.1.1. The reactant limit contour in a fixed catalyst medium. In order to
obtain convergence of the rescaled contour processes to a diffusion process
we restrict our consideration only up to the first time the catalyst mass falls
below an arbitrarily small threshold δ > 0. Let
T˜ δ,n := inf{t≥ 0 : η˜tot,nt ≤ δ}.(4.2)
Recall that Qt defined in (2.2) takes a forest and cuts off the portion that
lies above height t. Let ξ˜for,δ,n denote the reactant trees of the ξ˜for,n cut off
at T˜ δ,n (rather than at T˜ δ,0)
ξ˜for,δ,n :=QT˜ δ,n(ξ˜
for,n)
and C˜δ,n its contour process
C˜δ,n = (C˜δ,nu )u≥0 := C(ξ˜for,δ,n; 2n).
The first result describes the behavior of the limit of the rescaled reactant
forests in a catalytic environment that is stopped at T δ,n.
Theorem 1 (Limit of the reactant contour process). Assume (4.1), and
fix δ > 0. Consider the operator (Aδ,D(Aδ)) with
Aδf(c) := 2
(
1
Xc
f ′
)′
(c)(4.3)
with reflection on the boundary, that is with domain
D(Aδ) :=
{
f ∈C1([0, τ δ]) : 1
X
·
f ′ ∈C2([0, τ δ]), f ′|{0,τδ} ≡ 0
}
.(4.4)
Then the following holds:
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(i) The (Aδ,D(Aδ))-martingale problem is well posed.
(ii) If ζδ is the solution of the (Aδ,D(Aδ))-martingale problem then
(C˜δ,n; η˜tot,n) =⇒
n→∞
(ζδ;X).(4.5)
Remark 4.1. By standard arguments (see, e.g., [25]) an operator in
divergence form such as Aδ specifies a unique diffusion ζδ with a well defined
local-time process ℓt(ζδ) := (ℓtu(ζ
δ))u≥0 at all levels t≥ 0.
Recall that T :C0
R+
[0,∞)→ Troot,lin maps an excursion to a rooted lin-
early ordered compact R-tree. Together with Theorem 1 we can immediately
conclude the following.
Corollary 4.2. For all δ > 0, and limit points Y for of {(ξ˜for,n; η˜tot,n);
n ∈N}
(Qτδ(Y
for);X)
d
= T (ζδ;X).(4.6)
This allows us to uniquely identify the reactant limit forest.
Theorem 2 (The reactant limit forest exists). There exists Y for ∈ Troot
such that
(ξ˜for,n; η˜tot,n) =⇒
n→∞
(Y for;X).
This now raises the question whether we could let δ→ 0 and obtain a
limiting diffusion. Recall from (3.4) that τ0 is the first time the catalyst
becomes extinct, and ρ0 is the first time the reactant becomes extinct. As
stated in (3.5), the probability of the reactant going extinct before the cat-
alyst is positive. In case the reactant dies before the catalyst {ρ0 < τ0}, the
reactant is always in a strictly positive catalytic background. Hence, on this
event, the limiting contour process is well defined by Xt ∈ (0,∞), for all
t ∈ [0, ρ0], as a diffusion with generator
Af(c) := 2
(
1
Xc
f ′
)′
(c), f ∈D(A),
on the domain
D(A) :=
{
f ∈C1([0, τ0]) : 1
X
·
f ′ ∈C2[0,τ0][0,∞), f ′(0) = 0
}
.
However, on the event that the catalyst dies before the reactant {ρ0 > τ0},
it is clear that there does not exist a well-defined limiting operator for Aδ
as δ→ 0. As will be shown in Corollary 4.7, on this event it is not possible
to define a diffusion process ζ0 such that the tree below its path has the
distribution of the limiting forest Y for.
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4.1.2. The limit reactant point process in a fixed catalytic medium. The
point process representation of the genealogy is useful in those cases when
we can give a simple description of its distribution. For both the catalyst
and reactant genealogy one can show that given the total mass it can be
represented by a Poisson point process with a specified intensity measure.
Our next result describes the reactant limit genealogical point process.
Theorem 3 (The reactant limit genealogical point process). Assume
(4.1). For any t > 0, and any sequence (tn > 0)n∈N such that tn −→
n→∞
t,
(Ξ˜tn,n; η˜tot,n) =⇒
n→∞
(πt;X),
where for a given path X = (Xt)t≥0, the point process π
t consists of:
– rate (
∫ t
0 Xs ds)
−1 Poisson point process at height 0 whose points repre-
sent a separation of distinct trees in the forest,
– Poisson point process on R+×R+ whose intensity measure conditioned
on Yt is
ℵζ,t[dℓ× dh] = 1[0,Yt](ℓ)dℓ⊗ 1(0,t∧τ0∧ρ0)(h)
Xh
(
∫ t
hXsds)
2
dh.(4.7)
We have only constructed a map Pt(·; ς) which sends an excursion of
finitely many local maxima to a genealogical point process. To extend this
map to excursions of infinitely many local maxima one would either proceed
via a limit procedure or look at the point process of maximal depths of
downward excursions. We next relate the reactant limit genealogical point
process to the point process of depths of downward excursions corresponding
to the limit contour.
Proposition 4.3 (Relation between the limit point process and ζδ).
Fix δ > 0, and let ζδ be the solution of the well-posed martingale problem
(Aδ ,D(Aδ)). Given X := (Xs)s≥0, δ > 0 and t ∈ (0, τ δ), the point process
πt equals in distribution the point process of maximal depths of downward
excursions of ζδ below level t indexed by the local-time process (ℓtu(ζ
δ))u≥0
of ζδ.
4.2. Joint law of the catalyst and reactant. The result of Theorem 2
can be extended to joint convergence of the catalyst and reactant rescaled
forests, where for pairs of forests we use the product of Gromov–Hausdorff
topologies.
Theorem 4 [Limit of (catalyst, reactant)-forest]. We have
(η˜for,n, ξ˜for,n) =⇒
n→∞
(X for, Y for).(4.8)
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The result in Theorem 4 becomes relevant, for example, if we want to
sample groups of individuals from both populations and to investigate the
pair of matrices of mutual genealogical distances of sampled individuals.
4.3. Differences between the reactant and “classical” forest. Let |β| =
(|β|u)u≥0 be a reflected standard Brownian motion, and for all t≥ 0, ℓt :=
(ℓtu)u≥0 its local time at level t. As before let ℓ
−1(s) := inf{u≥ 0 : ℓ0u = s}. In
the following we refer to
Z for := T (2|β|
·∧ℓ−1(1))
as the Brownian forest. Recall from (3.6) together with (3.7) that Z for equals
in distribution the catalyst forest X for.
We now discuss the qualitative difference between the limiting forest Y for
(with stochastically evolving branching rates), and the Brownian forest Z for
(i.e., with fixed branching rates). We shall focus on the following aspects:
• differences in the tree structure due to inhomogeneity of the random en-
vironment (evolving branching rates);
• behavior of the forest Y for at time τ0 of extinction of the random envi-
ronment (given the reactant survives the catalyst).
These two items can be considered from quenched and annealed points of
view. Of course, for a statistician observing populations the annealed point
of view is more relevant.
4.3.1. Differences due to the inhomogeneous environment. We first de-
scribe how in the quenched picture the reactant forest Y for can be obtained
from the standard Brownian forest Z for by height dependent “stretching”
of the tree metric expressed in terms of the total mass process of the fixed
catalyst medium X . The next result compares the distribution of genealog-
ical distances using the point-process representation. Recall from (3.4) that
τ0 is the first time that Z for becomes extinct. The proposition compares
in law the distances between points at a fixed level t in a reactant forest
∂Qt(Y
for), with the distances at another level st(t) in a standard Brownian
forest ∂Qst(t)(Z
for).
Proposition 4.4 (Stretching the tree metric). Assume we are given
a Brownian forest (Z for, dZfor). For any τ
0 ∈ (0,∞) and continuous func-
tion x : [0, τ0)→ R+, for a fixed t ∈ (0, τ0) define an increasing function
sxt : [0, t]→ [0,
∫ t
0 xs ds] by
sxt (h) :=
∫ t
t−h
xs ds
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and let (sxt )
−1 : [0,
∫ t
0 xs ds]→ [0, t] be its inverse. Then the following holds:
((∂Qt(Y
for), dY for);X = x)
d
= (∂Qsxt (t)(Z
for),2 · (sxt )−1( 12dZfor)).
Theorem 3 allows us to compare certain statistics of the reactant limit
forest with those of a “classical” Brownian forest. The latter appears as the
scaling limit of the uniform discrete forest with a fixed number of vertices
as the number of vertices tends to infinity and may therefore be seen as the
uniformly distributed compact rooted forest.
The following result states that provided we compare the reactant limit
forest with the “classical” Brownian forest which has the same expected
number of trees, the reactant limit forest has a smaller probability that two
“randomly” picked individuals at a fixed time belong to different family trees
than in the “classical” forest.
What does it mean to “pick individuals at random?” Recall that the
map T takes an excursion and sends it to a rooted compact R-tree. Fix
(T,ρ) ∈ Troot, and let h(T,ρ) denote the height of T in terms of the largest
distance of points in T from the root. Assume that there exists an excursion
ζ ∈C0
R+
[0,∞) with T (ζ) = (T,ρ) such that the local-time processes ℓt(ζ) =
(ℓt(ζ)s)s≥0 exist for all t ∈ (0, h(T,ρ)), and denote the inverse by (ℓt(ζ))−1,
that is, (ℓt(ζ))−1(x) := inf{u ≥ 0 : ℓtu(ζ) ≥ x}. Let Lt(ζ) := lims→∞ ℓts(ζ) <
∞. Define Ht : [0,1]→ T and µt by
Ht(u) := (ℓt(ζ))−1(u ·Lt(ζ)), µt := (Ht)∗λ,
where λ is Lebesgue measure on [0,1] and Ht∗λ denotes the push forward
of the Lebesgue measure under Ht. Obviously, µt can be thought of as the
“uniform” distribution on the set ∂Qt(T,ρ).
Proposition 4.5 (Comparison of the reactant with the classical tree).
Let (X for, Y for) be the catalytic branching forests with branching rates b1 =
b2 = 1, and let Z
for be the forest associated with a standard reflected Brown-
ian motion 2|β| stopped at ℓ−1(z) = inf{u≥ 0 : ℓu(2|β|) = z} for some z ≥ 0.
Fix t ∈ (0, h(Y for)∧ h(Z for)), and let Yt = Zt and µt,Y and µt,Z be the “uni-
form” distributions on ∂Qt(Y
for) and ∂Qt(Z
for), respectively. Assume fur-
ther that the expected number of trees alive at height t are the same in Y for
and Z for, i.e. that z(t)−1 = E[(
∫ t
0 Xs ds)
−1]. Then
E
[∫
(∂Qt(Y for))2
(µt,Y )⊗2(du, du′)1{dY for(u,u′) = 2t}
]
≤ E
[∫
(∂Qt(Zfor))2
(µt,Z)⊗2(du, du′)1{dZfor(u,u′) = 2t}
]
.
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4.3.2. On top of the reactant limit tree. In the region where the catalytic
environment is about to go extinct the reactant has very few branching
events. Hence the structure of the forest cannot be compared to the Brow-
nian forest by a finite map of distance stretching. As a consequence the
reactant limit forest will have infinite l2-length which is in contrast to the
Brownian forest which is known to have finite l2-length.
To be more precise, let for a given (T,d) ∈ T and a finite subset T ′ ⊆ T ,
l˜
2
((T,d), T ′) :=
∑
a,b∈T ′ : ]a,b[∩T ′=∅
(d(a, b))2.
We then say that (T,d) is of finite (infinite) l2-length if there exists a finite
(infinite) random variable l2((T,d)) such that for every sequence (T ′n)n∈N of
finite subsets of T with inf{ε > 0 : (T ′n)ε = T} −→n→∞0,
l˜
2
((T,d), T ′n) −→n→∞ l
2((T,d)) in probability,(4.9)
where Aε denotes the ε-neighborhood of A⊆ T .
Lemma 4.6 (Infinite versus finite l2-length). Let (X for, Y for) be the cat-
alytic forests with branching rates b1 = b2 = 1, and Z
for a standard Brownian
forest. Then
P{l2(Y for) =∞}= P{τ0 ≤ ρ0}> 0,
while
l
2(Z for)<∞, a.s.
From Lemma 4.6 we immediately conclude that there cannot be a diffu-
sion ζ0 such that the forest below the path of a realization of ζ0 equals in
distribution the reactant limit forest.
Corollary 4.7. Let Y for be the reactant limit forest, and ζ be a random
element in C0
R+
[0,∞) with sup{t ≥ 0 : ζ(t) 6= 0} <∞, a.s., such that T (ζ)
equals in distribution Y for. Then given that {τ0 ≤ ρ0} the total quadratic
variation of ζ is infinite. In particular, on the event {τ0 < ρ0}, Y for cannot
be associated with the path of a diffusion process.
4.4. Extensions to more general processes. In this paper we are mainly
interested in the catalytic branching model as one of the three principal
types of neutral branching models, as pointed out in the Introduction. If
one assumed a perspective of branching processes in a random medium one
could place the emphasis differently and start with more general Markovian
dynamics for the catalyst process. One would assume that the scaling limit
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of the total mass of the catalyst and its genealogical tree exist and that the
limit processes of the total mass of both the catalyst and reactant have paths
in C[0,∞)([0,∞)) with compact and connected support. Under these assump-
tions the techniques we developed in our proofs would imply convergence of
the quenched total mass process of the reactant to a limit diffusion process,
convergence of its quenched genealogical forest to a limit forest, as well as
the convergence of the annealed bivariate objects. Similarly, Proposition 4.4
on stretching of the tree metric also remains valid.
Interesting examples could be provided by catalysts which are total mass
dependent branching processes, that is time inhomogeneous models with
branching rate h(ηtott ) where h[0,∞)→ [0,∞) is a locally Lipschitz function
with h(0) = 0.
If we are willing to give up results on the bivariate dynamics, we could
also allow for the following. Suppose we are given the dynamics of a process
of masses converging to a continuous path limit and still have all quenched
results for the reactant forest. That is, assume that we have some scaling
function r :N→R+ such for all T > 0
sup
t≤T
|ηtot,nr(n)t −Xt| −→n→∞0
holds for some X ∈ C[0,∞)([0,∞)) with X−1{(0,∞)} almost surely a finite
interval. Then Theorems 1, 2 and 3 hold again as well as Proposition 4.4.
More generally the branching rate of the reactant could be g(ηtot,nr(n) ) for
continuous functions f vanishing at most at zero.
5. Proof of tightness (Proposition 4.1). Throughout this section we as-
sume that realizations of η˜tot,n, n ∈N, and of X on a single probability space
are fixed such that (4.1) holds.
To prepare the proof of Proposition 4.1 we specify a compact set of rooted
compact R-trees which we will use for proving tightness. It will be helpful
here to use genealogical terminology. For each (T,ρ) ∈ Troot denote by ∂T :=
T \ ⋃x∈T [ρ,x[ the set of leaves of T , and by h(T,ρ) := supx∈T d(ρ,x) the
height of the tree. We introduce the set Att−ε(T,ρ) of ancestors of the time
t population a time ε back as follows: for all ε > 0 let
Sε(T,ρ) := {ρ} ∪ {x ∈ T :∃y ∈ T, with x ∈ [ρ, y], and d(x, y)≥ ε}
be an ε-trimming of the tree (T,ρ). In particular, if h(T,ρ)≤ ε then Sε(T,ρ) =
{ρ}. Then for given (T,ρ) ∈ Troot let
Att−ε(T,ρ) := Sε(Qt(T,ρ))∩ ∂Qt−ε(T,ρ)
be the set of ancestors at time t− ε of those individuals that are alive at
time t. It follows from Lemma 2.6 in [13] that Sε(T,ρ) ∈ Trootfin and hence
#Att−ε(T,ρ)<∞.
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The following result says that the family of rooted compact R-trees whose
number of ancestors a positive time ε back are uniformly bounded is pre-
compact.
Lemma 5.1 (A compact set of rooted R-trees). Fix a family {Lm;m ∈
N} of positive integers. Then the set
Γ :=
{
(T,ρ) ∈ Troot;
(5.1) ∑
1≤k≤⌊2(m+1)h(T,ρ)⌋
#A
k/2m+1
(k−1)/2m+1(T,ρ)≤ Lm,∀m ∈N
}
is compact in Troot.
Proof. Recall from Lemma 2.5 in [13] that a family Γ is pre-compact
in (Troot, dGHroot) if for every ε > 0 there exists a positive integer n(ε)<∞
such that each T ∈ Γ has an ε-net with at most n(ε) points.
Fix ε > 0 and let (T,ρ) ∈ Γ. Then with m0 :=m0(ε) = ⌊− log2(ε)⌋,
N(ε) :=
⋃
k∈N
Ak2
−(m0+1)
(k−1)2−(m0+1)
(T,ρ)
is an ε-net. Indeed, if x ∈ T , then for Bε(x) := {y ∈ T :d(x, y)< ε}
x ∈Bε(A2
−(m0+1)⌊2(m0+1)h(x)⌋
2−(m0+1)⌊2(m0+1)h(x)−1⌋
).
Moreover, since T ∈ Γ, #N(ε)≤Lm0 = n(ε). Since Γ is closed, compactness
follows. 
Proof of Proposition 4.1. We need to show that for all γ > 0, we
can find a compact set Γ := Γγ ⊂ Troot such that for all n ∈N,
P({ξ˜for,n ∈ Γ}|η˜tot,n)≥ 1− γ,(5.2)
provided that η˜tot,n and X satisfy (4.1).
As candidates for such a compact set we consider sets of the form (5.1). To
verify (5.2) calculate for fixed nondecreasing positive integers {Lm;m ∈N},
P
{ ∑
1≤k≤⌊2(m+1)T˜ 0,n⌋
#A2
−(m+1)k
2−(m+1)(k−1)(ξ˜
for,n)≤Lm,∀m ∈N
∣∣∣η˜tot,n}
≥ 1−
∑
m≥1
P
{ ∑
1≤k≤⌊2(m+1)T˜ 0,n⌋
#Ak2
−(m+1)
(k−1)2−(m+1)(ξ˜
for,n)≥ Lm
∣∣∣η˜tot,n}
≥ 1−
∑
m≥1
1
Lm
E
[ ∑
1≤k≤⌊2(m+1)T˜ 0,n⌋
#Ak2
−(m+1)
(k−1)2−(m+1)(ξ˜
for,n)
∣∣∣η˜tot,n].
GENEALOGY OF CATALYTIC BRANCHING MODELS 21
By Theorem 5.1 in [7], (#Att−ε; η˜
tot,n)ε≥0 is the number of blocks in a
time-inhomogeneous Kingman coalescent at rate 1/η˜tot,nt−ε . Moreover, if K :=
(Ks)s≥0 is the number of blocks in a Kingman coalescent then limε↓0 εKε = 2
almost surely as well as limε↓0 εE(Kε) = 2, see page 27 of [4]. Hence there
exists a constant c > 0 such that
P
{ ∑
1≤k≤⌊2(m+1)T˜ 0,n⌋
#A2
−(m+1)k
2−(m+1)(k−1)(ξ˜
for,n)≤Lm,∀m ∈N
∣∣∣η˜tot,n}
≥ 1− c
∑
m≥1
1
Lm
∑
1≤k≤⌊2(m+1)T˜ 0,n⌋
1∫ k2−(m+1)
(k−1)2−(m+1) η˜
tot,n
s ds(5.3)
≥ 1− c
∑
m≥1
1
Lm
2(m+2)
(
min
s∈[0,T˜ 0,n−2−(m+2)]
η˜tot,ns
)−1⌊2(m+1)T˜ 0,n⌋
−→
n→∞
1− c
∑
m≥1
1
Lm
2(m+2)
(
min
s∈[0,τ0−2−(m+2)]
Xs
)−1⌊2(m+1)τ0⌋.
Here we have used that for all m ∈N and k ∈ {1, . . . , ⌊2(m+1)T˜ 0,n⌋},∫ k2−(m+1)
(k−1)2−(m+1)
η˜tot,ns ds≥
∫ k2−(m+1)−2−(m+2)
(k−1)2−(m+1)
η˜tot,ns ds
≥ 2−(m+2) · min
s∈[0,T˜ 0,n−2−(m+2)]
η˜tot,ns .
Since τ0 <∞ and mins∈[0,τ0−2−(m+2)]Xs > 0, for all m ∈ N and all real-
izations of X , we can choose the family of positive integers {Lm,m ∈ N}
suitably large, for example, Lm > (4/q)m(mins∈[0,τ0−2−(m+2)]Xs)
−1 with 0<
q = γ/(γ+1)< 1/2, such that the right-hand side of (5.3) is greater than or
equal to 1− γ, and (5.2) follows. 
6. Proof of the limit for the reactant contour (Theorem 1). In this sec-
tion we give the proof of Theorem 1. We first show that given a realization
of the catalyst total mass process the reactant contour process is associated
with a Markov process, and we derive its generator. We also give a repre-
sentation of this Markov process as a random evolution process. By this we
mean that it moves at constant velocity for a random time, then changes
the sign of its velocity and proceeds at constant velocity for a random time
again. We use this representation to prove that the suitably rescaled contour
processes of the truncated reactant forest converge toward a limit contour
process which is characterized as the solution of a well-posed martingale
problem.
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Throughout this section a realization ηtot := (ηtots )s≥0 ∈DN[0,∞) of the
catalyst path is fixed. Recall the reactant contour process C := (Cu)u≥0 from
Definition 3.3, and let its slope process V := (Vu)u≥0 be defined by
Vu :=
1
2 slope(Cu) ∈Eslope
with
Eslope := {−1,+1}, Econt := [0, T 0,1],
where the slope of the root, branch points and leaves are defined in such a
way that (Vu)u≥0 has ca´dla´g paths and T
0,1 := inf{t≥ 0 :ηtott = 0}.
The next result states that the functional pairing of the height of the
contour with its slope is a Markov process.
Lemma 6.1 (Markov property of the contour process). The process (C,V ) :=
(Cu, Vu)u≥0 on Econt×Eslope is a Markov process whose generator is the clo-
sure of the operator
Af(c, v) = 2v
∂
∂c
f(c, v) + ηtotc [f(c,−v)− f(c, v)](6.1)
for all f ∈D(A), where
D(A) =
{
f ∈C1,0(Econt ×Eslope) : ∂f
∂c
∣∣∣∣
∂(Econt)×Eslope
≡ 0
}
.(6.2)
Proof. Recall that C(·;σ) :Troot,linfin →CR+[0,∞) maps a rooted R-tree
to an excursion from Figure 2. We first show that the lengths of the line
segments of the contour process are distributed as a sequence of independent
variables stopped at the first time their alternating sum falls below 0, and
then we use this to obtain the Markov property and to identify the generator.
Step 1 (Sequence of lengths of the line segments). Recall from Figure
2 the assignment of a contour process to the representative of a Galton–
Watson family forest embedded in the plane. Each piece of the contour
process with constant slope sign corresponds to a sum of a number of life-
times, so the distributional relationship between the different line segments
is not obvious. We shall make use of the fact that the reactant process
can be represented in two ways without changing the distribution of its to-
tal mass process or the genealogical distances between individuals, either
as continuous-time binary Galton–Watson process, or as a birth-and-death
process:
• In the continuous-time Galton–Watson process the branch points occur
at rate ηtott , and the number of offspring at each branch point is 0 or 2
with equal probability.
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• In the birth-and-death process each individual dies at rate 12ηtott , and
during its lifetime gives birth to new offspring at rate 12η
tot
t .
If in the Galton–Watson process at each birth time we choose to identify
the life of one of the offspring as a continuation of the life of its parent, we
obtain the birth-and-death process.
The family forest of the Galton–Watson process has a canonical planar
embedding coming from a linear order on its vertices induced by the linear
order of the tree as in Figure 3(a), while the family forest of a birth-and-death
process with that same linear order on the vertices has two canonical planar
embeddings. In Figure 3(b) we always choose to identify the continuation
of the life of the parent with the life of the offspring of higher linear order,
and the branch of the offspring is always drawn to the left of the branch of
the parent. In Figure 3(c) we always choose to identify the continuation of
the life of the parent with the life of the offspring of lower linear order, and
the branch of the offspring is always drawn to the right of the branch of the
parent.
The key observation now is that since all three planar embeddings respect
the same linear order on the vertices they also have the same contour process
(compare Figure 2).
In the birth-and-death process the line segments of constant slope corre-
spond to a lifetime of exactly one individual. With the parent identification
as in Figure 3(b) each line segments of negative slope corresponds to a life-
time of an individual, while in the parent identification as in Figure 3(c)
each line segment of positive slope corresponds to a lifetime of an individ-
ual. Since lifetimes of individuals are independent this implies the constant
slope line segments in the contour process are distributed as a sequence of
independent variables stopped when their alternating sum first falls below
0.
Fig. 3. Illustrates three different planar embeddings of the reactant family forest with the
same linear order and a common contour process.
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Step 2 (Identification of the generator). Given the branch rates (ηtott )t≥0,
the law of the length l of a lifetime of an individual is
P{l > t}= e−
∫ t∗+t
t∗
ηtots ds,
where t∗ is the time of birth of that individual. Hence the law of the length
of each segment is the law of the first point of a Poisson process with rate
(ηtott )t≥t∗ or (η
tot
t )t≤t∗ if the slope of the line segment is +2 and −2, re-
spectively. The alternating sign of Vu changes at rate η
tot
Cu where Cu is the
current value of the contour process. In between the jumps of Vu, Cu moves
with speed of 2 units in the direction determined by Vu. Hence, the contour
process paired with its slope is Markovian, and furthermore its generator
agrees on D(A) with the operator given in (6.1) and (6.2). Since D is dense
in C(Econt ×Eslope) the generator is the closure of the operator (A,D). 
We next notice that (C,V ) is a random evolution, that is, a Markov pro-
cess moving at constant speed in a direction whose sign changes stochas-
tically. Specifically, for the pair (C,V ) the change in speed is a counting
process whose rate is governed by the catalyst mass process ηtot.
Lemma 6.2 (Random evolution representation). Let N := (N(u))u≥0 be
a unit rate Poisson process, and consider the following system
Cu =
∫ u
0
2Vv dv, Vu = (−1)N(
∫ u
0
ηtot
Cv
dv)
(6.3)
in int(Econt)×Eslope and with reflection on ∂(Econt)×Eslope. There exists
a unique random evolution satisfying this system, and its distribution is the
same as the distribution of the contour process and its slope (C,V ).
Proof. See Chapter 12 of [12] for the definition of a random evolution.
Existence and uniqueness of a random evolution satisfying the system (6.3)
follow from standard theorems on existence and solutions of a system of
stochastic differential equations with continuous local martingales as differ-
entials (see Theorem 3.15 in [23]). Equality in distribution of this random
evolution with the contour process and its slope follows by simply compar-
ing the generator of this system to the generator obtained in the previous
lemma. 
We will also need the following easy consequence of the above arguments.
Fix δ > 0, and recall that T δ,1 from (4.2) is the first time that the catalyst
process started from 1 individual drops below δ. Also recall that QT δ,1 from
(2.2) is the map that takes a tree and cuts the portion of its branches that
lie above height T δ,1.
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Corollary 6.3 (Truncated process). If the contour C(ξfor; 1) solves
(6.3) then C(QT δ,1(ξfor); 1) solves (6.3) but with the state space Econt re-
placed by Eδcont = [0, T
δ,1].
We next show that the rescaled random evolutions converge to the solu-
tion of the well-posed martingale problem stated in Theorem 1. We rely on
averaging techniques established for random evolutions. Throughout we fix
realizations of η˜tot,n, n ∈ N and X on a single probability space such that
(4.1) holds and we choose a truncation parameter δ > 0.
Step 0 (The rescaled random evolution system). Recall the rescaled
reactant contour process C˜δ,n from Definition 3.7. Let E˜δ,ncont := [0, T˜
δ,n], and
define its rescaled 12 -slope process V˜
δ,n := 12 sign(slope(C˜
δ,n
·
)).
Then Lemma 6.1 applied to the rescaled reactant populations implies
that (C˜δ,n, V˜ δ,n) is a Markov process whose generator is the closure of the
operator
A˜δ,nf(c, v) = 2nv
∂
∂c
f(c, v) + n2η˜tot,nc [f(c,−v)− f(c, v)],(6.4)
acting on all f ∈D(A˜δ,n), where
D(A˜δ,n) =
{
f ∈C1,0(E˜δ,ncont ×Eslope) :
∂f
∂c
∣∣∣∣
{0,T˜ δ,n}×Eslope
≡ 0
}
.
Furthermore, the analogous argument to that of Lemma 6.2 implies that
the distribution of the pair (C˜δ,n, V˜ δ,n) has the same distribution as the
random evolution which is the unique solution to the system
C˜δ,nu = n
∫ u
0
2V˜ δ,nv dv, V˜
δ,n
u = (−1)
N(n2
∫ u
0
η˜tot,n
C˜
δ,n
v
dv)
,(6.5)
where N is a unit rate Poisson process. In other words, the rescaled process
C˜δ,n evolves deterministically with speed 2n, and changes the sign at rate
n2 times a counting process whose rate is governed by the rescaled catalyst
mass process η˜tot,n.
Step 1 (The velocity process). The convergence result stated in The-
orem 1 relies on the fact that the velocity component V˜ δ,n evolves much
faster than the contour component C˜δ,n, as is it clear from (6.5). Hence in
the limit the velocity process will average out and can be replaced with its
stationary measure.
If Γn is the occupation-time measure of V˜ δ,n on Eslope, that is, for u≥ 0,
and v ∈Eslope
Γn([0, u]×{v}) :=
∫ u
0
1
{v}
(V˜ δ,nu′ )du
′,(6.6)
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then it is clear from the description (6.5) of V˜ δ,n that
Γn =⇒
n→∞
Γ = λ⊗ π,
where λ denotes Lebesgue measure on [0,∞), and π({1}) = π({−1}) = 12 . In
the limit the contour component will have spent on average half the time
increasing and half the time decreasing.
Step 2 (Averaging for martingale problems). The proof of Theorem 1
will rely on the following result taken from Theorem 2.1 in [17] and adapted
to our specific situation in which the state spaces are compact.
Proposition 6.4 (Stochastic averaging). Suppose there is an operator
Aδ :D(Aδ)⊆C0([0, τ δ ])→C0([0, τ δ ]×{−1,1}) such that:
(i) for all f ∈D(Aδ) there is a process εδ,f,n for which(
f(C˜δ,nt )−
∫ t
0
(Aδf)(C˜δ,ns , V˜
δ,n
s )ds+ ε
δ,f,n
t
)
t≥0
(6.7)
is a martingale,
(ii) D(Aδ) is dense in C0([0, τ δ ]) with respect to the uniform topology
and
(iii) for f ∈D(Aδ) and T > 0 there exists p > 1 such that
sup
n
E
[∫ T
0
|Aδf(C˜δ,ns , V˜ δ,ns )|p ds
]
<∞(6.8)
and
lim
n→∞
E
[
sup
t≤T
|εδ,f,nt |
]
= 0.(6.9)
Then for Γn defined as in (6.6)
{(C˜δ,n,Γn)}n∈N is relatively compact in D([0,∞)×M([0,∞)×{−1,1})),
where M([0,∞)× {−1,1}) is the space of all measures on [0,∞)× {−1,1}
for which µ([0, u)×{−1,1}) = u, and for any limit point (ζδ, π) there exists
a filtration such that(
f(ζδt )−
∫ t
0
∑
v∈{−1,1}
Aδf(C˜δ,ns , v)dsπ{v}
)
t≥0
is a martingale with respect to this filtration, for all f ∈D(Aδ).
Step 3 (The averaging-martingale problem). Recall the operator (Aδ ,
D(Aδ)) from (4.3) and (4.4) which is the generator for the rescaled contour
process C˜δ,n. Our goal is to show that all three assumptions (i)–(iii) of
Proposition 6.4 above are satisfied.
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(i) We first show that we can define small error processes {εδ,f,n;f ∈
D(Aδ)} such that(
f(C˜δ,nt )−
∫ t
0
Aδf(C˜δ,ns , v)ds+ ε
δ,f,n
t
)
t≥0
is a martingale for all f ∈D(Aδ).
Notice that f ∈D(Aδ) if and only if there exists a function g ∈C2([0, τ δ ])
with g(0) = g(τ δ) = 0 such that
f(x) = f(0) +
∫ x
0
Xsg(s)ds(6.10)
for all x≥ 0. Let f ∈D(Aδ) be of the form (6.10) and let
f˜n(c) := f(0) +
∫ c
0
η˜tot,ns g
(
T˜ δ,n
τ δ
s
)
ds.
Apply the operator (A˜δ,n,D(A˜δ,n)) from (6.4) to functions fn given by
fn(c, v) := f˜n(c) +
v
nη˜tot,nc
(f˜n)′(c)
to get
A˜δ,nfn(c, v) = 2nv(f˜n)′(c)− 2n2η˜tot,nc
v
nη˜tot,nc
(f˜n)′(c) + 2v2
(
1
η˜tot,nc
(f˜n)′
)′
(c)
= 2
(
1
η˜tot,nc
(f˜n)′
)′
(c).
Let then for all t≥ 0,
εδ,f,nt := f˜
n(C˜δ,nt )− f(C˜δ,nt ) +
V˜ δ,nt
nη˜tot,n
C˜δ,nt
(f˜n)′(C˜δ,nt )
+
∫ t
0
(Aδf − A˜δ,nfn)(C˜δ,ns , V˜ δ,ns )ds.
Since fn(C˜δ,nt , V˜
δ,n
t )−
∫ t
0 A˜
δ,nfn(C˜δ,ns , V˜
δ,n
s ) is a martingale for all f
n ∈D(A˜δ,n),
it follows that (6.7) holds for all f ∈D(Aδ).
(ii) We next show that the domain D(Aδ) is dense in the space of con-
tinuous functions on [0, τ δ].
Lemma 6.5 (Dense domain). Fix δ > 0 and X ∈ C0([0, τ δ ]). Then the
set of functions F defined by
F :=
{
f :f(c) =C +
∫ c
0
Xc′g(c
′)dc′;C ∈R, g ∈C2([0, τ δ ]), g|{0,τδ} ≡ 0
}
is dense in C0([0, τ δ ]).
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Proof. It is well known that each continuous function on [0, τ δ] can be
approximated by piecewise linear functions. It is therefore enough to show
that any piecewise linear function can be approximated by functions in F .
This follows by continuity of X and the fact that Xu ≥ δ, for all u ∈ [0, τ δ ].

(iii) We finally verify the last point. It is standard to show that (6.8) holds
for all f ∈ D(Aδ), T > 0 and p > 1. Moreover, since 1/η˜tot,n
C˜δ,nt
is bounded
by 1δ , for all t ≥ 0, f˜n → f , and ‖A˜δ,nfn − Aδf‖ ≤ |τ δ − T δ,n|‖g′‖ + |1 −
T δ,n
τδ
|‖g′′‖ −→
n→∞
0, (6.9) is satisfied as well.
Altogether we can apply Proposition 6.4 to the effect that the family of
rescaled contours {C˜δ,n;n ∈ N} is relatively compact in law and any limit
point satisfies the (Aδ,D(Aδ))-martingale problem.
Step 4 (Uniqueness of the limit-martingale problem). We next show
that the (Aδ ,D(Aδ))-martingale problem has a unique solution ζδ, for which
we first need the following lemma which characterizes solutions of transforms
of a reflecting Brownian motion. Recall that X is a Feller diffusion started at
X0 = 1 and τ
δ is the first time it falls below δ. Let s : [0, τ δ]→ [0, ∫ τδ0 Xu du]
defined by
s(x) :=
∫ x
0
Xu du,(6.11)
denote the scale function and denote its inverse by s−1.
Consider the operator
(Bδ,D(Bδ)) := (2Xs−1(·)f ′′,{h ∈C2R+ [0,∞) :h′|{0,s(τδ)} ≡ 0}).
Lemma 6.6 (Relation to Brownian motion). Let δ > 0. If ζδ solves the
(Aδ ,D(Aδ))-martingale problem, then
Bt := s(ζ
δ
t ), t ∈ [0,∞),
solves the (Bδ,D(Bδ))-martingale problem.
Proof. Fix H ∈C2
[0,s(τδ)]
[0,∞) with H ′|{0,s(τδ)} ≡ 0. It is easy to check
that then H ◦ s ∈D(Aδ).
We therefore obtain that for all H ∈C2
R+
[0,∞) such that H ′|{0,s(τδ)} ≡ 0
the process (
(H ◦ s)(ζδt )−
∫ t
0
Aδ(H ◦ s)(ζδu)du
)
t≥0
=
(
H(Bt)−
∫ t
0
2Xs−1(Bu)H
′′(Bu)du
)
t≥0
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is a martingale. Here we have used that Aδ(H ◦ s)(ζ) = 2(H ′ ◦ s)′(ζ) =
2Xζ· (H
′′ ◦ s)(ζ). 
Proposition 6.7 (Uniqueness). The (Aδ,D(Aδ))-martingale problem
has a unique solution ζδ.
Proof of Proposition 6.7. Assume that ζδ,1 and ζδ,2 are two solu-
tions of the (Aδ ,D(Aδ))-martingale problem. By Theorem 5.6 in [26], since
(Xu)u≥0 is bounded away from zero, the (B
δ,D(Bδ))-martingale problem
has a unique solution. Hence∫
[0,ζδ,1]
Xu du
d
=
∫
[0,ζδ,2]
Xu du.
Since the scale function is strictly increasing on [0, τ δ], the one-dimensional
distributions of ζδ,1 and ζδ,2 agree. It follows from Theorem 4.4.2 in [12] that
therefore ζδ,1
d
= ζδ,2. 
Step 5 (Conclusion). We close the section by giving a proof of Theorem
1.
Proof of Theorem 1. We have shown in Step 2 that the sequence
(C˜δ,n)n∈N is relatively compact, and that any limit point ζ
δ of C˜δ,n is a
solution of the (Aδ ,D(Aδ))-martingale problem. This proves existence of a
solution for all δ > 0.
Furthermore, by Proposition 6.7, this martingale problem has only one
solution. That is, the (Aδ ,D(Aδ))-martingale problem is well posed and if
ζδ is its unique solution (4.5) holds.
Finally, it follows from Theorem 4.4.2 in [12] that ζδ has the Markov
property. 
7. Proof of convergence of the rescaled reactant forests (Theorem 2).
In this section we verify that the sequence {ξ˜for,n;n ∈ N} converges in law.
So far we have shown in Section 5 that this sequence of laws is relatively
compact. It therefore remains to show that there is a unique limit law. We
first give a proof of Corollary 4.2.
Proof of Corollary 4.2. Fix δ > 0. By Proposition 4.1 there exists
a random forest Y for such that along a subsequence (nk)k∈N,
(ξ˜for,nk ; η˜nk) =⇒
k→∞
(Y for;X)
and hence, by the joint continuity of the truncation map Q
·
(·) :R+×Troot→
T
root, we have
(QT˜ δ,nk (ξ˜
for,nk); η˜nk) =⇒
k→∞
(Qτδ(Y
for);X).
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On the other hand we have proven in Theorem 1 that
(C(QT˜ δ,nk (ξ˜for,nk); 2nk); η˜nk) =: (C˜δ,nk ; η˜nk) =⇒k→∞(ζ
δ;X).
Finally, since the map T :C0
R+
[0,∞)→ Troot is continuous, and for all
ξfor ∈ Trootfin we have T (C(ξfor;σ)) = ξfor, we know that for all δ > 0,
(QT˜ δ,nk (ξ˜
for,nk); η˜nk) =⇒
k→∞
(T (ζδ);X),
which proves (4.6). 
Proof of Theorem 2. It follows from Corollary 4.2 that for all limit
forests Y for of {ξ˜for,n;n ∈N}, (Qτδ(Y for);X) equals in distribution (T (ζδ);X).
We will use this to show that the family {L[(Qτδ(Y for);X)]; δ > 0} is a
Cauchy sequence in the Prohorov metric of probability measures. For that
fix 0< δ′ < δ, and recall that the Prohorov metric satisfies (see, e.g., Theo-
rem 3.1.2 in [12]),
dPr(L(T (ζδ);X),L(T (ζδ′);X))
:= inf
µ
inf{ε > 0 :µ{((T,ρ), (T ′, ρ′)) :dGHroot((T,ρ), (T ′, ρ′))≥ ε} ≤ ε},
where the infimum is taken over all probability measures µ on Troot×Troot
with marginals L(T (ζδ);X) and L(T (ζδ′);X).
A particular choice of µ is the following: pick an excursion ζδ
′
according
to L(T (ζδ′)), and recall that ℓτδ (ζδ′) is the local-time process of ζδ′ at level
τδ . Write ζ
δ′,↓τδ for ζδ
′
time changed by the inverse of t 7→ ∫ t0 1{ζδ′s ≤ τ δ}ds.
That is, ζδ
′,↓τδ is ζδ
′
with the sub-excursions above level τ δ excised and the
gaps closed up. Then T (ζδ′,↓τδ) equals in law T (ζδ) and clearly,
dGHroot(T (ζδ
′
),T (ζδ′,↓τδ)) = dH(T (ζδ′),T (ζδ′,↓τδ)) = τ δ′ − τ δ.
Hence,
dPr(L(T (ζδ);X),L(T (ζδ′);X))≤ τ δ′ − τ δ,
which proves that {L[(Qτδ (Y );X)]; δ > 0} is Cauchy, as claimed.
Since (Troot, dGHroot) is complete, the space of probability measures on
(Troot, dGHroot) is complete as well, and we can therefore find a P ∈M1(Troot)
such that L(Qτδ(T ))=⇒
δ→0
P, and Theorem 2 is proved. 
8. Proofs for the reactant limit point process (Theorem 3). In this sec-
tion we derive the distribution of the reactant limit point process by taking
a limit of the point processes for the finite reactant forests, as well as con-
structing the limit point process from the limit contour processes ζδ . We
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start by showing that the point processes of the rescaled truncated reactant
forests converge. We then show that the limit of the point processes for the
truncated reactant is equal in distribution to the point processes associated
with the contours solving the (Aδ ,D(Aδ))-martingale problem.
Throughout we assume that {η˜tot,n;n ∈N} and X are given on one prob-
ability space such that (4.1) holds. Let
R0,1 := inf{t≥ 0 : ξtott = 0}.
The first lemma describes the distribution of the reactant particle point
process (prior to any rescaling). Recall that ηtot equals in distribution η˜tot,1
by definition.
Lemma 8.1 (Reactant point processes prior to rescaling). For all t ∈
(0,R0,1), the reactant point process Ξt is a simple point process {(i, τi); i=
1, . . . , ξtott − 1}, where given ξtott , the {τi; i= 1, . . . , ξtott − 1} are independent
and identically distributed with
P(τ1 ∈ dh) = η
tot
h
(1 +
∫ t
h η
tot
s ds)
2
· 1 +
∫ t
0 η
tot
s ds∫ t
0 η
tot
s ds
· 1(0,t)(h)dh.
Proof. By Lemma 6.1, the pair (C,V ) has the strong Markov prop-
erty. Hence the excursions below t of C are independent and identically
distributed.
Notice that an excursion below t equals in distribution the contour process
of a reactant tree run from time t backward, that is, an upside down tree
whose branching rates are governed by the process (ηtott−s)0≤s≤t, and which is
conditioned to have height less than t. The maximal depth of the excursion
is equivalent in distribution to the extinction time of the reactant process
run with branching rates (ηtott−s)0≤s≤t conditioned to go extinct by time t.
For a critical binary branching process with time-inhomogeneous rates
(λs)s≥0 the population size process (Ns)s≥0 satisfies (see, e.g., [15], XVII.10.11)
P{Nt = 0}=
∫ t
0 λs ds
1 +
∫ t
0 λs ds
.(8.1)
With the special choice λs := η
tot
t−s, we get by explicit calculation
P{τ1 ≥ h}= P(Nt−h = 0|Nt = 0) = P{Nt−h = 0}
P{Nt = 0}
=
∫ t
h η
tot
s ds
1 +
∫ t
h η
tot
s ds
1 +
∫ t
0 η
tot
s ds∫ t
0 η
tot
s ds
.
Differentiating this expression with respect to h gives our claim. 
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We can now proceed with the proof of Theorem 3.
Proof of Theorem 3. For all n ∈N, recall that T˜ 0,n from (3.1) is the
first time the rescaled mass process of the catalyst hits 0, and let
R˜0,n := inf{t≥ 0 : ξ˜tot,nt = 0}.
We first examine the distribution of the number of trees in a truncated
reactant forest and the genealogical distances for a fixed n.
Step 1 (The point process in the nth approximation step). Choose a
sequence (tn)n→∞ and t > 0 such that tn −→
n→∞
t. Recall that Πt and Ξt are the
genealogical point processes and Π˜tn,n and Ξ˜tn,n are their rescaled versions
from Definitions 3.5 and 3.8. In order to determine the number of trees in
the forest, notice that given that tn ≤ T 0,n ∧ R0,n and given the value of
ξ˜tot,ntn , by independence of the line segments stated in Lemma 6.1, we have
that the number tn := Ξ˜
tn,n({ 1n , . . . , ξ˜tot,n − 1n} × {0}) of points at height 0
satisfies
(tn; η˜
tot,n)
d
=Bin(nξ˜tot,ntn − 1,P{τ˜n ≥ tn}),
where τ˜n is defined as the extinction time of ξ˜tot,n with branching rates (n×
η˜tott−s)0≤s≤t started with one individual, and Bin(n,p) denotes a random vari-
able which is binomially distributed with parameters n and p.
Fix an arbitrary kn ∈ {1, . . . , nξ˜tot,ntn − 1}. Let κn := Ξ˜tn,n({ 1n , . . . , knn } ×
{0}) be the random number of points between 1n and knn at height 0. Since
we choose the kn first among the nξ˜
tot,n
t − 1 many excursions we get from
the i.i.d. structure that
(κn; η˜
tot,n)
d
=Bin(kn,P{τ˜n ≥ tn}).
Furthermore, given the values of (κn; η˜
tot,n),(
Ξ˜tn,n
({
1
n
, . . . ,
kn
n
}
× (0, tn − hn]
)
; η˜tot,n
)
(8.2)
d
=Bin(kn − (κn; η˜tot,n),P(τ˜n ≥ hn|τ˜n < tn)).
Step 2 (The limit point process). We now evaluate the asymptotics
as n→∞. Pick a sequence (kn)n∈N on N such that knn −→n→∞uYt, for some
u ∈ [0,1]. Since (8.1) implies, given the catalyst total mass processes η˜tot,n
and X , that for (hn) ∈ [0, t] such that hn→ h for some h ∈ [0, t],
nP{τ˜n ≥ hn}= n
1 + n
∫ tn
tn−hn
η˜tot,ns ds
−→
n→∞
(∫ t
t−h
Xs ds
)−1
,
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it follows, by the usual Poisson approximation of the Binomial distribution,
that there exists a point process ℵt such that
(κn; η˜
tot,n) =⇒
n→∞
(ℵt([0, uYt]×{0});X) d=Pois
(
uYt∫ t
0 Xs ds
)
.(8.3)
Next fix h ∈ (0, t), and let (hn) be a sequence in (0, tn) such that hn →
h. Note that the first argument of the right-hand side in (8.2) is by (8.3)
asymptotically equivalent to unYt. The second argument is of order n
−1.
Namely by Lemma 8.1,
nP{τ˜n ≥ hn|τ˜n < tn}
=
nP{τ˜n ≥ hn} − nP{τ˜n ≥ tn}
P{τ˜n < tn}
=
n2
∫ tn−hn
0 η˜
tot,n
s ds
(1 + n
∫ tn
tn−hn
η˜tot,ns ds)(1 + n
∫ tn
0 η˜
tot,n
s ds)
1 + n
∫ tn
0 η˜
tot,n
s ds
n
∫ tn
0 η˜
tot,n
s ds
−→
n→∞
1∫ t
t−hXs ds
− 1∫ t
0 Xs ds
.
Hence, once more using the Poisson approximation,(
Ξ˜tn,n
({
1
n
, . . . ,
kn
n
}
× (0, tn − hn]
)
; η˜tot,n
)
=⇒
n→∞
(Ξ˜t([0, uYt]× (0, t− h]);X)(8.4)
d
=Pois
(
uYt
(
1∫ t
t−hXs ds
− 1∫ t
0 Xs ds
))
.
Since the limiting intensity measure is absolutely continuous with respect
to the Lebesgue measure, (8.4) implies the weak convergence of the point
processes, and hence Theorem 3 is proved. 
We next show that the reactant limit point process can be derived from
the unique solutions of the (Aδ,D(Aδ))-martingale problem. We begin with
the proof of part (a), that is, the existence of a local-time process related to
ζδ.
Proof of Proposition 4.3. (a) For that purpose we rely on the stan-
dard characterization (see, e.g., Section VII.3 in [25]) of a one-dimensional
diffusion by its scale function s : [0,∞)→R and speed measure m, which is
based on its construction from a Brownian motion.
Suppose ζ is an R-valued diffusion with scale function s and speed mea-
sure m, such that s is differentiable and m is absolutely continuous with
34 A. GREVEN, L. POPOVIC AND A. WINTER
respect to the Lebesgue measure. Let m(dx) =m′(x)dx. Then the genera-
tor of the diffusion ζ is given by
Af(x) =
1
2
d
dm
(
d
ds
f(x)
)
(8.5)
with domain given by
D(A) :=
{
f :f =C +
∫
·
0
s′(x)g(x)dx, where
g′
m′
∈C0([0,∞))
}
.
Then the process B := (Bu)u≥0 defined by Bu := s(ζu), u≥ 0, is a diffusion
whose scale function is the identity. Recall that since the scale function is
nondecreasing it has a well-defined inverse
s−1(y) := inf{x : s(x)≥ y}.
Then the speed measure mB and the diffusion coefficient σ
2
B of B are
mB(du) =
m′(s−1(u))
s′(s−1(u))
ds, σ2B(s
−1(u)) =
s′(s−1(u))
m′(s−1(u))
(compare also with Lemma 6.6).
Let β := (βu)u≥0 be a standard Brownian motion with local-time process
ℓt(β) at level t and γ be the random-time change defined by
γ(u) :=
∫ u
0
m′(s−1(βv))
s′(s−1(βv))
dv.(8.6)
Martingale theory implies that the function γ is such that for its inverse
γ−1(v) := {u :γ(u)≥ v} we have
(Bu)u≥0
d
= (βγ−1(u))u≥0.
Consequently, we have a representation of the diffusion ζ by a distribu-
tionally equivalent process
(ζu)u≥0
d
= (s−1(βγ−1(u)))u≥0.(8.7) 
We next derive a relation between the local times of β and ζ .
Lemma 8.2 (Excursion process of a diffusion). Let β be the standard
Brownian motion, and ζ be the diffusion with scale function s and speed
measure density m′. Let ℓt(ζ) be the local-time process of ζ at level t. Let ε−ℓ
denote the downward excursions of ζ from level t indexed by the local time
ℓt(ζ), and let πζ,t := {(ℓ, inf(ε−ℓ ))} be the point process of their depths.
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(i) The local-time processes ℓt(ζ) := (ℓtu(ζ))u≥0 of the diffusion ζ at the
level t > 0 and ℓt(β) := (ℓtu(β))u≥0 of Brownian motion β at level t > 0 satisfy
ℓtu(ζ)
d
=
1
s′(t)
ℓ
s(t)
γ−1(u)(β).
(ii) The point process πζ,t has the following law: the marks on [0,1]×{t}
separating contributions from distinct excursions of ζ above 0 that reach level
t are points of a Poisson process with rate
s′(t)(s(t)− s(0))−1.
Each such excursion path of ζ above 0 contributes a set of downward excur-
sions ε−ℓ of ζ below level t whose depths are points of a Poisson point process
with intensity measure
ℵζ,t = dℓ⊗ nζ,t(dh)
and
nζ,t(dh) =
s′(h)dh
(s(t)− s(h))2 s
′(t).(8.8)
Proof. (i) By definition,
ℓtu(ζ) = lim
ε→0
1
2ε
∫ u
0
1{ζv∈(t−ε,t+ε)} d〈ζ, ζ〉v
= lim
ε→0
1
2ε
∫ u
0
1{Bv∈(s(t−ε),s(t+ε))}
(
1
s′(s−1(Bv))
)2
d〈B,B〉v
=
1
s′(t)
ℓs(t)u (B).
Recall that γ is the random-time change from (8.6). We have
γ(u) =
∫ u
0
m′(s−1(βv))
s′(s−1(βv))
dv =
∫
ℓtu(β)
m′(s−1(t))
s′(s−1(t))
dt.
Hence,
ℓtu(B) = lim
ε→0
1
2ε
∫ u
0
1{Bv∈(t−ε,t+ε)} d〈B,B〉v
= lim
ε→0
1
2ε
∫ γ−1(u)
0
1{βv∈(t−ε,t+ε)}
m′(s−1(βv))
s′(s−1(βv))
s′(s−1(βv))
m′(s−1(βv))
d〈β,β〉v
= ℓtγ−1(u)(β)
and consequently
ℓtu(ζ) =
1
s′(t)
ℓ
s(t)
γ−1(u)(β).(8.9)
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(ii) By Itoˆ’s excursion theory πζ,t is Poisson with an intensity measure
(see, e.g., [24], Vol. 2, VII.47)
ℵζ,t = dℓ⊗ nζ,t(inf(ε−ℓ ) ∈ d(t− h))
for some σ-finite measure nζ,t on [0, t]. Every excursion ε−ℓ of ζ below t
corresponds to a time changed excursion of β below s(t). Since the number
of such excursions in the two processes is related by (8.9), we have
nζ,t{inf(ε−ℓ )> t− h}= s′(t)nβ,s(t){inf(ε−ℓ )> s(t)− s(h)}
= s′(t)(s(t)− s(h))−1.
Now, each excursion of ζ above 0 that reaches height t has local time at
level t equal to ℓtτt,0(ζ) where τt,0 = inf{u ≥ 0 : ζu = 0, if ζ0 = t}. Excursion
theory also gives that the local time of a Markov process at level t run
until the first hitting time of level 0 is distributed as an exponential variable
with parameter nζ,t{sup(ε−ℓ )> t}= s′(t)(s(t)− s(0))−1. Hence the marks on
level t separating the contribution to the point process πζ,t from each such
distinct excursion form a Poisson point process on [0,1]×{t} with this rate.

We will next use Lemma 8.2 to give the proof of Proposition 4.3(b).
Proof of Proposition 4.3. (b) Fix δ > 0, and let ζδ be the solution
of the (Aδ ,D(Aδ))-martingale problem.
Let πζ
δ,t be the point process of depths of downward excursions of ζδ
below some fixed level t, indexed by the local-time process ℓt(ζδ). Recall
from (6.11) and (8.5) that s is the scale function andm is the speed measure.
By (8.8) with (6.11) πζ
δ,t is Poisson with intensity measure
ℵζδ,t(du⊗ dh) = dℓ⊗ nζ,t = [dℓtu(ζδ)]⊗Xt
[
Xh dh
(
∫ t
hXu du)
2
]
.
The marks separating contribution from distinct excursions reaching level t,
in other words from different trees, form a Poisson point process on [0,1]×
{t} with rate Xt(
∫ t
0 Xs ds)
−1.
Let u∗ := inf{u ≥ 0 : ℓ0u(2|β|) = 1} be the first time the local time of the
standard reflected Brownian motion 2|β| at level 0 reaches 1.
Using Lemma 8.2 we have for all t < τ δ,
(ℓtu∗(|ζδ|)Xt)0≤t<τδ d= (ℓs(t)γ−1(u∗)(2|β|))0≤t<τ .
Recall that the second Ray–Knight theorem implies that the local-time pro-
cess ℓtu∗(2|β|) as a function of the level t until the fixed time u∗ is distributed
as a Feller diffusion, that is,
(ℓtu∗(2|β|))t≥0 d= (Zt)t≥0,
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where Z satisfies the first part of (3.3), that is,
dZt =
√
Zt dW
Z
t with Z0 = 1.
If γ∗ := γ(u∗), then (8.9) implies that
(ℓtγ∗(|ζδ|)Xt)0<t<τδ d= (ℓs(t)u∗ (2|β|))0<t<τδ d= (Yt)0<t<τδ ,
where Y satisfies the second part of (3.3) with another independent set of
Brownian motions, that is,
dYt =
√
s′(t)Yt dW
Y
t =
√
ZtYt dW
Y
t with Y0 = 1.
Hence the local-time process of ζδ at level t equals in distribution (Yt)t≥0
from (3.3). The claim of Proposition 4.3 follows. 
9. Proof for the joint law (Theorem 4). In this section we show the
convergence for the joint law of the catalyst and reactant forests.
Proof of Theorem 4. In order to show (4.8) it is enough to show the
joint convergence of the pair consisting of the catalyst total mass process
and the reactant forest, that is,
(η˜tot,n, ξ˜for,n) =⇒
n→∞
(X,Y for).(9.1)
This follows since given the values of the catalyst mass process the reactant
forest and the catalyst forest are independent.
So far we have shown that η˜tot,n =⇒
n→∞
X and that under assumption (4.1),
(ξ˜for,n; η˜tot,n) =⇒
n→∞
(Y for;X). Hence, in order to show (9.1), it suffices to show
that the law of the reactant forest depends continuously on the catalyst
mass path. For that purpose recall from Theorem 2 that for all δ > 0,
(Qδ(Y
for);X)
d
= (T (ζδ);X). Since the map T :C0
R+
[0,∞) :→ Troot is con-
tinuous, the claim follows by observing from (8.7) that ζδ is continuous in
X := (Xt)t∈(0,τ0). 
10. Proof of differences between reactant and “classical” forest. In this
section we prove the results on the comparison of the reactant limit forest
with the classical forest.
Proof of Proposition 4.4. We have specified the distribution of both
Z for and Y for using collections of point processes πζ,t and πβ,t. For each tree
in the forest Y for the distribution of πζ,t is given by the intensity measure
ℵζ,t from (4.7), and for a standard Brownian tree in Z for distribution of πβ,t
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is given by the intensity measure ℵβ,t in (3.8). It is easy to check that for
each t ∈ (0, τ0],
((st(ℵζ,t);X))t≥0 d= ((ℵβ,t))t≥0,(10.1)
where st applies to the second coordinate of the bivariate measure ℵζ,t. Since
the genealogical point process records the distances between points at the
same level in the forest, (10.1) implies the claim. 
Proof of Proposition 4.5.
E
[∫
(∂Qt(Y for))2
(µt,Y )⊗2(d(u,u′))1{dY for(u,u′) = 2t}
]
=
∫ 1
0
du1
∫ 1
0
du2 P{πt([u1Yt, u2Yt]×{0}) 6=∅}
= 1−
∫ 1
0
du1
∫ 1
0
du2E
[
exp
{
−Yt|u1 − u2|∫ t
0 Xs ds
}]
= 1−
∫ 1
0
du1
∫ 1
0
du2E
[
exp
{
−
(∫ t
0
Xs ds
)−1 |u1 − u2|
1 + |u1 − u2|
}]
,
where we have used that a branching diffusion Y˜t with time-dependent
branching rates b(t) satisfies
E[e−λY˜t |Y˜0 = y] = exp
{
− y · λ
1 + λ
∫ t
0 b(u)du
}
.
By assumption E[(
∫ t
0 dsXs)
−1] = zt−1. Therefore, Jensen inequality yields
E
[
exp−
{(∫ t
0
Xs ds
)−1 |u1 − u2|
1 + |u1 − u2|
}]
≥ exp−
{
E
[(∫ t
0
Xs ds
)−1] |u1 − u2|
1 + |u1 − u2|
}
= exp−
{
z
t
· |u1 − u2|
1 + |u1 − u2|
}
.
Hence
E
[∫
(∂Qt(Y for))2
(µt,Y )⊗2(d(u,u′))1{dY for(u,u′) = 2t}
]
≤ 1−
∫ 1
0
du1
∫ 1
0
du2 exp
{
−z
t
· |u1 − u2|
1 + |u1 − u2|
}
= E
[∫
(∂Qt(Zfor))2
(µt,Z)⊗2(d(u,u′))1{dZfor(u,u′) = 2t}
]
.

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We prepare the proof of Corollary 4.7 with the following lemma. Assume
that we are given an excursion e with L(e) = inf{t > 0 : e(t) = 0}<∞. Recall
from (2.1) the map T which sends e to a rooted ordered forest T (e) =
(Te, dTe , [0],≤Te) associated with e.
Lemma 10.1. The l2-length of a forest T (e) associated with an excur-
sion e ∈C0
R+
[0,∞) with L(e) = inf{t > 0 : e(t) = 0}<∞ equals the quadratic
variation of e
χe := P − lim
ε→0
sup
0≤t0<t1<···<tn≤L(e),
max{|ti+1−ti|≤ε}
{
n∑
i=1
|e(ti+1)− e(ti)|2
}
.(10.2)
Proof. Assume that we are given an excursion e with L(e) = inf{t >
0 : e(t) = 0}<∞. Assume that Te has a well-defined l2-length. Since edges of
positive length do not contribute to the l2-lengths of Te, (4.9) holds even if we
further restrict the finite subsets T ′n of Te to those with inf{ε > 0 : (T ′n)ε =
T branche } → 0, as n→∞. Here T branche denotes the set of all inner branch
points of Te, where x ∈ Te is an inner branch point if Te \{x} decomposes Te
into more than 2 connected components. Likewise, monotone regions in the
excursion e do not contribute to the quadratic variation of e, so in (10.2)
we may restrict the set of time points to only the finite subsets of the set of
times 0≤ tmin0 < · · ·< tmini < · · · ≤ L(e) such that e(tmini ) is a local minimum.
Since e is continuous it can have only a countable number of local minima
on an interval [0,L(e)]. Now we observe that the local minima of e precisely
correspond to the branch points of Te, so
χe = P − lim
ε→0
sup
max{|tmin
i+1−t
min
i
|≤ε}
{∑
|e(tmini+1)− e(tmini )|2
}
= P − lim
ε→0
sup
max{|tmini+1−t
min
i |≤ε}
{∑∣∣∣e(tmini+1) + e(tmini )− 2 min
s∈[tmin
i
,tmin
i+1]
e(s)
∣∣∣2}
= P − lim
n→∞
∑
a,b∈T ′n
(d(a, b))2
= l2(T (e)). 
Proof of Corollary 4.7. Lemma 10.1 states in particular that if ζ is
assumed to be an excursion associated with the reactant forest then χζ =∞
by Lemma 4.6. Hence ζ cannot be a diffusion path and the claim follows.

Proof of Lemma 4.6. By its definition (4.9), l2(Z for) equals in distri-
bution the quadratic variation of a reflected Brownian motion 2|β|
·∧ℓ−1(1)
which is known to be ℓ(2|β|)−1(1)<∞, almost surely.
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As for the reactant limit tree, on the event {ρ0 < τ0}, l2(Y for) equals
in distribution for suitably small positive δ the quadratic variation of the
well-posed solution ζδ of the (Aδ,D(Aδ))-martingale problem stopped at the
first time the local time of ζδ at 0 reaches 1 (ℓ0(ζδ))−1(1). This quadratic
variation is finite almost surely and remains finite as δ→ 0.
On the other hand, on {ρ0 ≥ τ0} we show that the quadratic variation of
the contours diverges as δ→ 0. In fact, by (10.2),
l
2(Qτδ (Y
for;X)) = 〈ζδ, ζδ〉(ℓ0(ζδ))−1(1).
Recall from (8.7) that, given X , the law of ζδ can be expressed in terms of
a function of a time changed Brownian motion β:
(ζδu)u≥0
d
= (s−1(Bu))u≥0, (Bu)u≥0
d
= (βγ−1(u))u≥0.
Since γ(u) =
∫ u
0
1
s′(s−1(βv))
dv we have d〈B,B〉u = s′(s−1(Bu))du, and
d〈ζδ, ζδ〉u d=
(
1
s′(s−1(Bu))
)2
d〈B,B〉u = 1
s′(s−1(Bu))
du=
1
Xζδu
du.
Hence, by the occupation time formula
l
2(Qτδ (Y
for;X)) =
∫ ℓ0(ζδ)−1(1)
0
1
Xζδv
dv
d
=
∫ s(τδ)
0
ℓ(β)tγ(ℓ0(β)−1(1))
X2s−1(t)
dt
=
∫ τδ
0
ℓ(β)
s(v)
γ(ℓ0(β)−1(1))
Xv
dv
by changing variables. We next note that inf{v ≥ 0 : ℓ(β)s(v)γ(ℓ0(β)−1(1)) = 0}
d
=
ρ0 > τ0, so we will have c= infv∈[0,τ0] ℓ(β)
s(v)
γ(ℓ0(β)−1(1)) dv > 0 and
l
2(Qτδ(Y
for;X))≥ c
∫ τδ
0
1
Xv
dv →
δ→0
∞
using the known fact that
∫ τ0
0
1
Xv
dv =∞ (see, e.g., Lemma 3.1 in [5]). 
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