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In this research project, micro-fabricated cantilevers were used to investigate the stresses 
and density changes upon crystallization in amorphous thin films. Two classes of 
materials with distinct properties and significant scientific and technological interest have 
been studied: an amorphous semiconducting phase-change material (the chacolgenide 
alloy Ge2Sb2Te5), and amorphous metallic alloys (Cu-Zr and Zr-Cu-Al).   
 
Phase-change materials have been extensively used for optical data storage in 
commercial rewritable compacts disks (CDs) and digital video disks (DVDs), which 
employ a thin film of a phase-change material (usually an SbTe-based alloy) that is 
locally and reversibly switched between its crystalline and amorphous states using laser 
pulses. The two states can be optically distinguished due to their pronounced difference 
in reflectivity. These materials are also under intense investigation for application in 
next-generation phase-change random access memories (PRAMs) to replace current 
Flash memories, where electrical current pulses provide the heat that is necessary for the 
transformation between the amorphous and crystalline states, which can be distinguished 
subsequently by their pronounced difference in conductivity. A major factor that affects 
the reliability of phase-change memories is the high stress associated with the reversible 
phase change between crystalline and amorphous states of the material. In this work, we 
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studied the crystallization-induced stress in phase-change Ge2Sb2Te5 films as a function 
of film thickness and with/without a capping layer, by measuring the tip deflections of 
micro-cantilevers. The stress is found to increase with decreasing film thickness. A thin 
dielectric capping layer leads to a further increase in stress compared to uncapped films. 
This observation can be explained by the suppression of stress relaxation in the 
phase-change film in the presence of a capping layer. The results of this work will allow 
better predictions of device performance and reliability and lead to the design and 
implementation of improved cell geometries. 
 
The knowledge of stresses upon crystallization in phase-change materials may also open 
the door for potentially new applications, such as optically-triggered micro-actuators. The 
reversible phase transformation between the crystalline and amorphous states can be 
achieved as fast as 10-100ns, which could possibly allow the operation of an actuator that 
can be switched between two (or more) displacement states at a frequency of 10-100MHz, 
enabling them to have the best frequency response among all actuators developed so far. 
In this study, we developed criteria for materials selection and optimization of device 
dimensions in order to obtain the largest possible actuation angles and deflections. The 
analytical model was verified experimentally by crystallizing phase-change films on 




Recently, metallic glasses have attracted significant research interest because of their 
much higher strengths and elastic strains compared with their crystalline counterparts, as 
a result of the absence of dislocation-mediated plasticity. However, to date, the search for 
alloys with superior glass-forming abilities is still highly empirical, and a parameter that 
can accurately predict the relative magnitudes of glass-forming abilities for different alloy 
compositions is still absent. Here we propose that the density change upon crystallization 
is the fundamental factor in determining the glass formation of an alloy. While, traditional 
density measurements based on the Archimedes principle suffer from a lack of accuracy 
and tedious implementation. In this work, arrays of micro-cantilevers combined with 
combinatorial thin film deposition techniques have been used to determine the density 
changes upon crystallization of binary (Cu-Zr) and ternary (Zr-Cu-Al) alloys. The density 
change is determined by measuring the deflection of cantilever tips before and after 
crystallization.  Because of the small size and spacings of the cantilevers, density 
changes can be determined with high compositional resolution over a range of alloy 
compositions.  In studies of the Cu-Zr binary system, wedge-casting experiments have 
also been carried out to determine the critical thickness for glass formation for different 
compositions. Sharp and distinct minima in the density change on crystallization were 
found to correlate with specific maxima in the critical thicknesses.  Correlations 
between compositions for which the density change was at a local minimum and 
compositions known to readily form glasses were found in a ternary system as well 
xiv 
 
(Zr-Cu-Al). These results have been interpreted successfully under the framework of the 
free volume theory. 
 
In addition to crystallization-induced stresses and density changes, the micro-cantilever 
platform has also been used for measurement of the Young’s moduli (E) and coefficients 
of thermal expansion of amorphous (CTE) Cu-Zr thin films. It has been proposed that the 
elastic moduli of metallic glasses correlate with their thermal and mechanical properties, 
such as the glass transition temperature, toughness of the glass, and glass-forming ability. 
CTE of metallic glasses has also been proposed to be correlated with glass-forming 
ability. In this study, it has been found that both E and CTE increase with increasing Cu 
content, while there is not any particular local variations around compositions 
corresponding to peaks in glass-forming ability and amorphous packing efficiency, 
indicating that the packing efficiency may not play a dominant role in determining the 
elastic moduli and CTE of metallic glasses.  
 
The contents of the thesis are arranged as follows: Chapter 1 is a review of the 
fundamentals of phase-change materials and metallic glasses, and provides a more 
detailed motivation for the work described in subsequent chapters. Chapter 2 is a review 
of the basic concepts and analyses of the mechanical properties of materials, as well as 
the elements of beam mechanics used in this project. Chapter 3 describes the fabrication 
xv 
 
processes of the micro-cantilevers, and gives a brief review of the experimental methods 
used in this project. Measurements of the stress changes upon crystallization of 
phase-change thin films are discussed in Chapter 4. Then, Chapter 5 and 6 present the 
results and analysis, respectively, of the density changes in Cu-Zr and Zr-Cu-Al systems. 
The measurement of Young’s moduli and coefficients of thermal expansion of amorphous 
Cu-Zr thin films will be covered in Chapter 7. Finally, Chapter 8 provides a summary of 
the entire thesis and an outline of possible future work motivated by the experimental 
findings based on use of the experimental techniques developed in this project.  
xvi 
 
LIST OF TABLES 
 
1.1 The critical cooling rates for glass formation, the density change upon crystallization, 
and the viscosity of the liquid at the melting points for the four glass-forming alloys. 
-------------------------------------------------------------------------------------------------------- 32  
 
1.2 Density change upon crystallization, critical cooling rates for glass formation, and 
corresponding sample preparation methods for a few types of metallic glasses. --------- 33 
 
































LIST OF  FIGURES 
 
1.1 Specific volume v.s. temperature diagram of a glass-forming material. ---------------- 3 
 
1.2 Homogeneous crystal nucleation in a liquid. ----------------------------------------------- 9 
 
1.3 The free energy change associated with the homogeneous nucleation of a sphere of 
radius r. ---------------------------------------------------------------------------------------------- 10  
 
1.4 Nucleation rate as a function of temperature. --------------------------------------------- 12 
 
1.5 Schematic plot for crystal nucleation rate and growth rate as a function of temperature. 
-------------------------------------------------------------------------------------------------------- 13 
 
1.6 A time-temperature-transformation (TTT) curve, corresponding to a specified 
transformed volume fraction. -------------------------------------------------------------------- 15 
 
1.7 Qualitative temperature dependence of the viscosity in the undercooled liquid for 
strong, intermediate, and fragile melts (Tg scaled plot). -------------------------------------- 18 
 
1.8 The atomic structure of silica (SiO2) consists of silicon atoms sitting at the center of 
oxygen tetrahedral. -------------------------------------------------------------------------------- 20 
 
1.9 Glass-forming abilities in different multi-component alloy systems. ------------------ 22 
 
1.10 Relationship between the critical cooling rates for glass formation (Rc), maximum 
sample thickness for glass formation (tmax), and the reduced glass transition temperature 
(Tg/Tm) for various amorphous alloys. ---------------------------------------------------------- 26 
 
1.11 Relationship between the critical cooling rate (Rc), the critical thickness of glass 
formation (tmax), and the temperature interval of the undercooled liquid region between Tg 
and Tx ( xT∆ ). --------------------------------------------------------------------------------------- 28 
 
1.12 Free energy difference between the undercooled liquid and the crystalline state as a 
function of reduced temperature for different glass-forming alloys. ----------------------- 30 
 
1.13 Density change v.s. critical cooling rate relation based on the data shown in Table 




1.14 Coordination number distribution of the solute atoms in four representative metallic 
glasses, obtained from molecular dynamics simulations. ------------------------------------ 41 
 
1.15 2-D representation of an efficient cluster packing structure in the (100) plane of a 
single f.c.c. cluster unit cell. --------------------------------------------------------------------- 44   
 
1.16 Elastic limit σy plotted against modulus E for 1507 metals, alloys, metal matrix 
composites and metallic glasses. ---------------------------------------------------------------- 46 
 
1.17 Principle of rewritable optical data storage based on phase-change materials. ----- 48 
 
1.18 In-situ wafer curvature measurement of 85nm thick Ag5.5In6.5Sb59Te29 deposited on 
150μm glass substrate (a), 85nm thick Ge2Sb2Te5 deposited on 200μm thick Si substrate 
(b), and 61nm Ge4Sb1Te5 deposited on 200μm thick Si substrate (c). --------------------- 50 
 
 
2.1 The definition of normal stresses. ----------------------------------------------------------- 58 
 
2.2 The definition of shear stresses. ------------------------------------------------------------- 58 
 
2.3 The tensile strain induced by tensile stress. ----------------------------------------------- 59 
 
2.4 The shear strain induced by shear stress. -------------------------------------------------- 60 
 
2.5 The definition of hydrostatic pressure. ----------------------------------------------------- 60 
 
2.6 The stress-strain relation of a perfectly linear elastic material. ------------------------- 63 
 
2.7 The loading curve of a typical ductile material. ------------------------------------------ 63 
 
2.8 (a) An fh thick film bonded to an sh thick substrate under a membrane force f. (b) 
Substrate with a curvature κ after the thin film is bonded. ----------------------------------- 70 
 
 
3.1 Schematic view of the vertical thermal reactor (VTR) used for SiN deposition.----- 85 
 
3.2 The schematic side view of a Si (100) wafer coated with low stress, silicon-rich SiN 




3.3 The schematic side-view (a) and top-view (b) of the Si wafers after the dry etch 
process. --------------------------------------------------------------------------------------------- 88 
 
3.4 The schematic side-view (a) and top-view (b) of the SiN cantilevers after the entire 
fabrication process. ------------------------------------------------------------------------------- 89 
 
3.5 A 250μm by 250μm pit (inverted pyramid structure) made by KOH wet etch, with 
free-standing micro-cantilevers suspended on its sides. ------------------------------------- 90 
 
3.6 Schematic illustration of the Bragg scattering from a set of crystalline lattice planes. 
-------------------------------------------------------------------------------------------------------- 93 
 
3.7 (a) The XRD spectrum of an amorphous phase-change Ge2Sb2Te5 film; (b) The XRD 
spectrum of a polycrystalline phase-change Ge2Sb2Te5 film. ------------------------------- 95 
 
3.8 Schematic plot showing the electronic transitions in an atom. ------------------------- 96 
3.9 The operation principle of a Veeco interference microscope (Model: NT 2000).---- 99 
 
 
4.1 Layer structure of a micro-cantilever with a fixed support. --------------------------- 106 
 
4.2 Definition of geometric characteristics of the cantilever beam relevant to the 
calculations using Stoney’s formulae. --------------------------------------------------------- 108 
 
4.3 (a) Top-view optical micrograph (upper figure) and optical interferometry scan in side 
view (lower figure) of a 218nm-thick SiN cantilever onto which a 10nm-thick amorphous 
Ge2Sb2Te5 film has been deposited. (b) Cantilever from Fig. 4.3 (a) after furnace 
crystallization of the Ge2Sb2Te5 film. --------------------------------------------------------- 111 
 
4.4 Crystallization-induced stresses in Ge2Sb2Te5 (GST) layers for different GST to SiN 
thickness ratios (hGST/hSiN). --------------------------------------------------------------------- 113 
 
4.5 (a) Schematic side view of a cantilever of length l0 with a fixed support on the left 
side. (b) Schematic top view of the cantilever in (a). (c) Schematic side view of the 
cantilever shown in (a) and (b) after laser crystallization. ---------------------------------- 117  
 
4.6 Schematic top view of the cantilever shown in Fig. 4.5b during laser crystallization of 




4.7 211nm-thick SiN cantilever onto which a 215nm-thick amorphous Ge2Sb2Te5 film has 
been deposited. ----------------------------------------------------------------------------------- 121 
 
4.8 Cantilever from Fig. 4.7 after laser-crystallization along a length l1=(4.6±0.5)μm 
(Figs. 4.5 and 4.6). ------------------------------------------------------------------------------- 122 
 




5.1 Experimental configuration for the combinatorial sputter deposition of Cu-Zr films. 
------------------------------------------------------------------------------------------------------ 128 
 
5.2 Layer structure of a micro-cantilever with a fixed support (side view). ------------- 129 
 
5.3 Schematic illustration of the wedge casting technique. -------------------------------- 131 
 
5.4 Scanning electron microscopy images of 5µm×30µm cantilevers before and after 
furnace crystallization of the Cu-Zr film. ----------------------------------------------------- 135 
 
5.5 Density change upon crystallization aac ρρρ /)( −  (a), and the critical thickness for 
glass formation (b) v.s. Zr content (at. %). --------------------------------------------------- 136  
 
5.6 Density plot for different compositions in the binary Cu-Zr system. ---------------- 139 
 
 
6.1 (a) A sketch of the top view of a sample. (b) An optical micrograph of a “pit” with a 
set of as-fabricated freestanding SiN micro-cantilevers suspended from the sides of a 
250μm by 250μm square hole made with a KOH wet etch. ------------------------------- 143 
 
6.2 (a) Schematic configuration of the combinatorial sputtering system [197] and the 
layout of the first set of nine samples on the substrate holder. (b) A plane view of the 
samples on the substrate holder and schematic positions of the elemental targets, relative 
to the samples. (c) The layout of the second set of samples (#10-#13) and their relative 
positions with respective to those of the first set. ------------------------------------------- 146 
 
6.3 Scanning-Electron-Microscopic (SEM) images of cantilevers coated with Zr-Cu-Al 




6.4 A top-view optical micrograph (a) and an optical interferometry scan in a side view (b) 
of a 10μm by 30μm, 242-nm-thick SiN cantilever onto which an amorphous Zr-Cu-Al 
film has been deposited. ------------------------------------------------------------------------ 149 
 
6.5 Density change contours resulting from crystallization of films on the first set of 
cantilevers. ---------------------------------------------------------------------------------------- 150 
 
6.6 Partial ternary phase diagram for the Zr-Cu-Al system. ------------------------------- 156 
 
6.7 The combined density change contours of the two sets of cantilever samples where 
the six compositions in the Zr2Cu-τ3-ZrCu local eutectic system studied by Wang et. al. 
[18] are indicated by triangles, rectangles, and asterisks respectively. ------------------- 158 
 
6.8 Density change contours for sample #14. ------------------------------------------------ 160 
 
 
7.1 The principle of Young’s modulus measurement by applying a point load to the 
cantilever tip. ------------------------------------------------------------------------------------- 163 
 
7.2 The operation principle of the Young’s modulus measurement using an AFM. ---- 164 
 
7.3 Typical AFM approach curve in the Young’s modulus measurement. --------------- 166 
 
7.4 A microscopic image taken from the optics of the AFM. ------------------------------ 167 
 
7.5 Serial measurements on a single cantilever to accommodate the issue of cantilever 
length uncertainty. ------------------------------------------------------------------------------- 168 












K from three measurements on a 10μm-wide, 
30μm-long cantilever, with d=3μm apart. ---------------------------------------------------- 169 
 
7.7 The layout of the cantilever design used in this study. --------------------------------- 171 
 
7.8 Young’s modulus of the amorphous Cu-Zr films as a function of composition (Cu 
at. %) obtained from the AFM experiments. ------------------------------------------------- 173 
 
7.9 In-situ setup for the CTE measurements. ------------------------------------------------ 179 
 
7.10 A typical mismatch strain-temperature difference curve for CTE calculation. ---- 180 
7.11 CTE as a function of Cu atomic percent (at. %) of amorphous Cu-Zr films. ------ 182 
xxii 
 
7.12 The thermal expansion of a Cu-Zr-Ti-Pd metallic glass being annealed under its 
glass transition temperature. ------------------------------------------------------------------- 183 
 
 




































LIST OF SYMBOLS 
 
Tg: Glass transition temperature. 
 
Tm: Melting temperature. 
 
Trg: The reduced glass transition temperature (Tg/Tm). 
 
Tc: The crystallization temperature. 
 







σy: The yield stress of a material. 
 
σTS: The tensile strength of a material. 
 
E: The Young’s modulus of a material. 
 
υ: The Poisson’s ratio of a material. 
 
M: The biaxial modulus of a thin film. 
 
εm: The mismatch strain between the film and substrate. 
 
hf: The thickness of the film. 
 
hs: The thickness of the substrate. 
 
w: The cantilever width. 
 
L: The cantilever length. 
 
r: The radius of curvature of the film-substrate structure. 
 
κ: The curvature of the film-substrate structure. 
xxiv 
 
α: The coefficient of thermal expansion of a material.  
 1 
Chapter 1 Background and motivations: metallic glasses and 
phase-change materials- two classes of amorphous materials of 
great scientific and technological interests 
 
Amorphous metallic alloys (i.e. metallic glasses) and amorphous semiconducting phase-
change materials are the focus of this research project. In this chapter, a general 
introduction to amorphous (or glassy) materials will be presented first. Then, two 
separate sub sections will be dedicated to reviewing the properties, structures and 
applications of metallic glasses and phase-change materials, respectively. The current 
difficulties in understanding the physics of these two classes of materials, in particular, 
the correlation between the packing efficiency in the glassy state and the glass-forming 
ability for metallic glasses, and the crystallization-induced stresses in phase-change 
materials, will be critically examined, since the major aim of this thesis is to contribute to 
the understanding of those two problems.  
 
1.1 The definition of glasses and the glass transition behavior 
 
1.1.1 The definition of glasses 
 
In everyday life, when speaking of “glasses”, people usually refer to window glasses, 
glass vessels, a piece of artwork made of glass, or a pair of spectacles. Indeed, they are 
glasses that are based on silica. However, silica is not a required component of glass, 
 2 
since we can form an almost limitless number of organic and inorganic glasses which do 
not contain silica. Then, what is a glass? 
 
A glass can be defined as “an amorphous solid completely lacking long range, periodic 
atomic structure and exhibiting a region of time-dependent glass transition behavior” [1]. 
In sections 1.1.2 to 1.1.4, the glass transition behavior, the kinetic theory of glass 
formation, and the structure of glasses will be reviewed.  
 
1.1.2 The glass transition behavior 
 
Traditionally, people interpret the glass transition behavior with the aid of specific 
volume versus temperature diagrams, as shown in Fig.1.1 (thermodynamically, enthalpy 
and volume behave in a similar fashion. Therefore, we can change the vertical axis to 




Fig. 1.1 Specific volume v.s. temperature diagram of a glass-forming material. The glass 
transition temperatures and the specific volumes of the resulting glass depend upon the 
actual cooling rate, as illustrated by route A and route B.  
 
As we cool the liquid down to its melting temperature, the atomic structure of the melt 
will gradually change and will be a characteristic of the exact temperature at which the 
melt is held. Cooling to any temperature below the melting temperature of the crystal (Tm) 
would usually result in the phase transition of the material to its crystalline state, with the 
formation of a long range periodic atomic structure. If this occurs, the volume will 
decrease abruptly at Tm to the value appropriate for the crystal. Further cooling of the 
crystal will result in a further decrease in volume due to the thermal contraction of the 
crystal. 
 
However, crystallization right at Tm is rarely observed because the formation of a crystal 
nucleus requires the creation of a solid-liquid interface, which is energetically 
unfavorable (this will be discussed in detail in 1.2.3). Therefore, the liquid phase is 
 4 
usually maintained to a certain degree of undercooling, where crystal nucleation is finally 
initiated. Upon cooling, the liquid is characterized by a large but continuous increase in 
its shear viscosity η, which reflects the slowing dynamics in the liquid with decreasing 
temperature. The undercooled liquid is metastable with respect to the (stable) crystalline 
phase but remains in internal equilibrium. Hence, the undercooled liquid is said to be in 
metastable equilibrium. Its atomic mobility is still large enough (i.e. viscosity still low 
enough) to sample all thermodynamically accessible configurations. For some materials, 
the probability of crystal nucleation is so low that they can be undercooled to the glass 
transition temperature Tg, which is defined as the temperature at which the undercooled 
liquid is configurationally frozen and goes out of internal equilibrium. For T < Tg, the 
liquid is called a glass. X-ray diffraction (XRD) experiments have shown that glasses 
exhibit neither long-range translational order nor long-range orientational order. They 
exhibit the statistical structure of a liquid at a fixed time. This structure is commonly 
called amorphous. The temperature region lying between the limits where the volume is 
that of the liquid under internal equilibrium and that of the frozen liquid (glass) is known 
as the glass transition region, as indicated in Fig. 1.1. 
 
The glass transition usually occurs at the point where the viscosity approaches a value on 
the order of 1012Pa•s=1013 poise [1-3]. This can be understood as follows: for diffusional 
phase transformations, the liquid diffusivity D and the liquid jump frequency per atom ΓD 
are related by [4] 
2
6
1 λDD Γ= ,      Eq. 1.1 
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where λ is the inter-atomic distance. Diffusivity and viscosities are inversely related by 




TkD B= ,     Eq. 1.2 
where kB is the Boltzmann constant, T is the temperature. Combining Eq. 1.1 and Eq. 1.2, 












η ,   Eq. 1.3 














1  ,   Eq. 1.5 
where Ω= AVNV  is the molar volume, BAV kNR =  is the gas constant, and NAV is 




510~ −  and RT~10-3
mol
J , which are 
typical for conventional solids and liquids, yields τD~104s~1 hour. Hence, the viscosity of 
1012Pa•s (1013 poise) corresponds to about one atomic jump per hour. Such a low jump 
frequency leads to configurational freezing, or in other words, freezing of the liquid into a 
glass. At even lower temperatures, the glass seems to show no apparent permanent 
change in its shape any more on experimental time scales due to its large viscosity. 
Macroscopically, it is solid, though with a liquid-like atomic structure. 
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Eq. 1.5 shows that the glass transition temperature depends on the time scale of the 
experiment: for high cooling rates, a few jumps per hour cannot maintain equilibrium. 
Therefore, as shown in Fig.1.1, glass transition occurs at a higher value for ΓD, i.e. at a 
lower value for η or at a higher temperature (TgB).  Slower cooling allows more time for 
equilibration upon cooling and results in path A and a lower glass transition temperature 
TgA. In other words, the glass transition is a kinetic and not a thermodynamic 
phenomenon. 
 
It should be mentioned that, besides directly being quenched from the melt, materials 
with amorphous structure have also been formed by other methods, e. g., by evaporative 
deposition, electro-deposition, sputter deposition or solid-state reactions. However, the 
term “glass” is usually reserved for those materials that are formed by continuous cooling 
from the melt through the glass transition [10]. 
 
Before concluding this section, the concept of free volume, VF, will be introduced. VF is 
the structural descriptor for understanding the glass transition, which is defined as the 
difference between the total sample specific volume in the amorphous (glassy) state and 
the occupied specific volume V0: 
)()()( 0 TVTVTVF −= ,     Eq.1.6. 
One way to define the occupied volume is to assume the volume occupied is that of the 
atoms and the spaces between them in the crystalline state [7]. Therefore, the free volume 




Because the thermal expansion coefficients of the glass and the crystal are similar, the 
free volume is essentially a constant below the glass transition temperature Tg. Above Tg, 
it increases rapidly with temperature, providing sufficient space for motion of the 
constituents of the material and hence a rapid fall-off of material viscosity with 
increasing temperature [7].  
 
Qualitatively, if we consider the glass transition phenomenon in terms of free volume, we 
can conclude that the glass transition occurs when the free volume drops below a critical 
value. At this critical point, the undercooled liquid essentially “jams-up” and there is no 
longer enough space for atomic motions that are observable at the laboratory time scale, 
i.e. the material becomes a solid. A much more rigorous treatment of the free volume 
theory can be found in those classic papers of ref. 25-27, where the exact definition of 
free volume, as well as the quantitative relations between the free volume and viscosity in 
the undercooled liquid and the glassy regimes are presented.  
 
1.1.3 Kinetic theory of glass formation 
 
As stated in 1.1.2, glass transition is a kinetic phenomenon where crystallization is 
suppressed when the material is cooled below its melting temperature. Kinetically, 
crystallization involves both crystal nucleation and growth. In this section, the factors that 
govern the nucleation and growth processes will be discussed, and the classic kinetic 
theory to interpret glass transition behavior will be presented. It should be noted that, in 
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essence, crystallization of a glass (i.e. an amorphous solid) at elevated temperatures 
follows the same kinetic analysis as crystallization from an undercooled liquid. For 
simplicity, the following sections only deal with the continuous cooling from the melt 
through the glass transition. The kinetics for crystallization obeys the same rules and can 
be derived similarly.  
 
1.1.3.1 Crystal nucleation 
 
Crystallization requires the presence of a nucleus on which the crystal will subsequently 
grow. The nucleus may be either homogeneous (forming spontaneously within the melt), 
or heterogeneous (forming at a pre-existing nucleation site such as an impurity or a 
crucible wall). If no nuclei are present, crystal growth will not occur and the material will 
form a glass instead, when being quenched from its melt.  
 
Derivation of the equation expressing the nucleation rate as a function of a number of 
factors can be found in many sources, such as ref. 1, 4, 8. Here only the key results are 
provided.  
 
1.1.3.1.1 Homogeneous nucleation 
 
When the melt is cooled below its melting temperature, for a spherical crystal nucleus 
with radius r, as shown in Figs. 1.2a and 1.2b, there is a thermodynamic driving force for 
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crystallization, and an energy cost associated with the creation of the crystal-liquid 





+∆−=∆ .      Eq.1.7 
γSL is the isotropic interfacial energy at the solid (crystal)-liquid interface, and ∆Gv is the 
change of free energy per volume from liquid to crystal. For small undercoolings, ∆Gv 




TLG ∆=∆ ,         Eq. 1.8 
where Lv is the latent heat of fusion per unit volume. ∆T is the degree of the undercooling, 
and Tm is the melting temperature. Below Tm, ∆Gv is positive so that the free energy 
change associated with the formation of a small volume of solid has a negative 
contribution due to the lower free energy of a bulk solid (crystal) compared with the 
liquid.  
 
Fig.1.2 Homogeneous crystal nucleation in a liquid. 
 
When nuclei are small (corresponding to a small value of r), the surface energy term will 
dominate the total change of free energy in Eq.1.7, and ∆Gv will increase with increasing 
r, so that the nucleus is unstable. However, if the nucleus can survive to grow to a large 
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enough size, the first term in Eq.1.7 will dominate and eventually become larger than the 
interfacial energy cost and ∆Gr will begin to decrease with increasing nucleus size, and 
the nucleus becomes energetically stable. Therefore, there is a critical nucleus radius r*, 
beyond which the growth of the nuclei becomes energetically favorable. r* can be 
obtained by equating the derivative of right-hand-side Eq.1.7 to zero: 
084 2 =+∆=∆ SLvr rGrdr
Gd
γππ .   Eq. 1.9 








* ,     Eq. 1.10 












πγ .     Eq. 1.11 
We can visualize the r* and ∆G* in Fig.1.3.  
 
Fig.1.3 The free energy change associated with the homogeneous nucleation of a sphere 
of radius r. 
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The homogeneous nucleation rate, I, depends on the number of crystal nuclei with a 




D∆+∆−=  nuclei m-3s-1,    Eq. 1.12 
where ∆GD is the activation energy for diffusion in the liquid, C0 is the number of atoms 
per unit volume in the liquid, and f0 is a complex function that depends on the vibration 
frequency of the atoms and the surface area of the critical nuclei.  
 
1.1.3.1.2 Heterogeneous nucleation 
 
When the liquid is in contact with mould walls, heterogeneous nucleation can occur at 
those pre-existing nucleation sites. Details of the derivation for this case can be found 
from a lot of sources such as refs. 4 and 9. In general, the heterogeneous nucleation rate 










−=  nuclei m-3s-1,  Eq. 1.13, 
where f1 is a frequency factor similar to f0 in Eq.1.12 and C1 is the number of atoms in 
contact with heterogeneous nucleation site per unit volume of the liquid.  
 
The energy barrier for heterogeneous nucleation (∆Ghet*) is significantly smaller than that 




In both homogeneous and heterogeneous nucleation, the nucleation rate as a function of 
temperature always has a form schematically shown in Fig.1.4. 
 
Fig.1.4 Nucleation rate as a function of temperature. 
 
We can understand Fig.1.4 as follows: for small undercoolings, the driving force for 
crystallization (∆Gv) is small, while the atomic mobility (i.e. the diffusivity that is 
characterized by e -∆GD /kBT) is high. In contrast, at large undercoolings, the driving force 
is large but the atomic mobility is small. Therefore, there exists an intermediate 
undercooling where both the driving force and atomic mobility are large, resulting in a 
nucleation rate maximum. 
 
1.1.3.2 Crystal growth 
 
Depending on the specific assumptions of the problem, the crystal growth rate may have 











−= ν ,    Eq.1.14 
where a0 is the inter-atomic separation distance, ν is the atomic vibration frequency, ∆E 
is the kinetic barrier to crystal growth, and ∆G is the corresponding thermodynamic 
driving force.  
 
The temperature dependence of the crystal growth rate, as expressed by Eq.1.13, is 
similar to that for the nucleation rate, i.e. there is an intermediate undercooling that 
corresponds to a growth rate maximum. However, the principal difference is that, unlike 
nucleation, crystal growth can occur at any temperature below Tm as long as a nucleus is 
available, so the growth rate maximum occurs at a substantially lower undercooling 
compared with that of the nucleation rate, as schematically shown in Fig.1.5.  
 







1.1.3.3 Overall transformation kinetics 
 
The models for crystal nucleation and growth were treated as independent entities above. 
In reality, however, nucleation and growth occur simultaneously during cooling of a melt, 
with rates that change continuously as temperature decreases. Under isothermal 
conditions, the fraction of a given volume that transforms, f (here, the fraction of material 
that is crystallized from liquid), is a function of both time and temperature, f (t, T). In 
practice, f (t, T) is a complex function of the nucleation rate, growth rate, density and 
distribution of nucleation sites, as well as the overlap of diffusion fields from adjacent 
transformed volumes, and the impingement of adjacent transformed volumes [4].  
 
As a simple example of the derivation of f (t, T), we consider a crystallization process 
where the crystals are continuously nucleated in untransformed volume throughout the 
transformation at a constant rate of N. If the nuclei grow as spheres at a constant rate v, 





4 vtrV ππ == ,    Eq.1.15,  





4 τππ −== tvrV .   Eq.1.16. 
The number of nuclei that are formed in a time increment dτ will be Ndτ per unit volume 
of untransformed liquid. Therefore, if the particles do not impinge on one another, for a 










4 πττπ .  Eq.1.17. 
This equation will only be valid with f<<1. As time passes the crystals will eventually 
impinge on one another and the rate of transformation will decrease. The equation valid 
for randomly distributed nuclei for both long and short time is [1,4,11] 
)
3
exp(1 43tNvf π−−= .    Eq.1.18. 
Eq.1.18 is derived using the typical Johnson-Mehl-Avrami equation [1,4]. In general, 
depending on the assumptions made regarding the nucleation and growth processes, a 
variety of similar equations can be obtained with the form 
)exp(1 nktf −−= ,    Eq.1.19, 
where n has a value that can vary from 1 to 4 and k depends on nucleation and growth 
processes and is sensitive to temperature. With Eq.1.19, we can calculate the curve in 
temperature-time space which corresponds to a specific fraction of transformation, which 
has a general shape as shown in Fig.1.6. 
 
Fig. 1.6 A time-temperature-transformation (TTT) curve, corresponding to a specified 
transformed volume fraction. 
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All combinations of heat treatment times and temperatures to the left of this curve will 
yield samples containing less than the specified volume fraction of crystals, while any 
combination of time and temperature to the right of this curve will yield a larger volume 
fraction of crystals. The C-shape of the TTT curve can be explained on the basis of the 
variation of nucleation and growth rates with increasing undercooling: at temperatures 
close to the melting temperature, the driving force for crystallization is very small so that 
both nucleation and subsequent growth rates are low and a long time is required for 
transformation. When the undercooling is very large, on the other hand, slow diffusion 
rates limit the rate of transformation. A maximum phase transformation rate is, therefore, 
obtained at an intermediate undercooling.  
 
If we now define samples containing less than some arbitrary volume fraction of crystal 
as glasses (say 10-6), we now know what experimental conditions we must satisfy to form 
a glass for that particular material. The critical cooling rate, i.e. the minimum cooling 
required to form this glass, can be obtained from the slope of the tangent to the TTT 
curve, when the initial conditions are defined as Tm at time zero. The critical cooling rate 







≈)( ,     Eq. 1.20  






1.1.3.4 The temperature dependence of viscosity 
 
Before concluding this section, the temperature dependence of viscosity will be briefly 
discussed. As mentioned in 1.1.2, viscosity (η) is an important kinetic parameter 
determining glass formation. It describes the atomic mobility in the undercooled liquid 
and is related with diffusivity through the Stokes-Einstein equation (Eq.1.2).  
 
η can often be fitted, at least over limited temperature ranges, by an Arrhenian expression 






= ,    Eq.1.21 
where η0 is a constant, and ∆Hη is the activation energy for viscous flow. Please note that 
∆Hη>0, since the viscosity is lower at higher temperatures. In general, Arrhenian 
behavior is observed within the glass transition range (1013-109Pa•s), and at high 
temperatures where melts are very fluid [1].  However, the temperature dependence 
between these limiting regions is non-Arrhenian, with a continually varying value of ∆Hη 
over this intermediate region. 
 
In practice, the so-called Vogel-Fulcher-Tamman (VFT) equation is used to describe the 






= ηη ,    Eq. 1.22  
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where T0 is a fitting variable that modifies the Arrhenian expression to account for the 
variability of the activation energy for viscous flow and replaces ∆Hη with a less defined 
variable B.  
 
Because of the large range of variation in the shape of viscosity-temperature plots in the 
undercooled liquid regime, Angell [14,15] has proposed that melts showing near-
Arrhenian behavior over their entire viscosity range be termed as “strong”, while those 
showing a large degree of curvature be termed as “fragile”, as shown in Fig.1.7.  
 
Fig.1.7 Qualitative temperature dependence of the viscosity of the undercooled liquid for 
strong, intermediate, and fragile melts (Tg scaled plot). Extrapolations of measured 
viscosity data in the liquid phase to high temperatures frequently yield 
510~)(lim −∞→ TT η Pa•s [1,16]. 
 
 
In general, strong melts have densely packed structures with a high degree of short range 
and medium range order [1,16,17], and have correspondingly better glass-forming ability. 
While, fragile melts are characterized by less well defined short range order, and are 
usually bad glass formers. This principle is the general guideline that helps in designing a 
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glass-forming alloy, and will be discussed in detail in section 1.2 for the case of metallic 
glasses.  
 
1.1.4 Structure of glasses 
 
Glasses are amorphous materials and can be visualized as frozen liquids. However, 
“amorphous” does not mean that glasses do not have a structure. Indeed, despite the lack 
of a long range, periodic atomic structure, glasses do develop short and medium range 
atomic orders to a considerable extent under given kinetic constraints, as the atoms strive 
to find configurations that lower their energy (short-range order develops over the first 
couple of coordination shells, typically <0.5nm, beyond which medium range order may 
extend to beyond ~1nm [17] and can be defined as next-level structural organization 
beyond short range order [24]). For example, in the most well-known and extensively 
studied glassy material, silica, whose structure is schematically shown in Fig.1.8 [22], it 
is found that similar to its crystalline counterpart, the network of the glass is also built by 
oxygen tetrahedra which surround the silicon atoms, and the oxygen tetrahedra share 
corners with each other in such a manner that an oxygen atom is usually linked to two 
silicon atoms (here the oxygen atom is called a “bridging oxygen”). The difference is that, 
unlike crystalline silica, where the relative orientation of two tetrahedra with a common 
corner will be the same throughout the entire lattice, in amorphous silica the relative 
orientations varies within rather wide limits [21], i.e. the angle between the bonds from 
an oxygen atom to the two neighboring silicon atoms vary for different oxygen atoms. 
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Furthermore, unlike crystalline silica, amorphous silica has some oxygen atoms that are 
non-bridging, meaning that they are bonded to only one silicon atom.  
 
Fig.1.8 The atomic structure of silica (SiO2) consists of silicon atoms sitting at the center 
of oxygen tetrahedra [22]. 
 
In 1.2.2, the structural models of metallic glasses will be reviewed in particular, to assist 
in understanding the density change upon crystallization for that class of glassy materials. 
We will see that the atomic structure of metallic glasses can be rather complex, with short 
and medium range orders that are closely related to the viscosity in the undercooled 
liquid regime [13,17], and respective glass-forming abilities [23]. 
 
1.2 Metallic glasses 
 
By definition, metallic glasses are amorphous (glassy) metallic materials. Because of 
their unique properties compared with their crystalline counterparts, metallic glasses are 
very promising materials for future structural, chemical and magnetic applications 
[17,28]. In this section, the glass-forming abilities, structures and mechanical properties 
of metallic glasses will be briefly reviewed.  
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1.2.1 Glass-forming abilities of metallic glasses 
 
Just as its name implies, the “glass-forming ability” is defined as the ease of glass 
formation. Strictly, for a particular material, glass-forming ability should be quantified by 
the minimum cooling rate for glass formation, which is the fundamental indicator that 
reflects the actual kinetic constraint of crystallization. However, since it is difficult to 
measure cooling rates directly, in practice, glass-forming abilities are usually quantified 
by the maximum possible value of the minimum dimension (such as the diameter of a rod) 
that permits the sample to be cooled to fully glassy state, for a given cooling rate [17]. 
Lin et.al. [29] show that the critical cooling rate, 
•
T (K/s), and the critical dimension of 









,               Eq.1.23 
where Tm and Tg are the melting temperature and glass transition temperature of the 
material, respectively, K is the thermal conductivity, and C is the heat capacity per unit 
volume of the material. Eq.1.23 shows that a one order of magnitude increase in the 
maximum dimension of the glass corresponds to a two order of magnitude decrease in the 
critical cooling rate.  
 
By intuition, we know that the glass-forming ability of conventional oxide (silica) glasses 
is very good, since we see that window glass can be made very thick. Indeed, natural 
cooling (not quenching) is sufficient for the formation of silica glasses, as seen in glass 
shops where workers put still-molten samples on cold benches for them to cool.  
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Compared with oxide glasses, the glass-forming abilities of metals are in general much 
lower. This is because, unlike oxide glasses, where the constraints of charge neutrality 
and covalent bonding help suppress the crystallization kinetics, metallic bonding is non-
directional and isotropic [30,31], so the crystallization proceeds much faster, i.e. higher 
cooling rates are required to avoid crystallization and achieve glass formation.  
 
In the 1960s and 1970s when metallic glasses were first widely studied, the critical 
thicknesses of the samples were in general limited to the micron scale, and the 
corresponding critical cooling rate for glass formation was estimated to be on the order of 
106K/s or higher [6,17,31]. After decades of development, scores of centimeter-sized bulk 
metallic glasses in a variety of alloy systems have been documented [32-37], as shown in 
Fig.1.9 [17], where the glass-forming abilities are quantified with the maximum 
diameters of the rods that can be made into fully glassy form.  
 
Fig.1.9 Glass-forming abilities in different multi-component alloy systems [1]. 
 
 23 
The thermodynamics and kinetics of metallic glasses follow the basic principles 
summarized in section 1.1, since metallic glasses are just a sub-class of glassy materials. 
Based on those theories, both qualitative and quantitative criteria that are used to help 
search for alloys with good glass-forming abilities have been proposed, and sections 
1.2.1.1 and 1.2.1.2 provide brief reviews of such criteria.  
 
1.2.1.1 Qualitative criteria 
  
1.2.1.1.1 The “confusion” principle 
 
In 1993, Greer [38] proposed the later frequently cited “confusion” principle of metallic 
glass formation: the more elements involved, the lower the chance that the alloy can 
select viable crystal structures, and the greater the chance of glass formation. He then 
argued that a mixture of elements leads to dense packing in the liquid state, and the 
resulting stability favors glass formation over crystallization.  
 
1.2.1.1.2 The three empirical rules 
 
Inoue [39,40] pushed the “confusion” principle a step forward by proposing the three 
empirical rules that alloy systems with high glass-forming abilities should: (1) be multi-
component systems consisting of more than three elements; (2) have a significant 
difference in atomic size ratios above about 12% among the three main constituent 
elements; and (3) a negative heat of mixing among the three main constituent elements. 
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The first two rules are just an elaboration of the “confusion” principle, while the third 
indicates that the elements in a glass-forming alloy system should “like” and mix well 
with each other, rather than forming agglomerative clusters of the same atomic species. 
 
Though highly qualitative, the “confusion” principle and the empirical rules capture the 
essence of the glass transition phenomenon that the glass formation is a kinetic process 
where the crystallization kinetics should be “confused” by adding dissimilar atomic 
species into the system. Nevertheless, this insight is merely a rough guideline for 
selecting glass-forming alloy systems rather than alloy compositions, since it does not 
have the capability of predicting which particular alloy composition(s) has (have) 
superior glass-forming abilities over the other ones, as it has been found that even in the 
same system, a small change in composition of only one atomic percent (1 at. %) can 
drastically change glass-forming abilities [17-19,41]. Furthermore, those principles do 
not provide any suggestion regarding the relative magnitudes of glass-forming abilities 
for different alloy systems. Therefore, the “confusion” principle and the three empirical 
rules are at best the necessary conditions for selecting a glass-forming system, and more 








1.2.1.2 Quantitative criteria:  
 
1.2.1.2.1 The Trg criterion 
 
In a classic 1969 paper [42], Turnbull discussed crystal nucleation kinetics in the context 
of glass formation. Using a simple nucleation theory [4,43] with typical metallic material 
parameters, he showed that the reduced glass transition temperature, Trg=Tg/Tm, is a key 
parameter that determines whether or not the melt of a given material can form a glass 
during cooling, where Tg is the glass transition temperature and Tm is the melting 
temperature of the material (both in degrees K). Turnbull showed that the peak of the 
nucleation rate in the undercooled liquid regime versus the reduced temperature curve, I 
(Tr), with Tr=T/Tm, lowers, sharpens, and shifts to higher Tr with increasing Trg. For 
Trg≥2/3, the nucleation rates would exceed the experimentally observable limit of 1m-3s-1 
in a relatively narrow temperature window around 0.7≤ Tr≤ 0.8. This temperature range 
can be passed sufficiently quickly during cooling that materials with Trg ≥ 2/3 should be 
good glass formers [6,31].  
 
The Trg criterion has a few important implications. Firstly, for an alloy system of more 
than one component, the melting temperature Tm should be replaced by the liquidus 
temperature, Tl. Secondly, since Tg is generally less dependent on composition compared 
with Tl, and Tl reaches its lowest value at eutectic compositions, Trg usually reaches a 
maximum at the eutectic compositions [18,31]. Therefore, following such an analysis, the 
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composition(s) with the highest glass-forming ability should be located at the deep 
eutectic(s) of a given alloy system. 
 
Fig.1.10 [39] shows the relation between Trg values and experimentally determined data 
of glass-forming abilities, where we find that in general, the Trg criterion can predict the 
glass-forming abilities of various alloy systems very well. Indeed, even today this 
principle still remains the single most important and successful guideline for the search 
for glass-forming alloys [13,18,19,39], and usually, for a system whose glass-forming 
abilities are not well-known, the search for glass-forming compositions often starts 
around deep eutectics [18,19,41].  
 
 
Fig.1.10 Relationship between the critical cooling rates for glass formation (Rc), 
maximum sample thickness for glass formation (tmax), and the reduced glass transition 
temperature (Tg/Tm) for various amorphous alloys [39]. 
 
However, if we look into more details and systematically measure the Trg values as a 
function of alloy compositions in a given system, we find that the Trg criterion is not that 
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accurate. For example, in the Cu-Zr binary system, the deep eutectic is located at 
Cu61.8Zr38.2, while the compositions with the highest glass-forming abilities were found to 
be at Cu64Zr36 and Cu64.5Zr35.5 (fully glassy rods of 2mm in diameter) [19,41]. Similar 
discrepancies can also be found in the Zr-Cu-Al system [18], the Pd40Ni40-xFexP20 series 
(0 ≤ x ≤ 20) [44], and the Fe-(Co,Cr,Mo,Ga,Sb)-P-B-C alloys [45], where the Trg values 
were reported to be unreliable for inferring relative magnitudes of glass-forming abilities 
for different alloy compositions.  
 
1.2.1.2.2 The xT∆  criterion 
 
In addition to Trg, another frequently used indicator for glass-forming ability is xT∆ , 
which is the temperature interval between the glass transition temperature and the 
crystallization temperature ( xT∆ =Tc-Tg) [39,40,46]. Fig.1.11 shows glass-forming 
abilities in various alloy systems as a function of xT∆  [39]. It is obvious that there is a 
clear trend for the glass-forming ability to increase with increasing xT∆ .  
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Fig.1.11 Relationship between the critical cooling rate (Rc), the critical thickness of glass 
formation (tmax), and the temperature interval of the undercooled liquid region between Tg 
and Tx ( xT∆ ) [39]. 
 
Similar to the Trg criterion, xT∆  has only limited success in predicting the relative 
magnitudes of glass-forming abilities for different alloy compositions. For instance, in 
the Cu-Zr system, the highest xT∆ value appears around the deep eutectic Cu61.8Zr38.2, but 
the compositions with the largest critical thickness for glass formation are found to be at 
Cu64Zr36 [18] and Cu64.5Zr35.5 [41]。 In addition, it has been found that in the Zr-Ti-Cu-Ni-
Be system, the alloys with higher xT∆  values actually have poorer glass-forming abilities 
[46].  
 
Apart from the inaccuracy in its predictions, the xT∆  criterion suffers from an inherent 
drawback compared with the Trg criterion. Unlike Trg, which is a fundamental parameter 
related to the nucleation rate in the undercooled liquid regime and describes the basic 
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kinetic constraints upon cooling the melt, xT∆  only reflects the stability of an already 
formed glass under thermal treatment. xT∆  merely represents the properties of 
undercooled liquid below the crystallization temperature, but does not contain any 
information for the temperature interval between the crystallization temperature and the 
melting temperature or the liquidus temperature (Fig.1.1). It has been found that the 
viscosity at and close to the melting points is a strong indicator of the fragility of an 
undercooled liquid and has a close relationship with glass formation [13,15,31,47]. 
Because of the lack of such information, xT∆  is unlikely to be qualified as a thorough and 
complete descriptor of glass-forming ability.  
 
1.2.1.2.3 The driving force for crystallization 
 
The thermodynamic driving force for crystallization is the free energy difference per unit 
volume (∆Gv) between the undercooled liquid and the equilibrium crystalline phase, as 
defined in Eq.1.8. Eq.1.11 and Fig.1.3 show that when the driving force becomes smaller, 
the energy barrier for nucleation becomes higher and the nucleation rates (both 
homogeneous and heterogeneous) decrease. This results in higher probability of 
bypassing the crystallization stage and obtaining a glass upon quenching the melt. 
Fig.1.12 [13] shows the driving force as a function of reduced temperature for a few 
metallic glasses with different estimated critical cooling rates. It is clear that, in general, 
among the alloy compositions plotted in Fig.1.12, smaller driving forces do correspond to 
lower critical cooling rates (i.e. higher glass-forming ability). 
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Fig.1.12 Free energy difference between the undercooled liquid and the crystalline state 
as a function of reduced temperature for different glass-forming alloys [13]. 
 
However, like the xT∆ criterion, the driving force for crystallization can not thoroughly 
describe the glass transition process. We see in Eqs.1.12 and 1.13 that the overall 
nucleation rates (as well as growth rates) are not only determined by the thermodynamic 
driving force for crystallization, but also by the atomic mobility in the undercooled liquid 
(∆GD). Since the glass transition is considered to be more of a kinetic phenomenon than a 
thermodynamic one (section 1.1), it is possible that the atomic mobility (or viscosity) 
might play a more important role in determining glass formation [6,17,23].  
 
1.2.1.2.4 The density change upon crystallization 
 
We have seen that different parameters and criteria (Trg, xT∆ , and the thermodynamic 
driving force for crystallization) have been used to describe and predict the glass-forming 
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abilities of metallic alloys, but none of them are comprehensive and accurate in 
predicting the glass-forming abilities for different alloy systems and compositions. 
Instead of all those indicators, in this project, the author proposes that the density upon 
crystallization is a more fundamental factor in determining the glass-forming ability of an 
alloy.  
 
In both the “confusion” principle and the three empirical rules, it is suggested that one 
effective way to improve the glass-forming ability is to mix more dissimilar atomic 
species into the system. This is actually an approach to increase the packing density of 
the undercooled liquid and efficiently fill space [23,30,38,48,49]. Under the widely 
accepted and applied free volume theory [25-27], the free volume of a liquid reflects the 
atomic packing density and the mobility of atoms (the viscosity of the liquid). A densely-
packed undercooled liquid has a lower free volume content and a correspondingly high 
viscosity. Upon quenching, such a liquid is expected to have a strong kinetic constraint 
on nucleation and the subsequent growth of crystals, leading to high glass-forming ability. 
Therefore, the packing density not only encompasses what is described by the qualitative 
“confusion” principle and the empirical rules, but also contains quantitative information 
relevant to atomic kinetics in the undercooled liquid.  
 
Since it is difficult to quantify the hypothetical concept of “free volume”, in practice, 
people usually use the density change upon crystallization to reflect the packing 
efficiency of metallic glasses [23,47,48]. Indeed, limited experimental results have shown 
that a small density change does correspond to a high viscosity of the undercooled liquid 
 32 
and high glass-forming ability. Mukherjee et.al. [47] studied four amorphous alloys with 
widely different glass-forming abilities, and showed that there is a clear correlation 
between the density change upon crystallization, viscosity of the liquid at the melting 
point, and the critical cooling rates required for glass formation, as shown in Table 1.1.  
 
Table 1.1 The critical cooling rates for glass formation, the density change upon 
crystallization, and the viscosity of the liquid at the melting points for the four glass-
forming alloys [47]. The critical cooling rates of Zr41.2Ti13.8Cu12.5Ni10Be22.5 and 
Zr57Cu15.4Ni12.6Al10Nb5 were measured from their respective time-temperature-
transformation (TTT) curves [50], and the critical cooling rates of 
Zr52.5Cu17.9Ni14.6Al10Ti5 and Ni59.5Nb40.5 were estimated from their critical thicknesses of 






Density change (%) Melting point 
viscosity (mPa•s) 
Zr41.2Ti13.8Cu12.5Ni10Be22.5 2 1.09 4835 
Zr57Cu15.4Ni12.6Al10Nb5 10 2.32 200 
Zr52.5Cu17.9Ni14.6Al10Ti5 25 2.23 180 
Ni59.5Nb40.5 250 3.36 45 
 
 
Table 1.2 and Fig.1.13 further show a set of reported data that the author has summarized 
on the same subject. It is shown that, in general, smaller density changes upon 
crystallization are associated with lower critical cooling rates for glass formation (i.e. 
higher glass-forming abilities). It should be noted that the glass samples illustrated were 
fabricated with a range of different experimental techniques, and the absolute values of 
the densities (or equivalently, specific volumes) of the amorphous phase depend on the 
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actual cooling rates in the experiments. Nevertheless, the author believes that the general 
trend shown in Fig.1.13 is still suggestive.  
 
Table 1.2 Density change upon crystallization, critical cooling rates for glass formation, 
and corresponding sample preparation methods for a few types of metallic glasses. The 
critical cooling rates were either measured experimentally, or estimated from the critical 










Al85Ni6Fe3Gd6 6250 3.42 Cu mold quenching 51 
Ni59.5Nb40.5 250 3.36 Cu mold quenching 47 
Zr52.5Cu17.9Ni14.6Al10Ti5 25 2.23 Cu mold quenching 47 
Pd40Ni30Fe10P20 20 1.34 Water quenching 
with B2O3 flux 
44 
Zr57Cu15.4Ni12.6Al10Nb5 10 2.32 Cu mold quenching 47 
Zr41.2Ti13.8Cu12.5Ni10Be22.5 2 1.09 Cu mold quenching 47 
Pd40Ni40P20 1.4 0.4 Natural cooling 
under vacuum 
52 
Zr55Al10Cu30Ni5 1.1 0.44 Cu mold quenching 53,54 





Fig.1.13 Density change v.s. critical cooling rate based on the data shown in Table 1.2.  
 
As shown in Table 1.2 and Fig.1.13, most of the density change data are sparse and are 
limited to relatively narrow compositional ranges of multi-component alloys. This is 
because the majority of the density change measurements are based on the Archimedes 
method where the sample is immersed into a liquid and its density is calculated by its 
mass divided by the volume of the liquid repulsed by the sample [44,52-54]. Such 
measurements usually require large sample masses of at least a few grams in order to 
achieve acceptable accuracy, so that most of the data obtained to date are from multi-
component alloys with high glass-forming abilities and large critical sample sizes. 
Additionally, the preparation of bulk metallic glass samples is highly labor-intensive and 
time-consuming, which makes measurements over a large range of compositions with the 
Archimedes approach practically difficult.  
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1.2.1.3 Summary of the glass-forming abilities of metallic glasses 
 
To summarize and conclude, in general, an alloy composition with high glass-forming 
ability should be made of multiple-components with large atomic size mismatch and 
negative heat of mixing, have a small driving force for crystallization, and should be at or 
close to deep eutectics. Additionally, we see that a parameter that can accurately predict 
the relative magnitudes of glass-forming abilities for different alloy compositions is still 
absent. This stimulates part of the work described in this thesis. In this project, the author 
proposes that the density change upon crystallization is a more fundamental factor in 
determining the glass-forming ability of an alloy than the other indices discussed.  
 
 
1.2.2 Structure of metallic glasses 
 
In 1.2.1, we discussed the formation of metallic glasses and the conclusion that, in 
general, a densely-packed liquid structure favors glass formation. However, despite some 
rough trends and guidelines, there is still not a precise and well-accepted description of 
the real structure of metallic glasses. The modeling of the structure of metallic glasses is 
no trivial task. Unlike oxide glasses where insights taken from constraints of charge 
neutrality and covalent bonding help establish quite reliable structural models, metallic 
glasses suffer from the lack of covalent bond angle constraints.  
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In this section, structural models for metallic glasses will be reviewed. Theses include the 
dense random packing model [7,55-59], the Egami-Waseda model [60,61], Miracle’s 
efficient cluster packing model [48,49,62,63], and Ma’s computational model [24]. 
However, a caution should be made in advance that, although those models have greatly 
improved our understanding of metallic glass structures, and a lot of glass-forming 
compositions can be rationalized with them, they are still not decisive nor predictive, i.e. 
most of them do not have the capability to explain and predict the stability and glass-
forming ability of different compositions [17,30], and how the structures transform upon 
changes in thermodynamic and processing variables [64]. The structural change of 
metallic glasses under deformation is only beginning to be investigated [65-67]. 
 
1.2.2.1 Dense random packing model 
 
In 1959, J. D. Bernal introduced a very practical geometric construction called the dense 
random packing model [55-57]. He constructed a three-dimensional physical model 
illustrating the possible packing arrangements of hard spheres with a density typical of 
that of a liquid or glass and within which there were no cavities large enough for an 
additional sphere to fit in. To accomplish this, he used ball bearings poured into 
containers with irregular boundary surfaces so as to prevent the formation of crystalline 
regions by the imposition of flat boundaries. He then found that the packing fraction of 
the model to be about 64%, compared with the average packing fraction of 74% for 
regular close packing of uniform-sized spheres [7].  
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Maybe the most successful application of this simple dense random packing scheme is its 
interpretation of binary metal-metalloid glasses. In 1970, Polk [58,59] pointed out that in 
a binary noble/transition metal-metalloid alloy, the metal atoms might be expected to be 
randomly packed with a structure similar to the hard sphere packing studied by Bernal 
[55-57], with the metalloid occupying the larger holes inherent in such a structure. The 
hard sphere diameter would then be equal to the near neighbor distance in the closely 
packed metal. It is this special relationship of the metal and metalloid which can lead to 
the stabilization of the amorphous phase in the composition region where these alloys 
form glasses. Polk further made calculations with the random packing model and pointed 
out that the metalloid composition should be about 20 at. % [58,59].  
 
Indeed, this simple principle works very well for metal-metalloid glasses [59,68]. It is 
found that in most of such systems, like Au-Si [69], Ni-P [70], and Pd-Si [71], the 
composition range for which the glassy state is obtained is generally in the vicinity of 
about 80 at. % metal, as predicted by the model. As a matter of fact, although this model 
was initially derived only for binary alloys, studies on metalloid-containing multi-
component glass-forming alloys still use it as an empirical general guideline which limits 
the metalloid concentration to about 20 at. % [52,72-75]. 
 
In spite of the limited success of this simple dense random packing model, it can not give 
a good explanation for multi-component metallic glasses without metalloid content [30], 
nor does it provide a simple general description for the medium range order observed in 
recent work [76-79]. Also, it is found that densities calculated based on this model often 
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fall well below those measured experimentally [48]. Additionally, dense random packing 
is merely a topological model where chemical effects are not considered [80]. Therefore, 
a more comprehensive structural model is needed to address these issues.  
 
1.2.2.2 Egami-Waseda model [60,61] 
 
This structural model was developed for binary metallic glasses, and is based on the 
analysis of atomic-level stresses in a solid solution [81] and derivation of a stress 
criterion for the instability of local topology. Briefly, when a solute atom is introduced 
into a solid solution, it will cause local atomic-level strains. When the solute 
concentration exceeds a certain point, the matrix solution will become topologically 
unstable, and the local strains would be relaxed by changing the coordination number of 
the solute atom. In general, if a larger solute atom (compared with the solvent atom) is 
added, the local coordination number of that atom would increase to relax the local strain 
energy. On the other hand, if a smaller solute atom is added, the local coordination 
number would decrease.  
 
Therefore, depending on the ratio between the radii of solute atoms and solvent atoms, 
for each binary alloy system, there would be a unique critical solute concentration beyond 
which the solution would become unstable. This critical value was considered by Egami 
et.al. [60,61] as the minimum solute concentration for which an amorphous phase would 
form. Below it, the solution would be stable and the crystalline phase (solid solution) 
would form upon quenching the liquid.  
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This critical solute concentration can be expressed as 












C  ,      Eq. 1.24 
where rB is the radius of the solute atom (B), and rA is the radius of the solvent atom (A). 
Egami checked 66 binary metallic glass systems and he found that 60 of them follow 
what is expected from Eq.1.24 [60].  
 
However, the drawbacks of this model are obvious. First, like the dense random packing 
model, it is merely a topological model where chemical effects are not considered. 
Secondly, it is limited to binary systems while the alloys with exceptional glass-forming 
abilities are all made of more components, so its practical significance is reduced. Thirdly, 
it only gives the minimum solute concentration for glass formation, but does not provide 
a particular composition or a composition range where the glass-forming ability is good. 
Further, even for binary systems, this model does not seem to work for compositions 
where the two elements have comparable concentrations, such as in Cu50Zr50 and 
Cu64Zr36, both of which have been found to be good glass formers [19,41,82]. Finally, the 
data used in this model were obtained from positive reports of glass formation, while the 
authors did not consider the alloy systems which do not form glasses. Therefore, Eq.1.24 





1.2.2.3 Ma Model [24] 
 
The Ma model is an advanced structural model of metallic glasses based on the fitting of 
diffraction data with molecular dynamics simulation and reverse Monte Carlo simulations, 
where both short range and medium range orders are addressed, and where the chemical 
interactions between the atoms are taken into account as well.  
 
In this model, the short range order of metallic glasses is described by solute-centered 
clusters. The center solute atom is surrounded by solvent atoms which form a polyhedron 
cage. Depending on the atomic size ratio of the solute atom and solvent atoms, the solute-
centered polyhedrons involve a large number (could be as many as hundreds) of 
coordination polyhedron types (called “quasi-equivalent clusters” by the authors) with a 
clear statistical distribution among them, as shown in Fig.1.14 [24]. In other words, the 
short range order (local arrangements of the atoms) can not be modeled by a uniquely 
prescribed structure.  
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Fig.1.14 Coordination number distribution of the solute atoms in four representative 
metallic glasses, obtained from molecular dynamics simulations. In the lower plot, Z 
represents the coordination number, and the numbers in brackets represent the Voronoi 
index of each polyhedral configuration [24].  
 
The medium range order in the glasses relates to the arrangements of quasi-equivalent 
clusters to fill the 3D space. Here an important chemical short range order is introduced 
where there are no direct solute-solute contacts (solute-solute avoidance). By comparing 
the X-ray diffraction results with computer simulations, the authors found that the 
clusters are packed with appreciable icosahedral topological order, by sharing edges, 
faces and/or vertices.  
 
This model also can address situations where the solute concentration is relatively high, 
so that the contacts between solute atoms themselves are unavoidable (direct bonding 
between like atoms). To reduce the overall energy of the system, the authors proposed 
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that the solute atoms are connected in strings and networks to minimize the number of 
solute-solute bonds.  
 
Compared with the dense random packing model and the Egami-Waseda model, a great 
advantage of the Ma model is that it reconciles both chemical short range order and 
topological short/medium range order at the same time. Additionally, this model is 
potentially capable of describing glasses with high solute concentrations. Ma et al 
investigated four binary metallic glasses (Ni81B19, Ni80P20, Zr84Pt16, and Ni63Nb37), and 
found that the model fits the diffraction data very well. However, whether the model can 
be extended to multi-component glass-forming systems is still questionable, since in that 
case there would be two or more solute species involved, which would probably 
complicate the problem significantly. In addition, the quench rate (~1012-1013K/s) used in 
the molecular dynamics simulations is far too high compared with that used to form bulk 
metallic glass samples (~102-103K/s) [19,29,47,75,82]. Therefore, more reality checks 
have to be conducted for this model in order to confirm if it is a proper general 
description of the structure of metallic glasses.  
 
1.2.2.4 Efficient-cluster-packing (Miracle) model 
 
Maybe the most comprehensive and versatile structural model for metallic glasses 
developed up to date is the efficient-cluster-packing (Miracle) model [30,48,49,62,63]. 




Similar to the Ma model, this model is based on the dense packing of overlapping solute-
centered atomic clusters with only solvent atoms in the first coordination shell, and only 
certain solute/solvent size ratios favoring efficient local packing are allowed. To impose 
medium range order, those clusters are treated as inter-penetrating spheres arranged in 
face-centered-cubic (f.c.c) and/or simple cubic (s.c.) structures in 3-D space, while, the 
positioning of the solvent atoms remains random. Long range order is restricted to a 
small length scale as a result of the internal strains developed among the closely-packed 
clusters.  
 
A very important versatility of this model is that, since in f.c.c. structures there are 
octahedral and tetrahedral interstices, the author proposed that in the packing of clusters, 
there are cluster-tetrahedral and cluster-octahedral interstices as well, allowing additional 
solute-centered clusters to fill in those two types of sites. Therefore, this model allows 
three topologically distinct solute elements and thus is able to describe glass forming 
systems comprised of up to four atomic species (a quaternary system). This local packing 




Fig.1.15 2-D representation of an efficient cluster packing structure in the (100) plane of 
a single f.c.c. cluster unit cell. α, β, and γ represent the three different solute species at 
the f.c.c. primary sites, cluster-octahedral sites, and cluster-tetrahedral sites, respectively. 
Ω represents the solvent atoms surrounding solutes [62].  
 
A derivation [62] of this packing scheme is that it allows gradual filling of the solute sites, 
enabling some flexibility in the reproduction of alloy compositions, while it is not 
excessively flexible to allow description of any arbitrary composition [62]. Additionally, 
similar to the Ma model, efficient-cluster-packing implicitly relies on chemical 
interactions by prohibiting contacts among solute atom themselves. This model has been 
used to test a variety of metallic glasses spanning a broad range in metal types and on 
both marginal and bulk glass formers, and is found to fit diffraction data reasonably well.  
 
One major drawback of the model is that the densities predicted show a discrepancy with 
experimentally measured data by 10-30% [62]. Considering the density difference 
between the amorphous states and crystalline states of bulk metallic glasses is only 3% or 
smaller [47,48], a 10-30% error is very large. Nevertheless, this model provides a new 
perspective in describing the subtleties and complexities of the structure of metallic 
glasses, but from an extremely simple starting point. What is more, once this static model 
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is combined with computer simulations, it has the potential to be used to describe the 
deformations and kinetics of metallic glasses because of its versatility, helping us clarify 
how the atomistic structures evolve during dynamic processes [30].  
 
1.2.3 Mechanical properties of metallic glasses 
 
Among their various properties, the mechanical properties of metallic glasses attract the 
most research interest. However, since they are not the primary focus of this research 
project, only a very brief review will be provided here. More details would be provided in 
Chapter 7 during the discussion of the modulus measurements on amorphous Cu-Zr thin 
films.  
 
The most distinct mechanical property of metallic glasses is their much higher strengths 
and elastic strains compared with their crystalline counterparts, as a result of the absence 
of dislocation-mediated plasticity [3,6,17,83-85]. Fig.1.16 [86] shows the materials 
property selection chart for the elastic limit (strengths, σy) v.s. Young’s modulus E for a 
range of crystalline and amorphous metallic alloys.  It is clear that metallic glasses have 
outstanding strength, elastic strain and elastic energy storage (proportional to σy2/E 
[86,87]). As a matter of fact, it is estimated that the yield strength of bulk metallic glasses 
is up to one order of magnitude higher than that of polymers and the elastic strain limit is 
double that found in conventional crystalline metallic alloys [6]. In the application arena, 
there have already been bulk-metallic-glass-based cell phone frames, tennis rackets and 
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Fig.1.16 Elastic limit σy plotted against modulus E for 1507 metals, alloys, metal matrix 
composites and metallic glasses [86]. 
 
The drawback of metallic glasses also comes from their lack of dislocation-mediated 
plasticity, i.e. upon yielding, they usually fail catastrophically since their plastic 
deformation is often highly localized to a few shear bands [6,17,83,88-91]. Recently, 
substantial research effort has been devoted to the development of metallic glasses with 
enhanced plasticity without sacrificing their high strengths [17,83,88-92]. However, the 
exact origin of the enhanced plasticity of monolithic metallic glasses still remains unclear, 
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and a few different mechanisms have been proposed to explain plastic deformations, 
including nano-crystallization at localized shear bands [92], structural heterogeneities 
[90], a high free volume content [80,88], and a high Poisson’s ratio [91-94].  
 
1.3 Phase-change materials  
 
1.3.1 General introduction  
 
Amorphous semiconducting phase-change materials are a class of materials of great 
technological importance. In the last two decades, tellurium-based alloys have attracted 
much attention due to their interesting optical properties [95]. Thin films of those alloys 
have been used for optical data storage in commercial rewritable compacts disks (CDs) 
and digital video disks (DVDs) over the last decade [96-98]. In those so-called phase-
change media, a laser pulse is focused on the initially crystalline film. If the laser power 
is large enough, the film will be heated locally above the melting temperature Tm. 
Subsequent to the pulse, the irradiated area cools rapidly and becomes amorphous 
(writing of a bit, Fig.1.17). In particular, it has been reported that the critical cooling rate 
required for amorphizing phase-change films is around 109-1010K/s [99,100]. As the 
optical properties of amorphous and crystalline tellurium alloys are remarkably different, 
this bit can be distinguished from the crystalline matrix by measuring its reflectivity with 
a laser of low power (reading, Fig.1.17). Intermediate laser power heats the bit above the 
glass transition temperature Tg into the regime of the undercooled liquid (Tg<T<Tm) 
where atomic mobility is high. This induces a phase transition back to the energetically 
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more favorable crystalline phase (bit erasure, Fig.1.17). Due to the reversibility of the 
transition, the tellurium alloys used for optical data storage are also called phase-change 
materials.  
 
Fig.1.17 Principle of rewritable optical data storage based on phase-change materials. 
The phase transformation is induced by high laser power for the case of amorphization 
(writing) and intermediate laser power for the case of crystallization (erasure). Reading is 
accomplished by reflection at a low laser power. The width of the erasure pulse indicates 
that crystallization is the slowest process and therefore the time-limiting factor in 
achieving high data storage rates. 
 
Recently, phase-change materials have also shown high potential for future electronic 
non-volatile data storage [101,102]. In these so-called phase-change random access 
memories (PC-RAMs), electrical power rather than laser power provides the heat that is 
necessary for transformations between the amorphous and crystalline states, which can be 
distinguished subsequently by their pronounced difference in electrical conductivity 
[101,103-107]. There are good prospects that PC-RAMs may replace current commercial 
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flash memories in the future due to their high data transfer rate, good scalability, and non-
volatility. 
 
1.3.2 Stresses upon reversible phase-changes of phase-change materials 
 
1.3.2.1 Crystallization-induced stresses in phase-change thin films characterized by 
wafer curvature measurements 
 
One of the major challenges to the reliability of optical and electronic phase-change 
media in existing and emerging storage technologies arises from the stresses generated 
during the reversible crystalline-amorphous phase transformations [109,110]. The 
stresses can result in materials fatigue and negatively affect the performance and 
reliability of phase-change memories, decreasing, for example, the number of write/erase 
cycles the device can sustain [110,113]. Fig.1.18 shows the stress evolution as a function 
of annealing temperatures for three typical phase-change materials (Ag5.5In6.5Sb59Te29, 
Ge2Sb2Te5 and Ge4Sb1Te5), characterized with the conventional wafer curvature 
measurement technique [110]. It is clearly shown in Fig.1.18 that, at their respective 
crystallization temperatures (roughly 160°C for Ag5.5In6.5Sb59Te29, 155°C for Ge2Sb2Te5, 
and 190°C for Ge4Sb1Te5), there is a substantial increase in the film reflectivity, 
indicating the crystallization of the film. Correspondingly, in all three materials studied, 
there is a change in the biaxial film stress in the tensile direction as a result of the 
densification of the films upon crystallization, approximately 0.105GPa for 
Ag5.5In6.5Sb59Te29, 0.165GPa for Ge2Sb2Te5, and 0.215GPa for Ge4Sb1Te5.  
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Fig.1.18 In-situ wafer curvature measurement of 85nm-thick Ag5.5In6.5Sb59Te29 deposited 
on a 150μm-thick glass substrate (a), 85nm-thick Ge2Sb2Te5 deposited on a 200μm-thick 
Si substrate (b), and 61nm-thick Ge4Sb1Te5 deposited on a 200μm-thick Si substrate (c). 
The upper figures of (a), (b) and (c) show the reflectivity changes of the films measured 
by a position-sensitive detector. The lower figures show the corresponding changes in 
thin film stresses as a function of temperature [110].   
 
Using two different kinds of substrates, the biaxial modulus of the films can also be 
measured with the wafer curvature setup [110]. The tensile biaxial strains associated with 
crystallization can then be calculated from the stress data (Fig.1.18), with a strain of 
0.20% for Ag5.5In6.5Sb59Te29, 0.33% for Ge2Sb2Te5, and 0.46% for Ge4Sb1Te5.  
 
The densities of phase-change thin films before and after crystallization have been 
measured independently with X-ray reflectivity (XRR) measurements. Using this method, 
it is reported that the density changes upon crystallization are 5.2% for Ag5.5In6.5Sb59Te29 
[111], and 6.5% for Ge2Sb2Te5 [112]. If the 5.2% and 6.5% density changes are fully 
elastically accommodated, the in-plane strain between the phase-change film and the 
substrate material would be about 2% (one third of the total density change) [114,115], 
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which is substantially higher than the strains of 0.20% and 0.33%, estimated from wafer 
curvature measurements. Correspondingly, the crystallization-induced stresses for a 2% 
mismatch strain can be calculated to be roughly 1GPa, which is significantly higher than 
the reported 0.1-0.2GPa stresses from the wafer curvature measurements (Fig.1.18) [110]. 
Such discrepancies clearly indicate that most of the density changes are not elastically 
accommodated, and the majority of the stress associated with crystallization relaxes 
during the crystallization process.  
 
1.3.2.2 Limitations of wafer curvature measurements 
 
Although those studies based on wafer curvature measurements (for which a thin phase-
change film was deposited on a relatively thick substrate) provide valuable insight into 
the stress buildup upon crystallization of continuous phase-change films, they have 
limited significance for the stress buildup in phase-change memory prototypes. In such 
devices, the memory cell is embedded in various abutting layers of metals and dielectrics 
[116,117]. Furthermore, when memory cells are scaled down, the mechanical 
confinement applied to the phase-change layer is expected to increase, making the 
crystallization-induced stress a more serious issue for device reliability [118]. Therefore, 
some alternative methodologies should be developed to better describe the stress 





1.3.3 Comparison between phase-change materials and metallic glasses 
 
In this section, the semiconducting amorphous phase-change materials are compared with 
amorphous metallic alloys (metallic glasses) in terms of their different glass-forming 
abilities and mechanical properties. This will help us better understand their different 
stress behaviors upon crystallization in the later chapters.  
 
1.3.3.1 Glass-forming abilities and the corresponding density changes upon 
crystallization 
 
The thermodynamics and kinetics of both amorphous phase-change materials and 
metallic glasses follow the general principles described in section 1.1. Nevertheless, these 
two classes of amorphous materials have substantially different glass-forming abilities. 
Unlike metallic glasses where the critical cooling rate required for glass formation can be 
as low as 102-103K/s and where bulk samples with a critical dimension of 1mm-10mm 
can be manufactured [17-19,23,29], phase-change materials require much higher cooling 
rates on the order of 109-1010K/s [99,100] in order to be quenched into their amorphous 
(glassy) state. Such high critical cooling rates can not be achieved with experimental 
techniques used for bulk sample preparations (e.g. quenching of the melt into copper 
moulds), and thus make phase-change materials very poor glass formers, where only thin- 
film-formed amorphous materials can be prepared with vapor deposition techniques. The 
low glass-forming abilities of phase-change materials have been attributed to their 
distinct structures in their amorphous and crystalline phases, where the local structures of 
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amorphous phase-change materials have been argued to particularly favor fast 
crystallization, leading to their low glass-forming tendencies and high critical cooling 
rates [119,120]. 
 
Compared with the typical 1-3% density change upon crystallization of metallic glasses 
[23,44,47,48], the density changes of phase-change materials are much larger, on the 
order of 6-9% [103,111,112]. Considering the substantially lower glass-forming abilities 
of phase-change materials than those of metallic glasses, this difference of a factor of two 
in density change magnitudes agrees very well with the general principle that the higher 
the packing efficiency of the amorphous phase, the higher the glass- forming ability 
(section 1.2.1.2.4).  Therefore, this implies that such a principle is not limited to a 
particular class of amorphous materials, but may be generally applicable for different 
material classes.  
 
 1.3.3.2 Mechanical properties  
 
Unlike their optical and electronic properties, which are directly relevant to the memory 
applications, the mechanical properties of phase-change materials are rarely studied. To 
the best knowledge of the author, only two papers report the elastic modulus of phase-
change thin films [110,121]. This is partly because amorphous phase-change thin films 
generally have very low moduli, only on the order of 10-30GPa, and even crystalline thin 
films do not have moduli higher than 60GPa [110,121], making them inappropriate for 
use as structural materials or coatings. On comparison, due to the generally much 
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stronger metallic bonds, the moduli of metallic glasses are usually higher than 100GPa 
(section 1.2.3 and Fig.1.16). The difference in the mechanical properties between these 
two classes of amorphous materials will affect their stress behaviors upon crystallization, 
which will be discussed in detail in Chapters 4-7. 
 
1.3.4 Summary of Chapter 1 and motivation of this research project 
 
In previous sections of the chapter, the glass-forming abilities, properties and applications 
of metallic glasses and phase-change materials have been reviewed. In particular, 
metallic glasses are amorphous metallic alloys which have excellent mechanical 
properties and relatively good glass-forming abilities, and are therefore very promising 
candidates for structural applications. Phase-change materials are technologically 
important materials in optical and electronic phase-change memory applications, but have 
relatively poor glass-forming abilities and mechanical properties. 
 
Also provided are descriptions of the outstanding issues in research on these two classes 
of amorphous materials, which motivate this research project. In particularly, in the case 
of metallic glasses, a parameter that can be used to accurately predict the relative 
magnitudes of glass-forming abilities for different alloy compositions is still absent, and 
the author proposes that the density upon crystallization is an important fundamental 
factor in determining the glass-forming ability of an alloy. However, traditional density 
measurements based on the Archimedes principle suffer from a lack of accuracy and 
tedious implementation, so a new method for measurement of density changes on 
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crystallization has been developed. In the case of phase-change materials, an alternative 
methodology to the wafer curvature measurement approach should be used to better 
understand the stress behaviors of phase-change materials in real memory applications. 
 
In this context, the goal of current research project was to solve those problems by 
developing a new experimental methodology based on using micro-fabricated cantilevers 
to measure the density changes and stresses upon crystallization of metallic glasses and 
phase-change thin films. This approach generally gives much better accuracy of the 
measurement and more relevant results to real phase-change memory applications. In the 
study of metallic glasses, the micro-cantilever platform was combined with a 
combinatorial deposition technique, so that density changes could be studied over a large 
compositional range of metallic glasses in a highly effective and efficient manner.  
 
 The contents of the thesis are arranged as follows: Chapter 1 is a review of the 
fundamentals of phase-change materials and metallic glasses, and provides a more 
detailed motivation for the work described in subsequent chapters. Chapter 2 is a review 
of the basic concepts and analyses of the mechanical properties of materials, as well as 
the elements of beam mechanics used in this project. Chapter 3 describes the fabrication 
processes of the micro-cantilevers, and gives a brief review of the experimental methods 
used in this project. Measurements of the stress changes upon crystallization of phase-
change thin films are discussed in Chapter 4. Then, Chapter 5 and 6 present the results 
and analysis, respectively, of the density changes in Cu-Zr and Zr-Cu-Al systems. The 
measurement of Young’s moduli and coefficients of thermal expansion of amorphous 
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Cu-Zr thin films will be covered in Chapter 7. Finally, Chapter 8 provides a summary of 
the entire thesis and an outline of possible future work motivated by the experimental 





















Chapter 2 Background: mechanical properties of materials 
and beam mechanics for analysis of thin film stresses   
 
In this chapter, the basic elements of mechanical properties of materials and beam 
mechanics will be reviewed. The author will first review the concepts of stress and strain, 
and elastic and plastic deformations of materials (section 2.1). After that, thin film 
stresses, their origins, and the analytical models (the simple and extended Stoney 
formulae) describing the stress behaviors will be discussed (section 2.2). Subsequently, 
the conventional experimental techniques used for characterizing thin film stresses will 
be compared (section 2.3), and the author will then describe the micro-cantilever method 
adopted in this research project, and its advantages over other techniques (section 2.4).   
 
2.1 The elastic and plastic responses of materials 
 




Consider a block of material to which we apply force F perpendicular to the block 
surface. This applied force is balanced by the equal opposite force which acts at the 
opposite side of the block (therefore the material is under mechanical equilibrium), as 
shown in Fig. 2.1. Then, the whole of the block of material is said to be in a state of 
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normal stress σ, whose intensity is given by the force, F, divided by the area, A, i.e. σ= F 
/ A. This particular stress is caused by a force pulling at right angles to the face. We call it 
the tensile stress. If such a stress is caused by a force pushing at right angles to the face, 
in a similar way, we call it the compressive stress. When the force is applied parallel to 
the surface, it is called the shear stress, τ= F / A, as shown in Fig. 2.2. In general, the 
stress state of a material is a combination of normal and shear components. 
 
Fig. 2.1 The definition of normal stresses. 
 
 




Materials respond to stress by straining.  
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Tensile stress induces a tensile strain. As shown in Fig. 2.3, if the stressed cube of side l 
extends by an amount u parallel to the tensile stress, the tensile strain is defined to be ε= 
u / l. When it strains in this way, the cube usually gets thinner. The amount by which it 
shrinks inwards is described by Poisson’s ratio, ν, which is the negative of the ratio of the 
inward strain to the original tensile strain, i.e. ν= -(lateral strain)/(tensile strain). A 
compressive strain can be defined similarly.  
                                                 
Fig. 2.3 The tensile strain induced by tensile stress. 
 
A shear stress induces a shear strain. If a cube shears sideways by an amount w, then the 
shear strain is defined by γ=w/l, as shown in Fig. 2.4. 
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Fig. 2.4 The shear strain induced by shear stress. 
 
Finally, hydrostatic pressure (when a solid is subjected to equal compression on all sides, 
which happens in deep sea) induces a volume change called a dilatation (Fig. 2.5). If the 
volume change is ΔV, and the cube volume is V, we define the dilatation by Δ= ΔV/ V.  
 
Since strains are the ratios of two lengths or of two volumes, they are dimensionless.  
                                      






2.1.2 The elastic response of materials and Hooke’s law 
 
A deformation is called elastic if it is reversible, i.e. when the applied load is released, the 
material returns to its original shape. At small strains (up to about 0.1%), almost all 
materials are elastic. In addition, if the strain is small (lower than about 0.1%), the strain 
will be nearly proportional to the stress, that is, the materials are linear-elastic. In such 
cases, the normal tensile strain, for example, is proportional to the tensile stress for 
simple tension through σ=Eε, where E is called Young’s modulus. The same relationship 
also holds for stresses and strains in simple compression. The moduli have the same units 
as the stresses, i.e. force per unit area (N/m2, or Pascal).  
 
In the same way, the shear strain is proportional to the shear stress with γ=Gτ, where G is 
called the shear modulus. Finally, the negative of the dilatation is proportional to the 
pressure so that p= -KΔ, where K is the bulk modulus. The negative sign is due to the fact 
that positive pressure causes shrinkage of volume. 
 
In general, in the elastic response regime and in the three-dimensional space, the stresses 


































































































, or ε=S·σ,  
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where S is called compliance matrix. ε1, ε2, ε3, σ1, σ2, and σ3 are the normal components 
of the strains and stresses in the x-, y- and z- directions, respectively, and ε4, ε5, ε6, σ4, σ5, 
and σ6 are the corresponding shear components of the strains and stresses, respectively.   
 
When the material being investigated has some degree of crystallographic symmetry, the 
compliance matrix S can usually be simplified. For example, for elastically isotropic 









































where s11=1/E, s12= - ν /E,  s44= 2(1+ ν)/E. The materials involved in this research project 
are all treated as elastically isotropic materials.  
 
2.1.3 The plastic response of materials 
 
As stated in 2.1.1, at small strains (up to about 0.1%), almost all materials are elastic. 
However, when strains are sufficiently large, materials will fail, either by plastic 
deformation/yielding (occurring for ductile materials), or catastrophic fracture (occurring 
for brittle materials). Here the former case is discussed in particular. 
 
The stress-strain (σ-ε) curve for a perfectly linear elastic material is shown in Fig. 2.6. 
However, real materials never have such a simple σ-ε relationship. Instead, ductile 
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materials under normal tension have a curve with a shape schematically shown in Fig. 2.7, 
where when the stress increases above the yield stress σy, the stress-strain relationship is 
no longer linear, and the material goes through irreversible plastic deformation. The 
stress reaches a maximum value of σTS, defined as the tensile strength of the material, and 
decreases afterwards with increasing strain. Finally, the material fractures at a maximum 
strain value. 
 
Fig.2.6 The stress-strain relation of a perfectly linear elastic material.  
 
 
Fig.2.7 The loading curve of a typical ductile material. 
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In crystalline materials, the plastic deformation is often associated with dislocation 
motion. In amorphous materials such as metallic glasses, plastic deformation is often 
related to localized shear banding [17,83]. Although the microscopic mechanism of 
plastic deformation is irrelevant for this work, it is important to know that the strength of 
a material is often characterized by its yield stress σy, or tensile strength σTS.  
 
2.2 The stresses in thin films 
 
Thin films bonded to a substrate are usually mechanically stressed. The presence of stress 
implies that, if the film is relieved of the constraint of the substrate, it would change its 
in-plane dimensions and/or become curved [114]. Here, a few mechanisms leading to thin 
film stresses are briefly reviewed, with particular emphasis on those relevant to the 
current research project.  
 
2.2.1 The origins of stresses in thin films 
 
2.2.1.1 The mismatch of lattice parameters of the film and substrate 
 
In epitaxial systems, difference in the lattice parameters of the film and the substrate 
materials can cause a mismatch strain, ffsm aaa /)( −=ε , where fa and sa are the 
equilibrium lattice parameters of the film and substrate materials, respectively. The strain 
εm would then result in a film stress.  
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2.2.1.2 The thermal mismatch between the film and substrate 
 
Different thermal expansion coefficients between the film and the substrate materials can 
cause a mismatch strain, kfsm T∆−= )( ααε , where fα and sα are the thermal expansion 
coefficients of the film and substrate materials, respectively. The strain εm will result in a 
film stress.  
 
2.2.1.3 The volume change in the film due to phase transformations 
 
If there is a relative volume change of VV /∆  in the film, assuming a purely elastic 
transformation, the mismatch strain induced between the film and substrate will be εm 
=1/3*( VV /∆ ), and it will result in a film stress.  
 
2.2.1.4 The residual stress due to sputter deposition 
 
The films studied in this work were all made using sputter deposition, where the residual 
stress can be highly compressive or highly tensile. In sputter deposition, atoms arriving at 
the growth surface by vapor condensation have relatively high kinetic energies. The 
bombardment of the growth surface by the energetic atoms arriving there can lead to the 
generation of excess interstitials in the near-surface region. It has been observed that the 
amount of damage induced at the surface depends on both the energy of the arriving 
atoms and the background pressure of the inert gas [114]. 
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It was found that the occurrence of compressive internal stresses in sputtered films 
correlates with the interstitials created through shot peening. Thornton et. al. [122] 
postulated that the “atomic-peening” process which induces damage at the surface either 
during forward bombardment of high energy atoms or during atomic recoil is the primary 
cause of compressive intrinsic stresses during sputter deposition. In general, materials 
with larger masses produce larger compressive stresses through increased damage [114]. 
 
The tensile residual stress caused by sputter deposition is considered to be associated 
with the coalescence process in polycrystalline films [114]. During the coalescence of 
individual islands to form a continuous film, the system can lower its net free energy by 
replacing the free surface with its relatively high surface energy by an interface (i.e. a 
grain boundary) with relatively low interface energy. In the course of “zipping-up” the 
interface, the participating islands become strained elastically, leading to tensile stress. 
The island size at which impingement occurs is generally influenced by process 
parameters such as growth flux, substrate temperature and surface diffusivity [265]. 
 
2.2.2 The determination of thin film stresses with the simple and extended 
Stoney’s formulae  
 
2.2.2.1 Constitutive relations between the mismatch strain and the film stress 
 
It is assumed that: 
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a. A thin film is bonded to a thick substrate, i.e. sf hh << , where hf and hs are the 
thicknesses of the film and substrate, respectively. 
b. The film material and substrate material are elastically isotropic. The Young’s 
modulus and the Poisson’s ratio of the film material are Ef and νf, respectively. 
The Young’s modulus and the Poisson’s ratio of the substrate material are Es and 
νs, respectively.  
c. A mismatch strain of εm exists between the film and substrate, which can be 
caused by their difference in thermal expansion coefficients, difference in lattice 
parameters, or other origins. 
 
Assumption (a) is relaxed and treated in section 2.2.2.3. Assumption (b) is generally 
valid for amorphous materials, which is the case for all the materials involved in this 
work. The stress in the film can then be considered to be biaxial, which means that there 
is a constant stress σ in the film plane, and the stress perpendicular to the film plane 
vanishes.  
 
The simple one-dimensional definition of stress and strain is not sufficient to describe the 
state of stress in a film on a substrate. Under the assumptions (a), (b), and (c), the 




































































































σ f . 

































































































where s11=1/Ef, s12= - νf /Ef,  s44= 2(1+ νf)/Ef. Solving this constitutive equation, we can 
find that the biaxial film stress σ:= σ11= σ22= Mfεm, where Mf=Ef/(1-vf) is defined as the 
biaxial modulus of the film. 
 
2.2.2.2 The simple Stoney formula 
 
Stoney formula [123] provides an expression for the curvature κ of the substrate in terms 
of the membrane force f in the film (a force per unit length along the interface): 





=κ ,      Eq. 2.1, 
 where sh and sM are the thickness and the biaxial elastic modulus of the substrate, 
respectively. This formula does not involve the properties of the film material, nor does it 
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presume any particular through-thickness distribution of the film stress with membrane 
force f. 
 
Stoney formula serves as the foundation for curvature-based techniques for the 
measurement of stress in thin films. It can be derived either from the equilibrium 
condition for mechanical forces [123], or from the energy equilibrium condition in terms 
of the elastic strain energy stored in the film-substrate system [114]. Here the latter 
method is presented, as it is easily and readily applicable to more complex situations 
where the substrate is not sufficiently thicker than the film for Eq. 2.1 to apply.  
 
Suppose a thin film of thickness fh is bonded to one surface of a substrate of thickness sh  
under a membrane force f (the source and meaning of this force is explained below). It is 
assumed that the substrate has the shape of a circular disk of radius R, although the 
principal results of this section are independent of the actual shape of the outer boundary 
of the substrate. A cylindrical r, θ, z-coordinate system is introduced with its origin at the 
center of the substrate mid-plane and with its z-axis perpendicular to the faces of the 
substrate, as shown in Fig. 2.8a. 
 
The major assumptions for the derivations are [115]: (a) Both the film and substrate 
thicknesses are small compared to the lateral dimensions, i.e. sh << R, and fh << R. (b) 
The film thickness is much less than the substrate thickness, i.e. fh << sh . (c) The 
substrate material is homogeneous, isotropic and linearly elastic, and the film material is 
isotropic. (d) Edge effects near the periphery of the substrate are inconsequential and all 
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physical quantities are invariant under change in position parallel to the interface. (e) All 
the stress components in the thickness direction vanish throughout the material. (f) The 
strains and rotations are infinitesimally small. (g) The response of the film-substrate is 






Fig.2.8 (a) A film of thickness fh bonded to a substrate of thickness sh  under a membrane 
force f. (b) Substrate with a curvature κ after the thin film is bonded. 
 
As we assume the response of the film-substrate system to membrane force f is purely 
elastic (i.e. reversible), we can invent a Gedanken experiment to simulate the deformation 
process of the system: first, the substrate is initially separated from the film, stress-free 
and undeformed, and the membrane force f is maintained in the film by some external 
means. The magnitude of f is such that it induces the prescribed elastic mismatch strain in 
 71 
the “free” film. Secondly, the strained film is then brought into contact with the substrate 
surface and bonded to it, after which the external means of maintaining the film tension is 
relaxed. It is in the course of this relaxation that the substrate becomes strained and 
curved with a curvature κ (inverse radius r), as shown in Fig.2.8b.  
 
For the system features outlined above, the strain energy per unit volume at any point in 
the substrate material is given by [114] 
]2[
)1(2
),( 222 θθθθ εενεεν rrsrrs
sEzrU ++
−
= ,        Eq.2.2 
where Es and νs are the Young’s modulus and the Poisson’s ratio of the substrate material, 
respectively. εrr and εθθ are the normal non-zero strain components in the cylindrical film-
substrate system.  
 
For small deformations, the strains in Eq.2.2 are conveniently expressed in terms of u(r) 
and w(r), the radial and out-of-plane displacement components, respectively, of points on 
the substrate mid-plane, as  





zr −=θθε ,     Eq. 2.3 
where the prime denotes differentiation with respect to the argument.  
 
Also for small deformations, the radial deformation and the out-of-plane deformation are 
uncoupled and the mid-plane displacements are  
rru 0)( ε= and 
2
2
1)( rrw κ= ,      Eq. 2.4 
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where κ represents the curvature, ε0 represents the extensional strain of the substrate mid-
plane. In the absence of edge effects, points on the substrate mid-plane are 
indistinguishable and therefore the curvature should be spatially uniform over the mid-
plane (i.e. κ is a constant over the mid- plane), and the in-plane normal strain is εrr=εθθ= 
ε0- κz.  
 
Therefore, the density of the strain energy throughout the substrate material is 
2
0 )(),( zMzrU s κε −= ,         Eq. 2.5  
where Ms=Es/(1-νs) is the biaxial modulus of the substrate. Finally, the total elastic 


















         Eq. 2.6  
Please note that the strain energy stored in the film is neglected here since its thickness is 
assumed to be much smaller than that of the substrate in the current framework, and the 
total energy of the system can be approximated as the energy of the substrate material. 
 
The system is stable when the potential energy reaches its minimum value, that is, 
0/ 0 =∂∂ εV and 0/ =∂∂ κV , which yields 
ss hM
f





=κ .              Eq. 2.1 
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Eq.2.1 is the Stoney formula we have seen previously. The sign of the curvature is the 
same as the sign of f.  
 
The mean biaxial stress in the film is then σm=f/hf, and the corresponding biaxial elastic 
mismatch strain is εm=f/Mfhf, where Mf is the biaxial modulus of the film material. For 
fh << sh , the stress in the film can be considered as a constant through the film thickness, 
and can be approximated by σm.  
 
2.2.2.3 The extended Stoney formula for films of arbitrary thickness 
 
Fruend et.al. [114,115] relaxed the thin film approximation, and gave the derivation to 
determine the curvature of a film-substrate structure where the film has a thickness 
comparable to that of the substrate. This derivation is still based on the energy 
minimization method described in 2.2.2.2 and remains within the realm of small 
curvatures. 
 
When the film thickness is comparable to the substrate thickness, the elastic strain energy 
stored in the film can no longer be neglected. Assuming the film has a mismatch strain of 
εm relative to the mid-plane of the substrate, the strain energy density then becomes: 




<<− ,     
Eq.2.8 (within the substrate material) and  
      20 )(),( mf zMzrU εκε +−=  for fss hhzh +≤< 2
1
2
1 .    Eq.2.9 (within the film) 
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Under the energy minimization requirement, i.e. 0/ 0 =∂∂ εV and 0/ =∂∂ κV , the 
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ε6 ) times a correction factor, which is a complex function of ratios 
between the film/substrate thicknesses and film/substrate moduli.  
 




























































0 ]4641)[1( .    Eq.2.12 
Eqs.2.11 and 2.12 are the corner stones of the stress analysis in this work.  
 
In practice, the biaxial film through-thickness stress is often calculated as: 
)(),( 0 mf zMzr εκεσ +−=  for fss hhzh +≤< 2
1
2
1 .            Eq.2.13 
Since the mismatch strain εm and curvature κ are constants, from Eq.2.13 it is obvious 
that the film stress is a linear function of the z positions. In particular, the maximum 








1,( 0 msfs hMhr εκεσ +−= .           Eq.2.14 
While the minimum stress (absolute value) appears at the top surface of the film 






1,( 0 mfsffs hhMhhr εκκεσ +−−=+ .       Eq.2.15 
 
2.2.2.4 The substrate curvature for non-uniform mismatch strains and elastic 
properties through the layer thickness 
 
When the biaxial modulus and the mismatch strain have non-uniform distributions 
through the thickness of the film-substrate structure, the curvature of the system can still 
be calculated. This will apply to multi-layer structures, such as the situation where a 
capping and/or an under layer is present. 
 
Suppose the biaxial modulus distribution through the thickness is 




<<−    and 
)()( zMzM f= , for fss hhzh +<< 2
1
2
1 .              Eq.2.16 
The strain energy density of the system can then be written as  
2
0 )]()[(),( zzzMzrU mεκε +−= .         Eq.2.17 












),(2),( πκε = ]222[ 1,002,01,10,2
2
0,100,00

















, )()( ε .  
















=ε .        Eq.2.20 
 
Eqs.2.19 and 2.20 are the general solutions for substrate curvature problems. For the case 
of simple film-substrate bi-layer structure, Eqs.2.19 and 2.20 will yield exactly the same 
results as Eqs.2.11 and 2.12. In Chapters 5, 6, and 7, we will encounter layered structures 
of an amorphous phase-change thin film sandwiched between two dielectric layers, and 
an amorphous metallic thin film capped by a thin platinum layer. The solutions for those 
cases will be presented accordingly in their respective chapters. 
 
2.3 Experimental techniques for characterization of thin film stresses  
 
There are a number of methods for measuring the stresses in thin films, which are mostly 
based on one of the three following principles: diffraction-based methods, spectroscopy-




2.3.1 Diffraction-based methods 
 
All methods based on diffraction in the thin film exploit the fact that the inter-planar 
spacing dhkl can be determined via the Bragg equation: 
2 dhklSinθ=λ,           Eq.2.21 
where h, k, l denote the Miller indices of the parallel planes, θ is the angle between the 
incoming wave and the parallel planes, and λ is the wavelength of the incoming wave.  
 
Stresses in the film would induce a change in lattice spacing, ∆d, compared with the 
lattice spacing of the “initial state”, dhkl, 0 (the “initial state” can be stress-free or not). The 
corresponding strain can then be determined by:  
0,hkld
d∆
=ε .               Eq.2.22 
By differentiating Eq.2.21, we know that  




d ,          Eq.2.23 
where θ0 is the diffraction angle at the initial state. Inserting Eq.2.23 into Eq.2.22, we 
finally find that 
   =ε 0cotθθ ∗∆− .            Eq.2.24 
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If the thin film material is elastically isotropic and homogeneous, and only biaxial stress 
exists in the film, ε in Eq.2.24 will become the in-plane strain, planein−ε , and the 











,           Eq.2.25  
where Ehkl and υhkl are the Young’s modulus and Poisson’s ratio of the film material.  
 
Practically, x-rays [125], electron beams [126] and neutron beams [127] have been used 
to determine the film stress. However, independent of the beams chosen, the Young’s 
modulus and the Poisson’s ratio (or, equivalently, the bi-axial modulus) of the film must 
be known. Also, since this diffraction method is based on the periodic repetition of the 
parallel planes, both the initial and final states of the film must be crystalline. 
 
2.3.2 Spectroscopy-based methods 
 
Another approach for measuring mechanical stresses is by application of spectroscopy. 
Photoluminescence (PL) and in particular Raman spectroscopy have been reported in the 
literature to be used for this purpose [128,129]. Those measurements exploit the fact that 
the characteristic peaks show a shift that depends on the film stress. However, the 
application of this method is limited to cases where the sample can be positioned in the 




2.3.3 Curvature-based methods 
 
Curvature-based methods use Stoney-typed formulae (section 2.2) to determine the 
stresses in thin films. Compared with diffraction-based and spectroscopy-based 
measurements, curvature-based methods have the advantages of easier implementation 
and data analysis, and the capability of characterizing stresses in amorphous thin films.  
 
In practice, the most widespread curvature-based methods are the capacitive deflection 
method [130-132], curvature determination using a scanning laser beam (e.g. wafer 
curvature measurement) [110,121], and methods based on optical interferometry 
[133,134].  
 
Curvature measurements based on capacitance changes are realized by metallizing the 
substrate on the back side and having this metal surface form a capacitor with a stiff 
electrode [130,131]. When the sample is supported at its edge(s), a change in curvature 
will lead to a corresponding change in capacitance. Capacitance-based curvature 
measurements are of high sensitivity and resolution [130], and in-situ measurements can 
be realized. The disadvantage is that the metallization and the fabrication of the 
electrodes bring additional complications to the preparation of samples and the 
experimental setup. 
 
On comparison, the measurement of stress based on a curvature determination with a 
laser has the advantage of its simplicity. All that is required is that the surface of the 
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sample facing the laser be reflective. Hence a laser-based system can be used whenever a 
window allows the laser to access the sample, and in-situ measurements can be conducted 
as well [110,121]. 
 
In the optical interferometry-based approaches, the topography of the sample (a plate or a 
cantilever) is measured, and an average curvature is extracted, from which the stress is 
then calculated. The shortcoming is that the interferometer lenses are expensive, cannot 
withstand high temperatures, and must be in close proximity to the sample. Therefore, it 
becomes difficult to realize in-situ stress measurements at high temperatures [135]. 
Furthermore, due to the limitation of the lenses, the maximum curvature that an 
interferometer can detect is only up to about 25 degrees [136], in terms of the central 
angle corresponding to the curvature. Therefore, the interferometry approach cannot 
handle sufficiently large curvatures for many studies.  
 
2.4 Thin film stress measurement using micro fabricated cantilevers 
 
In this project, we applied a thin film stress measurement methodology based on using 
micro fabricated SiN cantilevers. Amorphous thin films are deposited on the cantilevers. 
The stress upon phase transition will deflect the cantilever, and by measuring its tip 
deflection, the corresponding radius of curvature and the film stress can be calculated. 
 
In principle, this is still a curvature-based stress measurement method, the same as the 
conventional wafer curvature measurement technique. However, the difference is that the 
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dimensions of the cantilevers are at micron scale and their thickness is around 200nm. 
There are a few advantages of these micro-cantilevers resulting from their small 
dimensions and low thicknesses: 
 
- The small thickness of the cantilevers allows for high sensitivity and accuracy in stress 
determination. In conventional curvature-based methods such as wafer curvature 
measurements, the substrate is often significantly thicker than the film. The 
corresponding stress-induced curvature of the film-substrate bi-layer is usually on the 
order of 0.1m-1 to 1000m-1 [110,137-139]. This small curvature may lead to difficulty in 
its determination, low signal-to-noise ratio, and corresponding large errors [110,121,138]. 
On comparison, in the case of micro-cantilevers, with proper design of the experimental 
parameters, the curvature is often on the order of 20-30μm [23,134], which will lead to 
up to 30μm deflection at the tip for a typical 10μm-wide, 50μm-long, and 200nm-thick 
cantilever. Such a big deflection can be easily detected under an ordinary optical 
microscope and/or an optical interferometer, with high accuracy [110,121,133]. This 
capability is extremely important for investigations where the film stress is relatively 
small, such as the case of the crystallization-induced stress in metallic glasses, whose 
details can be found in Chapters 5 and 6. 
 
- The low thickness of the micro-cantilevers enables more rigorous study of the film 
thickness effect. This is illustrated in Chapter 4 of this thesis, where the crystallization-
induced stresses of different phase-change film thicknesses is studied [134]. In 
conventional wafer curvature measurements, since the substrate thickness (~100μm) is 
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always greater than the phase-change film thickness (~10nm-100nm) by several orders of 
magnitude, the stress level is insensitive to changes in film thickness, and has been found 
to be always the same (~0.17GPa) [140]. On contrast, with micro-cantilevers, we can 
easily tune the ratio between the film thickness and substrate thickness, from roughly 
0.02 to more than 1 [134]. By doing this, we unveiled a clear dependence of 
crystallization-induced stress on film thickness, which has previously been concealed in 
wafer curvature measurements [110]. 
 
- The small dimensions and close spacings of the cantilevers allow for a combinatorial 
study on the films stresses upon phase transformations for different film compositions, 
with unprecedented composition resolution. This is illustrated in Chapter 5 on Cu-Zr 
binary and Chapter 6 on Zr-Cu-Al glass-forming systems. When a special deposition 
geometry is adopted, a composition gradient can be created in the thin films deposited 
onto the micro-cantilever arrays, so that each cantilever has a slightly different film 
composition compared with that of its neighbors. Such a combinatorial method has 
already been extensively adopted in materials research [141-145] and is extremely 
powerful when a slight composition change leads to a significant change in materials 
properties [18,19,23], and/or when a fast screening of materials properties over a large 
composition range is desirable [23]. However, to the best knowledge of the author, it has 
never been used to study the stresses and density changes upon crystallization of 
amorphous thin films.  
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Later, Chapter 3 will describe the dimensions and fabrication of the micro-cantilevers, 
and the supplementary experimental techniques that have been used in this project. The 






















Chapter 3 The fabrication of SiN micro-cantilevers and the 
supplementary experimental methods 
 
This chapter will first present the fabrication process for SiN micro-cantilevers, which 
was conducted exclusively in the Microsystems Technology Laboratories (MTL) at 
Massachusetts Institute of Technology (MIT). Then, major experimental equipment and 
techniques used in this project, such as X-ray diffraction (XRD), electron diffraction 
spectroscopy, optical interferometry, will be briefly reviewed.  
 
3.1 The fabrication of SiN cantilevers 
 
3.1.1 The deposition of low stress, silicon-rich SiN film on single-crystalline 
(100) Si wafers 
 
Low stress silicon-rich SiN films were deposited on both sides of 6 inch-diameter, 
675±25µm-thick, and double-side-polished single-crystalline Si (100) wafers using low-
pressure chemical vapor deposition (LPCVD).  The wafers were n-type, and have a 
resistivity in the range of 0.01-0.025 ohm-cm. The deposition was conducted at 775˚C, 
inside a vertical thermal reactor (Silicon Valley Group, VTR 6000), which is 
schematically shown in Fig. 3.1. There were a total of 52 wafer slots in the reactor. The 
lower 25 ones were occupied with dummy wafers for monitoring purposes. The top 2 
slots were filled with dummies as well in order to keep off the contaminating particles in 
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the gases from wafers for actual experiments. Therefore, the wafers for actual 
experiments were put in slots No. 3 to lot No. 27 (number sequence denoted from top to 
down). The reacting gases come from the top, and their flow rates were 250sccm 
dichlorosilane (H2Cl2Si) and 25sccm ammonia (NH3), and the working pressure was 250 
mtorr. The deposition rate was about 3.1nm/min. 
 
Fig. 3.1 Schematic view of the vertical thermal reactor (VTR) used for SiN deposition. 
 
The film thicknesses were determined using ellipsometry (KLA-Tencor, Model 
UV1250SE), and have about 20% variation between the top (No. 3) and the bottom (No. 
27) wafers. This variation from wafer to wafer is caused by the reacting gas circulation 
conditions. The wafers on upper lots are exposed to slightly higher gas concentrations 
compared with those put in the lower lots. As a result, the thicknesses of the nitride layer 
deposited decrease gradually from the wafers at the top down to the bottom. For 4 inch 
wafers, this variation is reduced to around 10%, owing to the better gas circulation 




The refractive index, n=2.25±0.01, was also measured using ellipsometry. Previous wafer 
curvature measurements [146] have shown that this experimental recipe gives SiN films 
with an average tensile stress on the order of 125MPa.  
 
The side view of the Si wafers after SiN deposition is schematically illustrated in Fig. 3.2. 
 
 
Fig. 3.2 A schematic side view of a Si (100) wafer coated with low stress, silicon-rich 
SiN thin film. 
 
3.1.2 Pattern transfer 
 
Positive photo resist “SPR700 1.0” of 1μm thickness was spin-coated on the SiN film on 
the front side of the wafer at a rotation speed of 4600rpm. Then the photo resist was pre-
baked at 95°C on a hot plate. Afterwards, the resist was exposed using contact 
lithography (EV Group, Model EV620) with ultra-violet (UV) light using a mercury lamp 
through a photo mask for an exposure time of 2.4s. In this project, three mask designs 
were used for different purposes. In particular: Rectangular micro-cantilevers of the same 
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width but different lengths were used in the study of the crystallization-induced density 
changes in the Cu-Zr binary system (Chapter 5); Cantilevers of exactly the same 
dimensions were used in the study of the Zr-Cu-Al ternary system (Chapter 6); Long 
strip-shaped dice with uniform cantilevers dimensions along the composition gradient 
were used in the study of  the Young’s moduli and thermal expansion coefficients of 
amorphous Cu-Zr thin films (Chapter 7). More detailed descriptions of these three 
designs will be provided in their corresponding chapters.   
 
After developing the photo resist with a developer “LDDTM 26W” for 1 minute, the wafers 
went through a post-bake at 120°C for 30min, in order to improve the adhesion between 
the photo resist and wafer. Then, the SiN on the front side was etched in a gas-phase 
process (LAM Research, Model 490B), according to the following reaction [147]: 
)()()()( 2246 gNgSFgSiFplasmaSFsSiN ++⇒++ . 
The developed photo resist served as an etch mask. The gas flow rates were 190sccm 
sulfur hexafluoride (SF6) and 19sccm oxygen (O2), and the pressure was 300mtorr. The 
time to etch through the entire SiN film was about 3 minutes and 45 seconds. Finally, the 
remaining photo resist was removed using O2 plasma etching (called “ashing”) for 3 
minutes and 15 seconds.  
 
The top view and side view of the Si wafers after the dry etch process is schematically 





Fig. 3.3 A schematic side-view (a) and top-view (b) of the Si wafers after the dry etch 
process. 
 
3.1.3 Undercutting of SiN using a potassium hydroxide (KOH) etch 
 
The SiN cantilevers on the front side of the wafer were released during wet etching [148] 
in a 20 wt. % KOH solution at 80˚C，inside a class 10,000 clean room. The etch time 
was around 3 hours, which led to a Si etch depth of 200±5µm. During the etching, the 
back side of the wafer was protected by the continuous SiN film, for which the etch rate 
in KOH is essentially zero [148-150].  
 
The straight edges of the opening of the masking layer were aligned (±1°) with the 
symmetrically equivalent (110) directions in the plane of the wafer. Because of the 
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anisotropic nature of the KOH etch [148], as etching proceeds, the exposed Si (100) 
planes etch rapidly while the (111) planes etch slowly. Therefore, the (111) planes 
becomes revealed by the etching, making a 54.7˚ angle with the plane of the (100) wafer. 
If the etch time is sufficiently long, this etch rate anisotropy between (100) and (111) 
planes would eventually result in the meeting of (111) planes and formation of an 
inverted pyramid structure bounded by (111) planes. Fig. 3.4a (side-view) and Fig. 3.4b 
(top-view) illustrate such an effect schematically. Fig. 3.5 shows the actual cantilever 
structures (Fig. 3.5a) and the bottom of an inverted pyramid where four Si (111) planes 
meet at a common point (Fig. 3.5b).  
 







       
(b) 
Fig. 3.5 (a) A 250μm by 250μm pit (inverted pyramid structure) made by KOH wet 
etching, with free-standing micro-cantilevers suspended on its sides. Starting from the 
bottom side of the square and going clockwise, the dimensions of the cantilevers are 5μm 
by 50μm, 5μm by 30μm, 10μm by 50μm, and 10μm by 30μm, respectively. (b) 
Microscopic image with focus on the bottom of the same inverted pyramid structure as in 
Fig. 3.5a. The four (111) planes form a common meeting point, due to the anisotropic 
nature of the KOH wet etching. 
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The as-fabricated SiN cantilevers are nearly stress-free (Fig. 3.5a). According to optical 
profilometric measurements, after the release, a 50µm long and 5µm wide cantilever 
would typically bend upward by about 800nm.  
 
Fig. 3.5a also shows that there is some undercut existing underneath the cantilevers, so 
that their actual lengths are slightly larger than what was laid out on the mask. This is due 
to the non-ideal anisotropic nature of the KOH etch, i.e. the etch rate in the (110) 
direction is not strictly zero. Under the 3-hour KOH etch condition used in the current 
project, this undercut was measured to have a length of roughly 4µm. The “effective” 
cantilever length is less than “the designed length on the mask + 4µm”, since the 
undercut region is constrained on the four sides of the square opening (Fig. 3.5a). By 
adopting the method conventionally used to accommodate the undercut effect [205,206], 
the author found that the additional length brought by the undercut is about 2.5µm 
(instead of 4µm). This correction will be used in all the density change/stress calculations 
mentioned in later chapters. 
 
3.2 Supplementary experimental methods and equipments 
 
3.2.1 Sputter machines used to deposit the amorphous films 
 
The sputter deposition of amorphous Cu-Zr films was carried out at the Institute of 
Materials Research and Engineering (IMRE) in Singapore, using a “Denton Discovery 
18” magnetron sputtering system. The system is put in a class 1,000 cleanroom and has 
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two individual direct-current sputter sources, where 50mm-in-diameter targets are used. 
The chamber can be pumped down to10-6 torr within an hour and the argon gas flow rate 
can be controlled between 0-100 sccm. There is a 150mm-in-diameter sample stage in the 
chamber, which can rotate during the deposition with a speed of up to 25 rounds per 
second. The detailed experimental parameters for Cu-Zr thin film deposition are provided 
in Chapter 5.  
 
The sputter depositions of amorphous phase-change Ge2Sb2Te5 thin films and Zr-Cu-Al 
thin films were conducted by our collaborator, Dr. Li Minghua, at the Data Storage 
Institute in Singapore, and Dr. Noh Joo Hyon, at the University of Tennessee (UT), 
respectively. Details of the equipments that Dr. Li and Dr. Noh used can be found in Refs. 
266 and 197, respectively. The experimental parameters used to deposit Ge2Sb2Te5 thin 
films and Zr-Cu-Al films for this work are provided in Chapter 4 and Chapter 6 of this 
thesis, respectively. 
 
3.2.2 X-ray diffraction (XRD) 
 
X-ray diffraction (XRD) is one of the major experimental tools used to characterize the 
atomic structure of a material. It is based on the well-known Bragg condition. In Fig. 3.6, 
the incoming x-rays are scattered by different lattice planes, and the Bragg condition for 
constructive interference is:  
    λθ =Sindhkl2 ,            Eq.3.1 
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where dhkl is the spacing of parallel lattice planes denoted by Miller indices of (h,k,l), θ is 
the angle between the x-ray and the lattice planes, and λ is the wave length of the 
incoming x-ray. In XRD measurements, the intensity, shape and position of the reflection 
peaks yield detailed information about the structural properties of the film. 
 
 
Fig. 3.6 Schematic illustration of the Bragg scattering from a set of crystalline lattice 
planes. Constructive interference is obtained when the Bragg condition (Eq.3.1) is 
satisfied. 
 
When XRD measurements are carried out, the choice of mode is associated with certain 
advantages and drawbacks. The grazing-incidence setup has the disadvantage that it only 
penetrates a thin region at the top of the film, but it has the advantage of being extremely 
sensitive. The alternative θ-2θ  scan is not quite as sensitive as the grazing incidence 
measurement, but the beam penetrates deeper into the sample. Therefore, the choice of 
setup must be based on the actual properties of the sample. In this project, the θ-2θ  scan 
was always used, since we do not need very high sensitivity but like to have the beam 
penetrate into the entire thickness of the film (~150nm). 
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The degree of crystallinity of the samples can be divided into three categories, each of 
which has their own ”fingerprint” XRD profile, as shown in Fig. 3.7. The amorphous 
sample (with an amorphous phase-change Ge2Sb2Te5 film as an example) (a) shows no 
well-defined peaks, but only has one or two broad hump(s). The spectrum of a 
polycrystalline sample (with a crystalline phase-change Ge2Sb2Te5 film as an example) (b) 
shows all allowed diffraction peaks. A single crystalline material shows only one 
extremely sharp peak associated with the particular crystallographic orientation (which is 
not illustrated here). This spectrum is usually invisible in the XRD measurements unless 







Fig. 3.7 (a) An XRD spectrum of an amorphous phase-change Ge2Sb2Te5 film; (b) An 
XRD spectrum of a polycrystalline phase-change Ge2Sb2Te5 film. 
 
3.2.3 Energy dispersive X-ray spectroscopy (EDS) [151] 
 
Energy dispersive X-ray spectroscopy (EDS) is the primary tool used to determine the 
composition of amorphous Cu-Zr and Zr-Cu-Al thin films in this project.  
 
Like other spectroscopy techniques, EDS relies on the study of a sample through 
interactions between the electromagnetic radiation and the matter, and on analyzing X-
rays emitted by the matter when being hit with charged particles (electrons in this case). 
Its characterization capabilities are due in large part to the fundamental principle that 
each element has a unique atomic structure allowing X-rays that are characteristic of an 
element's atomic structure to be identified uniquely from each other. 
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The EDS used in this project is attached to a scanning-electron-microscope (SEM, Philips 
XL 30) in the NUS Materials Science and Engineering Department. The SEM is 
equipped with a cathode and magnetic lenses to create and focus a beam of electrons onto 
the sample surface. At rest, an atom within the sample contains the ground state (or the 
unexcited state) electrons in discrete energy levels or electron shells (usually K, L, and M 
shells) bound to the nucleus, as shown in Fig. 3.8. The incident electron beam may excite 
an electron in an inner shell, ejecting it from the shell while creating an electron “hole” 
where the electron previously was. An electron from an outer, higher-energy shell then 
fills the hole, and the difference in energy between the higher-energy shell and the lower 
energy shell may be released in the form of an X-ray. The X-rays generated between 
different shells are identified by names such as Kα, Kβ, and Lα as shown in Fig. 3.8, 
depending on the shells that are involved in this excitation process.  
 
Fig. 3.8 Schematic plot showing the electronic transitions in an atom. 
 
The number and energy of the X-rays emitted from a specimen can be measured using an 
energy dispersive spectrometer. As the energy of the X-rays is characteristic of the 
difference in energy between the two shells, and of the atomic structure of the element 
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from which they were emitted, this allows the elemental composition of the specimen to 
be measured. 
 
An important factor that should be considered is the penetration depth of the electron 
beam into the film. Ideally, the electrons should penetrate through the entire thickness of 
the film, so that the X-ray spectroscopy measurement correctly reveals the compositional 
information of the entire film. Practically, the penetration depth of an electron beam is 
described by Eq.3.2 [151]: 
    )(077.0)( 5.15.10 cEExR −=ρ ,    Eq.3.2 
where ρ (g/cm3) is the density of the film and R(x) (μm) is the average total distance 
(measured from the surface of the film) that an electron travels in the sample along a 
trajectory. E0 is the acceleration voltage, and Ec is the critical excitation potential, both of 
which have the unit keV.  
 
In amorphous Cu-Zr and Zr-Cu-Al films, we can estimate the film density as roughly 8 
g/cm3 [23], E0 is usually 10keV, Ec is of the order of 1keV for L lines of Cu and Zr 
spectrum, which were used in the analysis in this project. The resulting range R(x) is 
roughly 300nm, which is substantially higher than the typical Cu-Zr and Zr-Cu-Al film 
thicknesses used in this project (100-150nm). In addition, in actual measurements, the 
author always observed a strong Si peak in the spectrum, indicating that the electron 
beam penetrated deep into the Si substrate under the voltage settings used. Therefore, we 
can be confident that the EDS results reveal true information on the composition of the 
entire film through its thickness.  
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3.2.4 Rutherford Backscattering (RBS) 
 
In this project, it was often observed that different EDS program settings and excitation 
voltages can significantly affect the output composition data for the same sample. 
According to the author’s own experience, this variation can be as high as several atomic 
percents. Therefore, a reference sample whose composition was accurately determined by 
RBS was used to calibrate the EDS. 
 
RBS is a technique that can determine the absolute composition of a thin film, 
independent of a reference sample. Qualitatively, we can describe RBS as an elastic 
(hard-sphere) collision between a high kinetic energy particle from the incident beam (the 
projectile) and a stationary particle located in the sample (the target). Elastic means that 
no energy is either lost or gained during the collision. By monitoring the scattering of the 
incident high energy particles, we can gain information about the tested sample. Since 
each element is characterized by a unique atomic mass, the spectrum of scattered 
particles will be unique for each element, enabling an accurate determination of the 
absolute composition of the tested sample. Details of this technique can be found in ref. 
152. After RBS calibration, the error of the EDS composition measurement can be 





3.2.5 Deflection measurements using a Veeco surface interferometer (NT 2000) 
 
In this project, relatively small cantilever deflections were measured using an optical 
interferometer (Veeco NT2000). Compared with the measurement of large deflections 
with a conventional microscope (section 3.2.5), the measurement with an interferometer 
has much higher resolution and accuracy (±3nm [153]). The schematic working 
mechanism is shown in Fig. 3.9 [153].   
 
Fig. 3.9 The operation principle of a Veeco interference microscope (Model: NT 2000). 
 
The integrated optics assembly (IOA) is the core of the interferometer. The IOA contains 
the CCD camera, the Multiple Magnification Detector (MMD), the automatic filter 




Light from the illuminator travels through the IOA and is reflected down to the objective 
by a beam splitter. Once the light reaches the objective, another beam splitter separates 
the light into two beams. One beam, the reference beam, reflects from a super smooth 
reference mirror in the objective, while the other (the test beam) reflects from the sample 
surface and back to the objective. If the surface of the sample is in focus, the two light 
beams will recombine and form an interference pattern of light and dark bands, or 
“fringes”. The number of fringes and their spacing depends upon the relative tilt between 
the sample and the reference mirror. If the sample and the reference are parallel, only one 
large fringe will be seen. In this case, the fringes are said to be nulled. The interference 
pattern is received by the CCD camera and the signal is transferred to the computer, 
where it is processed by Veeco software. Then, the software produces a graphical output 
display representing a contour map of the sample surface [154]. 
 
There are two types of measurements available with the Veeco system. Phase Shifting 
Interferometry (PSI) uses red light, and a piezoelectric transducer moves the reference 
surface a small known amount which moves the interference fringes. The system records 
the intensity, converts it to phase data (change in phase from the reference surface) and 
then converts it to height data. However, surfaces must have small height changes (≤ l/4λ) 
between adjacent pixels. 
 
In this project, the author always used the other imaging mode, the Vertical Scanning 
Interferometry (VSI) mode. VSI uses white light, and the piezoelectric transducer moves 
the objective relative to surface. Fringe contrast reaches a maximum when the point on 
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the surface is in perfect focus and the system records the vertical position at which 
maximum fringe contrast is reached for each point. VSI can easily measure large 
differences in height, such as cantilever deflections of several to several tens of microns 
in this project.  
 
A comparison between the two imaging modes is shown in the following table [153]:  
 
Table 3.1 The comparison between the two imaging modes of Veeco interferometer. 
 PSI VSI 
Vertical resolution (for single measurement) 0.3nm 3nm 
Vertical range 160nm* 500μm 
* The maximum height difference between two adjacent pixels. 
 
3.2.6 Deflection measurement with conventional optical microscopes 
 
To measure large cantilever deflections (corresponding to a central angle>25°, which is 
the maximum angle that can be detected using the Veeco optical interferometer [136]), 
the author used a calibrated optical microscope in the Department of Physics of NUS. In 
this microscope, 1˚ rotation on the focusing knob corresponds to 1µm vertical movement 
of the focal plane of the objective lens. Therefore, by changing the focus of the 
microscope (i.e. focus at the thin film area first, and then focus on the tip of the 
cantilevers), the author can measure the deflections before and after crystallization. The 
accuracy of this measurement is limited primarily by the depth-of-focus of the objective 
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lens, which was around 1µm. Therefore, the error of this measurement is estimated to be 
±0.5µm. 
 
3.2.7 Equipment used to perform furnace annealing of amorphous thin films 
at elevated temperatures 
 
3.2.7.1 The vacuum furnace used to crystallize amorphous Cu-Zr thin films 
 
Cu-Zr thin films need to be annealed in vacuum to avoid oxidation, since according to the 
author’s own experience, even when annealed in a high vacuum of 10-6torr, uncapped 
Cu-Zr undergoes significant oxidation, and the oxygen content can be as high as 30 at.% 
out of the entire film composition. Therefore, in the experiments, Pt-capped Cu-Zr films 
were annealed in a vacuum furnace in the Department of Physics of NUS. The furnace is 
actually a home-built plasma-enhanced chemical vapor deposition (PECVD) reactor, but 
can serve as a simple furnace as well if no reaction gases are introduced. During the 
annealing experiments, the chamber was pumped down to about 5x10-5torr, and the dice 
were put directly on top of the coil, which can be heated by the current passing through. 
A temperature sensor was put on the coil as well, and was connected to a thermal couple 
outside the chamber. There was no feedback system in the temperature measurement 
module, thus it was relatively difficult to make the temperature stabilize at a particular 
value. However, by carefully monitoring the temperature during annealing and fine 
tuning the heating current, the fluctuation could be well-controlled within ±5˚C. The 
annealing was carried out at 600ºC for 5 minutes. 
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3.2.7.2 The vacuum furnace used to crystallize amorphous Zr-Cu-Al thin films 
 
In the study of crystallization-induced density changes in the Zr-Cu-Al ternary system, 
the amorphous films were annealed in the same sputter chamber that was used to sputter 
the films, which is located at the Department of Materials Science and Engineering at the 
University of Tennessee. The base pressure upon annealing was 1.7 ×  10-7 torr, and the 
annealing was carried out at 700ºC for 20 minutes. 
 
3.2.7.3 High precision furnace used to anneal amorphous phase-change Ge2Te2Sb5  
films 
 
Ge2Te2Sb5 is not as easily oxidized as Cu-Zr and Zr-Cu-Al thin films. Furthermore, since 
in this project Ge2Te2Sb5 is usually capped by a thin layer of ZnS-SiO2, we do not have to 
anneal them inside a vacuum. Instead, the furnace used is a conventional differential-
scanning-calorimeter (DSC) cell. The temperature can be controlled with a high accuracy 
of ±1°C, with a standard heating rate of 20K/min. During annealing, argon (Ar) purging 
gas was flowed at 15sccm over the sample, to reduce any potential oxidation.  
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Chapter 4 Crystallization-induced stresses in Ge2Sb2Te5 phase-
change thin films 
 
In section 1.3.2, it was mentioned that conventional wafer curvature measurements can 
not satisfactorily describe the stress behavior in real phase-change memories. To solve 
this problem, in this project, micro-cantilevers were used to study the crystallization-
induced stresses in phase-change thin films. In particular, amorphous phase-change films 
of different thicknesses were deposited on those cantilevers. Upon heating-induced 
crystallization, the increase in density (i.e. decrease in volume) of the film makes the 
cantilevers deflect upwards, as a result of the tensile elastic mismatch strain developed at 
the interface between the film and the SiN cantilever, as described in section 2.2. By 
comparing the magnitudes of the cantilever tip deflections before and after crystallization, 
the corresponding film stress can be determined. We found the crystallization-induced 
stress in phase-change films to be a function of the film thickness and whether or not 
there was capping layer.  
 
In this chapter, the experimental details will be provided first (section 4.1), followed by 
the revised analytical model used to calculate the film stresses and strains when a capping 
and an under layer are present in addition to the phase-change layer (section 4.2). Then, 
the experimental results and discussions will be presented (section 4.3). Finally, as an 
application, the author will show that those cantilevers coated with phase-change thin 
films can be made into optically-triggered micro-actuators, which could potentially have 
important technological impact in the future.  
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4.1 Experimental details 
 
218±3nm thick low-stress SiN micro-cantilevers were fabricated through standard micro 
processing techniques described in Chapter 3. Phase-change films of thicknesses ranging 
from 5 to 240nm were then sputter-deposited on top of the cantilevers using a single 
target with a nominal composition of Ge2Sb2Te5 (GST). GST was selected because it has 
been extensively studied and because it is a prototypical material in real phase-change 
memories [101]. Two sets of samples were prepared. In the first set, the GST layer was 
sandwiched between two thin layers, 5nm thick, of ZnS (80)–SiO2 (20) (molar percentage) 
[155,156] as schematically shown in Fig. 4.1. In the second set of samples, the GST films 
were directly deposited on the SiN beams, with neither capping nor under layers. The 
GST film was deposited under a background pressure of 7х10−7mbar. The working 
pressure during sputtering was 5х10−3mbar, with an argon (Ar) flow rate of 20sccm. The 
direct current sputter power was 100W, leading to a deposition rate of about 0.86 nm/s. 
ZnS–SiO2 layers were deposited under a working pressure of 4х10−3mbar with an Ar 
flow rate of 15sccm. The radio-frequency sputter power was 1000 W, and the deposition 
rate was about 2.11nm/s. As determined by XRD, the structure of the as-deposited GST 
film was entirely amorphous. Subsequently, the samples were annealed in a furnace at 
200 °C for 5 minutes in an Ar atmosphere (this was described in section 3.2.6.3). The 
temperature uncertainty was ±1°C. The post-annealing GST film structure was cubic as 
confirmed by XRD spectra [104,112,121]. The cantilever tip deflections before and after 
crystallization were measured using an optical interferometer for small deflections and/or 
 106 
an optical microscope for large deflections. The details of the deflection measurements 
have been provided in Chapter 3.  
 
 
Fig. 4.1 Layer structure of a micro-cantilever with a fixed support. Thin films of 
amorphous Ge2Sb2Te5 of various thicknesses were sandwiched between two thin (5nm) 
layers of ZnS-SiO2. The tri-layer structure was deposited on a SiN cantilever (thickness 
218±3nm). Similar structures without ZnS-SiO2 layers have also been fabricated for 
comparison. The thicknesses of the layers are not drawn to scale. 
 
4.2 The analytical model used to calculate the crystallization-induced 
stresses in phase-change thin films 
 
In Chapter 2, the simple and extended Stoney formulae were derived by assuming that 
the substrate has a circular shape and any edge effects near the periphery of the substrate 
are inconsequential (section 2.2.2.2). Finite-element-analysis from ref. 133 shows that for 
rectangular-shaped cantilevers, as long as the ratio between the cantilever length (the 
dimension in the direction of the clamp-free ends of the cantilever) and width (the 
dimension in the direction perpendicular to the clamp-free ends of the cantilever) is larger 
than 1:2, the curvatures of the cantilevers and their corresponding tip deflections as a 
result of film stresses can still be well described by the Stoney formulae, within an error 
of roughly ± 5% [133]. In this project, since all the cantilever dimensions used have a 
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length/width ratio larger than 1:2, we could confidently use Stoney formulae to calculate 
the crystallization-induced stresses and strains. 
 
Fig. 4.2 schematically shows a cantilever of length L0 with a tip deflection of δ, which 
corresponds to a radius of curvature r (assuming a uniform curvature) and a central angle 
of α. The following equations can be easily derived: 
)cos1( αδ −= r ,                    Eq.4.1 
and 
r
L0=α .                             Eq.4.2 
The radius r can then be determined from the equations above using δ (measured with 
optical interferometer and/or microscope) and the pre-designed (and experimentally 
verified) value of cantilever length L0. The mismatch strain mε  developed at the interface 
between the phase-change film and the SiN cantilever (the latter serves as the “substrate”) 
as a result of the crystallization can be calculated from r through the extended Stoney 
formula for phase-change thin films without capping/under layers (Eq.2.11). The 
maximum and minimum film stresses occur at the lower and upper surfaces of the phase-
change layer, respectively, which can be calculated from Eqs.2.14 and 2.15 through mε . 
The mechanical properties of the films used in the calculations were SiNM =267±12GPa 
[148,157], and GSTM =45.2±8.2GPa [121], where SiNM  and GSTM  are the biaxial moduli 
of the SiN and the Ge2Sb2Te5 layers, respectively.  
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Fig. 4.2 Definition of geometric characteristics of the cantilever beam relevant to the 
calculations using Stoney formulae. 
 
For the sample set where phase-change films were sandwiched by capping/under layers 
(Fig. 4.1), there are slight revisions to the expressions of stresses. We define: 
MSiN, hSiN as the biaxial modulus and thickness of the SiN layer, respectively; 
MGST, hGST as the biaxial modulus and thickness of the phase-change layer, respectively; 
Mf1, hf1 as the biaxial modulus and thickness of the under layer, respectively; and  
Mf2, hf2 as the biaxial modulus and thickness of the capping layer, respectively. 
εm0 is the elastic mismatch strain in the Ge2Sb2Te5 layer relative to the SiN layer, induced 
by crystallization. 
 
Therefore, the biaxial modulus as a function of position in the z direction is: 









fSiNSiN hhzh +<< ,  
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fGSTfSiNGSTfSiN hhhhzhhh +++<<++ . 
In our case, Mf1= Mf2:= Md= 105±5GPa [158], and hf1= hf2:= hd=5nm, as the capping and 
under layers are of the same material (ZnS-SiO2). 
 
We also assume that there is no elastic mismatch strain relative to the mid-plane in either 
the capping layer or the under layers, i.e. the mismatch strain εm=εm0, 
in GSTfSiNfSiN hhhzhh ++<<+ 11 2
1
2
1 , and εm=0 for other positions along the z direction. 
Using Eq.2.18, we calculate: 
    GSTGSTddSiNSiN hMhMhMC ++= 20,0 , 
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With these nmC ,  values, and the curvature κ extracted from the deflection data (Eqs.4.1 
and 4.2), the mismatch strain εm0 developed in the phase-change layer and the extensional 
strain ε0 of the SiN substrate mid-plane can then be obtained through Eq.2.19. Finally, the 
maximum and minimum stresses in the phase-change film can be calculated from Eqs. 
2.14 and 2.15.  
 
4.3 Results and discussions 
 
Fig. 4.3 shows a top-view optical micrograph and the interferometer scan of an 80μm 
long and 5μm wide cantilever with ZnS–SiO2 capping/under layers before GST 
crystallization. The corresponding GST film thickness is 10nm. The interferometer scan 
reveals that the tip of the cantilever is slightly bent downwards to δ0= −0.47±0.02μm. 
Crystallization induced an upward tip deflection of δ*= 5.95±0.05μm, as shown in Fig. 
4.3. Using δ0 and δ*, the crystallization-induced mismatch strain and biaxial film stress in 







Fig. 4.3 (a) Top-view optical micrograph (upper figure) and optical interferometry scan in 
side view (lower figure) of a 218nm-thick SiN cantilever onto which a 10nm-thick 
amorphous Ge2Sb2Te5 film has been deposited. The Ge2Sb2Te5 layer is sandwiched 
between 5nm thick ZnS-SiO2 capping and under layers. The cantilever is 80μm long and 
5μm wide, and the tip of the cantilever is bent downwards to δ0= -0.47±0.02µm. (b) 
Cantilever from Fig. 4.3 (a) after furnace crystallization of the Ge2Sb2Te5 film. The 
cantilever is bent upwards by δ*=5.95±0.05µm. 
 
Fig. 4.4 shows the calculated film stresses for several ratios of hGST/hSiN for samples with 
and without capping/ under layers. For films that are thick compared to the SiN substrate, 
the film stress generally varies linearly through its thickness, as mentioned in section 
2.2.2.3. This effect, which can usually be neglected for very thin films, has been 
accounted for in Fig. 4.4 by plotting the respective average GST stress for the three 
larger thickness values, hGST=100, 150, and 240nm, which correspond to hGST/hSiN= 0.46, 
0.69, and 1.11, respectively. Due to the linear variation, the average is the arithmetic 
mean of the stress at the top film surface and the stress at the bottom film surface, i.e.  
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2/)( minmax σσσ +=     Eq. 4.3. 
Both of the maximum and minimum stresses have been found to be positive (tensile). For 
the four smaller film thickness values, this effect has been found to be negligible, and 
therefore, the film stress was treated as a constant in the out-of-plane direction inside the 
phase-change layer. In both sets of samples, the film stress increases as the phase-change 
layer becomes thinner (lower hGST/hSiN values), and the maximum measured stresses are 
about 0.46GPa and 0.18GPa for the capped and uncapped films, respectively, both 
occurring at hGST=5 nm (hGST/hSiN=0.02). As mentioned in 1.3.2.1, if the density change 
upon crystallization was entirely elastically accommodated in the GST film, the film 
stress would be on the order of 1GPa. Therefore, since only elastic transformation 
induces a stress buildup, the observation illustrated in Fig. 4.4 indicates that for all GST 
thicknesses and for both with and without capping layer sample sets, a significant portion 
of the stress is relaxed plastically during crystallization, and this contribution decreases 






Fig. 4.4 Crystallization-induced stresses in Ge2Sb2Te5 (GST) layers for different GST to 
SiN thickness ratios (hGST/hSiN). Tensile stress is defined to be positive. The filled squares 
are data points for the samples with ZnS-SiO2 capping and under layers. Their 
corresponding Ge2Sb2Te5 film thicknesses are (from low to high) 5nm, 10nm, 20nm, 
50nm, 100nm, 150nm, and 240nm, respectively. The filled circles are data points for 
samples without capping and under layers. Their corresponding Ge2Sb2Te5 film 
thicknesses are (from low to high) 5nm, 10nm, 20nm, and 50nm, respectively. Also 
shown in the figure is a data point from a previous wafer curvature measurement 
[110,159]. 
 
Also shown in Fig. 4.4 are the film stress data from the previous wafer curvature 
measurement of 190±20MPa [110,159], which are in good agreement with the 
experimental data in this work for films without capping/under layers. Generally, the 
samples with capping layers exhibit a film stress that is about a factor of 2 higher than the 
films without capping layers. Indeed, it has been reported that the good adhesion between 
the capping layer to the phase-change film prevents fluidization and flow of the film 
during the heating process [155,160,161]. Therefore, the capping layer might constrain 
mechanical creep associated with surface diffusion in the crystalline film [162]. Those 
effects could possibly lead to a reduction in the amount of stress relaxation.  
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Since the measured stress in the GST films is related to the elastically accommodated 
portion of the total volume change upon crystallization [133], it can provide a measure of 
the yield stress of the films [163]. In phase-change materials, the stress relaxation during 
crystallization is likely to occur in the amorphous phase [110]. Thus, the data in Fig. 4.4 
imply that the yield stress of the amorphous GST film increases with decreasing film 
thicknesses. Earlier studies have shown that amorphous metals have a significantly larger 
yield stress when the sample dimension is reduced [164,165]. It was argued that, in 
smaller samples, the defect population is lowered, resulting in an improved materials 
strength [164-166]. In addition, it is also known that the yield stress of polycrystalline 
films increases when the films become thinner [163,167,168]. This is because the driving 
force for the dislocation propagation decreases with decreasing film thickness, making 
the stress relaxation process (yield of the film) less energetically favorable, so that a 
larger measured (elastically accommodated) stress is expected. Our results further 
support the general principle that increasing materials strength (yield stress) with 
decreasing sample dimensions is probably also valid for amorphous semiconductor films 
(GST in this study). 
 
In summary, the measured stress upon crystallization of amorphous Ge2Sb2Te5 phase-
change films that are deposited on micro-cantilevers increases when volume changes are 
increasingly mechanically constrained. This phenomenon can be explained in terms of a 
yield stress of the phase-change layer that depends on the layer thickness. Additionally, it 
was found that a thin capping layer has a profound effect in suppressing stress relaxation 
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in the phase-change film. Compared to simple wafer curvature measurements 
[110,118,159], the current findings enable more precise modeling of write/erase-induced 
stress build-up in phase-change memory cells, in which the phase-change materials have 
small dimensions and are mechanically constrained by surrounding materials. This will 
allow better predictions of device performance and reliability and lead to the design and 
implementation of improved cell geometries. 
 
4.4 Application: phase-change materials in optically-triggered micro-
actuators 
 
In addition to the fundamental study of crystallization-induced stresses of phase-change 
materials, the author also explored the possibility of using SiN micro-cantilevers coated 
with phase-change thin films to make optically-triggered micro-actuators. In particular, 
the crystallization of amorphous phase-change thin films could be locally induced by 
laser heating, and the deflection associated with the crystallization might be used to 
achieve mechanical functions, such as in Micro-electro-mechanical Systems (MEMS). In 
this sub-section, the author will briefly discuss the implementation and characterization 






4.4.1 The analytical model to calculate cantilever tip deflections as a result of 
crystallization of the phase-change film at the cantilever base 
 
Analytical strain analyses of the bilayer system in Fig. 4.5 were performed in order to 
understand conditions needed to control the angle α  and the tip deflection δ  for a given 
mismatch strain upon crystallization and for given dimensions l1 and l2 (Fig. 4.5c), where 





Fig. 4.5 (a) Schematic side view of a cantilever of length l0 with a fixed support on the 
left side. A thin film of amorphous phase-change material has been deposited on the 
cantilever. The thickness of the cantilever and film are hs and hf, respectively, and are not 
drawn to scale. (b) Schematic top view of the cantilever in (a). The film is laser-
crystallized in the region l1×w×hf and remains amorphous in the region l2×w×hf. Due to 
the volume contraction in the region l1×w×hf, the cantilever moves upwards, causing a tip 
deflection of δ. (c) Schematic side view of the cantilever shown in (a) and (b) after laser 
crystallization. For clarity, the thickness of the structure is not indicated. All dashed lines 
and curves are guides to the eye. The crystallized region of length l1 curves with a radius 
r. The remaining part of the cantilever that is still coated with an amorphous film is 
aligned as a tangent to the dashed circle at x =a. 
 
The following relations can be derived easily from the geometric characteristics 




⋅=α ,      Eq.4.4 
 and 
    
gd
llr )sin()())cos(1( 10 ααδ ⋅−+−⋅= .         Eq.4.5 
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Eqs. 4.4 and 4.5 are exact for any angleα  between 0° and 360°.  For small angles, 
which typically occur in deflection experiments or actuation applications, 












δ .    Eq.4.6 
From Eqs.4.5 and 4.6, we know that, once the tip deflection δ is obtained, the radius of 
curvature r or the curvature κ (=1/r) of the crystallized cantilever base region l1×w×hf can 
be calculated, which can then be used to calculate the crystallization-induced strains and 
stresses. 
 
4.4.2 The laser setup used to crystallize the phase-change thin films locally at 
the cantilever base 
 
The fabrication of SiN cantilevers has been described in Chatper 3. The nitride thickness 
used in this set of experiments is 211±3nm. The sputter parameters of the phase-change 
layer are identical to those mentioned in section 3.1. The corresponding phase-change 
film thickness is 10215 ±=fh nm.  
 
A laser diode (532nm wavelength, continuous operation, Gaussian beam profile, TEM00 
mode) was coupled into an optical microscope using a beam splitter, aligned on the optic 
axis and focused on the sample through a 100x objective lens. The laser output power 
was adjustable, up to a maximum of 250mW. The computer-controlled sample stage 
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could be moved laterally in two dimensions. A charge-coupled device (CCD) camera was 
connected to the microscope, and the image of the sample was displayed on a monitor.  
 
In order to laser-crystallize the region fhwl ××1 of the amorphous Ge2Sb2Te5 film (Fig. 
4.5), the sample stage underneath the objective lens was moved perpendicular to the 
cantilever direction while the cantilever was irradiated with the continuous laser beam 
(Fig. 4.6). The stage velocity was 0.1mm/s, which is far slower than the velocity at which 
heat conduction in Ge2Sb2Te5 and SiN occurs [170]. Due to the Gaussian beam profile, 
the temperature increases towards the middle of the laser beam. To ensure complete 
crystallization of the region fhwl ××1 , overlapping lines were crystallized. The 
associated re-annealing of already crystallized regions does not affect the stress state of 
the film since stress relaxation in the crystalline phase occurs on a time scale of minutes 
to hours [110,159]. This method allowed consistent comparison of neighboring 
cantilevers of identical dimensions wl ×0  but different crystalline length l1 since it leaves 
the laser spot size (and therefore the laser power density, i.e. the annealing temperature) 
constant. Crystallization was immediately observed on the monitor due to the pronounced 
increase in reflectivity [171,172] and the movement of the free cantilever end to a 
position outside the focal plane of the lens. Ablation could be detected as a reflectivity 
decrease in the center of the laser beam path. In order to find the ideal laser power that 
enables crystallization but avoids ablation, the power was decreased in small steps on 
different cantilevers until ablation no longer occurred in the laser beam center. This 
threshold power, (460±20)µW, was then used for the crystallization experiments. Power 
was measured with a conventional power meter underneath the objective lens at a laser 
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spot diameter of about (1.6±0.2)µm (as measured from the width of a crystallized line). It 
is assumed that this threshold power is large enough to crystallize the film through its 
entire thickness hf.  
 
Fig. 4.6 Schematic top view of the cantilever shown in Fig. 4.5b during laser 
crystallization of a Ge2Sb2Te5 film. The continuous laser beam is directed in the negative 
z-direction and remains on the optic axis of the lens. The movement of the sample stage 
is programmed so that the laser spot moves relative to the cantilever along the arrow. 
This method crystallizes Ge2Sb2Te5 films on different cantilevers at the same power 




Fig. 4.7 shows a 50µm-long and 5µm-wide cantilever after deposition of amorphous 
Ge2Sb2Te5 but before laser crystallization. The interferometer scan (Fig. 4.7b and c) 
reveals that the cantilever is bent downwards to −=0δ (1030 ± 50)nm at its free end. 
Since the SiN cantilever was bent upwards by around 800nm before the Ge2Sb2Te5 
deposition (determined by interferometry, not shown), the Ge2Sb2Te5 as-deposited stress 
is slightly compressive. After laser-crystallization along l1 = (4.6 ± 0.5)µm (Figs. 4.5 and 
4.6), the cantilever is bent upwards by *δ  = (7340 ± 300) nm (Fig. 4.8). Therefore, the 
laser-induced deflection change is )3508370(* 0 ±=−= δδδ nm.  
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Fig. 4.7 211nm-thick SiN cantilever onto which a 215nm-thick amorphous Ge2Sb2Te5 
film has been deposited. Cantilever dimensions: l0=50μm, w=5μm. (a) Optical 
micrograph, top view. (b) Interferometry scan, top view. The colors represent height 
information (blue: low elevation, red: high elevation). (c) Interferometry scan, cross 










Fig. 4.8 Cantilever from Fig. 4.7 after laser-crystallization along a length l1=(4.6±0.5)μm 
(Figs. 4.5 and 4.6). (a) Optical micrograph, top view, focused on the fixed cantilever end. 
The free cantilever end is outside the focal plane and therefore not visible. The crystalline 
phase is characterized by a higher reflectivity than the amorphous phase. (b) 
Interferometry scan, top view. The colors represent height information (blue: low 
elevation, red: high elevation). (c) Interferometry scan, cross section along the line in (b). 
The cantilever is bent upwards to *δ = (7340±300)nm. 
 
Fig. 4.9 shows a series of data points for different values of l1. The cantilever deflection 
δ  for those data points with 81 >l µm was measured using the focus knob of the optical 
microscope, since the interferometer could not be used to measure the associated large 
angles. For 81 <l μm, δ  was measured using the interferometer. The data were fitted to 
Eq.4.6, using l0 =50µm and r as a fit parameter. This results in r = (27.8 ± 0.9)µm. Using 
Eq.2.11, this gives )%08.031.1( ±=mε  for hs = (211 ± 3)nm. A fit to the data in Fig. 4.9 
based on the exact expression for δ  (Eq.4.5) gives an almost identical fit curve and 
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similar values: r=(27.0 ± 0.9)µm and )%08.035.1( ±=mε . This shows that the small 
angle approximation (Eq.4.6) holds.  
 
 
Fig. 4.9 Cantilever deflection δ at its free end as a function of the laser-crystallized 
length l1. The cantilever dimensions are l0=50μm and w=5μm. The data are fitted with Eq. 
4.6 using the radius of curvature r as a fit parameter.  
 
4.4.4 Discussions: the advantages of phase-change materials-based micro-
actuators 
 
An actuator is a controllable work-producing machine [173], and is one of the key 
components in MEMS. In section 4.4.3, the author showed that by controlling the length 
of the crystallized part (l1, Figs. 4.5 and 4.6) in the phase-change thin film, the tip 
deflections of the micro-cantilevers can be accurately controlled. Those tip deflections 
can then be used to achieve mechanical functions, such as optical switches [174] or the 
anchor supports of micro mirrors [175].   
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The proposed phase-change materials-based micro-actuators have two major advantages 
over existing MEMS actuation mechanisms [169]: 
 
- They would have the best frequency response over other kinds of MEMS 
actuators. The reversible phase transformations of phase-change materials 
(crystalline < = > amorphous) can be completed as fast as 10-100ns [101,172,176]. 
Such a fast phase transformation could possibly allow the operation of an actuator 
that can be switched between two (or more) displacement states at a frequency of 
10-100MHz, making them able to compete with piezoelectric materials based 
actuators, which have been found to have the best frequency response among all 
actuators developed so far [173]. 
 
- Since both the amorphous and crystalline states of phase-change materials are 
stable at room temperature, the proposed phase-change materials based micro-
actuators would not consume any power in their stable states (crystalline and 
amorphous). This is a huge advantage over other actuation mechanisms, such as 
electrostatic actuators, shape memory alloys-based actuators, and piezoelectric 
materials-based actuators, where an electric field [177] or an elevated temperature 
[178] is required in order to hold the stable actuation states.  
 
In this current project, one-way actuation, i.e. crystallization of the phase-change thin 
films and the upward deflection of the cantilever, has been achieved. An interesting 
follow-up project would be to investigate if the cantilever can be moved downwards by 
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re-amorphizing the laser-crystallized Ge2Sb2Te5. Unfortunately, we have not attempted 
the laser amorphization since we do not have access to a laser with a sufficiently short 
pulse width (on the scale of one ns). An alternative approach is to use materials that more 
easily form glasses, so that such a high cooling rates for amorphization are not required. 
More detailed discussions on possible follow-up experiments will be provided in Chapter 




Chapter 5 Density change upon crystallization of amorphous 
Cu-Zr thin films 
 
In Chapter 1, the glass-forming abilities, structures and mechanical properties of metallic 
glasses have been reviewed. In particular, metallic glasses are amorphous metallic alloys 
which have excellent mechanical properties and relatively good glass-forming abilities, 
and are therefore very promising candidates for structural applications. However, a 
parameter that can accurately predict the relative magnitudes of glass-forming abilities 
for different alloy compositions is still absent, which has become one of the outstanding 
issues in research on metallic glasses. In such context, the author reviewed several major 
parameters that have been proposed for use in predicting glass-forming abilities, and 
proposed that the density change upon crystallization is the fundamental factor in 
determining the glass-forming ability of an alloy. Unfortunately, available density data up 
to date were mostly obtained from measurements based on the Archimedes principle, 
which suffer from their lack of accuracy and tedious implementation.    
 
To solve this problem, in this project, a novel experimental method has been developed 
and implemented, where arrays of micro-cantilevers combined with combinatorial thin 
film deposition techniques have been used to determine the density changes upon 
crystallization of amorphous Cu-Zr films as a function of film composition. The Cu-Zr 
system was selected as the model system, for which glass formation has been extensively 
studied, particularly in the compositional range of the current study, from Cu47Zr53 to 
Cu68Zr32 [18,41,82,179]. Similar to the case of phase-change materials (Chapter 4), 
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crystallization of the amorphous Cu-Zr film leads to an upward cantilever tip deflection, 
from which the strain and the corresponding density increase associated with 
crystallization can be calculated. In the following sections, the experimental methods, the 
analytical model for strain/density change calculations and the experimental results will 
be provided in detail.  
 
5.1 Experimental details 
 
5.1.1 Micro-cantilever experiments 
 
216±3nm thick, low-stress SiN micro-cantilevers were fabricated using the process 
described in section 3.1. The cantilevers all have a rectangular shape and a width of 10μm, 
while they have different lengths of 20, 30, 50, 70, and 80μm, respectively. Cu-Zr films 
with thicknesses of 128±4nm were sputter-deposited on the cantilevers using separate 
elemental sources. The deposition was conducted under a base pressure of 1.2×10-6torr, 
and the argon (Ar) flow rate during deposition was 4.3sccm. The direct-current (DC) 
sputter powers at Cu and Zr targets were 50W and 150W, respectively. The deposition 
ranges of the two sources overlapped but the two deposition fluxes varied over the 
surface of the wafer, so that the composition of the films deposited on a row of 
cantilevers varied monotonically from Zr rich to Cu rich, as schematically illustrated in 
Fig. 5.1.  
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Fig. 5.1 Experimental configuration for the combinatorial sputter deposition of Cu-Zr 
films. Each cantilever is coated with a film with a slightly different composition from its 
neighbor, with the composition continuously varying from one end of the cantilever array 
to the other. 
 
To avoid oxidation of the film during annealing, a thin (15±5nm) Pt capping layer was 
sputter-deposited on top of all the cantilevers at a DC power of 50W. The final structure 
of the cantilever is schematically shown in Fig. 5.2. The film composition was 
determined by energy dispersive x-ray spectroscopy (EDS), with an error estimated to be 
within 1.0 at.%, as described in section 3.2.2. The EDS was calibrated with Rutherford 
Backscattering (RBS) before conducting measurements on the Cu-Zr film (section 3.2.3). 
X-ray diffraction (XRD) analysis was carried out at different locations along the row of 
cantilevers, and the as-deposited structure of the film was confirmed to be fully 
amorphous everywhere. Samples were then annealed in a furnace at 600˚C for 5 minutes, 
in a 5105 −× torr vacuum, as described in section 3.2.6.1. This led to complete 
crystallization of the Cu-Zr films, as determined by post-annealing XRD analysis. The 
upward tip deflections of the micro-cantilevers were measured using a conventional 
optical microscope (section 3.2.5).   
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Fig. 5.2 Layer structure of a micro-cantilever with a fixed support (side view). A thin film 
of amorphous Cu-Zr (thickness 128±4nm) was deposited on the SiN (thickness 
216±3nm). A thin Pt capping layer (thickness 15±5nm) was used to prevent oxidation of 
the Cu-Zr film during annealing. The thicknesses of the layers are not drawn to scale. 
 
5.1.2 Wedge-casting experiments 
 
The critical thicknesses of glass formation at different compositions in the same 
composition range were determined from wedge-casting experiments. The critical 
thickness corresponds to the minimum cooling rate at which a glass will form, and is used 
as a measure of the ease of glass formation (section 1.2.1).  
 
Ingots of Cu-Zr alloy were prepared by melting 99.99% (at. %) pure Cu and 99.98% 
(at. %) pure Zr in an arc-melting furnace in an argon atmosphere. Cu-Zr melts with 
different compositions were then injected into a wedge-shaped Cu mold, which is 
schematically shown in Fig. 5.3a. After fabrication, the wedges were cut in half, mounted, 
and their cross-sections were polished and observed by optical microscopy and scanning 
electron microscopy (SEM). The boundary between the crystalline and amorphous phase 
 130 
can be easily differentiated, as shown schematically in Figs. 5.3b and 5.3c. The critical 
thickness for glass formation was then measured. The error of this measurement is 









Fig. 5.3 Schematic illustration of the wedge casting technique. (a) Shape of the wedge 
sample. (b) Schematic view of the polished cross-section of the wedges. (c) SEM image 
of the polished cross-section of the wedges. 
 
5.2 Analytical model for the calculation of density changes 
 
For the tri-layer structure illustrated in Fig. 5.2, the analytical model for density change 
calculation needs a few revisions, compared with simple Stoney formula (Eq. 2.11). We 
define: 
MSiN, hSiN as the biaxial modulus and thickness of the SiN layer, respectively; 
MCuZr, hCuZr as the biaxial modulus and thickness of the Cu-Zr layer, respectively; 
MPt, hPt as the biaxial modulus and thickness of the Pt capping layer, respectively; 
εm0 is the elastic mismatch strain in the Cu-Zr layer relative to the SiN layer, induced by 
crystallization. 
 
The biaxial modulus as a function of position in the z direction is then: 
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We also assume that there is no elastic mismatch strain in the Pt capping layer relative to 
the substrate (SiN) mid-plane either before or after the furnace crystallization, i.e. the 
mismatch strain εm=εm0, in CuZrSiNSiN hhzh +<< 2
1
2
1 , and =0 for other positions along the 
z direction. Using Eq.2.18, we could calculate: 
PtPtCuZrCuZrSiNSiN hMhMhMC ++=0,0 , 
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With those nmC ,  values, the curvature κ of the cantilever is related with the mismatch 
strain εm0 through Eq.2.19. In practice, κ is extracted from the deflection data (Fig. 4.2), 
and εm0 is then calculated from κ. It was found that, similar to the result for simple bi-
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layer structure (Eq.2.11), κ is still proportional to εm0, but the co-efficient is now related 
to the biaxial modulus and thickness of the capping layer as well. 
 
In the calculations, fh =128±4nm and sh =216±3nm were determined from direct film 
thickness measurements. Young’s modulus of SiN, sE =219±25GPa, was determined 
using force-displacement measurements in an atomic force microscope (AFM) [133], and 
the biaxial modulus, sM =300±30GPa, was then determined from the relation sM = sE /(1-
νs) and the value νs =0.27 for the Poisson ratio of SiN [148]. Young’s modulus of the Cu-
Zr film, fE =170±5GPa, was obtained from literature data [145], and νf =0.36 was taken 
for the Poisson ratio of Cu-Zr films [180]. This gave fM = fE /(1-νf) =265±8GPa.  
 
Assuming purely elastic transformation upon crystallization, mε  is one third of the total 
volume change [181], i.e. 3 mε = cca V/)VV( − (>0), where aV  and cV  are the volumes of 
the amorphous and crystalline film, respectively. As a result of mass conservation, the 
corresponding density change is given by aac ρρρ /)( − = cca V/)VV( − =3 mε . Later it 
was found that the crystallization-induced stress in Cu-Zr films is in general substantially 
smaller than the yield stress obtained from bulk Cu-Zr metallic glass samples (roughly 
1.5-2GPa) [80], so this is a reasonable assumption.  
 
It should also be noted that the as-fabricated stress-free SiN cantilevers had initially near-
zero curvature.  After deposition of the amorphous Cu-Zr films the cantilevers curved 
downwards (Fig. 5.4a), indicating that the as-deposited films were subject to a 
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compressive residual deposition stress.  Observation of residual compressive stress is not 
uncommon for vapor-deposited amorphous films [182,183].  When these samples are 
heated, the residual stress will be relaxed before crystallization occurs.  This relaxation 
will result in a return to the original (near-zero) curvature of the cantilevers. In other 
words, the calculation assumes that only the upward cantilever tip deflections correspond 
to the density change associated with crystallization.  
 
5.3 Results and discussions 
 
Fig. 5.4 shows the scanning electron microscopy images of 5µm×30µm cantilevers 
before and after furnace crystallization of the Cu-Zr film, from which the density change 







Fig. 5.4 Scanning electron microscopy images of 5µm×30µm cantilevers before and 
after furnace crystallization of the Cu-Zr film. (a) Before crystallization. The cantilevers 
have a 3.0±0.5µm initial downward deflection after sputter deposition, due to a 
compressive stress in the as-deposited Cu-Zr films. (b) After crystallization. The 
cantilevers curve up by 7.0±0.5µm due to development of a tensile stress upon 
crystallization of the amorphous Cu-Zr films. 
 
Fig. 5.5a shows aac ρρρ /)( −  as a function of Cu-Zr composition. There are three local 
minima: 2.64±0.02 % at Cu50.6Zr49.4, 2.88±0.02% at Cu56.6Zr43.4, and 2.52±0.02% at 
Cu63.1Zr36.9.  The overall range for the density change is 2.5% to 4.5%, which is typical 
for binary metallic glasses [47,184]. The measured changes in deflection are related to 
several phenomena, which include, but are not limited to, crystallization alone. For 
example, we have assumed that that the residual deposition stresses are fully relaxed 
before crystallization, and that pre-crystallization structural relaxation does not 
significantly contribute to the observed stress changes.  It should also be noted that the 
densities of our vapor-deposited films may be systematically lower than those of glasses 
formed by liquid quenching, owing to the high effective quench rate of vapor deposition. 
Although these effects could possibly change the calculated absolute magnitudes of the 
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density changes, the general trend shown on Fig. 5.5a (three peaks in the density change) 
is likely to remain unchanged. 
 
 
Fig. 5.5 Density change upon crystallization aac ρρρ /)( −  (a), and the critical thickness 
for glass formation (b) vs. Zr content (at. %).  The density change axis is inverted, to 
make the two plots more directly comparable. The error of the composition measurement 
(a) is estimated to be ±1.0 at. %. In the wedge casting experiments (b) the error of the 
critical thickness measurement is ±0.04mm, and the variation of the composition can be 
controlled within ±0.05 at.%. 
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The critical thickness for glass formation determined from the wedge casting experiments 
(Fig. 5.5b) follows the trend seen for the density change, with a smaller density change 
corresponding to larger critical thicknesses (and therefore easier glass formation). The 
three maxima of 1.14±0.04mm at Cu50Zr50, 1.02±0.04mm at Cu56Zr44, and 1.14±0.04mm 
at Cu64Zr36, match the minima in the density change. These thicknesses also match 
previously reported values [18,82,179]. 
 
As discussed in Chapter 1, the quench rate from a liquid that is required to produce a 
glass rather than a crystalline solid is a complex function of the interplay between kinetic 
constraints and the thermodynamic quantities that drive crystallization. Ease of glass 
formation is often found to correlate with small thermodynamic driving forces for 
crystallization [13], kinetic constraints on crystal nucleation and/or growth [42,185], and 
high viscosity in the undercooled liquid regime [13,186]. Quite a number of parameters 
based on these considerations have been proposed to evaluate the glass-forming ability of 
metallic alloys. However, none of the parameters can be used to provide a complete 
explanation for all three of the peaks in the critical thickness shown in Fig. 5.5b. For 
example, Turnbull’s widely-used criterion (section 1.2.1.2.1) that the ease of glass 
formation correlates with a high reduced glass transition temperature Trg (= Tg/Tl, where 
Tg is the glass transition temperature and Tl is the liquidus temperature), can only be 
correlated with the peak corresponding to the eutectic composition Cu56Zr44.  On the other 
hand, if we solely rely on the thermodynamic driving force for crystallization as an 
indicator (section 1.2.1.2.3), the peak at Cu50Zr50 would not be expected, as the 
intermetallic crystalline compound formation at Cu50Zr50 should be much more 
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energetically favored over glass formation compared to adjacent compositions. The one-
to-one match between the minima in the density change and the peaks of the critical 
thickness shown in Fig. 5.5 indicates that a small density change upon crystallization is a 
more fundamental factor in determining the ease of glass formation, as the author has 
proposed in Chapter 1. 
 
As previously reported by Mukherjee et.al. [47], a liquid with a high density, as 
compared to its crystalline counterpart, has a lower content of free volume and a higher 
viscosity at its melting temperature. The volume change upon crystallization was 
correlated with the viscosity in accordance with the Cohen-Grest free volume theory [25-
27, section 1.1].  This would then result in a larger critical thickness measured in wedge-
casting experiments. The correlation between the density change and the critical 
thickness shown in Fig. 5.5 is consistent with this argument, though no direct 
measurements of viscosity have been made in this study. 
 
Fig. 5.6 shows the density of the amorphous phase ( aρ ) as a function of alloying 
composition, as obtained by subtracting the measured density change upon crystallization 
from the density of the equilibrium crystalline state. Also shown are previously measured 




Fig. 5.6 Density plot for different compositions in the binary Cu-Zr system. The density 
of the crystalline phase (estimated from the equilibrium phase diagram using the lever 
rule), the density of the amorphous phase (estimated from the density change upon 
crystallization in the present study and the density of the crystalline phase), and density 
data for Cu-Zr metallic glasses reported in the literature [184,187-189]. 
 
Consistent with the trend shown in Fig. 5.6, there are three peaks in aρ  at the 
compositions corresponding to density-change minima. Although their magnitudes 
relative to the density baseline are only on the order of 1% higher, their correlation with 
glass-forming ability is established, suggesting a strong effect of density maxima. A 
successful structural model for metallic glasses must account for the three distinct 
compositions with correlated maxima in the density of the amorphous phase and minima 
in the cooling rate required to form a glass. Unfortunately, it seems that none of the 
existing models have such capabilities.  For example, the dense-random-packing model 
leads to the expectation of only one peak, at Cu65Zr35 (section 1.2.2.1), while the 
efficient-cluster-packing model (section 1.2.2.4) predicts only two densely packed 
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structures at Cu18.0Zr82.0 (for Cu-centered cluster packing) and Cu90.1Zr9.1 (for Zr-centered 
cluster packing) respectively. The Ma model (section 1.2.2.3) applies to alloys of low 
solute contents and is therefore not applicable to the Cu50Zr50 case and the Egami-Waseda 
topological model (section 1.2.2.2) only gives the minimum solute concentration needed 
for glass formation, which is 10.8 at.% for Zr and 20.8 at. % for Cu in the Cu-Zr system. 
Therefore, although all of these models are fundamentally based on the dense packing 
concept, they cannot fully explain the correlation between the density and structure of 
metallic glasses and the ease of glass formation. Owing to the relatively small magnitudes 
of the density maxima, we speculate that they are related to a change in the short range 




To summarize, in this chapter we have developed and demonstrated an effective and 
efficient combinatorial method for investigation of the compositional dependence of the 
density change upon crystallization, over broad compositional ranges with high 
compositional resolution. Using the Cu-Zr binary system, we have shown that there is a 
clear correlation between the density change and the glass-forming ability, which is 
consistent with models that suggest that glass formation correlates with reduced 
diffusivity in the glassy state. Moreover, the three density peaks for the amorphous phase 
suggested by this work not only correlate with the ease of glass formation, but are also 
unexpectedly, and unexplainably sharp. The results provide evidence for the dense 
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packing phenomenon in metallic glasses and provide new data to prompt improved 
modeling of their structures.  
 
The experimental methodology adopted in this work can be applied to other binary and 
more complex multi-component systems, providing a new tool for broad investigations of 
the properties of glass-forming alloy systems, as well as for the search for new glass-
forming alloys.  As an example, in the following chapter, it will be extended to the Zr-
Cu-Al ternary glass-forming system where the compositional dependence of the density 
















Chapter 6 Density change upon crystallization of amorphous 
Zr-Cu-Al thin films 
 
In this chapter, the micro-cantilever approach will be extended to the Zr-Cu-Al ternary 
system, where a large range of compositions were investigated using a combinatorial 
deposition approach similar to the one used for the Cu-Zr binary system (Chapter 5), with 
the aim of correlating density changes upon crystallization with the reported data of 
glass-forming ability. Density changes will also be compared with the plasticity of the 
alloys which, like the glass-forming ability, is considered to be related to the atomic 
packing efficiency of metallic glasses [17,24,30,80,88,190]. 
 
In earlier studies of this system, generally, alloys with superior glass-forming ability were 
found to have Zr-rich compositions and an Al content less than 10 at. % [18,191-194], 
and a few alloys with good plasticity have been found in the same composition range as 
well [90,92]. Conversely, the glass-forming ability of Cu-rich compositions and alloys 
with an Al content larger than 10 at. % is found to be relatively poor [191,192,195,196]. 
The combinatorial deposition in this study will cover the above-mentioned compositional 
ranges where a systematic and thorough analysis will be presented accordingly.   
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6.1 Sample layout and experimental procedures 
 
Since the combinatorial deposition of the ternary films would have a composition 
gradient spread out in two dimensions on the substrate plane, a new photo mask was used 
where the cantilevers were designed to have uniform dimensions throughout the sample 
surface. Fig. 6.1 shows a sketch of a sample (Fig. 6.1a) and an optical micrograph of a 
single set of cantilevers (Fig. 6.1b).  Each 16 mm by 16 mm sample had 400 sets of 
cantilevers in an effective area of 10mm by 10mm. The thickness of the cantilevers used 












Fig. 6.1 (a) A sketch of the top view of a sample.  Each 16mm by 16mm sample has 400 
“pits” over which cantilevers were fabricated. The cantilevers cover a 10mm by 10mm 
effective area on each sample. (b) An optical micrograph of a “pit” with a set of as-
fabricated freestanding SiN micro-cantilevers suspended from the sides of a 250μm by 
250μm square hole made with a KOH wet etch as described in Chapter 3. Starting from 
the bottom side of the square and going clockwise, the dimensions of the cantilevers are 
5μm by 50μm, 5μm by 30μm, 10μm by 50μm, and 10μm by 30μm, respectively. 
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The sputter deposition was conducted by the author’s collaborator, Dr. Noh Joo Hyon, at 
the University of Tennessee (UT). Two sets of samples were prepared. In the first set, 
nine samples were placed on the substrate holder inside the sputter chamber facing the 
three elemental sputter targets of Zr, Cu, and Al, and were numbered from #1 to #9, as 
schematically shown in Fig. 6.2a. The radio-frequency (RF) sputter powers at the targets 
were 200W for Zr, 54W for Cu, and 29W for Al, respectively, to achieve a center 
composition of Zr54Cu38Al8. Depending on the distances between the samples and the Zr, 
Cu, and Al targets, a composition and a film-thickness gradient were created throughout 
the samples, with 30 to 70 Zr at. %, 20 to 60 at. % Cu, and 5 to 13 at. % Al.  A detailed 
description of the sputtering facility at UT is provided in Ref. 197. Fig. 6.2b shows the 
computer-simulated [198] and experimentally-verified [145] Zr-Cu-Al film compositions 
at the four corners of the effective areas of each sample, as well as their respective 
measured and interpolated film thicknesses. The error of the composition determination is 
estimated to be within ± 3 at. % for Zr and Cu contents and ± 1 at. % for the Al content. 
In the second sample set, four cantilever samples (#10-#13) were placed at specific 
positions to cover the known eutectic compositions and good glass-forming compositions 
in the Zr-Cu-Al system that were not covered by the first sample set，as schematically 
indicated in Fig. 6.2c [18]. In particular, samples #10 and #11 are meant to cover the 
experimentally-discovered good glass formers at Zr45Cu49Al6 and Zr48Cu45Al7, 
respectively. Samples #12 and #13 are meant to cover the eutectics at Zr52Cu38Al10 and 
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Fig. 6.2 (a) Schematic configuration of the combinatorial sputtering system [197] and the 
layout of the first set of nine samples on the substrate holder. The samples are numbered 
from #1 to #9. The four corners of the effective areas (10mm by 10mm) of the samples 
are denoted with a, b, c, and d, respectively, and the Zr-Cu-Al film composition at those 
corner positions of each sample are indicated in Fig. 6.2b in the sequence Zr:Cu:Al 
(atomic percent). (b) A plane view of the samples on the substrate holder and schematic 
positions of the elemental targets, relative to the samples. The distances between the 
samples and targets are not drawn to scale. The 10mm by 10mm effective areas of the 
samples were placed in a 3 by 3 matrix, with 15mm separations. The measured Zr-Cu-Al 
film thicknesses and the film compositions at corner positions for each sample are shown. 
Sample #2 is nearest the Al target, giving it a high Al concentration compared with other 
samples. Similarly, Samples #4 and #6 are nearest the Cu and Zr targets, respectively, 
leading to correspondingly high Cu and Zr contents. (c) The layout of the second set of 
samples (#10-#13) and their relative positions with respective to those of the first set.  
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The structure of the as-deposited films was confirmed with X-ray diffraction (XRD) to be 
fully amorphous. To prevent oxidation upon thermal annealing, the Zr-Cu-Al films were 
capped by a 20nm-thick Si3N4 layer.  The films were then annealed at 700ºC for 20 
minutes under a 1.7 × 10-7torr vacuum on the sample stage inside the same sputter 
chamber where the deposition had been conducted, to cause complete crystallization 
[18,191,196,199,200], as determined by post-annealing XRD analyses.  
  
The analytical model used to calculate the density changes is exactly the same as the one 
used for the Cu-Zr binary system (section 5.2), where the only difference is that Pt was 
used as the capping layer material in the binary case, while in the ternary system a Si3N4 
layer was selected.  
 
Fig. 6.3 shows SEM images of a set of cantilevers before and after the furnace annealing 
treatment. The density changes were calculated from the tip deflections of 10μm-wide, 
30μm-long cantilevers, which were measured using the Veeco interferometer (section 
3.2.4), with images such as the one shown in Fig. 6.4. The error for this measurement is 
estimated to be ±0.05μm. 100-150 cantilevers were measured on each sample, resulting 
in a composition resolution smaller than 1 at. % in terms of Zr or Cu content.  The tip 
deflections were found to have significant variations throughout the 13 samples, ranging 
from about 4μm to about 14μm. The Young’s modulus of the SiN cantilevers and 
capping layers was taken to be sE = 195±9GPa [157], and the biaxial modulus, 
sM =300±30 GPa, was determined from the relation, sM = sE /(1-νs), and the value of νs 
=0.27 for the Poisson’s ratio of SiN [148]. A single value was used for the Young’s 
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modulus for all of the Zr-Cu-Al films, fE = 170±10 GPa, since it has been found that the 
modulus does not significantly vary with film composition [145]. νf = 0.36 was taken for 
the Poisson’s ratio [180]. This results in a biaxial modulus of fM = fE /(1-νf) = 
265±8GPa for the film. 
 
 
Fig. 6.3 Scanning-Electron-Microscopic (SEM) images of cantilevers coated with Zr-Cu-
Al films and a Si3N4 capping layer. The cantilevers have slight downward deflections 




Fig. 6.4 A top-view optical micrograph (a) and an optical interferometry scan in a side 
view (b) of a 10μm by 30μm, 242-nm-thick SiN cantilever onto which an amorphous Zr-
Cu-Al film has been deposited. The Zr-Cu-Al layer is capped with a 20nm-thick Si3N4 
layer to prevent oxidation during thermal annealing. As shown, after crystallization the 
cantilever tip is bent upwards by 6.97 ± 0.05 µm. 
 
6.2 Results and discussions 
 
6.2.1 Global and local trends of density change: individual effects of Zr, Cu, 
and Al atomic species on the density change upon crystallization of the alloys 
 
The first set of nine samples can be used to systematically study the global trend of 
density change upon crystallization as a function of composition. Fig. 6.5 shows the 




Fig. 6.5 Density change contours resulting from crystallization of films on the first set of 
cantilevers. The density changes range approximately from 1 to 3%. Rows 1 to 3 and 
Columns 1 to 3 are defined in the figure for the discussion of global and local trends in 
the text and subsequent figure captions. The film compositions at the four corners of the 
effective area of each sample are indicated in the sequence Zr:Cu:Al (atomic percentage). 
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Two observations can be drawn from Fig. 6.5. First, all density changes are roughly in 
the range of 1–3%, which is significantly smaller than the 2.5-4.5% obtained previously 
from the Cu-Zr binary system (Chapter 5). In general, the ternary Zr-Cu-Al system is 
found to have better glass-forming ability over the Cu-Zr binary [18,53,191,192,194-196], 
since the minor addition of Al (< 10 at. %) to the Cu-Zr base binary is believed to impose 
strong kinetic constraints over crystallization [192], increase the atomic packing density 
in the amorphous phase [194], and improve the short-range ordering of the amorphous 
atomic structure [191,201]. The observation in Fig. 6.5 further validates experimentally 
that the more densely-packed amorphous phase relative to their crystalline counterparts in 
the Zr-Cu-Al ternary system is the origin for its superior glass-forming ability compared 
with the Cu-Zr binary system. 
 
Secondly, the density changes are the largest (roughly 2.5-3.1%) for the samples having 
the highest Al and Cu compositions (samples #1, #2, and #4, which were physically 
located nearest the Al and Cu targets during combinatorial sputtering), while the smallest 
density changes (roughly 1-1.3%) occur for samples #6 and #9, which were nearest the Zr 
target but farthest from Cu and Al targets during the sputter deposition. In other words, 
among the nine samples, there is a clear global trend in density changes, decreasing from 
the Cu- and Al-rich side (#1, #2, and #4 at the top right part of Fig. 6.5) to the Cu-/Al-
poor, Zr-rich side (#6 and #9 at the lower left part of Fig. 6.5).  
 
As mentioned earlier, compositions with the highest glass-forming abilities in the Zr-Cu-
Al system were empirically found at Zr-rich compositions and with Al contents of 0-10 
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at. % [18,191,192,194]. Since the dense atomic packing is considered to be a fundamental 
feature for alloys of high glass-forming abilities (section 1.2.1.2.4), the Zr-rich, Al<10 
at. % compositions are expected to have small density changes upon crystallization, while 
Cu-rich and Al-rich compositions would have relatively large density changes. The 
results shown in Fig. 6.5 strongly support this argument. Therefore, these results confirm 
that it is the high Cu and Al (>10 at. %) contents that lead to high density changes and 
correspondingly low glass-forming abilities, and low Cu and Al (<10 at. %) contents that 
result in low density changes and high glass-forming abilities. 
 
It has recently been reported that the atomic-level structure of ternary Zr-Cu-Al bulk 
metallic glasses is mainly comprised of Cu- and Al-centered icosahedral clusters [201]. A 
small addition of Al atoms in the system promotes the short-range ordering of the 
structure by being distributed into the Cu-Zr matrix to form icosahedrons with a five-fold 
symmetry, which improves the glass-forming ability of the ternary system over the binary. 
Interestingly, for the same (ternary) system, Miracle’s efficient cluster-packing model 
predicts that the dense-packed structures are Zr-rich with a maximum Al content of 10 
at. % (section 1.2.2.4). It is likely that an excess of Cu and Al atoms would result in the 
exhaustion of “comfortable” sites inside the Cu-Zr matrix [201], and the amorphous 
structure would become less stable, so that the glass-forming ability would subsequently 
decrease.  
 
The global trend of decreasing density changes toward Zr-rich compositions may also 
have implications for the plasticity of the amorphous alloys. Since the density changes 
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upon crystallization reflect the packing efficiency of the amorphous state, our results 
indicate that amorphous phases are more densely packed, relative to their crystalline 
counterparts, on the Zr-rich side. It has recently been found that smaller packing densities 
will promote plasticity in metallic glasses, as a higher free-volume content would allow 
for easier deformation [80,88,202]. The results of the present research imply that in the 
Zr-Cu-Al system, Zr-rich compositions would show lower plasticity, compared with 
Cu/Al-rich ones. However, to the contrary, limited experimental and simulation results 
show that increasing the Al content of Zr-Cu-Al alloys leads to reduced plasticity instead 
[92,203]. It seems likely that, at least in the Zr-Cu-Al system, the packing efficiency (or 
the free-volume content) may not be the determining factor for plasticity, and the overall 
plasticity may be dominated by other mechanisms, such as nano-crystallization at the 
localized shear bands [92], structural heterogeneity [90], or high Poisson’s ratio [93,94]. 
Indeed, it has recently been reported [94] that there is a correlation between the ductility 
of metallic glasses with smaller molar volumes (higher packing efficiency), as long as the 
Poisson’s ratio is large. In other words, Poisson’s ratio can be as important, or more 
important, than the packing efficiency in determining the plasticity of metallic glasses. 
Further studies are needed to support this idea. 
 
In addition to the global trends, local trends are also found in Fig. 6.5, which can be 
understood in terms of the individual effects of the Zr, Cu, and Al atomic species. 
Particularly, increases of the Cu and Al contents lead to higher density changes while 
increases in the Zr content lead to lower density changes. As an illustration, it is shown 
that along the direction of row 1 (from right to left in Fig. 6.5), the density change 
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increases from samples #1 to #2 but decreases from samples #2 to #3. This observation 
can be interpreted as the competition between the individual effects of Al and Cu 
contents. Compared with sample #2, sample #1 is located nearer the Cu target but further 
from the Al target during sputter deposition. In the direction from samples #1 to #2 (right 
to left along row 1 in Fig. 6.5), the Cu content decreases (leading to a smaller density 
change), but the Al content increases (leading to a larger density change). However, the 
overall density change is dominated by the Al content, so that in general, sample #2 has 
higher density-change values than sample #1, indicating its lower glass-forming ability. 
In addition, it is observed that even in sample #1 itself, there is a trend in the density 
change. The right part (a smaller Al content but higher Cu content) is dominated by Cu so 
that the density change decreases slightly with decreasing Cu content (from right to left in 
the figure). While, the left part (a larger Al content but smaller Cu content) is dominated 
by Al, so that the density change begins to increase quickly with increasing Al content 
(from right to left in the figure). The result is a shallow local density change minimum 
indicated by green color, which is likely to correspond to a local maximum in the glass-
forming ability.  The comparison between samples #2 and #3 is more straightforward. 
Sample #3 has lower contents of both Al and Cu, so that the density change decreases 
monotonically from samples #2 to #3, indicating higher glass-forming abilities in sample 
#3.  
 
Similar local trends can also be clearly observed in row 3 and column 1. In row 3, the 
density changes increases from samples #7 to #8 but rapidly drops to a minimum in going 
from samples #8 to #9. In Column 1, the density changes increase from samples #1 to #4, 
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since the increasing Cu content dominates over the effect of the decreasing Al content, 
and the density changes decrease from samples #4 to #7 due to decreases in both Cu and 
Al concentrations.  
 
6.2.2 Comparison between density change data and particular compositions 
of high glass-forming ability 
 
In this section, the density change data are compared carefully with specific compositions 
of high glass-forming ability reported in the literature. In the Zr-Cu-Al system, Wang et. 
al. [18] provide the most thorough study of glass-forming abilities, and a few particular 
compositions near corresponding eutectic points were experimentally determined to have 
superior glass-forming abilities over other compositions investigated in the same eutectic 
system. Fig. 6.6 shows a partial phase diagram of the ternary systems [18], where there 
are three local eutectic systems (Zr2Cu-τ3-ZrCu, τ3-τ5-ZrCu, and τ5-ZrCu-Cu10Zr7, 
respectively), and the best glass-forming compositions are pinpointed in each of these 
systems and are indicated by triangles.  
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Fig. 6.6 Partial ternary phase diagram for the Zr-Cu-Al system [18]. The glass-forming 
abilities of different alloy compositions were systematically studied in the three local 
eutectic systems: Zr2Cu-τ3 (Zr51Cu28Al21)-ZrCu, τ3-τ5 (Zr38Cu36Al26)-ZrCu, and τ5-ZrCu-
Cu10Zr7, respectively. Alloy compositions that form 5mm-diameter fully glassy rods are 
found around the eutectic points and are indicated by triangles. The eutectic compositions 
in each local eutectic system are indicated by asterisks. Rectangles represent alloys 
studied in ref. 18 that are neither eutectic compositions nor good glass-forming 
compositions. In the τ5-ZrCu-Cu10Zr7 system, the eutectic composition (Zr45Cu49Al6) was 
found to have the highest glass-forming ability. The legends are defined in the same way 
in Fig. 6.7. 
 
Fig. 6.7 presents the combined density change contours of the two sets of cantilever 
samples, where the six compositions in the Zr2Cu-τ3-ZrCu local eutectic system studied 
by Wang et. al. [18] are indicated, and the approximate locations of the Zr2Cu, τ3, and 
ZrCu phases are shown as well. From the figure, it is clear that the two compositions in 
the middle, i.e. Zr54Cu38Al8 and Zr56Cu38Al8, have the smallest density changes (about 
2.0-2.1%) among the six compositions discussed in ref. 18. On comparison, the local 
eutectic composition (Zr52Cu38Al10) has a larger density change of roughly 2.7%, and the 
density changes of other three compositions studied (Zr54Cu36Al10, Zr54Cu40Al6, and 
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Zr58Cu36Al6) are roughly 2.5%, 2.7% and 2.4%, respectively. According to ref. 18, 
consistent with their lowest density changes, the two compositions Zr54Cu38Al8 and 
Zr56Cu38Al8 are found to have the highest glass-forming abilities (formation of a 5mm- 





Fig. 6.7 The combined density change contours of the two sets of cantilever samples, 
where the six compositions in the Zr2Cu-τ3-ZrCu local eutectic system studied by Wang 
et. al. [18] are indicated by triangles, rectangles, and asterisks, respectively (please refer 
to Fig. 6.6 for the definitions of those legends). The approximate locations of the Zr2Cu, 
τ3, and ZrCu phases are shown as well. 
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In the same manner, the density changes in the other two local eutectic systems (τ3-τ5-
ZrCu and τ5-ZrCu-Cu10Zr7) were carefully compared with the reported data for glass-
forming ability. The results indicate that, similar to the Zr2Cu-τ3-ZrCu system, among the 
compositions that were studied in ref. 18 and are covered by the cantilever samples, the 
experimentally-discovered best glass-forming compositions are found to correspond to 
the global minima of the density changes in their respective local eutectic system. In 
addition, it is found that the density change corresponding to a glass-forming ability, 
5mm-diameter fully glassy rods, is roughly in the range of 2.0-2.4%.  
 
Recently, the same research group [204] reported that a 10mm-diameter fully glassy rod 
was experimentally discovered at the composition of Zr64Cu24Al12. A 14th cantilever 
sample (#14) was then made to cover this new glass-forming composition, and Fig.6.8 
shows its corresponding density change contours. The density change around 
Zr64Cu24Al12 is found to be roughly 1.5%, which is substantially lower than those of 
glasses that form only 5mm-diameter rods. Although this composition has a relatively 
high Al content (>10 at. %), it is likely that the high Zr concentration compensates the Al 





Fig. 6.8 Density change contours for sample #14. The newly-discovered glass-forming 
composition of Zr64Cu24Al12 is indicated in the figure [204]. It corresponds to a density 
change of roughly 1.5%. 
 
The observations above further confirm that lower density changes upon crystallization 
are correlated with higher glass-forming abilities. Therefore, in practice, with the 
cantilever approach and the density change data in hand, instead of actually fabricating 
bulk metallic glass samples at a few compositions, cantilever-based surveys can pinpoint 
specific compositions with lower density changes for investigation using other techniques. 
This strategy should save time and effort since bulk sample preparation is time-
consuming and labor-intensive. Moreover, as shown in Fig. 6.7, the cantilever approach 
has a much higher compositional resolution (less than 1 at. % for each of the three 
components) compared with studies using bulk samples. This provides the opportunity to 






Using the Zr-Cu-Al ternary system, we have shown that there is a clear correlation 
between the density change upon crystallization and the ease of glass formation, which is 
consistent with what the author found in the Cu-Zr binary system (Chapter 5). The 
correlated density change as a function of alloy composition may also have implications 
for the macroscopic plasticity. In particular, high Cu and Al contents generally lead to 
high density changes and correspondingly low glass-forming abilities, and low Cu and Al 
contents result in low density changes and high glass-forming abilities. It is also found 
that the previously-discovered compositions of high glass-forming ability correspond to 
the global minima for density changes inside their respective local eutectic system [18]. 
In addition, we show that the packing efficiency may not be the dominant factor in 






Chapter 7 Measurements of Young’s modulus and coefficients 
of thermal expansion of amorphous Cu-Zr thin films 
 
In this chapter, applications of micro-cantilevers in characterizing other film properties 
beyond density changes and stresses will be explored. Particularly, the author will 
demonstrate that the cantilever structure can be used to measure the Young’s modulus 
and coefficients of thermal expansion (CTE) of amorphous Cu-Zr films. In the following, 
sections 7.1 and 7.2 will address those two sets of measurements respectively.  
 
7.1 Measurement of Young’s modulus of amorphous Cu-Zr thin films 
 
7.1.1 Analytical model for the Young’s modulus measurement 
 
7.1.1.1 Basic equations 
 
Cantilever structures are often used to measure the Young’s modulus of a material. The 
principle of this measurement is illustrated in Fig. 7.1 [205-207], where F is the point 
load applied to the cantilever tip, L is the cantilever length, b is the cantilever width, and 
h is the cantilever thickness. The load F leads to a tip deflection δ. For small deflections 
(i.e. in the elastic response regime), the loading curve F-δ can be described by Eq.7.1: 
      δ3
3
L
SF = ,      Eq.7.1 
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where S=Ebh3/12 is the stiffness of the cantilever cross-section and E is the cantilever 
material’s Young’s modulus. Therefore, by measuring the slope of the loading/unloading 
curves (k=3S/L3, also called the spring constant of the cantilever), the Young’s modulus 
can be extracted. 
 
Fig. 7.1 The principle of Young’s modulus measurement by applying a point load to a 
cantilever tip. The meanings of F, L and δ are provided in the text above. 
 
Usually, the point load F is applied using a micro/nano-indenter [205-207]. However, the 
indenter available to the author (“Hysitron TriboIndenter” in the Nano Lab at MIT) was 
found to be inappropriate for measurements on the cantilevers used in this work. It turns 
out that, because the cantilever spring constant scales with its thickness cube (Eq.7.1), the 
low thickness (~200nm) of the nitride layer makes the cantilevers too soft to be tested 
using this piece of equipment. Using this indenter, when a force was applied to the 
cantilever, the loading/unloading curve always had nonlinear unusual shapes, likely due 
to slip of the indenter tip over the cantilever surface. As a matter of fact, the research 
scientist in charge of the indenter estimates that a spring constant of 0.5-10N/m can be 
well measurable using this equipment [208], while a typical cantilever used in this work 
has a spring constant of less than 0.1N/m, assuming the following cantilever dimensions: 
L=50μm, b=10μm, and h=200nm, and using the SiN properties from the literature [157].    
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As a consequence, the author used an alternative method to perform the Young’s 
modulus measurement, i.e. using an atomic-force microscope (AFM, model: Asylum 
MFP 3D) instead of a nano-indenter.  AFM in contact mode can apply a much smaller 
load to the cantilever tip compared with the nano-indenter mentioned above, successfully 
solving the issue that occurred in the nano-indentation experiments. It also combines a 
very high load resolution with a nanometric precision in measuring the cantilever 
deflection [209]. 
 
Serre et. al. [209] derived an analytical model for Young’s modulus measurement using 
an AFM. The operation principle is schematically illustrated in Fig. 7.2.  
 
Fig. 7.2 The operation principle of the Young’s modulus measurement using an AFM. 
The terms Kb, Kp, L, z, and δ are defined in the main text. 
 
As shown, when an AFM  cantilever probe of a known spring constant Kp goes in contact 
with the sample cantilever of an “effective” length L and an unknown spring constant Kb, 
a probe deflection δ occurs, accompanied by an overall probe displacement z, as defined 
in the figure. Since these two cantilevers are connected in series, the “equivalent” spring 
constant of the system (Keq) satisfies: 
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bpeq KKK
111
+= .    Eq.7.2 
The force F associated with the AFM cantilever probe deflection δ is then 
      δ⋅=⋅= peq KzKF .    Eq.7.3 
Combining Eqs.7.2 and 7.3, we could obtain 
      zKK peq ⋅= )/(δ .     Eq.7.4 
 
A typical measurement curve is shown in Fig. 7.3. Before the two cantilever contact each 
other, the probe displacement is equal to the probe deflection, i.e. δ= z. After their contact, 
δ becomes a linear function of z through Eq.7.4 (left part of the curve in Fig. 7.3). In 
actual experiments, δ is measured using the position change of the reflected laser spot 
focused on the AFM probe surface, z is measured using the piezoelectric stage controlling 
the vertical movement of the probe, and Kp can be calibrated by deflecting the probe on a 
“hard” surface before measurement. Then, Keq can be calculated from the slope of the 
linear part of the approach curve using Eq.7.4. Finally, the spring constant of the sample 
cantilever Kb and its Young’s modulus E can be obtained from Keq using Eqs.7.1 and 7.2.  
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Fig. 7.3 Typical AFM approach curve in the Young’s modulus measurement. The slope 
of the linear part of the curve once contact is established yields the Young’s modulus 
(Eqs.7.1 and 7.2) [209]. 
 
7.1.1.2 Correction to accommodate the cantilever length uncertainty 
 
As mentioned, the spring constant is proportional to the inverse cantilever length (L) 
cubed (Eq.7.1). Therefore, to accurately determine the Young’s modulus, the cantilever 
length has to be accurately measured. However, the AFM used in this project only has 
objective lenses with a maximum magnification of 10X. A microscopic image taken from 
the optics of this AFM is shown in Fig. 7.4. It is clear that, with such a magnification, L 
can not be determined with high accuracy. 
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Fig. 7.4 A microscopic image taken from the optics of the AFM. 
 
To accommodate this problem, three measurements in series were made along the same 
cantilever, as illustrated in Fig. 7.5, where the measurements were made at effective 
lengths L0, L0+d and L0+2d. In practice, L0 was estimated using the optical microscope 
attached to the AFM, and the relative movements of d between each loading position 
were made by moving the piezoelectric stage of the AFM, with nanometer accuracy [210]. 
The spring constants at those three data points are: 





SK = ,      Eq.7.5 







= ,     Eq.7.6 
and 







= ,         Eq.7.7 
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where S is the stiffness of the cantilever cross-section defined in Eq.7.1, which remains 
the same for the three effective lengths. Simple manipulation of Eqs.7.5-7.7 yields: 





−− = ,     Eq.7.8 





−− ,    Eq.7.9 





−− .    Eq.7.10 
 
Fig. 7.5 Serial measurements were made on a single cantilever to accommodate the issue 
of cantilever length uncertainty.  
 
By linearly fitting the three data points for (K=K1, K2, K3) v.s. L (L= L0, L0+d, 
L0+2d), S can be calculated from the slope [ ] of the fitted line, without the need to 
know the absolute value of L0. Since d has nanometer accuracy, the fitted slope will 
provide an accurate value of the stiffness S, and subsequently the Young’s modulus E, as 
defined in Eq.7.1. In brief, by adopting this method, we can successfully circumvent the 
determination of the absolute cantilever length (L0), and use the much more accurately 
known relative stage displacement (d) to obtain the modulus E.  
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K from three measurements on a 10μm-wide, 30μm-
long cantilever, with measurement spacings d=3μm apart. The fitted slope is used to 
calculate the Young’s modulus of the cantilever material. 
 
7.1.1.3 The analytical model used to calculate the film modulus from measurements 
on bi-layer cantilevers 
 
In the current experiments, the author wanted to measure the Young’s modulus of the Cu-
Zr amorphous films coating the SiN cantilevers. Therefore, the analytical model 
described in 7.1.1.1 and 7.1.1.2 has to be extended from the one for single-material 
cantilevers to treat bi-layer cantilevers. 
 
 J. Menčik et. al. [205,211] showed that the cross-section stiffness of a bi-layer structure 
can be written as:  









+= sSS ,   Eq. 7.11 
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where S is the overall stiffness of the bi-layer structure (determined using methods 
described in sections 7.1.1.1 and 7.1.1.2), 3
12
1
sss bhES =  is the stiffness of the substrate 
layer (SiN in our case), sf EE /=η is the ratio between the Young’s moduli of the film 
(Cu-Zr) and substrate (SiN), and sf hh /=κ is the ratio between the film thickness and 
substrate thickness. Since Ef=195±7GPa is known from the literature [157], hf and hs are 
experimentally measured, b was pre-designed on the photo mask and experimentally 
verified, the only unknown in Eq.7.11 is Ef, which can be obtained from experiments.  
 
7.1.2 Experimental details 
 
In this set of experiment, a new mask design for the cantilevers was used to make it more 
convenient to conduct the measurements, without composition gaps. Fig. 7.7 shows the 
schematic layout of the design, which combines four 16mm by 16mm dice (Fig. 6.1) 
placed in close proximity to form a long, strip-shaped dice. Therefore, after the 
combinatorial deposition of Cu-Zr thin films, there are no composition gaps (i.e. areas 
without cantilevers) along the length of the strip (the direction of the composition 
gradient), and one such strip will be sufficient for the study over large composition 
coverage in a binary system.  The fabrication of the SiN cantilevers followed the process 
described in Chapter 3, and the SiN thickness was measured to be 228±1nm. The 
parameters used for the sputter deposition of Cu-Zr remain the same as those used for the 
density change study (Chapter 5), and the Cu-Zr film thickness was 161±5nm. The 
composition range of Cu-Zr thin films used in this set of experiments is about Cu 42-68 
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at.%, as determined using EDS. The uncertainty of the composition measurement is 
estimated to be ±1 at. %, and the composition resolution in the measurement was 
estimated to be ±0.3 at. %. 
 
 
Fig. 7.7 The layout of the cantilever design used in this study. (a) A sketch of the top 
view of a sample.  Each 16mm by 64mm strip-shaped sample has 2320 “pits” over which 
cantilevers were fabricated (Chapter 3). (b) The design of a “pit” with a set of cantilever-
shaped patterns extending from the sides of a 250μm by 250μm square. Starting from the 
bottom side of the square and going clockwise, the dimensions of the cantilevers are 
10μm by 50μm, 10μm by 40μm, 10μm by 40μm, and 10μm by 50μm, respectively.  
 
The experimental technique and the analytical model described in section 7.1.1 have been 
used to measure the Young’s modulus of the amorphous Cu-Zr film. A special AFM 
probe (Model: Nanosensors ATEC-FMAu) was used in the experiments, whose tip is 
right at the end of the probe cantilever [212], so that we know the exact location that the 
tip contacts. This saved time and provided great convenience to the experiments.  
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10μm-wide, 50μm-long cantilevers were used in the measurements. A series of three 
measurements were conducted on each cantilever, as mentioned in section 7.1.1.2. In 
particular, the AFM probe tip was initially put roughly at the cantilever root and in the 
center along the cantilever width. Then it was moved 20μm toward the cantilever tip 
where the first measurement was conducted.  Afterwards, the probe was moved 5μm 
more towards the cantilever tip where the second measurement was conducted. The third 
measurement was finally performed 5μm away from the second location of measurement 
toward the tip. In other words, the nominal effective lengths of the measurements were 
20μm, 25μm, and 30μm, and the relative separation between measurements (d in Fig. 7.5) 
was 5μm.  The spring constant of the AFM probe, Kp, was calibrated to be 1.90nN/nm, 
and the Young’s modulus of SiN was taken to be 195±7GPa in the calculation [157] 
 
7.1.3 Results and discussion 
 
Fig. 7.8 shows the measured Young’s modulus of the amorphous Cu-Zr films as a 
function of Cu at.%, as well as a few reported modulus data points measured from bulk 
Cu-Zr metallic glass samples [80]. It is clearly seen that there is a general trend of 
increasing Young’s modulus (roughly from 40 GPa to 80 GPa) with increasing Cu 
content.  There are no special features or deviations from this monotonic increase at 
specific compositions. This trend is thus in contrast with our earlier measurements of the 
density change on crystallization, where density change minima were observed at 




Fig. 7.8 Young’s moduli of amorphous Cu-Zr films as a function of composition (Cu 
at. %) obtained using cantilever-deflection measurements.  Also shown are data reported 
by Lee et. al. [80] obtained from bulk Cu-Zr glass samples via uniaxial compression. 
 
Among the elastic constants of metallic glasses, the shear modulus G and the Poisson’s 
ratio υ (or equivalently, the bulk/shear modulus ratio, B/G) have attracted the most 
research interest, since it has been proposed that they closely correlate with the alloys’ 
fracture energy [13,52,91,93,94,213], fragility in the undercooled liquid regime 
[13,180,214,215], and glass-forming ability [13,180]. Young’s modulus E has been found 
to scale with the glass transition temperature Tg [180,216-218] and the tensile fracture 
strength σf [180,218] of metallic glasses. This is not unexpected, in that all three 
properties are related to the atomic bond stretching resistance among the constituents 
[1,180,216,218]. Therefore, the results shown in Fig. 7.8 suggest that the ratio of atomic 
bond stiffness to bond length increases monotonically with increasing Cu content. Such a 
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trend is consistent with available elastic moduli data from the literature, for both 
computational simulations and experimental measurements from bulk Cu-Zr glasses 
[80,219]. In addition, the Tg of Cu-Zr glasses has also been reported to increase 
monotonically with increasing Cu content [80,220], confirming the correlation between 
Tg and E in the Cu-Zr system. 
 
Fig. 7.8 also illustrates the significantly lower magnitudes of film elastic moduli, as 
compared with their bulk counterparts. This may be explained in terms of the high 
effective cooling rate of sputter deposition, and the resulting higher quenched-in free 
volume content in the amorphous film. It has been extensively reported that in various 
alloy systems, the relaxation of metallic glasses at or below Tg would result in an increase 
in Young’s modulus, attributed ostensibly to the annihilation of free volume and the 
subsequently shorter average interatomic distance [221-225]. Since the sputter-deposited 
films may have systematically lower density (i.e., greater free volume) compared to 
glasses formed by liquid quenching [23], it is not unexpected that the amorphous Cu-Zr 
films have substantially lower Young’s moduli. Indeed, in previous studies, sputter-
deposited Pd-based amorphous films were found to exhibit Young’s moduli 
approximately 25% lower than that of bulk amorphous samples of the same alloy 
compositions [226,227]. This 25% relative difference agrees reasonably well with the 




Chou et. al. [250] have previously conducted nano-indentation measurements on 
amorphous Cu-Zr films with uniform compositions sputter-deposited on Si wafers, and 
reported that the Young’s moduli of the Cu-Zr films ranged from 80–100 GPa for 30-50 
at.% Cu. Those elastic moduli are substantially higher than the range observed in the 
present work (40–80 GPa for 42-68 at.% Cu). Those values obtained via nano-indentation 
for 50 at.% Cu also exceed that measured for Cu50Zr50 bulk metallic glass (70 GPa [80]). 
This apparent overestimation of film elastic moduli via indentation can be attributed to 
several well established challenges in the accurate inference of thin film elastic properties, 
including contributions of the underlying, stiffer substrate [251-256], and uncertainties of 
the indenter contact area [257-259]. Although the determination of Young’s modulus 
from cantilever deflection also requires some modeling to reduce experimental errors and 
uncertainties [260,261], the data obtained in this work (Fig. 7.8) are a more direct 
inference of elastic moduli. Uncertainties associated with the modeling are reduced by 
acquiring measurements at different effective cantilever lengths (Fig. 7.5). Further, the 
general accuracy of this approach is supported by agreement with the literature for other 
(Pd-based) metallic glasses, in terms of the relative difference between the moduli of bulk 
glass samples and the corresponding thin films [226,227]. Moreover, even if the absolute 
values of Ef obtained from cantilever measurements are inaccurate, the high 
compositional resolution afforded by the cantilever approach renders the comparison 




Additionally, an important advantage of the cantilever approach is that calculation of Ef 
via this method does not require knowledge of the Poisson’s ratio υ of the sample. In 
contrast, indentation requires this second elastic constant to determine E of the sample 
[251,263], and this value is typically assumed rather than measured directly. In a few 
metallic glass systems, the compositional dependence of υ has been reported to be 
complex and non-monotonic [216,262,264], and it has been argued that this is related to 
the non-monotonic compositional dependence of ductility. Consequently, the 
assumptions made about υ may not be correct in calculation of Ef from indentation 
measurements. Further, as mentioned earlier, it has been postulated that glass-forming 
ability (GFA) correlates with ν [13,180]. Given our recent finding of a strong 
compositional dependence of GFA (Chapter 5), one would therefore expect a strong 
compositional dependence for ν.  Our finding that Ef does not correlate in the same way 
with GFA indicates that other techniques that measure moduli dependent on both Ef and ν 
can be used to search for correlations between ν and GFA.  
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7.1.4 Conclusions  
 
In summary, combinatorial deposition of amorphous Cu-Zr films on microscale 
cantilever arrays enabled facile determination of correlations between the composition 
and Young’s moduli of these films. AFM-based deflection of the cantilevers 
demonstrated a monotonic increase in Young’s modulus with increasing at.% Cu, with no 
significant outliers. Further, we found that these elastic moduli are approximately 25% 
lower than that reported for bulk Cu-Zr glasses over the same compositional range. We 
attribute this difference to the higher effective cooling rate during sputter deposition, as 
compared to bulk metallic glass synthesis.  Such cantilever-based surveys of correlations 
between composition and mechanical properties can be obtained more quickly and with 
higher compositional resolution than measurements on bulk or conventional thin film 
samples of fixed composition.  In addition, the use of cantilever deflection instead of 
indentation simplifies the calculation of film elastic moduli and, importantly, does not 
require measurement or assumption of values for Poisson’s ratio in amorphous metallic 
alloys.  
 178 
7.2 Measurement of coefficients of thermal expansion of amorphous  
Cu-Zr films 
 
7.2.1 Experimental details and the analytical model for CTE calculation 
 
The preparation of the cantilever samples used in the CTE measurements followed the 
description provided in section 7.1.2 (experimental details for the Young’s modulus 
measurement). The only difference was that the Cu-Zr films were capped by 50±5nm 
thick Pt layer, to avoid oxidation during annealing. 
 
The in-situ CTE measurements were performed on a home-built hot plate, which was put 
on the stage of the Veeco interferometer (section 3.2.4), as illustrated in Fig. 7.9. In the 
experiments, the room-temperature tip deflections of the 10μm by 50μm cantilevers were 
measured with the interferometer at the beginning. Then, the cantilevers were heated to 
50˚C, 60˚C, 70˚C, and 80˚C respectively, where the deflections were measured at each 
temperature. According to the Veeco engineer [135], the highest temperature that the 
interferometer lenses can withstand is 50˚C. When the temperature at the surface of the 
hot plate is about 80˚C, the temperature around the lens was found to be around 50˚C , as 
measured using a thermometer. Therefore, 80˚ C was chosen as the highest temperature  




To exclude the contribution of any irreversible processes (e.g. structural relaxation) to the 
cantilever deflection during heating, before actual measurements, the samples were pre-
annealed at 80˚C for 20 minutes. Afterwards, the cantilever tip deflections were 
confirmed to be identical at a fixed temperature in both heating and cooling cycles, i.e. 
the thermal response of the cantilevers below 80˚C is entirely reversible after the pre -
anneal treatment.  
 
Fig. 7.9 In-situ setup for the CTE measurements. 
 
As discussed in Chapter 2 (2.2.1.2), different CTEs of the film and the substrate materials 
cause a mismatch strain, 
      Tfsm ∆−= )( ααε ,    Eq.7.12 
where ΔT is the temperature difference between the initial and final states, and 
fα and sα are the CTEs of the film and the substrate, respectively. Using the analytical 
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model provided in Chapters 2 and 5, and knowing the CTE of SiN and Pt layers, the 
thermal mismatch strain εm can then be calculated. Fig. 7.10 shows a typical data set for 
the CTE calculation. The data points correspond to the thermal mismatch strains between 
the Cu-Zr layer and the SiN cantilever (substrate) at the four temperature differences 
relative to the initial temperature (room temperature at 25˚C). A linear fit was performed 
and according to Eq.7.12, the slope corresponds to the difference of the CTEs of SiN and 
the Cu-Zr layer. As mentioned earlier in Chapter 5 (5.2), the existence of a Pt layer will 
only add a fixed correction co-efficient term to the simple bi-layer results.  
 
Fig. 7.10 A typical mismatch strain vs. temperature difference curve for CTE calculation.  
 
The material properties used in the calculation were: hSiN=228±1nm, hPt=50±5nm, hCu-
Zr=161±5nm, KPt /108.8
6−×=α [238], KSiN /103.2
6−×=α [148], MSiN=267±10GPa 
[148,157], and MPt=200±10GPa [239], where h represents the layer thickness, α 
represents the CTE of each material, and M represents the biaxial modulus. The biaxial 
modulus of Cu-Zr amorphous film, MCu-Zr, is determined directly from the results 
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presented in section 7.1 (Fig. 7.8). Since there is not any convincing local variation in the 
trend in the Young’s modulus (E) of Cu-Zr amorphous films as a function of composition, 
for simplicity, a linear fit was performed on the data in Fig. 7.8, showing that the 
compositional dependence of the Young’s modulus can be approximated as 
      )1.34.26()05.056.1( ±−±=− xE ZrCu ,   Eq.7.13 
where x is the atomic percent of Cu in the film (Cu at. %), and the unit of the modulus is 
GPa. Assuming a Poisson’s ratio of υ=0.36 [180], and because the biaxial modulus 
satisfies MCu-Zr=ECu-Zr/(1- υ), we can then find the compositional dependence of MCu-Zr to 
be 
      )8.43.41()08.044.2( ±−±=− xM ZrCu .   Eq.7.14 
 
7.2.2 Results and discussion 
 
Fig. 7.11 shows the calculated CTE of Cu-Zr amorphous films as a function of Cu atomic 
percentage. Similar to the compositional dependence of Young’s modulus, it is clearly 
shown that there is a general trend of increasing CTE with increasing Cu content, while it 
is very hard to say if there is any local trend at certain Cu-Zr compositions, including the 
compositions around Cu64Zr36, Cu56Zr44, and Cu50Zr50, where peaks of amorphous 
packing efficiency and glass-forming ability were discovered [23]. 
 
The generally increasing trend of CTE with increasing Cu content is not unexpected, as 
pure Cu has a significantly higher CTE ( KCu /105.16
6−×=α v.s. KZr /107.5
6−×=α ) 
than that of pure Zr  [238]. Also, the order of magnitude of the measured CTE data is 
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roughly the same as the CTE as is calculated from the CTEs of the other metals using a 
rule-of-mixtures approach.   
 
Fig. 7.11 CTE as a function of Cu atomic percentage (at. %) of amorphous Cu-Zr films. 
 
To the best knowledge of the author, there are only a few publications that discuss a 
possible relationship between CTE and GFA [228-232], and their conclusions are quite 
controversial. Louzguine-Luzgin, et. al. [232] argued that a high CTE would favor a high 
GFA, since a liquid with higher CTE would undergo a larger volume contraction upon 
quenching from the melt, so that it would become easier for the liquid to achieve the 
critical free volume content (and subsequently, the critical viscosity value) required for 
vitrification [25-27]. Although literature results on Al-based glass-forming alloys seem to 
support this proposal [229,230], an opposite correlation was observed in Zr-based and 
Gd-based systems [228,231].  
 
The effect of different amorphous packing efficiency on CTE can be understood from the 
relaxation behavior of metallic glasses. Fig. 7.12 shows a typical thermal expansion curve 
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where a Cu-Zr-Ti-Pd glass sample was annealed below its glass transition temperature 
[232]. The as-prepared sample was heated from room temperature, and the volume 
expansion curve is roughly a linear function of temperature up to around 480K, indicating 
a constant CTE (route A). In the temperature range of 480K-693K, structural relaxation 
of the glass caused a deviation from linear expansion as the excess free volume annealed 
out. During the cooling and second heating process, the thermal expansion curve 
becomes linear again (route B). From the slopes of route A and route B, the CTE of the 




Fig. 7.12 The thermal expansion of a Cu-Zr-Ti-Pd metallic glass being annealed under its 
glass transition temperature. The vertical axis is the ratio between the sample volume at 
temperature T (VT) and the initial volume at room temperature (V0) [232].  
 
Since glasses in the as-prepared and relaxed states have different free volume contents 
(as-prepared>relaxed), the CTE extracted from routes A and B can be used to study the 
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correlation between the thermal expansion and amorphous packing efficiency in metallic 
glasses. Unfortunately, based on the data available to date, there does not seem to be a 
conclusive correlation existing these two properties. In particular, although relaxation (i.e. 
more densely-packed glassy state) would lead to a higher CTE in Zr-Ni-Cu-Al [233] and 
Cu-Hf-Ti-Pd [234] systems, a slight decrease or no change in CTE was observed after 
relaxation is more often observed, as also shown in  Zr-Ti-Cu-Ni-Be [235], Cu-Zr-Ti-Pd 
[232],  Ni-Si-B [236], Fe-Ni-Si-B [236,237] systems.  
 
Since the CTE of metallic glasses seems not to have any convincing correlation with 
either glass-forming ability or the amorphous packing efficiency, it is not a surprise to 
observe that the CTE of amorphous Cu-Zr films (Fig.7.11) does not show any anomaly 
around the compositions corresponding to peaks in glass-forming ability and amorphous 
packing efficiency. Further studies should be done in order to clarify the significance and 
implications of the CTE of metallic glasses on glass formation and packing density (if 








Chapter 8 Summary and future work 
 
8.1 Summary of the results 
 
In previous chapters, the author has shown that the micro-cantilever platform can be used 
to measure various materials properties, such as the stresses and density changes upon 
crystallization of amorphous films, as well as the elastic moduli and coefficients of 
thermal expansion of amorphous films.  Major findings and conclusions of this thesis 
include: 
 
- The crystallization-induced stress in phase change films (Ge2Sb2Te5) is a function 
of thickness and whether or not the film is covered by a capping layer. The 
measured stress increases when volume changes are increasingly mechanically 
constrained. This phenomenon can be explained in terms of a thickness-dependent 
yield stress of the phase-change layer. Additionally, it was found that a thin 
capping layer has a profound effect in suppressing stress relaxation in the phase-
change film, due to further constraints on inelastic deformation. 
 
- We have shown that cantilevers coated with phase-change films can be used to 
make optically-triggered micro-actuators. We developed criteria for materials 
selection and optimization of device dimensions in order to obtain the largest 
possible actuation angles and deflections. The analytical model was verified 
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experimentally by crystallizing phase-change films on cantilevers of different 
lengths.  
 
- By using arrays of micro-cantilevers with combinatorial thin film deposition 
techniques, we measured the density change on crystallization of binary (Cu-Zr) 
and ternary (Zr-Cu-Al) alloys.  The density change was determined by measuring 
the deflection of cantilever tips before and after crystallization.  Because of the 
small size and spacings of the cantilevers, density changes can be determined with 
high-compositional resolution over a range of alloy compositions. In the Cu-Zr 
and Zr-Cu-Al systems, we found a clear correlation between small density 
changes and high glass-forming abilities.  
 
 
- We measured the compositional dependence of Young’s modulus of amorphous 
Cu-Zr thin films coated on SiN micro-cantilevers, by measuring the deflection of 
the cantilevers when point loads were applied. We found that the modulus 
increases monotonically with increasing Cu content, without showing peaks at 
particular compositions. Further, we found that these elastic moduli are 
approximately 25% lower than that reported for bulk Cu-Zr glasses over the same 
compositional range. We attribute this difference to the higher effective cooling 
rate during sputter deposition, as compared to bulk metallic glass synthesis. 
Compared to measurements on bulk samples, the cantilever-based survey of 
Young’s modulus as a function of composition allows much more rapid analyses, 
since bulk sample preparation is time-consuming and labor-intensive. In addition, 
 187 
beam bending measurements have advantages over modulus measurements by 
indentation in the relatively simple data interpretation process and because 
Young’s modulus can be measured independently of Poisson’s ratio.  This 
capability can provide a test for mechanically based theories for ease of glass 
formation. 
 
- By making in situ measurements on cantilever tip deflection with an optical 
profilometer, we measured the compositional dependence of coefficient of 
thermal expansion (CTE) of amorphous Cu-Zr thin films coated on SiN micro-
cantilevers. It was found that, in general, the CTE of amorphous Cu-Zr films 
increases with increasing Cu content, while there are not notable local variations 
around compositions corresponding to peaks in glass-forming ability and 
amorphous packing efficiency. Further studies are needed in order to clarify the 
significance and implications of the CTE of metallic glasses.  
 
In brief, we have developed a new experimental methodology of using micro-cantilever 
arrays combined with a combinatorial deposition approach and demonstrated the fast 
screening of materials’ properties over large composition ranges with high compositional 
resolution. The application field of this method includes, but is not limited to the study of 
atomic packing efficiency of amorphous materials, stresses associated with phase 
transformations, and elastic constants of materials. Potentially, it may also have important 
technological impact in the future, as illustrated in the application of phase-change 
materials as optically-triggered actuators. 
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In particular, the results obtained in this project have important implications for future 
studies of metallic glasses. As the peaks in the amorphous packing efficiency found in the 
Cu-Zr systems cannot be explained by current structural models of metallic glasses, our 
work provides new data to prompt improved atomic structure modeling. Additionally, 
since it has been postulated that glass-forming ability (GFA) correlates with ν [180],  
given the strong compositional dependence of GFA found in the Cu-Zr system, one 
would expect a strong compositional dependence for ν.  Our finding that the Young’s 
modulus (E) does not correlate in the same way with GFA indicates that other techniques 
that measure moduli dependent on both E and ν can be used to search for correlations 
between ν and GFA.  
 
A few possible follow-up experiments will be proposed in the following section, whose 
results may serve the purpose of strengthening the conclusions made in this current work, 
and/or extend the application field of the cantilever approach. Those future works include 
the study on the structural relaxation behavior, fracture toughness, and fatigue life of 
amorphous thin films. In addition, the author will re-visit the reversible actuation 
concepts discussed in Chapter 4 (4.4), and investigate the possibility of using amorphous 







8.2 Future work 
 
8.2.1 Structural relaxation of amorphous thin films 
 
From Chapter 1, we know that the amorphous state is a meta-stable state, and depending 
on the actual cooling rates, glasses of different densities can form (Fig. 1.1). When a 
glass is heated below its glass transition temperature (Tg), the system will lower its free 
energy by structural relaxation, and the glass will normally become more dense (from 
glass B to glass A in Fig. 1.1). 
 
If a stress σ is present in the film, structural relaxation can reduce the stress through 
stress relaxation, which satisfies [121]: 







σ       Eq.8.1, 
where η is the viscosity of the film and Mf is the biaxial modulus of the film. Therefore, 
the stress relaxation behavior is both time-dependent and temperature-dependent. By 
monitoring the change in film stresses as a function of time and temperature, the viscosity 
of the film can be calculated.  
 
Such measurements will be important in the context of this current thesis. In the study of 
amorphous Cu-Zr films (Chapter 5), based on the free volume theory [25-27], we 
proposed that the correlation between the peaks in glass-forming ability and the density 
change minima around Cu50Zr50, Cu56Zr44 and Cu64Zr36 (Fig. 5.5) is associated with the 
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viscosity in the undercooled liquid, while no direct measurements of viscosity have been 
made.  The determination of viscosity will provide a verification of this proposal and 
allow for a more thorough study on the correlation between glass formation, amorphous 
packing efficiency, and the kinetic parameters in the amorphous phase.   
 
The cantilever structure should be ideal for such measurements. When the cantilevers are 
coated with amorphous films, because of the low thickness of the SiN layer, their tip 
deflections would be very sensitive to small changes in film stresses. This would result in 
accurate determination of viscosity. While, the greatest challenge of these proposed 
experiments is the construction of an in situ stress measurement setup. In situ capability 
is necessary since the solution of Eq.8.1 requires the time dependence of film stresses 
(i.e., the time dependence of the tip deflections). Furthermore, due to the small sizes of 
the cantilevers, this setup should also be equipped with a microscope. Finally, if the 
amorphous film is easily oxidized (like the Cu-Zr film studied in this thesis), the entire 
setup has to be put inside a vacuum chamber when the sample is being annealed at 
elevated temperatures. Therefore, the construction of such a system would demand not 
only significant effort, but also expertise in both optics and vacuum technology.  
 
8.2.2 The fracture toughness and fatigue life of materials 
 
When a cantilever is loaded with a point force at its tip, the maximum tensile stress 
occurs at the top surface of the beam at the support [148], near which fracture will occur 
once the load increases to a critical value. By applying sufficient force to cause fracture, 
 191 
the fracture toughness of the material can be determined [241-246]. Alternatively, if a 
cyclic loading is applied, as shown in Fig. 8.1 [247], the fatigue life of the material can be 
determined [241,247-249]. In both fracture and fatigue tests, improved statistics can be 
obtained through use of pre-notching with a focused ion beam (FIB) [241-243,246], and 
the material to be studied will not be limited to metallic glasses or phase-change materials. 
Those measurements will provide quantitative knowledge of materials’ behavior when 
they are used in structural applications, and will help predict the materials’ failure mode 
and life-span.    
 
Fig. 8.1 Schematic setup of fatigue test by sinusoidal strain-time cycles [247]. 
 
The above-mentioned fracture and fatigue tests could be conducted in the Nano Lab at 
MIT (8-114), since according to the research scientist in charge of the lab [208], the 
“Hysitron TriboIndenter” in the lab is capable of performing dynamic measurements and 
can apply a cyclic point load at a frequency of up to 40Hz. Nevertheless, a new set of 
cantilevers that are thicker than the ones used for the current project must be fabricated. 
As mentioned in Chapter 7 (7.1.1.1), the cantilevers of roughly 200nm-300nm thickness 
were found to be inappropriate for measurements using the Hysitron indenter because of 
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their mechanical softness. The fabrication of new cantilevers would require determination 
of new process parameters, such as the photo resist thickness, exposure time, and etc. 
Furthermore, thicker SiN cantilevers will normally require correspondingly thicker films 
deposited on top, and the control of the residual deposition stresses in those films may 
then become a big challenge.   
 
8.2.3 Optically-triggered actuator based on amorphous metallic thin films 
 
In Chapter 4 (4.4.4), we mentioned that the phase-change thin films are promising 
materials for bi-stable, optically-triggered micro-actuators. We did not attempt laser 
amorphization of the phase-change materials, since we did not have access to a laser with 
the short nanosecond pulse widths needed for amorphization. An alternative approach is 
to use materials that form glasses at lower quench rates, such as metallic glasses. As 
mentioned in Chapter 1 (1.3.3.1), bulk metallic glasses developed in recent years only 
require a critical cooling rate of 102-103K/s [17-19,23,29], instead of the typical 109-
1010K/s [99,100] required for phase-change materials. Therefore, for amorphous metallic 
thin films, a pulse generator with micro- or even milli- second pulse widths connected to 
a laser diode may already be sufficient for amorphization. This would relieve most of the 
restraints set by currently available experimental equipment.  
 
Laser amorphization of metallic films may face a few challenges. Unlike phase-change 
materials, where the optical contrasts between their crystalline and amorphous states can 
be easily differentiated under an optical microscope (Figs. 4.3 and 4.9), there is no such 
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notable optical contrast between the crystalline and amorphous states of metallic glasses. 
This would lead to difficulty in determining the threshold laser power for 
crystallization/amorphization, as well as determining whether the phase transformation is 
complete through the entire film thickness (section 4.4.2). In addition, the fact that the 
cantilever is bent upward after crystallization (as opposed to flat) would complicate the 
laser focus regulation, which is necessary for a reproducible power density on the sample 
during amorphization. Last but not least, the cooling of the films will be aided by the 
thermal conduction to the SiN cantilever instead of the substantially thicker Si substrate. 
This will make melting of the film easier on cantilevers but make rapid quenching harder. 
Significant effort may then be needed to fine-tune the width and power densities of the 
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