In this paper, we consider the eigenproblems for Latin squares in a bipartite min-max-plus system. The focus is upon developing a new algorithm to compute the eigenvalue and eigenvectors (trivial and non-trivial) for Latin squares in a bipartite min-max-plus system. We illustrate the algorithm using some examples. Furthermore, we compare the results of our algorithm with some of the existing algorithms which shows that the propose method is more efficient.
Introduction
Time evolution of discrete event dynamic systems can be described through equations composed using three operations the maximum, the minimum and the addition. Such systems are described as min-max-plus systems. The bipartite min-max-plus systems are determined by the union of two sets of equations: one set of equations containing the maximization and the addition; and another set of equations containing the minimization and the addition.
Max-plus algebra has many applications in mathematics as well as in different areas such as mathematical physics, optimization, combinatorics, and algebraic geometry [7] .
Max-plus algebra is used in machine scheduling, telecommunication networks, control theory, manufacturing systems, parallel processing systems, and traffic control [3, 4, 6] .
Max-plus algebra is also used in image steganography [9] . In [10] , the author has described the whole Dutch railway system by a max-plus system.
The eigenproblems for a matrix A of order n × n are the problems to find out an eigenvalue λ and the eigenvector v, such that Av = λv. In this article, we consider eigenproblems for the bipartite min-max-plus systems. A power algorithm has been presented to calculate the eigenvalue and eigenvectors for such systems [12] . M. Umer et al. [13] develop an efficient algorithm to determine the eigenvalue and eigenvectors.
In [11] , the authors have demonstrated that the presence of eigenvectors (non-trivial) depends upon the position of the greatest and the least elements in the Latin squares in a bipartite min-max-plus systems. For further study of eigenproblems for discrete event systems, see [1, 2, 5, 11, 12 ].
An algorithm is developed in this paper, that can calculate the eigenvectors corresponding to an eigenvalue λ. In particular, we apply this algorithm to find out the eigenvectors (trivial and non-trivial) for Latin squares in a bipartite min-max-plus systems.
The structure of the paper is along these lines. First of all, some preliminary notions and bipartite min-max-plus systems are presented in section 2, then a robust algorithm is developed for determining the eigenvalue and eigenvectors of such systems. In section 3, we present these systems for the Latin squares and calculate trivial and non-trivial eigenvectors for such models. The paper is concluded by presenting some conclusion and remarks in section 4.
Bipartite min-max-plus systems
First of all define R ǫ = R ∪ {ǫ}, R τ = R ∪ {τ }, where ǫ = −∞, τ = +∞, and R is the set of real numbers. A matrix or a vector containing all components equal to −∞ is represented by ǫ, whereas a matrix or a vector containing all components equal to +∞ is represented by τ . n denotes the set of first n positive integers. The following scalar operations are introduced as; r ⊕ s = max{r, s}, for each r, s ∈ R ǫ r ⊕ ′ s = min{r, s}, for each r, s ∈ R τ r ⊗ s = r + s, for each r, s ∈ R.
The algebraic structure R min = (R τ , ⊕ ′ , ⊗) represents min-plus algebra and R max = (R ǫ , ⊕, ⊗) represents max-plus algebra. Since in both R min and R max the multiplication operator is defined by addition, therefore in both systems the notation for multiplication operator is the same.
The collection of all matrices of order m × n in min-plus and max-plus algebra is represented as R 
One can see that the notation of the multiplication operator in both systems is different. The addition is defined as maximum (minimum) in R max (respectively, R min ). A bipartite min-max-plus system can be represented as;
where u i (l), a ij ∈ R ǫ ; w j (l), b ji ∈ R τ ; l ∈ W for all i ∈ m; j ∈ n. These equations can be written as;
The above equations can be denoted as;
where
Compactly, the above system can be written by a mapping M(·), such that
For a system of type (2), the notion of eigenvalue and eigenvectors is defined as follows. A real number λ ∈ R is said to be an eigenvalue corresponding to an eigenvector
Define A λ = −λ ⊗ A and B λ = −λ ⊗ B, corresponding to the eigenvalue λ of a system of type (2) . Also define
for l ∈ W, where u * (l) ∈ R m ǫ and w * (l) ∈ R n τ . The above system can be denoted as,
for l ∈ W. Let v be a vector, then N l (v) represents a vector obtained after applying N on the vector v by l times. A relation between (2) and (5) is shown in the following theorem.
Theorem 1. Let λ be an eigenvalue for a system of type (2) and
Proof. Since
Corollary 1. Let v be an eigenvector corresponding to the eigenvalue λ of a system of type (2) . Then
Theorem 2. Let λ be an eigenvalue of a system of type (2) and let
Proof. From theorem (1),
Now we present an algorithm in the following, which gives the eigenvectors corresponding to the eigenvalue λ.
Algorithm 1 Eigenvectors for systems of type (2) 1. Define A λ = −λ ⊗ A, and B λ = −λ ⊗ B.
2. Take an initial state vector x * (0).
, for l ∈ W, until there are positive integers r > s ≥ 0, such that x * (r) = x * (s).
Compute the eigenvector
5. If N (v) = v then v is the correct eigenvector and algorithm stops. Else if N (v) = v then go to the following step.
6. Take v as new starting vector and iterate x * (l + 1) = N (x * (l)), until for some t ≥ 0, it holds that x * (t + 1) = x * (t). Finally x * (t) is an eigenvector.
Theorem 3. Let λ be an eigenvalue and v be a vector computed as in the above algorithm
(1) for a system of type (2), then
Proof. From the given algorithm
) for all l ∈ {s, ..., r − 1} = x * (l + 1) for all l ∈ {s, ..., r − 1}.
These inequalities imply that
Lemma 2. Let v be a vector computed as in the above algorithm (1) for a bipartite min-max-plus system. Let (5) be restarted with x * (0) = v, then
, which implies that
Proof of algorithm 1 . Since the system ends up in a periodic behavior after a number By first assumption, there exist integers r > s ≥ 0, with x * (r) = x * (s). By Lemma (2), x * (l + 1) ≥ x * (l) for all l ∈ {s, ..., r − 1}. Our goal is to show that x * (l + 1) = x * (l) for all l ∈ {s, ..., r − 1}. Suppose on contrary that x *
. Because x * (r) = x * (s), therefore 0 > 0, a contradiction. Hence x * (l + 1) = x * (l) for all l ∈ {s, ..., r − 1}. Which completes the proof.
Latin Squares in Bipartite (Min, Max, Plus)-systems
A Latin square is a square matrix of order n, with elements from n independent variables over R + in such a way that each row and each column is a different permutation of the n variables [8] . In the following, an example of a Latin square of order 4 is given We consider the Latin squares of size n in a system of type (2) . We have four possibilities for the Latin squares in a system of type (2): (1) The entries of both matrices A and B are n; (2) The entries of matrix A are n ǫ and the entries of matrix B are n; (3) The entries of matrix A are n and the entries of matrix B are n τ ; (4) The entries matrix A are n ǫ and the entries of matrix B are n τ .
In this section, we consider Latin squares for systems of type (2) and algorithm (1) is extended to calculate the eigenvalue and eigenvectors for such type of systems. In [11] , authors show that for Latin squares in a system of type (2), the eigenvalue λ is determined
Therefore eigenproblems for Latin squares in a system of type (2) are more easy to answer. Now, we extend the algorithm (1) for Latin squares in a system of type (2) as follows:
Algorithm 2 Eigenvalue and Eigenvectors for Latin squares in a system of type (2) 1. Compute the eigenvalue as, λ = max(A) + min(B) 2 .
2. Define A λ = −λ ⊗ A, and B λ = −λ ⊗ B.
3. Take a starting vector x * (0).
Iterate (5)
, until for some integers r > s ≥ 0, it holds that x * (r) = x * (s).
Determine the eigenvector as,
6. If N (v) = v then v is the correct eigenvector corresponding to the eigenvalue λ and algorithm can stops. Else if N (v) = v then go to the following step.
7. Take v as initial state vector and iterate x * (l + 1) = N (x * (l)), until for some t ≥ 0, it holds that x * (t + 1) = x * (t). Finally x * (t) is an eigenvector.
Here we find the eigenvalue and eigenvectors for Latin squares in systems of type (2) by using algorithm (2) . First, recall the power algorithm for systems of type (2), proposed by Subiono [12] , then we compare it with algorithm (2).
To illustrate the algorithm (2) and algorithm (3), consider the following example. In (2), until for some p, there holds
is a correct eigenvector of system (2) .
this example, we consider a system of type (2), where A and B are Latin Squares with entries in n ǫ and n τ respectively.
Example 3. Let A and B are Latin Squares in a system of type (2), given as follows:
1. The eigenvalue λ is given as,
By algorithm (2),
Now, take the initial state vector
The following sequence is obtained, after iterating (5),
Since x * (6) = x * (0), therefore s = 0, r = 6. The required eigenvector v is computed as,
Now verify that either v is the correct eigenvector or not. So
Which shows that the eigenvector v is the correct eigenvector obtained by algorithm
2. For algorithm (3), take the initial vector
The following sequence is obtained, after iterating (2) 
Since x(6) = 12 ⊗ x(0). It follows that s = 0, r = 6, and c = 12. The corresponding eigenvector v is obtained as 12  12  11  12  11  10  11 11
Which is the correct eigenvector.
Remark 4. The main focus in this paper is to develop an efficient algorithm to find out the eigenvectors for systems of type (2) . Also, we have made numerical experiment to compare the algorithm (2) and algorithm (3).
It is clear by Example (3) , that for Latin squares in a system of type (2), the computation of eigenvectors using algorithm (2) is quit easy as compared to that of algorithm Which is quite difficult as compared to algorithm (2).
CONCLUSION
The eigenproblem of bipartite min-max-plus systems for Latin squares has been discussed in this work. An iterative algorithm was developed for the computation of the eigenvectors (trivial and nontrivial) for systems of type (2) . In particular, the computation of the eigenvalue and eigenvectors for Latin squares in a system of type (2) has been made by the proposed algorithm. In the end, a computational comparison has been given.
Similarly, one can derive an algorithm to calculate the eigenvalue and eigenvectors for separated min-max-plus systems.
