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Introduction
In this paper, the no-wait job shop problem with makespan minimization is addressed in a two-machine environment. The problem can be denoted as max 2 | | C nwt J according to the notation by Graham et al. (1979) . It is known that the two-machine job shop problem max 2 // C J has been optimally s olved by Jackson's well-known ) log ( n n O algorithm in Jackson (1956) . The considered problem is different from the classical job shop problem because of a n additional n o-wait constraint, i.e., consecutive operations of each job must be performed continuously without any interruption.
The traditional job shop problem is a theoretical concept rooted in many real life problems. It is well known to be NP-hard in the strong sense (Lenstra and Rinnooy, 1979) and has been intensely investigated during past decades (Jain and Meeran, 1990, Blazewicz et al., 1996) . Based on these investigations, the research has been extended to focus on more concrete cases raised from industrial applications, such as dynamical job s hop problems which consider random job arrivals and machine breakdowns (Zandieh and Adibi, 2010 ) and flexible job shop problems which allows an operation of each job to be executed by any machine out of a set of available machines (Amiri et al., 2010 , Rajkumar et al., 2010 . (Rajendran, 1994, Raaymakers and Hoogeveen, 2000) , steel production (Wismer, 1972) , computer systems (Reddi and Ramamoorthy, 1973) , semiconductor testing facilities (Ovacik and Uzsoy, 1997) , surgical processes (Dinh-Nguyen and Andreas, 2008) , and production of concrete wares (Grabowski and Pempera, 2000) .
Despite its relevancy and importance, little attention has been paid to the problem w ith a no-wait constraint from either a theoretical o r computational perspective. Hall and Sriskandarajah (1996) reviewed the computational complexity of a wide variety of no-wait scheduling problems and showed that the considered problem is difficult, especially for large-size instances. It was proven to be NP-Hard in the strong sense even for two-machine cases (Sahni and Cho, 1979) . Recently, even stronger statements regarding its complexity were proven in Woeginger (2004) , in which the approximability of the no-wait job shop scheduling problem is investigated and two cases were proven to be APX-Hard: (1) the case of two machines with, at most, five operations per job, and (2) the case of three machines with, at most, three operations per job. Bansal et al. (2005) showed that the problem admits a polynomial time approximation scheme if each job has, at most, two operations and the number of machines is a constant.
Some approximate algorithms have been developed for specific production systems. A decomposition approach making use of fuzzy logic and an algorithm based on a Tabu search were developed for the scheduling problem of no-wait manufacturing processes in Macchiaroli and Mole (1999) . Raaymakers and Hoogeveen (2000) characterized the scheduling problems in multipurpose bath process industries as multiprocessor no-wait job shop problems with overlapping operations and proposed a simulated annealing algorithm. Ovacik and Uzsoy (1997) focused on the scheduling problems in semiconductor manufacturing and formulated the factory scheduling problem as job shop problems with a no-wait feature. They addressed time-based decomposition (rolling horizon) procedures combining a degree of global information with optimization to make dispatching decisions. All of these approximation procedures are focused on specific production environments; therefore, no results on known benchmark instances are given in these papers. Meloni et al. (2004) investigated the job shops with blocking or no-wait constraints and reported on an extensive study on the applicability of a meta-heuristic approach called rollout or pilot method. Mascis and Pacciarelli (2002) formulated the problem by means of an alternative graph and developed branch and bound algorithms. Two local search algorithms VNS (variable neighborhood search) and GASA (hybrid simulated annealing/genetic algorithm) were proposed for the considered problem by Schuster and Framinan (2003) . Then they implemented a complete local search with memory (CLM) to further improve the computational results on the benchmark instances (Framinan and Schuster, 2006) . Schuster (2006) also developed a fast Tabu search for the problem. Based on his literature, we previously proposed a complete local search with limited memory (CLLM) (Zhu et al., 2009) .
In this paper, a greedy search is presented for the problem
. It is composed of two components, respectively, for the timetabling problem and the sequencing problem. The timetabling problem is to find an optimal timetable for a given sequence and calculate its makespan. The sequencing problem is to search for the best sequence which has the minimal makespan. The timetabling problem can be solved by a divide and conquer approach in polynomial time complexity. By transforming the considered problem into a no-wait flow shop problem as in Liaw (2008) , the obtained timetable can be enhanced by the well-known Gilmore and Gomory algorithm (Gilmore and Gomory, 1964) . The greedy search is proposed for the sequencing problem.
The rest of the paper is organized as follows. In Section 2, a problem description and notations used in the paper are presented. A divide-and-conquer approach is introduced to optimally solve the timetabling problem in Section 3. In Section 4, a timetable enhanced method is proposed based on the well-known Gilmore and Gomory algorithm. The greedy search algorithm is proposed in Section 5. Finally, the experimental results are shown in Section 6, followed by conclusions in Section 7.
Problem Statement
This paper addresses a scheduling problem in which n jobs are processed on two machines 1 M and 2 M . Each job has to be processed on each machine exactly once by its specific processing route and any waiting time between two consecutive operations is not allowed. A processing sequence is a permutation  of the set of jobs and denoted as vector (
). For the sake of convenience, the jobs with the first operation processed on 1 M are called the positive jobs and the jobs with a reversed processing route are called the negative jobs, as shown in Fig. 1 .
is used to describe a positive job
is used to describe a negative job. The considered problem is usually decomposed into two sub-problems: (1) the sequencing problem, in which a processing sequence of an optimal schedule is found for a given no-wait job shop problem, and (2) the timetabling problem, in which the optimal schedule which has the minimal makespan is found for a given processing sequence. In the paper, a polynomial algorithm based on the divide-and-conquer approach is proposed to solve the timetabling problem of a two-machine no-wait job shop problem.
Proposed Divide-and-conquer Method
If all jobs in a given processing sequence
 are negative/positive, the corresponding optimal timetable can be figured out in polynomial time using the Nondelay Timetabling method (Framinan and Schuster, 2006) . However, this method cannot guarantee to get the optimal timetable for a given sequence which contains both positive and negative jobs. Since there are only two kinds of jobs (positive and negative) in the considered problem, the timetabling problem is not so hard to solve after thoroughly investigating the job characteristics and the no-wait constraint. A divide-and-conquer method is developed to solve the timetabling problem in polynomial time for two-machine cases.
Two kinds of Super Job
Given a processing sequence
, the starting time of each job is suggested to follow a time order. In this paper, the time order of the second operations
is considered and the order is called the secondary time order.
The purpose of constructing an optimal timetable is to find a feasible set of starting times following the time order with the minimal makespan. 
For any two consecutive jobs
 can only intertwine with one of its adjacencies (
 , it is called a separated job and denoted as
Partner sequence
In a feasible solution, a job is either a separated super job or intertwined with one of its adjacent jobs. For two intertwined jobs which form an intertwined super job, one of them can be taken as the other one's partner. For a job forming a separated super job, its partner is itself.
Solutions of t he considered problem can be codified by two vectors: a processing sequence  and its corresponding partner sequence  where
). Initially, all items in  are set to NULL .
Once all jobs' partners are fixed, i.e.
), the starting time of each job can be determined. However, a sequence can be mapped to a lot of partner sequences, while only a few of them can lead to the optimal timetable. Finding the optimal timetable for a given sequence can be equivalent to constructing the best partner sequence.
Divide and Conquer
A recursive method is introduced to divide the timetabling problem into several independent parts and solves them recursively by calling itself. The recursive scheme is the well-known divide-and-conquer approach (DC).
Simply dividing a sequence into several parts and conquering each part individually are not suitable for the problem in this paper, since these parts are not independent to each other. However, based on the characteristics of super jobs, the DC scheme is still available for the considered problem. Suppose ) ,
(  
OPT denotes the function which outputs the optimal makespan with two parameters: a processing sequence  and its corresponding partner sequence  . ) , ( q p  is a subsequence containing jobs of  between two specified indices p and q , i.e.
Theorem 1. Given a sequence  and its partner sequence
can be divided into two subproblems as follows: 
. The Gantt chart of the optimal schedule with
can be split into two parts as depicted in Fig. 4 , where one part is ended with t he super job
and the other part is started with
. Both parts are independent to each other. Therefore, ) ,
OPT is equivalent to the sum of the optimal makespan of two parts minus their overlap. The overlap is the processing time of the super job
In Theorem 1 , a sequence is divided into two subsequences with a n assumption that one job's partner is given. However, at the very beginning, no job has its partner fixed. In order to apply Theorem 1, one job's adjacencies should be
The DC cases are described as follows. 
, where
. Theorem 1 can be applied to this case by dividing the problem into four independent subproblems.
Similar to the case (2),
. The problem can be divided into four independent subproblems.
. Theorem 1 can be applied to this case by dividing the problem into six independent subproblems.
The indexes of the first NULL item and the last NULL item in  are denoted as f and l , respectively. For each division, job indexed by 
The base case of the recursion
In each division, the problem is divided into the left parts with the last one or two jobs' partner fixed and the right parts with the first one or two jobs' partner fixed. 
.e. at most two items in  are NULL . Then the recursion stops and the best makespan of the subsequence is returned. The base cases are described as follows.
Under this case, the current subsequence is composed of super jobs. The best makespan is equal to the sum of the durations of all super jobs minus the maximal overlaps between any two consecutive super jobs. Fig. 5 
[l  is the only job with its partner undetermined. Therefore, ] [l  cannot be anyone's partner except itself. Fig. 7 shows the pseudo-code for this case. Fig.   8 shows the pseudo-code for this case.
Base case (3)
1   f l In this case, only ] [l  and ] [ f  are NULL in  . ] [l  can be ] [l  or ] [ f  .
Description of the Divide-and-Conquer Method
Based on the base cases, DC timetabling method can be constructed as depicted in Fig. 9 .
The worst case scenario happens when in every recursion, the condition of
Step 9 is true, i.e., 6 half-size input instances have to be considered. Let ) (n T denote the worst-case running time on the input instances of size n . In each recursion, the algorithm divides the input into at most 6 pieces of size 
A Timetable Enhancing Algorithm
Gilmore and Gomory converted the two-machine no-wait flow shop problem into a TSP which can be solved in ) log ( n n O time complexity (Tapan et al., 2006) . The schedule obtained by DC can be mapped to a two-machine no-wait flow shop problem and further improved by the Gilmore and Gomory algorithm (GG).
By performing the DC, the best partner sequence  of the given sequence  is obtained. Then, a set of s uper jobs can be constructed as
. Each super job is tranformed to a no-wait flow shop type job as in Liaw (2008) . Similar to the description of the positive job and the negative job, a super job
can be described as following.
(
Given a discription of a super job, its corresponding no-wait flow shop type job can be decribed by a body, a head, and a tail as in Liaw (2008) . 
. The length of t ail GG algorithm still applies to the two-machine no-wait flow shop problem with negative length operations. Thus, the optimal makespan for a certain set of super jobs can be calculated by the GG algorithm in the time complexity ) log ( n n O .
The schedule obtained by the DC method must satisfy the secondary time order. GG algorithm ignores the secondary time order constraint, but constructs the set of super jobs based on the output of DC. Therefore, the schedule obtained by the DC method can be improved by the GG method. algorithms. Other neighbor generating methods such as one-insertion can also be applied to generate new sequences to explore. The search will stop when no improvement has been made. Because the algorithm stops when no better solution can be found, it is a greedy search. Experimental results show that the initial processing sequence has no effect on the final result, therefore, an initial processing sequence is generated randomly in this paper. The precedure of the proposed greedy search is shown in Fig. 10 .
Proposed Greedy Search for Sequencing Problem
Since the number of iterations cannot be determined, the time complexity for the proposed search is unknown.
To illustrate the computational procedure of t he proposed greedy search algorithm, a 10-jobs 2-machines instance as shown in Table 2 is considered. An initial processing sequence randomly obtained is (3, 0, 5, 1, 7, 2, 4, 8, 9, 6 ) with makespan 249. Eight iterations are performed when the greedy search stops; the corresponding results are shown in Table 3 .
Computational Experiments
The proposed greedy algorithm ( GS ) is coded in Java and implemented on an Intel Core 2 Duo 2.2 GHz personal computer. Test problems with size n equal to 40, 80, 120, 160 and 200 are randomly generated. For each operation, an integer processing time is generated from the uniform distribution ] 50 , 1 [ U . For each problem size, 100 problem instances are generated.
In order to evaluate the performance of the proposed approach, the solution obtained is compared with a lower bound of the problem and the results obtained by the algorithm presented in Liaw (2008) . The lower bound adopted is based on the optimal solution of a r elaxed problem max 2 // C J which was optimally s olved in Jackson (1956) . The algorithm presented in Liaw (2008) adopted the GG approach as the timetabling method and Tabu search for the sequencing problem. Table 4 shows the average time consumption of DC and DC_GG. For each problem size, 10 test problems are generated and the proposed timetabling method performs on 100 randomly generated processing sequences for each test problem.
is the average CPU time in milliseconds for running DC on one processing sequence. Table 4 indicates that the CPU time required by the proposed timetabling method increases with the problem size. Although DC can find the best timetable in polynomial complexity, its exponent is approximately 2.58, which contributes to the high time requirement for large size problems. the maximum CPU time in second. GG_TS is the algorithm proposed in Liaw (2008) .
In order to show how much DC and GS contribute with respect to solution quality, the results obtained by GG_GS are compared to the other two algorithms.
As shown in Table 5 , the proposed algorithm can find 96% optimal solutions on average, while GG_TS and GG_GS can find 89% and 91% optimal solutions on average, respectively. avg D s of the proposed algorithm are better than these of GG_TS and GG_GS on all instance groups. max D s of the proposed algorithm are better than these of GG_TS except the instances of size 40 and size 80. max D s of the proposed algorithm are better than GG_GS on all instance groups. GG_GS requires a little more computation time than GG_TS, while the proposed algorithm requires more than 11 times of computation time than GG_TS at most.
The only difference between GG_GS and GG_TS is that they adopt different searching methods for the sequencing problem. Based on the comparison of these two algorithms, GS outperforms TS with r espect to solution quality. The proposed algorithm uses DC and GG as its timetabling method which is more complicated than that of GG_GS. Because the complexity of DC is ) (
, calculating a timetable consumes more CPU time with the increase of the problem size n . Therefore, the CPU time required by the proposed algorithm increases greatly with the increase of the problem size. However, it is affordable with respect to its effectiveness.
Conclusions
In this paper, a greedy search algorithm integrated with a divide-and-conquerbased timetabling method is proposed for the two-machine no-wait job shop problem with makespan minimization. The generic framework of the existing algorithms for the considered problem h as been adopted by decomposing a problem into the timetabling problem and the sequencing problem, which were solved by the proposed divide-and-conquer-based timetabling method and a greedy search, respectively. Result sequence Makespan 1 (4, 2, 8, 0, 5, 9, 3, 7, 1, 6) 248 2 (0, 6, 4, 8, 3, 9, 1, 7, 2, 5) 246 3 (4, 9, 0, 3, 7, 1, 2, 6, 8, 5) 238 4 (7, 1, 8, 0, 2, 9, 6, 3, 4, 5) 237 5 (3, 6, 9, 8, 0, 2, 5, 7, 1, 4) 236 6 (7, 6, 8, 9, 4, 1, 0, 3, 2, 5) 235 7 (6, 9, 7, 3, 4, 0, 1, 8, 5, 2) 232 8 (6, 9, 0, 5, 2, 4, 1, 8, 7, 3) 231 
