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1. INTRODUCTION 
The inverse problems in structural vibration are related to the determination or estimation of the 
physics properties of a vibrating system (density or mass, conductivity, elastic constants, crack 
lengths, etc.) from a known dynamic behavior (forced response, natural frequencies, current flow, 
stresses, etc.). An important class of these problems are detection problems, which consist of 
finding the amount and localization of changes in a structure. 
In particular, in this work we are interested in the damage detection problem, which appears 
increasingly interesting in areas such as civil, mechanical, and aerospace ngineering [1-5]. The 
damage detection problem consists of finding the location and severity of damage in a structure. 
In general terms, damage leads to a loss of local stiffness in a structure. It is necessary to compare 
two different states of the system, the first one reserved to represent the initial state, named state 
undamaged, and the second one, the state after the occurrence of damage. 
To detect the stiffness changes in the structure we propose to apply an inverse eigenvalue 
method for the reconstruction of the damaged system. The model used, which has generated 
much interest in the literature [6-8] as a prototype for vibrating structures, is a thin rod of 
length L governed by the equation 
EA ax / = PA -5~ ' 0<x<L,  t>0,  (1) 
where A - A(x) ,  E =- E(x) ,  and p - p(x) are the cross-section area, Young's modulus, and 
mass density per unit length, respectively. It is well known that for free vibration of frequency w, 
the longitudinal displacement u(x, t) can be written as u(x, t) = u(x)s in(wt) ,  where u =- u(x) 
satisfies 
d---x -~x +)~pAu=O,  0<x<L,  A=w 2. (2) 
For convenience, we will assume that the rod is uniform with fixed-free end conditions, i.e., 
attached left-hand and free right-hand end. 
To discretize quation (2), we consider the partition P = {x~ < X~+z, i = 0, 1 , . . . ,  n - 1} of the 
domain gt = (0, L) where h - 1/n = xi+l - xi, 0 < i < n - 1. Setting Ei - E (x i ) ,  pi =- p(xi), 
A~ - A(x i ) ,  u~ - u(x~) and using a finite difference scheme, equation (2) can be reduced to 
-k iu i -1  + (ki + ki+l)Ui - ki+lUi+l - )~miui = O, 1 < i < n, (3) 
where ki = (E iA i /h )  and m~ = p~A~h. The boundary conditions imply that equations in (3) can 
be written as 
(K  - )~M)u = 0, (4) 
where u = (ul, u2, . . . ,  u,)  T, M is a diagonal matrix, and K a symmetric tridiagonal matrix. 
It is well known that the discrete model of the rod, represented by equation (4), is a spring- 
mass system consisting of masses rni connected on-line by linear springs of stiffness ki. We denote 
this system by the pair (M, K). There are various inverse eigenvalue methods to reconstruct the 
system (M, K) from spectral data (see [6]). For example, if we are given the total mass, the 
spectra (),~)~ and (#~)~-1 of the system (M, K) with fixed-free and fixed-fixed end conditions, 
respectively, satisfying the interlacing property ),i < #i < )~i+1, 1 < i < n - 1, the Lanczos 
method can be applied in a suitable way to obtain the matrices M and K. 
In the next section, we define the structural damage involving geometric parameter of the 
rod. For this, we consider a finite element model of a homogeneous rod. An inverse eigenvalue 
procedure to detect damage in a homogeneous rod, which can be carried out from one eigenpair, 
will be developed. However, this procedure is sensitive to perturbations, and numerical examples 
show that a loss of accuracy in the reconstruction appears when the data are noisy. In Section 3, 
we use overdetermined data to decrease the sensitivity of the model. From a theoretical point of 
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view, this procedure is effective. However, the difficulty in obtaining the additional information 
makes this procedure more restrictive and expensive. In Section 4, we propose a new technique for 
filtering the information of a single eigenpair to obtain a realizable and less expensive procedure. 
2. DAMAGE DETECTION US ING ONE E IGENPAIR  
We assume that (M, K) is the spring-mass system related to a rod in its initial state (undam- 
aged) and the pair (M, K) is the spring-mass system in its damaged state. Since damage in a 
structure is related to the stiffness changes, a natural inverse igenvalue strategy for the damage 
detection problem is the following: 
• to measure the spectra (Ai)~ and (#i)~ -1 of the damaged system (M, K) and reconstruct 
the masses m~ and stiffnesses ki from (Ai)~' and (#i)~ -1, 
• then, the stiffnesses difference (fq - ki)~' will localize the damage in the initial system 
(M,K).  
According to equation (4) the stiffnesses and masses are strongly related to each other. The 
changes produced in the reconstruction of the damaged system affect the K and M matrices. 
Since the structural damage does not include changes in the masses, it is necessary to introduce 
a control parameter in the reconstruction to decrease the effect of the stiffness changes on M [2]. 
Since the determination of the optimal parameter requires additional work and, in practice, 
measuring the spectra ( *)1 and (#i)~ -1 can be very difficult, the strategy above is not the best 
way to solve the damage detection problem. 
Some results in the literature [1,5] as well as the opinion of structural mechanics pecialists 
suggest hat it may be suitable to consider the geometric parameters of the model to localize 
the structural damage. In this sense, we redefine the idea of structural damage as a reduction 
of the local effective area. Then, the model used must be reformulated in such a way that to 
discretize (2) depends only on the cross-section area (see [8]). 
We suppose that the model with the required properties i a homogeneous rod, where E and p 
are constants and the cross-sectional rea A varies. Then, the homogeneous rod is governed by 
the equation 
= - - .  (5) A ~ + A'Au = O, 0<x<L,  A' 
E 
The discretization of equation (5) can be obtained, for instance, by using a finite difference 
scheme or a finite element model. We will consider the discrete model of the rod by using this 
last approximation. Similar results are also obtained using a finite difference scheme. 
Setting A* = (A'/6n 2) and approximating equation (5) by finite elements we have 
(Az - )¢A~)u : 0, (6) 
where u : (Ul, u2, . . . ,  u~) T, 
-4+2 2(A2 + Aa) Aa 
A,~-I 2(A~_l + Am) An 
An 2An 
(7) 
and A~ : SA,~S - (1/2) D, with S -- diag{(-1) {, 1 < i < n} and D the diagonal of A~ (we omit 
the • on l ,  henceforth). 
We note that the i th equation in (6) can be rewritten as 
[(1 - -  2 )~)U i  - -  (1 J- .~)Ui_I] Ai - [(1 + l)U{+l - (1 - 2A)u{] Ai+l = 0, 1 < i < n, 
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with u0 = un+l = An+l - 0. Therefore, knowing the eigenpair (A, u) and the last area A,, we 
can determine recursively the remaining areas by 
( (1 + A)ui+l - (i - 2A)ui 
i=n-1 ,  n-  2 , . . . ,1 .  (8) 
Hence, a first procedure to detect damage in a homogeneous rod can be summarized as follows. 
ALGORITHM 1. DAMAGE DETECTION ALGORITHM USING ONE EIGENPAIR. 
Input :  The areas (A~)~-lof the initial rod, one eigenpair (A,u) and the n TM area A~ of the 
damaged rod, and tolerance ¢ > 0. 
A n Output : The areas ( i)1 of the damaged rod, and therefore, the amount and localization of 
the damage denoted by di = IJli -A i l ,  i = 1, 2 . . . .  ,p, with 1 < p < n. 
Compute Ai, i = 1,2, . . .  ,n  - 1, using (8) 
For i = 1 ,2 , . . . ,n -  1 
Compute d~ 
If (Id¢l < E • i~) 
~the ith area is not damaged' 
End if 
REMARK 1. The procedure is sensitive to perturbations and numerical examples how that a 
loss of accuracy in the reconstruction of areas appears when the data are noisy (see Example 3). 
A ~ PROPOSITION 1. Let (A,u) be an eigenpair of the rod with areas ( i)1. I fA~ > 0 and one of 
the following conditions is satisfied: 
(1) A > (ui - ui+l)/(u~+l + 2ui), i f  Ui+l + 2ui > 0 and A < (ui - u i -1 ) / (u~- i  + 2ui), g 
ui -1 + 2ui > O, 
(2) A > (lzi - lt i+l)/( It i+l --~ 21ti), if Ui+l ~- 2lti > 0 and )~ > (ui - ~t i -1)/(ui -1 -]- 2~ti), if 
Ui_ 1 "~- 2it i < O, 
(3) A < (u, - u ,+l ) / (u~+l  + 2ui), if u,+l  + 2ui < 0 and A < (u~ - u , - i ) / (u~- i  + 2 . , ) ,  if 
Ui--1 ~- 2Ui > O, 
(4) A < (U, -- U,+Z)/(U~+, + 2U,), if . ,+1 + 2.,  < 0 and A > ( . ,  - .~_~)/(.~_~ + 2.,), if 
u~-i + 2u~ < 0, 
r A '~- i  reconstructed by (8) are positive. then the areas ~ Z]l 
PROOF. Suppose (1) holds. Since ui+l + 2ui > 0 and ui-1 + 2ui > 0, we have 
A (ui+l + 2ui) > ui - u~+l and A (u~-i + 2ui) < u~ - ui-1 
or, equivalently, 
(1 - -~)U i+I  - -  (1  - -  2~)Ui > 0 and (1 - 2A)ui - ( l+A)u i -1  > 0. 
It follows that 
(1 +/~)ui+ 1 - -  (1 - 2A)ui 
>0 
~ = (1 - 2A)u~ - (1 + A)u~_l 
and, since A,, > 0, the areas A~ = aiAi+l  > 0, i = n - 1,n - 2 , . . . ,  1. If condition (2) or (3) 
or (4) holds, then applying analogous arguments, the result is obtained. | 
EXAMPLE i. Consider a uniform rod of length 1.0, with 10 elements equally spaced (n = i0) and 
all the areas Ai -- 0.1. To  illustrate Algor ithm 1 we simulate damage in the rod by introducing a 
Inverse Eigenvalue Procedure 
Table 1. 
i u} 1) As loglo(di ) 
1 0.0418 0 .0999 -10.034 
2 0.0830 0 .0999 -10.347 
3 0.1226 0 .0999 -10.895 
4 0.1601 0 .0999 -10.876 
5 0.3390 0.0199 -0.0985 
i u~ 1) Ai lOglo(dl )
6 0.3712 0.0999 -10.077 
7 0.3969 0.0999 -10.937 
8 0.4156 0.0999 -10.123 
9 0.4269 0.0999 -10.839 
10 0.4307 0.0999 -10.234 
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decrease of 80% in the area A5 and we use the eigenpair (A1, U (1)). Table i shows the reconstructed 
areas A~ and the amount and localization of damage d~ = IAi - A~[ of the damaged rod. 
PROPOSITION 2. I f  the i th area A~, defined by (8), is positive, then %+1 > %-1 or Ui+l < ui-1, 
i =n-  1 ,n -  2 , . . . ,1 ,  u0 = 0. 
PROOF. If Ai > O, 1 < i < n, then 
(1 + A)Ui+z - ( I  - 2A)ui > 0 and (1 - 2A)ui - ( I  + A)ui_ 1 > O, I < i < n - 1 (9) 
or  
( l+A)u i+1- (1 -2A)u i<O and (1 -2A)u i - (1+A)u i_1  <0,  l< i<n-1 .  (10) 
If (9) holds, we have 
( l+A)u i+ l  - (1 - 2A)ui > 0+(1  - 2A)ui - ( l+A)U i_ l=(U i+ l  -u i _ l ) ( l+A)  > 0. 
Since A is a positive eigenvalue, ui+l - lt i-1 > 0, I < i < n - 1. Similarly, assuming that (10) 
holds, we obtain ui+l - ui -1 < 0, 1 < i < n - 1. | 
EXAMPLE 2. Table 2 shows the eigenvector u (s) corresponding to the eigenvalue As = 0.1082 of a 
uniform rod of length 1.0 with all areas equal to 0.1. Since u5 = u7 and Ul = u3, then according 
to Proposit ion 2 the areas Ai, i = 6, 5 , . . . ,  1 reconstructed by (8) are negative. 
Table 2. 
u~ s) As 
0.3015 -0.0750 
0.4264 -0.0750 
0.3015 -0.3000 
0.0000 -0.3000 
-0.3015 -0.3000 
i 
6 
7 
8 
9 
10 
u~ 8) Ai 
-0.4264 -0.3000 
-0.3015 0.1000 
0.0000 0.1000 
0.3015 0.1000 
0.4264 0.1000 
In Example 1, the eigenpair (Al,U (1)) was computed by solving equation (6). In practice, 
measuring eigenvalues and eigenvectors i subject to error. In particular, eigenvectors are more 
error prone than eigenvalues (see [1,3,9]). In the u (1) components we induce an error of 0.1%, 
which is equivalent to introducing small perturbations to the eigenvector u(1), by adding random 
numbers uniformly distr ibuted in the closed interval [-0.001, 0.001]. If c~ denotes ome number 
in this interval, the components of the perturbed eigenvector u* are defined by u* = ui(1 + ei). 
EXAMPLE 3. Considering the same rod of the Example 1, we randomly perturb the components 
of eigenvector u (1) by 0.1%. Table 3 shows that there is a loss of accuracy in damage detection. 
However, the loss of accuracy does not affect significantly the detection of the damage. Therefore, 
it is possible to improve our results using addit ional data. 
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Table 3. 
i £i 
1 --9.13e--5 
2 9.72e--4 
3 -5.73e-4 
4 -4.77e--4 
5 1.91e-06 
Ai i ei Ai 
0.0896 6 4.77e-4 0.0892 
0.0894 7 6.00e-4 0.0895 
0.0900 8 1.63e-4 0.0904 
0.0893 9 9.56e-4 0.0874 
0.0179 10 -5.78e-4 0.1000 
3. DAMAGE DETECT ION US ING OVERDETERMINED DATA 
The loss of accuracy in the values computed in Example 3 occurs because small perturbations 
in the components of the eigenvector may lead to ui - ui-1 approaching zero. Then, more data 
may be used so that the differences ui - ui-1 that tend to zero are dominated by those where 
consecutive components are not close. In effect, we suppose that m eigenvalues £j and their 
corresponding eigenvectors u (J) = (u~ j), u(i)2 , ' " ,  u~)) T satisfy the equations 
with 1 < i < n - 1, 1 < j _< m, and 1 < rn < n. We define the vectors 
( - -  • \ (1) 2)~2)'tt}~)1- ( I+A2)U i , . . . ,  p(i) = (1-- 2/~1)u~ 1 (1+/~1)u~ ,(1--  , ,  (2) 
(1_  2A,0u~+~ _ (1 + A,~)u}m) ) 7- 
and 
q(i) = Ai+l ((1 +/kl)u~ 1) -  (1 -  2/~1)u~1__)1, (1 -~- )~2)~tl 2 ) -  (1 -  2/~2)u~2_)1, . . . , 
T 
Thus, equations (11) can be written in matrix form as 
A@(i) = q(i), 1 < i < n - 1. (12) 
If the area Ai+1 is known, equations (12) are transformed into an overdetermined equation system 
for Ai. So, we  have 
(p(i)) v q(~) 
A~-  i=n-1 ,  n -2 , . . . ,1 .  (13) (p(i)) T p(i)' 
ALCORITHM 2. DAMAGE DETECTION ALGORITHM USING OVERDETERMINED DATA. 
Input :  The areas ( i)1 of the initial rod, the eigenpairs (£j,u(#)), 1 < j < m, and n th 
area As of the damaged rod, and tolerance z > 0. 
Output : The areas (Ai)~-1 of the damaged rod and the amount and localization of the damage 
di = If i . i -  Ail, i = 1 ,2 , . . . ,p ,  with 1 < p < n. 
For i =n-  l ,n -  2 , . . . ,1  
Compute A(J)i , using (13) 
For i = 1,2 . . . .  ,n -  1 
Compute di 
If (Id, I < s • A~) 
' the/th area is not damaged' 
end if 
Inverse Eigenwlue Procedure 
Table 4. 
Ai Ai 
i 
m= 1 m= 2 
1 0 .0981 0.0992 
2 0.0196 0.0198 
3 0 .0975 0.0992 
4 0.0594 0.0598 
5 0 .0991 0.0994 
6 0.0099 0.0099 
7 0 .0999 0.0999 
8 0.0499 0.0501 
9 0 .0990 0.0100 
10 0 .1000 0.1000 
Ai Ai 
m=3 m:4  
0.1007 0.0998 
0.0201 0 .0197 
0.1003 0.0999 
0.0602 0.0598 
0.1003 0.0996 
0.0100 0.0099 
0.1002 0.1000 
0.0500 0.0501 
0.1001 0.1000 
0.1000 0.1000 
n i  
rn= 5 
0.1001 
0.0201 
0.0999 
0.0598 
0.0999 
0.0101 
0.1000 
0.0500 
0.1000 
0.1000 
Ai 
m= 6 
0.1000 
0.0200 
0.1000 
0.0600 
0.1000 
0.0100 
0.0999 
0.0500 
0.0999 
0.1000 
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Figure 1. 
EXAMPLE 4. For the initial rod used in Examples 1 and 2, we induce a damage of 80, 40, 90, 
and 50 percent in the areas A2, A4, A6, and As, respectively. Table 4 shows the reconstructed 
areas by Algorithm 2 when m eigenpairs are used. Clearly, the location of the damages are 
improved when the number of data used is increased. 
Figure 1 i l lustrates the locating of rod damage with n = 100. In this case, the induced damages 
are of 20, 90, 50, 30, 5 percent in the areas A2o, A4o, Aso, A60, and Aso, respectively. When 
m = 1 the approximations are not good as shown in the first graph of Figure 1. Another problem 
occurs when the damage induced is of decreasing intensity. In this case, it is necessary to increase 
the data, since oscillations in the reconstruction do not approximate the damage well. 
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Figure 1. (cont.) 
4. DAMAGE DETECT ION US ING F ILTER 
The procedure for damage detection described in the above section can be expensive when the 
eigenpalrs are noisy• In this case, few eigenpalrs are necessary. From the practical point of view, 
one eigenpalr is the ideal case. Moreover, the oscillations produced in the rod reconstruction 
(see Figures 1-3) can be confused with damages of low intensity. For this reason, we seek some 
manner of reconstructing the rod damage in such a way that the oscillations can be reduced when 
only a single eigenpair is used. 
The idea is to use a single eigenpair and instead of the known last area A,~, a set of known 
consecutive areas bl q --- {Ap, Ap+l,... ,Aa}, 1% p < q < n, called block of areas. Then, from Ap 
we can reconstruct the areas Ap-1,Ap-2,. . .  ,A1 and from Aq the areas Aq,Aq+l,. . .  ,Am. To 
reduce the oscillations we allocate the block blqp in different positions of the rod, obtaining for 
each position of bl~ a new reconstruction for the areas. For example, consider the uniform rod 
of areas A~ = 0.1 and n = 100. We induce a damage of 40% and 70% in the areas Als and A65, 
respectively. Figures 4-6 show the reconstruction for different locations of blocks bl~, listed in 
Table 5, when the eigenpairs are perturbed 0.1%. We see that the oscillations decrease because 
we use exact information in the areas which are in bl~. Also the location of the damage can be 
detected. 
Now, we use the information generated from this reconstruction by calculating the average of 
the corresponding data. This procedure will be named filtering of the information and it can be 
used for decreasing lobally the reconstruction oscillations. The first graph of Figure 7 illustrates 
the reconstruction of the damaged rod when the procedure of filtering the information is used. 
One disadvantage of filtering the information is the possible superposition of the block with 
local damage. Then the  damage average will be computed with some incorrect exact areas, 
which will result in decreased accuracy. Since the location of damage has been determined, we 
can improve the detection by fixing only areas which are not damaged and recomputing. 
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Table 6 shows the induced, initially detected, and corrected amage. The second graph of 
Figure 7 shows the final rod with the corresponding localized damage. It is clear that when 
the nondamaged areas are used, the final damage is close to the actual damage. Numerical 
experiences suggest a block size of order 20% of n. This is because smaller size blocks yield 
major oscillations in the reconstruction. Numerical experiments show that this technique detects 
damage about over 10% well. 
Table 6. 
Damage Detected Recomputed Damage 
Ai Actual Damage with Initial Blocks with Corrected Blocks 
AIs 40% 31.50% 38.99% 
A6s 70% 54.40% 68.48% 
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