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Résumé :
Ce travail traite l’application des méthodes d’optimisation globales pour résoudre le pro-
blème de coordination optimale des relais à maximum de courant directionnels (CORD)
dont le but et de minimiser le temps de déclenchement total de ces relais,en effet plusieurs
algorithmes sont appliqués et testés sur plusieurs réseaux test à savoir les algorithmes géne-
tiques (GA), le (PSO), le (BBO) le (SOA) ainsi que d’autres variantes et méthodes hybrides.
Pour examiner l’effet de la variation de la configuration du réseau on a étudier l’impact de
l’intégration du système de compensation dynamique FACTS de type série TCSC sur la dite
optimisation. Dans cette thèse, une nouvelle version modifiée de l’algorithme PSO nommée
PSO-TVACII ainsi que une technique d’hybridation entre les méthodes méta-heuristique ont
été adaptées est validées avec succès sur des réseaux test typiques (3, 8 et 15 jeux de barres).
Les résultats ainsi obtenus sont menés d’une profonde analyse et une étude comparative avec
ceux trouvés dans la littérature. Ces résultats confirment la robustesse des variantes proposés
à résoudre le problème de coordination optimale des relais à maximum de courant direction-
nels (CORD) dans les réseaux électriques
Mots clés : coordination optimale, relais a maximum de courant directionnels, temps de
déclenchement, sélectivité, l’algorithme d’optimisation par essaim de particule, PSO-TVAC,
PSO-TVAC II, algorithme Seeker SOA, GA, algorithme, Optimisation Basée sur la Biogéo-
graphie
Abstract :
This thesis presents a power system protection strategy based various meta-heuristic methods
to improve the optimal coordination of multi directional relay located on a practical power
system. This complex problem has been solved using various standard optimization tech-
niques such as genetic algorithm (GA), artificial bee colony (ABC), bee algorithm (BA), bio-
geography based optimization (BBO), seeker optimization algorithm (SOA), particle swarm
optimization (PSO and also by using new variants based PSO such as : PSO-TVAC and PSO-
TVAC II. The main objective is to reduce the total operating time of the primary and backup
relays while satisfying all boundary and coordination constraints. The optimized setting of
DOCR should operate for a fault appears in its zone only to ensure high service continuity. In
modern power system characterized by the presence of different types of FACTS devices it is
mandatory to analysis the impact of the integration of various types of FACTS devices on re-
liability of power system protection. In this study, the effect of series FACTS devices named
TCSC on power system protection coordination has been investigated. The performances of
the different proposed algorithms in term of solution quality and convergence characteristics
have been validated on three practical test systems (3, 8 and 15 Bus) and the results compared
with different algorithms cited in the recent literature. The particularity of the proposed new
variant PSO-TVAC II proves its ability to be a competitive technique for solving the optimal
coordination of directional relay in a large practical power system.
Keywords : optimal coordination, directional overcurrent relay, tripping time, selectivity,
particle swarm optimization algorithm, PSO-TVAC, PSO-TVAC II, Seeker SOA algorithm,
GA, algorithm, Optimization based On Biogeography
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1.1 Présentation générale :
L’exploitation des réseaux électriques pose de nombreux problèmes d’ordre technique
et économique. L’exploitant du réseau doit assurer en tout temps et en tout lieu la couverture
de l’énergie demandée, de garantir une qualité acceptable de la puissance livrée et de procurer
une sécurité d’alimentation élevée. Les défauts électriques monophasés, biphasés et triphasés
qui peuvent toucher nos réseaux sont d’origines multiples à savoir mécanique, thermique et
diélectrique dont les conséquences sont nombreux, parfois non évidentes, à priori difficiles
à imaginer. Des conséquences peuvent être ressenties également sur les parties saines du
réseau, par exemple lors d’un court-circuit il aura une chute de tension préjudiciable aux
charges électriques, aux automates et équipements de l’électronique de puissance (parasites).
En amont de ce défaut la perte de stabilité des machines tournantes qui peut, même après
élimination du défaut, s’aggraver jusqu’à entraîner l’effondrement total de la distribution.
Ainsi donc, dans presque tous les cas, un défaut provoque une interruption d’alimentation et
de production, interruption qui du fait des contraintes économiques, est de moins en moins
acceptable. L’arrêt d’exploitation peut cependant être image à une zone du réseau selon le
lieu du défaut, l’efficacité des protections, et la technique de sélectivité mise en œuvre. Cette
réduction du risque d’interruption et protection de personnel n’est obtenue que par un plan
de protection bien établi. Le rôle des protections est de provoquer rapidement la mise hors
tension de la partie du réseau affectée par le défaut afin d’en limiter ces conséquences. La
sélectivité vise à ne mettre hors tension que cette partie du réseau et seulement celle-ci.
Le régime du neutre employé dans une installation influer largement sur la préservation de
personnels ainsi le matériels exploités, l’étude de type de protection à installer à maximum de
courant, directionnelle, à maximum de courant directionnelle, à maximum de courant terre ,à
maximum de courant terre directionnelle ou différentielle nous permet de bien protéger les
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différentes partie de notre installation, le choix optimal selon les conditions d’exploitation
des paramètres de réglage de ces relais lors du projet ou après toute extension ou modification
de la topologie du réseau nous garantie de maintenir un plan de protection meilleur et qui
participe par suite de préserver la sécurité des hommes et la durabilité du bien . Les relais
à maximum de courant directionnels (RMCD) sont des dispositifs permettant de protéger
une partie d’un réseau lors de l’apparition d’un courant de défaut alimenté par une source
précisée (sens de détection donné) qui est supérieur au courant nominal de beaucoup (courant
de court circuit), le rôle de ces relais est essentiel dans les réseaux de transport afin de
séparer toute ligne siège de cette avarie et ce dans un temps adéquat inferieur aux capacités
thermiques maximales que peuvent supporter les lignes et les câbles électriques et également
de respecter les tenues électrodynamiques de jeux de barres, fixations, isolateurs ,lignes
et câbles électriques, afin de garantir un plan de protection efficace il est indispensable
de connaitre les valeurs de courant de court-circuit dans les différentes zones à surveiller
et avoir des paramètres de réglage optimales caractéristiques des relais installés. cette
thèse dénommée ‘Contribution à l’amélioration de l’efficacité de la sélectivité de système
de protection des réseaux électriques par les méthodes méta-heuristique ‘’est dédié pour
minimiser le temps total de déclenchement des relais de protection à maximum de courant
directionnels implantés dans des points spécifiques dans le réseau de transport afin d’imposer
une meilleure coordination entre eux, dont l’objectif est éliminé les effets indésirables du
courant de court circuit et rassurer une sélectivité idéale entre les différentes lignes de ce
dernier qui reflète par la suite une continuité de service optimale. Dans cette thèse nous nous
intéressons d’optimiser les paramètres de réglages des relais a maximum de courant à savoir
les valeurs de temps de retard (Time Dial Setting) TDS et le courant de fonctionnement (
Pickup Tap Setting ) PTS, il s’agit de traiter dans ce mémoire un problème d’optimisation dont
la fonction objectif , les variables de contrôle, et les contraintes d’optimisation ( contraintes
de sécurité) sont respectivement les suivantes:
• La somme de temps total de déclenchement des relais primaires.
• Les paramètres de réglage de TDS et PTS
• La différence de temps de déclenchement entre les relais primaires et secondaires
Les relais utilisés dans ce mémoire ont la caractéristique de déclenchement de type
inverse qui est une fonction fortement non linaire, le nombre important des contraintes à
satisfaire plus la nature discrète du paramètre de réglage PTS nous mène de recourir aux
méthodes d’optimisation globales pour trouver la solution recherchée et ce vu leur aspect de
recherche stochastique qui conduit a une solution globale et non locale différemment aux
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méthodes mathématiques qui se bloquent généralement à des minimum locaux non global.
Dans ce mémoire on a appliqué les algorithmes génétiques et l’algorithme d’optimisation
par essaim de particules a la dite optimisation, plusieurs réseaux tests ont été envisagés
tels que les réseaux test 3 et 8 et 15 jeux de barres. Une nouvelle version modifiée de
l’algorithme d’optimisation par essaim de particule à coefficient d’accélération variable
appelée PSO-TVACII a été utilisée pour résoudre le problème en question et est appliquée
sur les deux réseaux test 3,8 jeux de barres, pour confirmer la robustesse de l’approche
proposée cette dernière a été testée sur le grand réseau test 15 jeux de barres. Les résultats
trouvés sont largement discutés et comparés avec d’autre trouvés dans la littérature à savoir
la méthode Seeker publiée en 2012 et la méthode (IGSO) publiée en 2015, la valeur de temps
de déclenchement total des relais primaires ainsi les violations des contraintes accompagnées
sont largement sujet des discussions détaillées afin de présenter l’apport de notre approche
pour le problème envisagé.
A partir des travaux du Dr. MAHDAD Belkacem dans le domaine de l’optimisation [1-5],
et en se référant a ses algorithmes parues dans plusieurs articles à savoir les algorithmes
génétiques dans l’article [2] , évolution différentielle (DE) et l’algorithme d’essaim de
particules réalisés dans le travail [3], et en se basant sur ses algorithmes hybrides développés
et qui sont caractérisés à la fois par leurs résultats efficaces et leur robustesse pertinente ou
ces caractéristiques ont été confirmées dans la thèse de doctorat de V. R. Roberge [6], on
a pu arrivé à réaliser ce modeste travail tout en abordant un sujet de recherche d’actualité
ou on trouve peu de chercheurs en Algérie travaillent dans ce domaine ,cette thèse intitulée
"Contribution à l’amélioration de l’efficacité de la sélectivité de système de protection des
réseaux électriques par les méthodes méta-heuristique" a été réalisée au sein du laboratoire
de modélisation des systèmes énergétiques (LMSE) de l’université de Biskra représente
une contribution à l’amélioration de la rapidité et l’efficacité de systèmes de protection en
exploitant les performances et la robustesse des algorithmes d’optimisation globales.
1.2 État de l’Art :
Dans la littérature, Plusieurs méthodes ont été proposées depuis les années 1960 pour la
coordination des relais de surintensité, ces méthodes peuvent être classées en deux catégories
les méthodes classiques autrement dit conventionnelles qui sont basées sur la caractéristiques
de dérivée des fonctions traitées telles que la dérivée première et seconde ,le hessien ...etc
[7-13], ces méthodes sont largement appliquées dans le domaine de protection des relais à
savoir notre axe de recherche la coordination des relais à maximum de courant ou on trouve
Urdaneta qui était un des premiers chercheurs abordant cet axe en 1988 par ces travaux
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citées en [7] qui a utilisé la méthode de programmation linéaire (LP) [8] pour résoudre le
problème en question, ces travaux ont été suivi par le travail de Chattopadhyay en 1996 par
l’application de la même technique (LP) [9], en 2010 Bedekar [11] avait appliqué la méthode
de simplex pour traiter ce problème, et plus récemment Correa et Kida [11,12] qui ont
utilisé les algorithmes de binary integer programming et Mixed Integer Linear Programming
respectivement en 2015 et 2016 à la dite optimisation. Ces méthodes deviennent cependant
inefficaces devant les problèmes de taille caractérisant par un nombre important de contraintes
et de fonctions fortement non linéaires dont la solution trouvée n’est plus globale mais locale
comme il est déjà signalé plus haut.les méthodes méta euristiques [14-23] représentent alors
une alternative ,elles ont un aspect de recherche stochastique qui conduit effectivement de
dénicher tous l’espace de recherche en quête de la solution optimale en déclassant tous les
optimums locaux de ces fonctions, les algorithmes génétiques développés par Goldberg [24]
étaient largement utilisés dans ce domaine on cite les travaux publiés dans les références
[25,26]. Le codage réel vient par la suite de mieux explorer l’espace de recherche et surclasse
le codage binaire en matière de qualité de solution ou en palpant son utilité dans le travail de
Manoj Thakur [21].
L’algorithme d’optimisation par essaim de particule (PSO) proposé pour la première
fois en 1995 par les deux mathématiciens Kennedy et Eberhart [27-29] donne des résultats
plus satisfaisants et ce vu son processus de recherche inspiré du travail collectif du groupe
chez les oiseaux telle que l’expérience de l’individu s’ajoute à l’expérience du groupe pour
trouver la solution souhaitée , ainsi les deux facteurs cognitif et social guident le processus
de recherche vers la meilleure solution.
Plusieurs travaux dans la littérature appliquant cette algorithme avec ces versions modifiés
pour optimiser la coordination des relais à maximum du courant tels que les travaux de
Rathinam [19], qui a exploité l’algorithme de PSO pour traiter le problème de coordination
optimale des relais directionnels et Mansour qui a proposé une nouvelle version modifié en
2007 [19].
La nouvelle technique récemment proposée celle du chercheur Seeker (SOA) [30-32]
développée par Dai en 2006 et appliquée par Turja [17] en 2012 pour traiter le problème de
CORD dont les résultats obtenues restent les meilleurs par rapport d’autres trouvés dans la
littérature ce qui nous pousse d’établir dans cette thèse une étude comparative détaillés.
La théorie de la méthode de biogéographie apparue pour la première fois par R. MacArthur
et E. Wilson [33] ou son algorithme (BBO) a été développé par Simon en 2008 [34] et ap-
pliqué par Albasri [19] pour solutionner le problème d’optimisation de la coordination des
relais, ces deux méthodes nouvelles prouvant leur efficacité dans le domaine d’optimisation .
L’algorithme nommé Improved group search optimization (IGSO) introduit par Alipour dans
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son article [20], les résultats donnés par ses articles [19] et [20] sont le siège d’une étude
comparative avec nos résultats.
1.3 Contribution de la thèse :
Cette thèse de doctorat est pour but de traiter le problème de coordination des relais à
maximum de courant incorporés dans les lignes de transport afin de minimiser le temps totale
de déclenchement en utilisant les méthodes d’optimisation méta heuristiques.
• une étude comparative entre plusieurs méthodes globales est réalisée à savoir : Les
algorithmes génétiques (GA), méthode d’optimisation par essaim de particules (PSO),
l’algorithme Seeker (SOA), la méthode de biogéographie (BBO),et l’algorithme de
FerFely.
• Proposition d’un algorithme hybride entre l’algorithme essaim de particule avec coeffi-
cient d’accélération variable PSO-TVAC et l’algorithme Seeker (SOA) afin d’explorer
les avantages de chacun en vu d’améliorer la qualité de solution obtenue et le temps
d’exécution.
• Développement d’une nouvelle version de l’algorithme PSO-TVAC nommée PSO-
TVAC II pour résoudre le problème CORD.
• Étude de l’impact des dispositifs FACT (type série TCSC) sur notre système de
protection
1.4 Organisation de la thèse :
Cette thèse est organisée en cinq chapitres qui sont structurés selon la manière suivante :
Le premier chapitre intitulé généralités sur les réseaux électriques comportant les
définitions de bases nécessaires à la bonne compréhension et modélisation des réseaux à
haute tension, l’évolution du réseau algérien en matière de production, de transport, et
d’investissement est largement discutée, la notion de creux et fluctuation de tension est bien
expliquée.
Le deuxième chapitre nommé protection des réseaux électriques porte une étude
focalisée sur l’impotence et le rôle de la fonction de protection, des définitions de base alors
sont présentées, la chaine de protection a été clairement expliquée puis en a abordé une
étude approfondie traitant les transformateurs des courant et de tension vu la place essentielle
qu’occupent ces appareils dans cette chaine. Ce chapitre présente également les différents
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types des relais en commençant par les relais électromécaniques puis les relais statiques, en
terminant par les relais numériques qui sont largement utilisés à l’heure actuelle vis-à-vis
leurs nombres importants des protections que rassemblent d’une part et la simplicité de
paramétrage de seuils de ces protections d’autre part, le principe de fonctionnement et leurs
avantages sont bien examinés en donnant quelques exemples pratiques. Ce chapitre traite
aussi les protections les plus rencontrées dans la pratique nécessaires pour surveiller toute
installation importante telles que la protection à maximum de courant, maximum de courant
directionnelle, la protection à maximum de courant terre et d’autres.
Dans le chapitre trois dénommé éléments et fonction des systèmes de protection
vient de compléter le chapitre précédent, il comporte une analyse de courant de court circuit
en traitant ses origines, ses conséquences et ses différents types, la méthode de composante
symétrique qui nous permet de calculer la valeur de différents courant de court-circuit
asymétrique était clairement exposée, la notion de sélectivité et régime du neutre ainsi que
leurs différents types sont tous sujet d’une profonde analyse puisque leur connaissance sont
indispensable pour réaliser une protection correcte et sélective (protection des personnes et
du bien).
Le quatrième chapitre portant le titre méthodes Meta heuristiques commence par
une introduction explicative de ces nouvelles techniques dans le domaine d’optimisation en
envisageant leurs apport et atouts. Plusieurs méthodes globales sont étudiée notamment les
algorithmes génétiques, l’algorithme d’optimisation par essaim de particules dans sa ver-
sion standard et modifiée à savoir : l’algorithme d’optimisation avec le coefficient d’inertie
(PSO-CI), l’algorithme PSO avec le facteur de constriction k (PSO-AFC), l’algorithme
d’optimisation par essaim de particule avec coefficient d’accélération variable (PSO-TVAC),
Algorithme PSO-TVAC modifié. On a entamé aussi l’étude de la nouvelle technique récem-
ment proposée celle du chercheur (Seeker - SOA) ces deux notions de base telles que la
direction de recherche et la longueur de pas de recherche sont menées d’une analyse appro-
fondie, l’algorithme à base de biogéographie ‘Biogeography based optimization’ (BBO) est
bien présenté, cet algorithme est clairement expliqué, ces critères et indices sont abordés.
Les nouveaux algorithmes proposés récemment ont été adaptés et validés pour résoudre
les problèmes associées à la coordination du système de protection à savoir l’algorithme
de Firefly, l’algorithme de colonies d’abeilles artificielles, et l’algorithme d’abeilles (Bees
Algorithm BA) inspirés de l’éthologie des insectes et l’intelligence du groupe. Il faut noter
que le processus de recherche et la modélisation de tous ces algorithmes sont largement
examinés ainsi la formulation de notre problème d’optimisation est présentée clairement avec
ses contraintes de sécurité à satisfaire.
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Le cinquième chapitre appelé « résultats de simulation » représente la partie pratique
de ce mémoire il comporte plusieurs cas d’étude tels que :
Le premier cas d‘étude rassemble les solutions d’application des algorithmes géné-
tiques, et l’algorithme d’essaim de particule à coefficient d’accélération variable PSO-TVAC.
En effet plusieurs tests sont effectués afin de confirmer la qualité de solution obtenue, une
comparaison avec celle trouvée dans la littérature est présentée.
Le deuxième cas d’étude est dédié de solutionner le problème de coordination des
relais à maximum de courant directionnels mais cette fois ci avec la présence de dispositif
de compensation FACT de type série, par lequel on aborde l’influence du changement de la
topologie du réseau sur l’optimisation envisagée.
Le troisième cas représente l’application de l’approche proposée, il s’agit d’une version
modifiée de l’algorithme d’essaim de particules (PSO-TVACII), les solutions ainsi calculée
par cet algorithme sont le siège d’une large discussion et comparaisons avec celles trouvées
dans la littérature afin de prouver la robustesse et la qualité de solution par cette approche.
dans ce chapitre un algorithme hybride entre le PSO-TVAC et SOA est développé et testé
dont le but d’améliorer la solution engendrée et minimiser le temps d’exécution, notant que
d’autres cas de tests concernant l’application des algorithmes : SOA, BBO, FA, ABC, BA
sont aussi largement discutés.
Enfin, la thèse se termine par une conclusion générale et des perspectives envisagées
tel que, la planification du système de protection en présence des systèmes FACTS et
l’intégration des sources distribués.
2.1 Introduction :
Le rôle principal du réseau de transport est la liaison entre les centres de consomma-
tion et les centrales de production. Afin d’exploiter les réseaux électriques efficacement le
fournisseur de l’énergie doit garantir en tout temps une qualité de l’énergie dont les valeurs
restent dans les limites autorisées tels que les limites supérieures et inférieures de tension et
de fréquence ; les seuils maximaux admissibles des courants transités dans les lignes. Tout dé-
passement de ces contraintes peut causer des dégâts préjudiciables de matériels et sécurité de
personnels, un niveau de tension supérieur au seuil toléré en haute et très haute tension peut
effondre le niveau d’isolement des isolateurs, pertes des caractéristiques diélectriques des
huiles isolantes de transformateurs de puissances et des transformateurs de mesure (TC,TP)
voire même perdre la stabilité d’une partie ou la totalité de système dans certain cas, en effet
un contrôle en temps réel est obligatoire pour en prévenir.
2.2 Présentation générale des réseaux :
La production de l’énergie électrique est le résultat de diverses transformations de l’éner-
gie primaire au niveau de la turbine, potentielle (chute d’eau),nucléaire, charbon calorifique
pour les turbines à gaz,(en Algérie et vu le prix modeste de cette matière première la majo-
rité des nôtres centrales électriques sont à gaz).et naturellement les énergies renouvelables :
éolienne, photovoltaïque (PV).
L’exploitation des réseaux électriques pose de nombreux problèmes d’ordre tech-
nique et économique. L’exploitant du réseau doit assurer en tout temps et en tout lieu la
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L’exploitation des réseaux électriques pose de nombreux problèmes d’ordre tech-
nique et économique. L’exploitant du réseau doit assurer en tout temps et en tout lieu la
couverture de l’énergie demandée, de garantir une qualité acceptable de la puissance livrée et
de procurer une sécurité d’alimentation élevée avec un coût aussi faible que possible.
Traditionnellement, les réseaux électriques sont décomposés en trois sous-systèmes
: la génération, le transport et la distribution. Chaque sous-système est relié par des postes
chargés de l’adaptation des niveaux de tension [35]. Traditionnellement, ces réseaux utilisent
des courants alternatifs à basse fréquence (50 Hz ou 60 Hz) [36]. Nous distinguons trois
types de réseaux électriques :
2.2.1 Les réseaux de transport et d’interconnexion :
Les réseaux de transport et d’interconnexion : qui ont pour mission de collecter l’énergie
produite par les centrales et de l’acheminer avec les flux les plus importants possibles vers les
zones de consommation afin de permettre une exploitation sûre et économique des moyens
de production, le niveau de tension dépend du pays, mais normalement, le niveau de tension
est établi entre 220 kV et 800 kV (exemple 765 kV en Afrique du sud) [37].
2.2.2 Les réseaux de répartition :
Sont des reseaux Qui reçoivent l’énergie des réseaux de transport, leur rôle est de
mener l’électricité aux villes et aux importants clients industriels, Le niveau de tension de
ces réseaux est entre 45 kV et 160 kV, ils assurent la desserte des points de livraison à la
distribution.
2.2.3 Les réseaux de distribution :
qui desservent les postes de distribution publiques, alimentant les réseaux en basse tension,
et les postes clients. Le niveau de tension est entre 4 kV à 45 kV pour la moyenne tension
et quelques centaines de volts pour la basse tension (230/400 V), toute défaillance sur ces
réseaux peut entraîner des défauts d’alimentation sur des zones étendues, des chutes de
tension importantes ou même des pertes de synchronisme des alternateurs de centrales. Des
dispositions sont prises afin qu’un incident ou une avarie sur une unité de production ou une
ligne de transport n’ait que peu ou pas de répercussion sur les utilisateurs. Ils sont aujourd’hui
équipés de systèmes de protection très élaborés, sélectifs, permettant l’élimination des défauts
pouvant les affecter et ainsi nuire à la fois à la qualité de fourniture et à la sécurité des biens
et des personnes [35].
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2.3 Architecture des réseaux électriques :
Les réseaux de transport se distinguent selon plusieurs paramètres tels que :
• Le niveau de tension: on trouve des lignes à très haute tension supérieure à 400 KV,
haute tension, et moyenne tension.
• Selon la longueur, une ligne peut être courte jusqu’à 80 km, d’une longueur moyenne
de 80 jusqu’à 150 km ou longue supérieure à 150 km.
• Nature du réseau : de transport, industriel, ou réseau urbain.
• Selon sa topologies, radial, maillé ou bouclé.
Le choix d’une telle architecture est le sujet d’une étude détaillée lors des projets ce qui
reflète par la suite la complexité du réseau d’une part et le prix de revient d’autre part, parmi
les facteurs importants qui impose une telle topologie on cite :
• La disponibilité de l’alimentation.
• Seuil de sécurité offerte.
• Prix d’investissement.
• Possibilité de trouver le défaut.
• Contrainte et difficulté d’exploitation.
La norme UTE C 18-510 définit les niveaux de tension alternative comme suit :
• HTB - pour une tension composée supérieure à 50 kV.
• HTA - pour une tension composée comprise entre 1 kV et 50 kV.
• BTB - pour une tension composée comprise entre 500 V et 1 kV.
• BTA - pour une tension composée comprise entre 50 V et 500 V.
• TBT - pour une tension composée inférieure ou égale à 50 V.
En Algérie, l’alimentation des clients peut être réalisée avec un niveau de tension HTA, en
Général à 5,5 kV et 10 kV.
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Fig. 2.1 Structure d’un réseau électrique [38].
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2.4 Eléments constituants les réseaux de transport :
Les réseaux de transport comportent plusieurs éléments qui sont reliés entre eux pour
véhiculer l’énergie électrique du centre de production vers les centres de consommation on
trouve [39]:
2.4.1 Poste électrique :
Par définition, un poste ou bien une sous-station est une installation d’organe de liaison et
d’organe de manœuvre où parvient l’énergie des centrales et d’où cette énergie est orientée
vers les centres de consommation . On distingue généralement des sous-stations :
1. directes: qui assurent les liaisons entre lignes à même tension sans transformateur de
liaison.
2. de transformation : qui relient des réseaux à tensions différentes.
3. de conversion : modification des caractéristiques de la tension, de la fréquence, passage
de l’alternatif au continu.
Le schéma (topologie) de ces postes dépend principalement de deux aspects :
1. niveau de sécurité d’exploitation : On entend par là qu’en cas de défaut sur le jeu de
barre ou sur une ligne, il faut veiller à éliminer ce défaut par des disjoncteurs aussi peu
nombreux que possible en vue de garder en service le plus d’ouvrages sains possible
(sécurité élevée) ou un certain nombre de lignes ou de travées (sécurité moyenne ou
faible).
2. Niveau de souplesse désiré : On entend par là la facilité d’exploitation relative aux
manœuvres volontaires et aux changements de la configuration électrique du poste.
On trouve ainsi des schémas à un ; deux ou trois jeux de barres, avec ou sans sectionnement,
à un ou deux disjoncteurs par départ. Le jeu de barre peut être en ligne ou en boucle, simple,
double ou multiple. Le choix fait également intervenir :
• Le nombre de travées (ligne et transformateur).
• Le nombre de nœuds désiré (un nœud est un ensemble de travées électriquement
séparées des autres).
• Accessibilité des travées aux nœuds.
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Fig. 2.2 Poste à un jeu de barre (à gauche) et à deux jeu de barres (à droite) à un disjoncteur
par départ, avec sectionnement [40].
Fig. 2.3 Poste à deux niveaux de tension (à gauche) Poste à deux jeu de barres, (à droite) jeu
de barre simple (MT) avec sectionnement [40].
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Les principaux composants d’une sous-station consistent en :
• Appareillage de liaison : jeu de barres où aboutissent les raccordements aux centres
consommateurs et producteurs;
• Appareillage de manœuvre et de protection : disjoncteurs qui ouvrent ou ferment un
circuit, suite à une manœuvre d’exploitation ou à un défaut imprévu dans le réseau
(contournement d’isolateur, mise à la terre d’une phase, par exemple), sectionneur dont
la principale fonction est : d’assurer l’isolement du circuit qu’il protège.
• Appareillage de mesure : transformateurs de potentiel et d’intensité (TP, TC.), ap-
pareils de mesure proprement dits et relais branchés au secondaire des transformateurs
d’intensité et de potentiel.
• Services auxiliaires basse tension à courant alternatif et à courant continu : réseaux
alimentant les moteurs de commande, la signalisation, les verrouillages, le chauffage,
L’éclairage.
• Système d’anti−incendie.
Appareillage d’automatisme, de télécommande, de télésignalisation, de télémesure. Les
figures Fig. 2.2 et Fig. 2.3 représentent quelques exemples typiques de jeu de barres de poste
à haute tension.
2.4.2 Générateurs :
Dans l’analyse de l’écoulement de puissance, les générateurs sont modélisés comme des
injecteurs de courants. Dans l’état stationnaire, un générateur est généralement contrôlé
de sorte que la puissance active injectée aux jeux de barres et la tension aux bornes de
générateurs soient maintenues constantes. La puissance active délivrée par le générateur
est réglée à travers le contrôle de la turbine, qui doit être dans les limites de la capacité du
système turbine générateur. La tension est liée principalement à l’injection de la puissance
réactive au jeu de barres de production, qui est contrôlée par le courant de l’excitation, et
comme le générateur doit fonctionner dans les limites de sa courbe de capacité réactive
Q(P),il n’est pas possible de régler la tension en dehors de certaines limites admissibles [41].
En Algérie la capacité de production additionnelle nationale prévue sur la période 2013 -2023
est de 35 505 MW (tous réseaux confondus) dont 21 305 MW décidés et 14 200 MW en idée
de projet, les 21 305 MW déjà décidés sont réparties comme suit :
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• 14 370 MW en conventionnel pour le réseau interconnecté nord (RIN), 50 MW (tur-
bines à gaz TG) pour le Pôle In Salah-Adrar-Timimoun (PIAT), 421 MW (TG+diesel)
pour les réseaux isolés des localités du Sud,
• 5 539 MW en énergies renouvelables
• 925 MW pour la réserve stratégique et mobile.
Le parc de production des réseaux isolés du sud algérien est en pleine croissance vu la
demande sans cesse de l’énergie, les investissements en moyens de production de l’électricité
pour les réseaux isolés du Sud, totalisent un montant de 96 061 MDA pour une puissance
totale additionnelle de 421 MW. En effet pour les quatre dernières années en compte 117
nouveaux groupes diesel installés pour une puissance additionnelle de 138 MW et 20 groupes
Turbine à gaz totalisant une puissance de 283 MW. Le tableau sous dessous représente
l’évolution de l’investissement de la période 2013-2017 [42]
Fig. 2.4 Capacités de production additionnelles décidées sur la période 2013-2017.
2.4.3 Transformateurs de puissance :
Les transformateurs de puissance nous permet de modifier l’amplitude de tension selon
l’application désirée ce rôle est vital dans l’ensemble d’un système énergétique, la limitation
des alternateurs à l’heure actuelle de produire des tensions élevées qui sont bornés en général à
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Table 2.1 Puissance additionnelle à installer RIS par an et par filière.































5.5 ,11, et à 20KV en maximum nous oblige de les utilisés en élévateurs et ce pour transporter
la puissance demandée avec un minimum de pertes ,ils sont utilisés comme abaisseurs
de tension pour raccorder deux lignes de tension différentes (postes de transformation et
d’interconnexion) ou encore employer dans les postes de transformation et de distribution
pour livrer la moyenne tension aux industriels tel que le poste 60/10KV de l’ENICAB
Biskra. Le rapport de tension, la réversibilité de la machine et le rendement élevé restent les
caractéristiques essentielles de ces derniers.
Fig. 2.5 Modélisation d’un transformateur de puissance.
2.4.4 Lignes de transmission :
Les lignes aériennes sont constituées de diverses formes et altitudes selon le niveau de tension
employé avec des conducteurs nus en alliage d’aluminium pour garder les caractéristiques
électriques et mécaniques nécessaires résistivité faible, coefficient de dilatation et une dureté
appropriés. Les lignes de transmission sont représentées par le modèle en π à paramètres
concentrés (Fig. 1.5). Ces paramètres spécifiques pour des lignes ou des câbles avec une
configuration donnée, dépendent de la nature des conducteurs et de leurs géométries. Ce
modèle est caractérisé par les paramètres suivants: L’impédance série par phase Zi j (en Ω ):
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Zi j = ri j+ jxi j (2.1)
Où ri j,xi j sont, respectivement, la résistance et la réactance série de la ligne entre les jeux
de barres i et j. L’admittance shunt par phase Y shkm (en Siemens) est :
Y shi j = g
sh
i j + jx
sh
i j (2.2)
où gshi j ,x
sh
i j sont, respectivement, la conductance et la suscepectance shunts de la ligne
entre les jeux de barres i et j.
Fig. 2.6 Modèle en π d’une ligne de transmission.
Fig. 2.7 Longueur du réseau de transport à l’horizon 2024 [42].
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Chaque fois la demande croisse, le réseau de transport s’évolue pour répondre en matière
de cette demande, c’est pour ça la longueur globale du réseau de transport de l’électricité
algérien doit réaliser sur la période 2013- 2023 une longueur de 27 045 km :
• 21 240 km, déjà décidés dont 1 765 km en réhabilitation
• 5 805 km pour les lignes en idée de projet.
Ainsi, la longueur du réseau du GRTE filière Sonelgaz atteindra 49 178 km en 2023.la figure
sous dessous montre lévolution de la longueur totale de notre réseau de transport [35].
2.4.5 Charges électriques :
Les charges électriques sont de natures différentes, résistive comme pour les fours à arc
capacitive comme les batteries de compensation et plus habituellement inductive tels que
les moteurs et les transformateurs de puissance, en haute tension les charges électriques
sont les postes de répartition qui alimentent les réseaux de distribution. Le souci majeur en
transport est de garantir une tension fixe au niveau de celle-ci en haute tension l’intervalle de
[+10,−10%] est adopté, tandis que en basse tension l’intervalle [+5;−5%] est garantie pour
protéger le personnels et le matériels. L’alimentation des charges via des transformateurs
menus des prises réglables en charge préserve cette condition où le niveau de tension reste
pratiquement constant.
2.5 Fluctuation de la consommation :
La consommation d’électricité varie en permanence: au cours des saisons, au cours d’une
journée, en suivant le rythme de l’activité quotidienne et économique et en temps réel en
fonction de la météo du moment. Les différentes utilisations individuelles de l’énergie
électrique, à chaque moment, se traduisent par de fortes fluctuations de la consommation
dans le temps, cependant, pour un intervalle de temps d’une demi-heure, ces fluctuations
ont un certain caractère cyclique au cours de la journée, de la semaine, et de l’année en
créant une saisonnalité [43], à titre indicatif la figure sous dessous indique l’influence de la
température sur la demande en Algérie pour le jour 24/08/2010 [44].
2.6 Réglage de tension :
Le gestionnaire du réseau doit veiller pas seulement à la disponibilité de la fourniture de
l’énergie électrique mais également de procurer une tension et une fréquence dans une
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Fig. 2.8 Montre la courbe de charge du 24 août 2010 [42].
fourchette acceptable sujet d’une close contractuelle, en effet le niveau de tension doit rester
dans ces limites mentionnées au paragraphe précédent et ce quelque soit la situation de
production et de demande, les tensions se dégradent le long d’une ligne chaque fois qu’on
éloigne de la source de production qui se traduit par une maximisation des flux de puissance
transportés qui risquent d’enclencher le système de protection traité dans le chapitre suivant
[45].
2.7 Réglage de fréquence :
Généralement, on procède au réglage de la fréquence à partir d’une régulation de la vitesse de
rotation de la turbine, la puissance fluctue d’une heure à une autre, si la demande est diminue
le couple résistant appliqué à l’arbre de la turbine est diminue, la turbine est animée d’une
vitesse plus élevée ce qui augmente la fréquence, dans le cas contraire (demande augmente)
la turbine est freinée par le couple résistant appliquée à son arbre est la fréquence chutée par
suite , en effet une régulation de la vitesse est nécessaire pour que la fréquence reste dans
une fourchette acceptable [49.8-50.2].
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2.8 L’écroulement de tension :
les creux de tension sont des perturbations transitoires affectant les réseaux pendant moins
d’une seconde et accompagnant une baisse de tension de 10 % ou plus de la tension nominale,
touchant une ou plusieurs phases, .la profondeur du creux peut aller jusqu’à 60 %, la
figure sous dessous le schématise clairement. Pour éviter les conséquences fâcheuses de
ce phénomène indésirables dans nos installations, les gestionnaires des réseaux électriques
déploient de nombreux efforts pour en minimiser l’occurrence.
Fig. 2.9 Creux de tension.
Lorsque la tension baisse, les dispositifs de régulation entrent automatiquement en action
et agissent sur les groupes de production pour relever la tension. Ces dispositifs ont une action
limitée, qui peut être insuffisante en cas d’avarie de groupes de production. Par exemple, le
12 janvier 1987, plusieurs avaries dans des groupes de production de l’ouest de la France,
un jour où la consommation était importante, ont conduit à un écroulement de tension dans
l’ouest de la France. A Brest, point le plus affecté, la tension du réseau à 400 000 volts
n’était plus que de 200 000 volts. Lorsque la tension commence à baisser dans une zone,
les zones voisines sont affectées : leur tension baisse également. Lorsque les dispositifs de
régulation arrivent en limite de leur efficacité, plus rien ne peut enrayer la chute de la tension
et la propagation de l’incident mis à part le délestage, c’est-à-dire la coupure maîtrisée d’une
partie de la consommation, en quelques minutes, une zone très vaste peut être affectée. La
remise en tension du réseau prend en général plusieurs heures.
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2.8.1 Origines des creux de tension :
Les creux de tension proviennent soit du réseau électrique, soit des installations des clients.
Ce qui provient de l’installation des clients :
• Démarrage des moteurs de forte puissance (charge fortement inductives).
• Variation importante d la charge.
• Défaut électrique (perte d’une ligne ou câble).
Ce qui provient du coté réseau électrique :
• Contact accidentel avec le voisinage (arbre, engin).
• facteurs climatiques (vent, foudre, pluie).
• cassure d’équipement (isolateur, joint de câble,... etc).
Le nombre, l’amplitude et la durée des creux de tension varient grandement d’un point
de raccordement à un autre et dépendent de facteurs tels que le type de réseau (aérien ou
souterrain, réseau de transport ou de distribution, etc.).Tout creux de tension peut causer
l’arrêt imprévu d’équipements et dans certains cas, entraîner des dysfonctionnements selon
le type d’équipement et de procédé utilisés. L’impact financier est aussi fonction du secteur
d’activité en cause et du niveau de protection déjà mis en place [46].
2.8.2 Types des creux de tension :
On distingue trois catégories de creux en fonction du nombre de phases concernées (voir
aussi la Figure 2) :
• Type I : Chute principalement d’une des tensions phase-neutre.
• Type II : Chute principalement d’une tension phase-phase.
• Type III : Les tensions sur les trois phases sont touchées de manière équivalente.
Les types I et II sont typiquement causés par des courts circuits mono- ou biphasés.
Le type III est la conséquence de courts-circuits triphasés. Cette figure comprend deux
graphiques en abscisse la durée en millisecondes et en ordonnée la tension en pourcentage.
Le premier graphique( à gauche) illustre les exigences relatives axu creux de tension de type
1 touchant une phase, et de type 2 affectant deux phases. Il montre que les équipements
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Fig. 2.10 Type de creux de tension.
Fig. 2.11 Seuils tolérée des creux de tension.
doivent pouvoir tolérer des creux allant jusqu’à 60% de leur tension nominale pendant un
maximum de 200 ms, des creux de tension allant jusqu’à 30% de cette tension pendant un
maximum de 500ms et des creux allant jusqu’à 20% de cette tension pendant un maximum
de 3000 ms. La deuxième figure représente les exigences relatives aux creux de tension de
type 3 touchant trois phase, elle montre que les équipements doivent pouvoir tolérer des
creux de tension allant jusqu’à 30% de leur tension nominale pendant un maximum de 200ms
et des creux de tension allant jusqu’à 20% de cette tension pendant un maximum de 3000ms.
2.8.3 Solution pour prévenir contre les creux de tension :
• Eviter le démarrage direct des moteurs de forte puissance qui causent des chutes de
tension importantes c’est le cas de la station de pompage SP 1 de In Aminass de
SONATRACH qui a des moteurs asynchrones de 1.2 MW alimentés par une ligne de
5.5 Kv de la station d’ElGAR (station sonelgaz) , on a remarqué que lors de démarrage
de cette machine la chute de tension mesurée dans la ligne est 1.5 KV ce qui est
nuisible pour les moteurs (appel de courant important ) comme pour le fournisseur de
l’énergie (activation de la protection à minimum de tension) de la ligne.
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• Mise en œuvre de démarrages progressif des moteurs asynchrones de forte puis-
sance c’est le cas de la station de pompage SP2 de loutaya qui presente des moteurs
5.5Kv alimenté par un démarreur électronique progressif (ABB), le centre national de
dispatching des huiles hydrocarbure de hassi-massoud (CDHL) emploie des autotrans-
formateurs pour minimiser les chutes de tension considérables lors de démarrages de
ces motopompes pour évacuer le brut vers le nord du payé.
• Installation de transformateurs de type ferrorésonant.
• Utilisation de régulateurs automatiques de la tension.
• Emploie des alimentations sans découpage.
• Ajout des closes contractuelles d’exigences contre les creux de tension lors de la
passation de marché d’électricité.
Fig. 2.12 Fluctuation de la tension.
2.9 Fluctuation de la tension (flicker) :
La fluctuation lente de la tension est une diminution de la valeur efficace de la tension de
moins de 10 %. La tension est modulée en amplitude par une enveloppe dont la fréquence
est comprise entre 0,5 et 25 Hz. Le phénomène est dû à la propagation sur les lignes du
réseau d’appels de courants importants à la mise en service ou hors service d’appareil dont
la puissance absorbée varie de manière rapide (les fours à arcs, les machines à souder, les
moteurs à démarrages fréquents, . . . ), les conséquences de la fluctuation lente de la tension
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s’observent essentiellement sur des lampes à incandescence où elle provoque un papillotement
du flux lumineux (Flicker), cette gêne visuelle est perceptible pour une variation de 1% de la
tension. [47]
2.10 Libéralisation du marché de l’électricité :
La libéralisation du marché de l’électricité s’agit en réalité de l’ouverture du marché de
l’énergie électrique, sur un marché concurrentiel, la vente et la fourniture d’énergie sont
dissociées du transport et de la gestion des réseaux. Les activités de fourniture d’énergie sont
libéralisées, cela signifie que nous pouvons acheter notre énergie auprès du fournisseur de
notre choix. La libre concurrence vaut pour tous les biens et services et s’applique dès lors
aussi au choix d’un fournisseur d’énergie. Progressivement, toutes les entreprises et tous les
particuliers peuvent librement choisir leur fournisseur d’électricité .chaque client, chaque
entreprise peut ainsi choisir le partenaire énergétique qui répond le mieux à ses besoins .Par
ailleurs, la concurrence génère un meilleur service, une plus grande orientation client et
des prix répondant à l’offre et à la demande sur le marché [43]. Dans ce marché libre il est
important que les sociétés productrices organisent efficacement, leurs opérations, maximisent
leurs marges bénéficiaires, et minimisent leurs couts de production.
2.11 Impact des générateurs d’énergie dispersée aux réseaux
de distribution HTA :
Le développement récent des générateurs d’énergie dispersée (GED en abréviation) et
leur introduction de plus en plus importante aux réseaux de distribution peuvent avoir des
conséquences au fonctionnement de ces derniers [48].
2.11.1 Les différents types et technologies de GED :
Les GED sont généralement des installations de petite capacité qui sont raccordées aux
niveaux de tension peu élevés. Selon la conception et les technologies utilisées, il y a
plusieurs types de GED [49]:
• Générateurs à combustion traditionnels : tel que les turbines à gaz (à cycle simple,
cycle récupéré, et cycle combiné) ou les systèmes de cogénération. Ces derniers
peuvent participer aux services système grâce à la contrôlabilité en puissance sortie à
la fois active et réactive.
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• Générateurs non traditionnels telque:
– Des dispositifs électrochimiques comme les piles à combustible
– Des dispositifs de stockage : les batteries, les volants d’inertie et les supercon-
densateurs,...
– Les systèmes à base d’EnR (Energie Renouvelable) : les éoliennes, ou les pan-
neaux photovoltaïques (PV),... Leur puissance installée peut varier de quelques
dizaines de watts jusqu’à quelques MWs. La puissance fournie en fonction-
nement par ces productions est intermittente car elle dépend de la disponibilité
de la source primaire (vent, soleil,...), l’introduction des GED dans les réseaux
de distribution HTA et BT est favorisée par deux principaux faits suivants : pre-
mièrement, c’est la libéralisation du marché de l’électricité qui ouvre la voie pour
intégrer des producteurs privés dans le système électrique ; et deuxièmement,
c’est la subvention publique qui rend des sources d’énergie renouvelables renta-
bles pour ces producteurs. Puisque l’exploitation de ces sources d’énergie restent
encore chère en ce moment et les techniques à prix bas pour les maîtriser sont
encore à développer. Les avantages des GED [50]: les aventages des GED sont:
• Ils peuvent être installés à proximité des consommateurs. Ceci réduit le coût de
transport et de distribution d’énergie électrique, et parfois, les pertes électriques.
• On peut trouver plus facilement les sites d’installation pour des petits producteurs.
• La durée d’installation est plus courte.
• Ils utilisent des technologies « vertes », c’est-à-dire propres et peu d’impact environ-
nemental.
• La co-génération améliore le rendement énergétique de la production (40% pour une
centrale thermique classique contre 60 à 70% pour une unité de cogénération).
2.11.2 Impact des GED aux réseaux HTA :
Malgré ses avantages, l’introduction des GED entraine plusieurs impacts sur le fonction-
nement et la protection des réseaux de distribution car les schémas d’exploitation et de
protection de ces réseaux ont été conçus pour des flux de puissance descendant du poste
source vers les charges avec des départs radiaux. Le raccordement d’unités de production
vient remettre en cause ces schémas d’exploitation. On peut constater ci-dessous des impacts
majeurs [50] [51]:
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2.11.3 Impacts sur le flux de puissance :
Le système électrique a été construit pour un flux de puissance unidirectionnel : l’énergie
électrique générée à partir des grandes centrales électriques est transmise par les réseaux de
transport et répartition vers les réseaux de distribution. Ces derniers vont ensuite acheminer
de l’énergie aux consommateurs. Si les GED sont intégrés de manière importante aux réseaux
de distribution, il est possible qu’à un moment donné, l’énergie puisse remonter vers les
réseaux de transport et répartition. Il faut donc prendre en compte cette bidirectionnalité dans
la gestion du système (tant technique qu’économique), même si les ouvrages sont intrinsèque-
ment bidirectionnels. Il faut vérifier également le respect des capacités de transit du réseau
parce que la puissance injectée par les GED peut entrainer dans certaines branches du réseau,
des flux de puissance plus élevés que la tenue électrique des matériels (lignes, câbles,...).
Ceci entrainera ensuite le vieillissement plus rapide, voire des défauts de ces matériels liés à
l’échauffement. La vérification est réalisée via le calcul de l’écoulement de charge avec les
hypothèses et données précisées. Ensuite, les tronçons du réseau où des dépassements de
transit sont constatés seront déterminés. On peut supprimer ces dépassements en faisant des
travaux de renforcement ou de création de réseau.
2.11.4 Impacts sur le plan de protection :
L’intégration des GED aux réseaux de distribution peut entrainer des problèmes suivants
: l’augmentation de la puissance de court-circuit des réseaux, les fonctionnements intem-
pestifs des protections ou l’aveuglement de ces dernières. Il y a aussi un problème sur le
fonctionnement en mode d’îlotage du réseau. Des révisions du plan de protection sont alors
indispensables.
2.12 La protection et les systèmes de compensation FACTS
:
Dans le domaine de la protection et de la perturbation des réseaux électrique, la puissance de
court-circuit est une grandeur importante car elle qualifie l’impédance interne équivalente
d’un réseau (modèle de Thévenin) vu d’un point d’observation :
• En termes de courant de défaut, cette impédance interne limite la contribution du
réseau au courant de défaut.
• En termes de perturbation, la qualité de la tension sera d’autant meilleure que l’impédance
interne du réseau est faible.
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• Lors d’un court-circuit triphasé, le courant de défaut se définit par :
ICC3ph =Vn/ZCC (2.3)
Avec Vn est la tension simple du réseau et ZCC est l’impédance de Thévenin du réseau vue du
point d’observation. La puissance de court-circuit triphasé peut être calculée par :
SCC3ph = 3VnICC3ph =
√
3UnICC3ph (2.4)
Où Un est la tension composée nominale du réseau. Un réseau peut être caractérisé par
ses deux puissances de court-circuit monophasé et triphasé qui permettent de définir les
impédances directe et homopolaire équivalentes. SCC3ph est un critère dans le choix des
dispositifs (câbles, disjoncteurs, machines, etc.) connectés à un réseau, en tenant compte
de leur tenue vis-à-vis des contraintes de courant de défaut sur le réseau. Le raccordement
des Système de compensation dynamique FACTS (type série TCSC) par exemple dans les
réseaux électriques peut réduire l’impédance ZCC alors le courant de défaut et la puissance de
court-circuit vont augmenter. En conséquence, les dispositifs de réseau qui ont été choisis en
se basant sur la puissance de court-circuit initiale peuvent être endommagés par un courant
de défaut plus élevé.
2.13 Conclusion :
Ce premier chapitre intitulé généralités sur les réseaux électriques vient de donner une
présentation générale sur les réseaux électriques, les définitions de base des réseaux telque les
différents types et architectures des réseaux électriques sont exposées, les éléments essentiels
constituant le réseau sont expliqués avec leur modélisation, le plan d’investissement national
en matière de production et de transport de l’énergie électrique pour le plan 2013-2024 est
aussi traité. Les différents phénomènes indésirables au bon fonctionnement des systèmes
énergétiques tels que la fluctuation de la charge, chute et creux de tension sont abordés,
néanmoins les conséquences fâcheuses de ces derniers sur la stabilité et la continuité de
service sont préjudiciables, pour en prévenir l’implantation d’un système de protection
flexible et efficace est obligatoire ce qui représente le sujet du chapitre suivant.
3.1 Introduction :
L’exploitant du réseau électrique vielle pas seulement à répondre à la demande crois-
sante de l’énergie électrique mais également avec une sécurité et continuité de service exem-
plaire, une sécurité qui doit préserver à la fois la sureté de personnels et le matériels exploités.
Le choix de la qualité élevée du matériels électriques ne garantissent pas la sécurité
voulue, cependant la mise en place d’un système de protection très efficace établi par les
ingénieurs électriciens est essentiel pour dépasser les incidents qui peuvent touchés ces ins-
tallations avant d’en éliminer les causes. L’explosion informatique ces 15 dernières années
fait un ressort dans ce domaine qui a permet de remplacer les relais analogiques générale-
ment faisant une seule fonction de protection par des relais numériques réalisant plusieurs
fonctions en même temps et qui permettant la commande des disjoncteurs à distance et le
reparamaitrage facile des seuils de protection après une éventuelle extension ou modification
de l’installation surveillée en effet les relais REF de l’ABB et SEPAM de Schneider font une
révolution pertinente en matière de protection.
Ce chapitre vient d’exposer le rôle de la protection ainsi les différentes protections em-
ployées pour protéger les éléments principales d’un réseau à savoir les alternateurs,les mo-
teurs, les transformateurs, les lignes et les jeux de barres, contre les défauts électriques.
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3.2 Définition de la fonction de protection :
Les relais de protection sont des appareils qui comparent en permanence les grandeurs
électriques du réseau telles que le courant, la tension, la fréquence, l’impédance, la puis-
sance...etc. à des seuils prédéterminés et qui donnent automatiquement des ordres d’action
(ouverture d’un disjoncteur) ou une alarme lorsque les grandeurs surveillées dépassent les
seuils, le rôle des relais de protection est de détecter tout phénomène anormal pouvant se
produire sur un réseau électrique tel que court-circuit, perte d’isolement, variation de la
tension, dysfonctionnement d’une machine. Les buts visés par les dispositifs de protection
sont multiples :
1. Protéger les personnes contre les dangers de défauts électriques,
2. Préserver la durabilité de matériel (un court−circuit triphasé sur un jeu de barres
moyenne tension peut faire fondre jusqu’à 50kg de cuivre en 1 seconde; la température
de l’arc peut dépasser en son centre 10000 [53 ])
3. Limiter les contraintes thermiques, diélectriques et mécaniques aux quelles sont
soumises les installations électriques à savoir les jeux de barres câbles, lignes, enroule-
ments des machines et transformateurs de puissance.
4. Protéger les installations voisine de commande, de télécommunication, tel-surveillance
contre les défauts propagés dans le voisinage et la charpente métallique en réduisant
les tensions induites.
5. préserver la stabilité et la continuité de service du réseau.
Les relais de protection sont :
• Autonome (Sans alimentation auxiliaire) : lorsque l’énergie nécessaire à son fonction-
nement est prise directement sur le circuit surveillé.
• A alimentation auxiliaire lorsque l’énergie nécessaire à son fonctionnement est prise
sur une source auxiliaire de tension continue ou alternative indépendante du circuit
surveillé.
3.3 Chaîne de protection :
Le système de protection se compose d’une chaîne constituée généralement des éléments
suivants :
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Fig. 3.1 Chaine de protection.
3.3.1 Transformateurs de mesure :
Les transformateurs de mesure doivent transmettre une information (un signal électrique)
avec une précision garantie et assurent l’isolement entre le circuit primaire et le circuit
secondaire (circuit de mesure). Cette isolation doit supporter la tension et la surtension
du réseau ainsi que les courants de défauts. Les transformateurs de mesure (réducteurs de
mesure) sont principalement des transformateurs de tension (TT ) et des transformateurs
de courant (TC). Ils sont destinés à ramener les tensions et les courants sur les circuits
principaux à des valeurs plus faibles et faciles à [54].:
XMesurer et afficher.
X Utiliser pour des installations de comptage, pour calcul des puissances P et Q... etc.
X Utiliser pour alimenter des circuits de protections électriques ou des régulateurs.
3.3.2 Transformateurs de courant (TC) :
Les courants dans le réseau électrique sont souvent trop importants pour traverser directement
les appareils de mesure. Les transformateurs d’intensité (transformateurs de courant )
permettent de ramener ces courants forts à des valeurs acceptables pour la plupart des
appareils, généralement 1 ou 5 ampères. La fonction de ces transformateurs est de fournir au
secondaire un courant proportionnel au courant primaire mesuré. Son utilisation concerne
autant la mesure que la protection. Le rapport de transformation du TC s’exprime par :
m= I1/I2, cependant pour garantir une bonne exploitation de ces appareils il est utile de les
exploiter dans leur partie linaire en évitant le phénomène de saturation par les forts tensions
32 Eléments et Fonction du Système de Protection :
et courants pour garantir une lecture fidèle ainsi :
X Il ne faut jamais laisser le secondaire d’un transformateur de courant ouvert.
X On ne peut pas utiliser un transformateur de courant en courant continu.
X On place un transformateur de courant dans chaque phase du réseau électrique.
Fig. 3.2 Désignation des bornes du transformateur de courant.
Types des transformateurs de courant :
TC avec une seule spire au primaire : Il s’appelle aussi à barre passante dont le primaire se
réduit à une barre de cuivre traversant l’enroulement secondaire, il est utilisé dans les cellules
d’appareils de coupure moyenne tension.
Transformateur de courant traversant : Ce sont les conducteurs de la cellule de l’appareil
de coupure moyenne tension qui ont la fonction de spire primaire [54 ].
Transformateur à tore : Il est destiné à être installé sur un câble.
Fig. 3.3 Types des Transformateurs de courant.
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Paramètres du transformateur de courant suivant la norme CEI 185 :
Le transformateur doit être adapté aux contraintes d’utilisation qui peut être un dispositif de
protection, de mesure ou de comptage .l’utilisation prévue du TC permet la détermination
des courants primaires et secondaires assignés, la puissance et la classe de précision. Les
caractéristiques des transformateurs de courant ne sont valables que pour des conditions
normales de fonctionnement,un déclassement est à prévoir en fonction de la température
ambiante et de l’altitude [55].
• 1⃝ Courant primaire assigné : Il est défini par la norme et choisi parmi les valeurs suiv-
antes 10-12.5-15-20-25-30-40-50-60-75 et leur multiples et sous multiples décimaux.
• 2⃝ Courant secondaire assigné : Il est égal à1 ou 5A
• 3⃝ Puissance de précision : Elle exprime la puissance apparente en VA à un facteur
de puissance spécifié que le transformateur peut fournir au circuit secondaire, elle est
définie pour le courant secondaire assigné et la charge de précision sur laquelle sont
basées les conditions de précision. Les valeurs normalisées sont : 1-2.5-5-10-15-30VA.
• 4⃝ Classe de précision : Elle définit les limites d’erreur garantie sur le rapport de
transformation dans des conditions spécifiées de puissance et de courant.
Précision des transformateurs de courant destinée pour la mesure :
Elle est définit par la classe de précision qui détermine l’erreur admissible en Phase et en
module sur une plage de 5120% du courant primaire assigné. Les classes de précision
normalisées par CEI sont : 0.1-0.2-0.5-1-3-5.
• a⃝ Les classes 0.5 et 1 sont utilisées dans la majorité des cas.
• b⃝ La classe 0.2 n’est utilisée que pour le comptage précis.
• c⃝ Les classes 0.1-3-5 sont rarement utilisées.
Transformateurs de courant utilisés pour la protection suivant la norme CEI 185 :
Facteur limite de précision (FLP) : Ce facteur est le rapport entre le courant limite de
précision Il pour lequel l’erreur est garantie inferieure à 5 ou 10 % selon que la classe de
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Ainsi l’appareil sature pour un courant d’autant plus grand que le FLP. Les facteurs limites
de précision normalisés par CEI sont 5-10-20-30.
Application Classe de précision
Protection différentielle 5P
Protection à maximum de courant phase 10P
Exemple de transformateur de courant utilisé pour la protection.
Caractéristique de l’appareil : 100/1 A, 15 VA ,5P10
Courant primaire assigné : 100A Courant secondaire assigné : 1A
Puissance de précision : 15 VA Classe de précision : 5P
Facteur limite de précision (FLP) : 10
3.3.3 Transformation de tension (TT) :
La fonction d’un transformateur de tension est de fournir à son secondaire une tension
image de celle qui lui est appliquée au primaire. L’utilisation concerne autant la mesure que
la protection. Les transformateurs de tension (TT) sont constitués de deux enroulements,
primaire et secondaire, couplés par un circuit magnétique ; les raccordements peuvent se faire
entre phases ou entre phase et neutre (neutre à la terre). Le rapport de transformation de TT
est : m=V2/V1,il est strictement interdit de court-circuité le secondaire d’un transformateur
de tension TT, son secondaire doit être toujours ouvert présentant ainsi une charge infiniment
grande contrairement au TC qui doit être court-circuité. Le principe de fonctionnement d’un
TT est schématisé par la figure sous dessous :
Fig. 3.4 Schéma d’un transformateur de tension.
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Paramètres des transformateurs de tension suivant la norme CEI 186 :
Le transformateur de tension doit être adapté aux contraintes liées à l’utilisation qui peut être
un dispositif de protection ou de mesure. L’utilisation prévue du transformateur de tension
permet de déterminer la tension secondaire assignée, la puissance et la classe de précision,
et la puissance thermique limite. Comme tout appareil, il doit supporter les contraintes du
réseau liées à la tension, au courant et à la fréquence, les caractéristiques des transforma-
teurs de tension ne sont valables que pour des conditions normales de fonctionnement .Un
déclassement est à prévoir en fonction de la température ambiante et de l’altitude [55].
a⃝ Facteur de tension assigné : C’est le facteur par lequel il faut multiplier la tension
primaire assignée pour déterminer la tension maximale pour laquelle le transformateur doit
répondre aux prescription d’échauffement et de précision spécifiée pendant le temps néces-
saire à l’élimination du défaut.
b⃝ Tension primaire assignée Up : Il dépond la construction et le type de raccordement du
transformateur entre phase et terre ou entre phase et phase.
Raccordement entre phase et terre Up =U/
√
3 raccordement entre phase Up =U
Fig. 3.5 Raccordement d’un transformateur de tension.
c⃝ Tension secondaire assignée : Elle est égale à 100 ou 110 V pour les transformateurs
raccordés entre phase, pour les transformateurs raccordés entre phase est terre, la tension
secondaire assignée est devisée par
√
3
. d⃝ Puissance de precision : Elle est exprimée en VA, c’est la puissance apparente que le
transformateur de tension peut fournir au secondaire lorsqu’il est branché sous sa tension
primaire assignée et raccordé à sa charge de précision, sans introduire d’erreur dépassant les
valeurs garanties par la classe de précision. Les valeurs normalisées par CEI sont :10-15-25-
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30-75-100-150-200-300-400-500 VA.
e⃝ Classe de précision : Elle définit les limites d’erreurs garanties sur le rapport de transfor-
mation et sur la phase dans des conditions spécifiées de puissance et de tension.
3.3.4 Les relais de protection :
Le relais de protection sont des appareils qui reçoivent une ou plusieurs informations(signaux)
à caractère analogique (courant, tension, puissance, fréquence, température, . . . etc), on les
transformant à un ordre de fermeture ou ouverture d’un disjoncteur lorsque ces informations
reçues atteignent les valeurs supérieures ou inférieures à certaines limites qui sont fixées
à l’avance. Donc le rôle des relais de protection est de détecter tout phénomène anormal
pouvant se produire sur un réseau électrique tel que le court-circuit, variation de tension,
augmentation de température, variation de fréquence. . . etc. Un relais de protection détecte
l’existence de conditions anormales par la surveillance continue d’une telle installation.
Les relais peut être avec ou sans alimentation auxiliaire, si l’alimentation nécessaire
à son fonctionnement est prise directement sur l’installation contrôlée on dit que le relais
est autonome, dans le cas contraire lorsque l’alimentation interne de ce dernier est prise
d’une source auxiliaire continu ou alternative on dit que le relais est à source d’alimentation
indépendante, dans les installations industrielle la source auxiliaire d’alimentation offre un
avantage intéressant pour la continuité de surveillance et le sauvegarde des données du réseau
même lors de la rupture de l’alimentation principale, généralement la source auxiliaire est
continu 110V qui est le cas pour les relais numériques IMM 7000 de SIMENS installés dans
la station de pompage de brut SP1 de IN AMINAS.
Fig. 3.6 Relais à maximum de courant sans alimentation auxiliaire.
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Fig. 3.7 Relais à maximum de courant avec alimentation auxiliaire.
3.4 Classification des relais :
3.4.1 Les relais électromécaniques :
Sont basés sur le principe système d’induction actionné par des bobines alimentées par
des variables électriques du réseau via des transformateurs de courant et de tension. On
utilise généralement un ressort de réglable détermine la limite de l’action d’un disque sur un
déclencheur (points de réglage). Les équipements électromécaniques sont des assemblages
de plusieurs fonctions telles que la détection de seuils et temporisation. Ils avaient l’avantage
d’être robustes, de fonctionner sans source d’énergie auxiliaire et d’être peu sensibles aux
perturbations électromagnétiques. Ces relais se caractérisent par leur solidité et leur grande
fiabilité, pour cette raison, leur entretien est minime. Ils sont réputés pour leur fiabilité dans
les environnements de travail les plus délicats surtout dans les zones poussières telles que les
concasseurs les cimenteries et les carrières. Mais un contrôle régulier est nécessaire dont la
périodicité d’inspection dépend des conditions d’exploitation [55]. Les inconvénients de ces
dispositifs, qui demeurent peu rencontrés, sont :
• 1. Le risque d’être hors d’état de fonctionner entre deux périodes de maintenance.
• 2. Le manque de précision, le dispositif étant sensible à son environnement et aux
phénomènes d’usure.
• 3. Il est aussi difficile d’obtenir des réglages adaptés aux faibles courants de défaut.
• 4. Son coût de fabrication est élevé.
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• 5. Des performances insuffisantes et n’autorisent l’emploi que de fonctions élémen-
taires simples en nombre limité et sans redondance.
De ce fait, ce type de relais de protection tend à disparaître à l’heure actuelle. A titre
d’exemple on cite les relais PSW162, RXAP6235 utilisée au poste Oued-El-Othmania (OAT).
3.4.2 Les relais statiques :
Le développement de l’électronique a poussé les protections vers l’utilisation des composants
électroniques discrets et les relais statiques. Ces protections, apparues sur le marché dans
les années 1970, sont basées sur le principe de la transformation de variables électriques du
réseau, fournies par des transformateurs de courant et de tension, en signaux électriques de
faible voltage qui sont comparés à des valeurs de référence (seuils de réglage).Des compara-
teurs fournissent des signaux de temporisation qui actionnent des relais de déclenchement.
Ces dispositifs nécessitent en général une source d’alimentation auxiliaire continue. ils ont
les caractères suivants:
• 1. Ils procurent une bonne précision et permettent la détection des faibles courants de
défaut.
• 2. Chaque unité opère comme une fonction unitaire et plusieurs fonctions sont néces-
saires pour réaliser une fonction de protection complète. Les inconvénients de ces
dispositifs est le risque d’être hors d’état de fonctionnement entre deux périodes de
tests de maintenance.
• 3. Grande puissance consommée.
• 4. Faible sécurité de fonctionnement (pas de fonction d’autocontrôle).
Exemple : relais LZ96a ABB, 7SL27 Siemens (utilisés au poste Oued-El-Othmania (OAT).
3.4.3 Les relais numériques :
La technologie numérique a fait son apparition au début des années 1980 avec le développe-
ment des microprocesseurs et des mémoires, les protections numériques, sont basées sur le
principe de la transformation de variables électriques du réseau, fournies par des transfor-
mateurs de mesure, en signaux numériques de faible voltage. L’utilisation des techniques
numériques de traitement du signal permet de décomposer le signal en vecteurs ce qui au-
torise un traitement de données via des algorithmes de protection en fonction de la protection
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désirée. En outre, ils sont équipés d’un écran d’affichage à cristaux liquides sur la face avant
pour le fonctionnement local.
Ces dispositifs nécessitent une source auxiliaire, offrent un excellent niveau de précision
et un haut niveau de sensibilité. Ils procurent de nouvelles possibilités, comme :
• 1. L’intégration de plusieurs fonctions pour réaliser une fonction de protection complète
dans une même unité.
• 2. Possibilité de traitement et de stockage de données.
• 3. L’enregistrement des perturbations du réseau (perturbographe),
• 4. Le diagnostic des dispositifs connectés (disjoncteurs, . . . .etc.).
Ces modèles intègrent des possibilités d’autotest et d’autocontrôle qui augmente leur
continuité de fonctionnement tout en réduisant la durée et la fréquence des opérations de
maintenance.
En plus des fonctions de protection, ces équipements disposent également de fonc-
tions complémentaires facilitant leur fonctionnement. Les liaisons séries permettent de les
paramétrer depuis un micro-ordinateur et de les connecter à un système de contrôle com-
mande au niveau local et central. Ils permettent aussi de bénéficier des récentes découvertes
dans le domaine de l’intelligence artificielle comme les réseaux neuronaux et la logique floue.
Les relais numériques les plus répondus aujourd’hui sont le relais REF de l’ABB et SEPAM
de SCHNNEIDER. La société SONELGAZ [55] est entrain de remplacer ces équipements
de type Electromécanique et Electrostatique par des équipements numériques, en plusieurs
étapes.
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3.5.1 Protection à maximum de courant phase :
Cette protection est destinée pour détecter les surintensités dans une installation électrique
mono ou triphasés, la protection est activée lorsque la valeur du courant contrôlé dépasse le
seuil de réglage communément appelé le seuil de fonctionnement imposé par l’exploitant de
l’installation. Cette protection peut être temporisée, est la protection ne sera activée qu’après
le dépassement du courant le seuil de réglage au moins égale à la temporisation sélectionnée.
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Protection à temps indépendant :
Dans ce cas la temporisation est constante est n’a aucune relation avec la valeur du courant
mesuré. La figure sous dessous explique le fonctionnement de cette dernière ou Is est le seuil
de réglage de courant de coupure, et T est le retard de fonctionnement de la protection ou la
temporisation.
Fig. 3.8 Caractéristique temps courant d’une protection (a-Temps indépendant, b- Temps
dépendant).
Protection à temps dépendant :
La temporisation dépend du rapport entre le courant mesuré et le seuil de fonctionnement,
plus le courant est élevé plus la temporisation est faible. Le fonctionnement de la protection
à temps dépendant est défini par les normes CEI 255-3 et BS 142 elles définissent plusieurs
types de protections à temps dépendant qui se différencient par leur pente de leurs courbes
on trouve protection à temps inverse, très inverse, ou extrêmement inverse [55]. Le choix
d’une telle courbe est liée aux contraintes thermiques et électrodynamiques de l’installation
et à la sélectivité employée entre les protection.la courbe suivante indique la relation entre la
temporisation et la valeur du courant détectée.
3.5.2 Protection à maximum de courant terre :
Cette protection joue un rôle vitale pour protéger nos installation contre la circulation du
courant terre lors d’un défaut d’isolement, la protection est activée lorsque le courant résiduel
Irsd = I1 + I2 + I3 dépasse le seuil de réglage pendant une durée égale à la temporisation
choisie dans le cas normal ou aucun défaut n’est apparu on peut confirmer que la somme des
trois courants phase est nul qui reflète par la suite les caractéristiques d’un système triphasés
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équilibré, ou lors d’un défaut terre, cette somme n’est plus nulle donnant ainsi la valeur du
courant traversant la terre. La protection peut être à temps dépendant ou indépendant de
façon identique à la protection à maximum du courant phase ce choix est lié aux besoins de
l’exploitation et caractéristique du disjoncteur maintenu.
Mesure du courant terre :
Le courant résiduel peut être mesuré par deux méthode :
a⃝ La première par un transformateur tore enserrant les trois câbles dont le secondaire voie
un flux résultant magnétique de ces trois conducteurs, dans le cas ordinaire (aucun défaut
terre n’est présenté) ce flux est nul (somme vectorielles de trois vecteurs égaux déphasé entre
eux d’un angle de 2π/3), si un défaut d’isolement affectant un de ces câbles ce flux n’est
plus nul donnant par suite la valeur du flux résiduel θrsd = θ1 +θ2 +θ3 proportionnel au
courant résiduel Irsd .
a⃝ La Deuxième par utilisation de trois transformateurs de courant dont les neutres et les
phases sont reliés suivant la figure sous dessous.
Fig. 3.9 mesure de courant résiduel par un tore.
Notant que pour l’utilisation d’un transformateur tore il est obligatoire de mettre l’écran
conductrice des trois câbles à l’intérieur du tore afin de détecter tout courant de défaut interne
des trois câbles.
Réglage minimal des seuls de protection :
Concernant le réglage de cette protection il est intéressant de noter que le réglage de protection
utilisant un transformateur tore doit supérieur à 1 A pour une temporisation de 0.1 s et ce
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Fig. 3.10 Mesure de courant de terre par trois transformateurs de courant.
pour éviter le déclenchement intempestive du aux courants transitoires dans les installations
industrielles. Pour la protection basée sur l’emploie de trois transformateurs de courants, il
faut veiller à régler le seuil de courant supérieur à 12% du courant nominal des TC.
3.5.3 Protection à maximum de courant phase directionnel :
Cette protection a deux objectifs, le premier est de protéger l’installation contre les forts
courants, le deuxième est pour détecter leur sens. Pour mieux comprendre le rôle et le
principe de fonctionnement de cette dernière il est bel et bien d’analyser l’exemple suivant.
Soit l’installation schématisée par la figure suivante :
Avec : P1,P4 :Protection à maximum de courant phase.
P3,P4 :Protetion à maxuimum de courant phase directionnel.
Icc1, Icc2 : court circuit alimimenté par les source 1,2 respectivement
Lors de défaut en point A ,les deux courant de court-circuit Icc1 ICC2 s’etablissent simul-
tanément, les quatre protections P1,P2,P3 ,P4 sont traversés par un courant de court circuit.
Or pour éliminer le défaut sans couper l’alimentation des départs, seuls les disjoncteurs D1,
D2 doivent déclencher. Pour y parvenir, on installe des protections à maximum de courant
phase directionnel en P1 et P2.
Le système de protection se comporte de la façon suivante :
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Fig. 3.11 Réseau à double alimentation affecté par un court-circuit.
• La protection P3 n’est pas active car elle est traversée par un courant circulant dans un
sens opposé de sa sens de détection.
• La protection P2 est activée car elle est traversée par un courant circulant dans le sens
de sa détection, elle provoque le déclenchement du disjoncteur D2 est le courant ICC2
sera coupé.
• Un système d’inter-déclenchement provoque l’ouverture de D1, le courant ICC1 est
donc coupé.
• La protection P4 n’est pas activée car elle est temporisée.
• Le tronçon en défaut est donc isolé.
On dit que la protection détecte le sens du courant mais en réalité elle détecte le signe de la
puissance active dans une installation [55].
3.5.4 Principe d’une protection à distance :
Principe de base :
Un relais distant comme son nom l’indique, à la capacité de détecter une panne à une distance
prédéfinie sur une ligne de transport ou un câble d’alimentation depuis son emplacement.
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Chaque ligne électrique à une résistance et une réactance par kilomètre en fonction de sa
construction ainsi son impédance totale sera une fonction de sa longueur ou de sa distance.
Un relais distant observe donc le courant et la tension et les compare en s’appuyant sur la loi
d’Ohm Le principe de la protection de distance est schématisé ci-dessous [55, 56]:
Fig. 3.12 Principe de base du fonctionnement.
Schéma de protection à distance :
Le principe de la protection à distance est basé sur la loi d’Ohm :U = ZL ∗ I sachant que
ZL = RL+ jXL. En cas de défaut, le courant I augmente et la tension U sera diminué ce
qui affecte le changement de l’impédance de cette ligne ZL ; or l’impédance de la ligne
ZL est proportionnelle à la longueur (L), donc pour déterminer la longueur ou se trouve le
problème, il suffit de connaître l’impédance qui est l’image de la tension et le courant circulé
à partir des transformateurs de mesures TT et TC. La ligne à protégée doit être partagée en
deux zones avale et une zone amant (Fig.3.12). Le schéma conventionnel de la protection à
distance est illustré par la figure suivante :
• 1⃝ La première zone couvre 85% de la ligne avec un déclenchement instantané t = 0s.
• 2⃝ La deuxième zone est temporisée et destinée à protéger 15% de la ligne restante, et
également le poste suivant.
• 3⃝ La troisième zone a un déclenchement en secours qui devrait protéger 20% des
lignes, la temporisation est réglée à t = 1,5s.
• 4⃝ La quatrième zone temporisée à t = 2,5s, elle couvre 60% de la ligne en amont.
3.5 Les différents types de protection : 45
Fig. 3.13 Schéma du principe de la sélection des zones de mesure.
Avantages et inconvénients de la protection à distance :
Avantages : Ces protections présentent l’avantage d’assurer des déclenchements en secours
pour des défauts situés au poste B ou plus éloignés (défauts barres, défauts lignes mal
éliminés par suite d’une défaillance de disjoncteur ou de protection).On parle alors d’un
fonctionnement en "secours éloigné".
Inconvénients : Elles sont par contre relativement lentes en 2ème stade. Cet inconvénient
peut être levé en recours à des asservissements entre extrémités de l’ouvrage au moyen de
systèmes de télétransmission, on parle alors dans ce cas d’accélération de stade, de plus pour
des liaisons courtes, la différenciation entre zone 1 et 2 atteint ses limites. Toutefois, ces
protections peuvent encore être utilisées en recours au mode d’asservissement particulier dit
à verrouillage (si l’une des protections détecte le défaut en amont, elle verrouille l’autre).
Ces inconvénients ont été surmontés par l’utilisation de la dernière technologie des relais
numériques [55, 56].
3.5.5 Protection différentielle transformateur :
La protection différentielle transformateur est pour but de protéger cette machine contre les
défauts d’origine interne tels que les court circuits entre spires de la même phase ou court
circuits entre phases ou encore entre phase et masse, le principe de fonctionnement de cette
protection est donnée par la figure sous dessous. Afin d’éviter les déclenchements intempestif
causés par les forts courants dus aux défauts d’origine externe hors de la zone protéger, cette
protection est à pourcentage.
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Fig. 3.14 Schéma de principe de la protection différentielle transformateur.
3.5.6 Protection à maximum de tension :
Elle est utilisée pour protéger les récepteurs contre une tension plus élevée que la tension
nominale de service, la protection est activée lorsque la tension composée aux moins d’une
phase est plus élevée au seuil de réglage pour une temporisation généralement constante.
Généralement le réglage se fait pour un seuil de tension supérieure à 1,1 Un pour une durée
de 1s, cependant cette dernière dépend du système de sélectivité employé entre les autres
protections. Le contrôle de tension est surveillé par l’utilisation des transformateurs de
tension déjà étudié aux paragraphes précédents.
3.5.7 Protection à minimum de tension :
Elle a pour but de protéger les installations industrielles, les câbles et les lignes de transmis-
sion contre les surcharges causées par la diminution de tension, pour les moteurs électriques
les conséquence sont plus graves notamment à l’instant de démarrage des moteurs asyn-
chrones de fortes puissance car une diminution de tension entraine une diminution importante
du couple de démarrage cela va entrainer un échauffement excessif de la machine accompa-
gné par un freinage du rotor jusqu’à le calage et la machine est trouvée en court circuit. A titre
d’exemple la chute de tension remarquée lors du démarrage d’un des moteurs asynchrones
5.5 KV de puissance 1.2 MW installé à la station de pompage SP1 de IN AMINAS est de
3.6 Conclusion : 47
1.5 KV avec un courant de 630A alors que son courant nominal est de 72 A ,la protection à
minimum de tension est réglée à 0.8Un pour une temporisation de 4s, immaginant le courant
absorbé à cet instant si la ligne présente une chute de tension ce qui reflète l’importance
de cette protection. Elle est utilisée aussi pour délester les consommateurs non prioritaires
lors d’une surcharge. Elle est utilisée aussi pour contrôler la tension avant de permuter une
source.
3.6 Conclusion :
Dans ce chapitre le lecteur palpe le rôle et l’importance d’un système de protection dans
une installation électrique, on a commencé ce dernier par une explication de la fonction de
protection ,puis on abordé l’étude des transformateurs de courant et de tension nécessaires
pour donner une image réelle du réseau surveillé au relais de protection ,leurs définitions et
types ainsi sont bien présentés, leurs facteurs essentiels sont aussi donnés suivant les deux
normes internationale ISO et britanniques BS. Les différents types des relais sont aussi étudiés
on abordant les avantages et les inconvénients de chacun. Les protections les plus rencontrées
dans la pratique sont largement expliquées en définissant leur principe de fonctionnement,
leur emploi et leurs seuils de réglage. Toute fois ces seuils de courants et temporisation
ne peuvent être réglées qu’après la détermination du courant de court-circuit parcourant
le tronçon protégé, concernant la temporisation elle est liée aux capacités thermiques des
câbles, lignes, jeux de barres et machines contrôlées et les contraintes électrodynamiques
de l’installation, et aussi au système de sélectivité employé. Afin qu’on puisse préserver la
durabilité de toute cette installation une étude de courant de court-circuit est de la sélectivité
est nécessaire pour nous permettre de bien exploiter les avantages des protections déjà étudiés.
Le chapitre suivant intitulé étude de courant de court-circuit régime de neutre et sélectivité
traite en détail ces points importants.
4.1 Introduction :
Ce chapitre traite en particulier l’analyse de courant de court-circuit en premier lieu,
son origine, ses types et ses conséquences, le point de défaut par rapport la source a une
grande importance pour la détermination de la valeur de ce dernier car un défaut éloigné de
la source est toujours atténuer par l’impédance de la ligne et ces éléments. En deuxième lieu
une étude de sélectivité est présentée, les définitions de base et ses types sont bien discutés
afin d’examiner les avantages et les inconvénients de chacun d’eux. En troisième lieu le ré-
gime de neutre a mené d’une étude exemplaire vu son rôle important pour l’établissement des
courants de défauts dans les différentes installations électriques comme il est déjà expliqué
au chapitre antérieur.
Ce chapitre vient de compléter l’étude précédente afin de nous permettre de déterminer
la valeur de courant de court-circuit et maitriser la temporisation entre les différentes pro-
tections installées dans plusieurs étages d’un réseau donné et ce pour déterminer les seuils
de réglage en courant et temporisation (retard de déclenchement) afin d’avoir une protection
performante.
4.2 Caractéristiques du courant de défaut :
Dans les installations électriques différentes types de courts-circuits peuvent se pro-
duire. Ils sont principalement caractérisés par [54] :
50 Analyse des Défauts et Sélectivité des Relais de Protection
* Leurs durées : fugitif ou permanent, les défauts fugitifs disparaissent après l’ouverture
de disjoncteur de protection et ne réapparaissent pas lors de la remise en service. Les défauts
permanents nécessitent la mise hors tension de câbles de ligne ou machine et l’intervention
du personnel d’exploitation.
* Leurs origines :
X Electrique : suite à la dégradation de l’isolation entre phase et phase ou phase et masse,
ou suite à des surtensions d’origine internes (manœuvre) ou externe (coup de foudre).
X Mécaniques (rupture de conducteurs, liaison électrique accidentelle entre deux conduc-
teurs par un corps étranger tel que outils ou animaux ).
X Erreur d’exploitation, par exemple comme la mise à la terre d’une phase, un couplage
entre deux sources de tension différentes ou des phases différentes ou encore la fermeture
d’un appareil de coupure.
* Leur type : monophasé, biphasé ou triphasé.
4.3 Conséquences des défauts de court-circuit
Les conséquences d’un court-circuit sont néfaste pour le personnel et le matériel à la fois
elles sont fonction de :
• a⃝ l’intensité de courant de court-circuit en général un défaut triphasés donne un
courant de court-circuit le plus fort en le comparant avec les défauts monophasé et
biphasé,
• b⃝ lieu de défaut : un défaut en tète de l’installation est plus endommageant par
rapport un défaut ailleurs (court-circuit limité par l’impédance de l’installation).
• c⃝ le régime de neuter adopté.
• d⃝ la durée des défauts, le point concerné de l’installation et l’intensité du courant.
Parmi ces conséquences on trouve :
• 1⃝ détérioration des isolants, fusion des conducteurs, endommagement des circuits
magnétiques, incendie risque de l’électrocution.
• 2⃝ efforts électrodynamiques importants dans les installations parcourues par le
courant de défaut imposant la déformation des jeux de barres, arrachement des câbles.
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• 3⃝ Perte partielle ou totale du réseau.
• 4⃝ Echauffement anormal des lignes, câbles, enroulement et jeux de barres.
• 5⃝ perte de synchronisme des machines synchrones notamment celles qui présentent
une faible puissance de court-circuit.
4.4 Types des défauts dans les installations électriques
Comme il est déjà mentionné les défauts peuvent être :
• Défaut monophasé : dans ce cas on a un contact directe d’une phase avec la terre
comme la chute d’une ligne ou un contact avec la masse c’est le contact d’une phase
avec la masse d’une machine (perte d’isolement).
• Défaut biphasé : c’est le court-circuit de deux phase on distingue deux types, le défaut
biphasé isolé, et le défaut biphasé à la terre.
• Défaut triphasé :dans ce cas les trois phases sont mises en contact, engendrant le
courant de court-circuit le plus fort. La figure suivante schématise les trois cas de
défauts
Fig. 4.1 Différents types de défauts
Pour choisir convenablement les appareils de coupure (disjoncteurs ou fusibles) et régler les
fonctions de protection quatre valeurs de courant de courts circuits doivent être connues :
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• La valeur crête du courant de court circuit maximal (valeur de première crête de la
période transitoire) : elle détermine :
1. Le pouvoir de fermeture des disjoncteurs et des interrupteurs.
2. La tenue électrodynamique de la canalisation et de l’appareillage.
• La valeur efficace du courant de court circuit maximal :elle correspond à un court
circuit triphasé symétrique à proximité immédiate des bornes aval de l’appareil de
coupure ,cette valeur détermine :
1. Le pouvoir de coupure des disjoncteurs et de fusibles.
2. La contrainte thermique que doit supporter le matériel.
• La valeur minimale des courants de court circuit entre phases : elle est indispensable
au choix de la courbe de déclenchement des disjoncteurs et des fusibles ou au réglage
des seuils de la protection à maximum de courant notamment :
1. Lorsque la protection des personnes repose sur le fonctionnement des dispositifs
de protection à maximum de courant phase, c’est le cas en basse tension pour les
schémas de liaison à la terre TN ou TT.
2. Afin d’assurer la sélectivité entre les protections.
• La valeur du courant de court circuit monophasé terre : elle dépend essentiellement du
régime de neutre et détermine le réglage des protections contre les défauts à la terre.
4.5 Etablissement du courant de court-circuit et forme de
l’onde
Le court-circuit est un phénomène transitoire, le courant de court-circuit converge vers une
valeur stable après la période transitoire, en effet l’analyse de court-circuit nous mène de
distinguer deux cas différents dont la forme d’onde transitoire est différente selon que le court
circuit alimenté par le distributeur d’énergie (dans ce cas les alternateurs sont suffisamment
éloignés pour que l’on puisse négliger leurs effets) ou qu’il est alimenté par un alternateur.
Dans le cas ou les deux sources fonctionnent en parallèle les deux courant s’ajoutent [54].
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4.6 Etablissement de courant du court circuit aux bornes
de l’alimentation de distributeur
le réseau amont d’un court circuit peut se mettre sous la forme d’un schéma équivalent
constitué d’une source de tension alternative d’amplitude constante E et d’une impédance en
série Zcc qui est l’impédance de court-circuit ,elle est égale à l’impédance équivalente aux
câbles, aux lignes et aux transformateurs parcourus par le courant de court-circuit ,toutes les
impédances doivent être ramenées à la tension E . L’impédance Zcc est alors équivalente à
une réactance et une résistance en série [57]:
Zcc =
√
R2+X2 Avec X = Lω (4.1)
Fig. 4.2 Schéma équivalente du réseau amont au court-circuit
Fig. 4.3 Présentation graphique et décomposition du courant d’un court-circuit s’établissant
en un point éloigné d’un alternateur.
Ainsi lors d’un court-circuit on applique une tension e= E
√
2sin(ωt+α) à un circuit
composé d’une réactance et d’une résistance en série. α : est l’angle d’enclenchement,
54 Analyse des Défauts et Sélectivité des Relais de Protection
il définit la phase de la tension à l’instant d’apparition du court-circuit. Appelons ϕ le
déphasage entre la tension et le courant en régime établi, on a alors l’angle tan(ϕ) = X/R
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) =−1 ou ωt = π (4.3)
4.7 Caractéristiques des courants transitoires
Lors d’un court circuit sur une installation alimentée par un réseau de distribution publique
(loin des alternateurs), il apparait un régime transitoire contenant une composante apériodique
qui dure quelques périodes entre 20 et 80 ms. La valeur crête du courant transitoire est
1.6 à 2.5 fois supérieure à la valeur efficace du courant de court circuit en régime établi.
Elle détermine les forces électrodynamiques que doivent supporter les canalisations et
l’appareillage, et le pouvoir de fermeture des appareils de coupure. De plus , lorsqu’ils ne
sont pas retardés (appareil de coupure) ont généralement un temps de d’ouverture inférieur
à la durée de la composante apériodique ,ils devront donc capables de la couper Pour les
disjoncteurs BT le pouvoir de coupure est défini en fonction de : cos(ϕ) = R/(
√
R2+X2)
4.8 Le Court circuit triphasé:
C’est le défaut correspondant à la figure (Fig. 4.1), en général, il provoque les courants
de défauts les plus importants, son calcul est donc indispensable pour choisir les matériels
(intensité et contraintes maximales à supporter) La méthode présentée dans ce paragraphe
est la méthode des impédances, le calcul du courant de court-circuit triphasé est simple en
raison du caractère symétriques du court circuit, en effet le courant de court-circuit a la méme
valeur dans chaque phase. On peut donc faire un calcul en utilisant un schéma monophasé
équivalent du réseau amont en court-circuit comme on peut le faire en régime normal. La
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Ou Un : Tension composée efficace et Zcc : Impédance de court circuit équivalente aux
câbles, aux lignes, et aux transformateurs parcourus par le courant de court-circuit. Chaque
impédance doit être ramenée au niveau de tension du défaut [54] présumé, la tension à
prendre en compte pour les calculs est différente selon que le réseau ou est situé le défaut
présumé est en haute ou basse tension. En basse tension, on prend la tension à vide (réseau





U0 : Tension composée à vide, pour les réseaux basse tension 230/400V , la valeur de la
tension composée à vide est U0 = 420V . En haute tension (HTA et HTB), le guide pratique
UTEC13−205 et la norme CEI909 appliquent un coefficient 1.1 à la tension nominale pour





4.9 Les court Circuits déséquilibrés
Les types des court-circuits déséquilibrés sont :
• Le court circuit monophasé à la terre ou défaut phase terre .
• Le court circuit biphasé isolé.
• Le court circuit biphasé –terre.
La méthode de calcul de court circuit déséquilibré est très complexe que celle des court-
circuits triphasés symétriques. En effet le caractère déséquilibré des courants et des tensions
ne permet pas l’utilisation d’un schéma monophasé équivalent. Par exemple pour un défaut
monophasé terre franc sur la phase 1, au lieu du défaut : V1 = 0,V2 =U12,etV3 =U13 I1 =
Icc, I2 = 0, I3 = 0 ( en négligeant le courant de charge). La méthode de calcul généralement
utilisée que nous allons décrire est la méthode des composantes symétriques.
4.10 Méthodes des composantes symétriques
En 1918, Charles L. Fortescue a introduit une méthode appelée composantes symétriques
qui permet d’analyser n’importe quel système polyphasé déséquilibré. La théorie présentée
dans son article [58] suggère que tout système déséquilibré peut être représentée par un
certain nombre de systèmes équilibrés égaux au nombre de ses phaseurs. Les représentations
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des systèmes équilibrés sont appelés composantes symétriques. Dans le cas d’un système
triphasé, trois ensembles de composantes symétriques équilibrées peuvent être obtenu : les
composantes directes, inverses et homopolaires respectivement [48].
• Système direct : Dans le système direct, l’ordre de phase est le même que celui du
Fig. 4.4 décomposition d’un système de 3 tensions d’une amplitude et de phases quelconques
en la somme de trois systèmes de tensions triphasées équilibrées
système initial (c’est-à-dire, l’ordre A-B-C des trois phases). Cela se signifie que les courants
et les tensions dans ce système « tournent dans le même sens » que la source d’origine (Fig.
4.4). Dans ce manuscrit, on utilise le suffixe « d » afin de désigner une grandeur dans le
système direct.
• Système inverse : L’ordre de phase du système inverse (A-C-B) est opposé à celui du
système initial. Autrement dit, les courants et les tensions dans le système inverse « tournent
dans le sens inverse» que la source d’origine (Fig. 4.4). Les composantes inverses ne se
produisent que dans le cas d’un défaut asymétrique, en plus des composantes directes. Ces
composantes sont désignées par le suffixe « i ».
• Système homopolaire : Dans ce système, ses composantes sont constituées de trois
phaseurs qui sont égaux en module, mais sans décalage entre eux. Elles sont en phase les uns
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avec les autres (Fig. 4.4). Les tensions et les courants homopolaires n’existent que dans un
défaut asymétrique où le sol ou un quatrième fil (le conducteur de neutre) intervient. Dans
ce cas, les courants de terre retournent au système d’alimentation au travers de toutes les
impédances entre le réseau et la terre :l’impédance de neutre si elle existe, et les capacités
de couplage à la terre. Dans ce type de défauts, les composantes directes et inverses sont
également présentes. Les grandeurs dans le système homopolaires ont reconnues par le
symbole «0».
Le réseau est alors équivalent à la somme de trois schémas monophasés suivants :
Fig. 4.5 Modèles équivalents des schémas direct, inverse et homopolaire du réseau
Cette méthode est considérée comme la base de toutes les approches traditionnelles
d’analyse des défauts dans les systèmes déséquilibrés. La figure ci-dessous illustre les
composantes de tension dans les systèmes direct, inverse et homopolaire. L’ordre de phase
des composantes des courants est identique à celui des tensions.
4.11 Les formules de la transformation de Fortescue
La transformation de Fortescue convertit les grandeurs entre le système original (ABC) et les
systèmes symétriques (di0). Les formules de cette transformation sont les suivantes [48]:
Transformation du systéme original ver le systéme asymétrique:xaxb
xc
=






Transformation de systéme asymétrique ver le systéme original :x0xd
xi
=


























et a3 = 1 (4.9)
La source d’alimentation étant un système triphasé direct, elle apparait comme source de
tension du schéma monophasé direct.les schémas monophasés inverse et homopolaire sont a
priori dépourvus de source de tension.Les valeurs des impédances Zd,Zi,Zo sont données
par le constructeurs (cables ,lignes ,transformateurs,jeux de barres..etc ) ou peuvent être
déterminées voir Ref [54].
Malgré le caractère abstrait de la méthode de calcul,ces impédances sont mesurables et ont
un caractère physique concret.
• Pour mesurerl’impédance direct d’un élément du réseau (câble, ligne, transformateurs,
machine tournante. . . etc) on lui applique un système direct de tensions triphasées aux
bornes de trois phases et mesure le courant.
• Pour calculerl’impédance inverse d’un élément on lui applique unsystème inverse de
tensions triphasées aux bornes de trois phases et onmesure le courant.
• Pour mesurerl’impédance homopolaire d’un élément du réseau on lui applique une
tension phase terre aux bornes de trois phases et on mesure le courant absorbé.
Expressions es courants de court-circuit déséquilibré est longue et complexe, elle n’est pas
décrite dans ce thèse, on ne donne donc que les résultats que présentée dans ce figure
4.12 Le régime du neutre
Dans tout systèmetriphasé Haute ou Basse Tension existent trios tensions simples, mesurées
entre chacune des phases et un point commun appelé point neutre. Physiquement le neutre
est le point commun de trios enroulements montés en étoile. lorsque le conducteur de neutre
est présent, on dit que le neutre est distribué. En basse tentions, la distribution du neutre est
utilisée dans tout les pays [38].
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Fig. 4.6 Solutions du calcul des courants de défaut – Défaut asymétrique
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4.12.1 Importance du régime de neutre :
Le régime de neutre désigne la façon dont le neutre du réseau est connecté à la terre. Pour
les défauts à la terre, c’est le régime de neutre qui détermine les principales caractéristiques
des défauts. Or, en pratique, ces défauts représentent une grande majorité des cas de défaut
affectés au réseau HTA (80% du nombre total des défauts [49] sont à l’origine des montées
locales du potentiel du sol. Par conséquent, le régime de neutre impacte directement sur les
dispositions constructives des réseaux, pour assurer la sécurité des personnes et des biens, et
sur la qualité de fourniture d’électricité [48].
4.12.2 Différents types du régime de neutre :
• Neutre isolé: il n’y a aucun contact du neutre à la terre. Ce régime donne une
bonne qualité de service car le courant de défaut est en général faible, la fourniture
est maintenue au premier défaut. Par contre, il faut avoir également une bonne
surveillance pour détecter et éliminer des défauts dans une durée admissible. De
plus, des équipements connectés au réseau doivent avoir une bonne isolation car les
potentiels des phases saines s’augmentent à la tension composée durant le défaut.
• Neutre de Petersen : mise à la terre du neutre avec une bobine d’extinction (bobine
de Petersen) dont la réactance est réglée pour avoir la résonnance, à la fréquence
industrielle, avec la capacité homopolaire du réseau. Le courant de défaut est donc nul,
et la qualité de fourniture est aussi bonne. Par contre, il apparait aussi, comme dans le
cas du neutre isolé, des surtensions. Par ailleurs, la détection de défaut sur ce réseau
est plus compliquée.
• Neutre relié directement à la terre: le neutre peut être mis à la terre en un seul point
(au niveau du poste-source) ou à plusieurs points (réseaux quatre fils à neutre distribué).
Ce régime de neutre minimise les sur tensions éventuelles. La détection de défaut est
simple car le courant de défaut est très élevé. Toutefois, la coupure est plus fréquente et
il existe des contraintes importantes sur le matériels à cause du fort courant de défaut.
• Neutre relié à la terre par impédance:le courant de défaut est limité et les sur
tensions sont réduites par l’impédance de neutre. Ce régime de neutre est un compro-
mis des régimes ci-dessus, qui conduit aux contraintes raisonnables des tenues des
matériels aux courants de défaut en permettant un fonctionnement fiable des systèmes
de protection [60].
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Fig. 4.7 Fait une synthèse des régimes de neutre qui sont mis en œuvre dans le monde.
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4.13 Rappel sur les systèmes de sélectivité
Les dispositifs de protection sont fondés sur le principe de la sélectivité qui consiste à isoler
uniquement la partie du réseau mise sous défaut et ceci aussi rapidement que possible, tandis
que toutes les autres parties non affectées du réseau restent sous-tension. La Figure 4.8
montre un réseau de distribution simple comprenant un seul départ qui alimente plusieurs
charges. Ce système est protégé par un système de plusieurs relais de surintensité répartis
le long du départ. Les relais R1, R2, R3 mesurent un courant dépendant de l’impédance de
court-circuit au niveau de la protection et de celle du défaut. Si l’on considère qu’il n’y a pas
de source dans le départ considéré, le courant de défaut passe dans un seul sens du réseau
vers le défaut [61]. Dans un système de la protection, on peut distinguer plusieurs types de






• Sélectivité par la protection différentielle
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4.14 Sélectivité ampère-métrique
Nous divisons le départ en plusieurs zones de protection. La protection ampérométrique
s’installe au début de chaque zone du départ. Le seuil du courant (Ip) de chaque relais est
choisi de manière à ce que la protection de la zone la plus loin de la source ait un seuil
du courant le plus faible IPA > IPB. Ce type de sélectivité repose sur le fait que pour un
départ alimenté par une source, le défaut que se produit au point le plus loin de la source,
génère un courant de défaut le plus faible. Dans ce type de sélectivité, il est difficile de
définir les réglages de deux relais successifs si le courant de défaut ne diminue pas de façon
remarquable entre les deux zones. La Figure 5.9 présente un départ avec deux protections
ampérométriques installées au début de chaque zone. [61, 54]
Fig. 4.9 Sélectivité ampérométrique pour un réseau de distribution
4.14.1 Sélectivité chronométrique
Les dispositifs de protection contre les surintensités installés tout au long d’un départ sont
réglés à la même valeur du seuil du courant mais avec des délais différents pour chacun.
La protection la plus proche de la source d’alimentation se règle avec le délai le plus long.
Les dispositifs de protection seront activés lorsque le courant arrive au seuil du réglage.
Les réglages du seuil de délai doivent être cohérents. La Figure 4.9 présente le réseau de
distribution protégé par les relais de surintensité chronométrique. Le problème de cette
sélectivité se présente dans le cas où il y a un grand nombre de relais successifs. Puisque,
le temps de l’élimination du défaut pour le relais situé près de la source risque d’être trop
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long et incompatible avec le temps que les appareils protégés peuvent supporter le courant de
défaut. Afin de surmonter ce problème, plusieurs techniques peuvent être appliquées [61].
Fig. 4.10 Sélectivité chronométrique pour un départ
Sélectivité chronométrique avec protection de surintensité à temps indépendant
Dans cette sélectivité le délai de fonctionnement de relais est indépendant de la valeur du
courant du défaut. Les courbes de déclenchement des relais sont montrées par la Figure
4.11(a).
Sélectivité chronométrique avec protection de surintensité à temps inverse
Le courant de défaut le plus grand doit s’éliminer en un délai le plus court. C’est la technique
la plus couramment utilisée. La sélectivité pour le réseau donné par la Figure 4.11 (b) se fait
en satisfaisant les conditions où chaque valeur de Ip j est réglée à 25% au dessus de la valeur
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(a) à temps indépendant (b) à temps inverse
Fig. 4.11 Sélectivité chronométrique avec protection de surintensité.
nominale du courant traversant le relais de protection:
Ip j > IP( j+1)∗FSC (4.10)
Ou : Le FSC est le Facteur de surcharge. ce facteur de surcharge est recommandé pour les
lignes, les transformateurs et les générateurs, est normalement dans la gamme de 1,25 à 1,5.
Dans les systèmes de distribution où il est possible d’augmenter la charge sur les départs
dans des conditions d’urgence, le facteur de surcharge peut être de l’ordre de 2 [62,63].
Les réglages de délai de temps sont déterminés afin d’obtenir les intervalles de sélectivité
∆t = 0,3s pour le courant maximum détecté par la protection en aval. Pour un relais de
protection de surintensité à temps inverse, on définit un autre paramètre : TDS qui va régler le
temps de déclenchement pour une valeur (Ir f j/Ip j) donnée où Ir f j est le courant mesuré dans
la protection j ( Fig. 4.12). Où: k1,k2etk3, L sont des constantes liées aux caractéristiques
du relais (inverse, très inverse, extrêmement inverse,... etc). Les normes ANSI/IEEE et
IEC fixent les valeurs de ces constantes pour un relais de surintensité standard comme le
suivant [62]:k1 = 0.14,k2 = 0.02,k3 = 1,L= 0.). Les courbes de cette figure peuvent être
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Courbes de fonctionnement typique pour un relais à temps inverse [64]
Fig. 4.12 ]
caractéristiques du relais Equation (IEC 60255)
Inverse : Tik = TMSi
0.14
[I0.02r −1]
Très inverse : Tik = TMSi
13.5
[Ir−1]
Extrêmement inverse : Tik = TMSi
80
[I2r −1]
TMS : Facteur de temporisation Avec Ir = Ir f /Ip
4.14.2 Sélectivité logique
Avec ce système, une sélectivité parfaite peut être obtenue. Quand le défaut se produit dans
un réseau radial:
• Un courant circule à travers les dispositifs de protection en amont du défaut;
• Un courant ne passe pas à travers les dispositifs de protection en aval du défaut;
• Seule la protection située directement en amont du défaut doit être activée.
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Fig. 4.13 Sélectivité logique
Un dispositif de protection capable d’envoyer et de recevoir un ordre logique est associé
à chaque disjoncteur. Lorsque un courant de défaut circule à travers la protection, celle-ci:
envoie un ordre logique de blocage à la protection située directement en amont;
Lorsque le défaut montré dans le réseau de la Figure 3.18 survient la protection N°1 ouvre
D3 et elle envoie un signal logique de blocage des protections N4,N3etN2. qui l’empêchent
de s’ouvrir.
4.14.3 Sélectivité par la protection différentielle
Dans [53] on trouve une forme de protection différentielle qui fonctionne lorsque la différence
vectorielle de deux ou plusieurs grandeurs électriques similaires dépasse une valeur prédéter-
minée. La Fig. 3.9 présente un exemple simple d’un système de protection différentielle où
les secondaires des transformateurs de courant (TC) sont interconnectés avec la bobine d’un
relais de surintensité.
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Fig. 4.14 Protection différentielle de courant
4.14.4 Sélectivité directionnelle
Les protections directionnelles sont utilisées dans les systèmes maillés et dans les systèmes
avec plusieurs points d’entrée (réseau de distribution avec GD). Normalement, l’unité de
détection de la direction de défaut repose sur la détermination de la direction du flux d’énergie
dans la protection. Pour chaque protection, nous allons choisir la direction privilégiée
(indiquée par la flèche) dans le sens de la puissance et ensuite pour assurer une coordination
entre les différents relais, deux délais ont été définis, le premier en cas de défaut en direct
(dans la direction préférentielle), l’autre pour un défaut en inverse (en direction inverse par
rapport la direction préférentielle).
4.14.5 Déclenchement intempestif des départs sains
Au contraire, il est possible qu’un GD entraîne un déclenchement intempestif de la protection
(Fig. 3.20). Le défaut de court-circuit se produit sur le départ 2, mais le départ 1 est
aussi déclenché en raison de la surintensité alimentée par GD. Le déclenchement faux est
généralement provoqué, pour R1, par des générateurs synchrones, qui sont capables de
fournir un courant de court-circuit important. Le faux déclenchement des départs sains peut
être résolu par l’utilisation des relais de surintensité directionnelle [61,65].
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Fig. 4.15 Principe de déclenchement intempestif d’un départ sain
4.15 Algorithme de réglage de protection de surintensité
directionnelle
La Figure 3.21 montre le diagramme du programme proposé pour une coordination optimale
des relais de surintensité directionnelle. Chaque bloc de l’organigramme peut être brièvement
expliqué comme suit[61]:
Fig. 4.16 Schéma de démarche de réalisation de la coordination des relais de surintensité
70 Analyse des Défauts et Sélectivité des Relais de Protection
4.15.1 Détermination des relais primaires et secondaires
Généralement, pour réaliser un système de protection fiable, il est indispensable d’avoir une
protection secondaire qui fonctionne en cas de défaillance du système de protection primaire.
Le relais secondaire doit être réglé en retard par rapport au relais primaire par une intervalle
de temps de coordination dite CTI (cooredination time interval). Nous fixons la direction
privilégiée pour chaque relais directionnel selon le principe suivant :
• Chaque ligne est protégée par deux relais de protection situés aux deux extrémités de
la ligne.
• La direction privilégiée est orientée vers la zone protégée.
Ensuite, nous déterminons pour chaque relais une série de relais secondaires. En fait, la
détermination des relais primaires/secondaires est essentielle dans la formulation des con-
traintes de la coordination. On peut génère toutes les paires de relais primaires/secondaires
à l’aide de la théorie des graphes[55]. Pour déterminer les relais secondaire, associés à un
relais, on identifie toutes les lignes connectées au même bus. Les relais secondaires sont
traversés par un courant de défaut dans la même direction que la direction privilégiée du
relais primaire. Exemple : dans le réseau de la Figure 4.17, nous identifions dans le tableau
IV-1,tous les relais primaires/secondaires correspondant à tous les défauts indiqués dans la
figure 4.17.
Fig. 4.17 Principe de détermination des relais primaires/secondaires
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Table 4.1 Paire de relais primaire/secondaire
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4.16 Détermination de la Fonction Objectif
La coordination du système de protection doit déterminer les valeurs de Ip et de TDS pour
chaque relais de manière à donner un temps de fonctionnement le plus faible que possible On
définit, dans l’opération de coordination un temps de déclenchement pour chaque protection
R j. Le temps de fonctionnement T est défini comme la somme des Tj, c’est la fonction






Ou n est le nombre des relais de protection du réseau. Ti est le temps de déclenchement pour
le relais (t). Dans de nombreuses recherches, et en raison de la complexité des techniques
de programmation non linéaire, la coordination des relais de surintensité a été généralement
exécutée par les techniques d’optimisation linéaires [7, 8]. Dans ce méthodes, les courants
de déclenchement (Ip) des relais sont supposés préalablement déterminés, et seulement le
temps TDS des relais est à trouver. La technique d’optimisation non linéaire [9, 12] ou le
méthode d’optimisation méthaheuristiques [13-20] et permet de résoudre ce problème en
prenant en compte les deux variables simultanément. Contraintes de coordination On définit
le temps de déclenchement (Ti j) des relais secondaires (R j) associés aux relais primaires
(Ri),(Ti j) de ces relais secondaires (backup) doit respecter les contraintes:
Ti j ≥ Tjk+CTI; CTI = 0.3 (4.13)
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CTI: Coordinated Time Interval : Un intervalle de temps qui permet à la coordination entre
le relais primaire et secondaires. Qui est vaut CTI = 0.3s
Tik = TDSi
0.14




[ IikI pik ]
0.02−1 −TDSik
0.14
[ IikI pik ]
0.02−1 ≥CTI (4.15)
Ou le TDSi est le temps de retard ou encore le facteur de temporisation (TMS) a une
valeur généralement variée entre 0.1 à 1. est le courant à travers le relais (courant de court
circuit I). Seuil de fonctionnement en courant (Ir) qui a une relation bien définie avec le PTS
du relais qui varie entre 0.5 à 2.5 avec des pas de 0.25. Le relais possède des multiplicateurs
de réglage de courant dits prises de réglage (Plug Setting Ps) qui varient de 50% à 200%
avec des pas de 25%. Le courant Ir au primaire du transformateur de courant est déterminé
par [66]:
I pi = PTSi ∗RCi (4.16)
Tel que RCi est le rapport du transformateur de courant. Remarquant que chaque relais a
deux variables, le courant de démarrage et le TDS. Nous déterminons un vecteur pour toutes
les variables afin de réaliser l’optimisation comme suit :
TDSmini ≤ TDSi ≤ TDSmaxi i= 1,2, ...,m (4.17)
PTSmini ≤ PTSi ≤ PTSmaxi i= 1,2, ...,m (4.18)






i présentent les limites des variables.
4.17 Conclusion
Ce chapitre composé de deux parties bien coordonnées, la première partie a été consacrée à
l’analyse des défauts dans les réseaux électriques. Le calcul des courants de court circuit
symétrique et asymétrique tout en considérant les différentes configurations du régime de
neutre est une phase déterminante pour le choix et le réglage de différents relais. La deuxième
partie de ce chapitre est réservée au problème de sélectivité entre les relais de protection.
Ce chapitre se termine par donnée un aperçu général sur la nécessité d’introduire l’aspect
d’optimisation sur le problème de coordination des relais de protection.
5.1 Introduction :
Les chercheurs se heurtent quotidiennement à des problèmes de complexité grandissante,
qui surgissent dans des secteurs très divers, comme l‘écoulement de puissance optimale, la
conception de systèmes de commande et le problème de l’optimisation de réglage de relais
de protection.etc. Le problème à résoudre peut souvent être considéré comme un problème
d’optimisation dans lequel on définit une ou plusieurs fonctions objectifs, ou fonctions de
coût, que l’on cherche à minimiser (ou maximiser) par rapport à l’ensemble des paramètres
concernés. Les méthodes classiques [8-13] ou encore déterministes sont basées sur les carac-
téristiques mathématiques de la fonction à optimiser à savoir la dérivée, le gradient, le hessien
etc ; la résolution d’un tel problème a conduit les chercheurs à proposer des méthodes de ré-
solution de plus en plus performantes notamment pour les problèmes d’optimisation à grande
complexité, parmi lesquelles on peut citer les métaheuristiques [14-21].
Ces dernières qui comprennent notamment, les algorithmes d’optimisation par essaim
de particules [15-16], les algorithmes génétiques [1-2] la méthode Seeker (SOA) [17], la
méthode de recherche Tabou [3-4], réseau de neurone, présentent des caractéristiques com-
munes, qui sont :
– Raisonnement par analogie avec les systèmes réels physique, biologie, éthologie,...etc.
– Stochastiques.
Et partagent aussi les mêmes inconvénients :
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• Difficulté de réglage des paramètres de la méthode..
• Temps de calcul élevé.
5.2 Les Algorithmes génétiques :
Les algorithmes génétiques (GA : Genetic Algorithms) sont, les techniques les plus populaires
et le plus largement utilisée. Les origines de ces algorithmes remontent au début des années
1970, avec les travaux de John Holland et ses élèves à l’Université de Michigan sur les
systèmes adaptatifs [67]. L’ouvrage de référence de David E.Goldberg [24] a fortement
participé à leur essor. Ces algorithmes se détachent en grande partie par la représentation des
données du génotype, initialement sous forme d’un vecteur binaire et plus généralement sous
forme d’une chaîne de caractères [68].
Fig. 5.1 Organigramme de l’algorithme évolutionnaire simple.
Chaque étape de GA est associée à un opérateur décrivant la façon de manipuler les
individus :
Sélection : Pour déterminer quels individus sont plus enclins à se reproduire, une sélec-
tion est opérée. Il existe plusieurs techniques de sélection, les principales utilisées sont la
sélection par tirage à la roulette (roulette-wheels election), la sélection par tournoi (tourna-
ment selection), la sélection par rang (ranking selection), etc [68].
Croisement : L’opérateur de croisement combine les caractéristiques d’un ensemble
d’individus parents (généralement deux) préalablement sélectionnés, et génère de nouveaux
individus enfants. Là encore, il existe de nombreux opérateurs de croisement, par exemple
le croisement en un point, le croisement en n-points (n> 2) et le croisement uniforme (Le
croisement uniforme peut être vu comme un croisement multi−points dont le nombre de
coupures est déterminé aléatoirement au cours de l’opération) ((see Fig. 5.2)).
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Mutation : Les descendants sont mutés, c’est-à-dire que l’on modifie aléatoirement une
partie de leur génotype, selon l’opérateur de mutation.
Remplacement : Le remplacement (ou sélection des survivants), comme son nom
l’indique, remplace certains des parents par certains des descendants. Le plus simple
est de prendre les meilleurs individus de la population, en fonction de leurs performances
respectives, afin de former une nouvelle population (typiquement de la même taille qu’au
début de l’itération).
Fig. 5.2 Représentation de l’opération de croisement.
5.2.1 Codage et population initiale :
Premièrement, il faut représenter les différents états possibles de la variable dont on cherche
la valeur optimale sous forme utilisable pour un (AG): c’est le codage. Cela permet d’établir
une connexion entre la valeur de la variable et les individus de la population de manière
à imiter la transcription génotype-phénotype qui existe dans le monde vivant. Il existe
principalement trois types de codage : le codage binaire, le codage réel et le codage en base
n.
Codage binaire :
Ce codage a été le premier à être utilisé dans le domaine des (AG). Il présente plusieurs
avantages : alphabet minimum {0,1}, facilité de mise en point d’opérateurs génétiques.
Néanmoins ce type de codage présente quelques inconvénients parmi lesquels on cite :
Les performances de l’algorithme sont dégradées devant les problèmes d’optimisation de
grande dimension à haute précision numérique. Pour de tels problèmes, les (AG) basés sur
les chaînes binaires ont de faibles performances.
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(a) (b)
Fig. 5.3 (a) Les quatre niveaux d’organisation des AG, (b) Illustration du codage des variables.
La distance de Hamming entre deux nombres voisins (nombre de bits différents) peut
être assez grande dans le codage binaire :l’entier 7 correspond à la chaîne 0111 et la chaîne
1000 correspond à l’entier 8. Or la distance de hamming entre ces deux chaînes est de 4, ce
qui crée bien souvent une convergence, et non pas l’obtention de la valeur optimale.[43]
Codage réel :
Il a le mérite d’être simple. Chaque chromosome est en fait un vecteur dont les composantes
sont les paramètres du processus d’optimisation. Par exemple, si on recherche l’optimum
d’une fonction de n variables ( f (x1,x2, . . . .,xn−1) on peut utiliser tout simplement un chro-
mosome ch contenant les n variables :
Fig. 5.4 Le codage réel et le codage binaire.
Avec ce type de codage la procédure d’évaluation des chromosomes est plus rapide
vu l’absence de l’étape de transcodage (du binaire vers le réel). Les résultats donnés par
Michalewicz (Michalewicz,1992) montrent que la représentation réelle aboutit souvent à
une meilleure précision et un gain important en termes de temps d’exécution. [69]
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5.3 Optimisation par essaims de particules :
L’Optimisation par Essaim de Particule (PSO) a été proposée par Kennedy et Eberhart en
1995 [27-29]. Cette méthode est inspirée du comportement social des animaux évoluant
en essaim. L’exemple le plus souvent utilisé est le comportement des bancs de poissons
(Wilson,1975;Reynolds,1987[67]). En effet, on peut observer chez ces animaux des dy-
namiques de déplacement relativement complexes, alors qu’individuellement chaque individu
a une intelligence limitée et une connaissance seulement locale de sa situation dans l’essaim.
Un individu de l’essaim n’a pour connaissance que la position et la vitesse de ses plus
proches voisins. Chaque individu utilise donc, non seulement, sa propre mémoire, mais aussi
l’information locale sur ses plus proches voisins pour décider de son propre déplacement.
Des règles simples, telles que aller à la même vitesse que les autres, se déplacer dans la
même direction ou encore rester proche de ses voisins sont des exemples de comportements
qui suffisent à maintenir la cohésion de l’essaim, et qui permettent la mise en œuvre de
comportements collectifs complexes et adaptatifs. L’intelligence globale de l’essaim est donc
la conséquence directe des interactions locales entre les différentes particules de l’essaim. La
performance du système entier est supérieure à la somme des performances de ses parties
[43]. Kennedy et Eberhart se sont inspirés de ces comportements socio-psychologiques
pour créer l’(PSO). Un essaim de particules, qui sont des solutions potentielles au problème
d’optimisation, survole l’espace de recherche, en quête de l’optimum global. Le déplacement
d’une particule est influencé par les trois composantes suivantes :
• Une composante physique : la particule tend à suivre sa direction courante de déplace-
ment.
• Une composante cognitive : la particule tend à se diriger vers le meilleur site par lequel
elle est déjà passée.
• Une composante sociale : la particule tend à se fier à l’expérience de ses congénères et,
ainsi, à se diriger vers le meilleur site déjà atteint par ses voisins.
Dans le cas d’un problème d’optimisation, la qualité d’un site de l’espace de recherche
est déterminée par la valeur de la fonction objectif en ce point. La Figure (Fig. 5.5) illustre la
stratégie de déplacement d’une particule.
La position de chaque particule de l’essaim est déterminée par le système d’équation
suivant :
{
V (t+1) = w∗V (t)+C1rand1 ∗ (Pbestm−X(t))+C2rand2 ∗ (Gbestm−X(t))
X(t+1) = X(t)+V (t+1)
(5.1)
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Fig. 5.5 Représentation schématique du déplacement d’une particule.
Tal que : X(t) Position de la particule P(t), V (t) Vitesse de la particule P(t), Pbestm
Meilleure fitness obtenue pour la particule P(t), Gbestm Position de la particule P(t) pour
la meilleure fitness. Ou w est en général une constante appelée, coefficient d’inertie, C1;
C2 sont deux constantes, appelées coefficients d’accélération, rand1 et rand2 sont deux
nombres aléatoires tirés uniformément de l’intervalle [0,1] à chaque itération et pour chaque
dimension.
5.3.1 Le voisinage :
Le voisinage constitue la structure du réseau social. Les particules à l’intérieur d’un voisinage
communiquent entre-elles. Différents voisinages ont été étudiés et sont considérés en fonction
des identificateurs des particules et non des informations topologiques comme les distances
euclidiennes dans l’espace de recherche[43] :
Topologie en étoile (Fig. 5.6(a)) : le réseau social est complet, chaque particule est attirée
vers la meilleure particule notée (Gbest) et communique avec les autres.
Topologie en anneau (Fig. 5.6(b)) : chaque particule communique avec n voisines
immédiates (n=3). Chaque particule tend à se déplacer vers la meilleure dans son voisinage
local notée (Pbest) [43].
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Topologie en rayon (Fig. 5.6(c)) : une particule centrale est connectée à tous les autres.
Seule cette particule centrale ajuste sa position vers la meilleure, si cela provoque une
amélioration l’information est propagée aux autres.
Fig. 5.6 Trois topologies du voisinage différentes.
Les étapes d’un algorithme (PSO) peuvent représenter par l’organigramme (Fig. 5.7)
dans la page suivant :
De nombreuses études sur l’algorithme de l’essaim des particules ont été publiées au fil du
temps [29-72]. Toutes ces études s’attachent à étudier dans quelle situation une convergence
de l’essaim est assurée. Dan notre travaille on essayé montre l’efficacité de ce algorithme
avec trio variant, PSO-TVAC, PSO-TVAC II (la méthode proposée) et hybridation entre la
méthode seeker (SOA) et PSA-TVAC.
5.3.2 L’algorithme avec le coefficient d’inertie (PSO-CI) :
L’algorithme PSO classique peut être décrit sous forme vectorielle (eq 5.1) , La combinaison
des paramètres du coefficient d’inertie w et l’intensité d’attraction (C1 etC2) permet de régler
l’équilibre entre les phases de diversification et d’intensification du processus de recherche
[29]. ont démontré qu’une bonne convergence peut être obtenue en rendant dépendants ces
paramètres.
w= (wmax−wmin)∗ (itermax− itermin)itermax +wmin, (5.2)
Avec : : w est le coefficient d’inertie, wmin et wmax, représentent la valeur initiale et finale
du coefficient d’inertie respectivement, iter représente l’itération courent et itermax est le
nombre d’itération maximal.
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Fig. 5.7 L’organigramme de l’algorithme PSO standard.
5.3.3 L’algorithme PSO avec le facteur de construction k (PSO-AFC)
:
Le deuxième variante basée sur le facteur de construction K. Dans l’application de cette
algorithme avec l’approche du facteur de constriction K,(PSO−AFC), la vitesse est modifiée
par un facteur connu K. L’utilisation d’un facteur de constriction K permet d’améliorer
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l’exploration de l’essaim, d’assurer la convergence. L’équation (1.5) devient alors :{
V (t+1) = k ∗ [V (t)+C1rand1 ∗ (Pbestm−X(t))+C2rand2 ∗ (Gbestm−X(t))]








Dans l’iterateur [29,28 et 70], de nombreux tests sont menés pour déterminer les valeurs
optimales de C1 et C2 . Dans la majorité des cas, on utilise ϕ = 4.1 et C1 =C2 = 2.05 ; ce
qui donne un coefficient K approximativement égal à 0.729 [33].
5.3.4 Algorithme d’optimisation par essaim de particule avec coeffi-
cient d’accélération variable (PSO-TVAC) :
Cette fois ci les coefficients : cognitif et social C1 et C2 décrits par les équations (5.6) ne
sont plus constants mais variables en fonction de génération, autrement dit dans le temps
dont le but est de guider l’exploration tantôt vers la direction de l’expérience de l’individu
(coefficient cognitif dominant) tantôt vers la direction de l’expérience de groupe (coefficient
social dominant) .Enfin l’interaction de ces deux facteurs dirige l’exploration vers la solution
voulue. La Fig. 5.8 illustre l’interaction de ces deux facteurs en fonction de génération . Le
Fig. 5.8 Interaction entre facteur social et cognitif.
modèle mathématique de ce nouvel algorithme est basé sur le système d’équations suivant
[72] :{
V (t+1) = w∗ [V (t)+C1rand1 ∗ (Pbestm−X(t))+C2rand2 ∗ (Gbestm−X(t))]
X(t+1) = X(t)+V (t+1)
(5.5)
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Tel que {
C1 = (c1 f − c1m) iteritermax + c1m
C2 = (c2 f − c2m) iteritermax + c2m
(5.6)
w= (wmax−wmin)∗ (itermax− itermin)itermax +wmin, (5.7)
Avec : 0.4 ≤ w ≤ 0.9, ou C1,C2 et w sont respectivement facteur cognitif, facteur social,
coefficient d’inertie, c1 f ,c1m,c2 f et c2m Sont respectivement les valeurs initiales et finales de
deux coefficients cognitif et social [70].
5.3.5 Algorithme PSO-TVAC modifié :
Dans ce mémoire et pour fin de comparaison nous avons appliqué l’algorithme de PSO
modifié sur le problème de coordination entre les relais à maximum de courant directionnels,
ce dernier se caractérise par l’algorithme suivant :
• Etape 1 : Deviser la population initiale en sous population de taille égale.
• Etape 2 : lancer l’algorithme de PSO ordinaire pour trouver l’optimum global pour
chaque sous population en parallèle.
• Etape 3 : créer une nouvelle population est lancé le processus de recherche en démarrant
par les solutions trouvées précédemment en vu de trouver l’optimum global qui
représente notre objectif.
Cet algorithme est représenté dans l’organigramme sous dessous (Fig. 5.9).
5.4 Algorithme d’optimisation de chercheur (Seeker) :
La nouvel Algorithme d’optimisation de Seeker qui est appelé aussi l’algorithme d’optimisation
de chercheur (Searchers optimisation algorithme SOA), proposé et développé pour la pre-
mière fois en 2006 par Chaohua Dai dans [30-32]. Il est parmi les algorithmes d’optimisation
heuristique basé sur le concept simulant l’acte de recherche randomisé humaine.
L’algorithme de SOA fonctionnée sur un ensemble de solutions appelées population de
recherche. La personne de cette population est appelée chercheur (seeker). Le processus
d’optimisation de cette algorithme comme une recherche de solution par une sous-population
de chercheur. Généralement la population est classée au K sous-populations (K=3 toutes les
sous-populations ont la même taille) afin de rechercher et découvrir le maximum de l’espace
de recherche, et tous les chercheurs de la même sous-population constituent un quartier. Les
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Fig. 5.9 Algorithme d’optimisation PSO modifié PSO-TVAC II.
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étapes principales de l’algorithme de SOA sont résumées comme suit, l’organigramme de
calcul est présenté dans la (Fig. 5.10).
Étape 1: Initialisation
1. Lecture des données d’entrée.
2. Définir le nombre Maximum de d’itération (critère d’arrêt) et de population.
3. fixer des limites inférieures et supérieures de chaque chercheur (variable de
control).
4. Lire les paramètres de SOA.
Étape 2: Initialiser les positions des chercheur dans l’espace de recherche au hasard et
uniformément et Diviser la population en 3 sous-population.
Étape 3: Calculer la fonction objective des positions initiales. Et sélectionnez-la :
1. Meilleure position personnel de chaque chercheur à son poste actuel.
2. Meilleure position de chaque sous-population (meilleure position. local).
3. Meilleure position de la population (meilleure position global).
Étape 4: Déterminer la direction de recherche et de longueur de pas ( voir les sections 4.4.1
) pour chaque demandeur, par les équations (5.6, 5.10) et mettre à jour son poste.
Étape 5: Mettre à jour la position de chaque demandeur (5.1).
Étape 6: Calculer la fonction objective pour chaque demandeur.
Étape 7: Mettre à jour la.
1. Meilleure position personnel de chaque chercheur à son poste actuel.
2. Meilleure position de chaque sous-population (le voisin de chaque chercheur).
3. Meilleure position de la population.
Étape 8: Sous-population apprend les uns des autres.
Étape 9: Répétez l’étape 4 jusqu’à la fin de la cycles d’itération ( critère d’arrêt maximale).
Étape 10: Déterminer la meilleure solution (index de tableau) correspondant à la valeur de
la fonction objectif optimale.
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Fig. 5.10 L’organigramme de l’algorithme SOA.
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5.4.1 La direction de recherche et la longueur de pas de recherche :
Dans SOA, la direction de recherche di = [di,1,di,2, ...di,D] et la longueur de pas αi =
[αi,1,αi,2, ...αi,D] sont calculé séparément pour chaque chercheur xi = [xi,1,xi,2, ...xi,D], pour
chaque itération i, tel que D présentée le nombre de population, αi j(t) = 0 et di j(t) ∈
{−1,0,1} et où:
di j(t) = 1 : signifie que le chercheur va vers la direction positive.
di j(t) = 1 : Signifie que le chercheur va vers la direction négative.
di j(t) = 1 : Signifie que le chercheur reste à la position actuelle.
La mise à jour de position sur chaque chercheur est donnée par la Suivant :
xi j(t+1) = xi j(t)+αi j(t)di j(t) (5.8)
Calcul de la direction de recherche :
La direction de recherche comporte quatre composantes qui sont déterminés comme suit.
Direction personale di,P(t) : chaque chercheur a une direction vers son meilleure position
Pi,best(t), cette direction est exprimée comme suit:
di,P(t) = Pi,best(t)− xi(t) (5.9)
Direction local di,L(t) : La direction local est calculée à partir de meilleure position
locale que présentée la meilleure position Li,best(t) dans chaque sous-population.
Direction global di,g(t) : La direction globale est calculée à partir de meilleure posi-
tion global gi,best(t) parmi tous les chercheurs dans toutes les sous-populations. Ces deux
directions sont formulées via (5.10) à (5.11).
di,L(t) = Li,best(t)− xi(t) (5.10)
di,g(t) = gi,best(t)− xi(t) (5.11)
Direction historique di,pro(t) : Chaque chercheur a une mémoire qui conserve la meilleure
expérience. En d’autres termes, chaque chercheur pourrait ajuster son orientation future vers
la solution globale basée sur les expériences passées obtenues lors de la recherche de l’espace
de solution. Ce comportement d’apprentissage est modélisé par l’équation suivent :
di,pro(t) = xi(t1)− xi(t2) (5.12)
Tel que t1, t2] ∈ {t, t−1, t−2} et xi(t1) la meilleure solution.
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La direction générale est déterminée sur la base d’une combinaison aléatoire de toutes les
directions. Le sens de la ith recherche du chercheur, ( di = [di,1,di,2, ...di,D]), est déterminé
sur la base d’un compromis entre les quatre composantes de la direction de recherche. La
direction générale de l’élément ith est sélectionné par la règle proportionnelle suivante (5.13):
di j =

0 i f r j ≤ P(0)j
+1 i f P(0)j ≤ r j ≤ P(0)j +P(+1)j
−1 i f P(0)j +P(+1)j < r j ≤ 1
(5.13)
Tel que r j est un nombre aléatoire uniforme entre [0,1]. Les deux Pmj et m ∈ {0,1,−1} est
défini comme suit. Dans l’ensemble {di j,P,di j,L,di j,g,di j,pro}, Pmj est le pourcentage de la
nombre m ou Pmj = (nombrede(m))/4.
Calcul de la longueur de pas de recherche :
Dans les algorithmes d’optimisations basées sur les gradients analytiques, la longueur de pas
ou le facteur d’apprentissage pourraient être ajustés de façon adaptative. En d’autres termes,
au voisinage de l’extremum, la longueur de pas devrait être plus courte et vice-versa. Dans le
cas des méthodes évolutionnaires ou techniques d’optimisation basées sur le concept de la
population, tels que la recherche humaine, la longueur de pas vers le point optimal pourrait
être interprété comme un comportement à caractère floue. Alors, dans la logique floue, pour la
phase de fusification une fonction d’appartenance linéaire est adaptée tandis que dans l’étape
de défusification, une fonction de type cloche est utilisée. Pour concevoir une règle floue pour
déterminer l’évolution de la longueur de pas, toutes les valeurs de la fonction fitness dans
la population sont triées du plus petit au plus grand. Un numéro est alors attribué à chaque
demandeur en fonction de son rang dans la population. Ce numéro ((s ∈ s= 1,2, ...Npop)),
est utilisé comme entrée du système flou avec une fonction d’appartenance linéaire formulée
comme suit:
µi = µmax− (Npop−Ri)Npop−1 ∗ (µmax−µmin), (5.14)
Avec, µi et Ri sont la valeur d’appartenance et le rang du ith chercheur dans la population
triée, respectivement. Les valeurs d’appartenance maximales et minimales se produisent
entre la meilleure solution et la mauvaise de positions engendrées dans la population, respec-
tivement. Ici, une fonction d’appartenance de type cloche. µαi j = eαi j/−2σ j est utilisée. Sur
la base de la fonction de cloche, les valeurs d’appartenance pour les membres localisés à
l’extérieur de l’intervalle [−3σ j,+3σ j] sont fixés à σ . La valeur de l’indicateur en tant que
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le rayon de recherche est un vecteur aléatoire qui est déterminé comme étant :
δ = ω ∗abs(xbest− xrand) (5.15)
Tel que xbest est le meilleur chercheur dans la même sous-population. Le facteur de
pondération ω est utilisé pour diminuer la longueur de pas ou coure de génération et
(ωmax,ωmin) = (0.9,0.1).
ω(t) = ωmax− (ωmax−ωmin)tmax ∗ t (5.16)
où t est le nombre d’itérations. Enfin, la longueur du pas sera defuzzified en utilisant la
fonction de bell comme suit :
αi j = δ j
√
−log(Rand(µi,1)) (5.17)
Tel que : Rand(µi,1) génère un nombre aléatoire dans l’intervalle [µi,1].
5.4.2 L’algorithme à base de biogéographie ((Biogeography based op-
timization BBO) :
L’algorithme à base de biogéographie (BBO : Biogeography-BasedOptimization), développé
par Dan Simon en 2008 [34], trouve ses origines dans la théorie de l’équilibre dynamique
(appelée aussi théorie de la biogéographie insulaire), énoncée par Mac Arthur et Wilson
[33]. La théorie de la biogéographie consiste en l’étude de la répartition spatiale des espèces
vivantes (végétales et animales) et des causes de cette répartition.[74]
Dans le début des années 60, (Mac arthur and Wilson, 1967) ont développé les modèles
mathématiques de la biogéographie, ce qui lui permet de prospérer comme un important
domaine de recherche. Dans la science de la biogéographie, une île est définie comme la zone
écologique habitée par des plantes particulières ou d’espèces animales et géographiquement
isoléed’autres habitats. Chaque île a ses caractéristiques telles que la disponibilité alimentaire,
les précipitations, la température, la diversité des espèces, la sécurité, etc. (Fig 5.11). La
qualité d’une île est mesurée par son indice d’adéquation (Suitability Index). Les îles avec
un indice élevé sont plus adaptées à la vie et ont donc une grande population [73].
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Fig. 5.11 Migration des espèces (Simon, 2008).
Table 5.1 Terminologie de la BBO
La Biogéographie Algorithme BBO
Habitat ou île Solution du problème
HSI Qualité de la solution (fonction coût)
SIV Les Variables du problème d’optimisation
5.4.3 Optimisation et biogéographie :
L’application de la biogéographie dans l’optimisation est un exemple d’un modèlede pro-
cessus naturel pour résoudre les problèmes d’optimisation. Ceci est similaire à cequi s’est
passé dans les dernières décennies avec les algorithmes génétiques, réseaux de neurones, les
colonies de fourmis et d’autres domaines de l’intelligence informatique [75].L’optimisation
par la biogéographie (BBO) utilise un vocabulaire similaire à celui de labiogéographie (Table
5.1) où chaque habitat est analogue à une solution du problème.Les caractéristiques des
solutions (variables de décision) sont appelées variables d’indiced’adéquation (SIV). L’indice
d’adéquation de l’habitat (HSI) est analogue au fitness quipermet de mesurer l’adéquation de
l’individu. Les habitats avec un HSI élevé ont tendance à avoir un grand nombre d’espèces,
untaux d’immigration faible et un taux d’émigration élevé. Inversement, les habitats ave-
cun HSI faible ont un faible nombre d’espèces, un taux d’immigration élevé et un taux
d’émigration faible [34]. L’algorithme BBO nécessite l’emploi de certains termes dont il est
utile de préciser la définition.
Variable d’indice d’adéquation :
Une variable d’indice d’adéquation (SIV:Suitability Index Variable) est une variable entière,
réelle où booléennequi caractérise l’habitabilité d’une île [34]..
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Habitat :
Un habitat H est une solution du problème représentée généralement par un vecteurinitialisé
aléatoirement par des variable d’indice d’adéquation. Il est noté :
H = [SIV2,SIV2, ...SIVk] (5.18)
Population :
Une population est un ensemble de n habitats (Simon, 2008).
PoP= [H2,H2, ...Hn] (5.19)
Indice d’adéquation de l’habitat :
Un indice d’adéquation de l’habitat (HSI) équivalant au fitness, associe une valeur pour
chaque individu. Cette valeur à pour but d’évaluer le degré d’adaptation d’un individu à son
environnement .
HSI = f (H) = f ([SIV2,SIV2, ...SIVk]) (5.20)
Taux d’immigration :
Le taux d’immigration λ (Hi) est le taux d’entrée des variables (SIV ) à un habitat.
Taux d’émigration :
Le taux d’émigration µ(Hi) est le taux de sortie des variables (SIV ) d’un habitat.
5.4.4 Étapes de l’optimisation basée sur la biogéographie :
L’organigramme fonctionnel présenté dans la Figure 5.13, illustre la structure générale de
l’algorithme BBO. L’algorithme commence par initialiser les paramètres et la population
initiale, il modifie cette population par des opérateurs spécifiques en construisant de nouvelles
populationjusqu’à atteindre une qualité (HSI) meilleure qu’un seuil préfixé ou un nombre
maximalde générations gmax.
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Fig. 5.12 Organigramme général de l’algorithme BBO.
Table 5.2 Paramètres de la BBO.
Paramètres Notation Valeur
Taille de la population NP 100
Probabilité de mutation pm 0,01
Taille de la mémoire élite nelit 2
Taux d’immigration maximal I 1
Taux d’émigration maximal E 1
Nombre maximum de générations gmax 100
5.4.5 Initialisation :
Dans cette étape, nous définissons les paramètres de contrôle (Table 5.2) et nousgénérons
aléatoirement une population initiale de n habitats. La taille de cette populationreste constante
tout le long de l’algorithme . Table 2.3: Paramètres de la BBO
5.4.6 Sélection :
Pour appliquer les opérateurs de l’algorithme BBO comme n’importe quel autre algorithme
évolutionnaire, nous devons sélectionner les habitats ou individus candidats à cet opérateur.
La sélection est fondée sur la qualité des habitats, estimée à l’aide de fonction d’adaptation. Il
existe plusieurs méthodes de sélection (sélection par roulette, Sélection par rang et Sélection
par tournoi ) [25] •par exemple dans la sélection par roulette. La population est représentée
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comme une roue de roulette, où chaque habitat est représenté par une portion qui correspond
proportionnellement à son valeur de HSI (fitness). La sélection d’un individu se fait en
tournant la roue. L’un des inconvénients de ce type de sélection est de choisir presque
toujours le même habitat s’il en existe un bien meilleur que tous les autres, ce qui cause une
perte de diversité dans la population [26]
5.4.7 Opérateur de migration :
La migration est un opérateur probabiliste utilisé pour modifier chaque solution Hi en
partageant des caractéristiques parmi les différentes solutions. L’idée de l’opérateur de
migration est basée sur la migration en biogéographie, qui représente le mouvement des
espèces entre les différents habitats. La probabilité qu’une solution est sélectionnée pour
immigrer ou émigrer dépend de son taux d’immigration λi ou le taux d’émigration µ j [75].
Le processus de migration est déni par la relation :
Hi(SIVk)⇐ H j(SIVk) (5.21)
L’équation (5.21) représente comment une caractéristique ou SIV d’une solution Hi est
remplacée par une caractéristique ou SIV d’une solution H j par l’opération de migration.
Dans la BBO, chaque solution Hi a son propre taux d’immigration λi et taux d’émigration µi.
Ces deux taux sont calculés par l’équation (5.22) et l’équation (5.23) respectivement.





I et E représentent les taux maximaux possibles d’immigration et d’émigration respec-
tivement. ki représente le rang du i habitat après le tri de tous les habitats en fonction de
leur HSI. n représente la taille de la population. La Figure 5.14 illustre deux solutions
candidates S21 et S2 à un problème en utilisant des courbes d’immigration et d’émigration
symétriques (E = I). S1 représente une mauvaise solution et S2 représente une meilleure
solution. La probabilité d’immigration pour S1 sera donc plus élevée que celle de S2 tandis
que la probabilité d’émigration pour S1 sera inférieure à la probabilité d’émigration pour S2
[34].
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Fig. 5.13 Illustration de deux solutions candidates S1 et S2.
5.4.8 Opérateur de mutation :
En plus de l’opérateur de migration, nous avons l’opérateur de mutation. La mutation est un
opérateur probabiliste utilisé pour modifier un ou plusieurs SIV d’une solution sélectionnée
aléatoirement en se basant sur sa probabilité d’existence Pigpour la génération g. Cet opérateur
aide à introduire de nouvelles caractéristiques et augmente la diversité dans la population . La
probabilité de mutation mi est calculée en fonction de la probabilité de la solution exprimée
dans l’équation (5.24).
mi = mmax(1− PigPmax ) (5.24)
où : mi : Le taux de mutation pour l’habitat i. mmax: Le taux maximum de mutation. Pmax:
La probabilité maximale d’existence. Avant d’appliquer l’opérateur de la mutation, nous
devons calculer Pig, la probabilité d’existence de l’habitat i dans la génération actuelle g. Ce
paramètre est calculé à partirde sa valeur dans la génération précédente par l’équation (5.25).
Pig = Pig−1+Pig (5.25)
Les valeurs de Pi avant le début de l’algorithme sont initialisées à 1/n pour chaque habitat
(Simon, 2008). Pi est le changement de probabilité d’existence de l’habitat i, il est donné par
l’équation (5.26) (Simon, 2008) :
Pi =

−(λi+µi)Pi+µi+ jPi+1 i= 1
−(λi+µi)Pi+λi−1Pi−1µi+ jPi+1 2≤ i≤ n
−(λi+µi)Pi+λi+ jPi−1 i= n
(5.26)
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5.4.9 Élitisme :
A la création d’une nouvelle population, il y a de grandes chances que les meilleurs habitats
soient perdus après les opérations de migration et de mutation. Pour éviter cela, nous utilisons
la méthode d’élitisme. Elle consiste à copier un ou plusieurs des meilleurs habitats dans la
nouvelle génération. Ensuite, nous générons le reste de la population selon le mécanisme de
reproduction usuel. L’opérateur de sélection est utilisé pour sélectionner des habitats pour
appliquer les deux opérateurs d’évolution : la migration et la mutation.
5.5 L’algorithme de Firefly(Firefly Algorithm Fa) :
5.5.1 Les lucioles naturelles :
Les lucioles (lampyridae), où Fireflies ( en anglais), sont des insectes qui appartiennent à
la famille des abeilles. Les lucioles sont dotées d’ailes, leur nom vient du phénomène de
bioluminescence. Les lucioles produisent une « lumière froide » sans fréquences infrarouges
ou ultra-violets [77]. Cette lumière chimique est générée à partir de l’abdomen inférieur du
corps de ces insectes. La couleur de cette lumièrepeut être jaune, verte ou rouge pale, avec
une longueur d’onde entre 510 à 670 nanomètres [76, 78]
Fig. 5.14 Une luciole naturelle.
5.5.2 L’Algorithme Firefly :
L’algorithme Firefly est une méta heuristique, bio-inspirée, introduite par Dr Xin-She Yan
à l’université Cambridge en 2007. L’algorithme est basé sur le principe d’attraction entre
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les lucioles et simule le comportement d’un essaim de lucioles dans la nature, ce qui lui
donne beaucoup de similarités avec d’autres méta heuristiques basées sur l’intelligence
collective du groupe, tel que l’algorithme PSO (Particle Swarm Optimisation), l’algorithme
d’optimisation par colonies d’abeilles (ABC), et l’algorithme des bactéries de fourrages (BFA)
[79, 80]. Selon des bibliographies récentes, les performances de l’algorithme Firefly dans la
résolution des problèmes d’optimisation dépassent celles des autres algorithmes, tel que les
algorithmes génétiques. Ceci a été justifié par des recherches récentes, où les performances
de cet algorithme ont été comparées avec celles de quelques algorithmes connus [79, 81].
L’algorithme prend en considération les trois points suivant [79] [80]:
• Toutes les lucioles sont unisexe, ce qui fait l’attraction entre celles-ci n’est pas en
fonction de leur sexe.
• L’attraction est proportionnelle à leurs luminosités, donc pour deux lucioles, la moins
lumineuse se déplacera vers la plus lumineuse. Si aucune luciole n’est lumineuse
qu’une luciole particulière, cette dernière se déplacera aléatoirement.
• La luminosité des lucioles est déterminée en fonction d’une fonction objective (à
optimiser) En se basant sur ces trois règles, l’algorithme Firefly se présente comme
suit :
1. Définir une fonction objective f (x)xi = (x1, . . . ,xd).
2. Générer une population de lucioles xi(i= 1,2, ...,n)
3. Définir l’intensité de lumière I à un point xi par la fonction objective f (xi)
4. Déterminer le coefficient d’absorption γ
Tant que (t <Max Génération)
Pour i= 1 Jusqu’à n
Pour j = 1 Jusqu’à n
Si (Ii < I j) Déplacer la luciole j vers la luciole i
Fin Si Varier l’attraction en fonction de la distance r via exp[−γr] Eval-
uation des nouvelles solutions et mettre à jour l’intensité de lumière
Fin Pour j
Fin Pour i Classer les lucioles et trouver la meilleure solution.
Fin Tant que Visualiser les résultats
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L’algorithme Firefly est formulé avec deux choses importantes : La variation de l’intensité
de la lumière et la formulation de l’attraction. Pour simplifier, l’attraction des lucioles est
déterminée en fonction de la luminosité, où la luminosité est déterminée avec la fonction
objective. Dans le cas d’un problème de minimisation, la luminosité I d’une luciole à une
position x peut être définie comme I(x) = α f (x)−1. Cependant, l’attraction β est relative
à la position des autres lucioles. Par conséquent, elle varie en fonction de la distance ri j
entre la luciole i et la luciole j. D’un autre coté, l’intensité de la lumière diminue avec la
croissance de la distance par rapport à la source. Ce qui fait que l’attraction peut varier selon
le degré d’absorption. Pour simplifier, l’intensité de la lumière I(r) varie en fonction de la loi
I(r) = Is/r2 où Is est l’intensité à la source. Pour une valeur constante de γ , l’intensité varie
en fonction de la distance r, ce qui donne I = I0exp(−γr), où I0 est l’intensité de la lumière
de la source. La combine des deux effets de la loi carrée inverse et l’absorption peut être
approximer avec la formule Gaussienne suivante [82, 76]:
Ir = I0exp(−γr
2) (5.27)






Sachant que l’attraction d’une luciole est proportionnelle à l’intensité des lucioles adjacentes,
La formule de cette attractivité β d’une luciole peut être définie comme :
βr = β0exp(−γr
2) (5.29)
Où β0 est l’attraction à r = 0. Pour généraliser, le calcul de β (r) est défini par :
β (r) = β0exp(−γr
m) (m≥ 1) (5.30)
D’autre part, la distance entre deux lucioles i et j à des positions xi et x j est définie par la
distance Cartésienne suivante :
ri j =∥ xi− x j ∥=
√√√√ d∑
k=1
(xi,k− x j,k)2 (5.31)
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Où xi,k, représente le kème composant spatiale de la coordonné xi de la luciole i. Dans un
repaire 2−D, la formule ri j devient :
ri j =
√
(xi− x j)2+(yi− y j)2 (5.32)




i j(xi− x j)+α(rand− 12) (5.33)
Le second terme dans l’équation est dû à l’attraction. Tant dis que le troisième terme
rajoute de l’aléatoire à l’équation, où α est aléatoire, rand une fonction de génération de
nombre aléatoire uniforme dans l’intervalle [0,1]. Le paramètre γ caractérise la variation de
l’attractivité, sa valeur est cruciale dans la détermination de la vitesse de convergence et le
comportement de l’algorithme.
5.6 Les algorithmes inspirés des abeilles :
Les algorithmes inspirés des abeilles ont émergé dans le domaine de l’intelligence en essaims
au cours des dernières années. Ils sont inspirés par le comportement des abeilles dans la
nature. L’idée de base de ces algorithmes est de créer une colonie d’abeilles artificielles
capable de résoudre, avec succès, des problèmes difficiles d’optimisation. Diwold et al [84].
divisent les algorithmes inspirés des abeilles en deux classes :
Les algorithmes qui utilisent des mécanismes génétiques et comportementaux sous-
jacents au comportement d’accouplement de l’abeille: Honey bee Mating Optimisation
Algorithm, Honey Bee Inspired Evolutionary Computation. Les algorithmes qui s’inspirent
du comportement de l’abeille : The Artificial Bee Colony Algorithm (ABC) [85], Bees
Algorithm (BA), Bee Colony Optimisation Algorithm (BCO) The Bee Colony-Inspired
Algorithm (BCIA), The Virtual Bee Algorithm (VBA).Nous présentons ici quelques exemples
des algorithmes cités précédemment [83].
5.6.1 L’algorithme de colonies d’abeilles artificielles (Artificial Bee Colony
ABC) :
L’algorithme Artificial Bee Colony (ABC) à été proposé par Karaboga en 2005 pour ré-
soudre des problèmes d’optimisation multidimensionnelle et multimodale [86]. Parmi les
algorithmes inspirés des abeilles, c’est le plus étudié et le plus utilisé pour résoudre des
problèmes du monde réel. Jour après jour, le nombre de chercheurs s’intéressant à ABC
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augmente rapidement. Dans [86], les auteurs présentent une étude exhaustive de l’algorithme
ABC, de ses variantes et de ses applications. L’algorithme ABC commence par n solutions
(sources de nourriture) de dimension d qui sont modifiées par les abeilles artificielles. Chaque
solution xi = [xi1,xi2,xi3. . . xin] est évaluée par une fonction de fitness f (xi), i= 1, ...,n. Les
abeilles visent à découvrir des endroits contenant des sources de nourriture (régions de
l’espace de recherche) avec une grande quantité de nectar (une bonne fitness). Il existe
trois types d’abeilles: les abeilles scouts qui volent au hasard dans l’espace de recherche
sans orientation; les abeilles employées qui exploitent le voisinage de leur emplacement
en sélectionnant une solution aléatoire; et les abeilles spectatrices qui utilisent la fitness de
la population pour choisir, de manière probabiliste, une solution de guidage pour exploiter
leur voisinage. Si la quantité de nectar d’une nouvelle source est supérieure à celle de la
précédente dans la mémoire, ils mettent à jour la nouvelle position et oublient la précédente
(greedyselection). Si une solution n’est pas améliorée par un nombre prédéterminé d’essais,
contrôlé par le paramètre de la limite, alors la source de nourriture est abandonnée par
l’abeille employée correspondante et celle-ci devient une abeille scout. Placer chaque abeille
employée sur une position aléatoire dans l’espace de recherche.
Tant que le critère d’arrêt n’est pas atteint faire
Pour toutes les abeilles employées faire
Si le nbr d’étapes sur la même position = la limite alors.
Choisir une position aléatoire dans l’espace de recherche ;
Si non tenter d’améliorer la position.
Si La meilleure position est trouvée, alors
Changer la position .




Pour Toutes les abeilles spectateurs faire
Choisir la position d’abeille employée
Tenter d’améliorer la position
Fin Tant que
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L’algorithme ABC tente d’équilibrer l’exploration et l’exploitation en utilisant les abeilles
employées et spectatrices pour effectuer la recherche locale, et les abeilles scouts pour
effectuer la recherche globale, respectivement [89].
5.6.2 L’algorithme d’abeilles (BeesAlgorithm BA) :
L’algorithme d’abeilles (Bee Algorithm ou BA) a été introduit par Pham et al. en 2005
[90] comme une méthode d’optimisation des fonctions continues et combinatoires. Cet algo-
rithme simule aussi le comportement alimentaire des abeilles en effectuant une recherche de
voisinage combinée avec la recherche aléatoire. Comme dans ABC, la population d’abeilles
est divisée en deux groupes: les scouts et les recrues. Alors que les scouts sont responsables
de l’exploration de l’espace de recherche, les recrues tentent d’exploiter l’espace pour trouver
des solutions via une recherche locale.
• Placer chaque abeille sur une position aléatoire dans l’espace de recherche.
• Évaluer la fitness de la population
• Tant que le critère d’arrêt n’est pas satisfait faire.
Choisir des solutions pour une recherche locale (exploitation).
Affecter les abeilles pour commettre la recherche locale sur les solutions choisies et
la fitness évaluée.
Pour chaque solution, sélectionner la meilleure amélioration
Remplacer les solutions restantes avec des solutions aléatoires (scouts)
Fin Tant que
5.7 Conclusion :
Les méthodes métaheuristiques sont des méthodes approchées basées sur l’aspect stochas-
tique, mais elles utilisent généralement des règles intelligentes pour explorer et exploiter
efficacement l’espace de recherche afin d’achever la meilleure solution. Dans ce chapitre,
plusieurs métaheuristiques sont décrites tout en exposant leurs mécanismes de recherche ainsi
que leurs paramètres de réglage. Parmi ces méthodes nous citons, l’algorithme d’essaim de
particules, les algorithmes génétiques,. . . . . . ces méthodes sont analysées plus en détail dans
le prochain chapitre pour être adaptés et appliqués pour résoudre le problème de coordination
des relais directionnels installées dans les réseaux électriques pratiques.
6.1 Introduction :
Dans ce chapitre pratique nous avons appliqué les algorithmes génétiques et l’algo-
rithme d’optimisation par essaim de particules avec ces deux versions, pour résoudre le pro-
blème de coordination des relais directionnels, plusieurs cas d’études et tests sont étudiés
à savoir le réseau test 3 jeux de barres 8 et 15 jeux de barres, des comparaisons entre les
résultats trouvées par ces approches sont largement discutés afin de prouver le rôle de l’op-
timisation d’une part et la robustesses de l’algorithme appliqué d’autre part. Pour consolider
notre travail une comparaison est déjà faite entre nos solutions est les résultats trouvés dans
la littérature. Toutes les approches proposées dans ce mémoire ont été développé sous envi-
ronnement MATLAB 13, en utilisant un ordinateur doté d’un processeur Intel duel Core 2.7
GHZ et une mémoire vive de 1GO.
Notre travail est devisé en cinq cas d’études :
6.2 Cas de l’étude No1 :
On s’intéresse dans le premier cas d’appliquer l’algorithme génétique GA et l’algo-
rithme PSO-TVAC sur la coordination des relais directionnels pour le réseau 8 jeux de barres,
pour vérifier la robustesse de notre approche trois tests sont examinés [54] :
– 1© Le premier test est basé sur l’application des algorithmes génétiques basé sue le Toolbox
(GATOOL) du Matlab.
– 2©Le deuxième représente l’application de l’algorithme PSO-TVAC version originale pour
solutionner le problème de coordination des relais (PSO-TVAC).
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• 3⃝Notre problème d’optimisation est résolu cette fois ci en appliquant la version
modifiée de l’algorithme (MPSO-TVAC) et ce par fixation de la population initiale
fournie par l’algorithme (PSO-TVAC). Les paramètres de réglages des trois approches
sont abordés dans le tableau 6.1.
Table 6.1 Paramètres des trois algorithmes.
GA Toolbox PSO-TVAC MPSO-TVAC
Taille de la population 200 Taille Population 200 Taille Population 200
Génération maximale 4000 Max- générations 1000 Max- générations 1000
Selection, Crossover C1 f = 0.2, C1i = 2.5, C1 f = 0.2, C1i = 2.5
Et Mutation C2 f = 2.2, C2i = 0.2 C2 f = 2.2, C2i = 0.2
(Gatool par défaut) Wmin = 0.4, Wmax = 0.9 Wmin = 0.4, Wmax = 0.9
6.2.1 Réseau test 8 jeux de barres :
Les algorithmes proposé sont été validés sur le réseau 8 jeux de barres représenté par la
figure 6.1. Le temps de coordination est de 0.3s,le temps de retard (Time Dial Setting TDS)
prend les valeurs comprises entre 0.1 et 1.1, le courant de fonctionnement(Pickup Tap Setting
PTS)a les valeurs suivantes : 0.5,0.6,0.8,1.0,1.5,2.0,2.5, le rapport de transformation des
transformateurs de courant (RTC) associés aux relais sont respectivement indiqués comme
suit :
• Les relais : 1, 2, 4, 5, 6, 8, 10, 11, 12 et sont 13 RTC=240,
• Les relais : 3, 7, 9 et 14 sont RTC=160.
Les données techniques du réseau 8 jeux de barres sont mentionnées suit [16]. Le tableau
6.2 représente les valeurs des courants de court circuit primaires et secondaires calculés aux
niveaux des jeux de barres.
6.2 Cas de l’étude Nº1 : 103
Table 6.2 Les court-circuit triphasé du réseau test à 8 jeux de barre.
Relai primaire Courant de défaut(A) Relai secondaire Courant de défaut (A)
1 1 3232 6 3232
2 2 5924 1 996
3 2 5924 7 1890
4 3 3556 2 3556
5 4 3783 3 2244
6 5 2401 4 2401
7 6 6109 5 1197
8 6 6109 14 1874
9 7 5223 5 1197
10 7 5223 13 987
11 8 6093 7 1890
12 8 6093 9 1165
13 9 2484 10 2484
14 10 3883 11 2344
15 11 3707 12 3707
16 12 5899 13 987
17 12 5899 14 1874
18 13 2991 8 2991
19 14 5199 1 996
20 14 5199 9 1165
Fig. 6.1 Schéma unifilaire du réseau 8 jeux de barres.
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Fig. 6.2 Caractéristique de convergence de l’algorithme GA Matlab Toolbx.
Fig. 6.3 Caractéristiques de convergence de PSO-TVAC et MPSO-TVAC.
La figure 6.2 schématise la caractéristique de convergence de l’algorithme GA Matlab
Toolbox, la figure 6.3 reflète la convergence de la version proposée (MPSO-TVAC) de
l‘algorithme PSO, les résultats obtenus récapitulés dans le tableau 6.3 prouvent clairement
6.2 Cas de l’étude Nº1 : 105
Fig. 6.4 Caractéristiques de convergence PSO-TVAC.
Fig. 6.5 Caractéristiques de convergence de MPSO-TVAC.
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l’efficacité de la variante proposée, on peut remarquer clairement que cette dernière (MPSO-
TVAC) donne un résultat meilleur (8.5112 s) comparé par ceux-ci de PSO-TVAC et GA
respectivement (8.8423 s), (10.8894 s).














































































































































































































































































































































































































































6.2 Cas de l’étude Nº1 : 107
Du à l’aspect stochastique des méthodes d’optimisation globales, la meilleure solution est
trouvée en se basant sur l’expérience de plusieurs tests, les deux figures 6.4 et 6.5 schématisent
les caractéristiques de convergence de l’algorithme PSO-TVAC et MPSO-TVAC pour 10
exécutions (répétitions).
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Table 6.5 Etude comparative avec les autres techniques proposées PSO-TVAC, et GA (Tool-
box).
GA Toolbox PSO-TVAC 1 MPSO-TVAC
La meilleure solution 10.8893 8.8423 8.5112
La solution moyenne 12.2875 15.8014 8.5854
La solution maximale 12.3581 22.5068 8.7960
Temps d’execussion (s) 293.8489 12.6322 12.4822
Différemment aux résultats trouvés par les algorithmes GA (Toolbox) et PSO-TVAC,
la variante proposée MPSO-TVAC a la capacité de converger vers la solution optimale pra-
tiquement avant la 500iemegénération, avec une valeur moyenne de 8.5845 s supérieure à
celles engendrées par le PSO-TVAC et GA de Toolbox du Matlab mentionnées au tableau
6.5 et ce pour les mêmes nombres de population et génération ce qui traduit l’efficacité de la
méthode. Le temps de convergence de cette dernière est de 12.4822 s reste inferieure par
rapport ceux obtenus par les deux autres techniques exposées dans le Tableau 6.5.
Afin de bien vérifier la robustesse de la variante proposée en terme de violation de
contraintes, une étude comparative avec les autres techniques proposées PSO-TVAC, et GA
(Toolbox), est présentés dans le Tableau 6.4. L’approche proposée nous garantie un temps
total de déclenchement minimalde8.5112s (Tableau 6.5) meilleur par rapport ceux trouvés
par PSO-TVAC, GA (Toolbox), Il faut noter que la violation des contraintes ne touche que
trois paire de relais (3-2),(4-3) et (10-11) avec un ordre insignifiant de 10-3en comparaison
avec d’autre techniques GA et Hybrid GA-IP [91] trouvés dans la littérature, cette analyse
nous mène de palper une fois de plus l’efficacité et la robustesse de l’algorithme étudié.
6.2.2 Conclusion :
Dans cette partie on a appliqué l’algorithme MPSO-TVAC pour résoudre le problème de
coordination des relais à maximum de courant directionnels, dans cette variante les facteurs
cognitif et social ne sont plus constants mais ils sont variable d’une manière dynamique
pour mieux survoler l’espace de recherche en quête de l’optimum global solution de notre
problème. Il est utile de remarquer que le rôle de l’optimisation étudiée est la minimisation
du temps totale de l’opération de nos relais déjà installés à des locations spécifiques dans
notre système énergétique ce qui reflète par suite la qualité de protection de ce dernier. La
robustesse relative de la variante proposée est vérifiée en matière de solution et qualité de
convergence.
6.3 Cas de l’étude Nº2 : 109
6.3 Cas de l’étude Nº2 :
Etude de l’effet de la compensation série sur le réglage des paramètres des relais de
protection[72].
Dans cette partie nous voulons résoudre le problème d’optimisation à savoir la minimisa-
tion de temps de déclenchement des relais primaire à maximum de courant directionnels en
présence de dispositif de compensation dynamique (FACTS) de type série (TCSC). Le réseau
adopté est toujours le réseau 8 jeux de barres en prenant l’intervalle du temps de coordination
ITC égal 0.2s,concernant les valeurs de court-circuit triphasés primaire/secondaire de nos
relais avec et sans compensation tirés de la référence [71] sont mentionnées aux tableaux 6.6,
6.7 respectivement.
Fig. 6.6 Schéma unifilaire du réseau 8 jeux de barres avec compensation.
Dans la lumière de cette étude comparative trois tests sont effectués en vu de solutionner
le problème envisagé :
• a⃝ Test 1: L’algorithme de PSO-TVAC est appliqué à la dite optimisation sans consid-
ération de la compensation capacitive série (SC).
• b⃝ Test 2: Dans ce cas on a exploité la meilleure solution engendrée par le test
précédent(les valeurs de TDS et TPS qui donnent un temps de déclenchement minimal)
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6.3 Cas de l’étude Nº2 : 111
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en les employant dans un nouveau réseau 8 jeux de barres qui comporte un dispositif
FACTS entre les jeux de barres 1 et 5,l’insertion de ce dernier nous oblige de refaire le
calcul de courant de court circuit triphasés en vu de montrer l’effet du changement de
la topologie du réseau.
• c⃝ Test 2: Test troisième :Ce test est consacré à la résolution de notre problème (DOCR
) avec l’algorithme PSO-TVAC en introduisant cette fois ci la compensation série.
Le Tableau 6.6 collecte les valeurs de réglage optimales des variables de contrôle cal-
culées par l’algorithme PSO-TVAC (Test1). Le meilleur temps d’opération (somme des
temps de déclenchement des relais primaires) sans tenir compte la compensation série SC
est de 5.8646 (s)reste meilleur par rapport celui trouvé par l’algorithme MAPSO [71], il est
important de souligner que toutes les contraintes sont satisfaites sans atteindre les limites
des valeurs min et max des paramètres de réglage TDS, PTS, ainsi la valeur du temps de
coordination(CTI) reste toujours supérieure ou égale au seuil prescrite fixé à 0.2 s.
Dans le but de représenter l’impact de la compensation série sur la coordination des
relais, les variables de contrôle calculés lors du premier test sont gardées en vu de présenter
cette fois ci l’effet de la compensation série sur leur coordination (relais de protection).On
peut voir clairement dans le Tableau 6.7 que le courant de court-circuit des relais primaires et
secondaires a totalement changé à cause de l’insertion de ce dernier, voyant qu’une améliora-
tion est introduite sur la somme des temps de déclenchement (temps d’opération) (5.68s) qui
est inférieur à la valeur donnée par le premier test (5.86s),notons que cette meilleure solution
accompagnant une violation des contraintes exprimée dans le tableau 6.7 et qui affecte 10
sur 20 de paire (primaire /secondaire) des relais de protection ce qui nous oblige par suite de
recalculer notre vecteur de contrôle optimal (TDS ; PTS) (sujet du test suivant) et ce pour
surmonter ce désavantage autrement dit garantir la différence du temps de déclenchement
entre les relais primaires et secondaires supérieur ou égal à l’intervalle du temps de coordina-
tion(ITC=0.2s ).
Les valeurs optimales de (TDS et PTS) trouvés par application de l’algorithme PSO-
TVAC sont exposés dans le tableau 6.7. (Test3). Le temps de fonctionnement des relais vaut
5.9369s qui est supérieur au temps calculé précédemment (5.6833 s) mais cette fois ci sans
aucune violation observée, le dépassement de cet endicape majeur (violations de contraintes)
nous garantie une intervalle du temps de coordination égale ITC= 0.2s et qui nous rassure par
suite une bonne coordination entre les relais sans aucune confusion entre eux ce qui traduit
la qualité de protection offerte, autrement dit une meilleure sélectivité employée entres les
6.3 Cas de l’étude Nº2 : 113
Table 6.8 The violation of the associated constraints for three cases.
Test 1 Test 2 Test 3
Re-Pr Re-se TOP−Pr TOP−Se Viol_CC TOP−Pr TOP−Se Viol_CC TOP−Pr TOP−Se Viol_CC
1 1 0.3183 0.5184 0.2001 0.3129 0.5072 0.1944 0.2688 0.4686 0.1998
2 2 0.5138 0.7137 0.1999 0.4970 1.1815 0.6845 0.5383 0.7387 0.2003
2 3 0.5138 0.7139 0.2000 0.4970 0.5851 0.0881 0.5383 0.7384 0.2001
3 4 0.5370 0.7372 0.2002 0.4789 0.6405 0.1616 0.4939 0.6938 0.1999
4 5 0.4228 0.6226 0.1999 0.4181 0.6130 0.1949 0.4320 0.6323 0.2003
5 6 0.3663 0.5665 0.2002 0.3675 0.5689 0.2014 0.3880 0.5878 0.1998
6 7 0.3729 0.6572 0.2843 0.3566 0.6745 0.3178 0.3295 0.7457 0.4162
6 8 0.3729 0.7206 0.2477 0.3566 0.5792 0.2225 0.3295 0.7407 0.4111
7 9 0.4284 0.6283 0.1999 0.4361 0.6790 0.2429 0.5504 0.7512 0.2008
7 10 0.4284 0.8760 0.4477 0.4361 1.3901 0.9540 0.5504 0.7912 0.2407
8 11 0.3654 0.7163 0.3510 0.3485 0.5940 0.2455 0.3179 0.7497 0.4317
8 12 0.3654 0.6694 0.3040 0.3485 0.7570 0.4085 0.3179 0.7570 0.4390
9 13 0.4201 0.6199 0.1998 0.3757 0.5360 0.1603 0.3757 0.5757 0.2001
10 14 0.4032 0.6034 0.2002 0.3986 0.5913 0.1927 0.4282 0.6280 0.1998
11 15 0.4504 0.6503 0.1999 0.4395 0.6345 0.1950 0.4668 0.6668 0.2000
12 16 0.5205 0.7205 0.2001 0.5043 1.2130 0.7086 0.5300 0.7300 0.2001
12 17 0.5205 0.7206 0.2001 0.5043 0.5710 0.0666 0.5300 0.7302 0.2002
13 18 0.3298 0.5297 0.1998 0.3256 0.5210 0.1954 0.2752 0.4752 0.2000
14 19 0.4158 0.8509 0.4351 0.4240 1.3370 0.9130 0.5422 0.7970 0.2548
14 20 0.4158 0.6932 0.2774 0.4240 0.7603 0.3363 0.5422 0.7603 0.2181
Viol_CC = Top_Se − Top_Pr
Fig. 6.7 Caractéristique de convergence de PSO-TVAC avec et sans compensation.
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Fig. 6.8 Evolution de convergence des variables de contrôle TDS associée aux relais 1-8.
Fig. 6.9 Evolution de convergence des variables de contrôle TDS associée au relais 9-14.
6.3 Cas de l’étude Nº2 : 115
Fig. 6.10 Evolution de la convergence des variables de contrôle TPS associée au relais 1- 8.
Fig. 6.11 Evolution de convergence des variables de contrôle TPS associée au relais 9-14.
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différentes zones du réseau. Le Tableau 6.8 décrit les valeurs numériques de la différence du
temps de déclenchement entre les relais primaires et secondaires(violation des contraintes).
La caractéristique de convergence du premier et le troisième test sont illustrés par la figure
6.7, l’évolution de la convergence durant le processus de recherche des deux variables de
contrôle TDS et TPS de tous les relais sont représentés par les figures 6.8, 6.9, 5.10 et 6.11
respectivement.
6.3.1 Conclusion :
Dans ce cas d’étude nous avons utilisé l’algorithme d’essaims de particule à coefficient ac-
célération variable (PSO-TVAC)à la résolution du problème posé en tenant en considération
la présence de la compensation série. L’objectif primordial de cette étude est de démontrer
en premier lieu l’effet de la compensation série sur la performance des relais de protection
tout en assurant la continuité de service, en deuxième lieu l’efficacité de cette approche
(PSO-TVAC) est testée sur le réseau test 8 jeux de barres en considérant cette fois l’effet de
la compensation série, les chiffres numériques prometteux ainsi obtenues prouvent une fois
de plus l’efficacité de l’approche proposée en matière de solution et qualité de convergence.
6.4 Cas de l’étude Nº3 : 117
6.4 Cas de l’étude Nº3 :
Après les résultats obtenus par plusieurs tests précédents nous constatons que notre algorithme
(PSO−TVAC) sera améliorée notablement de point de vu qualité de solution et convergence
si en orientant le processus de recherche vers la solution optimale et ce par l’exploitation des
solutions meilleures trouvées après plusieurs tests effectués et qui présentent des solution
locaux non global, en les intégrant dans la population initiale de cet algorithme (PSO-TVAC),
en effet une nouvelle variante dite PSO−TVACII chématisée par la figure 6.1 représente
une alternative et est appliquée sur plusieurs réseaux test 3 ,8 jeux de barres en vu d’aboutir à
l’objectif déjà mentionné.
Fig. 6.12 Présentation de la méthode PSO-TVAC standard (a) et la version modifiée (b).
Pour confirmer la robustesse de cette nouvelle version notre algorithme est testé sur le
grand réseau test 15 jeux de barres.
6.4.1 Algorithme de PSO-TVAC II :
L’inconvénient major de techniques présentées précédemment est lié au nombre important
de génération nécessaire pour la convergence. Cet inconvénient peut être considérer comme
un obstacle pour l’adaptation et l’application de ces méthodes à résoudre le problème de
coordination des relais pour les réseaux électriques possédant une topologie large. Dans cette
partie et afin d’améliorer les performances de la méthode PSO-TVAC en terme de qualité de
solution et réduire le nombre de génération nécessaire, un nouveau mécanisme de recherche
et proposé.
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Fig. 6.13 Organigramme de PSO-TVAC modifié.
6.4 Cas de l’étude Nº3 : 119
La figure 6.13 représente l’organigramme de la variante proposé basé sur l’algorithme
PSO-TVAC, la structure du mécanisme de recherche proposé repose sur les étapes suivantes :
Première étape:
1. Génération d’une population aléatoire de taille N individu (N=1000).
2. Cette population initiale est devisée en plusieurs sous population Nsubpop=20, chaque
sous population contienne 50 individu.
3. Dans le but de mieux explorer l’espace de recherche, toutes ses sous populations
cherchent indépendamment la solution optimale locale durant le nombre d’itération
Deuxième étape : Dans cette étape notre approche génère une nouvelle population qui
rassemble toutes les solutions locales engendrées par les sous populations précédentes
(étape 3 partie 1) l’optimum global alors obtenu après un certain nombre d’itération fixé
préalablement.
6.4.2 Premier Test 3 jeux de barres :
Ce test est effectué sur le réseau de 03 jeux de barres indiqué par la figure 6.14 dont
les caractéristiques résumées dans l’appendis A sont mentionnées dans [16], les limites
minimales et maximales des valeurs de TDS et PTS sont (0.1, 1.1) et (0.5-5) respectivement,
l’intervalle du temps d’enclenchement CTI prend la valeur 0.2s.
Fig. 6.14 Schéma unifilaire du réseau 3 jeux de barres.
Ce paragraphe est dédié à expliquer la caractéristique de convergence de l’algorithme
PSO−TVACII appliqué sur le réseau test 03 jeux de barres en vue d’obtenir un temps total
d’opération des relais primaires le plus minime que possible (l’objectif de l’optimisation
examinée), l’optimum trouvé vaut (1.5826s) qui est achevé au bout de 30 me itérations,
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Fig. 6.15 Courbe de convergence de MPSO-TVAC du réseau 03 jeux de barres.
qui justifie le rôle de l’optimisation par cette dernière approche en matière de robustesse
et qualité de convergence. Le tableau 6.9 rassemblant les valeurs trouvées par plusieurs
techniques cités dans la littérature, pour voir la satisfaction des contraintes le tableau 10
récapitule l’erreur calculée qui est la différence entre les deux temps d’opération des relais
primaires et secondaires et qui reste négligeable de l’ordre 10-2.
Table 6.9 Paramètres optimaux de réseau test 3 jeux de barres.
Méthode de Simplex [16] MINLP(SBB)[62] Seeker [62] PSO-TVAC II
TDS PTS TDS PTS TDS PTS TDS PTS
1 5.0 0.1 0.151 1.5 0.107 2.5 0.1000 3.00
2 1.5 0.1364 0.128 1.5 0.108 2 0.1000 2.25
3 5 0.1 0.130 2.0 0.1 3 0.1000 3.00
4 4 0.1 0.104 2.5 0.1 2.5 0.1000 2.50
5 2 0.1298 0.106 2.5 0.1 2.5 0.1000 2.50
6 2.5 0.1 0.100 2.0 0.112 1.5 0.1017 1.75
Fonc−Ob je 1.9258 1.727 1.599 1.5826
6.4 Cas de l’étude Nº3 : 121
Table 6.10 Valeurs des contraintes.
Relais Méthode de MINLP Méthode de Méthode de
Pr- Sec Simplex [62] (SBB) [62] Seeker [62] PSO-TVAC II
1-5 -0.0092 -0.0044 0.0144 0.0123
2-4 0.1608 -0.0030 -0.0018 0.0068
3-1 0.2243 -0.0048 -0.0040 0.0209
4-6 0.0704 0.0234 -0.0054 -0.0038
5-3 0.1741 -0.0073 -0.0031 -0.0031
6-2 -0.0071 -0.0085 -0.0067 0.0046
6.4.3 Deuxième Test réseau à 8 jeux de barres :
Cette nouvelle variante est appliquée sur le réseau de 8 jeux de barres schématisé par la Fig.
6.1 dans ce test, l’intervalle du temps de coordination CTI est égal 0.3s, tous les paramètres
de ce réseau sont déjà mentionnés dans les tests antérieurs et indiqués dans l’appendis B, les
caractéristiques techniques de ce réseau sont tirés de la référence [62].
Fig. 6.16 Meilleure caractéristique de convergence de PSO-TVAC appliquée sur le réseau
test 8 jeux de barres.
La figure 6.16 nous montre l’évolution de convergence de l’algorithme traité, la solution
optimale trouvée lors de 82 eme itération est de 8.2846 s qui est meilleure par rapport celle
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Fig. 6.17 Meilleure caractéristique de convergence de PSO-TVAC appliquée sur le réseau
test 8 jeux de barres.
Fig. 6.18 Caractéristiques de convergence de PSO-TVAC du réseau test 8 jeux de barres
durant 10 exécutions.
6.4 Cas de l’étude Nº3 : 123
Fig. 6.19 Caractéristiques de convergence de PSO-TVAC II du réseau test 8 jeux de barres
durant 10 exécutions.
Table 6.11 Paramètres optimaux de réseau test 3 jeux de barres.
Méthode de AG-Tolbox PSO-TVAC PSO-TVAC II PSO-TVAC II
[54] [54] Test 1 [62] Test 2 [62]
TDS PTS TDS PTS TDS PTS TDS PTS
1 0.1837 1.5 0.1000 2.5 0.1000 2.5000 0.1114 2.0
2 0.3491 2.0 0.2602 2.5 0.2602 2.5000 0.2565 2.5
3 0.3543 1.5 0.2251 2.5 0.2251 2.5000 0.2225 2.5
4 0.3782 0.6 0.1603 2.5 0.1603 2.5000 0.1590 2.5
5 0.1436 2.0 0.1000 2.5 0.1000 2.5000 0.1000 2.5
6 0.2425 2.0 0.3447 0.5 0.1734 2.5000 0.1701 2.5
7 0.3224 2.0 0.2428 2.5 0.2428 2.5000 0.2389 2.5
8 0.2709 2.0 0.1700 2.5 0.1700 2.5000 0.1662 2.5
9 0.1721 2.5 0.1535 2.5 0.1473 2.5000 0.1442 2.5
10 0.4041 0.6 0.3917 0.5 0.1759 2.5000 0.1718 2.5
11 0.3115 1.5 0.2095 2.5 0.1869 2.5000 0.1828 2.5
12 0.3635 2.0 0.2890 2.5 0.2664 2.5000 0.2605 2.5
13 0.2652 1.0 0.1000 2.5 0.1000 2.5000 0.1114 2.0
14 0.3327 2.0 0.2611 2.5 0.2459 2.5000 0.2406 2.5
Fonc−Ob je 10.8893 8.8423 8.4316 8.2848
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6.4 Cas de l’étude Nº3 : 125
Table 6.13 solution de convergence de GA ToolBox, PSO-TVAC et PSO-TVAC II.
Ga PSO-TVAC PSO-TVAC-II
Toolbox S tandard [54]
La meilleure 10.8893 8.8423 8.2846
La moyenne 12.2875 15.8014 8.5854
La Maximale 12.3581 22.5068 8.7960
Temps (s) 293.8489 25.264 24.960
engendrée par PSO-TVAC qui est de 8.8423s calculée après 700 générations, remarquant
que l’approche proposée excède celle de PSO-TVAC en matière de qualité de solution
(tableau 6.11) et qualité de convergence expliquée par les figures 6.16 et 6.17,en revanche
la robustesse de l’algorithme MPSO-TVAC est vérifiée une autre fois par le biais de 10
exécutions successives schématisées par les figures 6.18 , 6.19 respectivement.
Le tableau 5.11 indique les différentes solutions du problème envisagé trouvés dans la
littérature, parmi les meilleurs résultats, on cite la méthode Seeker[16] publiée en 2012 et
qui donne un temps minime de 8.4270s, la technique dénommée Hybrid BBO−LP qui
nous fournie une solution égale 8.75559s publiée en 2015[18],et la méthode BIP[10] publiée
en 2015 qui converge vers 8.6944s, notant que cette dernière nous garantie une solution
optimale sans aucune violation de contrainte contrairement a la méthode Seeker qui converge
vers la solution 8.4270s mais avec une violation d’ordre 102 ce qui explique la différence
entre les deux solutions (8.4270s et 8.75559s) .
Tableau 6.14 résume les solutions optimales accompagnées par leurs violations trouvées
par différentes techniques. Pour fin des comparaisons entre nos résultats et ceux de la
littérature on remarque que l’algorithme proposé nommé PSO-TVACII donne la solution
8.4316s sans aucune violation de contraintes différemment au résultat de la méthode Seeker
qui reste meilleur par rapport à notre solution 8.4270s mais avec les violations citée dans
le tableau 6.14. Pour voir l’efficacité de notre algorithme on a procédé d’agrandir la marge
de l’erreur acceptable qui vaut 10-2 et qui traduit la différence entre le temps d’opération
des relais primaire et secondaire, le temps ainsi calculé (MPSO-TVAC test 2) 8.2848s est
nettement meilleur par rapport à toutes les autres solutions mensionnees au tableau 6.12,
6.13 ce qui prouve une autre fois le rôle de l’optimisation par ce dernier. Les figures 6.20,
6.21, 6.22 et 6.23 représentent les caractéristiques de convergence des variables de contrôles
TDS et PTS des relais de protection et ce pendant le processus de recherche de l’algorithme
MPSO-TVAC.
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6.4 Cas de l’étude Nº3 : 127
Fig. 6.20 Evolution de convergence des variables de contrôle TDS du relais durant le
processus de recherche.
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Fig. 6.21 Evolution de convergence des variables de contrôle PTS du relais durant le processus
de recherche.
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6.4.4 Deuxième Test 15 jeux de barres :
Ce test est dédie de présenter l’efficacité et la robustesse de la méthode envisagée PSO-TVAC
II sur un réseau plus grand que les deux réseaux déjà traites sous dessus à savoir le réseau test
15 jeux de barres ( Fig. 6.22) qui contient 42 relais autrement dit 84 paramètres de contrôle
,ce dernier chiffre nous implique l’importance du problème traité d’une part et la difficulté
de l’optimisation recherchée d’autre part. Les détails de ce réseau sont donnés par l’appendis
C notant que l’intervalle du temps de coordination entre les relais primaires secondaires est
fixé à 0.2s.
Fig. 6.22 Schéma unifilaire du réseau 15 jeux de barres.
Dans ce test on a appliqué notre algorithme sur un grand réseau test 15 jeux de bar-
res, la figure 6.23 nous montre la caractéristique de convergence de ce dernier, le temps
d’optimisation achevé lors de l’itération 92 est 11.9915s reste meilleur en le comparant par
d’autre solution trouvées dans la littérature telles que (12.227 s) donnée par la méthode de
Seeker, et (15.335s) trouvée par la méthode de MlNLP (SBB). Bien que l’algorithme de GSO
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Fig. 6.23 Caractéristique de convergence de MPSO-TVAC pour le réseau test 15 jeux de
barres.
Fig. 6.24 Présentation des valeurs des contraintes.
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donne(13.6542 s) et IGSO donne (12.135 s), voir le tableau 6.15. Tableau 6.16 représente les
valeurs numériques de TDS et PTS de tous les relais et la figure 6.24 expose d’une manière
claire l’avantage de l’approche examinée en matière de violation de contraintes, en effet
notre algorithme PSO−TVACII nous garantie une meilleure solution (11.9915s) avec une
violation acceptable de contraintes en comparaison avec la méthode SEEKER et MlNLP
(SBB) trouvées dans la littérature.
Table 6.15 Comparaison des résultats du système 15 jeux de barres.
MINLP SEKEER GSO [13] IGSO [13] PSO-TVAC II
(SBB) [16] [16] 2012 2015 2015
Fonction objectif 15.335 12.227 13.6542 12.135 11.9915
Temps d’execussion —- 406.3s —- —- 29.7s
Itération de convergence —- 385 —- —– 50
Nombre itération Max —- 1000 —- —— 100
Table 6.16 Les valeurs optimales de TDS et PTS de tous les relais.
Nbr Relai TDS PTS Nbr Relai TDS PTS
1 0.1127 1.0000 22 0.1059 1.5000
2 0.1002 1.0000 23 0.1074 1.0000
3 0.1007 2.0000 24 0.1000 1.5000
4 0.1114 1.0000 25 0.1000 2.0000
5 0.1053 2.0000 26 0.1099 1.5000
6 0.1037 2.0000 27 0.1021 2.0000
7 0.1034 2.0000 28 0.1017 2.5000
8 0.1033 1.5000 29 0.1003 1.5000
9 0.1031 2.0000 30 0.1010 2.0000
10 0.1088 1.5000 31 0.1000 2.0000
11 0.1000 1.5000 32 0.1049 1.5000
12 0.1000 1.5000 33 0.1000 2.5000
13 0.1053 2.0000 34 0.1052 2.5000
14 0.1082 1.0000 35 0.1005 2.0000
15 0.1000 1.0000 36 0.1000 2.0000
16 0.1000 1.5000 37 0.1016 2.5000
17 0.1000 2.0000 38 0.1043 2.5000
18 0.1024 1.0000 39 0.1030 2.5000
19 0.1000 2.0000 40 0.1014 2.5000
20 0.1000 1.5000 41 0.1006 2.5000
21 0.1627 0.5000 42 0.1013 1.5000
Temps de déclenchement Total (Tij) s 11.9915 s
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Fig. 6.25 Variation de la solution optimale pour 100 exécutions: Réseau test 15 jeux de
barres.
En vu de vérifier la robustesse de l’approche étudiée on a procédé d’exécuter notre
algorithme 100 fois en gardant le résultat final de chaque exécution, la figure 6.25 aborde la
courbe de variation de cette solution optimale lors de ces répétitions visant les deux réseaux
test 8 et 15 jeux de barres ,on peut finalement conclure que l’approche proposée prouve une
autre fois ces qualités de robustesse et convergence.
6.4.5 Conclusion :
Dans ce troisième cas d’étude on a essayé d’appliquer la version modifiée de l’algorithme
MPSO-TVAC sur les réseaux tests 3, et 8 jeux de barres pour traiter le problème de coor-
dination des relais à maximum de courant directionnels, a cet effet les résultats obtenus
sont largement discutes et compares avec ceux trouves dans la littérature. Pour confirmer la
robustesse de notre algorithme, on a essayé de l’appliquer sur le grand réseau test 15 jeux de
barres, les interprétations faites discutant la solution, la qualité de convergence et la violation
des contraintes prouvent la robustesse de ce dernier.
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6.5 Cas de l’étude Nº4 :
Application de l’algorithme de SOA sur le problème de coordination optimal de relais
directionnelle
Dans cette partie, nous avons adopté et appliqué l’algorithme d’optimisation de chercheur
(SOA) pour minimiser le temps de déclenchement des relais directionnels installés dans un
réseau typique de 8 jeux. L’organigramme de l’algorithme proposé nommé SOA contenant
les étapes principales de calcul est présenté dans la Fig. 6.26.
6.5.1 Le premier Test :
Ce premier test a pour objectif de déterminer les paramètres adéquats de l’algorithme
permettant d’améliorer la solution optimale. Dans un premier temps on a étudié l’impact
de la variation de nombre de génération et la taille de population de notre algorithme sur la
qualité de solution et le temps global d’exécution dans le but de choisir la valeur optimale et
adéquate permettant d’achever le bon résultat.
Table 6.17 Impact de la variation du nombre de population et le nombre de génération.
Impact de la variation du nombre de population
N population N génération Tempe Valeur optimal
Test 1 30 500 10.0829 13.4955
Test 2 60 500 37.1067 12.0315
Test 3 100 500 87.3978 12.1430
Test 4 200 500 259.9228 11.7549
Test 5 300 500 589.5519 11.1792
Test 5 400 500 1093.0763 10.6480
Impact de la variation du nombre de génération
N population N génération Tempe Valeur optimal
Test 1 60 200 4.8167 14.3281
Test 2 60 400 20.3167 12.3446
Test 3 60 800 85.9167 10.9583
Test 4 60 1200 150.0167 9.7670
Test 5 60 1600 272.1175 9.6418
Test 6 60 2000 416.2840 9.4002
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Le tableau 6.17, résume les résultats obtenu en variant les deux paramètres, population et
génération, on remarque que l’augmentation du nombre de génération ou la taille de popu-
lation entraine une amélioration sensible par contre le temps global d’exécution augmente.
L’algorithme nécessite un temps important pour garantir la solution optimale.
A titre comparatif, l’augmentation du nombre de génération à 2000 tout en fixant la
population à 60, entraine une valeur optimisée du temps de déclenchement de l’ordre de
9.4002 s, le temps global d’exécution est de 416.2840 s, par contre, l’augmentation de la
population à 400 tout en fixant le nombre de génération à 500, entraine une minimisation du
temps de déclenchement de 10.6480 s avec un temps d’exécution de 1093.0763s.
Les figures (6.27, 6.28) illustrent clairement l’impact de la variation de nombre de
génération et la variation de la taille de population sur la qualité de convergence de notre
algorithme appliquée.
Table 6.18 Les valeurs optimales de TDS et PTS.
Cas 1 (SOA) Cas 2 (SOA) Cas 3 (SOA)
Max Génération 500 2000 2000
No Population 400 60 400
Temps d’exécution 1093.0763 416.2840 4330.0563
TDS PTS TDS PTS TDS PTS
1 0.1131 2.3122 0.1000 2.2594 0.1000 2.5000
2 0.4534 1.2471 0.2935 2.2941 0.3710 1.5000
3 0.3951 1.2372 0.2855 1.8319 0.4551 0.5000
4 0.2403 1.8852 0.2171 1.6704 0.1879 2.0000
5 0.1695 1.7941 0.1083 2.4671 0.1012 2.5000
6 0.3160 0.7595 0.2660 0.9547 0.3447 0.5000
7 0.3211 2.3294 0.3592 1.3754 0.2708 2.5000
8 0.2782 0.9624 0.2219 1.4665 0.3965 0.5000
9 0.2154 2.1713 0.1720 2.3792 0.4402 0.5000
10 0.2437 2.1276 0.3133 1.0336 0.3282 1.5000
11 0.3044 1.5064 0.2603 1.8460 0.2453 2.5000
12 0.4217 1.4230 0.3440 1.9494 0.6219 0.5000
13 0.1081 2.3438 0.1000 2.3313 0.1426 2.0000
14 0.3580 1.8880 0.3096 2.0630 0.3082 2.5000
Fonction Objectif (s) 10.6480 9.4002 10.4003
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Fig. 6.26 Organigramme de l’algorithme SOA.
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Fig. 6.27 Impact de la variation du nombre de génération.
Fig. 6.28 Impact de la variation du nombre de population.
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Les résultats mentionnés dans les tableaux 6.18 présentent les valeurs de variables de
contrôle optimales de TDS et PTS pour les cas suivantes :
• Cas 1 : les nombre de génération maximal = 500 et le nombre de population = 400.
• Cas 2 : les nombre de génération maximal = 2000 et le nombre de population = 60.
• Cas 3 : les nombre de génération maximal = 2000 et le nombre de population = 400.
Pour les deux cas (cas1, cas2), les deux variables de control TDS et PTS sont considérés
continues par contre dans le troisième cas le variable de control TDS est continue et le PTS
considérés de type discret. Toujours on constate qu’avec un nombre de population égale 60
et un nombre de génération égale 2000 est un choix suffisant et adéquat pour avoir un résultat
acceptable. Le tableau 6.19 confirme que tous les contraintes de coordination (l’intervalle de
temps déclenchement) sont respectées.
Table 6.19 Les valeurs de temps de déclenchement primaire/secondaire et temps de coordina-
tion.
Top_Pr Top_Se DT∗ Top_Se Top_Ba DT∗ Top_Pr Top_Se DT∗
1-6 0.4414 0.7474 0.3060 0.3852 0.6851 0.2999 0.4087 0.7088 0.3001
2-1 1.0317 1.3456 0.3139 0.8444 1.1443 0.2999 0.9016 1.3742 0.4726
2-7 1.0317 1.3621 0.3304 0.8444 1.1443 0.2999 0.9016 1.2019 0.3003
3-2 0.9301 1.2509 0.3208 0.7809 1.0809 0.3000 0.8081 1.1081 0.3000
4-3 0.7754 1.1117 0.3363 0.6620 0.9620 0.3000 0.6240 0.9240 0.3000
5-4 0.6786 0.9911 0.3125 0.5340 0.8339 0.2999 0.5038 0.8039 0.3002
6-5 0.6080 1.1486 0.5407 0.5487 1.0694 0.5207 0.5902 1.0186 0.4285
6-14 0.6080 1.3481 0.7402 0.5487 1.2265 0.6778 0.5902 1.3755 0.7853
7-5 0.8291 1.1486 0.3195 0.7691 1.0694 0.3004 0.7190 1.0186 0.2997
7-13 0.8291 1.3383 0.5092 0.7691 1.2263 0.4572 0.7190 1.3747 0.6558
8-7 0.5758 1.3621 0.7863 0.5294 1.1443 0.6149 0.6793 1.2019 0.5225
8-9 0.5758 1.2311 0.6553 0.5294 1.0644 0.5350 0.6793 1.1199 0.4406
9-10 0.7515 1.0614 0.3098 0.6299 0.9301 0.3002 0.8664 1.1666 0.3002
10-11 0.8239 1.1187 0.2948 0.7756 1.0756 0.3000 0.9432 1.2430 0.2998
11-12 0.8943 1.2086 0.3143 0.8396 1.1395 0.2998 0.9259 1.2260 0.3001
12-13 1.0068 1.3383 0.3314 0.9263 1.2263 0.3000 1.0747 1.3747 0.3000
12-14 1.0068 1.3481 0.3413 0.9263 1.2265 0.3002 1.0747 1.3755 0.3008
13-8 0.4453 0.7411 0.2958 0.4106 0.7105 0.2998 0.5357 0.8356 0.2999
14-1 0.8559 1.3456 0.4898 0.7646 1.1443 0.3797 0.8198 1.3742 0.5544
14-9 0.8559 1.2311 0.3753 0.7646 1.0644 0.2998 0.8198 1.1199 0.3001
∗ ( DT = temps de déclanchement de relais secondaire (Top_Se)-temps de déclanchement de relais primaire (Top_Pr) )
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6.5.2 Le deuxième test :
l’Hybridation de l’algorithme SOA avec PSOTVAC
A partir les résultats obtenus précédemment et afin d’améliorer la valeur de la solu-
tion optimale relative au temps de déclenchement total et la convergence de l’algorithme,
l’algorithme SOA est hybridé avec PSOTVAC. La technique d’hybridation permet de com-
biner les avantages de deux algorithmes SOA et PSO-TVAC. Généralement l’algorithme
SOA caractérisé par la capacité de converger vers la solution optimal globale, mais nécessite
un nombre de génération très important pour la convergence (à partir de 2000 et plus) ce
qui entraine une un temps de convergence énorme. Par contre l’algorithme PSO-TVAC
converge rapidement mais il y a un risque de tomber dans l’optimum local. Pour cela les
deux algorithmes sont coordonnés ce qui permet d’avoir un compromis positif. Pour cela
deux cas d’hybridation ont été proposés.
• cas 1 : dans ce mode d’hybridation, la première étape est lancée par l’algorithme SOA
pour un nombre de génération de 2000 pour découvrir le maximum de l’espace de
recherche, cette solution initiale achevé par SOA est introduit dans l’algorithme de
PSOTVAC pour un nombre de génération réduit à 500.
• Cas 2 : dans le deuxième mode d’hybridation, on a combiné entre les deux algorithmes
SOA et PSO−TVAC par l’échange d’information entre eux mais chaque algorithme
fonctionne séparément à l’autre, sauf pour l’échange d’information qui sera dans
chaque génération par la comparaison entre les deux meilleures solutions trouvées à
partir de chaque algorithme ( Best_Solution_SOA représenter la meilleure solution par
SOA et Best_ Solution_PSO-TVAC représenter la meilleure solution par PSO−TVAC
).
Les déférentes étapes de cet algorithme sont résumées dans l’organigramme présenté dans la
Figure 6.31:
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Fig. 6.29 Organigramme de l’algorithme SOA-PSOTVAC.
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Fig. 6.30 Caractéristique de convergence de SOA standard pour le réseau test 8 jeux de
barres.
Fig. 6.31 Caractéristique de convergence de SOA+PSOTVAC standard pour le réseau test 8
jeux de barres.
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Les résultats trouvés montrent que les deux approches proposées (cas 1 et cas 2) sont
plus robuste et donnent de résultats plus meilleurs que la version originale de l’algorithme
SOA. Pour le cas 1 la somme du temps de déclenchement est égal 9.811s qui est meilleur par
rapport à SOA (10.4003 s) mais le temps d’exécution ou le temps de convergence (433.0563 s
pou SOA et 408.0408+7.2841 (pour SOA + PSOATVAC)) n’a pas beaucoup amélioré malgré
que le taille de population a diminuée de 400 vers 60. Par contre dans le deuxième cas, on
remarque une amélioration remarquable particulièrement dans le temps de convergence qui a
diminué vers 82.4529 (amélioration de 80.96%), ceci en raison de nombre de générations
réduit moins (500). La solution optimale est aussi améliorée vers8.9265s (amélioration de
14.17 %). Les deux figures (56.30 et 6.31) illustrent la convergence de l’algorithme proposé
et le tableau 5.20présente les déférents résultats obtenus de variables de control optimisés
TDS et PTS. Il faut noter que les contraintes associées aux variables de control et l’intervalle
de coordination sont respectés, le tableau 5.21 montre clairement cette confirmation.
Table 6.20 Les valeurs optimales de TDS et PTS.
SOA Sans Cas 1 Cas 2
Hybridation SOA et PSO−TVAC SOA−PSO−TVAC
Max Génération 2000 2500 500
No Population 400 60 60
Temps d’exécution 433.0563 408.0408+7.2841 82.4829
TDS PTS TDS PTS TDS PTS
1 0.1000 2.5000 0.1000 2.5000 0.1000 2.5000
2 0.3710 1.5000 0.2809 2.5000 0.2788 2.5000
3 0.4551 0.5000 0.4423 0.5000 0.2480 2.5000
4 0.1879 2.0000 0.1603 2.5000 0.3519 0.5000
5 0.1012 2.5000 0.1000 2.5000 0.1000 2.5000
6 0.3447 0.5000 0.3447 0.5000 0.1734 2.5000
7 0.2708 2.5000 0.2567 2.5000 0.2553 2.5000
8 0.3965 0.5000 0.3458 0.5000 0.1700 2.5000
9 0.4402 0.5000 0.4281 0.5000 0.1566 2.5000
10 0.3282 1.5000 0.2352 2.5000 0.1831 2.5000
11 0.2453 2.5000 0.2300 2.5000 0.1921 2.5000
12 0.6219 0.5000 0.5925 0.5000 0.5200 0.5000
13 0.1426 2.0000 0.1000 2.5000 0.1000 2.5000
14 0.3082 2.5000 0.2966 2.5000 0.2686 2.5000
Fonction Objectif (s) 10.4003 9.8111 8.9265
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La figure 6.32 indique la convergence de l’algorithme hybride proposé SOA-PSO-TVAC.
Dans cette hybridation, chaque algorithme recherche séparément la solution optimale, à
la fin de chaque génération il y a collaboration entre les deux algorithmes par échange
d’information pour cela il y a deux courbes de convergence, la courbe de convergence de
l’algorithme standard SOA et la courbe de convergence de l’algorithme hybride SOA-PSO-
TVAC. La figure 6.33 présente une comparaison entre les deux algorithmes PSO-TVAC et
SOA sans et avec hybridation, la comparaison montre clairement l’efficacité de l’algorithme
proposé en terme de qualité de solution et convergence.
Fig. 6.32 Caractéristique de convergence de l’algorithme hybride SOA-PSO-TVAC.
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Fig. 6.33 Comparaison entre les deux algorithmes PSO-TVAC et SOA sans et avec hybrida-
tion.
6.6 Conclusion :
D’après les tests effectues dans ce cas d’étude on a remarque que la technique SOA a
l’aptitude d’aboutir a une solution meilleure vue la puissance de sa mécanisme de recherche,
or elle demande un nombre d’itération plus important que l’algorithme PSO−TVAC qui
augmente par suite le temps de son exécution, c’est pour cet effet on a adopte l’étude d’une
hybridation entre cet algorithme et le PSO−TVAC afin d’exploiter les avantage de chacun.
6.7 Cas de l’étude Nº5: 145
6.7 Cas de l’étude Nº5:
Cette partie de test concerne l’étude comparative entre quatre algorithmes d’optimisation
méta heuristiques tels que :
• L’algorithme nommé Firefly (Firefly Algorithm, FA).
• L’algorithme à base de biogéographie (Biogeography based optimization, BBO).
• L’algorithme d’abeilles (Bees Algorithm, BA).
• L’algorithme des d’abeilles Artificiels (Bee Colony ABC).
6.7.1 Premier Test
Ce premier test est consacré à tester les performances et efficacité de ces méthodes par
l’optimisation de deux fonctions mathématique, à savoir la fonction Sphère et la fonction
Rosenbrock. Les paramètres de ces fonctions sont récapitulés dans le tableau suivant :
Fig. 6.34 Les deux fonctions mathématique, (‘Sphère’ et ‘Rosenbrock’).
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Les résultats d’optimisation trouvés par les quatre méthodes sont récapitulés dans les Tableau.
6.22. Ces résultats trouvés montrent clairement qu’il ya une différence significative en termes
de qualité de solution et le temps d’exécution nécessaire.
Table 6.22 Les résultats optimales trouvés par : BBO, BA, FA, et ABC.
Les solution optimal de la fonction Sphère
BBO Ba FA ABC
La solution optimale 8.4173e-19 3.0009e-51 1.9486e-21 3.5305e-14
Temps d’exécution 4.142530 23.8017 68.9593 6.2699
Les solutions optimales de la fonction Rosenbrock
BBO BA FA ABC
La solution optimale 3.4757e-4 3.9764 5.9136e-18 0.2949
Temps d’exécution 4.1662 28.0998 75.7172 11.6644
Pour la fonction Sphère on remarque que l’algorithme de BA est l’algorithme qui donne la
meilleur solution (3.0009e-51) par rapport aux autres algorithmes (FA, BBO, ABC) (1.9486e-
21, 8.4173e-19, 3.5305e-14) respectivement avec un temps d’exécution acceptable (23.8017
s). Par contre dans le cas de la deuxième fonction de ‘Rosenbrock’ qui est plus complexe, on
constate que l’algorithme de BA est incapable de trouver la meilleure solution (3.9764) par
rapport à BBO (3.4757 e-4) et FA (5.9136e-18), l’algorithme FA donne la meilleure solution
avec un temps plus longue (75,7172 s).
6.7.2 Deuxième test :
Dans ce deuxième test, les quatre algorithmes ont été adaptés et appliqués pour résoudre
le problème de coordination optimale des relais directionnels), ce problème d’optimisation
caractérisé par sa complexité en le comparant aux deux fonctions mathématiques envisagés
dans le premier test. Les résultats d’optimisation trouvés par les quatre algorithmes sont
récapitulés dans le tableau (6.23).
Les résultats prouvent encore une fois qu’il existe une différence de performance de
chaque algorithme, bien que l’algorithme ABC a toujours une mauvaise performance avec
une valeur optimisée de 15.4356 s en le comparant aux autres algorithmes, BA (12.4032
s), BBO (11.5804 s) et FA (10.4861 s), l’algorithme FA reste le meilleur de point de vue
qualité de solution FA (10.4861 s), cela reflète la robustesse de cet algorithme, mais le point
noire réside dans le temps d’exécution (1591.9 s) qui est le plus élevé en le comparant aux
algorithmes ABC, BA, et BBO, néanmoins, l’algorithme BBO donne une solution acceptable
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(11.5804 s)avec un temps d’exécution très court (55.3442 s) par rapport à l’algorithme FA
(1591.9505 s).Le Tableau 5.24récapitule les violations de contraintes des quatre algorithmes,
il est tout à fait claire que l’algorithme FA permet de garantir la meilleure solution sans
violation de contraintes.
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Table 6.24 Violations de contraintes.
Les relais ABC BA BBO FA
1 0.6709 0.3757 0.3194 0.3001
2 0.4780 0.4287 0.3177 0.3727
3 0.5803 0.5575 0.3168 0.3003
4 0.2920 0.3002 0.2974 0.3000
5 0.4332 0.2997 0.3002 0.2999
6 0.3671 0.3001 0.2812 0.2998
7 0.3234 0.3332 0.5047 0.5292
8 0.3775 0.4273 0.7036 0.6162
9 0.4402 0.3194 0.3082 0.2999
10 0.6204 0.4132 0.5180 0.5799
11 0.7011 0.8634 0.6437 0.8001
12 0.3812 0.4421 0.4425 0.5175
13 0.4455 0.3096 0.3145 0.3000
14 0.3171 0.2974 0.3896 0.3000
15 0.3368 0.3468 0.3468 0.3000
16 0.4851 0.2998 0.3110 0.4931
17 0.3590 0.3001 0.3001 0.3000
18 0.5106 0.4176 0.4142 0.3001
19 0.6964 0.5925 0.5024 0.6552
20 0.4787 0.2999 0.3003 0.3001
Fig. 6.35 Caractéristique de convergence de l’algorithme FA, BBO, BA et ABC.
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Fig. 6.36 Comparaison entre les quatre algorithmes FA, BBO, BA et ABC.
Fig. 6.37 Caractéristique de convergence de l’algorithme FA.
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Fig. 6.38 Caractéristique de convergence de l’algorithme BBO.
La figure 6.35 présente les caractéristiques de convergence achevée par les quatre algo-
rithmes ABC, BA, BBO et FA, tandis que la figure 6.36 illustre une comparaison entre les
différents algorithmes, on voit clairement que l’algorithme FA surpasse les autres algorithmes
en termes de qualité de solution et convergence. L’algorithme FA converge rapidement au
alentour de la génération 250 avec une valeur optimale de 10.49 s, par contre et pour la même
génération (250), l’algorithme ABC converge vers la solution optimale 18.78 s, l’algorithme
ABC converge vers 14.36s et l’algorithme BBO converge vers 12.40 s. De manière générale,
les deux méthodes FA et BBO développés conduisent à des résultats acceptables. Pour
celaet afin d’améliorer les performances des deux méthodes, le temps de convergence de
l’algorithme FA est réduit par l’adoption des paramètres suivantes :
• le nombre de génération est réduit de 1000 à 500.
• la taille de population est réduite de 100 à 50.
La Figure 6.37 illustre l’amélioration de la convergence de l’algorithme FA et mette en
évidence une convergence plus rapide (le temps d’exécution réduit de 1591.9505s à 257.3415
s) vers une bonne solution. Concernant la méthode BBO, et afin de permettre à l’algorithme
de balayer l’espace de recherche, le nombre de générations est augmenté de 1000 à 2000, et
le nombre de population est réduite de 100 à 50. La Figure 6.38 illustre la nouvelle courbe
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de converge améliorée. Une amélioration remarquable dans la solution optimale de 11.5804
s vers 10.4630 s et une réduction du temps d’exécution de 70.4148 s et 55.3442 s
6.7.3 Conclusion :
Dans ce cinquième cas d’étude on a applique les nouvelle techniques stochastiques récemment
proposées dans la littérature dans la dite optimisation, en effet étude comparative a été
examinée entre elles, on outre les chiffres numériques engendrées par l’algorithme FA et
BBO excèdent ceux calcules par ABC et BA dont le temps d’exécution consomme par le
BBO est inférieur par rapport les autres.
Cette thèse dénommée contribution à l’amélioration de l’efficacité de la sélectivité de
système de protection des réseaux électriques par les méthodes méta-heuristique a pour but
de minimiser le temps total de déclenchement des relais à maximum de courant directionnels,
en effet l’utilisation des méthodes de l’intelligence artificielle pour solutionner cette problé-
matique représente un atout pour les chercheurs et les gestionnaires des réseaux électriques
afin de préserver une protection de plus en plus efficace de ces derniers.
Dans ce mémoire on appliqué les algorithmes génétiques, l’algorithme d’optimisation
par essaim de particule, l’algorithme Seeker (SOA), l’algorithme biogéographie (BBO) et
d’autres pour résoudre le problème de coordination des relais a maximum de courant direc-
tionnels, en effet plusieurs tests sont effectues sur les réseaux test 3, 8, et 15 jeux de barres
pour voir l’efficacité de ces stratégies, les résultats ainsi obtenus sont comparés avec ceux de
littérature.
La variation de la topologie du réseau lors d’une extension éventuelle ou modification
était prise en considération, en revanche nos algorithmes sont testés aussi sur des réseaux de
transport comportant un dispositif de compensation FACT de type série, les caractéristiques
de convergence ainsi la qualité de solution obtenues sont largement discutées.
Notre approche proposée qui est une version modifiée de l’algorithme d’optimisation
par essaim de particules à coefficient d’accélération variable PSO− TVACII, vient d’être
appliquer à ce problème d’optimisation en vu d’avoir un temps de déclenchements total le
plus minime que possible de nos relais et qui garantisse en même temps toutes les contraintes
de sécurité imposées, notre thèse comporte la vérification d’un nouveau algorithme hybride
entre la technique (PSO-TVAC) et (SOA) pour solutionner le problème CORD pour cela
plusieurs tests sont traites, les solutions calculées sont comparées avec celles de littérature,
finalement on peut conclure que nos résultats prouvent la robustesse et la qualité de solution
offerte par la dite approche ce qui reflète l’apport de cette thèse de doctorat dans le domaine
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de protection des réseaux électriques. Les nouvelles énergies seront occupée une place
importante dans le futur énergétique de notre pays, la dernière déclaration de Monsieur le
ministre de l’énergie et de mine prévoit une cotât de production de 22 GW proviennent
des sources renouvelables pour la prochaine décennie afin de préserver l’environnement et
minimiser le cout de production base actuellement sur les énergies fossile. Comme
perspective et pour traiter le problème CORD nous proposons :
• D’intégrer ces sources de production dans notre réseau de transport afin de s’approcher
à la future topologie.
• Etude de l’impact de l’intégration des sources décentralisées sur le problème envisage.
• la résolution du problème de coordination entre deux types de relais différents à savoir
le relais à maximum de courant directionnel et le relais à distance implantes dans un
même réseau.
• Application des méthodes hybrides entre la (BBO) et la (SOA) et l’algorithme Ferfly
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Les relais  RTC* 
1 1978.90 5 175.00 1 300/5 
2 1525.70 4 545.00 2 200/5 
3 1683.90 1 617.22 3 200/5 
4 1815.40 6 466.17 4 300/5 
5 1499.66 3 384.00 5 200/5 
6 1766.30 2 145.34 6 400/5 
 
*RTC: Le rapport de transformation des transformateurs de courant 
Annexe. A.2 
 



















1 1 3232 6 3232 11 8 6093 7 1890 
2 2 5924 1 996 12 8 6093 9 1165 
3 2 5924 7 1890 13 9 2484 10 2484 
4 3 3556 2 3556 14 10 3883 11 2344 
5 4 3783 3 2244 15 11 3707 12 3707 
6 5 2401 4 2401 16 12 5899 13 987 
7 6 6109 5 1197 17 12 5899 14 1874 
8 6 6109 14 1874 18 13 2991 8 2991 
9 7 5223 5 1197 19 14 5199 1 996 
10 7 5223 13 987 20 14 5199 9 1165 
 
Le rapport de transformation des transformateurs de courant (RTC) associes aux relais sont 
respectivement indiques comme suit : 
 
• Les relais : 1, 2, 4, 5, 6, 8, 10, 11, 12 et sont 13 RTC = 1200/5. 

























1 3621 6 1233 20 7662 30 681 
2 4597 4 1477 21 8384 17 599 
2 4597 16 743 21 8384 19 1372 
3 3984 1 853 21 8384 30 681 
3 3984 16 743 22 1950 23 979 
4 4382 7 1111 22 1950 34 970 
4 4382 12 1463 23 4910 11 1475 
4 4382 20 1808 23 4910 13 1053 
5 3319 2 922 24 2296 21 175 
6 2647 8 1548 24 2296 34 970 
6 2647 10 1100 25 2289 15 969 
7 2497 5 1397 25 2289 18 1320 
7 2497 10 1100 26 2300 28 1192 
8 4695 3 1424 26 2300 36 1109 
8 4695 12 1463 27 2011 25 903 
8 4695 20 1808 27 2011 36 1109 
9 2943 5 1397 28 2525 29 1828 
9 2943 8 1548 28 2525 32 697 
10 3568 14 1175 29 8346 17 599 
11 4342 3 1424 29 8346 19 1372 
11 4342 7 1111 29 8346 22 642 
11 4342 20 1808 30 1736 27 1039 
12 4195 13 1503 30 1736 32 697 
12 4195 24 753 31 2867 27 1039 
13 3402 9 1009 31 2867 29 1828 
14 4606 11 1475 32 2069 33 1162 
14 4606 24 753 32 2069 42 907 
15 4712 1 853 33 2305 21 1326 
15 4712 4 1477 33 2305 23 979 
16 2225 18 1320 34 1715 31 809 
16 2225 26 905 34 1715 42 907 
17 1875 15 969 35 2095 25 903 
17 1875 26 905 35 2095 28 1192 
18 8426 19 1372 36 3283 38 882 
18 8426 22 642 37 3301 35 910 
18 8426 30 681 38 1403 40 1403 
19 3998 3 1424 39 1434 37 1434 
19 3998 7 1111 40 3140 41 745 
19 3998 12 1463 41 1971 31 809 
20 7662 17 599 41 1971 33 1162 
    42 3295 39 896 
Le rapport de transformation des transformateurs de courant (RTC) Les relais =240, 
Les relais  RTC Les relais  RTC 
18-20-21-29 1600/5 2-4-8-11-12-14-15-23 1200/5 
1-3-5-10-13-19-36-37-40-42 800/5 6-7-9-16-24-25-26 600/5 
27-28-31-32-33-35 600/5 17-22-30-34-38-39-41 400/5 
 
Résumé : Ce travail traite l’application des méthodes d’optimisation globales pour résoudre le  problème de 
coordination optimale des relais à maximum de courant directionnels (CORD) dont le but et de minimiser le 
temps de déclenchement total de ces relais, en effet plusieurs algorithmes sont appliqués et testés sur plusieurs 
réseaux test à savoir les algorithmes génetiques (GA), le (PSO), le (BBO) et le (SOA) ainsi que d’autres 
variantes et méthodes hybrides. Pour examiner l’effet de la variation de la configuration du réseau on a étudier 
l’impact de l’intégration du système de compensation dynamique FACTS de type série TCSC sur la dite 
optimisation. Dans cette thèse, une nouvelle version modifiée de l’algorithme PSO nommée PSO-TVACII ainsi 
que une technique d’hybridation entre les méthodes meta-heuristique ont été adaptées est validées avec succès 
sur des réseaux test typiques (3, 8 et 15 jeux de barres). Les résultats ainsi obtenus sont menés d’une profonde 
analyse et une étude comparative avec ceux trouvés dans la littérature. Ces résultats confirment la robustesse 
des variantes proposés à rèsoudre le problème de coordination optimale des relais à maximum de courant 
directionnels (CORD) dans les réseaux électiques. 
Mots-clés : coordination optimale, relais a maximum de courant directionnels, temps de declenchement, 
selectivété, l’algorithme d’optimisation par essaim de particule, PSO-TVAC, PSO-TVAC II, algorithme Seeker 
SOA, GA, algorithme, Optimisation Basée sur la Biogéographie 
 
صخلم  : هذه ضرعتةحورطلاا ا نيسحتل ةمهاسمقيسنتل  قيبطتب كلذو ةيئابرهكلا تاكبشلا يف هجوملا ىصقلأا رايتلا ةيامح تلاحرم نيب لثملأا
قرط ةدع  ةينيجلا تايمزراوخلاك ةعيبطلا نم ةدمتسم GA،  ىلا ةفاضإ( تايمزراوخSOA, BBO, BA, ABC   ىسنن نا نود نم )
 ةيئزجلا بارسلأا تايمزراوخ  (PSO) وهذه نم ةلدعم خسن ةيمزراوخك ةريخلأا (PSO-TVAC)  ةديدج ةخسن ضرع ىلا ةفاضإ ةلدعم 
PSO-TVAC II    ( تالاحرملا لمع نمز نم ليلقتلا فدهب ةكبشلا نم ةباصملا ءازجلأا لزع يأ ،)  قيسنتلا قيقحت ىـلع انعوضوم دنتسيو
( تلاحرملا عيمج نيب لثملأاRelaisةيئابرهكلا ةكبشلا لمع ةيرارمتسا نامضل اذهو ةاواسملا مدعو ةاواسملا دويق فلتخم مارتحا عم  )   لوصوو
 نئابزلا عيمج ىلا ةيئابرهكلا ةقاطلاناكملإا ردق طقف ةكبشلا نم باصملا ءزجلا لزعو .زعتل ،لمعلا اذه زي  ةساردب اضيا انمق  ايجولونكت جمد
 ةعاوطملا ةمظنلأا( FACTS) زاهج لاخدإ نودبو عم جئاتنلا ةنراقم و ةساردب كلذو ةيئابرهكلا ةكبشلا ةيامح ماظن ىلع اهريثاتو.(TCSC) 
نم عونلا اذه ةناتم ىدم رابتخلا لارابتخاب انمق تايمزراوخ ىلع اه ةيسايق رابتخا تاكبش .( 15-Bus, 8-Bus, 3-Bus ) اهتنراقمو  وه امب
 ةلدعملا ةقيرطلا ةيلاعف ىدم دكؤت اهيلع لصحتملا جئاتنلا .ةقباس عجارمو لامعا نم دوجوم TVAC-PSO IIل.نسحم براقتو لثمأ لح نامض 
ةيحاتفملا تاملكلا : 
رم نيب لثملأا قيسنتلالاح  ةيئابرهكلا تاكبشلا ةيامح ماظن ، هجوملا ىصقلأا رايتلا ت)  ةعاوطملا ةمظنلأا ايجولونكت(TCSC), تايمزراوخلا
ةينيجلا ,(AG) ةيئزجلا بارسلأا ةقيرط ), ,(PSO) نلا ةقيرطحل,(ABC)  ( ةيلاتلا تايمزراوخلا ىلا ةفاضإSeeker, BBO, BA,) 
 
Abstract: This thesis presents a power system protection strategy based various meta-heuristic methods to 
improve the optimal coordination of multi directional relay located on a practical power system. This complex 
problem has been solved using various standard optimization techniques such as genetic algorithm (GA), 
artificial bee colony (ABC), bee algorithm (BA), biogeography based optimization (BBO), seeker optimization 
algorithm (SOA), particle swarm optimization (PSO and also by using new variants based PSO such as: PSO-
TVAC and PSO-TVAC II. The main objective is to reduce the total operating time of the primary and backup 
relays while satisfying all boundary and coordination constraints. The optimized setting of  DOCR should 
operate for a fault appears in its zone only to ensure high service continuity. In modern power system 
characterized by the presence of different types of FACTS devices it is mandatory to analysis the impact of the 
integration of various types of FACTS devices on reliability of power system protection. In this study, the effect 
of series FACTS devices named TCSC on power system protection coordination has been investigated. The 
performances of the different proposed algorithms in term of solution quality and convergence characteristics 
have been validated on three practical test systems (3, 8 and 15 Bus) and the results compared with different 
algorithms cited in the recent literature. The particularity of the proposed new variant PSO-TVAC II proves its 
ability to be a competitive technique for solving the optimal coordination of directional relay in a large practical 
power system. 
Keywords: optimal coordination, directional overcurrent relay, tripping time, selectivity, particle swarm 
optimization algorithm, PSO-TVAC, PSO-TVAC II, Seeker SOA algorithm, GA, algorithm, Optimization based 
On Biogeography 
