Abstract. In Stein's method, an exchangeable pair approach is commonly used to estimate the convergence rate of normal and nonnormal approximation.
Introduction
Let W be a random variable, and we say (W, W ′ ) is an exchangeable pair if (W, W ′ ) has the same joint distribution as (W ′ , W ). The exchangeable pair approach of Stein's method is commonly used in the normal and nonnormal approximation to estimate the convergence rates. Using exchangeable pair approach, Chatterjee and Shao [9] and Shao and Zhang [25] provided a concrete tool to identify the limiting distribution of the target random variable as well as the L 1 bound of the approximation. Recently, Shao and Zhang [26] obtained a Berry-Esseen-type bound of normal and nonnormal approximation for unbounded exchangeable pairs.
In this paper, we focus only on the normal approximation. Let (W, W ′ ) be an exchangeable pair and ∆ = W − W ′ . Assume that there exists a constant λ ∈ (0, 1) and a random variable R such that
and Shao and Zhang [26] proved that
where ∆ * := ∆ * (W, W ′ ) is any random variable satisfying that ∆ * (W, W ′ ) = ∆ * (W ′ , W ) and ∆ * ≥ |∆|. We refer to Stein [29] , Rinott and Rotar [22] , Chatterjee, Diaconis and Meckes [7] , Chatterjee and Meckes [8] and Meckes [18] for other related results for the exchangeable pair approach. Chatterjee [5] , Chatterjee and Dey [6] and Mackey, Jordan, Chen, Farrell and Tropp [17] also proved the concentration inequality results for exchangeable pairs.
The Berry-Esseen bound (1.2) provides an optimal convergence rate for many applications. However, in practice, it may not be easy to check (1.1) in general.
Alternatively, in Section 2, we prove a new version of (1.2) under the condition (D1), which is a natural generalization of (1.1).
While the Berry-Esseen-type bound describes the absolute error for the distribution approximation, the Cramér-type moderate deviation reflects the relative error.
More precisely, let {Y n , n ≥ 1} be a sequence of random variables that converge to Y in distribution, the Cramér-type moderate deviation is P(Y n > x) P(Y > x) = 1 + error term → 1 for 0 ≤ x ≤ a n , where a n → ∞ as n → ∞. Specially, for independent and identically distributed (i.i.d.) random variables X 1 , · · · , X n with E X i = 0, E X 2 i = 1 and E e t0 √ |X1| < ∞, where t 0 > 0 is a constant, put W n = n −1/2 (X 1 + · · · + X n ), P(W n > x) 1 − Φ(x) = 1 + O(1)n −1/2 (1 + x 3 ), for 0 ≤ x ≤ n 1/6 , where Φ(x) is the standard normal distribution function. We refer to Linnik [16] and Petrov [19] for details. The condition E e t0 √ |X1| < ∞ is necessary, and the range 0 ≤ x ≤ n 1/6 and the order of the error term n −1/2 (1 + x 3 )
are optimal.
Since introduced by Stein [28] in 1972, Stein's method has been widely used in recent years, and shows its importance and power for estimating the approximation errors of normal and nonnormal approximation. Moderate deviation results were also obtained by Stein's method in the literature. For instance, using Stein's method, Raič [20] considered the moderate deviation under certain local dependence structures. In the context of Poisson approximation, Barbour, Holst and Janson [4] , Chen and Choi [10] and Barbour, Chen and Choi [2] applied Stein's method to prove moderate deviation results for sums of independent indicators, whereas Chen, Fang and Shao [11] studied sums of dependent indicators. Moreover, Chen, Fang and Shao [12] and Shao, Zhang and Zhang [24] obtained the general Cramér-type moderate deviation results of normal and nonnormal approximation for dependent random variables whose dependence structure is defined in terms of a Stein identity.
For normal approximation, assume that there exists a constant δ > 0, a random function K(u) ≥ 0 and a random variable R such that for any absolutely continuous
Let K 1 := |t|≤δ K(u) du, and assume that there exists constants θ 0 , θ 1 and θ 2 such that (1.4)
By Chen, Fang and Shao [12, Theorem 3.1] , the random variable W has the following moderate deviation result: This paper is organized as follows. We present our main results in Section 2. In Section 3, we give some applications of our main result. The proofs of Theorems 2.1 and 2.2 are put in Section 4. The proofs of theorems in Section 3 are postponed to Section 5.
Main results
Let X be a field of random variables and W = ϕ(X) be the random variable of interest. We consider the following condition:
symmetric function with respect to X and X ′ satisfying E (D | X) = λ(W + R) where 0 < λ < 1 is a constant and R is a random variable.
The condition (D1) is a natural generalization of (1.1). Specially, if (1.1) is satisfied, we can simply choose D = ∆.
The following theorem provides a uniform Berry-Esseen bound in the normal approximation. 
The following theorem provides a a Cramér-type moderate deviation result under the condition (D1) without the assumption that |∆| is bounded. A > 0 and increasing functions δ 1 (t), δ 2 (t) and δ 3 (t) such that for all 0 ≤ t ≤ A,
Remark 2.1. Under the condition (D1) and assume that |∆| ≤ δ, then (1.3) is satisfied with [24, Section 4] ) the condition (1.4) implies conditions (A2) and (A4) with δ 1 (t) = θ 1 (1 + t) and δ 3 (t) = θ 2 (1 + t).
Applications

3.1.
Subgraph counts in the Erdös-Rényi random graph. Let G be a graph with N vertices and V := {v i , 1 ≤ i ≤ N } be the vertex set. For any integer k ≥ 1,
let v(H) and e(H) denote the number of its vertices and edges, respectively.
Let G be a given fixed graph and denote v := v(G) and e := e(G). Let S N be the number of copies (not necessarily induced) of
We have
where C > 0 is a constant depending only on G. Moreover,
by a constant depending only on G and
The proof of Theorem 3.1 is put in Section 5. 
Remark 3.3. Specially, when G is a triangle, the bound (3.1) reduces to
where C is an absolute constant. This is as same as the result in Röllin [23] . For the Cramér-type moderate deviation, (3.2) reduces to the following four cases. Here, O(1) is bounded by an absolute constant.
(
3.2. Local dependence. Let J be an index set and {X i , i ∈ J } be a local dependent random field with zero mean and finite variances. Put W = i∈J X i and
and let |A| be the cardinality of A.
Assume that {X i , i ∈ J } satisfies the following conditions.
(LD1) For any i ∈ J , there exists A i ⊂ J such that X i is independent of X A c i .
(LD2) For any i ∈ J , j ∈ A i , there exists A ij such that A i ⊂ A ij ⊂ J and
We have the following Berry-Esseen-type bound.
Theorem 3.2. Assume that conditions (LD1) and (LD2) are are satisfied. Then,
Remark 3.4. In particular, if E |X i | 4 ≤ δ 4 for some δ > 0 and for each i ∈ J , then
where κ 1 and κ 2 are positive constants such that max i∈J A i ≤ κ 1 , and max i∈J j∈Ai , which is also studied in Fang [15] . Also, Chen and Shao [14] considered the following condition:
|. Chen and Shao [14] proved that, under the condition (LD2 ′ ),
It is well known that
In this point of view, the result (3.4) covers (3.5) with p = 4.
We refer to Shergin [27] , Baldi, Rinott and Stein [1] and Rinott [21] for more existing results of Berry-Esseen bound.
For the Cramér-type moderate deviation, we require two additional conditions:
(LD4) Assume that for each i ∈ J , there exist two positive constants α > 0 and
and for each i ∈ J , E e α(|Xi|+Ui) ≤ β,
Remark 3.6. The condition (LD3) is an extension of conditions (LD1) and (LD2) and condition (LD4) is on the moment generating function for the neighborhood of X i . Raič [20] proposed some different conditions, but those conditions depend on
We have the following moderate deviation result.
Theorem 3.3. Assume that conditions (LD1)-(LD4) are are satisfied. Then, for
For bounded random variables, condition (LD4) can be replaced by the following condition:
(K1) Assume that there exist positive constants δ > 0,
Taking
implies the following corollary:
Corollary 3.1. Let n = J . Assume that conditions (LD1)-(LD3) and (K1) are satisfied. Then,
3.3. Graph dependency. Let G = V, E be a graph, where V is the set of vertices and E is the set of edges. Consider a set of random variables {X i , i ∈ V}. The graph G is said to be a dependency graph if for any pair of disjoint sets Γ 1 and Γ 2 in V such that no edge in E has one endpoint in Γ 1 and the other in Γ 2 , the sets of
of a vertex v in G is the number of edges connected to this vertex. The maximal
where σ = Var( i∈V X i ). The uniform Berry-Esseen bound was obtained by
Baldi, Rinott and Stein [1] and Rinott [21] and the nonuniform Berry-Esseen bound by Chen and Shao [14] .
For any i, j, k ∈ V, let A i = {j ∈ V : there is an edge connecting j and i}, A ij =
If there exists a constant B > 0 such that |X i | ≤ B. Then (K1) is satisfied with δ = Bσ −1 . Applying Corollary 3.1 yields the following theorem:
is an absolute constant and O(1) is also bounded by an absolute constant.
Remark 3.7. Under the same assumptions as in Theorem 3.4, Rinott [21] obtained the following Berry-Esseen bound:
which is covered by (3.8) . Moreover, the moderate deviation (3.9) is new.
Remark 3.8. Note that when D(G) and B are bounded, and σ 2 ≥ cn for some constant c > 0, and (3.9) yields
where both the range [0, n 1/6 ] and the convergence rate O(1)n −1/2 (1 + z 3 ) are optimal.
Proofs of Theorems 2.1 and 2.2
In this section, we give the proofs of our main results in Section 2. Before proving Lemma 4.1. Let φ be a nondecreasing function. Then,
where D * is as defined in Theorem 2.2.
Proof of Lemma 4.1. Since φ(·) is increasing, it follows that
The following lemma provides a bound for the moment generating function of
Proof of Lemma 4.2. Let h(t) = E e tW . Since E e tW < ∞, and by the continuity of the exponential function, we have h
it follows that
By condition (A3) and Lemma 4.1, we have for 0 ≤ t ≤ A,
By conditions (A2) and (A4), for 0 ≤ t ≤ A,
Noting that h(0) = 1, and δ 1 , δ 2 and δ 3 are increasing, we complete the proof by solving the foregoing differential inequality. in this proof. For a ∈ R, denote [a] = max{n ∈ N : n ≤ a}. It follows that
By condition (A2) and (4.2), and recalling that δ 1 is increasing, for any 0
By the foregoing inequalities,
This proves (4.7). The inequalities (4.8) and (4.9) can be obtained similarly.
Now we are ready to give the proof of Theorems 2.1 and 2.2.
Proofs of Theorems 2.1 and 2.2. Let z ≥ 0 be a real number. Let f z be the solution to the Stein equation:
where Φ(·) is the distribution function of the standard normal distribution. It is well known that (see, e.g., Chen, Goldstein and Shao [13] )
where p(w) = (2π) −1/2 e −w 2 /2 is the density function of the standard normal distribution.
and thus, (4.12)
where
We first prove (2.1) by bounding J 1 , J 2 and J 3 , separately. By Chen, Goldstein and Shao [13, Lemma 2.3], we have
Then, (4.13)
For J 2 , observe that f 
This proves Theorem 2.1 together with (4.13).
Now we move to prove Theorem 2.2. Without loss of generality, we only consider J 2 , because J 1 and J 3 can be bounded similarly.
For any w > 0, it is well known that
Then, for w > z,
and by symmetry, for w < 0,
For J 21 , by (4.11), (4.14) and (4.15), we have
Thus, (4.16)
For the first term of (4.16), by condition (A3) with t = 0, and noting that δ 2 is increasing, (4.17)
For the second term of (4.16), by Lemma 4.3, we have
For the third term of (4.16), by condition (A3) and (4.2), for 0 ≤ z ≤ A 0 (d 0 ),
It is well known that for z > 0,
Therefore, combining (4.16)-(4.19), for 0
Similarly,
and
This completes the proof together with (4.12).
Proofs of other results
5.1.
Proof of Theorem 3.1. In this subsection, the constants C depend only on the fixed graph G, which may take different values in different places. Recall that v = v(G), e = e(G), and let {e j } 1≤j≤( N 2 ) denote the edges of the complete graph on N vertices. Define
G i := {e i1 , · · · , e ie } is a copy of G .
where σ 2 N = Var(S N ) and ε i l is the indicator of the event that the edge e i l is connected in G(N, p) . It is known that (see, e.g., Barbour, Karoski and Ruciski [3,
Now we construct A i , A ij and A ijk . By Fang [15, pp. 11-12] , for each i ∈ I N ,
for i ∈ I N and j ∈ A i ,
and for i ∈ I N , j ∈ A i and k ∈ A ij ,
Then, A ij = A i ∪ A j and A ijk = A i ∪ A j ∪ A k , and thus κ ijk = κ ij = 0. Also,
We now construct the exchangeable pair for {X i , i ∈ I N }. For each l ∈ e(G), let ε ′ l be an independent copy of ε l , which is also independent of {ε k , k = l} and {ε
and for j = (j 1 , · · · , j e ) ∈ A i ,
Let I be random index uniformly distributed in I N which is independent of all others. Let D = X I − X (I) I , and
Then, (W, W (I) ) is an exchangeable pair and ∆ = j (X j −X
This implies that condition (D1) is satisfied with λ = 1/|I N |. Note that by exchangeability and recall that E W 2 = 1,
Moreover,
Also, with
F , we have E µ ij = 0 by exchange-
By Barbour, Karoski and Ruciski [3, p. 132], we have σ N |X i | ≤ 1 and
It follows from (5.3) and (5.5) that
The following lemma provides some other properties for ν ij and µ ij .
where C is a constant depending only on the fixed graph G.
The proof of Lemma 5.1 is put at the end of this subsection. By (2.1) and Lemma 5.1 with t = 0, we prove the Berry-Esseen bound (3.1).
Note that for fixed N , we have |W N | ≤ N v /σ N , and then E e tWN < ∞. By Lemma 5.1, conditions (A1)-(A4) are satisfied with
Applying Theorem 2.2 yields the moderate deviation (3.2), as desired.
Proof of Lemma 5.1. Without loss of generality, we only prove (5.7), because (5.8) can be shown similarly.
For any T ⊂ I N , define
N for each j ∈ I N , and by the Jensen inequality, it follows that E e tW ≥ e −t|IN −T |σ
Expanding the squared term and by (5.10), we have
ij , then ν ij and ν i ′ j ′ are independent, and thus, 
we have
where we used (5.1) and Barbour, Karoski and Ruciski [3, Eq. (3.10)] in the last line. For 1/2 < p < 1, by (5.1) again, we have
Then, combining (5.1) and (5.9), for 0 ≤ t ≤ (1 − p)N 2 p e ψ −1/2 , we have
For Q 2 , we have
By symmetry, we only consider Q 21 . By the Taylor expansion, (5.14)
and thus
where 1 ≤ m 1 , m 2 , m 4 ≤ e, and 1 ≤ m 3 ≤ 2e − 1, then, by (5.6),
where we used (5.11) in the last line. For 1/2 < p < 1,
where we used (5.9) in the last line. Similar to (5.11) and (5.15), for 0 < p ≤ 1/2 and for 0 ≤ t ≤ (1 − p)N 2 p e ψ −1/2 , it follows that (5.17)
where 
Similar to (5.17) and (5.18), for 0
Substituting (5.9) and (5.15)-(5.19) to (5.13) and (5.14), for 0
For any H ⊂ G such that e(H) > 0, we have v(H) ≥ 2 and e(H) ≤ e, and it follows that
Thus, for 0 < p ≤ 1/2 and 0
Hence, (5.20) becomes
Similar to (5.21), we have for 0
This proves (5.7) together with (5.12) and (5.21). Let X = {X i , i ∈ J }. We now construct (X
be an independent copy of X i , which is also independent of {X j , j = i} and
l ) l ∈Ai . Let I be an random index independent of all other random variables and uniformly distributed among J .
Then, (X, X (I) ) is an exchangeable pair.
I . We have
is independent of X. Thus, the condition (D1) is satisfied with λ = 1/n and R = 0.
is an exchangeable pair, and
For any i ∈ J , define
By the assumption that E(W 2 ) = 1 and by (5.22 ) and the exchangeability,
For any i ∈ J and j ∈ A i , we have X i , X
∈ F , and it follows that
The following two lemmas provide some properties for i∈J η Ai and i∈J ζ Ai .
Lemma 5.2. Assume that conditions (LD1) and (LD2) are satisfied, then
where Γ 3 , Γ 4 and Γ 6 are as defined in (3.6). 
, and
For each i ∈ J and T ⊂ J , define
Lemma 5.4. Under the conditions as in Lemma 5.3. For any T ⊂ J and for
Proof of Lemma 5.4. Let F c i = σ {X j , j ∈ J \ A i }. By the total expectation formula,
Thus, the inequality (5.25) follows from (5.26) and (5.27). Similarly,
This proves (5.24) together with (5.25).
Lemma 5.5. Under the conditions in Lemma 5.3. Let T be a subset of J , and let W T = j∈T X j . For any i ∈ J and j ∈ A i , we have We now move to prove (5.28). Observe that (5.32)
By the Cauchy inequality, (5.33) E e tWT .
Taking t = 0, (5.37) 
