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Abstract
Let G=(X; Y ) be a 2-connected balanced bipartite graph with |X |= |Y |= n. In this paper, we
prove that if |N (x1)∪N (x2)|+ |N (y1)∪N (y2)|¿ n+2 for any {x1; x2} ⊆ X and {y1; y2} ⊆ Y ,
then G is hamiltonian except when G is a special graph on 8 or on 12 vertices. c© 2002 Elsevier
Science B.V. All rights reserved.
Keywords: Neighborhood union; Hamiltonicity; Bipartite graphs
1. Introduction
One of the oldest results giving su>cient conditions for a graph to be hamiltonian
was obtained by Dirac.
Theorem 1 (Dirac [7]). If G is a graph of order n¿3 such that the minimum degree
	(G)¿n=2; then G is hamiltonian.
Since Dirac published this theorem, the approach for developing su>cient conditions
for a graph to be hamiltonian usually involved generalized degrees of a graph. Ore
relaxed the condition in Dirac’s theorem and obtained the following.
Theorem 2 (Ore [14]). If G is a graph of order n¿3 such that d(u) + d(v)¿n for
every pair of nonadjacent vertices u; v∈V; then G is hamiltonian.
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In the last few years, many papers have explored the concept of neighborhood union
to replace degrees, beginning with the following result.
Theorem 3 (Faudree et al. [9]). Let G be a 2-connected graph of order n. If for every
pair of distinct nonadjacent vertices u and v
|N (u) ∪ N (v)|¿(2n− 1)=3;
then G is hamiltonian.
There are many stronger results generalizing the above result. For details, readers
are referred to [2,5,6,10]. The graph K2 + 3Kp illustrates that (2n− 1)=3 in Theorem 3
is, in some sense, best possible. However, the following three theorems show that the
(2n−1)=3 can be lowered considerably under some circumstances. In fact, they showed
that we can use neighborhood union of vertices to replace degree in some sense.
Theorem 4 (Faudree et al. [8]). If G is a 2-connected graph of su>ciently large order
n such that |N (u)∪N (v)|¿n=2 for all distinct u and v∈V (G); then G is hamiltonian.
Theorem 5 (Jackson [12]). Let G be a 3-connected graph of order n. If |N (u) ∪
N (v)|¿(n+ 1)=2 for any pair of nonadjacent vertices; then G is hamiltonian.
Theorem 6 (Broersma et al. [1]). Let G be a 3-connected graph of order n. If |N (u)∪
N (v)|¿n=2 for every pair of nonadjacent vertices u and v; then G is either hamiltonian
or the Petersen graph.
In 1963, Dirac’s result was generalized for the special case of bipartite graphs in
which each partite set has the same number of vertices, that is, balanced bipartite
graphs. Moon and Moser [13] proved:
Theorem 7 (Moon and Moser [13]). If G is a balanced bipartite graph with 2n ver-
tices having minimum degree 	(G)¿n=2; then G is hamiltonian.
Note that the requirement that G be balanced is necessary, and that the minimum
degree was lowered to one fourth of the order of the graph. However, according to
our knowledge almost nothing has been done for using neighborhood union conditions
to investigate the hamiltonicity in bipartite graphs. It is the purpose of this paper to
generalize the result of Moon and Moser from a degree condition to a neighborhood
union conditions.
For any {u; v} ⊂ V (G), let N (u; v)=N (u)∪N (v). DeKne =(X; Y ) as to be a bipar-
tite graph with X = {x1; x2; x3; x4}; Y = {y1; y2; y3; y4} and E()= {xiyi; x4yi; y4xi: i=
1; 2; 3}. Let ∗ be the graph obtained from  by adding an edge between x4 and y4,
that is V (∗)=V () and E(∗)=E() ∪ {x4y4}. The graph H on 12 vertices is
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deKned as V (H)={x; y}∪{ui; vi: 16i65}; E(H)=E(C)∪{xy; xv1; yu2; yu4; u1v4; u5v3},
and C is a cycle formed by the vertices ui; vi 16i65. The following theorem is the
main result of the paper.
Theorem 8. Let G=(X; Y ) be a 2-connected bipartite graph with |X |= |Y |= n. If
|N (x1; x2)|+ |N (y1; y2)|¿n+ 2 for any {x1; x2} ⊆ X and {y1; y2} ⊆ Y and G 	∼=; or
∗ or H; then G is hamiltonian.
Corollary 1. Let G be a balanced 2-connected bipartite graph of 2n. If |N (x; u)|¿
(n+ 2)=2 for each pair of vertices in the same partite set; then G is hamiltonian or
G is isomorphic to one of ; ∗ and H .
Remark 1. To generalize Moon and Moser’s result using the neighborhood union con-
dition we need to reduce the bound from n+2 to n+1. There exists a nonhamiltonian
graph G=(X; Y ) with |X |= |Y |=7 satisfying |N (x; u)|¿(n+1)=2 for all pairs of ver-
tices x and u in the same partite set. However, we believe that the bound on n+2 can
be reduced to n+ 1 when n is large enough.
In [3], Moon and Moser’s result on bipartite graphs has been generalized to k-partite
balanced graphs as follows.
Theorem 9. Let G be a balanced k-partite graph of order kn. If the minimum degree
	(G)¿
{
( k2 − 1k+1)n; if k is odd;
( k2 − 2k+2)n; if k is even;
then G is hamiltonian.
It would be interesting to know whether we can generalize the above minimum
degree condition by appropriate neighborhood union conditions.
In [4,11], the conditions of neighborhood union of two vertices has been generalized
to neighborhood union of k vertices for any Kxed positive integer k. Basically, Chen
and Liu in [4] showed with some connectivity conditions that the minimum degree
condition in Dirac’s Theorem and Ore’s Theorem can be replaced by the neighborhood
union of k independent vertices. It would be interesting to know if we can obtain a
similar result for bipartite graphs.
We consider throughout this paper Knite undirected bipartite graphs without loops
and multiple edges. The vertex set of a graph G is denoted by X ∪ Y with |X |= |Y |
and the edge set of G is denoted by E(G) or just E. Paths and cycles in a graph G
are considered as subgraphs of G. An a–b-path from the initial vertex a to the terminal
vertex b is denoted by a
→
Pb and the path with the reverse direction is denoted by
b
←
Pa. The length of a path P is the number of edges on the path. Let C be a cycle
of G with a Kxed cyclical direction. In that context, the hth successor and the hth
predecessor of a vertex u on C are denoted by u+h and u−h, respectively. If h=1, we
abbreviate u+1 (u−1) to u+(u−). For a subset S of V (C), we deKne S+ = {u+: u∈ S}
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and S−= {u−: u∈ S}. We set S+(h+1) = (S+h)+ and S−(h+1) = (S−h)− for h¿1. Given
vertices u; v of C, let C[u; v] denote the subgraph of C from u to v (in the chosen
direction). For C[u+; v] we also write C(u; v] and likewise C[u; v)=C[u; v−]. For
S ⊆ V (G) and H ⊆ G, let NH (S) denote the set of vertices in H which are adjacent to
some vertex in S. In particular, when H =G, let NG(S)=N (S) and when H =G;
S = {u}, let NG(u)=N (u) and d(u)=dG(u)= |N (u)|. We also use N+hC (S) for
(NC(S))+h and N−hC (S) for (NC(S))
−h, where h is a positive integer, C is a cycle of
G and S is a subset of G. For a given path P, we also use a similar notation.
2. Proof of Theorem 8
We will prove Theorem 8 by contradiction. Suppose there exist some nonhamiltonian
balanced bipartite graphs of order 2n satisfying the conditions of Theorem 8. Let
G=(X; Y ) be such a graph with maximum size among all nonhamiltonian graphs of
order 2n satisfying the condition of Theorem 8. Clearly, G 	∼= Kn;n. By the maximality
of |E(G)|, for any x∈X and y∈Y , if xy 	∈ E(G), then G+xy is hamiltonian, therefore,
there is a hamiltonian x–y path in G. The remainder of the proof follows from the
four claims listed below.
A cycle C of G is called saturated, if G−V (C) is a set of isolated edges and there
is no cycle C′ in G such that E(G − V (C′)) ⊂ E(G − V (C)).
Claim 1. If C is a longest cycle of G with length 2n − 4; G − V (C) contains no
induced P4; a path of 4 vertices.
Proof. Suppose, to the contrary, that V (G)−V (C)= {x1; y1; x2; y2} and G−V (C) con-
tains an induced path x1y1x2y2. Choose v∈N−C (y2). It is readily seen that N−C (x1; x2)∩
N (y2; v)= ∅ by the maximality of C. Therefore,
n+ 26 |N (x1; x2)|+ |N (y2; v)|
= |NC(x1; x2)|+ 2 + |NC(y2; v)|+ 1
= |N−C (x1; x2) ∪ NC(y2; v)|+ 3
6 |V (C) ∩ X |+ 3= n+ 1;
a contradiction.
Claim 2. If C is a saturated cycle of G with length 2n − 2 or 2n − 4 so that
G − V (C) consists of one or two isolated edges; and xy be an edge of G − V (C);
then N+C (x) ∩ N−C (x)= ∅ and N+C (y) ∩ N−C (y)= ∅.
Proof. Suppose the claim is false. Without loss of generality, let u∈N+C (x) ∩ N−C (x)
Clearly, uy 	∈ E(G).
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Since G is 2-connected, we may choose some v∈N+C (y). Then N+C (x; u)∩N (y; v)= ∅
since C is a maximal cycle in G. We only consider the case |V (C)|=2n − 4 since
the other one is similar. Let x′y′ be the other edge of G−V (C). Clearly xy′ 	∈ E and
x′y 	∈ E since C is a saturated cycle of G. Also uy′ and vx′ cannot both be edges of
G for otherwise G would be hamiltonian. Therefore we have
n+ 26 |N (x; u)|+ |N (y; v)|
6 2 + |NC(x; u)|+ |NC(y; v)|+ |N (x; u; y; v) ∩ {x′; y′}|
6 2 + |N+C (x; u)|+ |NC(y; v)|+ 1
= 3 + |N+C (x; u) ∪ NC(y; v)|
6 3 + |V (C) ∩ X |=3 + (n− 2)= n+ 1;
a contradiction.
Claim 3. There exists a saturated cycle C of G of length at least 2n − 4; so that
either
(a) |V (C)|=2n − 2; V (G \ V (C))= {x1; y1}; x1y1 ∈E(G) and d(x1) + d(y1)¿
(n+ 2)=2; or
(b) |V (C)|=2n − 4; G − V (C) consists of two isolated edges x1y1 and x2y2 and
d(xi) + d(yi)¿(n+ 2)=2 for i=1; 2.
Proof. Let P= x1y1 : : : x2y2 be a hamiltonian path in G. Note that
(d(x1) + d(y1)) + (d(x2) + d(y2)) = (d(x1) + d(x2)) + (d(y1) + d(y2))
¿ |N (x1; x2)|+ |N (y1; y2)|
¿ n+ 2:
Thus, max{d(x1)+d(y1); d(x2)+d(y2)}¿(n+2)=2. Without loss of generality, assume
d(x2) + d(y2)¿(n+ 2)=2.
Case 1: Suppose d(x1) + d(y1)¿(n+ 2)=2.
Since G is not hamiltonian, x1y2 	∈ E. If x1x−2 ∈E or y+1 y2 ∈E, there exists a cycle
C which satisKes (a). If x−2 y
+
1 ∈E, note that y1x2 	∈ E(G) by Claim 1, then there exists
a cycle C which satisKes (b). If N−P (x1; y
+
1 ) ∩ N (y2; x−2 ) 	= ∅, then we can Knd either
a hamiltonian cycle or a cycle which satisKes (a) or (b) by Claim 1.
Since x1x−2 	∈ E; y+1 y2 	∈ E; x−2 y+1 	∈ E and N−P (x1; y+1 ) ∩ N (y2; x−2 )= ∅, we have
the following:
n+ 26 |N (x1; y+1 )|+ |N (x−2 ; y2)|
= |N−P (x1; y+1 )|+ |N (x−2 ; y2)|
= |N−P (x1; y+1 ) ∪ N (x−2 ; y2)|
6 |V (G) ∩ X |= n;
a contradiction.
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Case 2: Suppose d(x1) + d(y1)¡ (n+ 2)=2.
For any x∈X \{x1} and y∈Y \{y1}, we have
(n+ 2)=2 + (d(x) + d(y))¿ (d(x1) + d(y1)) + (d(x) + d(y))
¿ |N (x1; x)|+ |N (y1; y)|
¿ n+ 2;
which implies d(x) + d(y)¿(n+ 2)=2.
If there exists some y in N (x1)\{y1; y+21 }, let x′1 =y−; y′1 =y−2. Consider the path
P′= x′1y
′
1
←
Px1y
→
Py2. Then we have d(x′1) + d(y
′
1)¿(n + 2)=2. Clearly x
′
1y2 	∈ E since
G is not hamiltonian. Now, from Case 1, G has a cycle satisfying (a) or (b).
If N (x1) − {y1; y+21 }= ∅, then d(x1)= 2 and N (x1)= {y1; y+21 }. When N (y+1 ) −
{y1; y+21 } 	= ∅. then consider the path P′=y+1 y1x1y+21
→
Py2 and following the same
argument as above we can prove that G has a cycle satisfying (a) or (b). When
N (y+1 ) − {y1; y+21 }= ∅, then d(y+1 )= 2. Therefore, N (x1; y+1 )= {y1; y+21 } and
N (x−2 ; y2) ⊆ X − {x1; y+1 }, hence |N (x1; y+1 )| + |N (x−2 ; y2)|62 + (|X | − 2)= n, a
contradiction.
By Claim 3, we may choose a saturated cycle C of G and xy an edge of G−V (C)
so that
(a) if there are some cycles in G satisfying Claim 3(a), then let C be such a cycle
that d(x) + d(y) is maximum; otherwise,
(b) let C be a cycle satisfying Claim 3(b) so that d(x) + d(y) is maximum.
If |V (C)|=2n− 4, let x′y′ be the other edge in G− V (C). The following proposition
is a simple observation by the choice of C and Claim 3. We will often use it in the
rest of our proof.
Observation: If |V (C)|=2n− 4, then
(i) uv 	∈ E and |N (u; v)∩{x; y; x′; y′}|61 for any u∈N+C (x) and v∈N+C (y) or for any
u∈N−C (x) and v∈N−C (y);
(ii) |N (u; v) ∩ {x; y}|61 and |N (u; v) ∩ {x′; y′}|61 for any two consecutive vertices
u; v on C.
For later reference, let #=0 if |V (C)|=2n− 2 and #=1 if |V (C)|=2n− 4.
Claim 4. N+3C (x) ∩ N (y)= ∅ and N+3C (y) ∩ N (x)= ∅.
Proof. Assume the claim is false. Let C = v1u1v2u2 : : : vtutv1 and the orientation of C
agree with v1 → u1. We lose no generality by assuming xv1 ∈E(G) and yu2 ∈E(G).
We shall make the following observations.
Fact (1). For any 36i6t − 1, if ui 	∈ N (y; v2), then vi+1 ∈N (x; u1).
G. Chen et al. / Discrete Mathematics 249 (2002) 45–56 51
If Fact (1) is not true, then there exists some 36i6t − 1 so that ui 	∈ N (y; v2)
and vi+1 	∈ N (x; u1). Let A=N (x; u1) ∩ C(u2; v1]. Clearly, A− ∩ N (y; v2)= ∅ by the
Proposition. Note that ui 	∈A−∪N (y; v2) by the assumption, then we obtain the following
contradiction:
n+ 26 |N (x; u1)|+ |N (y; v2)|
6 |A|+ |{y; v2}|+ |NC(y; v2)|+ |{x}|+ #
= |A− ∪ NC(y; v2)|+ 3 + #
6 |V (C) ∩ X − {ui}|+ 3 + #
= n+ 1:
Fact (2). max{d(x); d(y)}¿3.
Otherwise d(x) + d(y)= 4¿(n + 2)=2 by Claim 1, thus n66. Note that G is
neither hamiltonian nor isomorphic to  or ∗, hence we would easily get a con-
tradiction.
By Fact (2), without loss of generality, assume d(y)¿3. Then we may choose
the Krst vertex u in the list {u3; u4; : : : ; ut} such that yu∈E(G). Denote v= u+ and set
B1 =N (x; u1) ∩ C(u2; u); and B2 =N (x; u1) ∩ C(u; u1):
Then N (x; u1) ⊇ B1 ∪ B2 ∪ {v2; y} (the unions are disjoint). Moreover if equality does
not hold, then |V (C)|=2n− 4, N (x; u1)=B1 ∪ B2 ∪ {v2; y} ∪ {y′}, and x′ 	∈ N (v3; v)
by the Observation. (Recall that E(G − V (C))= {xy; x′y′}.)
Fact (3). There exists some vj ∈C[v3; u) such that vju1 ∈E(G) and ujv∈E(G).
If Fact (3) is false, then for any vj ∈C[v3; u), vju1 ∈E(G) implies ujv 	∈ E(G),
that is, B+1 ∩ N (v3; v)= ∅. Since C is a longest cycle, we have B+2 ∩ N (v3; v)= ∅. The
following contradiction would then be reached:
n+ 26 |N (x; u1)|+ |N (v3; v)|
6 |B1|+ |B2|+ |{v2; y}|+ |NC(v3; v)|+ #
6 |B+1 ∪ B+2 ∪ NC(v3; v)|+ 2 + #
6 |V (C) ∩ X |+ 2 + #= n+ 1:
Fact (4). NC(x)− {v1} ⊆ C(u2; u).
Suppose otherwise, then we may choose b∈C(u; v1) to be the Krst vertex in the
list {vt ; vt−1; : : : ; v3} such that bx∈E(G). Let a= b−, and note xv 	∈ E(G) and xvt 	∈
E(G) by the Observation and Claim 2. By Fact (3) (symmetrically), there exists some
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ui ∈
←
C[ut ; b) such that uiv2 ∈E(G) and via∈E(G). (Recall vi = u−i ). But then we have
a cycle
C′= v1xbC˜via
←
CvujC˜uyu2C˜vju1v2uiC˜v1
so that V (C′)=V (C) ∪ {x; y}, contradicting the maximality of C.
Fact (5). u1u− 	∈E, therefore uj 	=u.
Suppose, otherwise, that u1u−∈E.
Case 1: d(x)¿3.
Let b to be the Krst vertex in the list {vt ; vt−1; : : : ; v3} such that bx∈E(G). Denote
a= b−. Then by Fact (3) (symmetrically), there exists some ui ∈
←
C[ut ; b) such that
uiv2 ∈E(G) and via∈E(G). (Recall vi = u−i .) By Fact (4), we may assume that b∈C
(u2; u). Observe that b+v2 	∈ E(G), for otherwise the cycle C′= u1u−
←
Cb+v2C˜bxyuC˜u1
would contradict the choice of C. Therefore ui 	= b+. Let
C′=


u1u−
←
Cuiv2C˜avi
←
CbxyuC˜u1; if ui ∈C(b+; u);
u1u−
←
CbxyuC˜via
←
Cv2uiC˜u1; if ui ∈C(u; v1):
Clearly, C′ contradicts the choice of C.
Case 2: d(x)= 2.
Let N (y) ∩ V (C)= {a1; a2; : : : ; ak}, listed according to the direction of C starting
from u2 (i.e., a1 = u2; a2 = u, and so on). Then by Claim 2, C(ai; ai+1) ∩ X 	= ∅ for
16i6k − 1, and C(ak ; v1) ∩ X 	= ∅ since uty 	∈ E(G). (Recall C = v1u1v2u2 : : : vtut .)
For any w∈C(ai; ai+1) ∩ X (16i6k − 1) or any w∈C(ak ; v1) ∩ X , we must have
v2w∈E(G) or u1w+ ∈E(G) (but not both by the choice of C) by Fact (1) and the
assumption d(x)= 2. So each {a+2i ; a+3i } (16i6k − 1) contributes to the degree sum
d(u1)+d(v2) exactly once. Thus, d(u1)+d(v2)¿4+(k−1)=2+(1+k)=d(x)+d(y).
So equality holds in the above inequality by the choice of C and the edge xy. (Recall
we required d(x) + d(y) to be maximal.) Therefore, C(ai; ai+1) ∩ X = {a+2i } for all
16i6k−1, and C(ak ; v1)∩X = {a+2k }. In other words, N (y)∩V (C)= {u2; u4; : : : ; ut−1}
(which, of course, implies t − 1 is even).
We may assume d(v2)= 2, for otherwise, observe that d(u1)¿3 (since u1u− ∈E(G))
so we may replace C by C′= v1xyu2C˜v1 (since C′ is also maximal and d(u1) +
d(v2)=d(x)+d(y)), and replace the edge xy by u1v2. Then C′ contradicts the choice
of C.
Observe that u1a+i 	∈ E(G) and N (u1) ∩ V (G) − V (C)= ∅ by Claim 1 and the
Observation, hence we have N (u1)= {v1; v2; v4; v6; : : : ; vt−1}.
For any odd i (36i6t − 2), we have vtui 	∈ E(G) since u1vi+1; ut−1y∈E(G) (oth-
erwise G would have a cycle C′= v1xyut−1
←
Cvi+1u1C˜uivtutv1 properly containing C).
Thus utvi ∈E(G) by applying Fact (1) to the interval C[ut−1; v1] instead of the inter-
val C[v1; u2]. Hence, again we have d(ut) + d(vt)¿d(x) + d(y). So d(vt)= 2, and so
N (ut)= {v1; v3; v5; : : : ; vt}.
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Since d(y)¿3, |V (C)|¿10. Note that t − 1 is even, and we have
n+ 26 |N (x; u1)|+ |N (v2; vt)|
= |{y; v1; v2; v4; v6; : : : ; vt−1}|+ 4
= 2 +
t − 1
2
+ 4
= 6 +
t − 1
2
=
t + 11
2
:
If |V (C)|=2n−4, then t= n−2 and n+26(n−2+11)=2, hence n65, a contradiction,
since n¿|V (C)|=2 + 2¿7.
If |V (C)|=2n−2, then n+26(n−1+11)=2 implies n66. Thus we must have n=6
and |V (C)|=10. In this subcase, we have u5v3 ∈E, u1v4 ∈E. By maximality of d(x)+
d(y), we can easily get d(x)=d(v2)=d(u3)=d(v5)= 2 and d(y)=d(u1)=d(v3)=
d(v4)=d(u5)= 3. Since C is a maximal cycle of G, we have u2v1 	∈ E and u4v1 	∈ E.
Therefore G ∼= H and no proper subgraph of G satisKes the conditions of Theorem 8,
a contradiction.
By Fact (5), we may assume that C(uj; u) 	= ∅. For convenience, let C(uj; u)=
b1a1b2a2 : : : bk−1ak−1bk , listed in the order along the direction of C.
Fact (6). For any 16i6k−1, if bi ∈N (x; u1), then ai 	∈ N (y; v2). Therefore ifxbi ∈E(G),
then bi+1u1 ∈E(G).
Suppose some 16i6k − 1 violates Fact (6). First note that N (y) ∩ C(u2; u)= ∅ by
the choice of u. If u1bi ∈E(G) and v2ai ∈E(G), then let C′= v1xyu2C˜biu1v2aiC˜v1; if
xbi ∈E(G) and v2ai ∈E(G), then let
C′= u1vj
←
Cv2aiC˜uyxbi
←
CujvC˜u1:
Clearly V (C′)=V (C) ∪ {x; y}, contradicting to the maximality of C.
Now if xbi ∈E(G), then xbi+1 	∈ E(G) by Claim 2. Therefore u1bi+1 ∈E(G) by (1).
Fact (7). N (x)∩C(uj; u)= {b1; b3; b5; : : :} and N (u1)∩C(uj; u)= {b2; b4; : : : ; bk}. There-
fore k is even and k¿2 since xbk 	∈ E.
Note that N (y) ∩ C(uj; u)= ∅ by the choice of u. Since u1vj ∈E(G), v2uj 	∈ E(G).
We claim that u1b1 	∈ E(G), for otherwise consider the cycle C′= v1xyu2C˜v1. Clearly
C′ is maximal with one or two independent edges in G − V (C′), but uj ∈N+C′(u1) ∩
N−C′(u1) 	= ∅, contradicting Claim 2. So u1b1 	∈ E(G) as claimed. Now by (1), xb1 ∈E(G).
Thus v2a1 	∈ E(G) and xb2 	∈ E(G) by Fact (6) and Claim 2. So u1b2 ∈E(G). We
continue to consider a2; b3; : : : : By induction, we can show that Fact (7) follows from
Fact (6).
Let S1 =N (x; a1) ∩ C(a1; u), S2 =N (x; a1) ∩ C(u; v1], and S3 =N (x; a1) ∩ C[v3; a1).
We may check that S−1 ∩ N (y; v3)= ∅ by Fact (7), S−2 ∩ N (y; v3) ⊂ {ut} by Fact (4),
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and S+3 ∩N (y; v3)= ∅. Note u1 	∈ N (y; v3) and v2 	∈ N (x; a1) by Claim 2 and Fact (6).
Therefore, we have
n+ 26 |N (x; a1)|+ |N (y; v3)|
= |S1|+ |S2|+ |S3|+ |{y}|+ |NC(y; v3)|+ |{x}|+ #
6 |S−1 ∪ S−2 ∪ S+3 ∪ NC(y; v3)|+ |{a1; ut}|+ 2 + #
6 |V (C) ∩ X − {u1}|+ 4 + #= n+ 2:
This implies S−1 ∪ S−2 ∪ S+3 ∪NC(y; v3)=V (C)∩ X −{u1}, and in particular uj ∈ S+3 ∪
NC(y; v3). On the other hand, uj 	∈ NC(y; v3) by the choice of u, and vj 	∈ N (x) by Fact
(7) and Claim 2. Hence we have vj ∈N (a1). However, v1C˜vja1C˜uyxb1ujvC˜←v1 is a
cycle which is longer than C. This contradiction Knishes the proof of Claim 4.
Now, we return to the proof of our main theorem. Without loss of generality, let
d(x)¿d(y) and N (x)∩ V (C)= {v1; v2; : : : ; vt}, listed in that order following the direc-
tion of C. Since |N (x; y)|¿(n+ 2)=2, we have d(x)¿3, and thus t¿2.
An interval is one of Ij =C(vj; vj+1) for j=1; 2; : : : ; t (where vt+1 = v1). The interval
Ij is called a k-interval if |Ij ∩ X |= k. Clearly there is no 1-interval by Claim 2. Let
A= {all k-intervals for 26k64}; and B= {all k-intervals for k¿5}:
Clearly by Claim 4, N (y) ∩ I = ∅ for any I ∈A. Thus B 	= ∅ since N (y) ∩ V (C) 	= ∅.
Let J ∈B and w be the last vertex on J along the direction of C. Clearly w∈X . Let
X1 = (N (x) ∩ V (C))+ = {u1; u2; : : : ; ut} where ui = v+i for 16i6t;
X2 =N (y) ∩ V (C); and X3 =V (C) ∩ X − ((X1 ∪ X2) ∪ {w}):
Clearly, X1; X2 and X3 are disjoint sets whose union is (V (C)∩X )−{w}. By Claims 2
and 4 we can deKne a map f from X1 ∪ X2 to X3 as follows:
f(u)= u+2; for any u∈X1 ∪ X2:
Clearly, f is one to one. So |X1 ∪ X2|6|X3| and
2|X1 ∪ X2|6|X1 ∪ X2|+ |X3|= |V (C) ∩ X − {w}|= |V (C) ∩ X | − 1:
Hence, we have (n+2)=26d(x)+d(y)= |X1|+ |X2|+2= |X1∪X2|+26(|V (C)∩X |−
1)=2 + 26(n − 1 − 1)=2 + 2= (n + 2)=2. So the equality holds throughout. Therefore
we have the following facts:
(1) |V (C)|=2n− 2;
(2) B= {J} and J must be a k-interval for some odd k¿5. Moreover, suppose
J = {a1; b1; a2; b2; : : : ; ak−1; bk−1; ak} listed in the direction of C, then N (y)∩V (C)=
{a3; a5; : : : ; ak−2}.
G. Chen et al. / Discrete Mathematics 249 (2002) 45–56 55
(3) I is a 2-interval for any I ∈A;
(4) {a1; b1; a2; b2} ∩ N (x; y)= ∅.
Renumbering the subscripts of vi’s, if necessary, we may assume that J =C(v1; v2). If
a1b2 	∈ E(G), then we may check that
(N (a1; x) ∩ C(a3; v1])− ∩ N (y; b2)= ∅;
since G is nonhamiltonian. Therefore, if a1b2 	∈ E, then
n+ 26 |N (x; a1)|+ |N (y; b2)|
= 2 + |N (x; a1) ∩ C(a3; v1]|+ |{b1}|+ |NC(y; b2)|
= 3 + |(N (x; a1) ∩ C(a3; v1])− ∪ NC(y; b2)|
6 3 + |V (C) ∩ X − {a1}|= n+ 1;
since a1b2 	∈ E(G), and a1y 	∈ E(G), a contradiction.
So we may assume a1b2 ∈E(G). Again we may check that
(N (a1; a2) ∩ C(a3; v1])− ∩ N (b1; b2)= ∅;
for otherwise G would be hamiltonian. Therefore, by (4) above, we have
n+ 26 |N (a1; a2)|+ |N (b1; b2)|
= |N (a1; a2) ∩ C(a3; v1]|+ |{b1; b2}|+ |NC(b1; b2)|
= 2 + |(N (a1; a2) ∩ C(a3; v1])− ∪ NC(b1; b2)|
6 2 + |V (C) ∩ X |= n+ 1;
a contradiction.
Hence the proof of the theorem is complete.
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