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xix 
HIERARCHICAL AND DISTRIBUTED PLANNING IN PROJECT AND 
OPERATIONS MANAGEMENT 
SUMMARY  
In this study, a model including the end-to-end process of project and operations 
management for a specific type of IT outsourcing project is proposed. This end-to-
end process includes challenges due to having hierarchical and distributed agents 
who has the authority to make decisions, which directly influence the structure and 
the results of the projects.  
The proposed model is designed based on the specific characteristics of this real 
system; distributed decision making environment, hierarchical structure and 
negotiation process. The dynamic modules of the model are modeled by the system 
dynamics method using causal loop diagrams and stock-flow structures. The model 
is validated through structure and behavior pattern tests.  
The negotiation module is the only manual and the non-dynamic module of the 
model. Two different negotiation processes are proposed for the negotiation 
process. One is the offer counteroffer-based protocol, which includes direct 
instructions and regarding reaction from the hierarchical levels. The other proposed 
method is a genetic algorithm based negotiation process. The offer counteroffer-
based protocol allows the levels to improve one parameter at each offer, whereas 
the genetic algorithm based process allows improving multi-parameters during 
negotiation.  
With the whole model, a variety of scenarios analysis is conducted and probable 
usage areas of the model are highlighted during the scenario analysis. 
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PROJE VE OPERASYON YÖNETĐMĐNDE DAĞINIK VE HĐYERAR?ĐK PLANLAMA 
ÖZET  
Bu çalı?mada, bilgi sistemleri dı? kaynak kullanım alanındaki özel bir proje tipi için 
proje ve operasyon yönetimi sürecini ba?tanba?a içeren bir model önerilmi?tir. Bu 
süreçte, projenin yapısını ve sonuçlarını deği?tirebilecek kararları verme yetkisine 
sahip hiyerar?ik ve dağınık ajanların olması, süreci zorlu bir hale getirmektedir.  
Önerilen model, bu gerçek sistemin dağınık karar verme ortamı, hiyerar?ik yapı ve 
mutabakat süreci gibi ana karakteristiklerini temel alarak yapılandırılmı?tır. Modelin 
dinamik modülleri, nedensel döngü diyagramları ve depo-akı? yapısı kullanılarak 
sistem dinamiği yöntemi ile modellenmi?tir. Yapı ve davranı? desen testleri ile model 
geçerlenmi?tir. Modelde dinamik olmayan ve manüel olan tek modül müzakere 
modülüdür.  
Müzakere modülü için iki farklı müzakere prosedürü önerilmektedir. Đlki, hiyerar?ik 
düzeylerin direk yönerge ve cevaplarını içeren teklif ve kar?ı teklif protokolüdür. 
Diğer önerilen yöntem ise genetik algoritma temel alınarak olu?turulmu? müzakere 
prosedürüdür. Teklif ve kar?ı teklif protokolü her teklifte tek parametrenin 
iyile?tirilmesine olanak sağlarken, genetik algoritma temel alınarak olu?turulmu? 
müzakere prosedürü birden fazla parametrenin iyile?tirilmesine olanak 
sağlamaktadır.  
Tüm modelde, çe?itli senaryo analizleri uygulanmı?tır ve modelin olası kullanım 
alanları bu senaryo analizleri sırasında vurgulanmı?tır. 
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1. INTRODUCTION 
Project management and operations management have a vital importance for many 
companies. Especially in the outsourcing companies, the budget devoted to these 
processes has the highest portions. As a result, any missing or incorrect planning 
may end up with large amount of financial and time losses.  Therefore, in this study 
a new approach is developed in order to prevent those losses and to bring efficiency 
to the project planning, project management as well as operations management 
process. 
In the proposed approach, the main phases of the project management lifecycle 
(including operations phase) and the hierarchical relationships are studied and 
modeled dynamically. The aim is to present the real life situations via the built model 
and to identify the probable improvement areas which cause cost efficiency.  
Section 2 explains the scope of the study including the project management lifecycle 
and the hierarchies in this lifecycle. Section 2, introduces the examples of studies 
from the literature survey on project and operations management failures and 
decision making environments, agent based modeling and distributed and 
hierarchical decision making. This section is concluded with the summary of the 
studies and the characteristics of the study along with the methodology followed 
through the study.  
In section 3, the dynamic modules of the model are explained. In the subsections, 
each module is presented with diagrams including all of the interacting parties and 
feedback loops. The parameters used for model building and simulation are 
explained in detail. These dynamic modules of the model are validated in section 4. 
The validation is performed via structure validity tests and behavior validity tests. 
The real case values are used in the behavior validity tests and further scenarios are 
developed and simulated. The reasonable results are gathered from the simulation.  
In section 5, the non-dynamic and manually controlled module of the model – the 
negotiation module- is developed and presented along with the studies from the 
literature. In the section, two different approaches and processes are developed and 
proposed. Both processes serve to the negotiation of the top level and the base 
level.  
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In section 6, real case applications, detailed scenario analysis and hypothetical case 
studies are presented. The results are evaluated and some conclusions regarding 
the usage areas of the model are made. This section displays the probable usage 
fields of the model including the real case applications.  
Finally, in the conclusion section the purpose and the contribution of the study are 
presented. Based on the outcomes, a checklist for the application of the model is 
displayed. The section is concluded with the future research topics that can be 
analyzed as new studies. 
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2. SCOPE OF THE STUDY 
Project management and operations management have a vital importance in many 
companies. With the increase in the contract volume and the duration of the project; 
the importance of project management increases. The contract volume and duration 
are generally longer in outsourcing projects. Time, budget, performance and quality 
management capability are quite critical for the companies that provide outsourcing 
services and for the companies which outsources one business area to an external 
company.  
The study focuses on a specific type of Project in IT Outsourcing (ITO) projects. ITO 
projects can include services in different areas; such as applications development, 
network management, data center, end-user computing and business processing 
(Cullen et al. (2005) and Paisittanand and  Olson (2006) 
IT outsourcing can be comprehensive or partial. The service provider may be an 
independent entity or a wholly owned subsidiary. The outsourcing decision can be 
simple or complex. A simple example might be a small organization choosing to 
outsource a payroll application primarily to reduce costs. Outsourcing decisions can 
be complex because IT applications tend to be integrated with each other and 
permeate the organization, touching most activities performed; it may be difficult 
outsource a single application. (Paisittanand and  Olson, 2006) 
The basic reasons of outsourcing are increasing flexibility, focusing on core 
competencies, decreasing costs and avoiding some business risks and 
obsolescence risks. (Gonzalez et al. (2009) and Paisittanand and Olson (2006)) 
From the service provider’s perspective, the risks transferred to the service provider 
and the management of the service costs is critical issues. Therefore, the 
management of outsourcing projects and the consequent operation phase become 
quite critical.  
Project management includes actions as; define, plan, execute and close-out. 
Verzuh (2005). In this study, these basic actions are extended, and the project 
management and the operations management are taken into consideration together. 
Because outsourcing projects has a project management phase which includes the 
basic set-up activities in order to serve the outsourcing service to the customer 
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during the contract duration. Outsourcing projects also have an operations phase in 
which the outsourcing service is provided to the customer during the contract 
duration.  
 
Figure 2.1: Project and Operations Management Lifecycle. 
A generic lifecycle for project and operations management is applicable for the 
outsourcing projects. Figure 2.1 presents the main phases of project management 
and operations management applicable to the outsourcing projects. The phases 
addressed in Figure 2.1 are; (1) the acquisition phase including the preparation and 
the sales activities, (2) the execution phase including the project plan 
implementation and the plan revision activities, (3) the operation phase -if the project 
is not concluded immediately after the execution- and finally (4) the closure phase.  
As stated in the above paragraphs, for companies which provide an outsourcing 
business to a customer, the management of this process is quite critical due to the 
transferred risks, the contract duration and volume. There is a high pressure on the 
service provider side in order to decrease the cost and the price of the service. For 
these companies, the budget spent for these processes has the highest percentage. 
Since the budget allocated to these functions is very high, and the service should be 
delivered in accordance with a long-term contract, any missing or incorrect planning 
may end up with large amount of losses in terms of financials and time. The scope 
of this study is; (1) to identify the points which cause the planning mistakes and 
consequently the bias between the planned and the realized values and (2) provide 
a method in order not to have similar mistakes or failures in a specific type of 
outsourcing projects, namely data processing business outsourcing.   
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This next section highlights the main characteristics of the analyzed system. The 
proposed methodology (see section 2.3) combines these characteristics of the 
system with the problem analysis steps. 
2.1 Main Characteristics of the Analyzed Problem 
2.1.1  Distributed Decision Making in the Study  
In this study, each level includes different roles and has different characteristics.  In 
the model, each decision maker/member of the teams is defined as a part of the 
complex distributed system. Sales, design and finance people participate the top 
level (the planning module) decision. The project team, operations and finance 
people participate into the base level decision. In order to understand the whole 
process and model the reality, a multi agent modeling is appropriate due to the 
modular structure of the multi agents. These multi agents present the distributed 
modules of the system (separate phases and levels). The modules of the system 
participate for the optimal planning and instruction. Top level and the base level 
modules are modeled with system dynamics since with the capability of systems 
thinking and modeling this approach can reflect the real situation. On the other 
hand, negotiation module which is another distributed module is manually integrated 
to the whole system.  
2.1.2 Hierarchies in the Study   
In Figure 2-2 the project management phase is extended with the operation phase. 
In some organizations, the project management activities are followed by the 
operations phase. Such extended phases are mostly observed in outsourcing 
businesses. During operations phase, the master plan developed in the acquisition 
phase is converted to the daily detailed planning. Having a long operations phase 
increases the probability of the changes in the master plan. 
If an outsourcing model including operation phase is considered, then; the 
acquisition phase becomes the top level whereas the execution and the operations 
phases becomes the base level.  
The hierarchical structure is displayed in Figure 2-2. In the first column; namely the 
high level process is displayed in order to match the levels with the second column. 
The hierarchical structure mostly become obvious during the transition from one 
main stage to another main stage, since the decision makers, the approvers, the 
contributors and the performers of the phases change dramatically. For instance, in 
the preparation and the sales phase, the main players are from sales team, whereas 
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in the execution phase, the main players are from the project team. Naturally, there 
exists a handover of the plan to the execution team for the implementation. In the 
handover step both parties (top level and base level) participate in order to negotiate 
on the model. This handover step mainly presents the feedback loop explained in 
Schneeweis (2003).  
 
Figure 2.2: Project and Operations Management Hierarchical Structure (* Basically        
based on the definitions of Schneeweiss (2003) p.27 ). 
Finally, Figure 2.2 shows the critical points associated with the hierarchy specific to 
the project and operations management in column three. This figure also displays 
the problems within the whole process which is the subject of this study. In these 
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two levels, mostly different teams have different roles and different objectives. In 
parallel with these objectives and due to the environmental effects, the decisions 
made and the plans prepared might be subject to change during the process 
lifecycle. The developed model and the parameters might change in the execution 
phase which leads to the occurrence of the first bias which is symbolized with P-P*, 
and similarly a second bias can be observed between the top level instructions and 
the values observed in the operations phase P-P**. In this process, the negotiation 
is critical, since the result of the negotiation directly affects the P value.  
The performance of the process is closely related to the characteristics of the 
implementation level (execution and operation in the model), which are defined by 
Schneeweis.  
- “perceptivity: the ability to correctly communicate with the top level, 
- capability: the (physical) ability to execute the implementation decision, and  
- action willingness: the willingness to go into action.” 
In the study, the base level’s feedbacks are considered in the top level during 
handover (negotiation) step. 
The next section provides examples from the literature concerning the failure and 
success factors of projects and state of the art on basics of agent based modeling 
and hierarchical decision making. 
2.2 State of the Art  
2.2.1 State of the Art on the Failure / Success Factors of Projects  
This section mainly focuses on the previous studies which investigate the failure or 
success reasons of the project. As another dimension, the differences of the roles 
and/or levels under different decision making circumstances are investigated since 
these differences are critical during the lifecycle of the project. 
Dilts and Pence (2006) investigate whether the roles in a project have different 
impacts for the termination decision of a project. They have focused on “two types of 
decision-makers; namely the executives, those with the authority to start or cancel a 
project, and the project managers, those who direct the day-to-day operations of the 
project.” (Dilts and Pence, 2006) 
It is found that the main bias occurs in the perception of “the potential repercussions, 
project complexity, overall time to project completion and the importance of calendar 
time.” (Dilts and Pence, 2006) Their study mentions the probable differences 
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between an executive role and a project manager role. In summary, the perception 
of the project managers might differ since they have to meet with the time, budget 
and quality constraints of a project whereas the executives deal with the termination 
decisions of a higher number of projects which will have a lower impact on their 
careers. In this research, it is possible to name the “Executives” as a top level and 
the “Project Managers” as a base level for the termination decision. As stated 
above, different perceptions due to the roles (hierarchies) are possible. 
Dilts and Pence (2006) have also made a compilation of the failure factors from the 
literature. According to the compilation, some of the critical factors in project failure 
are changes in; the initial expectations, overall project importance, the need, 
complexity, project time, project results and etc. 
Fortune and Whitte (2006) provides and extensive literature survey for the critical 
success factors of the projects. Taking into consideration these success factors 
could minimize the failures. Papke-Shields et al. (2009) and Fortune and Whitte 
(2006) concentrates on the project failures similar to many researches (see Table 
2.1). 
Sauser et al (2009) uses three frameworks to analyze the failure of a NASA Project 
(MCO Project). While each framework provides a different perspective, collectively, 
they demonstrate that in the MCO program, the choices made by the managers, or 
more accurately, the constraints imposed on them under the policy of ‘better, faster, 
cheaper’, led to an inevitable failure of the program. Their research mentions that 
project management contingency theory might provide new perspectives to 
understand the underlying reasons of a failed project.  
Papke-Shields et al (2009) mention that the number of applied projects are 
increasing for achieving some business objectives. As a result, the complexity 
projects and the total costs of the projects increase.   
Papke-Shields et al (2009) made a survey with Project managers which display the 
significant relationships between individual project management practices and 
success dimensions. As an example, there is a significant relationship with the cost 
target and (1) cost baseline, (2) cost estimations, (3) communication requirements, 
(4) scope identification, (5) scope statement and (6) team building related tasks.  
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Table 2.1: Critical success factors identified across 63 publications (Fortune and 
White, 2006, pp.55-56). 
Critical Factor Count of Citation 
Support from senior management 39 
Clear realistic objectives 31 
Strong/detailed plan kept up to date 29 
Good communication/feedback 27 
User/client involvement 24 
Skilled/suitably qualified sufficient staff/ team 20 
Effective change management 19 
Competent project manager 19 
Strong business case/ sound basis for project 16 
Sufficient/well allocated resources 16 
Good leadership 15 
Proven/familiar technology 14 
Realistic Schedule 14 
Risks addressed/assessed/ managed 13 
Project sponsor/champion 12 
Effective monitoring/control 12 
Adequate budget 11 
Organizational adaptation/ culture/structure 10 
Good performance by suppliers/ contractors/ 
consultants 
10 
Planned close down/review/ acceptance of 
possible failure 
9 
Training provision 7 
Political stability 6 
Correct choice/past experience of project 
management methodology/tools 
6 
Environmental influences 6 
Past experience (learning from) 5 
Project size (large)/level of complexity 
(high)/number of people involved (too many)/ 
duration (over 3 years) 
4 
Different viewpoints (appreciating) 3 
Atkinson et al (2006)’s research is based on “discussions that took place over a 
series of meetings in the UK of the Rethinking Project Management Network.” They 
have worked on sources of uncertainty in project management. “Sources of 
uncertainty are wide ranging and have a fundamental effect on projects and project 
management. These sources are not confined to potential events, and include lack 
of information, ambiguity, characteristics of project parties, tradeoffs between trust 
and control mechanisms, and varying agendas in different stages of the project life 
cycle” (Atkinson et al, 2006). They mention that “knowledge management and 
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learning, both organizational and individual, are major contributors to uncertainty 
management in a variety of ways. At a very practical level, readily accessible 
repositories of data from past projects either specific to the organization or available 
from industry sources are fundamental to the quality of estimates. Availability of 
reliable data for the estimating and planning of projects in itself contributes to the 
reduction of uncertainty.” (Atkinson et al, 2006) 
Busby and Payne (1999) worked on the estimation performed by different levels. “A 
study of the way people made judgments when planning development projects 
showed that organizational behavior can lead to bias in estimates of required effort. 
Estimating the effort needed in the course of large development projects is an 
important task. It is important from a commercial standpoint, with over-estimates 
leading to lost business and under-estimates leading to loss-making business. It is 
also important from a managerial standpoint since estimates determine budgets and 
thereby the primary targets against which people and organizations are measured.” 
(Busby and Payne, 1999) They are mentioning that there is not one right strategy 
(top-down or bottom-up). They are presenting the prediction and the confounding 
goals with the below figure. In summary, this paper deals with the probable gaps 
that might arise due to the estimation performed by top-down or bottom-up 
approaches. 
There are also other studies which present examples for different decision making 
situations; Azoran et al (2006) developed a multi-objective model for the decision of 
resource allocation in PERT Networks. Costa et al (2003) presents the initial version 
of the AGAP (aid to groups of analysis and evaluation of projects) system – a 
distributed system– which allows multiple decision makers to cooperate in the 
evaluation and the selection of investment projects. Wang et al (2009), set up the 
criteria system for ‘‘bid/no-bid decision” and the index system for ‘‘which project to 
bid”, and then constructs respectively the evaluation models with the logical 
valuation method and Grey Target method.  
This section presents the examples for failure and successes of the projects and the 
differences of the roles/levels under different decision making environments. Table 
2.2 presents a summary of the researches classified under these three headlines. 
 Those studies try to identify the underlying reasons of a project failure. In this study 
the bias between the plan and the actual status is addressed as the failure. The 
critical success factors in order not to end up with failures are listed in Table 2.1. 
Strong/detailed plan kept up to date, good communication and feedback, strong 
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business case/ sound basis for project, proven/familiar technology, realistic 
schedule, adequate budget, environmental influences, past experiences and project 
size (large)/level of complexity (high)/number of people involved (too many)/ 
duration (over 3 years) are closely related with the initial planning and the delivery 
performance during the project and operations phase. In general it is suggested to 
pay attention those critical success factors. In the study, those critical factors are 
handled with a dynamic model where the planning staff and the project staff will 
make joint decisions and will prevent planning mistakes. 
Table 2.2: Three perspectives in project management survey. 
Research DM 
Differences in 
Roles Project Failure 
Dilts and Pence 
(2006) 
Termination decision 
of projects 
Yes, interpreted 
as top level / base 
level A detailed survey 
Azaron et al. 
(2006) 
Multi-objective 
resource allocation NA NA 
Costa et al.  
(2003) 
Decision making in a 
distributed system – 
multiple decision 
makers are present for 
the project selection. NA NA 
Papke-Shields   
et al. (2009) NA NA 
Focuses on Project 
success 
Fortune and 
White (2006) 
A decision making sub 
system is proposed NA 
Focuses on Project 
success 
Wang et al. 
(2009) 
A decision making 
index system for bid 
decision NA NA 
Busby and 
Payne (1999) 
Making estimations by 
different levels 
Yes. Focuses on 
top-down and 
bottom-up 
strategies and 
probable effects NA 
Atkinson et al. 
(2006) NA NA 
Deals with 
uncertainties 
Sauser et al. 
(2009) NA NA 
A comparative 
analysis on project 
failure 
This section also displays the effect of different decision makers in the process. In 
the study, since the planned and actual values are compared, the planning phase 
and the execution (project and operations) phase are modeled separately. And, 
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different roles are represented by different agents who can also convey their 
experiences to the new scenarios and/or who performs different tasks in accordance 
with their responsibility area and level. The next section emphasizes the distributed 
roles and the hierarchies included in the study.   
2.2.2 State of the Art on Agent Based Modeling and Hierarchical Decision 
Making 
2.2.2.1  Agent Based Modeling / Multi Agent Systems 
“According to Bousquet & Page (2004), multi agent system (MAS) is an umbrella 
term which stands for following aims: (i) interacting hardware agents (collective 
robotics), (ii) systems of interactive software agents (softbots) used in distributing 
planning tasks, for example, for Telecom scheduling applications (program design), 
and (iii) simulations of multi-agents, also called multi-agent simulations.”    
It would be proper to mention the difference between the multi-agent systems and 
the individual modeling.  As stated in Bousquet & Page (2004), individual based 
modeling is mostly preferred by ecologists who would like to understand the effect of 
the underlying heterogeneity. They also mention that the multi-agent system has 
higher emphasis on decision making. Therefore, in the study it is preferred to use 
the term agent-based simulation or multi-agent systems. 
Chaturvedi et al. (2005) applies agent-based simulation to assess problems in labor 
markets. Their aim is to use agent-based simulation in order to reach macro-level 
behavior via micro-level agent behavior modeling. From this perspective this seems 
similar to individual-based modeling stated above.  
For planning activities in complex and imperfect environments; statistical methods, 
econometrics, game theory and price equilibrium models are not capable of 
presenting the real situation and the trends in future behavior. In those situations 
there is a need for autonomy, which can be defined as a more novel framework of 
modeling that might include game theoretical baseline as well as other complex 
assumption. (Gnansounou et al., 2006). Agent-based simulation, agent technologies 
or with a similar term multi-agent systems serve this purpose. These systems also 
provide simplicity in problem solving due to their modularity property (Bousquet & 
Page, 2004). 
Multi-agent systems could be used for prediction purposes or to understand the 
reality.  The artificial labor market (ALM) model presented in Chaturvedi et al. (2005) 
is a good example to the second type of models. 
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In Yen et al. (2000) the importance of MAS is presented in terms of formation of the 
coalition models. Yen et al. (2000) also mention that there are game theories which 
might be a baseline for these MAS models. In the paper, a MAS is built for planning 
activities in transmission expansion –a complex distributed system– in which many 
players in should participate during the decision making.  
Bousquet et al. (2001) uses MAS in order to simulate the interactions among the 
hunters in an environment. The also mention that, in order to model complex 
systems, MAS are suitable for representing the behaviors of the agents. According 
to the article, as similar to many other studies, ecologists and social scientists are 
widely using MAS methods in various researches and applications.   
After stating the advantages of such systems it would be proper to mention the 
importance of computer-based systems. Strategic decision making is also supported 
by intelligent software agents in internet environment. Also the improvement in the 
quality of strategic decision making is stated in the study. (Li, 2006). There is no 
doubt that computer-based such methods ease the strategic decision making 
process.   
In the model, multi agents are distributed into the modules of the system. 
Additionally, there is not a single hierarchy for all of the modules, these modules 
presents two different hierarchies of the system; namely the top level and the base 
level. Next section provides more information for the hierarchies.  
2.2.2.2 Distributed and Hierarchical Decision Making 
In distributed environments mostly a hierarchy mechanism is involved in the 
decision making process. In this hierarchy a top level and a base level interacts and 
the decision taken is closely dependent to the degree of interaction. 
In Schneeweiss (2003), the degrees and the types of hierarchical environments are 
explained via Figure 2.3 and Figure 2.4.  
The boxes representing the top level and the anticipated base level are explained 
with the notations in Figure 2.4. In Figure 2.4, the preference structure is 
represented with C (Criterion), the decision filed is represented with A (Action 
space), the decision model is represented with M and finally the information level is 
represented with I.  
In Figure 2.3 and Figure 2.4, the main properties of a hierarchical structure are 
displayed. According to Schneeweiss (2003), for an optimal instruction to the base 
level, the top level should anticipate the base level’s reaction. Due to this 
 14 
anticipation part of the hierarchical decision making, the decision of the base level 
depends on both the top level private criterion and the anticipation of the base level 
which is called top-down criterion in Schneeweiss (2003). In some cases, this 
structure might also include the negotiation type relations or the leadership 
characteristics.  
 
Figure 2.3: Interdependence of hierarchical levels (Schneeweiss, 2003 p.27). 
Based on Figure 2.3 and Figure 2.4, some generic equations can be summarized as 
follows (in Schneeweiss, 2003); 
- Decision model for top level: 
),,( 0tTTTTT IACMM =                                                                 (2.1) 
- Decision model for base level: 
),,( 1tBBBBB IACMM =                   (2.2) 
- Anticipated base model: 
)ˆ,ˆ,ˆ(ˆ BBBB IACM                    (2.3) 
- Top/base equations:  The top criterion CT is composed of private criterion 
(CTT) and top-down criterion (CTB). 
[ ])))(((),()( TTBTTTTTT aINAFCaCCaC =                 (2.4) 
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Figure 2.4: Hierarchical planning (Schneeweiss, 2003, p.34). 
This hierarchical structures are not only seen in the decision making process in the 
real life but can also be realized extensively in the implementation processes in the 
real life. In such hierarchies, the top level decides on a plan, which is then 
implemented by the base level. 
As shown in Figure 2.5, the implementation phase overlaps the planning phase, 
therefore as in the decision making situation, the anticipation of the upper level and 
the reaction of the base level are quite critical. As Schneeweiss (2003) states, “a 
plan is not often a clear-cut decision, it can be changed during implementation, and 
short-term control mechanisms often promote the implementation.” 
 
 
 
 
Figure 2.5: The overlap of the planning and implementation phases (Schneeweiss, 
2003, p.222). 
In these situations, the characteristic of the implementation level has become 
critical. As Schneeweiss (2003) summarizes; the perceptivity, the capability and the 
action willingness of the base level form the general structure.  
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2.2.2.3 Analysis of MAS and Hierarchical Decision Making Studies 
In the summary table (Table 2.3), an overview of the all papers based on five 
different attributes is provided. These five perspectives are; decision making 
classification, application area of the paper, purpose, hierarchies (present or not), 
and negotiation related settings. There is one more dimension, namely the system 
dynamics aspect. Only the study performed by Bousquet & Page (2004) provides 
info about usage of system dynamics in eco-systems. 
In Table 2.3, it is seen that most of the studies concentrate on distributed decision 
making and multi agent system in various study fields including project management 
field. However, none of them includes a study covers the project and operations 
management end-to-end and includes the hierarchies, negotiation aspects and 
system dynamics approach together. In other words, this overview displays that a 
model which can identify a bias – a kind of failure – which is occurred within a 
hierarchical and distributed decision making system was not modeled dynamically in 
the literature. This research analyzes the bias between the planned and the realized 
values and, highlights the related negotiation problems between the levels.  
As summarized in Table 2.3, many researches (i.e., Dilts and Pence (2006), Papke-
Shields et al. (2009), Fortune and White (2006)) discuss the reasons of failures in 
project management. In the study, the project management modules/work packages 
are almost standardized and there is a complex operations module. Due to the 
standardized project management packages, to refer only to the proposed checklists 
to prevent failure (the bias) will not be sufficient. Therefore, in this research a 
dynamic model including distributed agents is proposed in order to minimize the 
bias. 
In the process, a plan and a model is developed in the acquisition phase and 
approved by the related parties. There is a handover process for this model and 
plan. The estimated parameters should be approved and accepted by the base level 
which will implement the plan. In this situation, the acquisition phase becomes a top 
level which designs the plan, the project and operation team become the base level 
who implements the plan. Presenting the complexity of the base level, and 
displaying the main reasons which lead to the bias between the estimated and the 
realized parameters during the operation are the core subjects of this research. 
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Table 2.3: Summary of the Literature Survey. 
 
Decision 
Making 
(DM) 
Application 
Area Purpose Hierarchies 
Negotia
tion 
(GT* 
setting) 
Dilts and 
Pence 
(2006) 
Project 
management 
A detailed 
survey with PMs 
and Executives 
Termination 
decision of 
projects 
Yes, interpreted 
as top level / 
base level NA 
Fortune 
and 
White 
(2006) 
Project 
management 
Focuses on 
Project success 
A decision 
making sub 
system is 
proposed NA NA 
Papke-
Shields   
et al. 
(2009) 
Project 
management 
Focuses on 
Project success NA NA NA 
Sauser et 
al. (2009) 
Project 
management 
A comparative 
analysis on 
project failure NA NA NA 
Atkinson 
et al. 
(2006) 
Project 
management 
Deals with 
uncertainties 
(Availability of 
reliable 
historical data) NA NA NA 
Busby 
and 
Payne 
(1999) 
Project 
management 
Focuses on top-
down and 
bottom-up 
strategies and 
probable effects 
Making 
estimations by 
different levels 
Levels can be 
interpreted as 
hierarchies. NA 
Azaron et 
al. (2006) 
Project 
management 
Multi-objective 
resource 
allocation 
Multi-objective 
resource 
allocation NA NA 
Costa et 
al.  
(2003) 
Project 
management 
Decision making 
in a distributed 
system – 
multiple decision 
makers are 
present for the 
project 
selection.  
Decision making 
in a distributed 
system – 
multiple decision 
makers are 
present for the 
project 
selection.  NA NA 
Wang et 
al. (2009) 
Project 
management 
A decision 
making index 
system for bid 
decision 
A decision 
making index 
system for bid 
decision NA NA 
Aktas & 
Ulengin 
(2006) SCM 
Increasing the 
flexibility and the 
effectiveness of 
the supply chain 
contracts.  
Distributed 
Decision Making 
Hierarchy b/w 
producer and 
supplier NA 
Nishi et 
al. (2006)  
Scheduling 
and 
Distribution 
Planning 
Having a 
feasible 
schedule 
Distributed 
Decision Making 
The proposed 
model is based 
on a hierarchical 
distributed 
structure NA 
                                                 
*
 Game Theory 
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Table 2.3 (contd.): Summary of the Literature Survey.    
  
Decision 
Making (DM) 
Application 
Area Purpose Hierarchies 
Negotiati
on (GT 
setting) 
Bousquet 
& Page 
(2004) 
Ecosystem 
management 
Understandi
ng the 
behaviour 
and 
interactions 
among the 
agents 
Multi-agent system 
(MAS) 
Provides 
examples 
about 
hierarchies in 
eco-system 
researches. 
Provides 
info about 
usage of 
system 
dynamics 
in eco-
system 
researche
s 
Chaturve
di et al. 
(2005)  
US Army 
Recruiting 
Simulation of 
different 
recruitment 
strategies 
Agent Based 
Simulation NA NA 
Gnansou
nou et al. 
(2006) 
Decentralized 
Electricity 
Markets 
Supporting 
planning 
activities 
(possible 
mergers or 
coalitions) 
Agent Based 
Simulation 
Hierarchy 
among the 
agents is 
present NA 
Yen et al. 
(2000)  
Power 
transmission 
Assisting DM 
for coalition 
formation 
and cost 
allocation MAS NA NA 
Bousquet 
et al. 
(2001) 
Ecosystem 
management 
Simulation of 
hunters in an 
environment MAS NA NA 
Li, X. 
(2006) 
Strategy 
development 
Multi-level 
intelligent 
system 
Distributed Decision 
Making 
Hierarchies 
are handled. NA 
Schneew
eiss & 
Zimmer 
(2004) SCM 
Identifying 
hierarchical 
coordination 
mechanisms 
within supply 
chain 
Distributed Decision 
Making 
Hierarchies in 
SCM NA 
Schneew
eiss 
(2002) SCM 
A general 
overview 
Distributed Decision 
Making 
Hierarchies in 
SCM NA 
Schneew
eiss 
(2003) 
Various areas 
- production, 
SCM etc. 
Explaining 
hierarchies 
and defining 
anticipation 
and reaction 
formulas. 
Distributed Decision 
Making 
Hierarchies in 
various 
application 
areas NA 
Schneew
eiss 
(2003) 
Various areas 
- production, 
SCM etc. 
Provides an 
overview 
Distributed Decision 
Making 
Hierarchies in 
various 
application 
areas NA 
Thesis 
Study 
Distributed 
DM 
Project 
Planning, 
Execution 
and 
Operations 
Minimizing bias 
among levels via 
different scenarios Two levels  Available 
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2.3 Methodology 
As stated in Section 2, the scope of this study is; (1) to identify the points which 
cause the planning mistakes and consequently the bias between the planned and 
the actual figures and (2) to provide a guideline in order not to have similar mistakes 
or failures in outsourcing projects.   
A dynamic model, which meets with the requirements of the problems and the real 
system, is developed using the steps in the methodology presented in Figure 2.6. 
The methodology starts with the identification of the problem, which is the bias 
between the planned and actual values. This bias is explained based on the model 
presented in Schneeweiss (2003) conceptually. The analysis of the system and the 
problem is mentioned in the second step based on the real system and the 
literature.  
The characteristics of the model are addressed in the third step. The identification of 
them is quite important since the modeling approach is totally based on these 
characteristics. Therefore, the model formulation is based on the characteristics 
explained in the third step.  
Validation of the model is performed in the fifth step. After this step the validated 
model is simulated for the application of the scenarios as the final step.  
This methodology clearly states the characteristics of the system and the modules 
designed in accordance with these characteristics. For instance, Figure 2.6 
addresses the hierarchical structure – one of the main characteristics– of the system 
and the related modules; the top level and the base level. 
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Figure 2.6: Methodology. 
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Once the model is formulated, built, validated and the scenario results are gathered, 
it is possible to modify the model whenever a project specific new requirement 
arises. For this purpose the loop presented in Figure 2.7 can be referred. 
As a result, the proposed model has the following characteristics; 
- There is hierarchy, different decision makers at different levels; 
o Top level – Sales people, design people (architects), finance people 
o Base level – Project team, operations team, finance people 
- Distributed agents are included, the model is a distributed decision making 
(DDM) model 
- The environment is modeled dynamically (with system dynamics) – including 
stock-flow structure. There is only one non-dynamic module, which is 
negotiation (offer and counteroffer based negotiation protocol is included) 
- The real situation is modeled and the model is validated. 
As a new approach, the main phases of the project management lifecycle 
(including operations phase) and the hierarchical relationships are studied and 
modeled dynamically. The aim is to present the real life situations via the built 
model and to identify the probable improvement areas which will cause cost 
efficiency. The next section explains the underlying reasons of using system 
dynamics and provides the details of the developed modules. 
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1? Problem Identification
2? Problem Analysis
3? Decomposition of the Characteristics of the Process
Different Levels 
and Roles
Handover 
between levels
Hierarchical 
structure
Distributed 
agents
4? Model Formulation in Accordance with the characteristics
Hierarchical and distribted 
structure is handled by 
system dynamics
Handover b/w levels is 
handled via a manuel 
negotiation protocol
Top Level
Plan module
Base Level
Execution module
Operations module
Negotiation 
module
Experinece module
5? Model Validation
6? Application of Real Life Scenarios
7? Realization of a new requirement 
Is the developed 
model adequate?
NO
Update the 
model in 
accordance 
with the new 
requirements
Update 
parameters
YES
 
Figure 2.7: Methodology adopted for new requirements. 
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3. MODEL DEVELOPMENT 
In this study, the hierarchical system is modeled using System Dynamics. As 
Sterman (2000) states “system dynamics is a method to enhance learning in 
complex systems.” “System dynamics proposes to construct a useful understanding 
of a situation via the elaboration, validation, exploitation and interpretation of a 
simulation model, based heavily on mental models.” Schaffernicht (2006) 
System dynamics has its own diagram languages. In system dynamics, the Causal 
Loop Models (CLM) and Stock-and-Flow Models (SFM) can be used. With these two 
models, it is possible to represent a system using the elements stated in Table 3.1.  
(Schaffernicht, 2006). In the model, SFM are used in order to model the technical 
equipments (for the preparation of the project infrastructure), the workforce 
management, capacity and financial figures. Furthermore, SFM allows simulating 
the model during the time horizon and this property is quite critical for the developed 
model.  
Table 3.1: Different types of model can represent different types of elements 
(Adopted from Schaffernicht (2006), p. 79). 
Element CLM SFM 
Boundary + + 
Time horizon – + 
Resources (stocks and flows) – + 
Sectors + + 
Policies – + 
Feedback loops + + 
Delays + + 
Nonlinearities – + 
In the study, the case studies are applied, and the results will be outputs for the 
strategies. Therefore, finally, an overview of system dynamics using in strategy field 
is presented. Gary et al (2008) has summarized the opportunities that system 
dynamics can provide under different research (see Table 3.2).  
System dynamics allow us to build models with stock and flows modeling and 
simulate the complex model along with the feedback loops. Therefore, four modules 
of the study are modeled with system dynamics; namely the plan module (top level), 
the execution and operations module (base level), the experience module. Only, the 
negotiation module could not be modeled with system dynamics. The negotiation 
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module manually processes the outputs of the dynamic modules (top level and the 
base level). 
Table 3.2: Overview of four promising paths for SD research contributions to the 
field of strategy (Gary et al, 2008, p.422). 
Research stream Opportunities to make important 
strategy contributions 
Lab experiments in individual and team 
decision making 
 
Identify microstructure decision-making 
processes responsible for macro 
performance differences in 
representative management simulations 
as testable propositions for fieldwork 
Bootstrapping decision rules using panel 
data from the field 
 
Document and explain heterogeneity in 
decision rules of different firms across a 
wide range of industry contexts and 
show important connections to 
performance differences 
Variation in resource accumulation and 
implementation strategies 
 
Investigate and document the role of 
heterogeneous resource accumulation 
and implementation strategies in 
explaining performance differences 
among firms 
Dynamics of competitive rivalry 
 
Build a dynamic, behavioral game 
theory to overcome many of the 
limitations of traditional game theoretic 
analyses 
Powersim Studio 7 Academic is used as the dynamic modeling tool. It allows to build 
stock-flow diagrams and to make simulations along with the capabilities of ability to 
import/export data from/to external sheets.  
The proposed model includes five modules; (1) Plan module (top level), (2) 
Experience module, (3) Execution module (base level), (4) Operations module (base 
level) and (5) Negotiation module. Recall that only the negotiation module is not 
modeled with system dynamics. 
Figure 3.1 displays the high level view of the model and the interactions/feedbacks 
among the modules. Each module and the relations among the models are 
presented in the figure. The plan module triggers the whole system with the plan 
values as the top level. The base level (execution module and the top module) takes 
the responsibility of the proposed plan through the negotiation module as shown 
with dotted lines in the figure. During this negotiation, the base level refers to the 
past experiences. The parameters with * in the experience module are discussed in 
the negotiation module.  
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Figure 3.1: High level model overview. 
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After the negotiation step, the base level simulates the model with the agreed 
parameters in the negotiation phase.  
The first module of the base level is the execution module. This module includes all 
of the execution activities including initial recruitment, software development, 
training, installation and test activities. In operations module, which is the second 
module of the base level, the daily planning and production activities are performed. 
3.1 Plan Module  
This module represents the high level planning activities of the execution and the 
operations phases. The cost, data volume and time plan related all planning 
activities are modeled statically. In other words, the calculation regarding the plan 
values are performed with causal loop models. Therefore, stock flow structure is not 
used in this module. Despite, stock-flow structure is not used the module is modeled 
with Powersim and interactions with the base levels are formulated. 
The right part of Figure 3.2 presents the main calculations of the plan / model which 
will be handed over to the base level. The right part begins with the contract related 
parameters, which are the contract duration, the execution duration, the unit price, 
the amount which will be invoiced and finally the gross margin. The remaining part 
calculates the total cost which will occur during the lifecycle of the project. The main 
cost items are the costs of the operators, the software, support personnel, rent, 
social security, indemnity, investment and turnover. Those costs are calculated from 
the unit costs and the total amounts as explained through equations  3.1 and 3.12. 
On the left part of the module presented in Figure 3.2, the parameters which are 
determined by the top level, in other words the instructions for the base level (for 
execution and operation) are presented. The top level decision variables are 
presented in Table 3.3, the complete list can also be seen in Appendices B.1 and 
B.2.  
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Figure 3.2: Plan Module / Top Level. 
Simulation Inputs/ Top Level
Instructions T_Top Level
T_Contract Duration T_Execution
Duration
T_Days to be
invoiced
T_Turnover rec cost
per da
T_Man hour cost?
exec
T_Unit Price
T_Req OperatorsT_Unit Rec Cost
T_Total Execution
Cost
T_Project Start Time
T_Turnover rate per
da
T_Risk Budget
T_Total Execution
Cost
T_Total Revenue
T_Project Total Cost
T_Gross Profit
T_Gross Margin
T_Total Operation
Cost
T_Data Forecast
per Da
E5_Man?hour cost
T_Total Investment
Cost Dep
T_Depreciation
Duration
T_Depreciated
Investment Cost
per Da
T_Total
Investment_No_De
p
T_Contract End
Time
Simulation STOP
T_Unit Price O5_Price per data
T_Unit SW cost O5_SW cost per
data
T_Man hour cost?
exec
E5_Total Inv Cost?
No depreciation
T_Total
Investment_No_De
p
E5_Total Inv Cost
to be Depr
T_Total Investment
Cost Dep
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O2_Attendance?
Annual leaves
 
Figure 3-2 (contd.): Plan Module / Top Level.
T_Other Costs?op
T_Volume per
Operator
T_Unit Transport
Cost
T_Data Forecast
per Da
T_Req Operators
T_Salary monthly
T_Social securtiy
ratio
T_Bonus ratio
T_Operator cost per
da
Avg working day
T_Unit rent cost
T_Unit food cost
Avg working day
T_Rent Food
Transport Cost per
da
T_Req Operators
O1_Turnover rate
T_Data Forecast
per DaT_Unit SW cost T_Daily SW Cost
T_Other Costs?op
per da
T_Days to be
invoiced
T_Total Operation
Cost
E1_Inital Capacity
O5_Bonus ratio
E1_Volume per Exp
Operator
O5_Other costs
T_Salary monthly
T_Indemnity
T_Indemnity
T_Turnover rec cost
per da
T_Daily SW Cost
T_Operator cost per
da
T_Rent Food
Transport Cost per
da
T_Other Costs?op
per da
T_Depreciated
Investment Cost
per Da
T_TL salary monthly
T_Other Costs?op
O5_Penalty per
data
T_Risk Budget
O2_Capacity
Forecast
T_Volume per
Operator
T_Bonus ratio
T_Turnover rate per
da
T_Contract Duration
T_Execution
Duration
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The top level contains a static calculation for the planning. This module starts with 
the basic project calculations; “T_Project Start Time” and the “T_Contract 
Duration” determine the “T_Contract End Time” and according the contract end the 
simulation stops (“Simulation STOP”). On the other hand contract duration is and 
“T_Execution Duration” clarifies the “T_Days to be invoiced” in other words total 
days in operations module. 
“T_Total Revenue” is calculated by “T_Unit Price”, “T_Data Forecast per Da” and 
“T_Days to be invoiced”.  
In the remaining part of the module, the cost which will occur during execution and 
operation is calculated. Finally this cost (T_Project Total Cost) will be an input for 
“T_Gross Margin” and “T_Gross Profit” calculation. 
All of the costs planned and calculated are explained through equations 3.1 and 
3.12. 
Total Cost = T_Total Execution Cost + T_Total Operation Cost           (3.1) 
“T_Total Execution Cost” represents the execution module cost in the base level 
and “T_Total Operation Cost” represents the operations module cost in the base 
level.   
T_Project Total Cost = Total Cost + T_Risk Budget            (3.2) 
 T_Total Execution Cost = T_Man hour cost-exec + recruitment cost + T_Total 
Investment_No_Dep                (3.3) 
Recruitment Cost = T_Unit Rec Cost * T_Req Operators                                  (3.4)       
T_Total Operation Cost = (T_Other Costs-op per da + T_Operator cost per da + 
T_Rent Food Transport Cost per da + T_Turnover rec cost per da + T_Indemnity + 
T_Daily SW Cost + T_Depreciated Investment Cost per Da) *Total days to be 
invoiced                  (3.5)  
The detail calculation of the total operation cost is explained by the equations from 
3.6 and 3.12.  
T_Depreciated Investment Cost per Da = T_Total Investment Cost Dep / 
T_Depreciation Duration                                                                      (3.6) 
T_Daily SW Cost = T_Data Forecast per Da * T_Unit SW cost                         (3.7) 
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Operator cost per day includes the salary costs of the operators and the team 
leaders including the bonus payments (see equation 3.8). 
T_Operator cost per da = (T_Salary monthly * T_Bonus ratio * (T_Social security 
ratio) / Avg working day) * T_Req Operators + (T_TL salary monthly * T_Bonus 
ratio * (T_Social security ratio) / Avg working day)                                             (3.8) 
Indemnity cost is calculated for the accrual purposes in case of dismissal. The 
calculation is presented in equation 3.9. 
T_Indemnity = (T_Salary monthly / 12) * T_Req Operators / 22          (3.9) 
T_Rent Food Transport Cost per da = (T_Unit rent cost + T_Unit food cost + 
T_Unit Transport Cost) * T_Req Operators            (3.10) 
“Other costs” includes the man*hour costs and the cost of other support personnel 
during operation. The calculation is provided in equation 3.11. 
T_Other Costs-op per da = T_Other Costs-op / Avg working day         (3.11) 
The cost occurs due to the recruitments in order to cover turnover is named as 
turnover recruitment cost per day (see equation 3.12). 
T_Turnover rec cost per da = (T_Turnover rate per da) * T_Unit Rec Cost * T_Req 
Operators                                                (3.12) 
NEG
O
TIA
TIO
N
Name 
Estimation 
method Value Explanation 
T_Salary monthly Constant 750 Gross salary 
T_TL salary monthly Constant 1200 Gross salary 
T_Social securtiy ratio Regulations 0,165 Regulation 
T_Depreciation Duration   792 
According to the regulations 3 
years should be set. Since there 
are 22 workdays in a month, these 
days are normalized according to 
the PowerSim calender 
(360*3/(30)*22). 
T_Unit Rec Cost Constant 550 
Standard recruitment cost of a 
contracted vendor.  
T_Unit food cost Constant 8 Unit food cost 
T_Unit rent cost Constant 180 App. Value 
T_Unit Transport Cost Constant 130 App. Value 
 
 
Figure 3.3: Top level parameters. 
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The top level parameters explained in the above paragraphs are listed in  
Figure 3.3 and the decision variables of top level are stated in Table 3.3.  
Table 3.3: Decision variables. 
Decision Variables - 
Determined by Top Level Type Unit 
T_Unit Price Cost TL/Data 
T_Unit SW cost Cost TL/Data 
T_Man hour cost- exec Cost TL 
T_Total 
Investment_No_Dep Cost TL 
T_Total Investment Cost 
Dep Cost TL 
T_Other Costs-op Cost TL 
T_Risk Budget Cost % 
T_Data Forecast per Da Capacity 
Data 
Data/da 
T_Volume per Operator Capacity 
Data/Opera
tor 
T_Bonus ratio HR % 
T_Turnover rate per da HR 1/da 
T_Contract Duration Time Da 
T_Execution Duration Time Da 
The plan module is the only module which represents the top level. In this module, 
the high level budget and business plan is prepared by sales experts, design 
architectures, contract experts and the sales financial experts. 
In data processing outsourcing projects, the contract planning and the financial 
figures are modeled through the displayed model in Figure 3.2 by using the 
parameters presented in  
Figure 3.3. The variables stated in Table 3.3 should be entered externally to the 
model in accordance with the simulation scenario. 
The parameters which are determined by the top level are separately presented in 
Figure 3.2 on the left hand side. Some of the parameters can be determined by the 
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base level or the experience module; these parameters are handled in experience 
module and the negotiation module.  
The next section presents the variables which are affected from the past 
experience and modeled as a part of experience module.   
3.2 Experience Module  
This module handles the cumulative experience that the organization or the 
responsible people gains over the time horizon. This accumulated experience is 
quite critical between the planning phase and the execution phase. Mainly the bias 
in the handover phase arises due the experience. With this module the estimated 
parameters might change.   
The experience module keeps the value of each parameter belonging to the 
previous experiences, projects. According to the characteristics of each parameter 
the history values are taken into consideration. For example, if the parameter 
stands for the salary of an employee, than taking the average of the history values 
will not make sense, so these parameters will not be an entity of the experience 
module. However, for the execution man*hour cost, the previous experience 
should be taken into consideration.  
The parameters which can be affected from the previous experiences are listed in 
Table 3.4; these parameters are also represented on the left column of the Figure 
3.2 in red. 
In the study, these values are not dynamically collected from the previous projects. 
These values are manually entered to the model, in accordance with the 
suggestions of the experienced parties. Therefore, a separate system dynamics 
module is not included for this module; the related parameters are presented within 
the top level module in Figure 3.2. 
3.3 Execution Module 
This module represents the execution activities planned in the acquisition phase. 
In this module, the agreed parameters and the actual values of the parameters are 
modeled and run. After this phase, the resources, the software and the technical 
infrastructure will be ready in order to provide a long term service to the customer.  
This execution module basically includes the project management activities. 
However, this project management modeling is different than the classical project 
management planning and modeling. In this study, data processing IT outsourcing 
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project is modeled. In this kind of projects, a specific data is processed with trained 
operators and these trained operators process the data via specific software.   
Table 3.4: Parameters dependent to the experiences. 
Variable Explanation  
E5_Man-hour cost 
T_Man hour cost- exec 
These variables stand for the man hour cost in 
the base level (execution module) and the top 
level. Since the basic execution activities are 
usually the same in many projects, the total 
man hour cost in an execution phase can be 
determined with the inputs of the base level.  
E5_Total Inv Cost-No 
depreciation 
T_Total Investment_No_Dep 
E5_Total Inv Cost to be Depr 
T_Total Investment Cost Dep 
Investment costs in these types of projects are 
similar. This is valid for the costs which are 
depreciated and which are not depreciated. 
Therefore for these cost items the base level’s 
(execution module) feedback should be taken 
into consideration. 
O5_Other costs 
T_Other Costs-op 
Other costs include dedicated support staff and 
the man hour costs during operations. Since 
similar efforts are provided with the technical 
team and the dedicated operations team, this 
cost item should also be planned with the 
feedbacks of the base level (operations 
module) as in the investment costs.   
E1_Volume per Exp Operator 
T_Volume per Operator 
The average volume processed by each 
operator is another variable that the top level 
may have feedback from the base level. 
However, the feedback and the willingness of 
having this feedback from base level should be 
carefully determined since this value can 
change from one project to the other project. 
Level of the anticipation should be conservative 
for this variable. 
O1_Turnover rate 
T_Turnover rate per da 
Turnover rate in the top level is a very critical 
variable which should be mainly based on the 
turnover value in the base level (operations 
module). Since this variable is related with the 
companies’ HR policy, the value obtained from 
the previous experience will represent the result 
of this policy and therefore the correct value for 
the planning. 
T_Execution Duration 
Execution duration is not represented with a 
separate variable in the base level, since this is 
the total duration of the execution and this value 
(E4_Execution Duration) is the summation of 
many other variables. The experienced 
execution duration is a good input for the top 
level since with this input the duration will be 
more reliable and the applicable. Unless, the 
time plans which cannot be realized in the real 
life is planned in the top level.  
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These kinds of projects are quite similar in the execution phase. Facility based 
project planning is not included, since the facility (building, seating and the cabling) 
is ready to provide data processing services. Only, technical equipments should be 
procured and the infrastructure should be set up by the same technical team. 
Therefore, in the project plan which includes the execution activities, the work 
packages are standardized and are not much complex. As stated, construction and 
operator location area arrangement related activities (cabling, seat arrangement) 
are completed beforehand. So, this brings the advantage of dealing simpler and 
clearer work packages. In some cases, these activities need to be considered 
before execution, in that situation this standardization module will not be valid, and 
the execution module needs to be updated accordingly. However, in this study and 
model, the standard work packages are taken into consideration since the main 
objective is to reflect the complexity of the base level compared to the top level 
and the negotiation between these levels. 
The standardized work packages (five main sub-modules) modeled in the study is 
listed below. After the simulation, it is possible to monitor the critical path of the 
project. 
- HR sub-module 
- Procurement and technical infrastructure sub-module 
- SW development and customization sub-module 
- Execution duration sub-module 
- Execution cost sub-module 
The first three sub-modules mainly present the activities within the execution 
phase; on the other hand the last two sub-modules keep the critical parameters for 
the other modules and the overall of the simulation. 
3.3.1 HR Sub-module 
In this sub-module the required number of staff is determined, recruited and 
trained based on the estimated parameters. The number of required operators, the 
hired staff and the trained staff are modeled as “stocks” and “flows” among these 
stocks are defined with specific rates. 
“E1_# of Operators Required” represents the initial number of operators 
determined in the beginning of the simulation. This value is determined with (1) 
“E1_Volume per Exp Operator” which is the average volume that can be 
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processes by an experienced operator and (2) “E1_Inital Capacity” the starting 
data volume of the simulation.  
After “E1_# of Operators Required” is calculated, this value is set as the initial 
value of the stock, “E1_# of Operators Required2”. The required operators (E1_# 
of Operators Required2) are recruited with the “E1_Hiring Rate” outflow calculated 
by “E1_Avg Hiring Duration_P”. The value of “E1_Avg Hiring Duration_P” is 
determined as 5 days as stated in Figure 4.5. This means, HR department recruits 
people 5 days after being informed by the project manager. 
The recruited operators flow to the “E1_Hired Operators” stock and similarly these 
hired operators are trained with the “E1_Training rate” outflow calculated by 
“E1_Avg Training Duration_P” (The value for this parameter is 1 day as stated in 
Figure 4.5). The trained operators flow to the “E1_Trained Operators stock”. 
E1_HR Sub?module in Execution
E1_Avg Hiring
Duration_P
E1_Hired Operators
E1_Hiring Rate
E1_# of Operators
Required2
E1_Trained Operators
E1_Training rate
E1_Avg Training
Duration_P
E1_Duration for HR
Workpackage
Completion  opr?da
E1_Duration for HR
Workpackage
Completion  days
E1_Operator
Converter
E1_# of Operators
Required
E1_Inital Capacity
E1_Volume per Exp
Operator
 
Figure 3.4: HR sub-module. 
After designing this phase of the sub-module, the total duration of this sub-module 
(E1_Duration for HR Workpackage Completion  days) is calculated by “E1_Avg 
Hiring Duration_P” and “E1_Avg Training Duration_P”.   
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Name 
Estimation 
method Value Explanation 
E1_Avg Hiring Duration_P Expert opinon 5 days 
Weekly HR meetings and 
continuously updates CV 
database ensures this time as 
SLA. 
E1_Avg Training Duration_P 
Data 
analysis/Expe
rt opinion 1 day 
In this kind of projects, on the 
job training is performed. 
Therefore, the data volume for 
an experienced operator and 
for a new trained operator is 
different in the model. There is 
only one day training for 
security and orientation 
purposes.  
 
 
Figure 3.5: Parameters in HR sub-module. 
The decision variables of HR sub-module are stated in Table 3.5. 
Table 3.5: Decision Variables in HR Sub-module. 
Decision Variables – Determined by 
Top Level Type Unit 
E1_Volume per Exp Operator Capacity Data/Operator 
E1_Inital Capacity Capacity 
Data 
Data/da 
3.3.2 Procurement and Technical Infrastructure Sub-module 
In order to realize such a project, server equipments, PC and related equipments 
and Network equipments should be purchased and the technical installations of 
those equipments should be completed. For all different types separate 
parameters should be estimated, therefore all kind of procurement has been 
modeled separately. For example, lead time of a server is quite different than the 
lead time of a PC. Similarly, the installation efforts are not alike. At the end of each 
procurement and installation phase the overall duration is calculated. 
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E2_Procurement & Technical Infrastrucutre Sub?module in Execution
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order creating
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E2_Delivered Servers
E2_Delivery time
E2_Duration for
Server  Proc and
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E2_Technical Infr
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E2_Server Technical
Installation
DurationE2_Total Proc Time
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installed
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E2_PCS to be
installed
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E2_NW Proc Rate
E2_Delivered NW Eq
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Day Converter
Day Converter
Day Converter
E1_# of Operators
Required
 
Figure 3.6: Procurement and technical infrastructure sub-module. 
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For the servers, “E2_Req Servers” is an external input. These servers are 
purchased with “E2_Proc Rate”. “E2_Proc Rate” is determined with the 
“E2_Approval and order creating” -the average duration of a purchase order 
approval on the system- and “E2_Delivery time” –the lead time of the server 
vendor. The purchased servers flow to the “E2_Delivered Servers” stock. These 
servers are installed with the “E2_Technical Infr” outflow calculated by “E2_Server 
Technical Installation Duration”. This duration is the technical duration which is 
necessary for an engineer to complete the server installation. The installed servers 
are represented by “E2_Installed System - Servers” stock. Finally, for the servers 
the average procurement and installation duration is calculated in “E2_Duration for 
Server  Proc and Installation”. 
For the PCs, “E2_Req PCs” is calculated with the “E1_# of Operators Required” 
since each operator will use a separate PC. These PCs are purchased with 
“E2_PC Proc Rate”. “E2_PC Proc Rate” is determined with the “E2_Approval and 
order creating” -the average duration of a purchase order approval on the system- 
and “E2_PC Delivery time” –the lead time of the PC vendor. The purchased PCs 
flow to the “E2_Delivered PC” stock. These PCs are installed with the 
“E2_Technical Install Rate” outflow calculated by “E2_PC Technical Installation 
Duration”. This duration is the technical duration which is necessary for an 
engineer/technician to complete the PC installation. The installed servers are 
represented by “E2_Installed System - PC” stock. Finally, for the PCs the average 
procurement and installation duration is calculated in “E2_Duration for PC  Proc 
and Installation”. 
For the network equipments, “E2_Req NW eq” is an external input. These NW 
equipments are purchased with “E2_NW Proc Rate”. “E2_NW Proc Rate” is 
determined with the “E2_Approval and order creating” -the average duration of a 
purchase order approval on the system- and “E2_PC NW time” –the lead time of 
the NW equipments vendor. The purchased NW equipments flow to the 
“E2_Delivered NW Eq” stock. These equipments are installed with the “E2_Conf 
Rate” outflow calculated by “E2_NW Configuration Duration”. This duration is the 
technical duration which is necessary for an engineer to complete the 
configuration. The configured NW equipments are represented by “E2_Configured 
NW Equipments” stock. Finally, for the NW equipments, the average procurement 
and configuration duration is calculated in “E2_Duration for NW  Proc and Config”. 
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Name 
Estimation 
method Value Explanation 
E2_Approval and order 
creating 
Expert 
opinon 3 days 
11 procurement activities' average is 
calculated as approximately 2 days. 
Additionally, one day for having the 
price proposals are added. 
E2_Delivery time 
Vendor 
forecast U[22;33] 
Server vendors provides this duration 
as 4 to 6 weeks. A uniform distribution 
for [22;33] days. 
E2_NW Configuration 
Duration 
Data 
analysis/Ex
pert opinion 7 days 
Project plans of similar projects are 
investigated and opinons of Project 
Managers and NW Engineers are 
taken into consideration. 7 days 
duration is found suitable. 
E2_NW Delivery time 
Vendor 
forecast 10 days 
Project plans of similar projects are 
investigated. In many examples, NW 
equipments were ready in the stock, in 
the remaing examples the equipments 
were shipped immediately. 10 days 
duration is found suitable. 
E2_PC Delivery time 
Vendor 
forecast 10 days 
PC vendor provides this duration as 3 
to 10 days. Also the experience of 
Project Managers are taken intoı 
consideration. A uniform distribution 
for [3;10] days. 
E2_PC Technical 
Installation Duration 
Data 
analysis/Ex
pert opinion 3 days 
Project plans of similar projects are 
investigated and opinons of Project 
Managers are taken into consideration. 
Since planning phase is completed 
before installation and the 
procurement duration, the technical 
team's installation days are agreed on 
beforehand. Therefore, the technical 
installation time is set as 3 days. 
E2_Req NW eq Constant 2 
As a standard switch and router is 
calculated. (They are standard unless 
special requirements are not set within 
the contract.) 
E2_Req Servers Constant 2 
Dedicated project server and its 
backup. 
E2_Server Technical 
Installation Duration 
Data 
analysis/Ex
pert opinion 7 days 
Project plans of similar projects are 
investigated and opinions of Project 
Managers and System Engineers are 
taken into consideration. Under normal 
conditions, one day per each server 
may be set as the installation duration. 
However, buffer times for license 
check and fixing probable 
configuration problems, the installation 
duration is set as 7 days. 
 
  
Figure 3.7: Parameters in Procurement and technical infrastructure sub-module.   
There are many parameters in this sub-module since the purchasing and 
installation activities are modeled. The whole list of the parameters with the 
explanation and the values are listed in Table 3.7. 
3.3.3 SW Development and Customization Sub-module 
E3_SW Development/Customization Sub?module in Execution
E3_SW
Development
Duration
 
Figure 3.8: SW Development/Customization Sub-module. 
This sub-module only consists of the average duration of the software 
customization. This software is required for an agent to process the data. Since 
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this software development is outsourced only the average duration is calculated in 
this sub-module. This duration “E3_SWDevelopment Duration” is calculated based 
on the vendor forecast which is between 4 to 6 weeks as stated in Figure 3.8.  
N
EG
O
TIATIO
N
Name 
Estimation 
method Value Explanation 
E3_SW Development 
Duration Data analysis U[22;33] 
Partner provides this duration as 
4 to 6 weeks. A uniform 
distribution for [22;33] days. 
 
 
Figure 3.9: Parameters in SW Development/Customization Sub-module. 
Software development and customization is the final standardized work package, 
in which the project team completes the actions required for the operations. The 
remaining two work packages (execution duration and cost sub-modules) keep the 
time and the cost parameters of HR, procurement and technical infrastructure and 
SW development and customization sub-modules. The sub-module is presented in 
Figure 3.9. 
3.3.4 Execution Duration Sub-module 
In this sub-module the durations for each work package is copied to another sub-
module and the test duration is added. Therefore, “E4_Execution Duration without 
Test” is calculated with (1) “E1_Duration for HR Workpackage Completion  days”, 
which represents the total duration required for the completion of the tasks in HR 
work package, (2) “E2_Duration for Server  Proc and Installation”, “E2_Duration for 
PC  Proc and Installation”, “E2_Duration for NW  Proc and Config”, which 
represent the total duration required for the completion of the tasks in procurement 
and the technical infrastructure work package and (3) “E3_SWDevelopment 
Duration” which represent the total duration required for the customization of the 
software in accordance with the needs. The work package which has the longest 
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duration is on the critical path. This longest duration is taken into consideration and 
then the other required test duration is added as explained below.  
E4_Execution Duration (Start time for Operation)
E1_Duration for HR
Workpackage
Completion  days
E2_Duration for
Server  Proc and
Installation
E2_Duration for PC
Proc and
Installation
E2_Duration for NW
Proc and Config
E4_Execution
Duration without
Test
E4_Test &
Acceptance
Duration
E4_Execution
Duration
E4_Operation Start
Time
Day Converter
E4_Operation
starts?1?Time
E4_Operation on?off
E3_SW
Development
Duration
 
Figure 3.10: Execution duration sub-module. 
After project completion of all activities, the whole system should be tested in order 
to verify the infrastructure, and the integrity. As explained in Figure 3.11, the test 
duration is determined as 10 days. This test duration (E4_Test & Acceptance  
Duration) is added to the duration of the work package which is on the critical path 
and the total execution duration (E4_Execution Duration) is calculated. 
Name 
Estimation 
method Value Explanation 
E4_Test & Acceptance  
Duration 
Data 
analysis/Expe
rt opinion 10 days 
Test and acceptance phase is 
handled by the project manager 
of the service provider and the 
customer. Having the test 
results, fixing any observed sw 
problems and agreeing on the 
final system infrastructure 
approximately takes 10 days. 
(The duration is validated by 
Project Managers.) 
 
 
Figure 3.11: Parameters in Execution duration sub-module. 
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And finally, the operation start time (E4_Operation Start Time) becomes definite 
and many of the activities that should start after the completion of the execution (in 
the operations phase) are controlled with this parameter. Additionally, in order to 
track the other modules, other converters are used (“E4_Operation starts-1-Time” 
and “E4_Operation on-off”). 
3.3.5 Execution Cost Sub-module 
The last sub-module contains the cost of all activities and the cross sectional 
costs. 
Figure 3.12: Execution cost sub-module. 
The cost calculation is based on the cash flow effect, therefore the costs to be 
depreciated and the one time costs which will directly effect the related time 
periods financials are calculated separately. The one time costs are also named as 
the costs which are not depreciated over time horizon. The costs which are not 
depreciated are recruitment cost (calculated with “E5_Unit Rec Cost” and “E1_# of 
Operators Required”), “E5_Man-hour cost” and “E5_Total Inv Cost-No 
depreciation”.  
On the other hand the costs which will be depreciated over the depreciation period 
(E5_Depreciation Duration) are “E5_Total Inv Cost to be Depr”. With the 
depreciation duration the depreciated cost per the determined time period is 
calculated (E5_Depreciated Investment Cost per Da). Depreciation duration is 
calculated with the adjustment of Powersim calendar as stated in Figure 3.13. 
E5_Execution Cost (Dedicated resources, shared resources, equipments)
E5_Man?hour cost
E5_Total Inv Cost?
No depreciation
E5_Unit Rec Cost
E5_Total Execution
Cost
E1_# of Operators
Required
E5_Total Inv Cost
to be Depr
E5_Depreciation
Duration
E5_Depreciated
Investment Cost
per Da
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NEG
O
TIATIO
N
Name 
Estimation 
method Value Explanation 
E5_Depreciation Duration   792 
According to the regulations 3 
years should be set. Since there 
are 22 workdays in a month, 
these days are normalized 
according to the PowerSim 
calender (360*3/(30)*22). 
E5_Unit Rec Cost Constant 550 
Standard recruitment cost of a 
contracted vendor.  
 
 
Figure 3.13: Parameters in execution cost sub-module. 
The decision variables of HR sub-module are stated in Table 3.6. 
Table 3.6: Decision Variables in execution cost sub-module. 
Decision Variables – Determined by 
Top Level Type Unit 
E5_Man-hour cost 
 Cost TL 
E5_Total Inv Cost-No depreciation 
 
Cost TL 
E5_Total Inv Cost to be Depr 
 Cost TL 
3.4 Operations Module 
This module presents the operations activities after the execution level (with the 
completion of infrastructure activities). In this module, the agreed parameters and 
the actual values of the parameters are modeled and run, similar to the execution 
module. Until the contract end date the operations activities continue with providing 
a long term service to the customer.  
There are four sub-modules in the operations module; 
- HR - Recruitment, Training and Experienced Staff Circulation Sub-module 
- Capacity Adjustment Sub-module 
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- Daily Operation Sub-module  
- Operations Cost Sub-module  
The first three sub-modules mainly present the activities within the operations 
phase, on the other hand the last sub-module keep the cost of the operations.  
3.4.1 HR - Recruitment, Training and Experienced Staff Circulation Sub-
module 
In this sub-module, the initially recruited and trained staff in execution phase 
(“E1_Trained Operators” stock) is transferred to the operations phase. After this 
transfer the recruitment and turnover activities begins according to the simulation 
parameters and settings. 
O1_HR ? Recruitment, Training and Experienced Staff Circulation
E4_Operation
starts?1?Time
O1_Op_Hired
Operators
O1_Op_Trained
OperatorsO1_Op Training rateO1_Recruitment
Rate
E1_Trained Operators
E1_Avg Hiring
Duration_P
E1_Avg Training
Duration_P
Day Converter
O1_Trained
Op_Execution
O1_Exp Duration
O1_Quit rate
O1_Turnover rate
O1_Total # of
Operators
O1_Experienced
OperatorsO1_LC Effect
O1_Recruitment
Gap
E4_Operation on?off
O2_Dismissal Gap
O1_Staff to be
recruited
O1_R Gap Flow
Day Converter
 
Figure 3.14: HR - Recruitment, training and experienced staff circulation sub-
module. 
As presented in Figure 3.14, in this module, the operators are recruited whenever 
a capacity gap arises. This capacity gap is one of the main feedback loops in this 
module. This gap is flowed to the “O1_Staff to be recruited” stock by “O1_R Gap 
Flow”.  Similar to the HR sub-module in the execution, the operators are recruited 
with the “O1_Recruitment  Rate” outflow calculated by “E1_Avg Hiring Duration_P” 
and then trained with the “E1_Training rate” outflow calculated by “E1_Avg 
Training Duration_P”. Recall that, initially recruited and trained staffs in execution 
phase (“E1_Trained Operators” stock) are transferred to the “O1_Op_Trained 
Operators” stock. After training, the operators increase their experience which is 
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closely related to their efficiency in the model. In order to represent this experience 
increase the trained operators flow to the “O1_Experienced Operators” stock with 
the “O1_LC Effect” outflow. “O1_LC Effect” is calculated with the “O1_Exp 
Duration”. Experience duration is determined as 15 days as explained in Figure 
3.15. 
NEG
O
TIATIO
N
Name 
Estimation 
method Value Explanation 
O1_Exp Duration 
Data 
analysis/Expe
rt opinion 15 
App. In 15 days the efficiency 
reaches to the optimum level. 
(All non-experienced staff is 
recruited if they have passed the 
related tests with a sufficient 
score. 
 
 
Figure 3.15: Parameters in HR - Recruitment, training and experienced staff 
circulation sub-module. 
In order to use in the different sub-modules of the model the total number of 
operators is calculated (O1_Total # of Operators) by “O1_Experienced Operators” 
stock and “O1_Op_Trained Operators”. 
Table 3.7: Decision Variables in HR - Recruitment, training and experienced staff 
circulation sub-module. 
Decision Variables - Determined by 
Top Level Type Unit 
O1_Turnover rate 
T_Turnover rate per da HR 1/da 
Decision Variables – Has an Effect 
on the Strategy Type 
 
 
Explanation 
O1_Recruitment Gap HR 
If operator need is greater then 
0,75 then this parameter triggers 
recruitment. 
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In this sub-module, there is a final loop, in which operators leave the system with 
normal turnover or dismissal. The operators can leave the system due to dismissal 
effect or regular turnover effect. These effects (“O2_Dismissal Gap” and 
“O1_Turnover rate”) are calculated as “O1_Quit rate” outflow. 
The decision variables of HR sub-module are stated in Table 3.7. Note that, 
recruitment gap is a decision variable that has an effect on the policy and strategy. 
3.4.2 Capacity Adjustment Sub-module 
This sub-module determines the long term capacity activities and daily capacity 
management activities. The causal loops and stock flows are displayed in Figure 
3.16. 
O2_Capacity Adjustment
O2_Capacity
Forecast
O2_Capacity Value ?
Planning
O1_Experienced
Operators
O1_Op_Trained
Operators
O2_Daily Efficient
Capacity ?
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O2_Capacity Gap
O2_Volume per Tr
Operator
O1_Recruitment
Gap
O2_Dismissal Gap
O2_Operator Gap
O2_Daily Actual
Capacity
O2_Attendance?
Annual leaves
O2_Daily Eff
Working Hours
O1_Total # of
Operators
O2_Avg Data per
Hour
O4_Average
Capacity Need
O2_Avg Volume
E4_Operation on?off
O1_Staff to be
recruited
E4_Operation on?off
E1_Volume per Exp
Operator
FTE Dismissal
 
Figure 3.16: Capacity adjustment sub-module. 
Starting with the long term activities, the forecasted capacity (O2_Capacity 
Forecast) is provided to the system before the daily activities. This long term 
capacity triggers the planning activities with the “O2_Capacity Value - Planning”. 
According to the characteristics of the simulated scenarios these “O2_Capacity 
Forecast” and “O2_Capacity Value - Planning” can have the same values. The 
forecast value affects the daily data and the average capacity need “O4_Average 
Capacity Need” (which is explained in next sub-module.). Then, in this sub-module 
“O2_Capacity Gap” is calculated and translated to the “O2_Operator Gap”.  This 
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gap ends up with recruitment (O1_Recruitment Gap). On the other hand, dismissal 
can be triggered by “FTE Dismissal” and dismissal action is taken (O2_Dismissal 
Gap). These actions can be seen in the HR - Recruitment, Training and 
Experienced Staff Circulation Sub-module.  
During the translation from capacity to the operators, the actual capacity is taken 
into consideration with “O2_Avg Volume”. The calculation of the daily average 
volume is more complex. First, the “O2_Daily Efficient Capacity - Theoretical” is 
calculated with the “O1_Op Trained Operators”, “O2_Volume per Trained 
Operator”, “O1_Experienced Operators” and “E1_Volume per Exp Operator”. After 
the calculation of the theoretical capacity, the effect of attendance factor should be 
reflected in order to determine “O2_Daily Actual Capacity”. This effect is reflected 
with “O2_Attendance-Annual leaves”. 
On the other hand, in order to refer to the Daily operation sub-module, the hourly 
data that can be produced by an operator (O2_Avg Data per Hour) is calculated in 
this sub-module. For this calculation, “O2_Daily Efficient Capacity - Theoretical”, 
“O2_Daily Eff Working Hours” and “O1_Total # of Operators” are used. Daily 
effective working hours is determined as 6.5 hrs as stated in Figure 3.17. 
N
EG
O
TIATIO
N
Name 
Estimation 
method Value Explanation 
O2_Daily Eff Working 
Hours 
Data 
analysis/Expe
rt opinion 6,5 hrs 
The efficient duration is asked to 
the operations managers, the 
value they used for calculations 
is set as the daily efficient 
working hours. 
 
 
Figure 3.17: Parameters in capacity adjustment sub-module. 
The decision variables of capacity adjustment sub-module are stated in Table 3.8. 
Note that, dismissal gap and attendance/annual leaves decision variables have an 
effect on the strategy.  
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Table 3.8: Decision variables in capacity adjustment sub-module. 
Decision Variables - 
Determined by Top Level Type Unit 
O2_Capacity Forecast Capacity Data 
Decision Variables – Has an 
Effect on the Strategy Type 
 
 
Explanation 
O2_Dismissal Gap HR 
FLOOR(IF('O2_Operator Gap'<=-
1<<Operator>>;-'O2_Operator 
Gap';0<<Operator>>)) 
O2_Attendance-Annual 
leaves HR Attendance of the operation. 
3.4.3 Daily Operation Sub-module 
Daily operation sub-module includes the daily workload and the daily processed 
workload. The backlog and the capacity type (normal or overtime) are also defined 
and handled within the module. (See Figure 3.18).  
O3_Daily Operation ? Processed Data
O2_Daily Actual
Capacity
O3_Daily Max
Overtime Capacity
O3_Backlog
O3_Data Inflow O3_Processed Data
O3_Daily Total
Workload
Day Converter
O3_Overtime %
O3_Daily Required
Capacity
O2_Capacity
Forecast
O3_Daily Processed
Data
E4_Operation on?off
O3_Daily Capacity
Gap
O3_Daily Additional
Overtime Capacity
O3_Data
Progressed With
Normal Capacity
O2_Avg Data per
Hour
O3_Overtime Gap ?
hrsO3_Unpaid Leave?
hrs
E4_Operation on?off
 
Figure 3.18: Daily operation sub-module. 
The data that should be daily processed is flowed to the “O3_Backlog” stock with 
the “O3_Data Inflow”. This inflow includes of the “O2_Capacity Forecast” and if 
necessary (if required according to the scenario) probable data fluctuation can be 
reflected with “O3_Daily Required Capacity”.   
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The data in the “O3_Backlog” stock is processed with the “O3_Processed Data” 
outflow and leaves the system. “O3_Processed Data” outflow calculation is a little 
bit complex since this outflow takes overtime hours and daily actual capacity into 
consideration. First,  “O3_Daily Processed Data” is calculated by the data 
processed in regular work hours (O3_Data Progressed With Normal Capacity) and 
the data processed with overtime (O3_Daily Additional Overtime Capacity). 
 “O3_Data Progressed With Normal Capacity” is a function of “O2_Daily Actual 
Capacity” and “O3_Daily Total Workload”. The minimum of these values are 
determined since the whole daily available capacity may not be required for 
processing the daily data (excess capacity situation). On the other hand, “O3_Daily 
Additional Overtime Capacity” is calculated with “O3_Daily Capacity Gap” and 
“O3_Daily Max Overtime Capacity”. It is nonzero if there is a “O3_Daily Capacity 
Gap”. In this situation, the overtime is performed with an amount of “O3_Daily Max 
Overtime Capacity”, which is calculated by the “O2_Daily Actual Capacity” and the 
“O3_Overtime %”.  
Finally, in this sub-module “O3_Overtime Gap – hrs” and “O3_Unpaid Leave-hrs” 
are calculated in order to use in Cost sub-module due to cost calculation purposes. 
In this sub-module all of the decision variables have an effect on the strategy. 
(Table 3.9) 
Table 3.9: Decision Variables in capacity adjustment sub-module. 
Decision Variables – Has an 
Effect on the Strategy Type 
 
Explanation 
O3_Daily Required Capacity Capacity Randomness of the daily data 
O3_Overtime % HR Max allowed overtime 
Continues overtime is analyzed and if necessary the recruitment decision is made 
by “O4_Recruitment Decision Parameter”.  Recruitment decision parameter is a 
decision variable which affects the company’s strategy. (Table 3.10) If the decision 
is to recruit operator then the amount of need is determined by “”O4_Average 
Capacity Need”. Similarly, continuously the excess capacity is analyzed, and if 
necessary the dismissal decision is made by “O4_Dismissal Decision Parameter”. 
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Figure 3.19: Recruitment and dismissal decisions decision. 
Table 3.10: Decision variables in recruitment decision. 
Decision Variables – Has an 
Effect on the Strategy Type 
 
Explanation 
O4_Recruitment Decision 
Parameter HR 
If overtime continues for 7 days then this 
parameter triggers recruitment. 
O4_Dismissal Decision 
Parameter HR 
If excess capacity continues for 7 days 
then this parameter triggers dismissal. 
3.4.4 Operations Cost Sub-module  
Due to the complexity of the sub-module, initially the main calculations are 
summarized and then the detailed calculation is provided. The diagram for the sub-
module is presented in Figure 3.20. 
This sub-module calculates the operations costs; HR related costs (salary, 
overtime, social security payments, bonus, dismissal cost, food, transport, 
indemnity, recruitment), rent cost, penalty cost, depreciation cost, man*hour cost, 
software maintenance cost. All costs are calculated in “O5_Total Cost per da 
during operation” and become a part of “O5_Cost” inflow. Additionally, the costs 
calculated in execution phase (E5_Total Execution Cost) is a part of “O5_Cost” 
inflow. After this flow all costs are accumulated in “O5_Total Cost” stock. 
In this sub-module, revenue is calculated with “O5_Revenue per day” and flows to 
the “O5_Total Revenue” stock by “O5_Revenue” inflow. Finally, with the cost flow 
(O5_Cost) and the revenue flow (O5_Revenue), “O5_Revenue-Cost” inflow is 
determined and the delta is flowed to the “O5_Gross profit” stock. Finally, gross 
margin is calculated (O5_Gross Margin) with “O5_Gross profit” stock and 
“O5_Total Revenue” stock. 
For the analysis of some scenarios, the separate calculation of the HR costs is 
required. Therefore the inflow “O5_HR Cost” and the stock “O5_Total HR Cost” 
are calculated.  
 51 
O5_Operation Cost
O3_Backlog
O5_Penalty per
data
O3_Overtime Gap ?
hrs
O5_Overtime cost
per hour per
operator
O5_Overtime Cost ?
YTL
O5_Penalty cost
O1_Recruitment
Rate
O2_Dismissal Gap
E5_Unit Rec Cost
O5_Recruitment
Cost
O5_Unit Dismissal
Cost
O5_Dismissal Cost
O3_Processed Data
O3_Unpaid Leave?
hrs
O1_Total # of
Operators
O5_Salary monthly
Avg working day
O5_Operator cost
per day
O5_Unpaid leave
cost ? minus
O5_Salary monthly
O5_Social security
ratio
O5_Social security
ratio
O5_Price per data
O5_Revenue per
day
O5_Food?Transport?
Rent Cost
O5_Unit Food Cost
O5_Unit Transport
Cost2
O5_Unit rent cost2
O5_Other costs2O5_Indemnity per
day
O1_Total # of
Operators
O5_Salary monthly
O5_SW cost per
data
O3_Processed Data
O5_SW cost
Day Converter
O5_Total Cost per
da during operation
Day Converter
O5_Gross profit
O5_Revenue?Cost
E4_Operation on?off
O5_Total Revenue
O5_Total Cost
O5_Revenue
O5_Cost
O5_Gross Margin
E5_Total Execution
Cost
E5_Unit Rec Cost
E4_Operation
starts?1?Time
Day Converter
O5_Bonus ratio
Avg working day
O5_Other costs
O5_Unit rent cost
O5_Unit Transport
Cost
O5_Salary monthly
O5_Social security
ratio
O5_Total HR Cost
O5_HR Cost
O5_Operator cost
per dayO5_Food?Transport?
Rent Cost
O5_Indemnity per
day
O5_Recruitment
Cost
Avg working day
E5_Depreciated
Investment Cost
per Da
O5_TL Salary
monthly
 
Figure 3.20: Operation cost sub-module. 
After summarizing the main calculations in the sub-module the detailed calculation 
of “O5_Total Cost per da during operation” are stated through equations 3.13 and 
3.23. The revenue of the project (O5_Revenue per day) is explained in equation 
3.24 ”  
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O5_Total Cost per da during operation = O5_Dismissal Cost + O5_Food-
Transport-Rent Cost + O5_Indemnity per day + O5_Operator cost per day + 
O5_Other costs2 + O5_Overtime Cost – TL + O5_Penalty cost + O5_Recruitment 
Cost + O5_SW cost + O5_Unpaid leave cost – minus + E5_Depreciated 
Investment Cost per Da                         (3.13) 
O5_Dismissal Cost is calculated by the multiplication of the dismissal gap in the 
capacity adjustment sub-module and the unit dismissal cost (see equation 3.14). 
O5_Dismissal Cost = O2_Dismissal Gap * O5_Unit Dismissal Cost                (3.14) 
O5_Food-Transport-Rent Cost = (O5_Unit Food Cost + O5_Unit Transport Cost2 + 
O5_Unit rent cost2) * O1_Total # of Operators                     (3.15) 
Indemnity cost is calculated by monthly salary monthly and the total number of 
operators (see equation 3.16). This cost is calculated for the accrual purposes in 
case of dismissal. The accrual means to book costs before they occur, if it is 
known that this cost will probably realized in the future.   
O5_Indemnity per day = (O5_Salary monthly) * O1_Total # of Operators        (3.16) 
O5_Operator cost per day includes all of the daily cost of an operator (“O5_Salary 
monthly”, “O5_Social security ratio”, “O5_Bonus ratio”) and the cost of a Team 
Leader (“O5_TL Salary monthly”, “O5_Social security ratio”, “O5_Bonus ratio”). 
The calculation is presented in equation 3.17.  
O5_Operator cost per day = ((O5_Salary monthly * (1 + O5_Social security ratio) * 
O5_Bonus ratio) / Avg working day) * O1_Total # of Operators + ((O5_TL Salary 
monthly * (1 + O5_Social security ratio) * O5_Bonus ratio) /Avg working day) (3.17) 
O5_Other costs2 = (O5_Other costs / (Avg working day')          (3.18) 
Other costs include the man*hour costs and the cost of other support personnel 
during operation. 
O5_Overtime Cost – TL = O3_Overtime Gap – hrs * O5_Overtime cost per hour 
per operator                                                                               (3.19) 
O5_Penalty cost = O3_Backlog * O5_Penalty per data         (3.20) 
O5_Recruitment Cost = O1_Recruitment Rate * O5_Unit Rec Cost                (3.21) 
O5_SW cost = O3_Processed Data * O5_SW cost per data                        (3.22) 
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O5_Unpaid leave cost – minus = ((O5_Salary monthly * (1 + O5_Social security 
ratio)) / 225) * O3_Unpaid Leave-hrs                       (3.23) 
Finally, E5_Depreciated Investment Cost per Da, which is the cost that is 
depreciated during the time horizon, is taken from the execution module.  
Note that, in order to unit consistency (the costs are monthly costs (22 workdays), 
however Powersim calendar has 30 workdays), “Avg working day” converter is 
used in some calculations. 
NEG
O
TIA
TIO
N
Name 
Estimation 
method Value Explanation 
O5_Indemnity per day 
Regulations/S
trategy Salary/12 
Since a monthly cost will be 
paid as indemnity for one year. 
Monthly calculation is "salary 
cost/12". 
O5_Overtime cost per hour 
per operator Regulations 
('O5_Salary 
monthly'*(1+
' 5_Social 
security 
ratio')*1,5)/2
25<<hr>> 
Monthly cost (including social 
payments) is divided by total 
hours (225) and multiplied by 
1.5 (for overtime). 
O5_Salary monthly Constant 750 Gross salary 
O5_TL Salary monthly Constant 1200 Gross salary 
O5_Social security ratio Regulations 0,165 Regulation 
O5_Unit Dismissal Cost Data analysis 1500 
An approximate value is taken 
after conversations with the 
commercial staff. 
O5_Unit Food Cost Constant 8 Unit food cost 
O5_Unit rent cost Constant 180 App. Value 
O5_Unit Transport Cost Constant 130 App. Value 
 
 
Figure 3.21: Parameters in operation cost sub-module. 
“O5_Revenue per day” is calculated by the data processed (O3_Processed Data) 
and the unit price for data (O5_Price per data) as explained in equation 3.24. 
O5_Revenue per day = O5_Price per data * O3_Processed Data        (3.24) 
The whole list of the estimated parameters is presented in Figure 3.21 and the 
decision variables of cost sub-module are stated in Table 3.11.  
The operations cost sub-module is the final sub-module of the operations module. 
In this section, the overall activities; the planning activities, the execution of the 
initial project set-up, the capacity planning, and the operations management along 
with the time and cost management are modeled. The next section validates the 
proposed model with proper techniques from the literature. 
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Table 3.11: Decision Variables in cost sub-module. 
Decision Variables - Determined by 
Top Level Type Unit 
O5_Price per data Cost TL/Data 
O5_SW cost per data Cost TL/Data 
O5_Other costs Cost TL 
O5_Penalty per data Cost TL/Data 
O5_Bonus ratio HR % 
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4. VALIDATION 
Only a validated and reliable model in terms of structure and behavior can provide 
the outputs accurate for the designed scenarios. This is why the developed model 
should be validated for the reliability. Validation of models are widely discussed in 
the literature, however there is not a unique validation process for the model 
validation especially in System Dynamics as stated by Barlas, (1996).  Barlas 
(1996) also mentions that “model validity and validation in any discipline have to 
have semi-formal and subjective components for several reasons often discussed 
in system dynamics literature.” 
For the sake of the validity, it should be highlighted that the data used for validation 
and for the determination of the model parameters are totally different. The data 
used for the determination of the model parameters are based on experts’ 
judgments (For example, the lead time of the equipments, overtime decisions, 
recruitment/dismissal decision loops.) The decision criteria, feedback loops as well 
as the general structure are not solely based on one specific project. As a 
conclusion, the real data used for the validation step is not used for model building 
purposes.  
In this study the validation steps listed in Barlas (1996) and Figure 4.1 is followed 
for the model validation. Barlas (1996) underlines that, this table includes “the most 
typical and general steps for model validation and validity means “adequacy with 
respect to a purpose”, model validation has to have informal, subjective and 
qualitative components.”  
Examples for structural validity and behavioral validity can be seen in Barlas and 
Diker (2000). 
- Direct structure tests: 
“Direct structure tests, can be classified as empirical or theoretical. Empirical 
structure tests involve comparing the model structure with information (quantitative 
or qualitative) obtained directly from the real system being modeled. Theoretical 
structure tests involve comparing the model structure with generalized knowledge 
about the system that exists in the literature.” (Barlas, 1996) 
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(a) Empirical tests: In this study the model is built with the real information 
gathered from the real system. The real equations, the decision criteria and 
whenever possible the real logical values are used in the model. Furthermore, the 
values of the parameters used in the model are also obtained from the real system 
owners. As a conclusion, empirical structure tests are automatically applied during 
model building.  
(b) Theoretical tests: On the other hand, none of the generalized information from 
literature is used during model building since most of the real system data were 
available. However, dimension consistency and direct extreme condition testing 
which are parts of theoretical structure tests are checked during the model 
building. The tool supports for the dimension and unit consistency. When the 
model is run without consistent units, the tool displays error messages. Similarly, 
extreme conditions are checked, detailed extreme conditions are applied in 
structure oriented behavior tests.   
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Figure 4.1: Overall nature and selected tests of formal model validation (Barlas, 
1996, p.189). 
(c) Some implementation methods: It should be noted that the data collection from 
the real system is mainly performed via reviews and inspections as stated within 
“some implementation methods” in the parameter estimation tables stated in each 
module’s section. (For example Table 3.10) 
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- Structure oriented behavior tests: 
This test indirectly assesses the validity by applying certain behavior tests and 
involves simulation. (Barlas, 1996) 
Extreme-condition (indirect) test: This test is applied to the model. The behavior of 
the system is analyzed with the extreme values to the selected parameters. The 
model is validated via this test. The details are explained in Section 4.1.  
Behavior sensitivity test: With this test, the aim is to determine the parameters to 
which the model is sensitive. The validity test applied in section 4.2.2 is an 
example for this test, the model performed a serious deviation when the model is 
run with a fluctuated data pattern. The real system would behave similarly. It is 
possible to increase the number of examples under behavior sensitivity tests.  
Modified behavior prediction test: In this test the aim is to determine the behavior 
of a modified system, it is checked whether the behavior of the modified system is 
similar with the real case. (Barlas, 1996) In the model, the operations module is 
run with the real data alone and in another test the execution and operations are 
run with another real data set. The results were similar as stated in sections 4.1 
and 4.3.  
Phase-relationship test: This test is based on the relationships between pairs of 
variables (Barlas, 1996) in the model. In this study, this test is not applied.  
Turing test: In this test the experts are asked to distinguish the pattern of the 
simulation and the real data (Barlas, 1996). In this model, applying the Turing test 
as suggested was not preferred. However the opinions of the experts are gathered 
in a different way. The results are shared with the experts, the simulation results 
were found more reasonable since the simulation reflects the effects without effect 
of any external inputs. Furthermore, the what-if scenario results were also found 
reasonable and they stated that the real system would behave in that way.  
- Behavior pattern tests: 
Barlas (1996) mentions that, behavior pattern tests do not validate the structure of 
the model. He also mentions, system dynamic models importance on the pattern 
prediction rater than point prediction (Barlas, 1996). 
“There are two fundamentally different types of behavior patterns that call for two 
different types of behavior tests. If the problem involves a transient, highly non-
stationary behavior (such as a truncated S-shaped growth, or a single boom-then-
bust pattern), then it is impossible to apply any standard statistical measure. The 
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problem is of no statistical nature to start with and therefore no general statistical 
tests can be offered in this case. The best approach is to compare graphical/visual 
measures of the most typical behavior-pattern characteristics, such as the 
amplitude of a peak, time between two peaks, minimum value, slope, number of 
inflection points, time to settle, etc. If, on the other hand, the problem involves a 
long term steady-state simulation, then, it is possible to apply certain standard 
statistical measures and tests”.(Barlas, 1996) 
According to the definition made by Barlas (1996), the developed model is an 
example for the “transient / non-stationary” behavior. The developed model’s 
pattern tests are performed in section 0 with the comparison of the real data and 
trends.  
4.1 Extreme Conditions Test 
Before applying extreme conditions, an initial scenario is determined and 
simulated. The values in the initial scenario are reasonable hypothetical values 
which can also be experienced in similar projects.  
The model is run with the values stated in Table 4.1. 
Table 4.1: Initial scenario values. 
Parameter 
Initial 
Situation Parameter 
Initial 
Situation 
T_Unit Price 1,25 O5_Price per data 1,25 
T_Unit SW cost 0,24 O5_SW cost per data 0,24 
T_Man hour cost- exec 13.000 E5_Man-hour cost 13.000 
T_Total Investment_No_Dep  5.500 E5_Total Inv Cost-No Dep 5.500 
T_Total Investment Cost Dep 32.000 E5_Total Inv Cost to be Dep 32.000 
T_Other Costs-op  10.200 O5_Other costs 10.200 
T_Risk Budget 2% O5_Penalty per data 1,25 
T_Data Forecast per Da 1.500 E1_Inital Capacity O2_Capacity Forecast 1.500 
T_Volume per Operator 220 E1_Volume per Exp Operator 220 
T_Bonus ratio 1,2 O5_Bonus ratio 1,2 
T_Turnover rate per da 0,001083 O1_Turnover rate 0,001083 
T_Contract Duration 24   
T_Execution Duration 53   
The results of this initial simulation are presented through Figure 4.2 and Figure 
4.15. 
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Figure 4.2: Top level – Execution duration and contract duration. 
The top level execution duration and contract duration are displayed in Figure 4.2. 
Since these parameters are not affected from other external inputs during the 
simulation duration, these values do not change and keep the starting values of 
528 days (24 months, and each month includes 22 working days) of contract 
duration and 53 days of execution duration.  
01 Oca 01 Tem 01 Oca
2008
200.000
400.000
600.000
800.000
1.000.000
YTL
T_Gross Profit
T_Project Total Cost
T_Total Revenue
Non-commercial use only!
 
Figure 4.3: Top level – Gross profit, project total cost and total revenue. 
The planned revenue, total cost and gross profit is presented in Figure 4.3. Since 
those values are planned values and calculated statically by the top level, they do 
not change during the time horizon. The planned values for revenue, total cost and 
gross profit are 905.625, 737.073 and 168.552 respectively.  
Figure 4.4 displays the initially recruited and trained operators. This initial value is 
calculated in accordance with the starting capacity requirements. The number of 
trained operators reaches up to a certain value whereas the hired operators 
decreases to zero since the hired operators moves to another stock (trained 
operators) whenever their training is completed. 
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Figure 4.4: Base level / execution – Trained operators and hired operators. 
These initially recruited operators are then transferred to the execution phase. 
Therefore any fluctuations are not observed in the figure due the turnover effect or 
capacity adjustments. 
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Figure 4.5: Base level / execution – Operation start control parameter. 
The control parameter which displays the operations start date is presented in … 
for control purposes. The operations start on February 24th after the completion of 
execution duration (53 days – 30 days from Jan and 23 days from February) and 
the parameter takes the value of 1. 
Figure 4.6 displays the completion durations of the work packages in execution 
phase. The total duration is 53 days. The work packages can be completed 
simultaneously, therefore the work package whish has the longest duration (server 
procurement and installation) is on the critical path with 43 days. When the test 
duration of 10 days is summed up with the server procurement and installation 
duration then the total of 53 days is reached. 
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Figure 4.6: Base level / execution – Completion durations of execution work 
packages. 
Figure 4.7 displays the total execution cost occurred during the activities of the 
work packages. This cost also reached to a certain number with the completion of 
hiring, and then does not change since the execution activities ends and 
operations start.   
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Figure 4.7: Base level / execution – Total execution cost. 
In figures, Figure 4.2, Figure 4.3, Figure 4.4, Figure 4.5, Figure 4.6 and Figure 4.7, 
the main parameters and variables of top level and the execution module of base 
level are explained. In many of the extreme conditions tests, major changes are 
not expected in these parameters. In the related sections, the same graphs and 
values are gathered.  
Figures through Figure 4.8 and Figure 4.15 display the critical variables and 
parameters of the operations module of the base level.  
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Figure 4.8: Base level / operations – Trained, experienced and the total number of 
operators.   
Figure 4.8 displays the trained and experienced operators, the total of these two 
kinds of operators are named as the total number of operators. Since, in the base 
situation the data volume is not fluctuating the hiring process solely depends on 
the turnover effect. Therefore, in the figure little fluctuations are observed in 
accordance with the turnover effect. The initial peak is also observed in the figure, 
this is due to the hiring more operators in order to process the whole data with the 
performance of inexperienced operators. With the increase of the experience level, 
the number of required operators decreases.  
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Figure 4.9: Base level / operations – Dismissal and recruitment gap. 
Figure 4.8 and Figure 4.9 are closely related. In accordance with dismissal and 
recruitment gaps, the number of operators is adjusted. The recruitment gap occurs 
due to the turnover as explained in the above paragraph. The dismissal gap is 
occurs in the initial phase, this is due to the capacity adjustment after increasing 
the experience level and the efficiency of the operators.  
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Figure 4.10: Base level / operations – Daily theoretical, required and actual 
capacity. 
In the base scenarios data is not fluctuating, therefore the daily required capacity 
does not change in Figure 4.10.  Due to the turnover impact, the theoretical and 
the actual capacity are also fluctuating. 
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Figure 4.11: Base level / operations – Data inflow, backlog and process data. 
The in-flowed data is processed within the same day and no backlog is observed 
in the initial status as displayed in Figure 4.11.  
Figure 4.12 displays the volumes of processed data with regular capacity and 
overtime capacity. As seen in the figure, whenever the regular capacity decreases 
due to the turnover, the daily required overtime capacity increases in order to 
process the whole in-flowed data and not to have penalty cost. 
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Figure 4.12: Base level / operations – Daily processed data with normal capacity 
and the overtime capacity.  
Figure 4.13states the in-flowed data each day. In the initial status a constant data 
per each day is simulated. 
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Figure 4.13: Base level / operations – Capacity forecast. 
Figure 4.14 displays the daily change of the costs, there is a peak in the total cost 
after the completion of the execution. This peak includes the costs occurred in the 
execution. After this peak, the daily costs consists of the costs occurred due to the 
daily operational activities.  
Figure 4.15 displays the HR cost, the total cost, the revenue and the gross profit of 
the operations. As expected, the cost and the revenue increase during the 
simulation duration. 
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Figure 4.14: Base level / operations – Daily cost changes. 
As a summary, the main effect of the turnover can be observed on the overtime 
related charts, the recruitment gap and dismissal gap charts. In the extreme case 
scenarios, mainly the values of the base level-operations module are evaluated. 
Since the top level is a static level and the execution module’s complexity is very 
low compared to the operations, the effects of the extreme scenarios are observed 
in the operations module. 
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Figure 4.15: Base level / operations – Total revenue, cost, HR cost and gross 
profit.  
- Test of execution duration: 
Execution duration is increased with the test duration. Test duration (E4_Test & 
Acceptance Duration) is set as 18 months (540 simulation days). In that situation, 
the operations should never start and the base level should not get revenue. 
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Figure 4.16: Execution duration test: Top level – Execution duration and contract 
duration.   
In Figure 4.16 and Figure 4.17, the top level values are same with Figure 4.2 and 
Figure 4.3. Because these two figures includes the plan values (top level), and the 
change in the test duration does not have an effect on the plan values. 
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Figure 4.17: Execution duration test: Top level – Gross profit, project total cost 
and total revenue.  
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Figure 4.18: Execution duration test: Base level / execution – Trained operators 
and hired operators. 
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The values of Figure 4.4 and Figure 4.18 are the same, since the increase in the 
execution duration does not have an effect on the initially recruited operators in 
accordance with the initial capacity requirement.  
As Figure 4.19 displays, the execution phase can not be completed due to the 
extremely high test duration and the operation never starts. In this situation, the 
operation on-off parameter always takes the value of “0”. 
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Figure 4.19: Execution duration test: Base level / execution – Operation start 
control parameter. 
Figure 4.20 displays the high test duration and the durations of the other work 
packages. Since these values do not change during the simulation time, straight 
lines are observed as expected. 
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Figure 4.20: Execution duration test: Base level / execution – Completion 
durations of execution work packages. 
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Figure 4.21: Execution duration test: Base level / execution – Total execution cost. 
The total execution cost is stated in Figure 4.21, the initial costs occur and since 
the duration of execution does not have an effect on the investments, the values 
are the same with the initial values (Figure 4.7).   
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Figure 4.22: Execution duration test: Base level / operations – Trained, 
experienced and the total number of operators.   
Operation does not start since the contract is finished before the execution 
completion. Therefore, as seen in Figure 4.22 and Figure 4.23 none of the 
operators are transferred to this module, or recruited in a later stage. It is also 
apparent that the dismissal or recruitment gaps are zero since the operations does 
not start. 
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Figure 4.23: Execution duration test: Base level / operations – Dismissal and 
recruitment gap.    
Since the operation does not start, as displayed Figure 4.24, Figure 4.25 and 
Figure 4.26, no data is processed and regular or overtime capacity are 
unavailable. 
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Figure 4.24: Execution duration test: Base level / operations – Daily theoretical, 
required and actual capacity. 
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Figure 4.25: Execution duration test: Base level / operations – Data inflow, 
backlog and process data.  
 71 
01 Oca 01 Tem 01 Oca
2008
?1,0
?0,5
0,0
0,5
1,0
Data
O3_Data Progressed With Normal Capacity
O3_Daily Additional Overtime Capacity
Non-commercial use only!
 
Figure 4.26: Execution duration test: Base level / operations – Daily processed 
data with normal capacity and the overtime capacity.  
However, some of the costs are observed. These costs are the costs occurred in 
the execution phase and transferred to the operations module due to the 
depreciation period.  
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Figure 4.27: Execution duration test: Base level / operations – Daily cost changes.   
In Figure 4.27 the depreciated costs of execution phase is presented. Due to this 
fixed cost the total costs are continuously increasing as stated in Figure 4.28 and 
since there is no revenue the gross profit is reaching negative values. 
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Figure 4.28: Execution duration test: Base level / operations – Total revenue, cost, 
HR cost and gross profit.  
- Test of average hiring duration: 
Average hiring duration is set as 50 days (in the first version it was 5 days). This 
scenario affects the critical path and the flexibility of the meeting the requirements 
of the expected number of operators.  
In this extreme case scenario top level values did not change, they are the same 
with Figure 4.2 and Figure 4.3; therefore the graphs are not presented. 
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Figure 4.29: Hiring duration test: Base level / execution – Trained operators and 
hired operators. 
In execution phase, as is expected, the duration required for hiring people is 
increasing (Figure 4.29). And the operations start on 12th of March instead of 24th 
of February (see Figure 4.30).  
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Figure 4.30: Hiring duration test: Base level / execution – Operation start control 
parameter. 
As expected, the work package on the critical path changes. In the new situation 
the HR package is on the critical path and increases the total execution duration as 
displayed in Figure 4.31. 
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Figure 4.31: Hiring duration test:  Base level / execution – Completion durations of 
execution work packages. 
Due to the longer hiring duration, it takes longer time to reach the required number 
of operators at the beginning of the customer. This effect is seen in Figure 4.32 in 
terms of operators. 
On the other hand, since the required number of operators is reached in a higher 
duration, a dismissal gap is not observed, instead the recruitment gap is observed 
in Figure 4.33. 
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Figure 4.32: Hiring duration test:  Base level / operations – Trained, experienced 
and the total number of operators.   
The daily theoretical and actual capacity has a parallel trend to the number of 
operators (see Figure 4.32 and Figure 4.34).  
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Figure 4.33: Hiring duration test: Base level / operations – Dismissal and 
recruitment gap.    
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Figure 4.34: Hiring duration test: Base level / operations – Daily theoretical, 
required and actual capacity. 
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Figure 4.32 also displays that in the initial phases of the project, the available 
capacity cannot meet the daily required capacity and this results in high backlog as 
stated in Figure 4.35. 
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Figure 4.35: Hiring duration test: Base level / operations – Data inflow, backlog 
and process data.  
Due to the shortage, the data that should be processed with overtime increases 
(see Figure 4.36). The figure also displays the correlation with the regular capacity 
and the overtime capacity. Whenever the required number of operators is hired, 
then the need for overtime capacity decreases. 
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Figure 4.36: Hiring duration test: Base level / operations – Daily processed data 
with normal capacity and the overtime capacity. 
As a final point, the higher hiring duration results in extremely higher costs. In this 
extreme condition test, penalty costs are observed. Higher backlogs result in 
higher penalty costs (see Figure 4.37). 
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Figure 4.37: Hiring duration test: Base level / operations – Daily cost changes. 
The higher hiring duration which is a quite inflexible environment leads to higher 
costs such as penalty costs and overtime costs and as a result the gross profit can 
not even reach to “0” in such a situation as expected. ( 
Figure 4.38) 
 
Figure 4.38: Hiring duration test: Base level / operations – Total revenue, cost, HR 
cost and gross profit. 
This extreme condition scenario provided the expected results in terms of time, 
capacity, planning and costs. This scenario is applied under non-fluctuating data 
in-flow, the effects would be even worse in a fluctuating environment. 
- A fluctuating demand 
In this scenario, the effect of the fluctuating demand is observed. Since the data is 
fluctuating during the operation period, only the charts representing operation data 
is presented. Since the top level values and the base level execution module 
values are the same with the initial scenario, they are not provided. 
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Figure 4.39: Fluctuating demand test: Base level / operations – Capacity forecast. 
Figure 4.39 displays the data which is fluctuating over the time horizon. Under this 
unstable environment the behavior of the system is observed. 
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Figure 4.40: Fluctuating demand test:  Base level / operations – Trained, 
experienced and the total number of operators.   
A continuous hiring and dismissing activities are expected with the current 
recruitment and dismissal decision model. As displayed in Figure 4.40, the number 
of operators is fluctuating in accordance with the dismissal and recruitment gaps 
as stated in Figure 4.41. 
 78 
01 Oca 01 Tem 01 Oca
2008
0,0
0,5
1,0
1,5
2,0
2,5
3,0
Operators
O2_Dismissal Gap
O1_Recruitment Gap
Non-commercial use only!
 
Figure 4.41: Fluctuating demand test: Base level / operations – Dismissal and 
recruitment gap.    
Capacity related indicators also display a fluctuating structure similar to the 
dismissal, recruitment gap and number of operators. In Figure 4.42, daily required 
capacity is presented, the fluctuation structure of this required capacity is the same 
with the capacity forecast presented in Figure 4.39. Daily theoretical and actual 
capacity has also fluctuating in accordance with the total number of operators.  
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Figure 4.42: Fluctuating demand test: Base level / operations – Daily theoretical, 
required and actual capacity. 
In this unstable environment, since the dismissal decision is made during low data 
flow, the backlogs are observed in the peak times. Whenever the backlog is 
observed, an overtime capacity peak is also observed, since the operators try to 
process the whole data in order not to pay penalty. The backlog and the overtime 
peaks are presented in Figure 4.43.  
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Figure 4.43: Fluctuating demand test: Base level / operations – Data inflow, 
backlog and process data.  
The situation in Figure 4.44 is similar to the situation in Figure 4.43. The backlog 
peaks are observed in Figure 4.44.  
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Figure 4.44: Fluctuating demand test: Base level / operations – Daily processed 
data with normal capacity and the overtime capacity. 
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Figure 4.45: Fluctuating demand test: Base level / operations – Daily cost 
changes.   
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In Figure 4.45, the daily change in some of the cost items is presented. The total 
cost is fluctuation due to the continuously recruitment and dismissal decisions. In 
the figure, the penalty costs fluctuations are also presented.  
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Figure 4.46: Fluctuating demand test: Base level / operations – Total revenue, 
cost, HR cost and gross profit.  
Finally, in Figure 4.46 the total revenue, cost and the gross profit under this 
unstable and fluctuating environment. As expected, the cost of the project is higher 
than the revenue in every phase of the operations, and therefore the gross profit is 
continuously decreasing. As a conclusion, the observed extreme conditions results 
are expected. In other sections the policy of the company in order to handle such 
unstable environments are analyzed. 
- A decreasing demand 
In this scenario the demand is continuously decreasing and reaching to zero in the 
last month. Similar to the previous scenario, only operations statistics are 
presented since the top level values and the execution values are the same with 
the initial scenario. The demand presented in Figure 4.47  is simulated in 
decreasing demand scenario. 
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Figure 4.47: Decreasing demand test: Base level / operations – Capacity forecast. 
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Figure 4.48: Decreasing demand test: Base level / operations – Dismissal and 
recruitment gap.    
In Figure 4.48 and Figure 4.49, the hiring and dismissal decisions are observed.  
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Figure 4.49: Decreasing demand test:  Base level / operations – Trained, 
experienced and the total number of operators.   
In Figure 4.48, it is seen that the first recruitment decision is not a correct decision 
under the decreasing demand environment. The company should consider the 
situation and optimize the decision making strategy under such extreme 
conditions. The operations dynamics are expected, the dismissal and recruitment 
actions are taken as modeled and the effect of this decision is observed in the 
number of total operators in Figure 4.49. 
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Figure 4.50: Decreasing demand test: Base level / operations – Daily theoretical, 
required and actual capacity. 
In Figure 4.50, the available capacity is decreasing in accordance with the 
recruitment and dismissal decisions. As can be seen in the figure, the operation 
adjusts the capacity in a step decreasing format.   
In Figure 4.51, the processed data and the backlog are presented. In the last 
dismissal decision, the available capacity cannot meet the required capacity, 
therefore the backlog is observed. 
01 Oca 01 Tem 01 Oca
2008
0
500
1.000
O3_Processed Data (Data/da)
O3_Backlog (Data)
O3_Data Inflow (Data/da)
Non-commercial use only!  
Figure 4.51: Decreasing demand test: Base level / operations – Data inflow, 
backlog and process data.  
In Figure 4.52, the data processed by overtime is displayed, the operation starts to 
process data with overtime after the dismissal actions. 
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Figure 4.52: Decreasing demand test: Base level / operations – Daily processed 
data with normal capacity and the overtime capacity. 
Finally, Figure 4.53 and Figure 4.54 display the financial structure of this extreme 
scenario. 
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Figure 4.53: Decreasing demand test: Base level / operations – Daily cost 
changes.   
In Figure 4.53, the daily cost changes are observed. The figure displays the cost 
effects of the capacity adjustment decisions. The regarding overtime cost and the 
penalty cost occurs due to the backlog can also be seen in the figure. Figure 4.54 
displays the negative financial situation, in such an environment the revenue is 
continuously decreasing and the costs are increasing due to the capacity 
adjustment actions. In summary, the model presents the expected behavior in a 
continuously decreasing demand environment. 
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Figure 4.54: Decreasing demand test: Base level / operations – Total revenue, 
cost, HR cost and gross profit. 
- An increasing demand 
In this scenario the demand is continuously increasing since the top level values 
and the execution values are the same with the initial scenario. Similar to the 
previous scenario, only the operations statistics are presented.  
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Figure 4.55: Increasing demand test: Base level / operations – Capacity forecast. 
The demand presented in Figure 4.55 is simulated in decreasing demand 
scenario. 
In Figure 4.56 and Figure 4.57 the hiring and dismissal decisions are observed. In 
order to process the data -increasing every day- the operation is continuously 
recruiting operators. These decisions and total number of operators can be seen in 
the figures. 
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Figure 4.56: Increasing demand test:  Base level / operations – Trained, 
experienced and the total number of operators.   
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Figure 4.57: Increasing demand test: Base level / operations – Dismissal and 
recruitment gap.    
In Figure 4.58, the total capacity is displayed. The fluctuations are observed due to 
the continuous increase in the total number of operators. 
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Figure 4.58: Increasing demand test: Base level / operations – Daily theoretical, 
required and actual capacity. 
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In Figure 4.59, it is displayed that the with the proper capacity adjustments the in-
flowed data can be processed daily. The only backlog is observed at the start of 
the operations.  
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Figure 4.59: Increasing demand test: Base level / operations – Data inflow, 
backlog and process data.  
The required capacity is reached with the normal and the overtime capacity in a 
fluctuating trend as displayed in Figure 4.60.  
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Figure 4.60: Increasing demand test: Base level / operations – Daily processed 
data with normal capacity and the overtime capacity. 
In Figure 4.61 the daily cost changes are displayed. The unstable situation due to 
continuously increasing demand leads to increase in costs, on the other hand the 
revenue is increasing as stated in Figure 4.62. 
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Figure 4.61: Increasing demand test: Base level / operations – Daily cost 
changes. 
In summary, as in the other extreme case scenarios the model presents the 
expected behavior in a continuously increasing demand environment. 
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Figure 4.62: Increasing demand test: Base level / operations – Total revenue, 
cost, HR cost and gross profit. 
4.2 Top Level and Base Level Simulation  
4.2.1 Simulation with the same values 
In this section top level instructions will be input for the base level and the two 
levels will run simultaneously. In order to ensure the validity of the integrated 
model (the top level and the base level together), the model is simulated without 
the experience effect. The expected result with the integrated simulation is to end 
up with consistent results of the top level and the base level. Since the base level 
simulates on a daily basis including all of the operational effects, a deviation on the 
cost basis is expected, whereas the revenue deviation is not expected if the same 
inputs are given to the top level and the base level. 
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The below values (Table 4.2) are entered to the model as the top level instructions; 
Table 4.2: Top level instruction values. 
Parameter 
Initial 
Situation Parameter 
Initial 
Situation 
T_Unit Price 1,25 O5_Price per data 1,25 
T_Unit SW cost 0,24 O5_SW cost per data 0,24 
T_Man hour cost- exec 13.000 E5_Man-hour cost 13.000 
T_Total Investment_No_Dep  5.500 E5_Total Inv Cost-No Dep 5.500 
T_Total Investment Cost Dep 42.000 E5_Total Inv Cost to be Dep 42.000 
T_Other Costs-op  10.200 O5_Other costs 10.200 
T_Risk Budget 2% O5_Penalty per data 1,25 
T_Data Forecast per Da 1.500 E1_Inital Capacity O2_Capacity Forecast 1.500 
T_Volume per Operator 190 E1_Volume per Exp Operator 190 
T_Bonus ratio 1,2 O5_Bonus ratio 1,2 
T_Turnover rate per da 0,001083 O1_Turnover rate 0,001083 
T_Contract Duration 24   
T_Execution Duration 53   
According to the results stated in Table 4.3, there is a deviation for the 
sales/revenue value between top level and the base level. Due to the stock flow 
structure of the base level, one time unit’s revenue (1500*1,25=1875 TL) is not 
calculated. When this amount is added to the base level’s revenue the same value 
-890.625- is found which makes the deviation 0%. On the other hand the increase 
in the cost is expected since the base level is not static and includes all dynamics 
and complex structure of the execution and daily operation.     
Table 4.3: Top level and base level results. 
 Level 
Overall 
Values  Deviation 
Sales-Top Level  890.625  
Sales-Base Level 888.750  
0,2% 
Total Cost - Top Level 770.377  
Total Cost - Base Level 769.314 0,1% 
4.2.2 Simulation with fluctuating data volume  
The base level should adapt the daily volume change and also the costs should be 
realized accordingly. In the validation tests of the operations phase the real daily 
data were entered the simulation and the real costs are observed at the end of the 
simulation. With this result the data fluctuation and the related costs are reliable … 
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The top level and the base level are again simulated together with changing the 
data volume (Table 4.4). 
Table 4.4: Changing data volume. 
Parameter 
Instruction 
value 
E1_Inital Capacity 
T_Data Forecast per Da 1636 
O2_Capacity Forecast1 Avg. 1636 
As can be seen from Table 4.5, similar to the previous case there is a little 
deviation on the revenue values. If you add the stock value effect which is 2045 
(1635*1,25), then you can reach the value of 696.330. On the other hand, as 
expected there is a difference on the cost values.  
Table 4.5: Results of top level and base level with fluctuating volume. 
 Level 
Overall 
Values  Deviation 
Sales-Top Level  971.375  
Sales-Base Level 969.021  0,2% 
Total Cost - Top Level 812.717  
Total Cost - Base Level 910.297 
-12,0% 
According to the results of the integrated simulation of base level and the top level, 
base level is more capable of reflecting the real structure of the business case, 
therefore after building the high level model, the results of the base level should 
also be taken into consideration before the preparation of the proposal. 
In this section, the proposed model is validated through direct structure tests, 
structure oriented tests, behavior pattern tests. Therefore, the consistency of the 
modules modeled by system dynamics is presented with the top level and the base 
level simulation results. The next section, explains the probable negotiation 
methods that are manually integrated to the whole system along with the literature 
surveys.   
4.3 Comparison of the Real Data and the Simulation Results 
In this study, the planning and the operations structure of one kind of projects of an 
IT company is modeled. This IT Company is providing services on a global basis. 
IT outsourcing projects of this company are one of the critical services listed in 
                                                 
1
 In the second simulation the values stated in appendix C are entered. 
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their portfolio. Some of the IT outsourcing services is data processing, data center 
hosting and monitoring and NW monitoring services. Such outsourcing projects 
have complex structures due to the flexible and continuously changing IT 
environment and long term characteristics. Especially, data processing projects is 
becoming a challenge for the management and project managers since they are 
affected from too many internal and external effects. 
The data processing services that can be accepted as one of the IT outsourcing 
projects are the scope of this study. The decision loops and the characteristics of 
this kind of projects are modeled according to the local organizations’ structure.  
This section presents the real case applications of different projects in order to 
validate the model and to present the probable actions that could be taken under 
different scenarios and environments. 
4.3.1 Base level case studies / Operations module  
In the operations module, the real case validation, the real data of a project is 
simulated. The five months of this project is especially selected since the project 
has been negatively affected as a result of some decisions and changes. In the 
next step, a what-if scenario is simulated in order to determine a better decision 
which could prevent the project from the changes.  
The data from the five months period of the real case is first analyzed and the 
following steps are applied for the simulation preparation; 
The real case values are investigated whether other operations’ revenues and 
costs are also included or not. It has been identified that, some other small 
operations’ costs and revenues are included. Therefore, these values are removed 
in order to better observe the simulation results. 
In some cases, the revenue of a month might shift to the next month, or only a 
portion of the revenue shifts due to some commercial reasons. Those effects are 
also investigated and corrected.  
The real case values are investigated, some items are summed in order to be in 
line with built model (man*hour cost and dedicated personnel costs are collected 
under the headline of “Other Costs”.). 
Powersim calendar and the real case calendar are checked. Real situations 
parameters are converted accordingly to the Powersim’s calendar.  
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For example, in the real case, the cost of rent is determined monthly (which is 
approximately 22 workdays). These costs are normalized according to 30 
workdays. 
Five-months period is converted as 110 work days according to the Powersim 
calendar. The data values are entered into the dataset based on this calendar. 
Table 4.6: Real data and simulation results. 
 Level 
Overall 
Values  
Sales-Real  251.671  
Sales-Simulation 258.708  
Gross Profit-Real 42.608  
Gross Profit-Simulation 40.738  
Gross Margin (%) – Real 16,93% 
Gross Margin (%) – Simulation 15,75% 
Total Cost – Real 209.063  
Total Cost – Simulation 217.970 
After the completion of those steps the values of the real operation are entered to 
the model. The values are presented in Table 4.6.  
 
Figure 4.63: The deviation in the sales amount. 
Sales deviation occurs due to three main reasons. The first reason is the nature of 
stock-flow structure. Delay occurs between levels and this delay results in revenue 
decrease for an amount of 4.102 TL. Secondly, a special penalty is observed in the 
real case with an amount of 2.652 TL, and finally the invoiced data amount and the 
processed data amount are different in the real case. This is due to the customer 
specific reasons and the amount of this effect is 8.489 TL. With those effects, the 
value of real case can be calculated as follows; 
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670.25184892652102.4708.258 =−−+              (6.1) 
These deviation amounts and the comparison of the real sales value, simulation 
sales value and the corrections are also presented in Figure 4.63. 
The cost deviation (Figure 4.64) occurs due to the unidentified cost of the real life 
observed in the last month and probable cost shifts among the months. In the real 
data some notes like, “last months transport cost is added” and etc. are observed. 
 
Figure 4.64: The deviation in the cost amount. 
On the other hand the recruitment and dismissal loops, which are quite critical for 
the model are checked during the validation and found rational. 
Table 4.7: Real data and simulation results – 5 months period. 
 Definition M1 M2 M3 M4 M5 
Sales-Real  47.547  53.219  50.909  49.616  50.381  
Sales-Simulation 43.224  52.961  51.154  53.078  58.291  
Gross Profit-Real 12.577  12.781  10.517  7.612  -879  
Gross Profit-Simulation 9.523  10.339  6.375  7.137  7.364  
Gross Margin (%) - Real 26,45% 24,02% 20,66% 15,34% -1,75% 
Gross Margin (%) - Simulation 22,03% 19,52% 12,46% 13,45% 12,63% 
Total Cost - Real 34.970  40.437  40.393  42.004  51.260  
Total Cost - Simulation 33.701 42.622 44.779 45.942 50.927 
Monthly results and the simulation results are given in Table 4.7. Due to the 
reason which is stated above (cost shifts among the months); the results are not 
much in parallel with the real case. However, in this case after the second month a 
change is raised and due to this change the data per operator dramatically 
changes and simultaneously an increase in the data volume is also observed. 
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Naturally, as revealed in the simulation results due to these affects a smooth 
decrease is expected. The real case values’ trend does not seem so rational; 
therefore this trend is also an indicator for the cost shift among the months. 
4.3.1.1 Operations what-if scenario 
The change in the price is considered against the decrease in the data per 
operator as a “what if scenario”. Below table (Table 4.8) displays the change in the 
data per operator after the change is raised. 
Table 4.8: What-if scenario values. 
Definition 
Data per Trained 
Operator 
Data per 
Experienced 
Operator 
First 44 days (2 months) 150 213 
Last 3 months 137 164 
Decrease % 9% 23% 
After this input, the HR cost percentage within the total cost is analyzed. For this 
analysis the HR cost is calculated with the proper cost items (Indemnity, 
recruitment, food, transport, rent and salary costs). The HR cost percentage is 
determined as 47% (Table 4.9) as the result of this study. 
Table 4.9: HR cost and percentage 
Total Cost HR Cost 
HR Cost 
Percentage 
217.970 101.765 47% 
As a next step the increase in the price is calculated with the 47% and the 23% 
values. For the scenario, an increase of 10,7% (Table 4.10) is applied to the 
model. 
Table 4.10: Price increase. 
Definition Value 
Price increase 10,7% 
New price per data 0,9610 
After the simulation run, the results given in Table 4.11 are obtained. In the gray 
row, the smooth gross margin values can be observed. Through such an analysis 
the correct increase in the price could be calculated. 
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Table 4.11: What-if scenario, real data and simulation results – 5 months period. 
 Definition M1 M2 M3 M4 M5 
Sales-Real  47.547  53.219  50.909  49.616  50.381  
Sales-Simulation 43.224  52.961  51.154  53.078  58.291  
Sales- What-if 43.224  52.961  56.139  58.779  64.551  
Gross Profit-Real 12.577  12.781  10.517  7.612  -879  
Gross Profit-Simulation 9.523  10.339  6.375  7.137  7.364  
Gross Profit- What-if 9.523  10.339  11.360  12.837  13.625  
Gross Margin (%) – Real 26,45% 24,02% 20,66% 15,34% -1,75% 
Gross Margin (%) - Simulation 22,03% 19,52% 12,46% 13,45% 12,63% 
Gross Margin (%) – What-if 22,03% 19,52% 20,24% 21,84% 21,11% 
Total Cost – Real 34.970  40.437  40.393  42.004  51.260  
Total Cost – Simulation 33.701 42.622 44.779 45.942 50.927 
Total Cost – What-if 33.701 42.622 44.779 45.942 50.927 
The smooth values are more apparent in Figure 4.64. The total gross profit amount 
at the end of five months is close to each other. However, it is seen that the real 
system values are higher in the four months, whereas it dramatically decreases in 
the final month. This means, the real system cost calculations are not affected right 
after the change is implemented, which is the real system responses to the 
changes with a time delay. This delay could negatively affect the decisions of the 
decision makers.  
The green line in the figure displays the what-if scenario, if the decision makers 
would have adjusted the price right after the implementation of the customer 
change. It is clearly seen that, in this scenario it could be possible to protect the 
gross profit amount even after the customer change.  
 
Figure 4.65: Real vs. simulation gross profit amount. 
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4.3.2 Base level case studies / Execution and operations module  
In this section, another project’s real data is simulated in the base level (including 
execution and the operations).  
The related values for the activation phase and operations phase are determined 
and entered to the model. Approximately, 6 months period is simulated including 
the activation period. 
Table 4.12: Top level real data and simulation results. 
 Definition 
Overall 
Values  Deviation 
Sales-Real  73.022  
Sales-Simulation 70.772  3,1% 
Total Cost – Real 88.549  
Total Cost – Simulation 89.626 
-1,2% 
The initial results are displayed in Table 4.12. The stock-flow structure leads to the 
deviation in the sales value. This structure leads to a delay –decrease– f 2.709 TL. 
A deviation of -0,6% is calculated with considering this effect (Table 4.13).  
Table 4.13: Top level real data and simulation results – reviewed. 
 Definition 
Overall 
Values  Deviation 
Sales-Real  73.022  
Sales-Simulation 73.481  -0,6% 
Total Cost – Real 88.549  
Total Cost – Simulation 89.626 
-1,2% 
Further, HR related costs of the simulation are compared with the actual values. 
Since these costs are complicated and they consists of many loops in the model, 
the consistency of these this cost item is another proof for the model validity. The 
deviation value for the HR costs is 0,3%, which might be negligible for the model 
(Table 4.14). 
Table 4.14: HR cost deviation. 
 Definition 
Overall 
Values  Deviation 
HR Cost – Real 38.298  
HR Cost – Simulation 38.193 
0,3% 
Finally, the numbers of employee, the recruited and dismissed staff values are 
controlled and are found totally consistent with the actual values.    
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4.3.2.1 Top level and base level comparison    
Top level's model and the actual situation (base level) are summarized in Table 
4.15. The detailed information for the top level values is presented in 4.3.3. 
In the below given table, it is seen that the top level’s model is quite different than 
the base level’s values. As stated in the previous sections, the aim of this study is 
to provide a reliable model (a distributed decision making model including 
feedback loops and negotiation phase) and list of actions in order not to have such 
deviations. Sales amount deviation is 55% which is 87.628 (158.400-70.772) and 
the cost deviation is 44% which is 70.416 (160.042-89.626). 
Table 4.15: Top level and base level results. 
 Definition 
Overall 
Values  
Sales – Top Level  158.400  
Sales – Base Level 70.772  
Total Cost – Top Level 160.042  
Total Cost – Base Level  89.626 
For this case, the main reasons which lead to this quite big deviation are examined 
in order to determine proper what-if scenarios. The main three reasons are as 
follows: 
- Revenue (expected data) and the efficiency gap; the top level had 
assumed much more data volume with the proper efficiency. The more 
data volume leads to higher revenue. But in the actual case, the expected 
volumes are not realized. Despite this situation, the whole capacity planned 
for more volume was assigned to the project due to the back-up 
procedures and the contract.  
- The duration of the activation phase (a shorter activation was planned; 
therefore the number of operative days decreases.) leads to the shortage in 
the revenue.  
- The calculated investment and the project team costs were not realized. 
This is mainly due to the missing cost assignments of the project. 
4.3.2.2 Execution and operations what-if scenario I   
In the first what-if scenario, the first reason for the difference is handled. The first 
reason is the expectation of higher data volume in the top level. In the what-if 
scenario, the data per operator is increased therefore the regarding initial capacity 
and the processed data amount is increasing as stated in Table 4.16. 
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Table 4.16: Execution and operations what-if scenario parameters. 
Definition 
Original 
Model 
What-if 
Scenario I 
Data processed 40.568 
Initial capacity 500 
75.000 
1.000 
Volume/exp operator - App. first two months 83 167 
Volume/trained operator – App. First two months 83 167 
Volume/exp operator – Remaining time period 125 167 
Volume/trained operator – Remaining time period 125 167 
The results of this scenario are provided in Table 4.17. In this scenario, the aim is 
not to matching the top-level values and the base-level values. But from the below 
table the decrease in the deviation is observed. The sales amount deviation is 
decreased to 17% (27.000) and the cost deviation is decreased to 40% (63.551). 
Table 4.17: Execution and operations what-if scenario results. 
 Definition 
Overall 
Values  
Sales – Top Level  158.400  
Sales – Base Level 131.400  
Total Cost – Top Level 160.042  
Total Cost – Base Level  96.491 
4.3.2.3 Execution and operations what-if scenario II   
In the second what-if scenario (see Table 4.18), the third reason, which is the 
missing assignments of the project team costs, is analyzed. The second effect -the 
activation duration- is not considered in the scenario, since this seems as an 
unrealistic situation due to the critical path. Therefore, it is continued with the third 
item, which mentions the realized lower depreciation and project team costs. 
Table 4.18: Execution and operations what-if scenario II parameters. 
Definition 
Original 
Model 
What-if 
Scenario I 
What-if 
Scenario II 
Data processed 40.568 75.000 75.000 
Initial capacity 500 1.000 1.000 
Volume/exp operator - App. first two months 83 167 167 
Volume/trained operator – App. first two 
months 83 167 167 
Volume/exp operator – Remaining time period 125 167 167 
Volume/trained operator – Remaining time 
period 125 167 167 
Activation depreciated cost 1.703 1.703 12.157 
Activation non-depreciated cost 15.112 15.112 48.263 
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With the results of the second scenario (Table 4.19), a decreased deviation of 8% 
(12.698) in the cost amount is observed. This point might be the optimum point 
between the top level and the base level. However, the negotiation point is 
analyzed with a separate negotiation module. 
Table 4.19: Execution and operations what-if scenario II results. 
 Definition 
Overall 
Values  
Sales – Top Level  158.400  
Sales – Base Level 131.400  
Total Cost – Top Level 160.042  
Total Cost – Base Level  147.344 
The real data has 128 working days, when the total execution days are subtracted 
(53 days) then 75 operative days are found in this real case simulation. The 
operative days mean the working days during which the data is processed and the 
invoice is issued. According to these results, after 75 operative days the breakeven 
point cannot be observed since the cost is higher than the revenue. Usually such 
outsourcing contracts are signed at least for two years' period. In those projects, 
the breakeven point and the average profit values should be observed. 
4.3.2.4 Execution and operations what-if scenario III   
In this scenario, the conclusion of the scenario II is considered. A two-year contract 
conditions are simulated in order to determine the break even point. The model is 
simulated for two years’ period. For such setting the Powersim’s calendar related 
adjustments are performed (Table 4.20).  
Table 4.20: Execution and operations what-if scenario III – time based parameters 
for two years. 
 Definition Values  
Workdays in two years project (app.) 528 
Activation duration 53 
Operative days in two years 475 
Additional operative days in the model 400 
With the proper setting, the values stated in the Table 4.21 are entered to the 
model. 
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Table 4.21: Execution and operations what-if scenario III parameters. 
Definition 
Original 
Model 
What-if 
Scenario 
I 
What-if 
Scenario 
II 
What-if 
Scenario 
III 
Data processed 40.568 75.000 75.000 475.000 
Initial capacity 500 1.000 1.000 1.000 
Volume/exp operator - App. first two 
months 83 167 167 167 
Volume/trained operator - App. first 
two months 83 167 167 167 
Volume/exp operator - Remaining 
time period 125 167 167 167 
Volume/trained operator – 
Remaining time period 125 167 167 167 
Activation depreciated cost 1.703 1.703 12.157 12.157 
Activation non-depreciated cost 15.112 15.112 48.263 48.263 
Depreciation duration 75 75 75 475 
Project end date 08.05.08 08.05.08 08.05.08 17.06.09 
According to the results (see Table 4.22), with the optimum model, under the 
conditions of the simulation, this project will be closed with an overall gross profit 
margin of 35,6%, and the project’s break-even point will be observed on the 74th 
day of the operation. 
Table 4.22: Execution and operations what-if scenario III results. 
 Definition Overall Values  
Sales-Simulation 849.600  
Total Cost - Simulation 546.771 
Gross Profit 302.829 
Gross Margin 35,6% 
Break-even Point – Day 74th day of the operation 
Break-even Point – Mo After 3,4 months 
4.3.3 Top level case study 
In the top level validation, the top level values of the project simulated in 4.3.2 is 
simulated. The same 4 months period is analyzed.  
Similar preparation steps explained in the operations module simulation are 
applied. Additionally, the action of distributing “the execution” and “the operation 
phase” is performed. This distribution was mandatory since the execution cost and 
the first two months’ operation plan costs were summed together due to the fiscal 
year related restrictions.   
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Since top level is a static module and contains the calculation of the project 
commercial model, only the overall result can be compared. In the Table 4.23, 
there is not a deviation in the sales calculation as can be seen from the above 
table. 
Table 4.23: Top level real data and simulation results. 
 Definition 
Overall 
Values  Deviation 
Sales-Real  158.400  
Sales-Simulation 158.400  0,0% 
Total Cost – Real 162.753  
Total Cost – Simulation 160.042 
1,7% 
However, there seems to be a deviation in the cost calculation. The main reason 
behind this deviation is the presence of additional recruitment cost in the model. 
The recruitment cost -which is 1.728 TL- of three more operators, was included 
within the model. With this effect the deviation decreases to the 0,6%. Also some 
unit cost inconsistency is observed in the real case. Therefore, the results 
gathered validate the top level part of the model. 
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5. NEGOTIATION MODULE  
The main purpose of the negotiation module is to ensure that both the top level 
and the base level negotiate on the values of the parameters and the resulting 
gross profit amount.  
In this study, two different negotiation processes are proposed. In the first method, 
an offer counteroffer based protocol is developed. In this method, the base level 
directly gives feedbacks to the top level. The base level gives feedback for one 
parameter at each step. Therefore, the levels try to agree on a gross profit amount 
by proposing new values for parameters one by one. 
In the second method, a genetic algorithm based process is proposed in order to 
see the impact of changes of all the parameter values simultaneously. For this 
purpose, as a by-product of the thesis, a very basic genetic algorithm is applied. In 
this process, the levels do not give feedbacks directly; instead a moderator 
facilitates the negotiation by enhancing the limits of the constraints from the 
perspective of each level.   
In both methods, the negotiation module is one of the distributed modules of the 
model which is manually integrated to the whole system.  
5.1 Offer and counteroffer-based negotiation protocol 
5.1.1 Literature Survey  
In order to build a proper model for the negotiation of the base level and the top 
level, first the general concepts and approaches are summarized. First the 
negotiation term is explained along with the main characteristics of the different 
approaches, subsequently some examples for different negotiation protocols and 
models are presented and finally the proposed negotiation method is introduced 
with the underlying reasons. 
“Negotiation processes are often characterized by conflicts of interest and a non-
cooperation, the existence of various sources of information and rules, proper to 
each negotiator (that one is not willing to divulge or share), a mutual lack of 
confidence, a doubt about the sincerity and the good will of the other actors, and 
finally, exchanges of the 'bargaining' type.” (Espinasse et al., 1997) 
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“Negotiation is the process of joint decision making. It is communication, direct or 
tacit, between individuals who are trying to forge an agreement for mutual benefit. 
(Young, 1991) 
Game Theoretic Models of Negotiation applies to any situation in which the 
outcome of one person’s actions or decisions depends, in a definite way, on the 
actions or decision of others. (Young, 1991) 
Young (1991) also addresses The Offer-Counteroffer model of the negotiation as a 
type of Game Theoretic Model of Negotiation. In the offer-counteroffer model, 
offers and counteroffers alternate between the two parties until one of them 
accepts and the game ends.” (Young, 1991) 
Reaidy et al. (2006) compare negotiation protocols in dynamic agent based 
manufacturing systems. They use negotiation for selecting next task which will be 
assigned to a resource. In the research, they define negotiation protocol as a set of 
rules to organize negotiation, communication, conversation sequence and decision 
making between agents. They have developed five negotiation protocols for the 
decision making; (1)“Consensual decision making” protocol, (2)“Game Theory” 
protocol, (3)“Centralized” protocol, (4)“Shortest expected completion time” protocol 
and (5)“Currency” protocol. They also conclude with the probable extensions for 
the protocols for the future (i.e., cost and priority.) 
In their research Murtoaro and Kujala (2007) provide the application of the 
negotiation analytic approach for the negotiations and the renegotiations between 
client and contractors in the projects. “The negotiation analytic approach provides 
a systematic, logically consistent, and theoretically well-founded approach to the 
study of negotiations. The theoretical orientation of the approach draws from three 
principal fields of study, namely game theory (GT), decision analysis (DA) and 
behavioral decision theory (BDT), all of which essentially rest on the ideal of 
rational decision making.” (Murtoaro and Kujala, 2007) 
“Game theory proceeds by applying standard utility axioms to abstract the interests 
of the parties into utility functions. An expected utility criterion is used to rank 
alternative courses of action. Full descriptions of the courses of action that can be 
taken by each party are encapsulated into “strategies.” Rigorous analysis of the 
interaction of the strategies leads to search for “equilibria” or complete campaigns 
of action such that each party, given the choices of the other parties, has no 
incentive to change its plans.” (Murtoaro et al., 2005) 
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“Decision analysis proceeds by structuring and sequencing the party’s choices and 
chance events, then separating and subjectively assessing probabilities and 
values, as well as risk and time preferences. An expected utility criterion is again 
used to aggregate these elements in ranking possible courses of action to 
determine optimal choice.” (Murtoaro et al., 2005) 
“Behavioral decision analysis gives good descriptions of how the other parties 
might actually behave, and also informs the parties of decision-making fallacies 
that they are susceptible to.” (Murtoaro et al., 2005) 
Kim and Kim (1997)’s explanation regarding game theory and decision theory; 
supports the above applications in general. “Game theory can be contrasted to 
decision theory. In decision theory, a decision maker is assumed to make his 
decision without considering the reactions of others to his decision, while in game 
theory, players change their decisions in response to other players’ actions.” (Kim 
and Kim, 1997) 
Many other researches propose alternative methods for negotiation. Some 
examples are presented as follows; Ehtamo et al. (2001), presents their study on 
multi-party negotiations. The method is intended to be used as a mediator's tool for 
step-by-step creation of joint gains in order to reach a Pareto-optimal agreement. 
(Ehtamo et al, 2001). Kitti and Ehtamo (2007) present constraint proposal method 
for two party negotiations. The two-level hierarchical hyper game model proposed 
by Toyota and Kijima (2005) investigates the characters in hierarchical negotiation.  
Schneeweis (2003) proposes an offer-counteroffer model for the entire hierarchical 
process as presented in Figure 5.1. The figure is an adopted/summary version of 
the drawing. 
The developed model includes top level model and the base level models. Despite 
the structure of these models are quite different, some inputs are directly provided 
by the top level. In fact, both levels are trying to maximize the gross profit under 
different constraints and with some different parameters. Therefore, they do not 
have separate set of strategies which they would like to prefer based on the 
decision of the other party. Each level simulates its own model and they do not 
consider the probabilities of the states of the other level. This is the main reason 
for not applying a pure game theoretic model for the negotiation phase of the 
developed model. Murtoaro and Kujala (2007), Murtoaro et al. (2005) and Kim and 
Kim (1997)’s explanations support this side. 
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Figure 5.1: Adopted from the entire hierarchical negotiation process of 
Schneeweiss (2003). 
Additionally, both levels have specific behavioral intentions. For example, base 
level mainly considers the experience values, not the decisions of the top level. 
The top level mainly considers the contract clauses. Beside these, both levels are 
willing to negotiate on a value based on rational facts, in order to not to have long 
negotiation period. Considering these characteristics, a protocol based on offer 
and counteroffer method is developed and implemented as the negotiation module 
of the model.  
5.1.2 Offer and counteroffer-based negotiation protocol – High Level 
In this module, the different parties namely the top level and the base level try to 
negotiate on the gross profit amount of the project. Since the negotiation process 
is handled within the different departments of the company, this protocol also 
serves to the purpose of determining the optimum value. Despite both levels have 
different models, at the end of the process they both serve to the benefits of the 
company. They both concentrate on the gross profit; therefore using the word 
“optimization” makes sense under these conditions.   
Figure 5.2 presents the proposed algorithm with the general rules. The structure of 
this module is different than the structure of the remaining modules since it is not 
modeled by Powersim. This module could not be modeled as a part of dynamic 
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model due to the technical limitations and the complexity of the module. In every 
step, top level and the base level have to run several simulations and the results 
are not automatically saved as an input of the negotiation module. So, the values 
in each step are calculated manually with the outputs of the base level and the top 
level (top level and base level values are the results of the Powersim model 
simulations).   
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Figure 5.2: Offer and counteroffer based negotiation Protocol– High Level. 
In the developed model, the main four parameters are under discussed during 
negotiation phase. The base level has experienced the values of these parameters 
during the previous projects, therefore base level insists on having the experience 
values rather than the proposed model by the top level. 
It is possible to increase the number of parameters which are affected from the 
experience values. These four parameters are selected since they have a high 
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impact on the performance of the project, and these parameters present different 
dimensions of the project, in terms of cost, quality (efficiency), HR and duration.  
The parameters are stated below; 
Total investment cost to be depreciated – P1 
Volume per experienced operator – P2  
Turnover ratio – P3 
Activation duration (total duration that the project phase be completed) – P4  
The total investment cost presents the direct cost effect, volume per operator 
presents the effect of efficiency, the turnover effect presents the effect of HR 
metrics and finally activation duration presents the effect of duration to the 
profitability of the projects. 
Using the offer and counteroffer-based negotiation protocol, the top level and the 
base level will try to negotiate on the optimum values of these parameters while 
maximizing the objective functions of their own level. 
Figure 5.3 presents the summary of the proposed protocol. The negotiation starts 
with the top level’s instruction with the initial values. The base level accepts the 
instruction or prepares a reaction value according to the solution with the base 
level’s model. Then, the top level accepts the reaction value or proposes another 
instruction to the base level. This loop continues, until one of the levels accepts the 
proposed solution. The details for the protocol are provided in the next section.   
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Figure 5.3: Offer and counteroffer based negotiation Protocol– Summary. 
5.1.3 Offer and Counteroffer-based Negotiation protocol  
Offer and counteroffer-based negotiation protocol starts with the instruction of the 
top level. The base level accepts the offer or rejects the offer and prepares a 
reaction (a counteroffer) and gives to the top level. This loop continues until the 
differences of the gross profits calculated by the both parties’ decreases to a 
certain amount. This threshold is represented by β value. In the case study the β 
value is determined as 5 %. 
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The details of the protocol are explained in the following paragraphs. 
 
  
 
 
 
 
 
 
 
 
 
 
Figure 5.4: Offer and counteroffer based negotiation Protocol (part I). 
In Figure 5.4, the negotiation protocol starts with the preparation of an instruction, 
in that point Top Level builds the instruction k and gives the instruction to the base 
level. 
In the next step (see Figure 5.5), the base level evaluates the instruction. If k is 
equal to 1, then the base level compares the instruction with the experience 
values. If k is not equal to 1, then the base level compares the instruction with the 
reaction values of the k-1th step. At the end of the comparison, if delta is less than 
β value, the base level accepts the instruction and agrees with the proposed gross 
profit amount. If delta is greater than β value than the base level rejects the 
instruction.  
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Figure 5.5: Offer and counteroffer based negotiation Protocol (part II). 
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Figure 5.6: Offer and counteroffer based negotiation Protocol (part III). 
If the base level rejects the instruction, then it begins to prepare the reaction value 
as a counter offer to the top level. Figure 5.6 explains the reaction preparation 
steps. First, the base level simulates its own model with each parameter proposed 
in the instruction value and determines the regarding gross profit values. In the 
next step, the base level compares the gross profit values and calculates the delta 
values (delta from the gross profit proposed by the instruction). Finally, the base 
level chooses the parameter which results in the smallest delta values and builds 
the reaction value with proposing a α% improvement on the parameter. In this 
protocol, the alpha value is determined as a constant value, which is each level is 
willing to improve the parameter which has the highest contribution by alpha %. In 
Section 6, a probabilistic version of the protocol, which determines the alpha value 
with a uniform probability distribution, is addressed. 
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Figure 5.7: Offer and counteroffer based negotiation Protocol (Part IV). 
In the next step as explained by Figure 5.7, the base level sends the reaction value 
(as a counteroffer) and the top level compares this proposed value with the gross 
profit of the kth instruction.  At the end of the comparison, if the delta is less than β 
value the top level accepts the reaction and agrees with the proposed gross profit 
amount. If the delta is greater than β value than the top level rejects the instruction 
and moves to the k+1th step. 
In Figure 5.8, similar to Figure 5.6, the top level prepares k+1th instruction through 
one by one evaluation of each parameter. Finally, the top level builds the 
instruction and after this step the loop continues with the steps explained in Figure 
5.4. 
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Figure 5.8: Offer and counteroffer based negotiation Protocol (part V). 
In Section 6 (Real Case Applications and Scenario Analysis Section) an example 
for the offer and counteroffer based negotiation protocol is presented. This protocol 
has a deterministic character, as an alternative a probabilistic version is also 
analyzed and an example is provided in the same section. In the probabilistic offer 
A 
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and counteroffer based negotiation protocol, the alpha value is determined with a 
uniform probability distribution. 
The next section addresses the alternative method for the negotiation module. This 
alternative genetic algorithm-based negotiation protocol is analyzed in order to see 
the impact of changes of all the parameter values simultaneously.  
5.2 Genetic algorithm-based negotiation process 
5.2.1 Optimization in System Dynamics 
In the negotiation module, two levels try to negotiate on the parameters. In the 
offer and counteroffer-based negotiation protocol (section 5.1), the parties try to 
agree on the parameters and the gross profit. They try to close the gap by 
improving the parameter which has the highest contribution to the negotiation in 
each step.  
As another approach for this negotiation module, this process is considered as an 
optimization problem and alternative approach is developed in this section. 
In the negotiation module, the top and the base levels are simulating their own 
non-linear and complex modules under different assumptions and scenarios, in 
order to negotiate on the gross profit amount. Both levels have specific limitations 
for the parameters; top level evaluates the information externally in order to build a 
sales model whereas the base level evaluates the past experiences in order to 
validate the model prepared by the top level. Considering the own limitations and 
the non-linear models the applications in the system dynamics literature are 
analyzed.  
Duggan (2008) highlights that optimization has an important role in system 
dynamics in order to identify the best range of parameter values for the policies. In 
his study, Duggan (2008) is proposing a genetic algorithm based approach in order 
to discover the best strategy for a given problem. He is applying the proposed 
approach to the beer game with four interacting agents. In the structure the sets of 
parameters are passed through the optimizer and the results are returned (See 
Figure 5-9). Then the optimizer checks the suitability and this process continues 
until the solution converges to an optimal solution. 
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Figure 5.9: The optimization process in system dynamics (Duggan, 2008). 
Duggan (2008) uses a purpose built genetic algorithm and simulation software for 
this system. 
5.2.2 Genetic algorithm and the basic properties 
Before explaining the implementation of genetic algorithm based optimization 
process for the negotiation module; the definition and the basic properties of 
genetic algorithm are presented. 
Genetic algorithms are search algorithms based on the mechanics of natural 
selection and natural genetics. They combine the survival of the fittest among 
string structures with a structured yet randomized information exchange to form a 
search algorithm with some of the innovative flair of human search. In every 
generation, a new set of artificial creatures (strings) is created using bits and 
pieces of the fittest of the old; an occasional new part is tried for good measure. 
While randomized, genetic algorithms are no simple random walk. They efficiently 
exploit historical information to speculate on new search points with expected 
improved performance. (Goldberg, 1989) 
As Michalewichz (1996) states Genetic Algorithms are one of the techniques used 
for searching larger spaces for the potential and optimum solutions. They are 
stochastic algorithms whose search methods model some natural phenomena: 
genetic inheritance and Darwinian strife for survival. 
Genetic algorithms have the following properties in common (Mitchell, 1998); 
- Populations of chromosomes 
- Selection according to the fitness 
- Crossover to produce new offspring 
- Random mutation of new offspring 
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A simple genetic algorithm can be summarized as follows based on Duggan’s 
(2008) definitions; 
- Start with a randomly generated population 
- Continue iteration until the defined number of generations reached 
- Calculate the fitness of each chromosome 
- Select the fittest solutions for applying genetic algorithm operators 
o Apply Genetic Algorithms operators (crossover, mutation) 
- Continue with the new population as a result of genetic algorithm operators 
5.2.3 Application of genetic algorithms basics to the negotiation module 
In the negotiation module, the interacting agents are the top level which prepares 
the plans and the base level which executes the plans. These two agents try to 
negotiate on a gross profit amount. The top level and the base level have different 
optimization models and specific limits for the constraints. 
In order to apply the genetic algorithm-based process and to make comparisons, 
the system dynamics model is updated. The updated model is capable of 
calculating the base model and the top level simultaneously. 
In the proposed genetic algorithm-based negotiation process, a moderator 
communicates with both levels in order to identify the limits of the constraints. With 
the support of the moderator, the genetic algorithm-based process is manually 
applied to the overall model.  
The steps of the proposed process are as follows; 
- Determine the parameter set. 
- Determine the limits of each parameter with the support of the moderator.  
- Start with a randomly generated population with the support of moderator.  
- Continue iteration until the third generation is reached.  
- Calculate the gross profit difference of each chromosome. This gross profit 
value is evaluated as the fitness of each chromosome. 
- Apply crossover and mutation to the chromosomes. 
- Continue with the new population as a result of genetic algorithm operators. 
Compared to the offer and counteroffer-based negotiation protocol, the genetic 
algorithm has following main advantages; 
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- It allows for the optimization of multi parameters 
- Since a moderator is assigned, the limits of both levels are shared with the 
moderator beforehand 
However, the necessity for assigning a moderator is the disadvantage of this 
process. In other words, one more party should be involved for the random 
selections and the applications of the genetic algorithm operators. This 
moderator’s attitude is quite critical since this moderator will create an open 
atmosphere and trust for the communication of level specific limits. 
For a more precise solution, the number of chromosomes and the total number of 
iterations could be increased. However, for this limited number of parameters (four 
parameters are taken into consideration) the population with six chromosomes and 
three iterations are considered. 
The next section provides the examples of the real case applications and scenario 
analysis of the proposed model. This section also includes the case studies for two 
different methods proposed for the negotiation module. 
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6. REAL CASE APPLICATIONS AND SCENARIO ANALYSIS 
In this section, the scenarios and real case applications are applied under three 
main categories as displayed in Table 6.1.  
Table 6.1: Overview of the real case and scenario application. 
ID Application 
and/or scenario 
type 
Breakdown of the 
scenario 
Explanation 
Base level case 
study 
Operations module (including what,-if 
scenarios) 
Execution and operations module 
(including what-if scenarios) 1 
Comparison of 
the Real Data 
and the 
Simulation 
Results 
(Section 4.3) 
Top level case study Top level application 
Scenarios regarding 
the strategy of the 
company  
Recruitment and dismissal decisions  
Overtime policy  
2 
Additional 
Scenario 
Analysis 
(Section 6.1) 
Top level and base 
level related 
scenarios (Five 
parameters and 
external  inputs are 
simulated and the 
model behavior is 
compared)  
Impact of change in execution 
duration 
Impact of change in data per operator 
Impact of change in HR cost 
Impact of data fluctuation 
Impact of change in turnover 
Offer counteroffer-based protocol case study 
3 
Negotiation 
module case 
study (Section 
6.2) Genetic algorithm-based negotiation process case study 
In the first group the dynamic modules of the model (the modules built with system 
dynamics) are simulated with the real data. The results of the simulation and the 
real data are compared and in most of the analysis additional what-if scenarios are 
applied in order to observe the behavior of the model in comparison with the real 
data. The results of a global IT company are referred for this analysis, and the 
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outputs of these simulations explained in the data validation section since these 
steps are carried on during the validation studies.  
In the second group, the dynamic modules are simulated as in the first group. 
However, in these simulations hypothetical conditions are applied and simulated in 
order to determine the alternative decisions in the real situation.  
Finally, in the third group, the whole model including the non-dynamic module of 
the model (the negotiation module) is simulated. The same case study values are 
simulated for the offer counteroffer based protocol and the genetic algorithm based 
negotiation process. For these scenarios, a hypothetical example is simulated. 
6.1 Additional Scenario Analysis 
In this section, the probable scenarios that can happen in similar projects are 
evaluated in order to determine the best decisions. For these simulations, 
hypothetical case studies are used.   
6.1.1 Strategy-related scenarios  
In the strategy related scenarios the company’s decisions for recruitment/dismissal 
and overtime decisions are analyzed in accordance with the scenario designs. 
6.1.1.1 Recruitment and dismissal decisions 
In Table B.3, the variables which display the strategy of the company are 
summarized.  
In this section, initially the interaction between the fluctuation of the data and the 
recruitment decision parameter (RDP) and dismissal decision parameters (DDP) 
are analyzed. The fluctuation is reflected to the data monthly. Based on the 
scenario design stated in Table 6.2, 12 cases are simulated. In the case Sn11, the 
data is not fluctuating and the dismissal/recruitment decision is made according to 
the results of last five consequent days. In the case Sn31, the data is realized 10% 
less than the average in one month, and it” is realized 10% more than the average 
in the next month. Additionally, in that situation the recruitment and the dismissal 
decision are made based on the last 7 days’ trend. Increasing the fluctuation ratio 
means a less stabilized and more dynamic situation whereas, increasing the 
duration of the decision and recruitment decision duration leads to a more static 
decision making environment.  
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Table 6.2: Scenario design I. 
Data Fluctuation RDP, DDP 5 RDP, DDP 7 RDP, DDP 10 
1500 +- 0% Sn11 Sn12 Sn13 
1500 +- 5% Sn21 Sn22 Sn23 
1500 +- 10% Sn31 Sn32 Sn33 
1500 +- 20% Sn41 Sn42 Sn43 
The gross profit amounts gathered in the simulations of these 12 cases are 
displayed in Table 6.3 and Figure 6.1. In the stable scenarios (Sn11, Sn12 and 
Sn13) the costs of the model are very close to each other, therefore for the stable 
duration three of the decision durations seems applicable. The situation is also the 
same in the scenarios in which the data fluctuates 5% and 10% (Sn21, Sn22, 
Sn23, Sn31, Sn32, Sn33). However, when the fluctuation amount dramatically 
increases (up to 20%), the operations need to be more flexible for the recruitment 
decisions. This situation is also apparent in the table and the figure, that is the 
flexibility of making recruitment and dismissal decision becomes a critical strategy 
when the data fluctuation ratio increases.  
Table 6.3: Results of the scenario design I. 
Data Fluctuation RDP, DDP 5 RDP, DDP 7 RDP, DDP 10 
1500 +- 0% 168.968 170.087 170.006 
1500 +- 5% 161.755 163.758 163.784 
1500 +- 10% 111.115 96.792 111.851 
1500 +- 20% 
-180.463 -201.149 -332.142 
In order to address the correct strategy, or the most suitable strategy, the company 
should analyze the structure of the data and the limits of the contract. The contract 
clauses should not allow such high deviations. Or, if the contract cannot be limited 
with proper clauses, the company can choose other more flexible HR models such 
as part time modeling, another HR model which allows more overtime and etc.  
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Figure 6.1: Results of the scenario design I. 
6.1.1.2 Overtime decision 
In this scenario, the overtime policy of the company is discussed. In order to 
highlight how critical this decision might be, the following scenario design is 
displayed in Table 6.4. In this design, the maximum allowable overtime percentage 
is analyzed with the fluctuating data.  
Table 6.4: Scenario design I. 
Data Fluctuation Ov 15% Ov 30% Ov 40% 
1500 +- 0% Sn11 Sn12 Sn13 
1500 +- 5% Sn21 Sn22 Sn23 
1500 +- 10% Sn31 Sn32 Sn33 
The gross profits of the 9 cases for the second scenario design are displayed in 
Table 6.5 and Figure 6.2.  
Table 6.5: Results of the scenario design II. 
Data Fluctuation Ov 15% Ov 30% Ov 40% 
1500 +- 0% 112.814 168.648 171.492 
1500 +- 5% 117.896 163.758 163.843 
1500 +- 10% -34.744 97.231 109.353 
It is apparent that 15% overtime is not an optimum decision for any of the 
scenarios (from stable to unstable environment). On the other hand in the 
scenarios where the fluctuation is not high (fluctuating from0% to 5%), the 30% 
overtime and the 40% overtime results are close to each other. However, 
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whenever the fluctuation amount increases up to 10%, than the effect of allowable 
overtime becomes obvious. This result support the results gathered in the 
recruitment decision parameter analysis in the previous scenario. In the unstable 
environments, the company should have more flexible HR models or the proper 
contract clauses that prevents the penalty situation in unstable environments.  
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Figure 6.2: Results of the scenario design II. 
6.1.2 Top Level and Base Level Bias Related Scenarios  
In this section, the main conditions, situations that might lead to bias between top 
level and base level are investigated. It is possible to increase the number of 
scenarios, however here the basic probable scenarios and impacts are analyzed. 
6.1.2.1 Execution duration impact 
In this scenario, the impact of wrong forecast in the execution duration is analyzed. 
The top level might have a wrong forecast for the execution duration, and this 
wrong forecast leads to increase in bias and the loss of revenue. In order to 
analyze the impact of this forecasting mistake the scenario design presented in the 
first two columns of Table 6.6 is prepared. 
The results are normalized compared to the top level and base level gap in 
Scenario 0. The last column of Table 6.6 displays the resulting bias for each 
scenario. As stated in table, the impact of execution duration on the difference of 
the top level and the base level increases to 12%, when the execution duration 
(which is 53) in the initial scenario is doubled.  
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Actually, the difference between base level and the top level is 9,42% which is the 
base level’s gross profit is 9,42% less than the top level’s gross profit. When this 
value is normalized compared to the initial scenario, the gross profit difference 
calculated by the base level in the initial scenario and the final scenario is reaches 
12%.  
Table 6.6: Scenario design and results I. 
Scenario # 
Increase in the 
execution 
duration 
Difference 
between top level 
and the base level 
Normalized 
Results 
Sn0 0% 2,84% 0% 
Sn11 9% 1,40% -1% 
Sn12 19% -0,04% -3% 
Sn13 28% -1,47% -4% 
Sn14 38% -2,90% -6% 
Sn15 47% -4,32% -7% 
Sn16 100% -9,42% -12% 
6.1.2.2 Data per operator impact 
In the second scenario, the impact of the data per experienced operator is 
analyzed. The scenario design stated in the first two columns of Table 6.7 are 
simulated and the results in the third column are gathered. The impact of increase 
in the data per experienced operator is much greater than the impact of execution 
duration. 
Table 6.7: Scenario design and results II. 
Scenario # 
Decrease in the data 
per experienced 
operator 
Difference between 
top level and the 
base level 
Normalized 
Results 
Sn0 0% 2,84% 0% 
Sn21 10% -12,68% -16% 
Sn22 20% -30,11% -33% 
Sn23 30% -55,03% -58% 
Sn24 40% -90,71% -94% 
As stated in Table 6.7, the impact of change in the data per experienced operator 
is higher than the impact of change in the execution duration stated in Table 6.6. 
The change in the gross profits reaches up to 94% when the efficiency of the 
experienced operator is increased by 40%. 
 123 
6.1.2.3 HR cost impact 
In the third scenario, the increase of the operator salaries is analyzed. The results 
stated in Table 6.8 are gathered per each 10% increase in the salaries.  
Table 6.8: Scenario design and results III. 
Scenario # 
Increase in the 
operator salary 
Difference between 
top level and the 
base level 
Normalized 
Results 
Sn0 0% 2,84% 0% 
Sn31 10% -7,42% -10% 
Sn32 20% -17,68% -21% 
Sn33 30% -27,94% -31% 
Sn34 40% -38,20% -41% 
Sn35 100% -99,77% -103% 
6.1.2.4 Data fluctuation impact 
In this scenario the impact of the daily fluctuating data is analyzed. For this 
purposes, in the first scenario a data with the daily fluctuating ratio of ±5 % is 
analyzed, in the other scenarios the fluctuation percentage is increased. The 
results are represented in Table 6.9. 
Table 6.9: Scenario design and results IV. 
Scenario # Fluctuation % 
Difference between 
top level and the 
base level 
Normalized 
Results 
Sn0 0% 2,84% 0% 
Sn41 +-5% 0,97% -2% 
Sn42 +-10% -1,51% -4% 
Sn43 +-15% -6,64% -9% 
Sn44 +-20% -7,80% -11% 
Sn45 +-50% -38,43% -41% 
6.1.2.5 Turnover impact 
The last scenario analyses the impact of turnover. Table 6.10 displays the results 
for the different turnover rates. Since turnover cost does not have a major portion 
in the model its impact on the bias is not observed as high as in the other 
scenarios. 
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Table 6.10: Scenario design and results IV. 
Scenario # 
Increase in the 
turnover rate 
Difference between 
top level and the 
base level 
Normalized 
Results 
Sn0 0% 2,84% 0,00% 
Sn51 10% 2,01% -0,83% 
Sn52 20% 1,99% -0,85% 
Sn53 30% 2,26% -0,58% 
Sn54 40% 2,03% -0,81% 
Sn55 100% 2,34% -0,50% 
6.1.2.6 Comparison of the Scenarios 
In this section, the impacts of the scenarios are presented together in order to 
highlight the critical parameters. Table 6.11 and Figure 6.3 displays the 
comparison results. Data per experienced operator and the HR salary costs are 
the most critical parameters. The impact of these parameters to the bias of top 
level and base level are very high. 
Table 6.11: Comparison of the scenarios. 
Increase in Each Parameter• 
Scenario # 0% 10% 20% 30% 40% 100% 
Execution duration 0,00% -1,44% -2,88% -4,31% -5,74% -7,16% 
Data per operator 0,00% -15,52% -32,95% -57,87% -93,55% NA 
HR cost 0,00% -10,26% -20,52% -30,78% -41,04% -102,61% 
Fluctuating 0,00% -1,87% -4,35% -9,48% -10,64% -41,27% 
Turnover ratio 0,00% -0,83% -0,85% -0,58% -0,81% -0,50% 
According to the comparison table, the salaries and the efficiency of the operators 
are the most critical parameters that directly affect the cost of the operations. 
Therefore, any missing assumptions or wrong forecasts increases the difference 
between the plan prepared by the top level and the actual values as a result of the 
execution and operations period.   
On the other hand, the impact of turnover and the execution duration is not too 
high compared to the operator salary and the efficiency. Since the execution 
duration is a small period out of contract duration this parameter did not become a 
very critical parameter. Similarly, the turnover costs are not too high and 
additionally the training period and the period required being an experienced 
operator is not too much, the turnover impact did not have a major impact on the 
difference between the profit calculated by the top level and the base level. 
                                                 
•
 Execution increase ratios are approximate values, for the exact values see Table 6.6. 
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Figure 6.3: Comparison of the change in parameters and impact on the top 
level/base level bias. 
It is also possible to make differentiations on the acceptance level of the 
parameters in the negotiation phase based on similar analysis. 
6.2 Case Studies for the Negotiation Module  
6.2.1 A case study of an offer counteroffer based protocol  
A sample case is selected as an example. The values in the second column of the 
Table 6.12 states the parameters which is be determined by the top level and 
shared by the base level as instructions. However, as stated in the previous 
section, base level has experience values for some parameters (Total investment 
budget to be depreciated, volume per operator, turnover value and the execution 
duration). Therefore, base level doe not accept the instruction for these values 
directly; instead it offers the experience values to the top level. 
With the proposed protocol, the base level and the top level will negotiate on these 
four parameters.  
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Table 6.12: Parameter values for the example. 
Parameter k= 1 
Experience 
Values 
O5_Price per data 
T_Unit Price 1,25  
O5_SW cost per data 
T_Unit SW cost 0,24  
E5_Man-hour cost 
T_Man hour cost- exec 13.000  
E5_Total Inv Cost-No depreciation 
T_Total Investment_No_Dep 5.500  
P1 
E5_Total Inv Cost to be Depr 
T_Total Investment Cost Dep 
22.000 42.000 
O5_Other costs 
T_Other Costs-op 10200  
O5_Penalty per data 1,25  
T_Risk Budget 2%  
E1_Inital Capacity 
T_Data Forecast per Da 1500  
O2_Capacity Forecast 1500  
P2 
E1_Volume per Exp Operator 
T_Volume per Operator 
250 190 
O5_Bonus ratio 
T_Bonus ratio 1,2  
P3 
O1_Turnover rate 
T_Turnover rate per da 
0,000183 0,001083 
T_Contract Duration 24  
P4 
T_Execution Duration 45 53 
In the case study, the α value, which stands for the improvement percentage of the 
selected parameter, is set as 50%. The β value, which shows the acceptance limits 
of both levels, is set as 5%. 
β = 5%                  (6.2) 
α = 50%                                  (6.3) 
The notations used in the example are briefly explained in Table 6.13. 
 127 
Table 6.13: Notations in the offer counter offer-based protocol. 
Notation Explanation 
INk  
Instruction given to the base level by the top level at the kth 
iteration. 
REk  Reaction given to the top level by the base level at the kth iteration. 
Pik The i
th
 parameter value at the kth iteration. 
PikX  ith parameter value at the kth iteration proposed by X. 
GPkM 
The gross profit value calculated by the model of agent M at the kth 
iteration. 
GPkMPi     
The gross profit value calculated by the model of agent M, only 
changing the parameter I, at the kth iteration.  
GPkRET 
The gross profit value calculated by the top level with parameter 
values in the reaction at the kth iteration. 
GPkBRE     
The gross profit value calculated by the base level with parameter 
values in the reaction at the kth iteration. 
∆GPkMPi The gross profit difference calculated by the agent M by changing the ith parameter at the kth iteration. 
Ranges 
k = 1, 2, … 
i = 1, 2, 3, 4  
x = BE (base level experience value), BRE (base level reaction 
value),   T (top level),  
M = T (top level), B (base level) 
Top level: Set k = 1 and start the protocol. 
k=1                          (6.4) 
INk = ( (P1 kT, P2 kT, P3 kT, P4 kT), GPkT)                     (6.5) 
IN1 = ( (P1 1T, P2 1T, P3 1T, P4 1T), GP1T)                     (6.6) 
Table 6.14: Constraints/resources for the top level. 
Set of parameter for k = 1 
Parameters Values Units 
P1 1T 22.000 TL 
P2 1T 250 Data/(Operator*da) 
P3 1T 0,000183 1/da 
P4 1T 45 Da 
Table 6.15 displays the solution to the top model with initial parameters stated in 
Table 6.14; 
 128 
Table 6.15: Solution with the initial values. 
k=1 Total Revenue Total Cost 
GP1T 
Total Profit 
Top Level 905.625 699.295 206.330 
In the first step, the top level calculates the value for the gross profit with the initial 
top level values. As the first instruction, the top level sends the initial values of the 
four parameters and the gross profit value into the base level (IN1). 
IN1 = ( (22.000, 250, 0,000183, 45), 206.330)             (6.7) 
Base level: Evaluate instruction 
Since k is equal to 1, the experience values should be used (Table 6.16) in the 
base level calculations because there has not yet been prepared a reaction 
function.  
Table 6.16: Experience values of the parameters. 
k = 1 
Parameters Values Units 
P1 1BE 42.000 TL 
P2 1BE 190 Data/(Operator*da) 
P3 1BE 0,001083 1/da 
P4 1BE 53 Da 
The base level receives the IN1 and before analyzing the top level parameters, it 
first solves its own model with the experience values. The result of the initial run of 
the base level is 122.133.  
Table 6.17 displays the solution to the base model with experience values stated in 
Table 6.16; 
Table 6.17: Solution with the initial values. 
Exp values Total Revenue Total Cost 
GP1B 
Total Profit 
Base Level 888.750 766.617 122.133 
The gross profit calculated by the base level and the top level are presented in 
Table 6.18. After this step, the difference is calculated for the decision (to accept 
the instruction or to reject the instruction). In order to accept the instruction gross 
profit value, the difference should be less than β (5%) value. 
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Table 6.18: Comparison of the top level and base level objective function values. 
Exp values Total Revenue Total Cost Total Profit 
Base Level 905.625 699.295 206.330 
Base Level 888.750 766.617 122.133 
Accept GP1T = 206.330 ?                           
(1-β) GPkT < GPk-1B                                      
0,95 (206.330) < 122.133                          
196.013 > 122.133 REJECT the instruction. Determine RE.         
According to the comparison*, the difference between the objective values of the 
base level and the top level is higher than 5%. Therefore, the base level should 
calculate the reaction function as a proposal to the top level. In order to determine 
the reaction function with the parameter values, the base level solves its own 
model by each proposed Pi values.  
Solutions to the base model with each Pi proposed in IN1 are calculated in Table 
6.19, Table 6.20, Table 6.21 and Table 6.22. The values of the top level are stated 
in the first row of the tables. The total revenue is stated in the second column, the 
total cost is stated in the third column and finally the gross profit is stated in the 
fourth column. Similarly, the values of the base level are stated in the second row. 
The third and fourth rows present the differences of the top level and the base 
level.   
Table 6.19: Base level value with the first parameter in IN1. 
k=1,             
P1 - Instruction Total Revenue Total Cost 
Total Profit 
GP1BP1 
Top Level 905.625 699.295 206.330 
Base Level 888.750 753.283 135.466 
Variance 16.875 -53.988 70.864 
Variance % 2% -8% 34% 
Parameter 1 has the instruction value; others have the base level experience 
values. (See equation 6.8) 
));,,,(( 1141312111 pBBEBEBET GPPPPP                                   (6.8) 
                                                 
*
 The calculations are manually performed via Microsoft Office Excel 2003. 
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Table 6.20: Base level value with the second parameter in IN1. 
k=1,             
P2 - Instruction Total Revenue Total Cost 
Total Profit 
GP1BP2 
Top Level 905.625 699.295 206.330 
Base Level 888.750 705.647 183.102 
Variance 16.875 -6.352 23.228 
Variance % 2% -1% 11% 
Parameter 2 has the instruction value; others have the base level experience 
values. (See equation 6.9) 
));,,,(( 2141312111 pBBEBETBE GPPPPP                                        (6.9) 
Table 6.21: Base level value with the third parameter in IN1. 
k=1,             
P3 - Instruction Total Revenue Total Cost 
Total Profit 
GP1BP3 
Top Level 905.625 699.295 206.330 
Base Level 888.750 765.175 123.575 
Variance 16.875 -65.880 82.755 
Variance % 2% -9% 40% 
Parameter 3 has the instruction value, others have the base level experience 
values. (See equation 6.10) 
 
));,,,(( 3141312111 BBETBEBE GPPPPP                      (6.10) 
Table 6.22: Base level value with the fourth parameter in IN1. 
k=1,             
P4 - Instruction Total Revenue Total Cost 
Total Profit 
GP1BP4 
Top Level 905.625 699.295 206.330 
Base Level 888.750 766.617 122.133 
Variance 16.875 -67.322 84.197 
Variance % 2% -10% 41% 
Parameter 4 has the instruction value; others have the base level experience 
values. (See equation 6.11) 
 
));,,,(( 4141312111 BTBEBEBE GPPPPP                              (6.11) 
In Table 6.23, the comparison of the gross profit values differences (compared to 
the top level) are displayed. The base level value which has the lowest difference 
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percentage is selected. According to this, base level decides to offer improvement 
in the second parameter (volume per experienced operator). 
Table 6.23: Comparison of the base level values. 
Gross Profit 
Delta 
Percentage 
∆GP1BP1 34% 
∆GP1BP2 11% 
∆GP1BP3 40% 
∆GP1BP4 41% 
According to the β value, the base level offers 50% improvement in P2.  
250-190 = 60                             (6.12) 
60*%50 = 30 increase amount - Data/(Operator*da)              (6.13) 
In the reaction function, the proposed value for the second parameter is 220.  
Table 6.24: Reaction values of the parameters. 
k = 1 
Parameters Values Units 
P1 1BRE 42.000 TL 
P2 1BRE 220 Data/(Operator*da) 
P3 1BRE 0,001083 1/da 
P4 1BRE 53 Da 
Table 6.25 displays the solution to the base model with experience values stated in 
Table 6.24. 
Table 6.25: Solution with the reaction values. 
k=1 (RE) Total Revenue Total Cost Total Profit 
Base Level 888.750 728.413 160.337 
RE1 = ( (42.000, 220, 0,001083, 53), GPkBRE =160.337)          (6.14) 
Top level: Set k = 1+1 and evaluate the proposed reaction function.  
k = k + 1 = 2               (6.15) 
Table 6.26 displays the solution to the top model with the reaction values. (RE1) 
));,...,,(( 21 TkREBREnkBREkBREk GPPPP                                                                  (6.16) 
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Table 6.26: Solution with the reaction values. 
Exp values Total Revenue Total Cost 
GP1RET 
Total Profit 
Top Level 890.625 731.231 159.394 
 
Table 6.27: Top level objective function value in step k-1. 
k=1 Total Revenue Total Cost 
GP1T 
Total Profit 
Top Level 905.625 699.295 206.330 
The gross profit in the previous step and the recently calculated gross profit with 
the reaction function are compared as a next step. Since the difference is higher 
than 5%, the top level rejects the reaction function and decides to determine the 
next instruction function.  
Accept GP1RET = 159.394 ?                                                                               
(1-β) GPkT < GP1RET                                                                               
0,95 (206.330) < 159.394                                                                             
196.013 > 159.394 REJECT RE1.                                                       
In order to determine the instruction function, the top level solves its own model by 
each proposed Pi values (in RE1). 
Solutions to the top model with each Pi proposed in RE1 are calculated in Table 
6.28, Table 6.29, Table 6.30 and Table 6.31. In the simulations, new value of the 
improved parameter is considered.  
Table 6.28: Top level value with the first parameter in RE1. 
k=2             
P1 – Experience 
P2 agreed at k=1 Total Revenue Total Cost 
Total Profit 
GP1TP1 
Top Level 905.625 741.542 164.083 
Base Level 888.750 728.413 160.337 
Variance 16.875 13.129 3.746 
Variance % 2% 2% 2% 
Parameter 1 has the experience value, parameter 2 has the agreed value at 
iteration 1 (k=1), others have the top level instruction values. (See equation 6.17) 
));,,,(( 1141312111 pTTTBREBRE GPPPPP                                                            (6.17) 
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Through Table 6.28 and Table 6.31, the values of the top level are stated in the 
first row of the tables. The total revenue is stated in the second column, the total 
cost is stated in the third column and finally the gross profit is stated in the fourth 
column. Similarly, the values of the base level calculated in Table 6.25 with the 
reaction value are stated in the second row. Third and fourth rows present the 
differences of the top level and the base level.  
Table 6.29: Top level value with the second parameter in RE1. 
k=2             
P2 – Experience Total Revenue Total Cost 
Total Profit 
GP1TP2 
Top Level 905.625 699.295 206.330 
Base Level 888.750 728.413 160.337 
Variance 16.875 -29.118 45.993 
Variance % 2% -4% 22% 
Parameter 2 has the experience value; others have the top level instruction values. 
(See equation 6.18) 
));,,,(( 1141312111 pTTTBRET GPPPPP                   (6.18) 
Table 6.30: Top level value with the third parameter in RE1. 
K=2             
P3 – Experience 
P2 agreed at k=1 Total Revenue Total Cost 
Total Profit 
GP1TP3 
Top Level 905.625 730.975 174.650 
Base Level 888.750 728.413 160.337 
Variance 16.875 2.562 14.313 
Variance % 2% 0% 8% 
Parameter 3 has the experience value, parameter 2 has the agreed value at 
iteration 1 (k=1), others have the top level instruction values. (See equation 6.19) 
));,,,(( 3141312111 pTTBREBRET GPPPPP                   (6.19) 
Parameter 4 has the experience value, parameter 2 has the agreed value at 
iteration 1 (k=1), others have the top level instruction values. (See equation 6.20)  
));,,,(( 4141312111 pTBRETBRET GPPPPP                        (6.20) 
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Table 6.31: Top level value with the fourth parameter in RE1. 
k=2             
P4 – Experience 
P2 agreed at k=1 Total Revenue Total Cost 
Total Profit 
GP1TP4 
Top Level 890.625 717.633 172.992 
Base Level 888.750 728.413 160.337 
Variance 1.875 -10.780 12.655 
Variance % 0% -2% 7% 
 
In Table 6.32, the comparison of the gross profit values differences (compared to 
the base level) are displayed. The top level value which has the lowest difference 
percentage is selected. According to this, top level decides to offer improvement in 
the first parameter (total investment cost to be depreciated). 
Table 6.32: Comparison of the top level values. 
Gross Profit 
Delta 
Percentage 
∆GP1TP1 2% 
∆GP1TP2 22% 
∆GP1TP3 8% 
∆GP1TP4 7% 
According to the β value, the top level offers 50% improvement in P1.  
T decides to offer 50% improvement in P1.  
42000-22000 = 20000                         (6.21) 
20000*50% = 10000 increase amount – TL                     (6.22) 
In the instruction function, the proposed value for the first parameter is 32000.  
Table 6.33: Instruction values of the parameters. 
k = 2 
Parameters Values Units 
P1 2T 32.000 TL 
P2 2T 220 Data/(Operator*da) 
P3 2T 0,000183 1/da 
P4 2T 45 Da 
Table 6.34 displays the solution to the base model with experience values stated in 
Table 6.33. 
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Table 6.34: Solution with the instruction values. 
k=2 Total Revenue Total Cost 
GP2T 
Total Profit 
Top Level 905.625 735.443 170.182 
IN2 = ( (32.000, 220, 0,000183, 45), 170.182)           (6.23) 
Base level: Evaluate instruction 
Write the set of parameters (including the improved parameters). 
 ),...,,...,,( )1()()1(2)1(1 BREknTkrBREkBREk PPPP −−−                       (6.24) 
Table 6.35: Reaction values of the parameters (accepting the improved 
parameters).    
k = 2 
Parameters Values Units 
P1 2T 32.000 TL 
P2 2T 220 Data/(Operator*da) 
P3 2BRE 0,001083 1/da 
P4 2BRE 53 Da 
Table 6.36 displays the solution to the base model with experience values stated in 
Table 6.35. 
Table 6.36: Base level objective function value. 
k=2 Total Revenue Total Cost Total Profit 
Base Level 888.750 721.746 167.004 
The gross profit calculated by the base level and the offered by the top level are 
presented in Table 6.37.  
Table 6.37: Comparison of the top level and base level objective function values. 
 Total Revenue Total Cost Total Profit 
Top Level 905.625 735.443 170.182 
Base Level 888.750 721.746 167.004 
Accept GP2T = 170.182 ?             
(1-β) GPkT < GPkB                 
0,95 (170.182) < 167.004              
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161.672 < 167.004 ACCEPT the instruction.           
Since the difference is less than 5%, the base level accepts IN2.  
Table 6.38 summarizes the initial values for both of the levels and the agreed 
levels. As stated in section 5.1.2, both parties select the parameter which has the 
highest impact for the negotiation during the instruction and reaction preparation. 
As the result of this process, the parties agree on the gross profit amount of 
170.182 TL. It is also seen in the given table that the base level’s difference from 
the initial value is higher than the top level (48.049 vs. 36.148). These differences 
have valuable meanings for both parties. From the perspective of the top level, 
they have concluded the handover process and have some lessons learned items 
which cause the decrease of the gross profit. On the other hand, the base level 
accepts a plan which has different parameters than the experience values. 
Therefore, this situation creates a challenge for the base level, so the base level 
participants will try to meet this challenging target for through the project lifecycle. 
Table 6.38: Summary table (Initial values and the agreed values) . 
Definition Top Level Base Level 
Initial Values 206.330 122.133 
Top Level Proposal (IN1) 206.330 NA 
Base Level Proposal (RE1) NA 160.337 
Top Level Proposal (IN2) 170.182 NA 
Agreed Value 170.182 170.182 
Deviation from the initial value (absolute value) 36.148 48.049 
With this method, both levels prove their willingness in the negotiation process. If 
the any of the levels has specific arguments for not to making improvements in a 
parameter than, before the negotiation that parameter can be excluded from the 
proposed protocol and the negotiation can be concluded with the remaining 
parameters.   
The negotiation process is eased with this structural, fair and a rational offer and 
counteroffer negotiation protocol. As mentioned before, both parties will prove their 
willingness to agree on the process and agree on the principles of the process 
before it starts. Otherwise, the parties will try to agree on a specific value just 
based on their personal communication skills and persuasion capabilities. With this 
irrational and unfair approach, the negotiation process might last weeks and result 
in escalation meetings including the management levels.  
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The next session analyses the α value. The sensitivity analysis is conducted with 
two more simulations with the same case study values  
6.2.1.1 Offer counteroffer based protocol - α value sensitivity analysis 
In the offer counteroffer-based protocol the α displays the improvement 
percentage of the selected parameter. In the case study, the α value is set as 
50%.  
In this sensitivity analysis, two more simulations are conducted in order to 
understand the sensitivity of the results. In the simulations  α value is changed by 
±15%. In the first simulation the α is set as 42,5%, whereas in the second 
simulation the α is set as 57,5%. In both simulations the same starting values (see 
Table 6.12) are used.  
First Simulation 
β = 5%               (6.25) 
α = 42,5%               (6.26) 
Top level: Set k = 1 and start the protocol. 
k=1                (6.27) 
INk = ( (P1 kT, P2 kT, P3 kT, P4 kT), GPkT)           (6.28) 
IN1 = ( (P1 1T, P2 1T, P3 1T, P4 1T), GP1T)           (6.29) 
Table 6.39: Constraints/resources of the top level. 
Set of parameter for k = 1 
Parameters Values Units 
P1 1T 22.000 TL 
P2 1T 250 Data/(Operator*da) 
P3 1T 0,000183 1/da 
P4 1T 45 Da 
Table 6.40 displays the solution to the top model with initial parameters stated in 
Table 6.39 ; 
Table 6.40: Solution with the initial values. 
k=1 Total Revenue Total Cost 
GP1T 
Total Profit 
Top Level 905.625 699.295 206.330 
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IN1 is determined with the calculated GP1T. 
IN1 = ( (22.000, 250, 0,000183, 45), 206.330)                 (6.30) 
Base level: Evaluate instruction 
Since k is equal to 1, the experience values is used (Table 6.16) as in the case 
study.   
Table 6.41: Experience values of the parameters. 
k = 1 
Parameters Values Units 
P1 1BE 42.000 TL 
P2 1BE 190 Data/(Operator*da) 
P3 1BE 0,001083 1/da 
P4 1BE 53 Da 
The base level receives the IN1 and solves its own model with the experience 
values. The result of the initial run of the base level is 122.133.  
Table 6.42 displays the solution to the base model with experience values stated in 
Table 6.41; 
Table 6.42: Solution with the initial values. 
Exp values Total Revenue Total Cost 
GP1B 
Total Profit 
Base Level 888.750 766.617 122.133 
The gross profit calculated by the base level and the top level are presented in 
Table 6.43. The difference is calculated for the decision (to accept the instruction 
or to reject the instruction).  
Table 6.43: Comparison of the top level and base level objective function values. 
Exp values Total Revenue Total Cost Total Profit 
Base Level 905.625 699.295 206.330 
Base Level 888.750 766.617 122.133 
Accept GP1T = 206.330 ?                   
(1-β) GPkT < GPk-1B                       
0,95 (206.330) < 122.133                    
196.013 > 122.133 REJECT the instruction. Determine RE.        
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According to the comparison, the difference between the objective values of the 
base level and the top level is higher than 5%. Therefore, the base level should 
calculate the reaction function with taking the α value as 42,5%. As in the case 
study the base level solves its own model by each proposed Pi values. Table 6.44 
is the summary table that presents the gross profit differences by one by one 
changing the parameters.  According to the table is, base level decides to offer 
improvement in the second parameter (volume per experienced operator). 
Table 6.44: Comparison of the base level values. 
Gross Profit 
Delta 
Percentage 
∆GP1BP1 34% 
∆GP1BP2 11% 
∆GP1BP3 40% 
∆GP1BP4 41% 
According to the β value, the base level offers 42,5% improvement in P2.  
250-190 = 60                (6.31) 
60*5%0 = 25,5 increase amount - Data/(Operator*da)                (6.32) 
In the reaction function, the proposed value for the second parameter is 215,5.  
Table 6.45: Reaction values of the parameters. 
k = 1 
Parameters Values Units 
P1 1BRE 42.000 TL 
P2 1BRE 215,5 Data/(Operator*da) 
P3 1BRE 0,001083 1/da 
P4 1BRE 53 Da 
Table 6.46 displays the solution to the base model with experience values stated in 
Table 6.45. 
Table 6.46: Solution with the reaction values. 
k=1 (RE) Total Revenue Total Cost Total Profit 
Base Level 888.750 733.191 155.559 
RE1 = ( (42.000, 215.5, 0,001083, 53), GPkBRE =155.559)               (6.33) 
Top level: Set k = 1+1 and evaluate the proposed reaction function.  
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k = k + 1 = 2                     (6.34) 
Table 6.47 displays the solution to the top model with the reaction values. (RE1) 
));,...,,(( 21 TkREBREnkBREkBREk GPPPP             (6.35) 
Table 6.47: Solution with the reaction values. 
Exp values Total Revenue Total Cost 
GP1RET 
Total Profit 
Top Level 890.625 736.408 155.217 
Table 6.48: Top level objective function value in step k-1. 
k=1 Total Revenue Total Cost 
GP1T 
Total Profit 
Top Level 905.625 699.295 206.330 
The gross profit in the previous step and the recently calculated gross profit with 
the reaction function are compared as a next step. Since the difference is higher 
than 5%, the top level rejects the reaction function and decides to determine the 
next instruction function.  
Accept GP1RET = 154.217 ?             
(1-β) GPkT < GP1RET                
0,95 (206.330) < 154.217          
196.013 > 154.217 REJECT RE1.          
In order to determine the instruction function, the top level solves its own model by 
each proposed Pi values (in RE1). 
Solutions to the top model with each Pi proposed in RE1 are calculated in Table 
6.49, Table 6.50, Table 6.51 and Table 6.52. In the simulations, new value of the 
improved parameter will be considered.  
The values of the top level are stated in the first row of the tables. The total 
revenue is stated in the second column, the total cost is stated in the third column 
and finally the gross profit is stated in the fourth column. Similarly, the values of the 
base level calculated in Table 6.46 with the reaction value are stated in the second 
row. Third and fourth rows present the differences of the top level and the base 
level.  
 141 
Table 6.49: Top level value with the first parameter in RE1. 
k=2             
P1 – Experience 
P2 agreed at k=1 Total Revenue Total Cost 
Total Profit 
GP1TP1 
Top Level 905.625 741.542 164.083 
Base Level 888.750 733.191 155.559 
Variance 16.875 8.351 8.524 
Variance % 2% 1% 5% 
Parameter 1 has the experience value, parameter 2 has the agreed value at 
iteration 1 (k=1), others have the top level instruction values. (See equation 6.36) 
));,,,(( 1141312111 pTTTBREBRE GPPPPP             (6.36) 
Table 6.50: Top level value with the second parameter in RE1. 
k=2             
P2 – Experience Total Revenue Total Cost 
Total Profit 
GP1TP2 
Top Level 905.625 734.574 171.051 
Base Level 888.750 733.191 155.559 
Variance 16.875 1.383 15.492 
Variance % 2% 0% 9% 
Parameter 2 has the experience value; others have the top level instruction values. 
(See equation 6.37) 
));,,,(( 1141312111 pTTTBRET GPPPPP                              (6.37) 
Table 6.51: Top level value with the third parameter in RE1. 
k=2             
P3 – Experience 
P2 agreed at k=1 Total Revenue Total Cost 
Total Profit 
GP1TP3 
Top Level 905.625 730.975 174.650 
Base Level 888.750 733.191 155.559 
Variance 16.875 -2.216 19.091 
Variance % 2% 0% 11% 
Parameter 3 has the experience value, parameter 2 has the agreed value at 
iteration 1 (k=1), others have the top level instruction values. (See equation 6.38) 
));,,,(( 3141312111 pTTBREBRET GPPPPP            (6.38) 
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Table 6.52: Top level value with the fourth parameter in RE1. 
k=2             
P4 – Experience 
P2 agreed at k=1 Total Revenue Total Cost 
Total Profit 
GP1TP4 
Top Level 890.625 717.633 172.992 
Base Level 888.750 733.191 155.559 
Variance 1.875 -15.558 17.433 
Variance % 0% -2% 10% 
Parameter 4 has the experience value, parameter 2 has the agreed value at 
iteration 1 (k=1), others have the top level instruction values. (See equation 6.39)  
));,,,(( 4141312111 pTBRETBRET GPPPPP             (6.39) 
In Table 6.53, the comparison of the gross profit values differences (compared to 
the base level) are displayed. The top level value which has the lowest difference 
percentage is selected. According to this, top level decides to offer improvement in 
the first parameter (total investment cost to be depreciated). 
Table 6.53: Comparison of the top level values. 
Gross Profit 
Delta 
Percentage 
∆GP1TP1 5% 
∆GP1TP2 9% 
∆GP1TP3 11% 
∆GP1TP4 10% 
According to the α value, the top level offers 42,5% improvement in P1. In the 
original case study with 50% α value, the same parameter (investment amount) is 
selected as the parameter to be improved. Until this step, a major effect of 15% 
change in the α value is not observed.  
T decides to offer 42,5% improvement in P1.  
42000-22000 = 20000                    (6.40) 
20000*42,5% = 8500 increase amount - TL                 (6.41) 
In the instruction function, the proposed value for the first parameter is 30500.  
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Table 6.54: Instruction values of the parameters. 
k = 2 
Parameters Values Units 
P1 2T 30.500 TL 
P2 2T 215,5 Data/(Operator*da) 
P3 2T 0,000183 1/da 
P4 2T 45 Da 
Table 6.55 displays the solution to the base model with experience values stated in  
Table 6.54. 
Table 6.55: Solution with the instruction values. 
k=2 Total Revenue Total Cost 
GP2T 
Total Profit 
Top Level 905.625 739.757 165.868 
IN2 = ( (30.500, 215,5, 0,000183, 45), 165.868)                                (6.42) 
Base level: Evaluate instruction 
Write the set of parameters (including the improved parameters). 
 ),...,,...,,( )1()()1(2)1(1 BREknTkrBREkBREk PPPP −−−            (6.43) 
Table 6.56: Reaction (k-1) values of the parameters (accepting the improved 
parameters).    
k = 2 
Parameters Values Units 
P1 2T 30.500 TL 
P2 1BRE 215.5 Data/(Operator*da) 
P3 1BRE 0,001083 1/da 
P4 1BRE 53 Da 
Table 6.57 displays the solution to the base model with experience values stated in 
Table 6.56. 
Table 6.57: Base level objective function value. 
k=2 Total Revenue Total Cost Total Profit 
Base Level 888.750 725.524 163.226 
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The gross profit calculated by the base level and the offered by the top level are 
presented in Table 6.58.  
Table 6.58: Comparison of the top level and base level objective function values. 
 Total Revenue Total Cost Total Profit 
Top Level 905.625 739.757 165.868 
Base Level 888.750 725.524 163.226 
Accept GP2T = 165.868 ?                  
(1-β) GPkT < GPkB                      
0,95 (171.097) < 163.226             
157.575 < 163.226 ACCEPT the instruction.          
Since the difference is less than 5%, the base level accepts IN2.  
Table 6.59 displays the offer values namely the instructions and the reactions of 
the levels along with the agreed values. After three offers the top level and the 
base level agrees on the gross profit amount of 165.868. 
Table 6.59: Summary table (Initial values and the agreed values) . 
Definition Top Level Base Level 
Initial Values 206.330 122.133 
Top Level Proposal (IN1) 206.330 NA 
Base Level Proposal (RE1) NA 155.559 
Top Level Proposal (IN2) 165.868 NA 
Agreed Value 165.868 165.868 
Deviation from the initial value (absolute value) 40.462 43.735 
Second Simulation 
β = 5%                          (6.44) 
α = 42,5%                     (6.45) 
Top level: Set k = 1 and start the protocol. 
The calculations are the same until the preparation of the reaction value of the 
base level. Therefore, the initial steps are skipped.  
According to the α value, the base level offers 57,5% improvement in P2.  
250-190 = 60                (6.46) 
60*57,5% = 34,5                    (6.47) 
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In the reaction function, the proposed value for the second parameter is 224,5.  
Table 6.60: Reaction values of the parameters. 
K = 1 
Parameters Values Units 
P1 1BRE 42.000 TL 
P2 1BRE 224,5 Data/(Operator*da) 
P3 1BRE 0,001083 1/da 
P4 1BRE 53 Da 
Table 6.61 displays the solution to the base model with experience values stated in 
Table 6.60. 
Table 6.61: Solution with the reaction values. 
K=1 (RE) Total Revenue Total Cost Total Profit 
Base Level 888.750 723.745 165.005 
RE1 = ( (42.000, 224.5, 0,001083, 53), GPkBRE =165.005)               (6.48) 
Top level: Set k = 1+1 and evaluate the proposed reaction function.  
k = k + 1 = 2                     (6.49) 
Table 6.62 displays the solution to the top model with the reaction values. (RE1) 
));,...,,(( 21 TkREBREnkBREkBREk GPPPP             (6.50) 
Table 6.62: Solution with the reaction values. 
Exp values Total Revenue Total Cost 
GP1RET 
Total Profit 
Top Level 890.625 726.261 164.364 
Table 6.63: Top level objective function value in step k-1. 
k=1 Total Revenue Total Cost 
GP1T 
Total Profit 
Top Level 905.625 699.295 206.330 
The gross profit in the previous step and the recently calculated gross profit with 
the reaction function are compared as a next step. Since the difference is higher 
than 5%, the top level rejects the reaction function and decides to determine the 
next instruction function.  
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Accept GP1RET = 164.364 ?             
(1-β) GPkT < GP1RET                
0,95 (206.330) < 164.364             
196.013 > 164.364 REJECT RE1.             
In order to determine the instruction function, the top level solves its own model by 
each proposed Pi values (in RE1). 
Solutions to the top model with each Pi proposed in RE1 are calculated in Table 
6.64, Table 6.65,  
Table 6.66 and Table 6.67. In the simulations, new value of the improved 
parameter is considered.  
Table 6.64: Top level value with the first parameter in RE1. 
 
 
Parameter 1 has the experience value, parameter 2 has the agreed value at 
iteration 1 (k=1), others have the top level instruction values. (See equation 6.51) 
));,,,(( 1141312111 pTTTBREBRE GPPPPP                       (6.51) 
Table 6.65: Top level value with the second parameter in RE1. 
k=2             
P2 – Experience Total Revenue Total Cost 
Total Profit 
GP1TP2 
Top Level 905.625 724.325 181.300 
Base Level 888.750 707.617 181.133 
Variance 16.875 16.708 167 
Variance % 2% 2% 0% 
Parameter 2 has the experience value; others have the top level instruction values. 
(See equation 6.52) 
));,,,(( 1141312111 pTTTBRET GPPPPP              (6.52) 
k=2             
P1 – Experience 
P2 agreed at k=1 Total Revenue Total Cost 
Total Profit 
GP1TP1 
Top Level 905.625 741.542 164.083 
Base Level 888.750 707.617 181.133 
Variance 16.875 33.925 -17.050 
Variance % 2% 5% -10% 
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Table 6.66: Top level value with the third parameter in RE1. 
k=2             
P3 – Experience 
P2 agreed at k=1 Total Revenue Total Cost 
Total Profit 
GP1TP3 
Top Level 905.625 730.975 174.650 
Base Level 888.750 723.745 165.005 
Variance 16.875 7.230 9.645 
Variance % 2% 1% 6% 
Parameter 3 has the experience value, parameter 2 has the agreed value at 
iteration 1 (k=1), others have the top level instruction values. (See equation 6.53) 
));,,,(( 3141312111 pTTBREBRET GPPPPP                    (6.53) 
Table 6.67: Top level value with the fourth parameter in RE1. 
k=2             
P4 – Experience 
P2 agreed at k=1 Total Revenue Total Cost 
Total Profit 
GP1TP4 
Top Level 890.625 717.633 172.992 
Base Level 888.750 723.745 165.005 
Variance 1.875 -6.112 7.987 
Variance % 0% -1% 5% 
  
Parameter 4 has the experience value, parameter 2 has the agreed value at 
iteration 1 (k=1), others have the top level instruction values. (See equation 6.54) 
));,,,(( 4141312111 pTBRETBRET GPPPPP                    (6.54) 
In Table 6.68, the comparison of the gross profit values differences (compared to 
the base level) are displayed. According to the table, top level decides to offer 
improvement in the first parameter (total investment cost to be depreciated). 
Table 6.68: Comparison of the top level values. 
Gross Profit 
Delta 
Percentage 
∆GP1TP1 -10% 
∆GP1TP2 0% 
∆GP1TP3 6% 
∆GP1TP4 5% 
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According to the α value, the top level offers 57,5% improvement in P1. In the 
original case study with 50% α value, the same parameter (investment amount) is 
selected as the parameter to be improved.  
T decides to offer 57,5% improvement in P1.  
42000-22000 = 20000              (6.55) 
20000*57,5% = 11500 increase amount – TL           (6.56) 
In the instruction function, the proposed value for the first parameter is 33.500.  
Table 6.69: Instruction values of the parameters. 
k = 2 
Parameters Values Units 
P1 2T 33.500 TL 
P2 2T 224,5 Data/(Operator*da) 
P3 2T 0,000183 1/da 
P4 2T 45 Da 
Table 6.70 displays the solution to the base model with experience values stated in 
Table 6.69. 
Table 6.70: Solution with the instruction values. 
k=2 Total Revenue Total Cost 
GP2T 
Total Profit 
Top Level 905.625 731.338 174.286 
IN2 = ( (33.500, 224,5, 0,000183, 45), 174.286)                  (6.57) 
Base level: Evaluate instruction 
Write the set of parameters (including the improved parameters). 
 ),...,,...,,( )1()()1(2)1(1 BREknTkrBREkBREk PPPP −−−                   (6.58) 
Table 6.71: Reaction (k-1) values of the parameters (accepting the improved 
parameters).    
k = 2 
Parameters Values Units 
P1 2T 33.500 TL 
P2 1BRE 224,5 Data/(Operator*da) 
P3 1BRE 0,001083 1/da 
P4 1BRE 53 Da 
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Table 6.72displays the solution to the base model with experience values stated in 
Table 6.71. 
Table 6.72: Base level objective function value. 
k=2 Total Revenue Total Cost Total Profit 
Top Level 888.750 718.079 170.671 
The gross profit calculated by the base level and the offered by the top level are 
presented in Table 6.73.  
Table 6.73: Comparison of the top level and base level objective function values. 
 Total Revenue Total Cost Total Profit 
Top Level 905.625 731.338 174.286 
Base Level 888.750 718.079 170.671 
Accept GP2T = 174.286 ?                    
(1-β) GPkT < GPkB                      
0,95 (174.286) < 170.671              
162.572 < 170.671 ACCEPT the instruction.                  
Since the difference is less than 5%, the base level accepts IN2.  
Table 6.74 presents the offer and counter offer values during the negotiation 
process. The top level and base level agrees on 174.286.  
Table 6.74: Summary table (Initial values and the agreed values). 
Definition Top Level Base Level 
Initial Values 206.330 122.133 
Top Level Proposal (IN1) 206.330 NA 
Base Level Proposal (RE1) NA 165.005 
Top Level Proposal (IN2) 174.286 NA 
Agreed Value 174.286 174.286 
Deviation from the initial value (absolute value) 32.044 52.153 
The agreed values are stated in Table 6.75 including the original case study. As 
can be seen in the table, negotiation value is not quite sensitive to the changes in 
the α value. Comparing the highest and the lowest values, 5,1% difference is 
observed against 35% change in α value (from 42,5 to 57,5). 
 
 150 
Table 6.75: Summary table. 
α values Agreed Values α difference Agreed values’ 
differences 
42,5%  165.868 - 15% - 2,53% 
50% 170.182 0 0% 
57,5% 174.286 + 15% 2,41% 
Figure 6.4 analyses the results from a different perspective. In the figure, all of the 
three negotiation scenarios can be analyzed. The lower part of each line 
represents the base level starting value, reaction value and the negotiation value. 
Whereas, the upper part of each line represents the top level starting value, 
reaction value and the negotiation value.  
All of the three scenarios of α have two iterations. After two iterations (IN1, RE1, 
IN2), both levels agrees on the gross profit amount. It is apparent that the change 
in the α value did not affect the number of iterations. This point supports the 
conclusion regarding Table 6.75, that the negotiation value is not quite sensitive to 
the α value. 
 
Figure 6.4: Comparison of the three negotiation scenarios. 
Figure 6.4 also displays that the negotiation values (agreed values) are close 
together. The main difference among the three scenarios is the aggressiveness of 
the new offer. As the α value increases, the agreed gross profit value decrease 
since the parties offer more aggressive instructions and reactions. With these more 
aggressive responses they might allow to change the parameter more quickly. As 
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a result of this sensitivity analysis, to continue with 50% α value seems 
reasonable. 
The next session provides a negotiation case study with genetic algorithm based 
negotiation process.  
6.2.2 A case study for the probabilistic offer counteroffer based protocol  
In this case study, a probabilistic version of offer and counteroffer-based protocol 
is analyzed. In this probabilistic version, the α value is not determined as a 
constant value; instead it is determined by a uniform probability distribution. This 
approach presents the nature of the real life during a negotiation meeting in a more 
realistic way. In order to compare the outputs of this probabilistic approach, the 
same case values simulated in the deterministic offer and counter offer based 
protocol are used.  
For the α value, the uniform distribution for [20%, 60%] is used. This range will 
provide flexibility for the negotiators to offer a better reaction changing from 20% to 
60% improvement. Similar to the deterministic case study, the β value, which 
shows the acceptance limits of both levels, is set as 5%. 
The notations used in the example are briefly explained in Table 6.13. 
Top level: Set k = 1 and start the protocol. 
k=1                        (6.59) 
INk = ( (P1 kT, P2 kT, P3 kT, P4 kT), GPkT)                   (6.60) 
IN1 = ( (P1 1T, P2 1T, P3 1T, P4 1T), GP1T)                   (6.61) 
Table 6.76: Constraints/resources for the top level. 
Set of parameter for k = 1 
Parameters Values Units 
P1 1T 22.000 TL 
P2 1T 250 Data/(Operator*da) 
P3 1T 0,000183 1/da 
P4 1T 45 Da 
Table 6.77 displays the solution to the top model with initial parameters stated in 
Table 6.76; 
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Table 6.77: Solution with the initial values. 
k=1 Total Revenue Total Cost 
GP1T 
Total Profit 
Top Level 905.625 699.295 206.330 
In the first step, the top level calculates the value for the gross profit with the initial 
top level values. As the first instruction, the top level sends the initial values of the 
four parameters and the gross profit value into the base level (IN1). 
IN1 = ( (22.000, 250, 0,000183, 45), 206.330)           (6.62) 
Base level: Evaluate instruction 
Since k is equal to 1, the experience values should be used (Table 6.76) in the 
base level calculations because there has not yet been prepared a reaction 
function. 
The base level receives the IN1 and before analyzing the top level parameters, it 
first solves its own model with the experience values. The result of the initial run of 
the base level is 122.133.  
Table 6.78: Experience values of the parameters. 
k = 1 
Parameters Values Units 
P1 1BE 42.000 TL 
P2 1BE 190 Data/(Operator*da) 
P3 1BE 0,001083 1/da 
P4 1BE 53 Da 
Table 6.79 displays the solution to the base model with experience values stated in 
Table 6.78; 
Table 6.79: Solution with the initial values. 
Exp values Total Revenue Total Cost 
GP1B 
Total Profit 
Base Level 888.750 766.617 122.133 
The gross profit calculated by the base level and the top level are presented in 
Table 6.78. After this step, the difference is calculated for the decision (to accept 
the instruction or to reject the instruction). In order to accept the instruction gross 
profit value, the difference should be less than β (5%) value.  
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Table 6.80: Comparison of the top level and base level objective function values. 
Exp values Total Revenue Total Cost Total Profit 
Base Level 905.625 699.295 206.330 
Base Level 888.750 766.617 122.133 
Accept GP1T = 206.330 ?                           
(1-β) GPkT < GPk-1B                                      
0,95 (206.330) < 122.133                          
196.013 > 122.133 REJECT the instruction. Determine RE.         
According to the comparison*, the difference between the objective values of the 
base level and the top level is higher than 5%. Therefore, the base level should 
calculate the reaction function as a proposal to the top level. In order to determine 
the reaction function with the parameter values, the base level solves its own 
model by each proposed Pi values. These calculations are presented in 
deterministic version of offer counteroffer-based protocol in Table 6.19, Table 6.20, 
Table 6.21 and Table 6.22.  
In Table 6.23, the comparison of the gross profit values differences (compared to 
the top level) are displayed. The base level value which has the lowest difference 
percentage is selected. According to this, base level decides to offer improvement 
in the second parameter (volume per experienced operator). 
Table 6.81: Reaction values of the parameters. 
k = 1 
Parameters Values Units 
P1 1BRE 42.000 TL 
P2 1BRE 209,2 Data/(Operator*da) 
P3 1BRE 0,001083 1/da 
P4 1BRE 53 Da 
According to the β value, the base level offers 32% improvement in P2. The 32% is 
the output of U(0,2;0,6).  
250-190 = 60                                   (6.63) 
60*%32 = 19,2 increase amount - Data/(Operator*da)              (6.64) 
                                                 
*
 The calculations are manually performed via Microsoft Office Excel 2003. 
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In the reaction function, the proposed value for the second parameter is 209,2.  
Table 6.82 displays the solution to the base model with experience values stated in 
Table 6.81. 
Table 6.82: Solution with the reaction values. 
k=1 (RE) Total Revenue Total Cost Total Profit 
Base Level 888.750 740.962 147.788 
RE1 = ( (42.000, 209,2, 0,001083, 53), GPkBRE =147.788)          (6.65) 
Top level: Set k = 1+1 and evaluate the proposed reaction function.  
k = k + 1 = 2               (6.66) 
Table 6.81 displays the solution to the top model with the reaction values. (RE1) 
));,...,,(( 21 TkREBREnkBREkBREk GPPPP                                                                  (6.67) 
Table 6.83: Solution with the reaction values. 
Exp values Total Revenue Total Cost 
GP1RET 
Total Profit 
Top Level 890.625 744.030 146.595 
 
Table 6.84: Top level objective function value in step k-1. 
k=1 Total Revenue Total Cost 
GP1T 
Total Profit 
Top Level 905.625 699.295 206.330 
The gross profit in the previous step and the recently calculated gross profit with 
the reaction function are compared as a next step. Since the difference is higher 
than 5%, the top level rejects the reaction function and decides to determine the 
next instruction function.  
Accept GP1RET = 146.595 ?                                                                               
(1-β) GPkT < GP1RET                                                                               
0,95 (206.330) < 146.595                                                                             
196.013 > 146.595 REJECT RE1.                                                       
In order to determine the instruction function, the top level solves its own model by 
each proposed Pi values (in RE1). 
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Solutions to the top model with each Pi proposed in RE1 are calculated in Table 
6.85, Table 6.86, Table 6.87 and Table 6.88. In the simulations, new value of the 
improved parameter is considered.  
Table 6.85: Top level value with the first parameter in RE1. 
k=2             
P1 – Experience 
P2 agreed at k=1 Total Revenue Total Cost 
Total Profit 
GP1TP1 
Top Level 905.625 754.469 151.156 
Base Level 888.750 740.962 147.788 
Variance 16.875 13.507 3.368 
Variance % 2% 2% 2% 
Parameter 1 has the experience value, parameter 2 has the agreed value at 
iteration 1 (k=1), others have the top level instruction values. (See equation 6.68) 
));,,,(( 1141312111 pTTTBREBRE GPPPPP                                                            (6.68) 
Through Table 6.82 and Table 6.85, the values of the top level are stated in the 
first row of the tables. The total revenue is stated in the second column, the total 
cost is stated in the third column and finally the gross profit is stated in the fourth 
column. Similarly, the values of the base level calculated in Table 6.82 with the 
reaction value are stated in the second row. Third and fourth rows present the 
differences of the top level and the base level.  
Table 6.86: Top level value with the second parameter in RE1. 
k=2             
P2 – Experience Total Revenue Total Cost 
Total Profit 
GP1TP2 
Top Level 905.625 699.295 206.330 
Base Level 888.750 740.962 147.788 
Variance 16.875 -41.667 58.542 
Variance % 2% -6% 28% 
Parameter 2 has the experience value; others have the top level instruction values. 
(See equation 6.69) 
));,,,(( 1141312111 pTTTBRET GPPPPP                   (6.69) 
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Table 6.87: Top level value with the third parameter in RE1. 
k=2             
P3 – Experience 
P2 agreed at k=1 Total Revenue Total Cost 
Total Profit 
GP1TP3 
Top Level 905.625 743.987 161.639 
Base Level 890.625 740.962 147.788 
Variance 15.000 3.025 13.851 
Variance % 2% 0% 9% 
Parameter 3 has the experience value, parameter 2 has the agreed value at 
iteration 1 (k=1), others have the top level instruction values. (See equation 6.70) 
));,,,(( 3141312111 pTTBREBRET GPPPPP                   (6.70) 
Parameter 4 has the experience value, parameter 2 has the agreed value at 
iteration 1 (k=1), others have the top level instruction values. (See equation 6.71)  
));,,,(( 4141312111 pTBRETBRET GPPPPP                        (6.71) 
Table 6.88: Top level value with the fourth parameter in RE1. 
k=2             
P4 – Experience 
P2 agreed at k=1 Total Revenue Total Cost 
Total Profit 
GP1TP4 
Top Level 890.625 730.350 160.276 
Base Level 888.750 740.962 147.788 
Variance 1.875 -10.612 12.488 
Variance % 0% -1% 8% 
 
In Table 6.89, the comparison of the gross profit values differences (compared to 
the base level) are displayed. The top level value which has the lowest difference 
percentage is selected. According to this, top level decides to offer improvement in 
the first parameter (total investment cost to be depreciated). 
Table 6.89: Comparison of the top level values. 
Gross Profit 
Delta 
Percentage 
∆GP1TP1 2% 
∆GP1TP2 28% 
∆GP1TP3 9% 
∆GP1TP4 8% 
According to the β value, the top level offers 42% improvement in P1.  
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T decides to offer 42% improvement in P1.  
42000-22000 = 20000                         (6.72) 
20000*42% = 8400 increase amount – TL                     (6.73) 
In the instruction function, the proposed value for the first parameter is 30400.  
Table 6.90: Instruction values of the parameters. 
k = 2 
Parameters Values Units 
P1 2T 30.400 TL 
P2 2T 209,2 Data/(Operator*da) 
P3 2T 0,000183 1/da 
P4 2T 45 Da 
Table 6.91 displays the solution to the base model with experience values stated in 
Table 6.90. 
Table 6.91: Solution with the instruction values. 
k=2 Total Revenue Total Cost 
GP2T 
Total Profit 
Top Level 905.625 747.395 158.230 
IN2 = ( (30.400, 209,2, 0,000183, 45), 158.230)                                          (6.74) 
Base level: Evaluate instruction 
Write the set of parameters (including the improved parameters). 
 ),...,,...,,( )1()()1(2)1(1 BREknTkrBREkBREk PPPP −−−                       (6.75) 
Table 6.92: Reaction values of the parameters (accepting the improved 
parameters).    
k = 2 
Parameters Values Units 
P1 2T 30.400 TL 
P2 2T 209,2 Data/(Operator*da) 
P3 2BRE 0,001083 1/da 
P4 2BRE 53 Da 
Table 6.93 displays the solution to the base model with experience values stated in 
Table 6.92. 
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Table 6.93: Base level objective function value. 
k=2 Total Revenue Total Cost Total Profit 
Base Level 888.750 733.229 155.521 
The gross profit calculated by the base level and the offered by the top level are 
presented in Table 6.94.  
Table 6.94: Comparison of the top level and base level objective function values. 
 Total Revenue Total Cost Total Profit 
Top Level 905.625 747.395 158.230 
Base Level 888.750 733.229 155.521 
Accept GP2T = 158.230 ?             
(1-β) GPkT < GPkB                 
0,95 (158.230) < 155.521              
150.319 < 155.521 ACCEPT the instruction.           
Since the difference is less than 5%, the base level accepts IN2.  
Table 6.95 summarizes the initial values for both of the levels and the agreed 
levels. The parties agree on the gross profit amount of 158.230 TL. It is also seen 
in the given table that the base level’s difference from the initial value is lower than 
the top level (36.097 vs. 48.100).  
Table 6.95: Summary table (Initial values and the agreed values). 
Definition Top Level Base Level 
Initial Values 206.330 122.133 
Top Level Proposal (IN1) 206.330 NA 
Base Level Proposal (RE1) NA 147.788 
Top Level Proposal (IN2) 158.230 NA 
Agreed Value 158.230 158.230 
Deviation from the initial value (absolute value) 48.100 36.097 
The agreed value for in the deterministic protocol was 170.182. In this probabilistic 
version, the parties agreed at 158.230. This difference totally depends on the 
uniform probability distribution function of alpha value. Different alpha values at 
each step also represent the different powers of the base level and the top level. 
This power might reflect the power of the position, the willingness or the 
communication skills of the parties. 
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6.2.3 Genetic algorithm based negotiation process case study 
In this section, the negotiation is simulated with the genetic algorithm based 
negotiation process. The same case study values are referred as in the offer and 
counteroffer-based negotiation protocol. 
Step 1: Determine the parameter set 
The parameter set is determined in Table 6.96, the same set is also referred in 
Table 6.12. 
Table 6.96: Parameter set. 
Parameter 
Top Level 
Values 
Experience 
Values 
P1 
E5_Total Inv Cost to be Depr 
T_Total Investment Cost Dep 
22.000 42.000 
P2 
E1_Volume per Exp Operator 
T_Volume per Operator 
250 190 
P3 
O1_Turnover rate 
T_Turnover rate per da 
0,000183 0,001083 
P4 
T_Execution Duration 45 53 
Step 2: Determine the limits of the parameter set 
In this step, the moderator communicates with both levels and do not share the 
limits with each level. Table 6.96 displays the limits of each parameter specific to 
each level.  
There are four main parts in the given table. In each part, one of the parameters 
and its limits for the top level and the base level is provided. For example, in the 
first part the limits for the first parameter which is the total investment cost to be 
depreciated are presented. The starting value (the experience value) of the 
investment cost for the base level is 42.000. However, the base level states that 
the minimum level of the investment amount (29.400) and the maximum level of 
the investment amount (42.000) during the communication with the moderator. On 
the other hand, initial instruction of the top level for the investment to be 
depreciated is 22.000. Similar to the base level, the top level communicates the 
acceptable minimum level of the investment (22.000) and the maximum level of 
the investment (28.600). 
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Table 6.97: Limits of the parameters for the top level and the base level. 
  
Experience value (E5_Total Inv 
Cost to be Depr) 
Top level value (T_Total 
Investment Cost Dep) 
P1 42.000 22.000 
Min 29.400 22.000 
Max 42.000 28.600 
  
Experience value (E1_Volume 
per Exp Operator) 
Top level value (T_Volume 
per Operator) 
P2 190 250 
Min 190 175 
Max 247 250 
  
Experience value (O1_Turnover 
rate) 
Top level value (T_Turnover 
rate per da) 
P3 0,001083 0,000183 
Min 0,000758 0,000183 
Max 0,001083 0,000238 
  
Experience value (Exec 
duration) 
Top level value (T_Execution 
Duration) 
P4 53 45 
Min 
Not applicable – determined 
during simulation 45 
Max 
Not applicable – determined 
during simulation 59 
Step 3: Start with a randomly generated population – Iteration I 
The number of chromosomes in one population is determined as 6. The starting 
population with 6 chromosomes for the base level and the top level is presented in 
Table 6.98. This starting population is determined randomly by the moderator 
considering the limits of both levels. 
Step 4: Calculate the gross profit value of each chromosome 
The first row presents the values of the first parameter (investment cost to be 
depreciated) of the top level for the six chromosomes. For example, the P1T value 
of the first chromosome is 23.367 and the P1T value of the sixth chromosome is 
23.291. The second row presents the values of the first parameter of the base 
level. The remaining rows of the table present the values in the six chromosomes 
for the remaining three parameters. 
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Table 6.98: The initial population chromosomes. 
Level/ 
Parameter  
Short 
Form Chromosome Values 
Top level P1 
value  P1T {23367;26532;27662;27782;23425;23291} 
Base level P1 
value  P1B {37564;37032;37717;34622;37736;30563} 
Top level P2 
value  P2T {246;186;218;206;247;245} 
Base level P2 
value  P2B {191;208;231;216;236;207} 
Top level P3 
value  P3T {0,00019;0,00020;0,00019;0,00020;0,00020;0,00022} 
Base level P3 
value  P3B {0,00106;0,00101;0,00096;0,00104;0,00101;0,00096} 
Top level P4 
value  P4T {47;52;46;58;51;56} 
Base level P4 
value  P4B NA 
The developed model is simulated with the values stated in six chromosomes. The 
results of the simulations are presented with the gross profit values and the delta 
gross profit values (see Table 6.99) determined. The chromosomes are ranked in 
the descending order according to the base level gross profit value.   
Table 6.99: The simulation results of the initial population. 
Chromo 
some ID 
Base 
Level 
Revenue 
Base 
Level GP 
Base 
Level 
Cost 
Top 
Level 
Cost 
Top 
Level 
Revenue 
Top 
Level GP 
Delta 
GP 
Chr. 5 888.750 179.176 709.754 694.408 894.375 199.967 10,40 
Chr. 3 888.750 174.815 713.935 733.632 903.750 170.118 -2,76 
Chr. 4 888.750 160.858 727.892 730.343 881.250 150.907 -6,59 
Chr. 2 888.750 149.127 739.623 766.977 892.500 125.523 -18,80 
Chr. 6 888.750 150.464 738.286 689.090 885.000 195.910 23,20 
Chr. 1 888.750 120.930 761.820 700.900 901.875 200.975 36,84 
Step 5: Application of genetic algorithm operators (cross over and mutation) – 
Iteration II 
The chromosomes in the 5th and 6th rank are removed and the genetic algorithm 
operators are applied. Randomly 2 pairs are selected among the remaining four 
chromosomes and the cross over between the base level and the top level 
parameter values are applied for each pair. The values before the cross over are 
stated in Table 6.100. 
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Table 6.100: Chromosome 5 and 3 values before crossover and the crossover 
point. 
Chr. 5 Base Level Top Level 
P1 37.736 23.425 
P2 236 247 
P3 0,00101 0,00020 
P4   51 
Chr. 3 Base Level Top Level 
P1 37.717 27.662 
P2 231 218 
P3 0,00096 0,00019 
P4   46 
Chromosomes 5 and 3 are modified after the crossover; the new chromosomes 
are displayed in Table 6.101. 
Table 6.101: Chromosome 5 and 3 values after crossover. 
Modified 5 Base Level Top Level 
P1 37.736 27.662 
P2 236 218 
P3 0,00101 0,00019 
P4   46 
Modified 3 Base Level Top Level 
P1 37.717 23.425 
P2 231 247 
P3 0,00096 0,00020 
P4   51 
Similarly, chromosomes 4 and 2 are modified with crossover. The new values are 
presented in Table 6.102. 
Table 6.102: Chromosome 4 and 2 values after crossover. 
Modified 4 Base Level Top Level 
P1 34.622 26.532 
P2 216 186 
P3 0,00104 0,00020 
P4   52 
Modified 2 Base Level Top Level 
P1 37.032 27.782 
P2 208 206 
P3 0,00101 0,00020 
P4   58 
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Finally, the best two chromosomes (chromosomes 3 and 5) are modified with 
mutation and with this operation the total number of chromosomes is reached.  
Table 6.103: Chromosome 5 and 3 values after mutation. 
Modified 5 -  
Mutation Base Level Top Level 
P1 37.736 27.662 
P2 247 218 
P3 0,00101 0,00019 
P4   46 
Modified 3 -  
Mutation Base Level Top Level 
P1 37.717 23.425 
P2 247 247 
P3 0,00096 0,00020 
P4   51 
The new chromosomes after mutation are presented in Table 6.103. The mutation 
point is marked in the table. 
With the genetic algorithm operators the new set of population is determined and 
presented in Table 6.104.  
Table 6.104: New/modified population chromosomes. 
Level / 
Parameter Chromosome Values 
P1T {27662;23425;26532;27782;27662;23425} 
P1B {37736;37717;34622;37032;37736;37717} 
P2T {218;247;186;206;218;247} 
P2B {236;231;216;208;247;247} 
P3T {0,00019;0,00020;0,00020;0,00020;0,00019;0,00020} 
P3B {0,00101;0,00096;0,00104;0,00101;0,00101;0,00096} 
P4T {46;51;52;58;46;51} 
P4B NA 
Step 4: Calculate the gross profit value of each chromosome – Iteration II 
In the second iteration, the gross profit of the new chromosomes is calculated and 
the delta gross profit is determined.  
The chromosomes are ranked in the descending order according to the base level 
gross profit value (see Table 6.105).  
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Table 6.105: The simulation results of the new/modified population. 
Chromo 
some ID 
Base 
Level 
Revenue 
Base 
Level 
GP 
Base 
Level 
Cost 
Top 
Level 
Cost 
Top 
Level 
Revenue 
Top 
Level 
GP 
Delta 
GP 
Chromosome 
5 888.750 189.513 699.237 733.632 903.750 170.118 -11,40 
Chromosome 
6 888.750 189.277 699.473 694.408 894.375 199.967 5,35 
Chromosome 
1 888.750 175.800 712.950 733.632 903.750 170.118 -3,34 
Chromosome 
2 888.750 171.787 716.963 694.408 894.375 199.967 14,09 
Chromosome 
4 888.750 149.200 739.550 730.343 881.250 150.907 1,13 
Chromosome 
3 888.750 159.951 728.799 766.977 892.500 125.523 -27,43 
Step 5: Application of genetic algorithm operators (cross over and mutation) – 
Iteration III 
The chromosomes in the 5th and 6th rank are removed and the genetic algorithm 
operators are applied. Randomly 2 pairs are selected among the remaining four 
chromosomes and the cross over between the base level and the top level 
parameter values are applied for each pair. Chromosomes 5 and 2 are modified 
after the crossover; the new chromosomes are displayed in Table 6.106. 
Table 6.106: Chromosome 2 and 5 values after crossover. 
Modified 2 Base Level Top Level 
P1 37.736 23.425 
P2 247 247 
P3 0,00101 0,00020 
P4   51 
Modified 5 Base Level Top Level 
P1 37.717 27.662 
P2 231 218 
P3 0,00096 0,00019 
P4   46 
Chromosomes 6 and 1 are modified after the crossover; the new chromosomes 
are displayed in Table 6.107. 
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Table 6.107: Chromosome 1 and 6 values after crossover. 
Modified 1 Base Level Top Level 
P1 37.717 27.662 
P2 247 218 
P3 0,00096 0,00019 
P4   46 
Modified 6 Base Level Top Level 
P1 37.736 23.425 
P2 236 247 
P3 0,00101 0,00020 
P4   51 
As the last genetic algorithm operation, the best two chromosomes (chromosomes 
5 and 6) are modified with mutation and with this operation the total number of 
chromosomes is reached.  
The new chromosomes after mutation are presented in Table 6.108. The mutation 
point is marked in the table. 
Table 6.108: Chromosome 5 and 3 values after mutation. 
Modified 5 -  
Mutation Base Level Top Level 
P1 37.736 27.662 
P2 247 218 
P3 0,00101 0,00019 
P4   50 
Modified 6 -  
Mutation Base Level Top Level 
P1 33.000 27.000 
P2 247 247 
P3 0,00096 0,00020 
P4   51 
With the genetic algorithm operators the new set of population is determined and 
presented in Table 6.109. 
Step 4: Calculate the gross profit value of each chromosome – Iteration III 
In the third iteration and the final iteration, the gross profits of the new 
chromosomes are calculated and the delta gross profits are determined and 
presented in Table 6.110.  
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Table 6.109: New/modified population chromosomes. 
Level / 
Parameter Chromosome Values 
P1T {23425;27662;27662;23425;27662;27000} 
P1B {37736;37717;37717;37736;37736;33000} 
P2T {247;218;218;247;218;247} 
P2B {247;231;247;236;247;247} 
P3T {0,00020;0,00019;0,00019;0,00020;0,00019;0,00020} 
P3B {0,00101;0,00096;0,00096;0,00101;0,00101;0,00096} 
P4T {51;46;46;51;50;51} 
P4B NA 
In the last iteration the chromosome with the best base gross profit value is 
selected. As stated in the table this chromosome also has smallest delta gross 
profit. This solution set is selected as the optimum solution for the negotiation step 
by the moderator.  
Table 6.110: The simulation results of the new/modified population. 
Chromo 
some ID 
Base 
Level 
Revenue 
Base 
Level GP 
Base 
Level 
Cost 
Top 
Level 
Cost 
Top 
Level 
Revenue 
Top 
Level GP 
Delta 
GP 
Chr. 6 888.750 187.931 700.819 696.561 894.375 197.814 5,00 
Chr. 3 888.750 184.786 703.964 733.632 903.750 170.118 -8,62 
Chr. 1 888.750 184.610 704.140 694.408 894.375 199.967 7,68 
Chr. 5 888.750 184.610 704.140 727.729 896.250 168.521 -9,55 
Chr. 4 888.750 175.889 712.861 694.408 894.375 199.967 12,04 
Chr. 2 888.750 171.327 717.423 733.632 903.750 170.118 -0,71 
The optimum values for the base level and the top level as the result of genetic 
algorithm based process is presented in Table 6.111. 
Table 6.111: The final values of the parameters for the base level and the top 
level. 
Chromosome 6 Base Level Top Level 
P1 33.000 27.000 
P2 247 247 
P3 0,00096 0,00020 
P4   51 
Finally, the results gathered with the offer counteroffer based protocol and the 
results gathered with the genetic algorithm based negotiation process are 
compared in Table 6.112.  
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Table 6.112: Comparison table. 
Definition Top Level Base Level 
Initial values 206.330 122.133 
Agreed values with the offer counteroffer based 
protocol 
170.182 170.182 
Agreed values with the genetic algorithm based 
negotiation process 
197.814 187.931 
Gross profit advantage of the genetic algorithm 
based negotiation process 27.632 17.749 
Gross profit advantage of the genetic algorithm 
based negotiation process (%) 16% 10% 
The results of the genetic algorithm based negotiation process are more 
advantageous since the limits of the both levels are shared with the moderator. 
However, in this method, the direct feedbacks of the levels can not be observed 
since the levels do not start with the initial population which depends on the 
starting values. 
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7. CONCLUSION  
This study is an extensive application of a distributed and hierarchical complex 
system modeling in project and operations management field. The hierarchies are 
modeled dynamically. The system is modeled by system dynamics method which 
supports the modeling and learning in complex environments. The resources of the 
system are built with stock-flow structure and the relationships are defined with 
causal loop diagrams. Powersim Studio 7 Academic is the tool used for the 
dynamic modeling.  
The proposed study does not only cover the dynamic modeling of the system but 
also covers the whole process (end-to-end). The dynamic and manual modules 
are designed and the results of the study are based on the whole system. With this 
extensive modeling, the proposed framework helps the top level and the base level 
to understand the structure of each level. When the parties can understand the 
dynamics of the other level, then the both levels can;   
- Validate the company strategies/policies and understand the underlying 
reasons. 
- Make accurate forecasts – The model is quite flexible, therefore it can be 
adapted for similar business cases. With having accurate forecasts, the 
anticipation level of both levels will increase.   
o Correct estimation of the cost items. 
o Correct pricing and budgeting.  
- Highlight the fields increases the risks which cause bias. Here, the risk 
stands for the vague points of the process and the contract which might 
result in profit loss. 
o Minimization of the pressure on the top level and the base level. 
Since the expected performance would be much closer to the 
reality. 
- Have empathy to accept the arguments. – This model brings transparency 
for both levels. Therefore it increases the action willingness of both levels.  
 170 
o The model facilitates the process with creating a better 
understanding of the reality which hopefully would facilitate the 
negotiation phase. (This model leads to consuming less time for the 
negotiation phase.) 
- Identify the extreme cases that exceed the capabilities of the base level.  
- Clarify the contract clauses and risks. The contracts do not always address 
every situation during providing the outsourcing services. There might be 
open points and even inconsistencies.  
With the model and the proposed negotiation algorithms, the whole process 
becomes transparent. The model and the negotiation process give the opportunity 
of clearly setting the rules for the acceptance of a developed model by the top 
level. This flexible and adaptive model can be simulated under different business 
case circumstances and the results become good indications for the real life 
negotiations. The model can also be used as a part of negotiation. Both parties 
may not prefer to use any of the proposed negotiation algorithms. In that case, the 
top level and the base level have the opportunity to convince the counterpart for 
the negotiation values of the parameters and the objective function.  
With this study, it is proposed to follow the below steps in order to ease the 
processes in development, execution, operations and negotiations; 
- Organize a workshop in order to explain the details of the model (the 
feedback loops, decision criteria and the parameters. This workshop would 
ease the understanding and the acceptance of the parties for the further 
application steps. 
- Review the model and adapt according to the specific project 
- Check the company policies, its limits and alternatives. Choose the best 
policy and set the parameters accordingly. As mentioned earlier, it is 
possible to increase the number of scenarios for the determination of the 
company strategies and the forecasting of the base level responses (by 
analyzing the bias with the simulation of the real cases). 
- Simulate the top level. 
- Simulate the base level and make accurate forecasts for the instruction 
values. 
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- Review the contract and put additional constraints if necessary (For 
example the limit for the allowed fluctuation amount might need to be 
considered according to the simulation results.)  
- Negotiate with the base level decision makers using the negotiation 
algorithms. (Since before applying the algorithm, both levels will use the 
model for the forecast and therefore, their anticipation level will increase) 
The study covers an extensive further process including manual and dynamic 
modules, therefore there are critical future study areas that can be suggested; 
- The experience module can be enhanced and can be converted to a 
knowledge base accumulating through the time horizon. This knowledge 
base can be feed by the lessons learned and experience values. Therefore, 
the experience values become living and dynamic values rather than static 
external inputs. 
- A user friendly cockpit can be designed for the simulation of the model. 
With such a cockpit, the acceptance of the model with the users’ increases. 
The parameters required for the simulation can be entered to the system 
via cockpit and this brings management and reporting flexibility.  
o This cockpit should have customized parameter entry interfaces on 
user basis. Each distributed agent (for example; sales experts in the 
top level, design architects in the top level, project managers in the 
base level, operations managers in the base level) should have a 
separate window.  
- Two negotiation method are proposed in the negotiation module; 
o The first one is the offer counteroffer-based protocol. This method is 
not integrated to the whole system, the inputs are provided 
manually and then the outputs are analyzed manually. The 
integration of this module is another future research area.  
o A genetic algorithm based negotiation process is proposed as the 
second method. However, in the study, the basic principles of the 
genetic algorithm are applied. An extensive application with more 
populations and iterations along with the application principles to 
the business environments is a future research topic. 
o Finally, similar to the offer counteroffer-based protocol, the genetic 
algorithm based negotiation protocol is manually integrated to the 
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system. The automation with specific software is the final research 
areas proposed in the study. 
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Appendix A.1: All Model Entities   
Table A.1: All Model Entities. 
ID Name  ID Name 
1 Avg working day  108 O3_Backlog 
2 Day Converter  109 O3_Daily Additional 
Overtime Capacity 
3 E1_# of Operators Required  110 O3_Daily Capacity Gap 
4 E1_# of Operators Required2  111 O3_Daily Max Overtime 
Capacity 
5 E1_Avg Hiring Duration_P  112 O3_Daily Processed Data 
6 E1_Avg Training Duration_P  113 O3_Daily Required Capacity 
7 E1_Duration for HR 
Workpackage Completion  days 
 114 O3_Daily Total Workload 
8 E1_Duration for HR Work 
package Completion opr-da 
 115 O3_Data Inflow 
9 E1_Hired Operators  116 O3_Data Progressed With 
Normal Capacity 
10 E1_Hiring Rate  117 O3_Overtime % 
11 E1_Inital Capacity  118 O3_Overtime Gap - hrs 
12 E1_Operator Converter  119 O3_Processed Data 
13 E1_Trained Operators  120 O3_Unpaid Leave-hrs 
14 E1_Training rate  121 O4_Average Capacity Need 
15 E1_Volume per Exp Operator  122 O4_Dismissal Decision 
Parameter 
16 E2_Approval and order creating  123 O4_Recruitment Decision 
Parameter 
17 E2_Conf Rate  124 O5_Bonus ratio 
18 E2_Congifured NW Equipments  125 O5_Cost 
19 E2_Delivered NW Eq  126 O5_Dismissal Cost 
20 E2_Delivered PC  127 O5_Food-Transport-Rent 
Cost 
21 E2_Delivered Servers  128 O5_Gross Margin 
22 E2_Delivery time  129 O5_Gross profit 
23 E2_Duration for NW  Proc and 
Config 
 130 O5_HR Cost 
24 E2_Duration for PC  Proc and 
Installation 
 131 O5_Indemnity per day 
25 E2_Duration for Server  Proc 
and Installation 
 132 O5_Operator cost per day 
26 E2_Installed System - PC  133 O5_Other costs 
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Table A.1 (contd.): All Model Entities. 
ID Name  ID Name 
27 E2_Installed System - Servers  134 O5_Other costs2 
28 E2_NW Configuration Duration  135 O5_Overtime Cost - TL 
29 E2_NW Delivery time  136 O5_Overtime cost per hour 
per operator 
30 E2_NW Proc Rate  137 O5_Penalty cost 
31 E2_NW to be configured  138 O5_Penalty per data 
32 E2_PC Delivery time  139 O5_Price per data 
33 E2_PC Proc Rate  140 O5_Recruitment Cost 
34 E2_PC Technical Installation 
Duration 
 141 O5_Revenue 
35 E2_PCS to be installed  142 O5_Revenue per day 
36 E2_Proc Rate  143 O5_Revenue-Cost 
37 E2_Req NW eq  144 O5_Salary monthly 
38 E2_Req PCs  145 O5_Social security ratio 
39 E2_Req Servers  146 O5_SW cost 
40 E2_Server Technical 
Installation Duration 
 147 O5_SW cost per data 
41 E2_Servers to be installed  148 O5_TL Salary monthly 
42 E2_Technical Infr  149 O5_Total Cost 
43 E2_Technical Instal Rate  150 O5_Total Cost per da during 
operation 
44 E2_Total NW Proc Time  151 O5_Total HR Cost 
45 E2_Total PC Proc Time  152 O5_Total Revenue 
46 E2_Total Proc Time  153 O5_Unit Dismissal Cost 
47 E3_SW Development Duration  154 O5_Unit Food Cost 
48 E4_Execution Duration  155 O5_Unit rent cost 
49 E4_Execution Duration without 
Test 
 156 O5_Unit rent cost2 
50 E4_Operation on-off  157 O5_Unit Transport Cost 
51 E4_Operation Start Time  158 O5_Unit Transport Cost2 
52 E4_Operation starts-1-Time  159 O5_Unpaid leave cost - 
minus 
53 E4_Test & Acceptance  
Duration 
 160 Ov L1 
54 E5_Depreciated Investment 
Cost per Da 
 161 Ov L2 
55 E5_Depreciation Duration  162 Ov L3 
56 E5_Man-hour cost  163 Ov L4 
 181 
Table A.1 (contd.): All Model Entities. 
ID Name  ID Name 
57 E5_Total Execution Cost  164 Ov L5 
58 E5_Total Inv Cost to be Depr  165 Ov L6 
59 E5_Total Inv Cost-No 
depreciation 
 166 Ov L7 
60 E5_Unit Rec Cost  167 Ov R1 
61 Ex Cap1  168 Ov R2 
62 Ex Cap2  169 Ov R3 
63 Ex Cap3  170 Ov R4 
64 Ex Cap4  171 Ov R5 
65 Ex Cap5  172 Ov R6 
66 Ex Cap6  173 Ov R7 
67 Ex Cap7  174 Ov R8 
68 Experience_ E5_Total Inv Cost 
to be Depr 
 175 Simulation STOP 
69 Experience_ O1_Turnover rate  176 T_Bonus ratio 
70 Experience_ 
T_Execution_Duration 
 177 T_Contract Duration 
71 Experience_E1_Volume per 
Exp Operator 
 178 T_Contract End Time 
72 O_Cap ExcessR1  179 T_Daily SW Cost 
73 O_Cap ExcessR2  180 T_Data Forecast      per Da 
74 O_Cap ExcessR3  181 T_Days to be invoiced 
75 O_Cap ExcessR4  182 T_Depreciated Investment 
Cost per Da 
76 O_Cap ExcessR5  183 T_Depreciation Duration 
77 O_Cap ExcessR6  184 T_Execution Duration 
78 O_Cap ExcessR7  185 T_Gross Margin 
79 O_Cap ExcessR8  186 T_Gross Profit 
80 O_FTE Dismissal  187 T_Indemnity 
81 O_Minus Capacity  188 T_Man hour cost- exec 
82 O1_Exp Duration  189 T_Operator cost per da 
83 O1_Experienced Operators  190 T_Other Costs-op 
84 O1_LC Effect  191 T_Other Costs-op per da 
85 O1_Op Training rate  192 T_Project Start Time 
86 O1_Op_Hired Operators  193 T_Project Total Cost 
87 O1_Op_Trained Operators  194 T_Rent Food Transport Cost 
per da 
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Table A.1 (contd.): All Model Entities. 
ID Name  ID Name 
88 O1_Quit rate  195 T_Req Operators 
89 O1_R Gap Flow  196 T_Risk Budget 
90 O1_Recruitment  Rate  197 T_Salary monthly 
91 O1_Recruitment Gap  198 T_Social security ratio 
92 O1_Staff to be recruited  199 T_TL salary monthly 
93 O1_Total # of Operators  200 T_Total Execution Cost 
94 O1_Trained Op_Execution  201 T_Total Investment Cost 
Dep 
95 O1_Turnover rate  202 T_Total Investment_No_Dep 
96 O2_Attendance-Annual leaves  203 T_Total Operation Cost 
97 O2_Avg Data per Hour  204 T_Total Revenue 
98 O2_Avg Volume  205 T_Turnover rate per da 
99 O2_Capacity Forecast  206 T_Turnover rec cost per da 
100 O2_Capacity Gap  207 T_Unit food cost 
101 O2_Capacity Value - Planning  208 T_Unit Price 
102 O2_Daily Actual Capacity  209 T_Unit Rec Cost 
103 O2_Daily Eff Working Hours  210 T_Unit rent cost 
104 O2_Daily Efficient Capacity - 
Theoretical 
 211 T_Unit SW cost 
105 O2_Dismissal Gap  212 T_Unit Transport Cost 
106 O2_Operator Gap  213 T_Volume per Operator 
107 O2_Volume per Tr Operator    
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Appendix B.1 : Parameters  
Table B.1: Parameters. 
Name Estimation 
method Value Explanation 
E1_Avg Hiring 
Duration_P 
Expert 
opinion 5 days 
Weekly HR meetings and 
continuously updates CV 
database ensures this time as 
SLA. 
E1_Avg Training 
Duration_P 
Data 
analysis/Ex
pert 
opinion 
1 day 
In this kind of projects, on the job 
training is performed. Therefore, 
the data volume for an 
experienced operator and for a 
new trained operator is different 
in the model. There is only one 
day training for security and 
orientation purposes.  
E2_Approval and 
order creating 
Expert 
opinion 3 days 
11 procurement activities' 
average is calculated as 
approximately 2 days. 
Additionally, one day for having 
the price proposals is added. 
E2_Delivery time Vendor forecast 33 days 
Server vendors provides this 
duration as 4 to 6 weeks. 
However, considering the 
problems at the customs, this 
duration is set as 33 days. 
E2_NW 
Configuration 
Duration 
Data 
analysis/Ex
pert 
opinion 
7 days 
Project plans of similar projects 
are investigated and opinions of 
Project Managers and NW 
Engineers are taken into 
consideration. 7 days duration is 
found suitable. 
E2_NW Delivery 
time 
Vendor 
forecast 10 days 
Project plans of similar projects 
are investigated. In many 
examples, NW equipments were 
ready in the stock, in the 
remaining examples the 
equipments were shipped 
immediately. 10 days duration is 
found suitable. 
E2_PC Delivery 
time 
Vendor 
forecast 10 days 
PC vendor provides this duration 
as 3 to 10 days. Also the 
experiences of Project Managers 
are taken into consideration. A 
uniform distribution for [3;10] 
days. 
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Table B.1 (contd.): Parameters. 
Name Estimation 
method Value Explanation 
E2_PC Technical 
Installation Duration 
Data 
analysis/Ex
pert 
opinion 
3 days 
Project plans of similar projects 
are investigated and opinions of 
Project Managers are taken into 
consideration. Since planning 
phase is completed before 
installation and the procurement 
duration, the technical team's 
installation days are agreed on 
beforehand. Therefore, the 
technical installation time is set 
as 3 days. 
E2_Req NW eq Constant 2 
As a standard switch and router 
is calculated. (They are standard 
unless special requirements are 
not set within the contract.) 
E2_Req Servers Constant 2 Dedicated project server and its backup. 
E2_Server 
Technical 
Installation Duration 
Data 
analysis/Ex
pert 
opinion 
7 days 
Project plans of similar projects 
are investigated and opinions of 
Project Managers and System 
Engineers are taken into 
consideration. Under normal 
conditions, one day per each 
server may be set as the 
installation duration. However, 
buffer times for license check 
and fixing probable configuration 
problems, the installation 
duration is set as 7 days. 
E3_SW 
Development 
Duration 
Data 
analysis U[22;33] 
Partner provides this duration as 
4 to 6 weeks. A uniform 
distribution for [22;33] days. 
E4_Test & 
Acceptance  
Duration 
Data 
analysis/Ex
pert 
opinion 
10 days 
Test and acceptance phase is 
handled by the project manager 
of the service provider and the 
customer. Having the test 
results, fixing any observed 
software problems and agreeing 
on the final system infrastructure 
approximately takes 10 days. 
(The duration is validated by 
Project Managers.) 
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Table B.1 (contd.): Parameters. 
Name Estimation 
method Value Explanation 
E5_Depreciation 
Duration 
T_Depreciation 
Duration 
  792 
According to the regulations 3 
years should be set. Since there 
are 22 workdays in a month, 
these days are normalized 
according to the Powersim 
calendar (360*3/(30)*22). 
E5_Unit Rec Cost 
T_Unit Rec Cost Constant 550 
Standard recruitment cost of a 
contracted vendor.  
O1_Exp Duration 
Data 
analysis/Ex
pert 
opinion 
15 
App. In 15 days the efficiency 
reaches to the optimum level. (All 
non-experienced staff is recruited 
if they have passed the related 
tests with a sufficient score. 
O2_Daily Eff 
Working Hours 
Data 
analysis/Ex
pert 
opinion 
6,5 hrs 
The efficient duration is asked to 
the operations managers, the 
value they used for calculations 
is set as the daily efficient 
working hours. 
O5_Indemnity per 
day 
Regulation
s/Strategy 
Salary/1
2 
Since a monthly cost will be paid 
as indemnity for one year. 
Monthly calculation is "salary 
cost/12". 
O5_Overtime cost 
per hour per 
operator 
Regulation
s 
('O5_Sal
ary 
monthly'
*(1+'O5
_Social 
security 
ratio')*1,
5)/225<
<hr>> 
Monthly cost (including social 
payments) is divided by total 
hours (225) and multiplied by 1.5 
(for overtime). 
O5_Salary monthly 
T_Salary monthly Constant 750 Gross salary 
O5_TL Salary 
monthly 
T_TL salary 
monthly 
Constant 1200 
Gross salary 
O5_Social security 
ratio 
T_Social security 
ratio 
Regulation
s 
0,165 
Regulation 
O5_Unit Dismissal 
Cost 
Data 
analysis 1500 
An approximate value is taken 
after conversations with the 
commercial staff. 
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Table B.1 (contd.): Parameters. 
Name Estimation 
method Value Explanation 
O5_Unit Food Cost 
T_Unit food cost Constant 8 Unit food cost 
O5_Unit rent cost 
T_Unit rent cost Constant 180 App. value 
O5_Unit Transport 
Cost 
T_Unit Transport 
Cost 
Constant 130 
App. Value 
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Appendix B.2 : Decision Variables 
In order to simulate a business model, the below variables should be entered to the 
simulation. In other words, the top level should provide these data for the planning 
and the simulation of the base level. 
Table B.2: Decision variables. 
Decision Variables - Determined by 
Top Level Type Unit 
Affected from 
Experience? 
O5_Price per data 
T_Unit Price Cost TL/Data NO 
O5_SW cost per data 
T_Unit SW cost Cost TL/Data NO 
E5_Man-hour cost 
T_Man hour cost- exec Cost TL YES 
E5_Total Inv Cost-No depreciation 
T_Total Investment_No_Dep Cost TL YES 
E5_Total Inv Cost to be Depr 
T_Total Investment Cost Dep Cost TL YES 
O5_Other costs 
T_Other Costs-op Cost TL YES 
O5_Penalty per data Cost TL/Data NO 
T_Risk Budget Cost % NO 
E1_Inital Capacity 
T_Data Forecast per Da Capacity 
Data 
Data/da NO 
O2_Capacity Forecast Capacity Data NO 
E1_Volume per Exp Operator 
T_Volume per Operator Capacity Data/Operator YES 
O5_Bonus ratio 
T_Bonus ratio HR % NO 
O1_Turnover rate 
T_Turnover rate per da HR 1/da YES 
T_Contract Duration Time  da NO 
T_Execution Duration Time  da YES 
Additional to the decision variables stated above, there are also other decision 
variables which affects the strategy of the company. The changes in these variables 
can also be a part of the scenario analysis. 
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Table B.3: Decisions variables have an effect on the strategy of the company. 
Decision Variables – Has an 
Effect on the Strategy Type 
Affected 
from 
Experience? Explanation 
O3_Daily Required Capacity Capacity NO Randomness of the 
daily data 
O3_Overtime % HR NO Max overtime percentage 
O4_Recruitment Decision 
Parameter HR NO 
If overtime 
continues for 7 
days then this 
parameter triggers 
recruitment. 
O4_Dismissal Decision 
Parameter HR NO 
If excess capacity 
continues for 7 
days then this 
parameter triggers 
dismissal. 
 
 
 
 
 189 
Appendix C.1 : O_2 Capacity Forecast 
Table C.1: Capacity values (daily). 
ID 
Data 
Volume 
 
ID 
Data 
Volume 
 
ID 
Data 
Volume 
 
ID 
Data 
Volume 
1 1500 
 
135 1492 
 
269 1600 
 
404 1600 
2 1500  136 1492  270 1600  405 1600 
3 1500  137 1492  271 1600  406 1600 
4 1500  138 1492  272 1600  407 1600 
5 1500  139 1492  273 1600  408 1600 
6 1500  140 1492  274 1600  409 1600 
7 1500  141 1492  275 1600  410 1600 
8 1500  142 1492  276 1600  411 1600 
9 1500  143 1492  277 1600  412 1600 
10 1500  144 1492  278 1600  413 1600 
11 1500  145 1492  279 1600  414 1600 
12 1500  146 1492  280 1600  415 1600 
13 1500  147 1492  281 1600  416 1600 
14 1500  148 1492  282 1600  417 1600 
15 1500  149 1492  283 1600  418 1600 
16 1500  150 1492  284 1600  419 1600 
17 1500  151 1492  285 1600  420 1600 
18 1500  152 1492  286 1600  421 1600 
19 1500  153 1492  287 1600  422 1600 
20 1500  154 1492  288 1600  423 1600 
21 1500  155 1492  289 1600  424 1600 
22 1500  156 1492  290 1600  425 1600 
23 1500  157 1492  291 1600  426 1600 
24 1500  158 1492  292 1600  427 1600 
25 1500  159 1492  293 1600  428 1600 
26 1500  160 1492  294 1600  429 1600 
27 1500  161 1492  295 1600  430 1600 
28 1500  162 1492  296 1600  431 1600 
29 1500  163 1492  297 1600  432 1600 
30 1500  164 1492  298 1600  433 1600 
31 1500  165 1492  299 1600  434 1600 
32 1500  166 1492  300 1600  435 1600 
33 1500  167 1492  301 1600  436 1600 
34 1500  168 1492  302 1600  437 1600 
35 1500  169 1492  303 1600  438 1600 
36 1500  170 1600  304 1600  439 1600 
37 1500  171 1600  305 1600  440 1600 
38 1500  172 1600  306 1600  441 1600 
39 1500  173 1600  307 1600  442 1600 
40 1500  174 1600  308 1600  443 1600 
41 1500  175 1600  309 1600  444 1600 
42 1500  176 1600  310 1600  445 1600 
43 1500  177 1600  311 1600  446 1600 
44 1500  178 1600  312 1600  447 1600 
45 1500  179 1600  313 1600  448 1600 
46 1500  180 1600  314 1600  449 1600 
47 1500  181 1600  315 1600  450 1600 
48 1500  182 1600  316 1600  451 1600 
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Table C.1 (contd.): Capacity values (daily). 
ID 
Data 
Volume 
 
ID 
Data 
Volume 
 
ID 
Data 
Volume 
 
ID 
Data 
Volume 
49 1500  183 1600  317 1600  452 1600 
50 1500  184 1600  318 1600  453 1600 
51 1500  185 1600  319 1600  454 1600 
52 1500  186 1600  320 1600  455 1600 
53 1500  187 1600  321 1600  456 1600 
54 1500  188 1600  322 1600  457 1600 
55 1400  189 1600  323 1600  458 1600 
56 1300  190 1600  324 1600  459 1600 
57 1500  191 1600  325 1600  460 1600 
58 1500  192 1600  326 1600  461 1600 
59 1300  193 1600  327 1600  462 1600 
60 1500  194 1600  328 1600  463 1600 
61 1500  195 1600  329 1600  464 1600 
62 1500  196 1600  330 1600  465 1600 
63 1500  197 1600  332 1600  466 1600 
64 1500  198 1600  333 1600  467 1600 
65 1500  199 1600  334 1600  468 1600 
66 1500  200 1600  335 1600  469 1600 
67 1500  201 1600  336 1600  470 1600 
68 1500  202 1600  337 1600  471 1600 
69 1500  203 1600  338 1600  472 1600 
70 1500  204 1600  339 1600  473 1600 
71 1500  205 1600  340 1600  474 1600 
72 1500  206 1600  341 1600  475 1600 
73 1500  207 1600  342 1600  476 1600 
74 1500  208 1600  343 1600  477 1600 
75 1500  209 1600  344 1600  478 1600 
76 1500  210 1600  345 1600  479 1600 
77 1500  211 1600  346 1600  480 1600 
78 1500  212 1600  347 1600  481 1600 
79 1500  213 1600  348 1600  482 1600 
80 1500  214 1600  349 1600  483 1600 
81 1500  215 1600  350 1600  484 1600 
82 1500  216 1600  351 1600  485 1600 
83 1500  217 1600  352 1600  486 1800 
84 1500  218 1600  353 1600  487 1800 
85 1500  219 1600  354 1600  488 1800 
86 1500  220 1600  355 1600  489 1800 
87 1500  221 1600  356 1600  490 1800 
88 1500  222 1600  357 1600  491 1800 
89 1500  223 1600  358 1600  492 1800 
90 1500  224 1600  359 1600  493 1800 
91 1500  225 1600  360 1600  494 1800 
92 1515  226 1600  361 1600  495 1800 
93 1530  227 1600  362 1600  496 1800 
94 1545  228 1600  363 1600  497 1800 
95 1561  229 1600  364 1600  498 1800 
96 1577  230 1600  365 1600  499 1800 
97 1592  231 1600  366 1600  500 1800 
98 1608  232 1600  367 1600  501 1800 
99 1624  233 1600  368 1600  502 1800 
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Table C.1 (contd.): Capacity values (daily). 
ID 
Data 
Volume 
 
ID 
Data 
Volume 
 
ID 
Data 
Volume 
 
ID 
Data 
Volume 
100 1641  234 1600  369 1600  503 1800 
101 1657  235 1600  370 1600  504 1800 
102 1674  236 1600  371 1600  505 1800 
103 1690  237 1600  372 1600  506 1800 
104 1707  238 1600  373 1600  507 1800 
105 1724  239 1600  374 1600  508 1800 
106 1741  240 1600  375 1600  509 1800 
107 1759  241 1600  376 1600  510 1800 
108 1776  242 1600  377 1600  511 1800 
109 2132  243 1600  378 1600  512 1800 
110 2132  244 1600  379 1600  513 1800 
111 2132  245 1600  380 1600  514 1800 
112 2132  246 1600  381 1600  515 2100 
113 2132  247 1600  382 1600  516 2100 
114 2132  248 1600  383 1600  517 2100 
115 2132  249 1600  384 1600  518 2100 
116 2132  250 1600  385 1600  519 2100 
117 2132  251 1600  386 1600  520 2100 
118 2132  252 1600  387 1600  521 2100 
119 2132  253 1600  388 1600  522 2100 
120 2132  254 1600  389 1600  523 2100 
121 2132  255 1600  390 1600  524 2100 
122 2132  256 1600  391 1600  525 2100 
123 2132  257 1600  392 1600  526 2100 
124 2132  258 1600  393 1600  527 2100 
125 2132  259 1600  394 1600  528 2100 
126 2132  260 1600  395 1600  529 2100 
127 2132  261 1600  396 1600    
128 2132  262 1600  397 1600    
129 2132  263 1600  398 1600    
130 2132  264 1600  399 1600    
131 1492  265 1600  400 1600    
132 1492  266 1600  401 1600    
133 1492  267 1600  402 1600    
134 1492  268 1600  403 1600    
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