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ABSTRACT
We use luminous red galaxies from the Sloan Digital Sky Survey (SDSS) II to test
the cosmological structure growth in two alternatives to the standard  cold dark mat-
ter (CDM)+general relativity (GR) cosmological model. We compare observed three-
dimensional clustering in SDSS Data Release 7 (DR7) with theoretical predictions for the
standard vanilla CDM+GR model, unified dark matter (UDM) cosmologies and the normal
branch Dvali–Gabadadze–Porrati (nDGP). In computing the expected correlations in UDM
cosmologies, we derive a parametrized formula for the growth factor in these models. For our
analysis we apply the methodology tested in Raccanelli et al. and use the measurements of
Samushia et al. that account for survey geometry, non-linear and wide-angle effects and the
distribution of pair orientation. We show that the estimate of the growth rate is potentially
degenerate with wide-angle effects, meaning that extremely accurate measurements of the
growth rate on large scales will need to take such effects into account. We use measurements
of the zeroth and second-order moments of the correlation function from SDSS DR7 data
and the Large Suite of Dark Matter Simulations (LasDamas), and perform a likelihood anal-
ysis to constrain the parameters of the models. Using information on the clustering up to
rmax = 120 h−1 Mpc, and after marginalizing over the bias, we find, for UDM models, a speed
of sound c∞ ≤ 6.1e-4, and, for the nDGP model, a cross-over scale rc ≥ 340 Mpc, at 95 per
cent confidence level.
Key words: methods: analytical – cosmological parameters – cosmology: observations –
large-scale structure of Universe.
1 IN T RO D U C T I O N
The strangest feature of our current cosmological model is the ob-
servation that the expansion rate of the Universe is accelerating
(Riess et al. 1998; Perlmutter et al. 1999). Understanding the cause
of cosmic acceleration is one of the great challenges of physics. It
has been speculated that the cause of this acceleration is a cosmolog-
ical constant, or perhaps some novel form of matter; our ignorance
is summarized by the simple name for the cause of the observed
phenomenon: ‘dark energy’. Alternatively, it could be explained by
the breakdown of Einstein’s general relativity (GR) theory of grav-
itation on cosmological scales (see Durrer & Maartens 2008 for a
 E-mail: raccanelli@gmail.com
review on different dark energy and modified gravity models). Ob-
servations of the large-scale structure of the Universe have played
an important role in developing our standard cosmological model
and will play an essential role in our investigations of the origin of
cosmic acceleration.
We will illustrate how it is possible to test GR and alternative
models of gravity using luminous red galaxies (LRGs) from the
Sloan Digital Sky Survey (SDSS) Data Release 7 (DR7) data. To
estimate the statistical errors on our measurements we use galaxy
catalogues from the Large Suite of Dark Matter Simulations (Las-
Damas; McBride et al., in preparation)1 that are designed to model
the clustering of SDSS galaxies.
1 http://lss.phy.vanderbilt.edu/lasdamas/
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The presence of a dark energy component in the energy den-
sity of the Universe (or the fact that our theory of gravity needs
to be modified on large scales) modifies the gravitational growth
of large-scale structures. The large-scale structure we see traced
by the distribution of galaxies arises through gravitational insta-
bility, which amplifies primordial fluctuations that originated in
the very early Universe; the rate at which structure grows from
small perturbations offers a key discriminant between cosmologi-
cal models, as different models predict measurable differences in
the growth rate of large-scale structure with cosmic time (e.g. Jain
& Zhang 2007; Song & Koyama 2009; Song & Percival 2009). For
instance, dark energy models in which general relativity is unmod-
ified predict different large-scale structure formation compared to
modified gravity models with the same background expansion (e.g.
Dvali, Gabadadze & Porrati 2000; Carroll et al. 2004; Brans 2005;
Nesseris & Perivolaropoulos 2008; Yamamoto, Sato & Hu¨tsi 2008;
Yamamoto et al. 2010).
Observations of redshift-space distortions (RSD) in spectroscopic
galaxy surveys are a promising way to study the pattern and the
evolution of the large-scale structure of the Universe (Kaiser 1987;
Hamilton 1998), as they provide constraints on the amplitude of pe-
culiar velocities induced by structure growth, thereby allowing tests
of the theory of gravity governing the growth of those perturbations.
RSD have been measured using techniques based on both correla-
tion functions and power spectra (Peacock et al. 2001; Hawkins
et al. 2003; Pope et al. 2004; Zehavi et al. 2005; Tegmark et al.
2006; Guzzo et al. 2008; Okumura et al. 2008; Percival & Scha¨fer
2008; Cabre´ & Gaztan˜aga 2009; Blake et al. 2011); the most recent
analyses come from the Baryon Oscillation Spectroscopic Survey
(BOSS) Data Release 9 (DR9) catalogue (Reid et al. 2012; Sanchez
et al. 2012).
A key element of RSD is that the motion of galaxies is indepen-
dent of their properties and of the bias, that relates the baryonic mat-
ter to the total mass; therefore, measurements of peculiar velocity
directly probe the matter distribution. They also are complementary
to other probes, since they depend on temporal metric perturbations,
while e.g. weak lensing depends on the sum of the temporal and
spatial metric perturbations and the integrated Sachs–Wolfe (ISW)
effect depends on the sum of their derivatives.
The standard analysis of RSD makes use of the so-called Kaiser
formalism that relies on some assumptions, including considering
only the linear regime and the distant observer approximation, and
restrains the range of usable scales to 30–60 h−1 Mpc. There have
been several attempts to model smaller scales RSD, exploring the
quasi-linear regime (e.g. Scoccimarro 2004; Taruya, Nishimichi &
Saito 2010; Reid & White 2011; Kwan, Lewis & Linder 2012);
recently Bertacca et al. (2012) developed a formalism to compute
the correlation function including GR corrections that arise when
probing scales comparable to the Hubble scales.
In this paper we show how precise measurements of the clus-
tering of galaxies can be used to test cosmological models; we
make use of the wide-angle methodology as tested in Raccanelli,
Samushia & Percival (2010), that drops the distant observer approx-
imation, combined with prescriptions and measurements of SDSS-
II data from Samushia, Percival & Raccanelli (2012), to constrain
two interesting alternatives to the standard cosmology: a particular
class of unified dark matter (UDM) models (Bertacca et al. 2008;
Bertacca, Bartolo & Matarrese 2010) and the normal branch Dvali–
Gabadadze–Porrati (DGP; Schmidt 2009). In the process, we also
derive a parametrized formula for the growth factor in UDM mod-
els, and we show that wide-angle corrections are degenerate with
variations of the rate of the growth of structures, demonstrating the
need to include them if one wants to measure the growth rate at per
cent level.
The paper is organized as follows: in Section 2 we briefly re-
view the theory of RSD; in Section 3 we present the catalogue
used; the methodology used to perform measurements is reviewed
in Appendix A; in Section 4 we introduce the parametrization of
structure growth we apply in our tests and discuss degeneracies
that arise from a more comprehensive description of the data; after
discussing the theoretical growth of structures for the non-standard
cosmological models, we present the measurements in Section 5,
and set limits on the parameters in Section 6; finally, in Section 7,
we conclude and discuss our results.
2 R EDSHI FT-SPAC E D I STO RTI ONS
RSD arise because we infer galaxy distances from their redshifts
using the Hubble law: the radial component of the peculiar velocity
of individual galaxies will contribute to each redshift and will be
misinterpreted as being cosmological in origin, thus altering our
estimate of the distances to them. The relation between the redshift-
space position s and real-space position r is
s(r) = r + vr (r)rˆ, (1)
where vr is the velocity in the radial direction.
The measured clustering of galaxies will therefore be anisotropic
and the additional radial signal can be used to determine the char-
acteristic amplitude of the pair-wise distribution of the peculiar
velocities at a given scale, which in turn depends on the growth
rate.
Measurements are normally obtained over a small range of scales,
because of simplified modelling. In this work, we use the extended
analysis tested in Raccanelli et al. (2010) and Samushia et al. (2012),
which includes a more realistic description of the geometry of the
system, dropping the plane-parallel approximation; this allows us
to fit the observed galaxy correlation function on a larger range
of scales, and therefore to be more sensitive to the cosmological
parameter variations.
By imposing the conservation of the number of galaxies we can
derive the Jacobian for the real- to redshift-space transformation (at
the linear order):
δs(s) = δr (r) −
(
∂v
∂r
+ α(r)v
r
)
, (2)
where δs, r are the observed redshift- and real-space galaxy over-
density at positions s and r, and
α(r) = ∂ ln r
2
¯Nr (r)
∂ ln r
, (3)
and ¯Nr (r) is the expected galaxy distribution in real space. The
simplest statistic that can be constructed from the overdensity field
is the correlation function ξ (r12), defined as
ξ (r12) ≡ 〈δ(r1) δ(r2)〉. (4)
In linear theory, all of the information is enclosed in the first three
even coefficients of the Legendre polynomial expansion of the func-
tion ξ (Hamilton 1992):
ξ (r, μ) = ξ0(r)L0(μ) + ξ2(r)L2(μ) + ξ4(r)L4(μ), (5)
where L are the Legendre polynomials and μ is the cosine of the
angle with the line of sight (μ = cos (φ) in Fig. A1).
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In this work we will use measurements of the moments of the
correlation function from the SDSS DR7 catalogue, using a method-
ology that takes care of several corrections, as we will describe in
the next sections.
3 T H E S L OA N D I G I TA L S K Y SU RV E Y
We use data from the SDSS-II DR7, which obtained wide-field CCD
photometry (Gunn et al. 1998) in five passbands (u, g, r, i, z; e.g.
Fukugita et al. 1996), amassing nearly 10 000 deg2 of imaging data
for which the object detection is reliable down to r ∼ 22 (Abazajian
et al. 2009). From these photometric data, LRGs were targeted
(Eisenstein et al. 2001) and spectroscopically observed, yielding a
sample of 106 341 LRGs in the redshift bin 0.16 < z < 0.44.
An estimate of the statistical errors associated with the mea-
surements is achieved through LasDamas mock catalogues, which
model the clustering of SDSS galaxies in the redshift span
0.16 < z < 0.44. The simulations are produced by placing artificial
galaxies inside dark matter haloes using a halo occupation distri-
bution (HOD) with parameters measured from the SDSS galaxy
sample. We use the 80 ‘Oriana’ catalogues that have exactly the
same angular mask as the SDSS survey and subsample them to
match the redshift distribution of the LRGs in our SDSS DR7 data
set. Further details regarding the angular and redshift distribution
of galaxies in random catalogues can be found in Samushia et al.
(2012).
3.1 Methodology
To perform our analysis of cosmological models we use the method-
ology presented in Raccanelli et al. (2010) and measurements of
SDSS-II data from Samushia et al. (2012). In Appendix A we briefly
revisit the main aspects of the approach we followed; this drops the
distant observer approximation and includes a careful treatment of
survey geometry, non-linear effects and the distribution of pair ori-
entation. This allows us to consider a wide range of scales (we use
measurements from 30 to 120 h−1 Mpc).
4 PA R A M E T R I Z I N G T H E G ROW T H
O F S T RU C T U R E
Measuring the matter velocity field at the locations of the galaxies
gives an unbiased measurement of f σ8m, provided that the distri-
bution of galaxies randomly samples matter velocities, where
f = d ln D
d ln a
(6)
is the logarithmic derivative of the linear growth rate, D(a) ∝ δm,
with respect to the scale factor a (δm being the fractional matter den-
sity perturbation) and σ8m quantifies the amplitude of fluctuations
in the matter density field.
Linder (2005) proposed a gravitational growth rate formalism,
which parametrizes the growth factor as
D(a) = a exp
[∫ a
0
[

γm(a′) − 1
] da′
a′
]
, (7)
which leads to the following expression for f:
f = [
m(a)]γ , (8)
with

m(a) = 
ma
−3∑
i 
i exp
[
3
∫ 1
a
[wi(a′) + 1] da′a′
] , (9)
where the summation index goes over all the components of the Uni-
verse (i.e. dark matter, dark energy, curvature, radiation). Within this
formalism, γ is a parameter that is different for different cosmo-
logical models: in the standard CDM+GR model it is constant,
γ ≈ 0.55, while it is ≈0.68 for the self-accelerating DGP model
(see e.g. Linder 2005). In some other cases, it is a function of the
cosmological parameters or redshift, as we will discuss. It should
be noted, however, that the parametrization given by equation (7)
does not necessarily describe the growth rate in non-standard cos-
mologies.
Given that, as we will see, ξ depend on f, measuring RSD allows
us to determine γ , and hence to test different cosmological models.
This also provides a good discriminant between modified gravity
and dark energy models, as argued by Linder (2005, 2007) and
Guzzo et al. (2008).
4.1 Degeneracy θ − γ
In Appendix A we review the methodology used to obtain measure-
ments of multipoles of the correlation function; our methodology
involves corrections with respect to standard analyses, and in partic-
ular it drops the distant observer approximation (θ = 0 in Fig. A1).
The error in the estimate of the correlation function induced by
assuming θ = 0 can lead to a wrong estimate of the cosmological
parameters measured with RSD.
We show this in Fig. 1, where is plotted, for different redshifts,
the error in estimating γ when neglecting the wide-angle correc-
tions (in the case of φ = π/2, see Fig. A1), as a function of θ . The
wide-angle corrections will be more important for surveys prob-
ing low redshifts, as the same scale is seen over a larger angular
separation. However, the redshift dependence of the corrections is
non-trivial (see Papai & Szapudi 2008 for their expressions). A
detailed comparison of the plane-parallel to the wide-angle case is
not straightforward, as the linear distance of the pair depends on
the redshift and the angular separation; when integrating over μ of
equation (A11), assuming θ = 0 and keeping the same z would be
a non-physical case. The plot in Fig. 1 is just one example to show
that neglecting θ is degenerate with varying γ . The overall impor-
tance of the corrections will depend on the relative distributions of
Figure 1. Percentage error in the measurement of γ when neglecting the
wide-angle corrections, for φ = π/2, as a function of θ , at different redshifts.
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θ within the specific survey (i.e. Fig. A2 for the SDSS-II DR7 data
used in this paper).
A more careful analysis of the influence of wide-angle and other
large-scale corrections for future Euclid-like and Square Kilometre
Array (SKA)-like surveys is left to a future work.
5 MEASU R EMENTS
The moments of the correlation function are sensitive to the γ
parameter through the function f. In this work we concentrate on
two alternatives to the standard CDM+GR scenario: (i) the UDM
cosmology (Bertacca et al. 2008, 2010), and (ii) the normal branch
DGP model including Dark Energy (nDGP) of Schmidt (2009).
These two models deviate from the standard cosmology in different
ways: the UDM model assumes a single dark fluid with a clustering
part, and leaves GR unmodified, while in nDGP, gravity crosses
over from 4D to 5D above a cross-over scale rc (see Sections 5.1
and 5.2 for details). For the UDM model, we use the values of γ of
equation (15) for a set of values of the speed of sound c∞, while for
nDGP we compute the growth solving explicitly equation (17).
As one can see in equation (A4), the wide-angle and mode-
coupling corrections are described by a set of terms that depend
on {r, θ , φ, γ }, and this means that wide-angle corrections are
also different for different models of gravity. In Figs 2 and 3 we
Figure 2. Wide-angle corrections (i.e. ξ0(r, θ )/ξ0(r, θ = 0)) to the
monopole of the correlation function for the models considered and dif-
ferent values of their parameter.
Figure 3. Wide-angle corrections (i.e. ξ2(r, θ )/ξ2(r, θ = 0)) to the
quadrupole of the correlation function for the models considered and differ-
ent values of their parameter.
show the wide-angle corrections to the monopole and quadrupole
of the correlation function for the different models, compared to the
CDM+GR case.
5.1 UDM
Assuming a flat Friedmann–Lemaıˆtre–Robertson–Walker (FLRW)
background metric with scale factor a(t), Bertacca et al. (2008,
2010) introduced a class of UDM scalar field models which, by
allowing a pressure equal to −c2ρ on cosmological scales, repro-
duces the same background expansion as the CDM one. In such
a way, a single scalar field can be responsible for both the late time
accelerated expansion for the Universe and of the growth of struc-
ture. When the energy density of radiation becomes negligible, the
background evolution of the Universe is completely described by
H 2(z) = H 20
[

0 + 
m0 (1 + z)3
]
, (10)
where H is the Hubble parameter, H0 = H(z= 0) and z is the redshift.

0 and 
m0 = 1 − 
0 can be interpreted as the ‘cosmological
constant’ and ‘dark matter’ density parameters, respectively.
The density contrast of the clustering component is
δDM ≡ δρ/ρDM, where ρDM = ρ − ρ is the only component of
the scalar field density that clusters. In these models one of the most
relevant parameters is the sound speed of the perturbations, which
defines a typical sound-horizon (Jeans length) scale above which
growth of structure is possible (Bertacca & Bartolo 2007). Follow-
ing Bertacca et al. (2011), for scales smaller than the cosmological
horizon and z < zrec, we have that
δDM [k; η(z)] = TUDM [k; η(z)] δm [k; η(z)] , (11)
where δm is the matter density perturbation in the standard CDM
model, η is the conformal time and TUDM(k; η) is the transfer func-
tion for the UDM model:
TUDM(k; η) = j0[A(η)k], (12)
A(η) =
∫ η
cs(η′) dη′, (13)
c2s (a) =

0c
2
∞

0 + (1 − c2∞)
m0a−3
. (14)
We then define the parameter c∞ as the value of the sound speed
when a → ∞.
In this model, the growth factor is computed correcting the
CDM one with the transfer function of equation (12); its devi-
ation from the standard model case, as a function of c∞ for different
values of k, is plotted in Fig. 4. The effect of the baryons is included
implicitly in the definition of δm, where we have used the matter
transfer function Tm suggested in Eisenstein & Hu (1998); for more
details see section 2.1.2 of Bertacca et al. (2010).
We refer to Bertacca et al. (2008, 2010, 2011) for details of
the UDM models considered (see also Camera et al. 2009, 2010;
Piattella & Bertacca 2011; Camera, Carbone & Moscardini 2012).
Using the transfer function of equation (12), one can obtain a
new result, which is particularly relevant for the present analysis:
the parametrization of the growth rate in UDM models, which turns
out to be
γUDM(a, k, c∞) =
ln
[ d ln TUDM(a, k, c∞)
d ln a + fCDM(a)
]
ln 
m(a)
; (15)
as one can see, γ UDM depends on (a, k, c∞), and in Fig. 5 is shown
its value as a function of them.
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Figure 4. Deviation of the growth factor for the UDM model, as a function
of the speed of sound c∞, for different values of k.
Figure 5. γ UDM as a function of k, for different values of c∞ (at z = 0.15),
compared with the CDM+GR case.
Equation (15) gives the value of γ for UDM cosmologies; it
depends on redshift, scale and speed of sound. Fig. 5 shows that
γ UDM ≥ γCDM. Actually this is easy to understand: one of the fea-
tures of the UDM models is that, under the Jeans length, the density
contrast decreases while oscillating in time (see e.g. Bertacca &
Bartolo 2007; Bertacca et al. 2011). This means that, compared
to the CDM model, there is a further suppression in the growth
of structures. Notice also that there are some values of c∞ that
give non-physical results when one uses the parametrization of
equation (15); however, even using equation (6), the growth rate
for these values becomes highly oscillatory, so we will consider
them ruled out. For this reason, given that we will limit our anal-
ysis to linear scales, and accounting also for existing limits on
UDM models (e.g. Bertacca et al. 2011) we will consider values of
c∞  0.002.
In Figs 6 and 7 we show the comparison of measurements of
the zeroth and second-order moments of the correlation function
measured from SDSS DR7 with the theoretical predictions for UDM
models, for several values of the speed of sound parameter c∞.
5.2 DGP
In the DGP (Dvali et al. 2000) model, all matter and radia-
tion are confined to a four-dimensional brane in five-dimensional
Minkowski space. Gravity, while restricted to the brane on small
scales, propagates into the extra dimension above the cross-over
Figure 6. ξ0 measured from SDSS DR7 and theoretical predictions for
CDM and UDM with different values of the speed of sound.
Figure 7. ξ2 measured from SDSS DR7 and theoretical predictions for
CDM and UDM with different values of the speed of sound.
scale rc. This scenario admits an Friedmann–Robertson–Walker
(FRW) cosmology on the brane (Deffayet 2001), where the Fried-
mann equation is modified to
H 2 ± H
rc
= 8πG
3
[ρ¯m + ρDE] . (16)
The sign on the left-hand side depends on the choice of embed-
ding of the brane. The negative sign (accelerating branch) leads
to an accelerated expansion of the Universe at late times without a
cosmological constant or dark energy (Deffayet 2001), i.e. ρDE = 0
and rc ∼ H−10 , while the positive sign (normal branch) does not
yield acceleration by itself. The simplest self-accelerating model is
in conflict with observations of the cosmic microwave background
(CMB) and supernovae (e.g. Lombriser et al. 2009), and also has
theoretical issues (Luty, Porrati & Rattazzi 2003; Nicolis & Rattazzi
2004; Gregory et al. 2007).
Here we consider a normal branch DGP model including a dark
energy component ρDE to yield an accelerated expansion. Specif-
ically, we use the model of Schmidt (2009) where the equation of
state of the dark energy is tailored to yield an expansion history
identical to CDM for all rc. This model is not ruled out by ex-
pansion history probes or theoretical issues. Furthermore, it can
serve as a toy model for more recent scenarios (deRham et al. 2008;
Afshordi, Geshnizjani & Khoury 2009).
On scales much smaller than the horizon and smaller than rc,
but yet large enough so that linear perturbation theory applies, the
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Figure 8. Deviation of the growth factor for the nDGP model, as a function
of the cross-over scale rc (see text for details).
growth of perturbations during matter domination in these models
is governed by (Koyama & Maartens 2006)
¨δ + 2H ˙δ = 3
2

m(a)a2H 2
(
1 + 1
3β(a)
)
δ, (17)
where dots denote derivatives with respect to time, and
β = 1 ± 2Hrc
(
1 + aH
′
3H
)
. (18)
Here the positive (negative) sign holds for the normal (self-
accelerating) branch. Note that in the latter case, β < 0 and hence
Geff < G, i.e. the growth of structure is slowed down with respect to
GR. The opposite is the case for the normal branch (β > 0). In the
case of the self-accelerating (sDGP) model with ρDE = 0, Linder
(2005) showed that the growth rate can be well described by the
parametrization fsDGP(a) = 
m(a)γsDGP , with γsDGP = 0.68. For the
normal branch model with dark energy (nDGP), this parametriza-
tion does not provide a good fit, and we use a numerical integration
of equation (17) to derive the growth rate. The change in the growth
with respect to CDM is shown in Fig. 8 as a function of rc.
In Figs 9 and 10 we show the comparison of the zeroth- and
second-order moments of the correlation function measured from
SDSS DR7 with the theoretical prediction for the nDGP model, for
some values of the cross-over scale rc.
Figure 9. ξ0 measured from SDSS DR7 and theoretical predictions for
CDM and nDGP, for some values of the cross-over scale rc.
Figure 10. ξ2 measured from SDSS DR7 and theoretical predictions for
CDM and nDGP, for some values of the cross-over scale rc.
6 R ESULTS
We compute the likelihood of the c∞ and 1/rc parameter for UDM
and nDGP model, respectively, conditioned to the other parameters
fixed to the Wilkinson Microwave Anisotropy Probe (WMAP) 7-year
best-fitting CDM model ones. We assume a Gaussian likelihood
with covariance matrix described by equation (A10). This choice
has the advantage of having the CDM model as an asymptotic
limit, when the extra parameter tends to zero.
We evaluated a joint L for the zeroth and second moments of the
correlation function, focusing on two cases: (i) rmax = 80 h−1 Mpc,
where the data start to deviate from the mock for both ξ 0 and ξ 2
(see Figs A4 and A5), and (ii) rmax = 120 h−1 Mpc, in order to
investigate larger scales and where the data are still in reasonable
agreement with the mocks. For larger scales, Ross et al. (2011)
suggested (when considering a different sample) that the excess
power can be due to systematic errors, so, to be conservative, we
will not fit these scales.
The bias is poorly understood: in order to take into account its the-
oretical uncertainty, we leave it as a free parameter and marginalize
over it. Since additional information on the bias can be indepen-
dently inferred from other probes, as for example lensing measure-
ments, we also derive the constraints on cosmological parameters
which can be obtained when fixing the bias at its best-fitting value
assuming a CDM cosmology.
In Figs 11 and 12 we show the likelihood, as a function of
c∞(UDM) and 1/rc (nDGP), in the rmax = 120 h−1 Mpc case, assum-
ing the knowledge of the bias (solid lines), and after marginalizing
over it (dashed lines).
In Table 1 we report the best fit and the constraints on c∞ and rc
at different confidence levels, for the various cases considered.
The bias plays a very important role: this was expected, since
the shape of the correlation function is a weak function of the addi-
tional parameter in both classes of models, whereas the amplitude
variation is large (in UDM the shape variation is more relevant, and
increasingly important for larger values of c∞).
In the UDM case, assuming the knowledge of the bias results in a
best-fitting value of c∞ = 0, which corresponds to the CDM
model, while, after marginalizing over the bias, the best fit is
c∞ = 5 × 10−4. From the Table 1 emerges that the constraints
on the parameters are not sensitive to the maximum value of the
distance between galaxy pairs. This is not surprising, as the devia-
tion of the model from CDM is larger for smaller scales (this can
also be seen from Figs 6 and 7). It is interesting to note that, after
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Figure 11. Likelihood for the UDM model, as function of the speed of
sound c∞, when assuming knowledge of the bias (solid line), and after
marginalizing over it (dashed line).
Figure 12. Likelihood for the nDGP model, as function of the inverse of
the cross-over scale 1/rc, when assuming knowledge of the bias (solid line),
and after marginalizing over it (dashed line).
bias marginalization, the best fit does not correspond to CDM,
meaning that the shape of the measured correlation functions is not
fitted by CDM; it would be interesting to perform a future anal-
ysis at different redshift or with other data sets (e.g. BOSS), to see
how the peak of the likelihood will be modified. Our final constraint
at 95 per cent confidence level, after marginalizing over the bias,
is c∞ ≤ 6.1 × 10−4, almost two orders of magnitude better than
previous constraints (Bertacca et al. 2011).
When considering the nDGP scenario, the effect of marginalizing
over the bias is even more dramatic: the constraints on rc worsen
by a factor of ∼20 (see Fig. 12 and Table 1). This occurs because
the deviation from CDM+GR of this model is scale independent
(below the cross-over scale), hence degenerate with the bias. After
bias marginalization, the best fit corresponds to the CDM+GR
model. However, for this particular model there are no published
constraints in the literature, so our analysis presents a first result on
that (studies on similar models can be found in Sahni & Shtanov
2003; Giannantonio, Song & Koyama 2008; Lombriser et al. 2009).
Note that a cross-over scale of rc ∼ 300 Mpc implies strong modi-
fications to gravity on larger scales, and the ISW effect in the CMB
is likely to be able to constrain such values as well.
7 C O N C L U S I O N S
In this work, we showed that we can use RSD to test cosmological
models, by measuring the monopole and quadrupole of the corre-
lation function of galaxies, {ξ 0, ξ 2}. The methodology and robust
measurement of the correlation function presented in Raccanelli
et al. (2010) and Samushia et al. (2012), which includes a careful
treatment of corrections due to the geometry of the system, allows
us to use those multipoles in a wider range of scales with respect
to most standard analyses, and so have better constraints on the
models tested. As shown in Samushia et al. (2012), most of the
approximations assumed in the Kaiser analysis need to be dropped
to have precise measurements of the correlation function, and so of
the growth rate, whose deviation from the CDM+GR expected
value would imply the need of a new cosmological model. For cur-
rent analysis, the wide angle corrections are not important; their
importance will depend on survey characteristics, and a detailed
analysis of that is beyond the scope of this paper. In general, they
should be taken into account when θ  0.1 rad or, at high-z, when
the separation scale is very large; in that case, though, also gen-
eral relativistic corrections will be important (see e.g. Yoo 2010;
Bonvin & Durrer 2011; Challinor & Lewis 2011; Bertacca et al.
2012; Jeong, Schmidt & Hirata 2012; Yoo et al. 2012).
We explored the UDM (Bertacca et al. 2008, 2010) and the normal
branch DGP (Schmidt 2009) models, that present deviations from
the CDM+GR scenario. Both classes of models are parametrized
by one additional number: the speed of sound c∞ and the cross-
over scale rc for UDM and nDGP, respectively. The value of these
parameters affects both the growth rate parameter γ and the wide-
angle corrections. Moreover, UDM models are characterized by a
growth rate parameter, γ , that depends on {k, z, c∞}. After deriving
its analytic expression, we used it to compute the predicted moments
of the correlation function.
We then compared observations of LRGs from SDSS-II DR7
with theoretical predictions from the two cosmologies. This analysis
allowed us to tighten the constraints on the speed of sound of UDM
Table 1. Constraints and best fits for models considered, when knowledge of the bias is assumed and after
marginalizing over it as a free parameter, for the rmax = 80 and 120 h−1 Mpc cases.
Model 1σ 2σ 3σ Best fit
UDM[80], fixed bias c∞ ≤ 2.1e-4 c∞ ≤ 3.8e-4 c∞ ≤ 4.7e-4 c∞ = 0 (CDM)
UDM[80], marginalized c∞ ≤ 5.8e-4 c∞ ≤ 6.3e-4 c∞ ≤ 6.9e-4 c∞ = 5.0e-4
UDM[120], fixed bias c∞ ≤ 1.9e-4 c∞ ≤ 3.5e-4 c∞ ≤ 4.3e-4 c∞ = 0 (CDM)4
UDM[120], marginalized c∞ ≤ 5.8e-4 c∞ ≤ 6.1e-4 c∞ ≤ 6.9e-4 c∞ = 5.0e-4
nDGP[80], fixed bias rc ≥ 12 580 (Mpc) rc ≥ 7040 (Mpc) rc ≥ 5500 (Mpc) rc = 25 000 (Mpc)
nDGP[80], marginalized rc ≥ 660 (Mpc) rc ≥ 290 (Mpc) rc ≥ 255 (Mpc) rc = ∞ (CDM)
nDGP[120], fixed bias rc ≥ 9803 (Mpc) rc ≥ 6480 (Mpc) rc ≥ 5050 (Mpc) rc = 20 000 (Mpc)
nDGP[120], marginalized rc ≥ 1237 (Mpc) rc ≥ 340 (Mpc) rc ≥ 270 (Mpc) rc = ∞ (CDM)
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models to c∞ ≤ 6.1 × 10−4, and to put, for the first time, a lower
bound on the cross-over scale for the nDGP model considered of
340 Mpc, both at 95 per cent confidence level. It is worth noting
that the results would largely benefit from a better knowledge of
the bias that could be obtained combining information from other
cosmological probes, as e.g. gravitational lensing.
We showed the potential of this methodology for constraining
alternative cosmological models, in particular when future surveys
will provide access to a wider range of scales, hence allowing a
tomographic analysis, which will be essential to break degeneracy
between cosmological parameters.
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A P P E N D I X A : M E T H O D O L O G Y
A1 The wide-angle corrections
Most previous RSD analyses have used the simple plane-parallel
approximation given by the Kaiser formula. In this case, a Fourier
mode ˆδs(k) in redshift space is simply equal to the unredshifted
mode ˆδ(k) amplified by a factor 1 + βμ2k:
ˆδs(k) = (1 + βμ2k) ˆδ(k), (A1)
where β = f/b, with b being the bias. This correction arises from
the Jacobian of equation (2), when the (1 + v
r
)2 term is neglected.
The wide-angle linear redshift-space correlation function and
power spectrum have been analytically derived by Zaroubi &
Hoffman (1993), Szalay, Matsubara & Landy (1998), Szapudi
(2004), Matsubara (2004), Papai & Szapudi (2008), and tested
against both simulations (Raccanelli et al. 2010) and real data
(Samushia et al. 2012).
Papai & Szapudi (2008) have argued that, for wide angles, the
v/r term in equation (2) is of the same order as the ∂rv term. As
a consequence, a careful and precise analysis of the correlation
function, requires the full (linear) Jacobian, dropping the distant-
observer approximation. In this case, we can express the linear
overdensity as
δs(s) =
∫ d3k
(2π)3 e
ikj ·rj
[
1 + f (rˆj · ˆkj )2 − iα(r)f rˆj ·
ˆkj
rk
]
δ(k);
(A2)
the redshift-space correlation function reads
ξ s = 〈δs(s1)δs∗(s2)〉 =
∫ d3k
(2π)3 P (k)e
ik(r1−r2)
×
[
1 + f
3
+ 2f
3
L2(rˆ1 · ˆk) − iα(r)f
r1k
L1(rˆ1 · ˆk)
]
×
[
1 + f
3
+ 2f
3
L2(rˆ2 · ˆk) + iα(r)f
r2k
L1(rˆ2 · ˆk)
]
. (A3)
The third terms in the brackets describe the wide-angle effects, while
the fourth ones are responsible for the so-called mode coupling. The
r1 and r2 terms in the denominator depend on the angular separation
of the galaxies, and α is proportional to the logarithmic derivatives
of the galaxy distribution function (equation 3). We refer to Fig. A1
for the geometry of the problem, where we define 2θ to be the
angular separation of the two galaxies considered, φ1 as the angle
between the vector to the first galaxy in a pair r1 and r , r to be the
vector connecting galaxies in a pair, and φ2 to be the angle between
vector to the second galaxy in a pair r2 and r .
Tripolar spherical harmonics are the most natural basis for the ex-
pansion of a function that depends on three directions (Varshalovich,
Moskalev & Khershonski 1988), so, as suggested by Szapudi (2004)
and Papai & Szapudi (2008), we expand equation (A3) using a sub-
Figure A1. The coordinate system adopted for the triangle formed by the
observer O, and galaxies G1 and G2.
set of them, so that the redshift-space correlation function can then
be written as
ξ s(rˆ1, rˆ2, rˆ) =
∑
1,2,
B12(r, φ1, φ2)S12(rˆ1, rˆ2, rˆ), (A4)
where B12(r, φ1, φ2) are a series of coefficients that depend on
f, gi(φi) and ξ r (r) (see Raccanelli et al. 2010, for details on the
definition of these functions). These coefficients can be divided into
two different subsets: one that depends on the third term inside the
brackets in equation (A3), given by B12(r), with 12 combi-
nations of 0, 2, 4, with only the radial dependence accounting for
the wide-angle effects, and one that depends on the fourth terms
inside the brackets of equation (A3), given by B12(r, φ1, φ2),
with 12 combinations of 0, 1, 2, 3, with also an angular depen-
dence, describing the mode coupling part (see Szalay et al. 1998;
Szapudi 2004; Papai & Szapudi 2008, for a detailed derivation). The
plane-parallel approximation emerges as a limit when rˆ1 = rˆ2. This
formalism was shown to accurately reproduce wide-angle effects
seen in numerical simulations (Raccanelli et al. 2010).
A2 SDSS DR7
An extensive analysis of the SDSS DR7 data is provided in
Samushia et al. (2012); we refer the reader to that paper for the
full details on the analysis of SDSS DR7 data and for the rela-
tive importance of various corrections considered. In the following
we use the measurements of moments of the correlation function
presented there, to test models of gravity.
A2.1 Distribution of θ and μ
For surveys that cover a significant fraction of the sky, the distribu-
tion of galaxies pairs has a complicated dependence on the variables
{r, μ, θ}, since not all sets of their combinations are equally likely or
even geometrically possible. In particular, the distribution of μ does
not correspond to that of an isotropic pair distribution, and this will
strongly bias measurements of angular moments of the correlation
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Figure A2. Measured distribution of angular separation θ for LRG pairs in
the SDSS DR7 catalogue, at different scales.
function. We can see in this appendix the effects on the correlation
function of a non-zero fixed angular separation, and in Section 4.1
that these errors can bias our estimate of the γ parameter.
In Fig. A2 is shown the distribution of θ of observed LRGs in the
SDSS DR7 catalogue. As expected, in this case the number of pairs
with relatively large θ is very small, and it increases with the linear
separation of pairs.
Other than the wide angle and the mode coupling corrections,
there is also another difference that has to be taken in account when
doing a real-data wide-angle analysis, that derives from the fact
that the distribution of galaxies in μ will be non-trivial, with some
values of μ not permitted for non-zero θ . As a consequence, we will
not be able to measure pure Legendre moments of the correlation
function, but instead we will need to use weighted integrals and
biased moments; corrections due to a non-uniform ‘μ-distribution’
can be applied to both plane-parallel and wide-angle analyses. In
Fig. A3 is shown the distribution of μ for observed LRGs in the
SDSS DR7 catalogue.
A2.2 Non-linear effects
We model two non-linear effects: one due to the baryonic acoustic
oscillations (BAO) peak and the other due to the so-called Fingers-
of-God (FOG). Since we are only interested in the signal on large
Figure A3. Measured distribution of orientation angle μ for LRG pairs in
the SDSS DR7 catalogue, at different scales.
scales, where the linear theory is an accurate description, we assume
that the non-linear effects are small, except for the fact that the matter
power spectrum itself goes non-linear. We describe the non-linear
contribution of the power spectrum by means of a two-component
model, which splits P(k) into a ‘smooth’ part that describes the
overall shape and a ‘wiggled’ part, which describes the BAO:
PBAO(k, μ) = Pfull(k, μ) − Psmooth(k, μ). (A5)
The primary non-linear effect on the BAO component of the
power spectrum is a damping on small scales, which can be well
approximated by a Gaussian smoothing (Bharadwaj 1996; Crocce &
Scoccimarro 2006, 2008; Eisenstein, Seo & White 2007; Matarrese
& Pietroni 2007; Matsubara 2008a,b):
P nlBAO(k, μ) = P linBAO(k, μ) exp
{
−k2
[ (1 − μ2)⊥
2
+ μ
2||
2
]}
,
(A6)
where ⊥ = 0D and || = 0(1 + f)D; 0 is a constant phe-
nomenologically describing the diffusion of the BAO peak due to
non-linear evolution. From N-body simulations its numerical value
is of order 10 h−1 Mpc and seems to depend linearly on σ 8 but only
weakly on k and other cosmological parameters.
Within dark matter haloes the peculiar velocities of galaxies are
highly non-linear. These velocities can induce RSD that are larger
than the real-space distance between galaxies within the halo. This
gives rise to the observed FOG effect, that is a strong elongation of
structures along the line of sight (Jackson 1972). The FOG effect
sharply reduces the power spectrum on small scales compared to
the predictions of the linear model, and is usually modelled by
multiplying the linear power spectrum by a function F that depends
on the average velocity dispersion of galaxies within the relevant
haloes, σ v , k and μ. The most common one is a Gaussian damping
(see e.g. Cole, Fisher & Weinberg 1995; Peacock & Dodds 1996):
F (σv, k, μ) = exp
[−(kσvμ)2] (A7)
that is small on small scales and approaches unity for scales larger
than 1/σ v .
A3 The estimator of the correlation function moments
To estimate the moments of the correlation function we use Landy–
Szalay-type estimators (Landy & Szalay 1993):
ˆξ(ri) = L(μ)
×
∑
j,k
[
DD(ri , μj , θk) − 2DR(ri , μj , θk) + RR(ri , μj , θk)
]
∑
j,k
[
RR(ri , μj , θk)
] ,
(A8)
where μ= cos(ϕ), while DD(ri, μj, θ k), DR(ri, μj, θ k) and RR(ri, μj,
θ k) are the number of galaxy–galaxy, galaxy–random and random–
random pairs in bins centred on ri, μj and θ k.
RSD measurements are often extracted from the normalized
quadrupole Q (Hamilton 1992), defined as
Q(r) = ξ2(r)
ξ0(r) − 3r3
∫ r
0 ξ0(r ′)r ′2dr ′
. (A9)
The normalized quadrupole Q was introduced because it is inde-
pendent of the shape of the power spectrum, and so it depends only
on the β parameters, allowing to directly test gravity; however, this
is true only in the Kaiser analysis, and so it is not true in our case.
For this reason we test different cosmological models fitting the
moments of the correlation function, ξ 0, ξ 2.
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We compute error bars as the square root of the diagonal terms
in the covariance matrix:
C = 1
79
∑[
ˆX(ri) − X(ri)
] [
ˆX(rj ) − X(rj )
]
, (A10)
where ˆX(r) is a vector of the measurements of ξ 0, ξ 2 at scale r and
X is the mean value from all 80 mock catalogues.
We compare measurements with predictions from different mod-
els, where we compute the redshift-space correlation function in-
cluding effects from wide angle and μ-distribution as well as survey
geometry and non-linearities. Estimates of Legendre moments given
by equation (A8) correspond to
˜ξ(r) =
∫
Wr (r, θ, μ) ξ s(r, θ, μ) L(μ) dθ dμ, (A11)
where Wr(r, θ , μ) is a weight function that appears because of
the geometrical constraints and the not uniform distribution of μ,
as explained in Section A1 and gives the relative number of pairs
in a survey that form angles μ and θ for a given scale r; when
the θ distribution tends towards a delta function centred at θ = 0,
the wide-angle effects become negligible, while when the distribu-
tion in μ tends towards a uniform one, this effect becomes neg-
ligible. The correlation function of equation (A4) can be written
as
ξ s(r, θ, ϕ) =
∑
ab
cab(f , r)La[cos(θ )]Lb[cos(ϕ)], (A12)
where {r, θ , ϕ} are as in Fig. A1, and cab(f, r) are coefficients that
depend on the separation between galaxies and the f of equation (6)
(see Szapudi 2004; Papai & Szapudi 2008; Raccanelli et al. 2010
for further details).
A4 LasDamas mocks
In this paragraph we show our measurements from the LasDamas
simulations and the CDM+GR model prediction. As one can see
in Figs A4 and A5, the LasDamas set reproduces quite well the
measured moments of the correlation function, the main deviation
being on large scales of the monopole of the correlation function,
that represents also the main source of deviation from CDM+GR
at the scales we considered; however, the other models do not help
Figure A4. ξ0 measured from 80 LasDamas mock catalogues and from
SDSS DR7 data.
Figure A5. ξ2 measured from 80 LasDamas mock catalogues and from
SDSS DR7 data.
much in picking up that deviation. This is a well-known discrep-
ancy between theoretical predictions and observations, and it has
been detected in spectroscopic (Kazin et al. 2010; Samushia et al.
2012) and photometric (Thomas, Abdalla & Lahav 2011) data sets.
This excess power at large scale can be induced by primordial non-
Gaussianity (see e.g. Dalal et al. 2008; Matarrese & Verde 2008;
Slosar et al. 2008; Desjacques & Seljak 2010; Xia et al. 2010)
or exotic physics (Thomas et al. 2011); however, Samushia et al.
(2012) found that the redshift dependence of the excess power is
different from what would be caused by non-Gaussianity, and Ross
et al. (2011) suggest that this is likely to be due to masking ef-
fects from stellar sources. After correcting for systematics, Ross
et al. (2012) found consistency at better than 2σ between the BOSS
CMASS DR9 large-scale clustering data and the WMAP LCDM
cosmological model. Further tests using mocks suggested that there
was no evidence that additional potential systematic trends con-
tributed individually at a level above that expected through noise.
But, there is always the potential for more systematic problems to be
present, or for the combination (which always tends to add power)
not to have a more significant contribution – i.e. form part of the 2σ
discrepancy.
Figure A6. ξ0 measured from 80 LasDamas mock catalogues and theoret-
ical predictions for CDM+GR.
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Figure A7. ξ2 measured from 80 LasDamas mock catalogues and theoret-
ical predictions for CDM+GR.
Figs A6 and A7 show that our methodology, that includes correc-
tions due to non-linearities, wide angle and μ-distributions, can fit
the CDM+GR simulations very well, up to scales of 180 h−1 Mpc.
For the data analyses, however, we decided to use as a maximum
scale r = 120 h−1 Mpc.
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