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ABSTRACT 
 
Adults can rapidly learn new linguistic patterns in laboratory settings: phonotactic 
constraints acquired through listening experience affect later perception (Onishi et al., 2002), and 
speech production errors reflect constraints present in recently spoken syllables (Dell et al., 
2000). There is little evidence, however, that such phonotactic learning can transfer between 
perception and production (Warker et al., 2009). In three experiments, we provide further 
evidence that phonotactic constraints experienced in perception can immediately influence 
speech production, and probe the mechanisms of this transfer of learning. Participants alternately 
heard and spoke sequences of syllables featuring novel phonotactic constraints (e.g. /f/ is always 
a syllable onset, /s/ is always a syllable coda). Listening trials involved checking a target 
sequence against a previously heard reference sequence and reporting any deviations. Speaking 
trials required saying sequences in time to a metronome. Participants’ speech errors reflected 
weaker learning of constraints present in the spoken sequences (e.g. /f/ must be an onset) when 
they heard sequences with inverse constraints (e.g. /f/ must be a coda), suggesting that 
constraints experienced in perception were integrated with those experienced in production. 
There was also perception-production transfer of constraints when participants generated inner 
speech of the heard syllables. However, there was little or no transfer when participants 
monitored heard sequences for the critical phonemes /f/ and /s/, suggesting that heightened 
attention during perception is not sufficient for transfer. More generally, these results support 
models of language processing with separate input and output phonologies (Dell et al., 2007), 
suggesting that only internal activation of the production system during perception promotes 
transfer of phonotactic constraints to production. Given the emphasis on prediction via internal 
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production in current theories of language comprehension (e.g. Pickering & Garrod, in press; 
Federmerier, 2007), perception-production transfer may be a consequence of everyday language 
processing. 
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CHAPTER 1 
INTRODUCTION 
 
 Imagine the first time that an accomplished artist is exposed to a new style of painting, 
such as when the style of pointillism first emerged in the 1880s. After seeing a few pointillist 
paintings for the first time, our intuition is that a skilled artist should be able to exhibit immediate 
transfer of abstract learning – that is, paint a new picture in this style right away. This suggests 
that under some conditions, people can extract abstract regularities from perceptual experience 
and immediately use them to guide action. By contrast, a novice painter might have to rely on 
perceptually guided adaptation – gradually acquiring the style by practice copying the original 
pointillist paintings. How often is such immediate transfer of abstract learning from perception to 
production possible? To what extent does it occur in language processing, a skill more common 
skill than painting? 
Learning is often evident in language perception before it is expressed through language 
production, during the acquisition of both native (Bates, Bretherton, & Snyder, 1988; Clark & 
Hecht, 1983; Fraser, Bellugi, & Brown, 1963) and foreign (Bradlow & Bent, 2008) languages. 
While some of this learning is effortful, much of it happens without awareness. It is clear that 
implicit learning through perception can gradually train production ability (perceptually guided 
adaptation): a child’s comprehension is sensitive to the syntax of the language spoken in its 
environment (e.g. Yuan & Fisher, 2009), and this learning is eventually reflected in production. 
But can linguistic knowledge acquired implicitly through perceptual experience affect language 
production immediately?  
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The goal of this research is to understand the scope and mechanism of immediate transfer 
from perception to production, for a certain type of language learning. Studying transfer could 
have important applied consequences: it would be extremely useful to know whether some 
French speaking skills can be trained just through listening to French. Transfer can also be used 
as a tool to inform cognitive architecture: it may help us better understand the relationship 
between language perception and language production.  
 
Phonotactic learning 
There are many types of implicit statistical learning in language. One well-known 
example is learning to identify novel “words” in a continuous stream of phonemes, or sounds 
(Saffran, Aslin & Newport, 1996). Here the focus is also on learning at the phoneme level, but of 
more abstract, rule-like knowledge. Just as there are syntactic constraints in a language 
specifying how words can be ordered, there are phonotactic constraints specifying how 
phonemes can combine to form syllables. Certain phonemes can only appear in onset position (at 
the beginning of a syllable), while others can only occur in coda position (at the end of a 
syllable). For example, the syllable “ngei” could never be an English word, although it is a 
common word (meaning “day”) in Vietnamese. This is because in English, /ng/ can never be a 
syllable onset, although it often appears as a coda (sing, boing, etc.). Similarly, “dah” means 
“ten” in Persian (Farsi) but is unacceptable in English. Although /h/ appears as the onset of many 
syllables (hair, hell, etc.), it cannot be a syllable coda in English. Other, phonemes, however, are 
unconstrained in their syllable position – for instance, /f/ and /s/ can appear either as onsets or 
codas in English (fuss, surf, etc.).  
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In addition to describing which strings of phonemes in a language are well-formed, 
phonotactic constraints have an important influence on speech perception, influencing word 
segmentation (McQueen, 1998; Norris, McQueen, Cutler, & Butterfield, 1997) and perception of 
nonwords (Massaro & Cohen, 1983; Pitt, 1998). This influence begins early in life: infants as 
young as 9 months use native-langauge phonotactics to segment a continuous speech stream into 
words (Mattys & Jucszyk, 2001). Phonotactic constraints also influence speech production, 
affecting nonword repetition (Vitevitch & Luce, 2005; Vitevitch, Luce, Charles-Luce, & 
Kemmerer, 1997), picture naming (Vitevitch, Armbruster, & Chu, 2004), word learning (Storkel, 
2003), and speech errors (Fromkin, 1971; Motley & Baars, 1975).  
How are these influential phonotactic constraints acquired? Infants must learn language-
specific constraints from listening experience. They can also rapidly acquire novel phonotactic 
constraints in the lab as young as 10.5 months (Chambers, Onishi, & Fisher, 2011). Phonotactic 
learning also remains malleable into adulthood, unlike some other types of language learning, 
such as the acquisition of morphology (Newport, 1990). After listening to syllables (e.g. feg, fen) 
that follow a new constraint (“/f/ always occurs as a syllable onset”), adults’ shadowing 
(repetition of auditorily presented syllables) reveals learning of the constraint. Participants are 
faster to repeat new syllables that are legal (follow the constraint), like “fep”, than those that are 
illegal, like “pef” (Onishi, Chambers, & Fisher, 2002). When participants are given a memory 
test instead of a shadowing task, they make more false alarms legal to unstudied syllables than to 
illegal unstudied syllables (Bernard & Fisher, in preparation).  
People acquire phonotactic constraints in perception quite rapidly, demonstrating learning 
after just several minutes of listening experience (e.g. Onishi et al., 2002). The acquired 
constraints are also abstract. People acquire constraints on a variety of consonants (e.g. voiced 
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and voiceless stops, liquids, nasals, and fricatives, Onishi et al., 2002), and generalize learning to 
syllables with different consonants (e.g. trained on “feg”, tested on “fen”; Onishi et al., 2002) 
and different vowels (e.g. trained on “feg”, tested on “foog”; Chambers et al., 2010). Even more 
abstract, second order constraints (e.g. /b/ is an onset when the vowel is /ae/, but a coda when the 
vowel is /I/) are also learnable in perception. 
Novel phonotactic constraints can also be learned through production experience. Speech 
errors tend to conform, on average, to the phonotactics of the speaker’s native language 
(Fromkin, 1971; Motley & Baars, 1975; Stemberger, 1983). For instance, an English speaker 
would be extremely unlikely to put /ng/ at the beginning of a syllable in a speech error, e.g. 
“Don’t forget the ngapkins!”, but might say “Don’t forget the napkings!”. New phonotactic 
constraints embedded in spoken syllables can also affect speech errors (Dell, Reed, Adams, & 
Meyer, 2000; Goldrick, 2004; Warker, Xu, Dell, & Fisher, 2009). After speaking sequences of 
syllables (e.g. heng men fek ges) that follow a novel constraint (e.g. /f/ is always a syllable 
onset), people’s speech errors tend to obey the constraint (e.g. “heng men fek fes” is a more 
likely slip than “heng men fek gef”).  
Just as in perception, phonotactic learning in production is quick: there is evidence of 
learning after as few as 9 speaking trials (Tayler & Houghton, 2005). Learning in production is 
also abstract. Constraints on a variety of consonants can be learned (fricatives and stops in Dell 
et al., 2000 and Warker & Dell, 2006; nasals in Warker, 2009), and learning generalizes to 
unstudied syllables (when speech errors create syllables that were never spoken, these tend to 
obey constraints learned in the lab; Warker, 2009). More abstract second order constraints are 
also learnable in production, after more extensive production experience or a period of 
consolidation (Warker & Dell, 2006; Warker, Dell, Whalen, & Gereg, 2008; Warker, in press). 
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Once acquired, learning is stable: second order constraint learning is undiminished 1 week after 
the initial learning period (Warker, in press).  
Phonotactic constraint learning is unaffected by explicit awareness of the constraints in 
production (Dell et al., 2000), and does not require awareness of the constraints in perception 
(Onishi et al., 2002), suggesting an implicit learning mechanism. The mechanism of phonotactic 
learning may well be related other types of statistical learning, of linguistic patterns (e.g. Saffran 
et al., 1996; Saffran, Newport, Aslin, Tunick, & Barrueco, 1997) and perhaps non-linguistic 
patterns (e.g. Bly, Carrion, & Rasch, 2009; Conway & Christiansen, 2006; Saffran, Pollak, 
Seibel, & Shkolnik, 2007). However, phonotactic learning may only be possible with linguistic 
representations. People can learn second order production constraints in which the position of a 
consonant depends on the nature of another phoneme in the syllable, but fail to learn constraints 
in which a consonant’s position depends on speech rate (Warker et al., 2008). Perception 
constraints in which consonant position depends on talker identity are also more difficult to learn 
(Onishi et al., 2002; but see Lichtman, Cole, & Garrison, 2010).  
Phonotactic constraints are encoded at two levels of representation: the level of phonemes 
(e.g. /f/ vs. /s/) and the level of features (lower-level representations reflecting how phonemes 
are articulated, e.g. /f/ and /v/ are both described by the feature “fricative”). Figure 1 illustrates 
how these levels might be arranged in the speech production system (Oppenheim & Dell, 2010). 
Most linguistic models of phonotactics and phonotactic learning specify constraints at both 
feature and phoneme levels (e.g. Hayes & Wilson, 2008). However, there is some evidence that 
phoneme-based constraints have a greater influence on speech errors than feature-based 
constraints in production (Goldrick, 2004), and are learned more readily than feature-based 
constraints in comprehension (Bernard, Onishi, & Seidl, in preparation). In line with these 
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findings, many psycholinguistic models encode phonotactic constraints in terms of phonemes 
only (e.g. Hartley & Houghton, 1996; Coleman & Pierrehumbert, 1997; Luce, Goldringer, Auer, 
& Vitevitch, 2000; Warker & Dell, 2006). For example, the connectionist model of Warker and 
Dell (2006) learns constraints by associating abstract phoneme representations (/f/) with 
position-specific phoneme representations (e.g. f-onset) via error-based learning (Figure 2). In 
reality, phonotactic learning probably involves encoding constraints at both phoneme and feature 
levels, and perhaps more robustly at the phoneme level (Goldrick, 2004). 
It is clear that phonotactic constraints encoded at multiple levels of processing can be 
learned in perception and in production. But can constraints learned in perception immediately 
transfer to production? In foreign language learning, this seems implausible: acquiring French 
phonotactics just from listening experience probably would not facilitate production of French-
sounding syllables. In foreign language learning, however, it takes some time to acquire a non-
native phonology. If phonemic representations aren’t well developed, learning constraints over 
those representations may be challenging. In a native language, where phonological 
representations are well-established, could people immediately transfer phonotactic learning 
from perception to production? 
 
Transfer of implicit learning 
Phonotactic learning is a form of implicit statistical learning. If implicit learning is 
generally modality-specific, this would not bode well for transfer of phonotactic learning.  
Implicit learning has been studied for some time in the literature on memory. When 
participants perform a word fragment completion task after studying a list of words, they show 
better fragment completion performance for words they studied visually than for words they 
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studied auditorily. Nevertheless, their fragment completion of words that they studied auditorily 
is still better than fragment completion of words they did not study at all (Roediger & Blaxton, 
1987). This suggests that implicit memory is not entirely modality-specific. 
More recently, implicit learning has been investigated with studies of artificial grammar 
learning. Learning patterns over auditory tones is just as fast when subjects concurrently learn 
patterns over colored squares (Conway & Christiansen, 2006), and learning of musical chord 
sequences does not transfer to perception of letter name sequences (Bly et al., 2009). These 
findings suggest that statistical learning is modality-specific. However, learning sequences of 
tones can interfere with learning sequences of shapes, when patterns in different modalities are 
sufficiently misaligned (Mitchell & Weiss, 2011). Also, 16-month olds (but not 8-month olds) 
can transfer learning of visual shape sequences to perception of nonword syllable sequences 
(Hupp & Sloutsky, 2011). Taken together, these studies suggest that there may be an abstract, 
modality-independent component to statistical learning. If this is also true of phonotactic 
learning, this would allow transfer from perception to production. In order for phonotactic 
learning to be modality-independent, it would have to be acquired in modality-independent 
phonological representations. Is there evidence for such modality-independent representations in 
speech processing? 
 
The cognitive architecture of speech processing 
If speech perception and production share representations, then learning in perception 
should transfer automatically to production. If representations in perception and production are 
separate, then learning will transfer only to the extent that the representations are functionally 
connected.  
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 This logic is well illustrated by the relationship between motor perception and action. The 
ease with which humans imitate simple gestures demonstrates that some transfer from perception 
to action is possible, but this is compatible with either shared or linked representations. Mirror 
neurons, cells that respond to both perceived and produced actions, have been found in monkeys 
(di Pellegrino, Fadiga, Fogassi, Gallese, & Rizzolatti, 1992), and may exist in humans 
(Mukamel, Ekstrom, Kaplan, Iacoboni, & Fried, 2010). However, activation of mirror neurons 
may not be strictly necessary for action perception (Hickok, 2009). Since mirror neurons cannot 
be taken as definitive evidence for shared representations, there is no guarantee that learning in 
perception will transfer to action. 
 The fact that people can repeat nonwords they have never heard before suggests that there 
is also a connection between perception and action in speech processing. However, as in the 
motor system, imitation does not imply shared representations and automatic transfer between 
perception and production.  
Some studies of phonological processing have specifically assessed representational 
overlap in perception and production. Concurrent tasks performed using the auditory modality, 
such as detecting auditorily presented names and shadowing auditorily presented words, interfere 
with each other more than tasks performed in different modalities, such as detecting auditorily 
presented names and reading visually presented words (Shallice, McLeod, and Lewis, 1985). 
Similarly, deciding whether an auditorily presented stimulus is a word or not is primed more by 
previously hearing the stimulus than by saying or mouthing it (Monsell, 1987). These data 
suggest that perception and production phonological representations are not shared. Even 
stronger evidence for separate representations comes from perception-production dissociations: 
English speakers who do not make a phonemic distinction in their dialect (such as the difference 
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in pronunciation between “vary” and “very”) are still able to accurately recognize and 
discriminate words that are pronounced with that distinction (Thomas & Hay, 2006).  
Neuroimaging studies have addressed the issue of representational overlap by comparing 
speech perception and speech production. When people listen to nonwords or make explicit 
phonological judgments, areas involved in speech production are active (Heim, Opitz, Muller, & 
Friederici, 2003; Wilson, Saygin, Sereno, and Iacoboni, 2004). Recruitment of speech production 
areas may even be causally involved in speech perception: stimulating the tongue area of the 
motor cortex with Transcranial Magnetic Stimulation affects perception of phonemes produced 
with the tongue, but not the lips (e.g. Fadiga, Craighero, Buccino, & Rizzolatti, 2002). Such 
studies have rekindled interest in the motor theory of speech perception, which in its most radical 
form states that motor gestures are the representations that support speech perception (Liberman, 
Cooper, Shankweiler, & Studdert-Kennedy, 1967). However, in TMS studies that do not embed 
perceptual stimuli in noise, no such causal relationship between production areas and perception 
is found (D’Ausilio, Bufalari, Salmas, & Fadiga, 2011). Also, there are many subtle differences 
in the areas activated by speech perception and production (Hickok, Houde, & Rong, 2011). On 
the whole, the neuroimaging evidence suggests that activation of the speech production system is 
not crucial for perception, but may sometimes modulate perceptual ability (Hickok et al., 2011).  
Some of the best evidence constraining the relationship between perception and 
production comes from phonological impairments. A recent theory of dyslexia suggests that it 
arises from impaired processing of the metrical aspects of speech, which affects both perception 
and production (Goswami, 2011). However, this could be consistent with an impairment to 
shared representations, or with a perceptual impairment that subsequently affects the 
development of production. In groups of aphasic patients, phonological input and output 
	   10	  
processing tend to be correlated (Martin & Saffran, 2002), but such correlations are not always 
observed (Nickels & Howard, 1995). More importantly, perception and production can dissociate 
in individual patients, with impaired phonological production existing alongside intact 
phonological input processing (e.g. Martin, Lesch, & Bartha, 1999; Romani, 1992; Shallice, 
Rumiati, & Zadini, 2000). For instance, a patient who makes many phonological errors when 
producing words and nonwords can have good phonological perception and phonological short-
term memory (Shallice et al., 2000). Thus while a large body of evidence suggests that 
perception and production are functionally linked, evidence from aphasia implies the existence 
of completely separate perception and production phonologies. 
 Consistent with the behavioral, neuroimaging, and patient evidence, many 
psycholinguistic theories treat phonological perception and production as separate processes (e.g. 
Dell, 1986; Levelt, Roelofs, & Meyer, 1999; Marslen-Wilson & Welsh, 1978; but see MacKay, 
1982). Models of aphasic repetition performance are much more successful at fitting aphasic data 
when distinct representations are used for input and output phonological processing, as in Figure 
3 (Dell, Schwartz, Martin, Saffran, & Gagnon, 1997; Dell, Martin and Schwartz, 2007; Nozari, 
Kittredge, Dell, & Schwartz, 2010). Although some theories suggest that modality-independent 
phonology exists, it is thought to supplement modality-specific representations (e.g. Plaut & 
Kello, 1999).  
In contrast to the separation of input and output representations at the phonological level, 
there may be sharing of representations at higher levels of language processing. Exposing people 
to certain syntactic constructions facilitates later processing of those constructions (syntactic 
priming) in comprehension, and also leads to greater use of those constructions in future 
productions (Branigan, Pickering, Liversedge, Stewart, & Urbach, 1995; Potter and Lombardi, 
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1998; Bock, Dell, Chang, & Onishi, 2007). And syntactic priming in comprehension activates a 
network of brain areas shared with syntactic priming in production (Segaert, Menenti, Weber, 
Petersson, & Hagoort, 2012). Thus perception and production may share representations at the 
level of syntax (Chang, Dell, & Bock, 2006), but not at the level of phonology (Figure 3). This 
suggests that transfer of learning from perception to production is not automatic, but may still 
occur. Is there evidence for such transfer? 
 
Transfer of phonetic and phoneme-level learning 
There are several examples of transfer of learning at the phonetic-level learning, most 
notably that people spontaneously imitate talkers in the lab (Goldinger, 1998; Goldinger & 
Azuma, 2004). Participants either shadow a speaker or read words after listening to a speaker. 
Naïve listeners rate tokens produced after exposure to the speaker, in some cases even 6 days 
later, as more similar to that speaker’s productions (Goldinger & Azuma, 2004). The longevity 
of the effect suggests that imitation may result from long-term learning in the production system. 
Imitation is also found in more naturalistic, conversational settings (Pardo, 2006). 
When imitation is assessed by more objective measures, however, it becomes clear that 
only some aspects of phoneme production are imitated (Fowler, Brown, Sabadini, & Weihing, 
2003; Mitterer & Ernestus, 2008; Nielsen, 2011). For instance, imitation might be found for one 
dimension of a feature (e.g. speakers imitate long voice-onset time for certain consonants; 
Nielsen, 2011), but not on another dimension (speakers fail to imitate short voice-onset time; 
Nielsen, 2011). Or, speakers may imitate the features of some phonemes, but not others (Babel, 
2012; Cooper, 1979). Some studies find no evidence of imitation, even when participants 
demonstrate perceptual sensitivity to details of a talker’s pronunciation (Kraljic, Brennan & 
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Samuel, 2008). Taken together, the studies on imitation suggest transfer of learning at the 
phonetic level is possible, but inconsistent and narrow in scope. 
Evidence for transfer of learning at the level of phonemes comes from the literature on 
acquisition of non-native phonological distinctions. For instance, Japanese speakers must acquire 
the distinction between /r/ and /l/ because it does not exist in their language. Some studies find 
correlations between perception and production of non-native phonemes (e.g. Flege, Bohn, & 
Jang, 1997), but some do not (De Jong, Hao, & Park, 2009; Peperkamp & Bouchon, 2011). In 
some cases perceptual abilities are markedly better than production abilities (Flege, 1993), and in 
other cases production is better than perception (Sheldon & Strange, 1982).  
A few studies have gone beyond correlational data, explicitly manipulating learning in 
perception and measuring the influence on production. In most cases these effects on production 
are modest (Wang, Jongman, & Sereno, 2003; Rvachew, Nowak, & Cloutier, 2004). In one 
study, when Japanese speakers practiced discriminating English /r/ and /l/ with feedback, their 
productions of these phonemes improved (Bradlow, Pisoni, Akahane-Yamada, & Tohkura, 
1997), and improvement lasted up to 3 months after training (Bradlow, Akahane-Yamada, 
Pisoni, & Tohkura, 1999). However, the extent of participants’ perceptual learning did not 
predict the extent of their production improvement. This suggests that even effortful phoneme-
level learning in perception may not lead to much transfer of learning to production. More 
importantly, perceptual training may have improved participants’ ability to monitor and detect 
errors in their own productions. If this were the case, these studies would be an example of 
perceptually guided adaptation, rather than direct transfer of learning from perception to 
production. 
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What if the learning is implicit, like in phonotactic constraint acquisition? A recent 
dissertation trained participants on a new phonetic category boundary, e.g. the distinction 
between two different types of /d/ sounds. After perception training, participants showed a small 
difference in production of these sounds in a shadowing task. The amount of learning in 
shadowing was correlated with the amount of learning in perception (Baese-Berk, 2010). 
However, there was much more learning in shadowing after training that involved both 
perception and production. Also, shadowing is not the best measure of transfer of learning, since 
it is also influenced by speech perception. While these results do not unequivocally support 
transfer of phoneme-level learning, they are at least consistent with it.  
Although imitation and phonetic category acquisition do represent learning at phonetic 
and phonemic levels, they differ from learning of abstract patterns over phonemes. Is there direct 
evidence for transfer of phonotactic learning? 
 
Transfer of phonotactic learning 
Some studies of phonotactic learning in perception find an effect of learning on 
shadowing (Onishi et al., 2002), but this does not demonstrate transfer of learning since 
shadowing is thought to reflect both perceptual and production processes. Only one study, 
Warket et al. (2009), has explicitly investigated transfer of phonotactic learning from perception 
to production. This study will be reviewed in some detail here, as the current research uses a very 
similar paradigm.  
Warker et al. (2009) recruited pairs of participants for an experiment that involved 
speaking sequences of syllables like those in Dell et al. (2000). A production sequence was made 
up of 4 syllables, which were composed of the vowel /ε/  and 8 consonants (/f/, /s/, /h/, /ng/, /m/, 
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/n/, k/, /g/), e.g. “hes nek meng feg”. On a given trial, one participant spoke a sequence twice, in 
time to a quick metronome beat. The other participant counted the number of times s/he heard 
the speaker say the syllable “heng”, and indicated this number on a piece of paper. On the next 
trial, the participants would switch roles: the one who had just listened would now speak, and 
vice versa. Each participant completed 96 listening and 96 speaking trials. 
 Warker et al. used a between-subjects design to test for transfer from perception to 
production. Each participant’s production sequences followed a novel phonotactic constraint. For 
participants in the “fes-constraint” condition, /f/ always appeared as a syllable onset and /s/ 
always as a syllable coda. For participants in the “sef-constraint” condition, this rule was 
reversed: /s/ was always an onset and /f/ was always a coda. Some participants heard and spoke 
sequences with the same constraint (the “Same-constraint” condition), while others heard and 
spoke sequences with opposite constraints, e.g. fes-perception and sef-production (the 
“Opposite-constraint” condition).  
If participants learn the constraint in perception, and there is transfer of this learning from 
perception to production, participants in the Same-constraint condition should learn the rule 
present in their production sequences well. This is because the perception constraint in the Same-
constraint condition should strengthen the learning of the same constraint in production 
sequences. If there is no transfer from perception to production, Same-constraint condition 
participants should still learn the rule present in production sequences.  
Participants in the Opposite-constraint condition, however, should show weaker learning 
of the production constraint. For example, if a participant learns the fes-constraint in perception, 
and this learning transfers to production, it should interfere with learning of the sef-constraint 
present in production trials. Moreover, if there is complete transfer from perception to 
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production, Opposite-constraint participants should show no learning at all of production 
constraints, since they heard and spoke equal numbers of sequences with opposite constraints. 
Alternatively, if there is no transfer, Opposite-constraint participants should learn the production 
constraint just as well as participants in the Same-constraint condition. 
 Warker et al. assessed learning of the constraint in production sequences by analyzing 
participants’ speech errors. The syllable positions of consonants /h/ and /ng/ are restricted in 
English as well as in the experiment (/h/ to onset, and /ng/ to coda). Since speech errors generally 
conform to the phonotactic constraints of a language, participants’ speech errors on /h/ and /ng/ 
should rarely be illegal, i.e. they should maintain the syllable position they had in the target 
sequence. For example, given the target sequence hes nek meng feg, a participant might say 
“heng nek meng heg”. The syllable positions of consonants /m/, /n/, /k/, and /g/ are unrestricted 
in English, and were also unrestricted in the experiment: they could appear either as syllable-
onsets or syllable-codas. Speech errors on /m/, /n/, /k/ and /g/ should be illegal much more often, 
i.e. not preserve the syllable position in the target sequence. However, they should still be legal 
more often than would be expected by chance, as even speech errors on unrestricted consonants 
tend to preserve syllable position (the “syllable-position effect”, Boomer & Laver, 1968).  For 
example, instead of saying the target sequence hes nek meng feg, a speaker might slip and say 
“hem nek meng feg”. Because the /m/ moves from onset to coda position, this is an illegal error. 
If participants do not learn the constraints present in their production sequences, speech 
errors on the restricted consonants /f/ and /s/ should behave just like the errors on unrestricted 
consonants /m/, /n/, /k/, and /g/, since /f/ and /s/ are unrestricted in English. But if participants 
learn the experimental constraints well, errors on /f/ and /s/ should behave more like errors on /h/ 
and /ng/ and be legal much more often than /m/, /n/, /k/ and /g/. 
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 Warker et al. found that participants in the Same-constraint condition exhibited good 
learning of the constraints present in their production sequences, with speech errors on /f/ and /s/ 
legal nearly 100% of the time (see Figure 4), like errors on /h/ and /ng/, and unlike errors on the 
other consonants. Participants in the Opposite-constraint condition showed comparable learning 
of the production constraints (Figure 4), providing no evidence that learning in perception 
transfers to learning in production. 
In a second experiment, Warker et al. replicated the first experiment and added a memory 
test to assess whether Opposite-constraint subjects actually learned the constraint present in the 
perceived sequences. After completing the perception and production trials, participants heard a 
list of syllables and had to decide for each one whether or not they had encountered it at any 
point during the experiment. Among these syllables were items legal according to the constraints 
in participants’ production trials (e.g. “fek” for a participant with in fes-constraint condition), as 
well as illegal items (e.g. “kef”). Participants in the Same-constraint condition correctly accepted 
the majority of legal items and rejected the majority of illegal items (Figure 5). Participants in 
the Opposite-constraint condition accepted similar percentages of legal and illegal items, 
suggesting that their perceptual experience was affected by having heard the reverse constraints 
in listening trials. However, there was again no evidence that this perceptual learning transferred 
to production, with Same- and Opposite-constraint participants showing similar patterns of 
speech error results (Figure 6).  
 In a third experiment, Warker et al. changed the listening task. Instead of always 
monitoring for the syllable “heng”, participants checked their partner’s productions against a 
printout of the target sequence, and circled any syllables on which there was an error. 
Participants again internalized the constraints present in the listening trials (Figure 7), but this 
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time there was also evidence for significant transfer from perception to production. Participants 
in the Opposite-constraint condition made more illegal errors on /f/ and /s/ than participants in 
the Same-constraint condition (Figure 8). Warker et al. found that the transfer was only partial: 
Opposite-constraint participants still exhibited some learning of the production constraints, with 
errors on /f/ and /s/ legal significantly more of the time than errors on /m/, /n/, /k/, and /g/ (Figure 
8).  
The fact that two out of three experiments in Warker et al. found no transfer indicates that 
phonotactic learning is not represented in an abstract, modality-independent format. Instead, it 
suggests that learning in perception occurs over input phonology, and learning in production over 
output phonology. In order for learning in input phonology to transfer to output phonology, 
production phonology must somehow be activated during perception. Is the partial transfer of 
learning found in just one of Warker et al.’s experiments robust and replicable? And why does 
learning transfer in some experiments, but not others?   
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CHAPTER 2 
EXPERIMENT 1 
 
Introduction  
 The only difference between the third and first two experiments of Warker et al. that 
could have affected transfer is the task performed in listening trials. In the first and second 
experiments, participants listened only for the syllable “heng”. In the third experiment, 
participants looked at a written representation of the target sequence and identified syllables on 
which the speaker made errors.  
There are many differences between these tasks, but more importantly, the stimuli 
participants received were different. When counting instances of “heng”, participants circled one 
of three numbers (0, 1, or 2) on a sheet of paper. When monitoring for errors, the full target 
sequence (e.g. heng mek nes feg) appeared on the sheet of paper and participants circled any 
syllables with errors. So only participants in the third experiment received an orthographic 
representation of the listening sequences, as well as an orthographic representation of the 
speaking sequences. Although orthotactics (constraints on letter position) is generally correlated 
with phonotactics, it exists as an independent body of knowledge (Fischer-Baum, McCloskey, 
Mathis, & Wilson, 2011; McCloskey, Wilson, Fischer-Baum, Mathis, Glasser, & Ghodasara, 
2011). Participants in Warker et al.’s third experiment may have encoded orthotactic constraints 
on the letters /f/ and /s/ during perception and production trials. In the Opposite-constraint 
condition, these constraints would interfere with each other. But how could interference within 
othotactics influence speech errors?  
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One possibility is that the errors observed in Warker et al. are really errors of reading, 
rather than errors of the speech production system. Nonwords with unpronounceable spellings 
are more likely to be misperceived (Frankish & Turner, 2007), suggesting that orthotactics can 
affect reading. Weaker orthotactic learning of the production constraint in the Opposite-
constraint condition would lead to fewer reading errors that follow the constraint, and hence 
more illegal speech errors on /f/ and /s/ than in the Same-constraint condition. 
It is more likely, though, that the errors in Warker et al. are errors of speech production, 
not reading. Speech errors follow novel phonotactic constraints even when there is no 
orthographic presentation of the stimuli, suggesting that the errors primarily reflect speech 
production processes (Taylor, 2003). More generally, productions based on orthographic input 
reflect speech output processing rather than orthographic input processing: speech errors are 
influenced by the similarity of phonemes (Goldrick, 2004; Oppenheim & Dell, 2008), and by 
speech output rate rather than input processing conditions (Dell, 1986).  
If the errors in Warker et al. truly errors of production, orthotactics could affect speech 
errors via orthography to phonology mappings. Mappings from orthography to output phonology 
must be well established to support reading, and there is experimental evidence supporting a 
bidirectional link between these representations. Orthographic processing activates phonological 
output representations (Lupker, 1982; Damian & Bowers, 2009), and speech production activates 
orthographic representations (Rastle, McCormick, Bayliss, & Davis, 2011). Also, the frequency 
of a particular orthography to phonology mapping affects reading (e.g. Seidenberg & 
McClelland, 1989), and modulates an ERP component thought to reflect lexical access, the N400 
(Laszlo & Federmeier, 2007). If orthotactics mediated the activation of output phonology in 
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Warker et al.’s third experiment, this would lead to fewer errors following the production 
constraint in the Opposite-constraint condition. 
Alternatively, orthotactics may not be responsible for transfer. Instead, orthography may 
have caused transfer simply by activating output phonology during listening trials. Constraints 
present in listening trials would then be represented in production phonology, and interfere with 
learning of the production constraint in the Opposite-constraint condition. Given the existence of 
orthography to phonology mappings, this is a viable possibility. 
Another possibility, although less likely, is that the multimodal nature of the input 
(written and heard) in Warker et al. contributed to transfer. The presence of orthography 
alongside heard speech may have activated abstract, modality-independent phonological 
representations, which may exist in addition to modality-specific phonology (Plaut & Kello, 
1999; Mitterer & Ernestus, 2008). If phonotactic constraints present in listening trials were 
encoded in a modality-independent format, they could affect learning of constraints present in 
speaking trials.  
The redundancy inherent in multimodal processing typically enhances stimulus 
perception (Lewkowicz & Ghazanfar, 2009). Theoretically, this could have led to better learning 
of the constraints in Warker et al.’s third experiment. If learning of the constraints was not as 
good from a lack of multimodal input in Warker et al.’s first two experiments, this could explain 
the lack of transfer there. However, this very unlikely, given that memory test performance in the 
third and second experiments was similar (Figures 5 and 7).  
There are thus several ways in which orthography could have led to transfer: an 
orthotactic influence on output phonology activation, activation of output phonology from 
orthography, or activation of modality-independent phonology from orthography. In each case, 
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orthography is a mediating representation between perception and production. If any of these 
hypotheses are true, this would suggest that there is no true transfer between speech perception 
and speech production.  
Experiment 1 tested the hypothesis that orthography modulates transfer by manipulating 
the presence or absence of orthographic input. If orthography does not affect learning of the 
production constraint, this would suggest real transfer between perception and production. If 
orthography is critical for replicating Warker et al.’s third study, this suggests there was never 
evidence of true perception-production transfer to begin with. 
 
Participants 
Thirty-nine University of Illinois students participated for psychology course credit. 
Participants were native English speakers with normal or corrected-to-normal vision and hearing, 
and no known linguistic or psychiatric disorders. 
 
Stimuli 
A total of 384 sequences of four syllables were generated by randomly scrambling 8 
consonants (/h/, /ng/, /f/, /s/, /m/, /n/, /k/, /g/) and inserting the vowel /ε/ into the resulting 
syllabic structures (e.g. heng fes men keg). All sequences obeyed English phonotactics (/h/ was 
always an onset and /ng/ always a coda). Half of the sequences only featured /f/-onsets and /s/-
codas (the “fes constraint”), while the other half only featured /s/-onsets and /f/-codas (the “sef 
constraint”). The 384 sequences were arranged into 4 lists of 96 trials each, two lists featuring 
the fes constraint, and two featuring the sef constraint.  
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Participants in the Opposite-constraint condition were assigned to lists with different 
constraints in perception and production (either perception-sef and production-fes, or perception-
fes and production-sef), while participants in the Same-constraint condition were assigned to 
perception and production lists with the same constraint (both fes or sef). For each of the two 
perception lists, deviant versions of 49 sequences in each list were created that contained 
“errors” for the participants to detect during error monitoring. An error consisted of one 
consonant being replaced by another. Errors were similar to those made by participants in 
Warker et al. (2009), except that no errors occurred on restricted consonants /f/ and /s/. The 
deviant sequences were distributed randomly throughout the experiment, such that a given trial 
contained 0, 1, or 2 consonant errors.  
The sequences for the perception lists were produced by a female native English speaker 
from Illinois. The speaker articulated each four-syllable sequence as one phrase, at a rate of 1 
syllable per second.  
 
Procedure 
Participants viewed stimuli on a Dell computer screen and received auditory input 
through a set of external speakers. Participants’ voices were recorded by a lapel microphone that 
fed into a Marantz digital recorder. 
Participants alternated between perception and production trials, completing 96 of each 
type. On a perception trial (cued by a picture of an ear), the numbers 1 2 3 4 appeared in a row 
on the screen for 1000 milliseconds. Participants then heard a “reference” sequence, in which the 
first syllable was “1”, the second “2”, etc.. Participants in the Orthography condition also saw a 
written version of each syllable appear on the screen as it was spoken. Next, a gray bar with 
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exclamation marks was shown for 750 milliseconds to cue readiness for the monitoring task. On 
the next screen, all subjects saw only the numbers and listened to a second version of the 
sequence, checking it for any deviations from the reference sequence. Participants were 
instructed to type in the numbers corresponding to any syllable(s) that contained errors, and to 
type 0 if there were no errors. Participants should have been able to remember the 4 reference 
syllables long enough to do the task, given that the short term memory span for nonwords is 
about 4 monosyllables (Hulme, Newton, Cowan, Stuart, & Brown, 1999). After responding, 
participants pressed a space bar to advance to the production trial. 
On a production trial (cued by a picture of lips), a sequence of syllables appeared in 
smaller font in a row at the bottom of the screen. Participants were instructed to press a space bar 
to start a metronome (2.53 beats per second), wait for 4 beats, and say the sequence twice, timing 
each syllable to a beat. Producing all syllables was emphasized over accuracy. 
After the perception and production trials, participants were surprised with a memory 
test. Participants listened to single syllables produced by a second female speaker (a native 
English speaker from New York state). For each syllable, participants indicated whether or not 
they had heard the original speaker say it in the experiment. Participants typed “Y” if the syllable 
was old and “N” if the syllable was new, and pressed a space bar to advance to the next syllable. 
The memory test consisted of 49 syllables presented in the same random order for all 
participants. Eleven “fes syllables” followed the fes constraint and eleven “sef syllables” 
followed the sef constraint. Thus, whether or not they had been experienced in perception 
depended upon the participant’s condition (perception-fes or perception-sef1). Twenty-one 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  1	  Due	  to	  a	  mistake	  in	  creating	  deviant	  versions	  of	  the	  perception	  trials,	  participants	  in	  the	  perception-­‐sef	  condition	  experienced	  one	  syllable	  (“mes”)	  on	  one	  perception	  trial	  that	  violated	  the	  sef	  constraint.	  Since	  participants	  heard	  326	  other	  syllables	  that	  did	  not	  violate	  the	  sef	  constraint,	  it	  is	  unlikely	  that	  this	  deviant	  syllable	  affected	  learning	  of	  the	  sef	  constraint	  in	  perception,	  given	  that	  participants	  show	  learning	  of	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“neutral syllables” did not contain the consonants f and s and had occurred in perception trials 
for all participants (e.g. “gen”). Six “non-occurring syllables” were never2 experienced in 
perception trials (“fef”, “geg”, “kek”, “mem”, “nen”, “ses”).  
Instructions for the perception trials, production trials, and memory test were displayed 
on the screen, and the experimenter provided explanations to supplement the written instructions 
as necessary. Participants practiced 6 perception and 6 production trials before the experiment, 
and received feedback on their performance from the experimenter. Participants were given 2 
breaks during the main experiment, after the first and second third of the trials, respectively. The 
entire procedure took approximately half an hour. 
 
Coding performance in the error monitoring task 
If a participant correctly reported any error(s) for a given trial that had error(s), this was 
counted as a “correct” response. False alarms (reporting any error(s) when there were none), 
misses (reporting no errors when there was at least one), and omission responses were coded as 
“incorrect”. 
 
Coding speech errors made on production trials 
Speech errors were coded offline. Errors in which one consonant was replaced by another 
from the sequence were classified as legal or illegal by the original location of the error 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  phonotactic	  constraints	  in	  the	  presence	  of	  some	  syllables	  that	  violate	  the	  constraint	  (e.g.	  Chambers	  et	  al.,	  2010;	  Bernard	  &	  Fisher,	  in	  preparation).	  If	  anything,	  this	  should	  have	  led	  to	  weaker	  learning	  in	  perception	  and	  thus	  less	  interference	  with	  the	  rule	  learned	  in	  production	  for	  participants	  in	  the	  Opposite-­‐constraint	  condition.	  So	  this	  mistake	  works	  against	  our	  desired	  finding	  of	  transfer	  from	  perception	  to	  production.	  2	  Due	  to	  a	  mistake	  in	  creating	  deviant	  versions	  of	  the	  perception	  trials,	  participants	  in	  the	  perception-­‐fes	  condition	  experienced	  two	  instances	  of	  “non-­‐occurring”	  syllables	  (“mem”	  and	  “nen”)	  in	  their	  perception	  trials.	  Given	  that	  participants	  in	  this	  condition	  heard	  766	  other	  syllables	  during	  the	  perception	  trials,	  memory	  for	  the	  non-­‐occurring	  syllables	  should	  be	  quite	  weak	  and,	  crucially,	  much	  weaker	  than	  for	  the	  neutral	  syllables	  that	  all	  participants	  were	  exposed	  to.	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consonant in the target sequence. For example, given the target hes meg fen keng and the errorful 
sequence “hes mek feng g-…keng”, the /ng/ in “feng” would be classified as a legal error (/ng/ 
kept its position as a coda), while the /k/ in “mek” would be classified as an illegal error (/k/ 
moved from onset position to coda position). Cutoff errors such as “g-…keng” were included in 
the analysis. Omissions, intrusions of consonants not present in the sequence (e.g. /t/), and 
unintelligible responses were excluded. 
 
Coding performance in the memory test 
“Y” responses were coded as acceptances and “N” responses as rejections. Ambiguous 
responses (e.g. “YN”) were coded as incorrect (i.e. as rejections for neutral syllables and 
perception-legal syllables, and as acceptances for non-occurring syllables and perception-illegal 
syllables). 
 
Statistical analysis 
A weighted empirical logit regression model3 was fit to the speech-error data, and 
focused on the extent to which each error was legal (maintained its status as onset or coda) or 
illegal (moved to a different position). As the hypotheses of interest dealt only with differences 
between experimentally restricted consonant (/f/, /s/) errors and unrestricted consonant (/m/, /n/, 
/k/, /g/) errors, language-wide restricted consonant (/h/, /ng/) errors were excluded from the 
regression analysis. Predictor variables were centered in all regression analyses, to avoid high 
fixed effects correlations. 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  3	  When	  probabilities	  to	  be	  estimated	  approach	  0	  or	  1,	  hierarchical	  logistic	  regression	  may	  experience	  difficulties	  in	  the	  estimation	  process,	  and	  weighted	  empirical	  logit	  regression	  is	  recommended	  instead	  (Barr,	  2008).	  Our	  speech	  error	  data,	  with	  legality	  probabilities	  near	  1.0	  for	  restricted	  consonant	  errors,	  met	  these	  criteria.	  Furthermore,	  hierarchical	  logistic	  regressions	  on	  these	  data	  yielded	  fixed	  effect	  correlations	  well	  over	  .4,	  suggesting	  poor	  model	  fit.	  Consequently	  we	  ran	  empricial	  logit	  regression.	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The empirical logit of an error being legal was predicted from constraint (Same-
constraint condition vs. Opposite-constraint condition), orthography (Orthography condition vs. 
No orthography condition), restrictedness (restricted consonant error vs. unrestricted consonant 
error), and their interactions. A random error term was also included to model between-subject 
variability. The weights used for empirical logit regression were based on the number of errors 
that each subject provided to the analysis. 
Five additional regressions were run on subsets of the speech error data. Separate 
regressions were run on errors from participants in the Opposite-constraint condition and Same-
constraint condition. In these regressions, the empirical logit of an error being legal was 
predicted from restrictedness and a subject random error term. Another regression was run on 
errors only from participants in the No Orthography condition. In this regression, the empirical 
logit of an error being legal was predicted from restrictedness, constraint and their interaction, 
and a subject random error term. Separate weighted linear regressions were also run on restricted 
error data and unrestricted error data. In these regressions, the empirical logit of an error being 
legal was predicted from constraint, orthography, and their interaction. Calculating the empirical 
logit within restricted and unrestricted errors required aggregating data by subject. Consequently, 
no subject random error term was included because there was only one datum per subject in 
these regressions4.  
Data from the memory test were also analyzed with weighted empirical logit regression. 
Only responses to the “fes syllables” and “sef syllables” were analyzed, as these data are critical 
to assessing learning of the perception constraints. The empirical logit of accepting a syllable as 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  4	  Because	  there	  are	  no	  random	  effects	  in	  these	  regression	  models,	  they	  are	  essentially	  linear	  regressions.	  Inspection	  of	  quantile-­‐quantile	  plots	  and	  the	  Shapiro-­‐Wilk	  test	  suggested	  that	  the	  dependent	  variable	  was	  normally	  distributed,	  and	  results	  of	  the	  Bartlett	  test	  for	  homogeneity	  of	  variances	  suggested	  that	  the	  dependent	  variable	  met	  the	  assumption	  of	  homoscedasticity.	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having been heard was predicted from the legality of the syllable given the participant’s 
perception constraint, constraint condition (Same vs. Opposite), and their interaction. Weights 
for the regression were calculated in the same way as for the speech error data. One regression 
was run over data aggregated by subject and collapsed across items, and included a subject 
random error term. Another regression was run over data aggregated by item and collapsed 
across subjects, and included an item random error term. Two additional regressions, one on 
subject-aggregated and another on item-aggregated data, were run for subjects in the Opposite 
condition only. 
A hierarchical logistic regression was run on the error monitoring accuracy data (these 
data did not have probabilities near 0 or 1, and the model did not show any signs of poor fit such 
as high fixed effects correlations). The log odds of a response for a given trial being correct was 
predicted from constraint and orthography, their interaction, and two random error terms to 
model variability due to subjects and trials, respectively. 
 
Results and discussion 
A total of 2818 consonant errors were made by the 39 participants, for an overall error 
rate of 4.65% per consonant. Of these, 1763 met inclusion criteria for statistical analysis. Coding 
reliability was good (and most importantly, comparable to that of previous studies). Three 
secondary coders transcribed participants’ productions, and overall reliability was 97.8% (based 
on 4.27% of the speaking trials). When the primary coder detected an error, secondary coders 
agreed with the primary coder on the nature and presence of the error at a rate of 71.6% (based 
on 3.37% of the errors).  
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Participants in the Same-constraint condition showed good evidence of learning: on 
average, only 0.81% of all experimentally-restricted consonant errors were illegal (see Figure 9), 
a rate nearly identical to that found for language-wide restricted consonant (/h/ and /ng/) errors 
(0.94%). Even though these participants had never before encountered the experimental 
constraints, their slips followed them as strongly as they followed the constraints learned from a 
lifetime of speaking English.  By contrast, on average 31.1% of unrestricted consonant errors 
were illegal (see Figure 9), significantly more than for slips of the experimentally restricted 
consonants (coefficient = 1.77, standard error = 0.11, p < .001). More unrestricted consonant 
errors are legal than would be expected by chance (illegality is below 50%) because even 
unrestricted consonants tend to stick to their syllable positions in a sequence (MacKay, 1970). 
Errors from participants in the Opposite-constraint condition showed a different profile 
(Figure 9). Most importantly, there was evidence of transfer between perception and production: 
restricted consonants were illegal 12.2% of the time on average in the Opposite-constraint 
condition, nearly fifteen times the illegality rate in the Same-constraint condition and 
significantly different from it (coefficient = 1.09, standard error = 0.34, p < .01). By contrast, the 
illegality rate of unrestricted consonants in the Opposite-constraint condition  (34.5% on average, 
see Figure 9) was comparable to that in the Same-constraint condition (coefficient = 0.11, 
standard error = 0.13, p > .35), an expected result given that unrestricted consonants did not 
differ in their distribution across conditions. The interaction between constraint and 
restrictedness, another indication of transfer, was significant: the difference between illegality 
rates of restricted and unrestricted errors was greater in the Same- than in the Opposite-constraint 
condition (coefficient = 0.91, standard error = 0.16, p < .001). Transfer between perception and 
production was only partial, however, like in Warker et al. (2009). Participants in the Opposite-
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constraint condition still showed evidence of the production constraint in their speech errors: 
experimentally restricted consonant errors had a higher legality rate than unrestricted consonant 
errors (coefficient = 0.86, standard error = 0.09, p < .001).  
We can be sure that participants learned the constraints present in heard sequences, 
because these interfered with (Opposite-constraint condition) and/or enhanced (Same-constraint 
condition) the constraints learned in production, as revealed by their speech errors. This 
interpretation is bolstered by the good error monitoring accuracy of participants in the Opposite- 
(71.5%) and Same- (73.9%) constraint conditions, which did not differ from each other 
(coefficient = 0.13, standard error = 0.21, p > .55). This suggests that participants did indeed 
engage in the task designed to make them predict during perception trials: they remembered the 
first presentation and used it to monitor the second presentation of the sequence.  
Good learning of the constraints in perception is also reflected in performance on the 
memory test (Figure 10). Overall, participants in the Same- and Opposite-constraint conditions 
accepted more perception-legal syllables than perception-illegal syllables (analysis by subjects: 
coefficient = 1.95, standard error = 0.13, p < .001; analysis by items: coefficient = 1.61, standard 
error = 0.10, p < .001). The fact that participants in the Opposite-constraint condition accepted 
fewer perception-illegal syllables than perception-legal syllables (by subjects: coefficient = 0.61, 
standard error = 0.14, p < .001; by items: coefficient = 0.44, standard error = 0.13, p < .01) 
suggests that our memory test preferentially tapped memory for perceived syllables. In this 
respect it was different than the memory test in Warker et al., which did not attempt to assess 
source-specific memory. Importantly, participants in the Opposite-constraint condition accepted 
more perception-illegal syllables than participants in the Same-constraint condition, leading to a 
significant interaction of constraint and syllable legality (by subjects: coefficient = 2.72, standard 
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error = 0.27, p < .001; by items: coefficient = 2.37, standard error = 0.21, p < .001). The 
Opposite-constraint condition’s sensitivity to the production constraint on this test of perceptual 
memory could be interpreted as evidence for transfer from production to perception. However, it 
is more likely that participants inadvertently drew on memory for perception of their own 
productions when completing the memory test, which would interfere with the opposite 
constraint heard in perception trials. 
The manipulation of orthography did not influence speech errors, unlike Same- vs. 
Opposite-constraint (Figure 11). No main effects or interactions with orthography in any of the 
regression models were significant. In particular, the presence of orthography did not modulate 
the transfer effect: the interaction of orthography with constraint was not significant for restricted 
consonants (coefficient = 0.08, standard error = 0.69, p > .90), or for the difference in legality 
between restricted and unrestricted consonants (coefficient = 0.0001, standard error = 0.02, p > 
.99). Most importantly, a separate analysis of the No Orthography condition revealed significant 
transfer: Opposite-constraint participants made more illegal errors on restricted consonants than 
Same-constraint participants (coefficient = 1.05, standard error = 0.42, p < .05), and the 
difference between legality rates of restricted and unrestricted consonants was modulated by 
constraint (coefficient = 0.94, standard error = 0.24, p < .001).  
Despite the fact that orthography had no influence on speech errors, it had a significant 
influence on error monitoring: seeing orthography during the perception task slightly increased 
error detection accuracy (76.6% in the Orthography condition, compared to 68.9% in the No 
Orthography condition; coefficient = 0.50, standard error = 0.21, p < .05). It is likely that the 
presence of orthography helped subjects to identify or remember the reference sequence in 
listening trials.  
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Although any null effect must be interpreted with caution, the results imply that the 
presence of orthography is not necessary for transfer of phonotactic constraints from perception 
to production. This suggests that true transfer of learning between speech perception and speech 
production is possible. 
The results thus suggest that some aspect of error monitoring leads to transfer. This is 
consistent with the larger transfer effect size in Warker et al.’s third experiment than in 
Experiment 1. Participants in Experiment 1 only monitored one presentation of each sequence 
for errors (since the first presentation of the sequence served as the “reference”). In this 
experiment, the difference between Same- and Opposite-constraint participants’ rate of illegal /f/ 
and /s/ errors was 11.4%. Participants in Warker et al.’s third experiment monitored two 
presentations of each sequence, because the orthographic representation served as the reference. 
In this experiment, the difference between the Same- and Opposite-constraint conditions’ 
illegality rates on restricted errors was 22.7%. If transfer depends on monitoring for errors, it 
follows that Experiment 1 participants, who did half as much monitoring as Warker et al.’s 
participants, should show half as much transfer. Although it is possible that participants in 
Experiment 1 showed less transfer because they performed a more resource-demanding version 
of the error monitoring task, this explanation would suggest that they did not learn the perception 
constraints as well. However, Same-constraint participants’ comparable performance on the 
memory task in Experiment 1 and Warker et al.’s third experiment makes this possibility 
unlikely. 
What is it about error monitoring that leads to transfer? Experiment 2 begins to address 
this question. 
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CHAPTER 3 
EXPERIMENT 2 
 
Introduction 
 Transfer of phonotactic learning from perception to production is only possible when 
perceptual processing somehow activates output phonology. Moreover, production phonology 
must have been activated by some common processing component of Warker et al.’s and 
Experiment 1’s error monitoring tasks.  
To do error monitoring, participants had to attentively process incoming sequences of 
syllables, and check them at the phoneme level for deviations from a reference sequence. Several 
aspects of this processing could have led to transfer. Error monitoring requires analyzing the 
input at the phoneme level. Because task demands ultimately determine the nature of attention to 
stimuli (e.g. Anderson, 2011), the focus on phonemes could have led to heightened attention at 
that level of representation. Heightened attention to phonemes should result in enhanced 
processing of input phonology.  
Theoretically, this enhanced processing could have led to better learning of perception 
constraints in Experiment 1 and Warker et al.’s third experiment. However, this is unlikely given 
equivalent memory test performance in the second and third experiment of Warker et al. Instead, 
heightened attention to phonemes could have caused transfer in another way. Some direct 
connections between input and output phonology must exist (see Figure 3), given people’s ability 
to repeat unfamiliar nonwords. If heightened attention during speech perception causes input 
phonology to become highly active, this activation may spill over to output phonology and cause 
it to become active as well. This hypothesis aligns with a proposal in the neuroimaging literature, 
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that difficult speech perception tasks are more likely to recruit neural networks involved in 
speech production (assuming that difficult tasks are more attention-demanding; Hickok et al., 
2011). If heightened attention in perception activates output phonology, phonotactic constraints 
present in the perception sequences would be encoded in production phonology, and could 
interfere with learning the constraints in production sequences. 
 Another common aspect of the two error monitoring tasks that could have caused transfer 
is predictability of the input. After the written (Warker et al.) or spoken (Experiment 1) reference 
sequence, participants could expect to hear a sequence nearly identical to the reference. People 
are very sensitive to predictability in their environment, and this is reflected in models of motor 
behavior. For example, observing an action involves internally simulating the action to predict 
what will come next (Wolpert, Doya, & Kawato, 2003). Just as eye movements predict the 
motion of tracked objects (e.g. Hayhoe, McKinney, Chajka, & Pelz, 2012), people are thought to 
predict upcoming syntactic (Levy, 2008), lexical (Federmeier, 2007), and phonological (DeLong, 
Urbach, & Kutas, 2005) material during language comprehension. Moreover, some theories 
propose that prediction during language comprehension is akin to internal activation of the 
language production system (Federmeier, 2007; Pickering & Garrod, in press). There is thus a 
natural explanation for how predictability of the stimuli could have caused transfer in Warker et 
al. and Experiment 1: participants may have activated the speech production system by 
predicting upcoming syllables down to the level of phonemes. Production-based prediction 
would encode perception constraints in production phonology. The constraints would then 
interfere with subsequent learning of constraints in to-be-produced sequences. 
 When predictively activating the production system, people may do so by covertly 
imitating heard speech (Pickering & Garrod, in press). If prediction involving covert imitation is 
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what leads to transfer, this could also explain the greater transfer effect size in Warker et al. 
compared to Experiment 1. When listeners view speakers positively, they may increase their 
phonetic imitation of the speaker (Babel, 2012; Giles & Coupland, 1991). Participants in Warker 
et al. were told to “bring a friend” who would serve as their experimental partner. Perhaps they 
felt more aligned with the speaker and engaged in more covert imitation than participants in 
Experiment 1, who listened to a recorded voice. To the extent that covert imitation activates the 
production system, a greater effort to imitate could lead to more transfer. 
 There is also another reason why predictable stimuli may have caused transfer: because 
prediction leads to prediction error. When the speaker makes errors that deviate from listeners’ 
predictions, this mismatch might generate an error signal. Moreover, any deviations of predicted 
from heard input may generate error signals. Thus, error signals might even be generated on 
listening trials with no errors, if participants’ predictions were explicit but incomplete (e.g. “heg 
mes fe... …k”). Error could lead to enhanced learning of constraints in the input sequences, 
because it may trigger correction and strengthening of internal representations when they deviate 
from input. If prediction and prediction error occur within the production system (Federmeier, 
2007; Pickering & Garrod, in press), this would lead to learning in production of constraints 
experienced in perception, and interference with learning of production constraints. 
 This prediction error-based learning hypothesis is based on a number of assumptions: that 
(1) people make predictions about upcoming linguistic material, that (2) they are sensitive to 
prediction error, and that (3) this sensitivity enhances learning. There are data to support each of 
these assumptions. There is good evidence for prediction in language comprehension, especially 
from psychophysiology (Federmeier, 2007; Pickering & Garrod, in press). For instance, after 
listening to “The day was breezy so the boy went outside to fly…”, participants generated a 
	   35	  
larger N400 ERP response to the article “an”, which is inconsistent with the predictable sentence 
completion “kite” (DeLong et al., 2005). Also, syntactically and semantically unpredictable 
words elicit an MEG response in about 100 milliseconds in visual cortex (Dikker, Rabagliati, & 
Pylkkanen, 2009; Dikker, Rabagliati, Farmer, & Pylkkanen, 2010; Dikker & Pylkkanen, 2011), 
and semantically predictable nonwords (e.g. “…bake a ceke”) elicit a P130, a component which 
occurs before lexical access (Kim & Lai, 2012). These responses are so quick that they strongly 
imply predictive processing, which supports assumption (1). 
Sensitivity to error prediction error (assumption 2) is implied by these 
psychophysiological responses that anticipate or quickly follow unpredictable stimuli (DeLong et 
al., 2005; Dikker et al., 2009, 2010; Dikker & Pylkkanen, 2011; Kim & Lai, 2012). There is also 
an ERP component that occurs subsequent to unpredictable input, which may reflect suggests 
sensitivity to prediction error: processing a word that is unpredictable but semantically related to 
a sentence context elicits a slow frontal positivity (Federmeier, 2007).  
General support for the third assumption comes from the well-established phenomenon of 
error-based learning in cognitive systems. Examples include modification of saccadic eye 
movements in response to consistent displacements of a fixation target (Wallman & Fuchs, 
1998), or better learning of words on a memory test when participants are given feedback on 
their errors (e.g. Pashler, Cepeda, Wixted, & Rohrer, 2005). This type of learning is formalized 
in the delta rule (Rosenblatt, 1962), a learning algorithm used to train many connectionist 
networks. The network’s weights are updated as a function of how the network’s actual output 
deviates from the target output.  
There are some data suggesting that prediction-error in particular leads to more learning. 
More syntactic priming is observed for lower-frequency sentence structures (Scheepers, 2003; 
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Jaeger & Snider, 2008; Snider & Jaeger, 2009), and people are faster to decide if a stimulus is a 
word when they are primed with semantically related low-frequency words, compared to priming 
with high-frequency words (Becker, 1979; Plaut & Booth, 2000). Because less frequent words 
and structures are less predictable, they should generate a bigger error signal during language 
perception, leading to greater activation of low-frequency items and better learning of them.  
Although there is a modest amount of evidence for the hypothesis that prediction error 
creates learning, this idea is the cornerstone of many models in cognitive psychology. Forty 
years ago, prediction error was proposed to drive the learning observed in classical conditioning 
experiments (Rescorla & Wagner, 1972).  More recently, prediction error appears in many 
theories, from interpretations of the Error-Related Negativity in psychophysiology (Holroyd & 
Coles, 2002) to theories of how people perceive event boundaries (Zacks, Speer, Swallow, 
Braver, & Reynolds, 2007; Zacks, Kurby, Eisenberg, & Haroutunian, 2011).  
Prediction error also features prominently in psycholinguistic theorizing. For instance, 
prediction error can drive learning of words and word order in a Simple Recurrent Network 
(Elman, 1990). “Surprisal”, a concept related to prediction error, has been proposed as important 
for syntactic priming, which some researchers view as a form of implicit learning (Jaeger  & 
Snider, 2008). A recent model of syntax acquisition specifically claims that prediction error 
during comprehension of syntax trains the production of syntax (Chang et al., 2006). Priming 
resulting from prediction error is seen as the basis for incremental language acquisition (Dell & 
Kittredge, 2011). In light of these proposals, the hypothesis that production-based prediction 
during perception leads to phonotactic learning in production is not so controversial.  
Yet another possible mechanism of transfer in the error-monitoring task is explicit 
generation of inner speech. The gap between the reference and to-be-monitored sequences in 
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Experiment 1 was very short (750 milliseconds), so participants are unlikely to have rehearsed 
the reference syllables then. However, participants may have said the syllables to themselves as 
they heard the second sequence and checked it for errors, to better they check the incoming 
syllables against their memory. Although participants in Warker et al. did not have to hold the 
reference sequence in memory, they may have internally produced the reference sequence upon 
reading it, or while checking heard speech for errors.  
Inner speech is thought to be similar to overt speech in its timing (Landauer, 1962) and in 
control over its timing (Hulme et al., 1999). Most importantly, phoneme-level information 
appears to be represented: inner speech errors tend to create words that sound similar to the 
target utterance (Oppenheim & Dell, 2008; Oppenheim & Dell, 2010). However, inner speech is 
impoverished at lower levels of processing, compared to overt speech: articulatory features do 
not appear to be represented (Oppenheim & Dell, 2008; Oppenheim & Dell, 2010). Given that 
phonotactic constraints are more robustly represented at the phoneme level (Goldrick, 2004), 
activation of the production system to the level of phonemes via inner speech could be enough to 
cause transfer.  
There are thus four possible ways in which error monitoring could have activated 
production phonology and caused transfer: attention-based enhanced processing of the input 
which activated output phonology, production-based prediction, prediction error-based learning, 
and inner speech. These mechanisms are difficult to disentangle, as prediction is usually 
associated with greater attention to stimuli, and may trigger inner speech. Heightened attention, 
however, may be achieved without prediction or inner speech in phoneme monitoring tasks. 
These tasks require participants to make a response whenever they hear a target phoneme 
embedded in speech. This task clearly requires careful attention to phonemes. Moreover, it 
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creates sensitivity to a phoneme’s position within a syllable, even when phoneme position is not 
relevant to the monitoring task. Participants’ reaction time increases when a phoneme that has 
been in one syllable position suddenly changes its position (Pitt & Samuel, 1990; Finney, 
Protopapas, & Eimas, 1996).  
Experiment 2 tested the hypothesis that attention to phonemes drives transfer, by having 
participants monitor for the restricted phonemes /f/ and /s/ in listening trials. This task should 
cause heightened attention to the restricted phonemes and their syllable positions. Like in 
Experiment 1, participants were again assigned to Same- vs. Opposite-constraint conditions. If 
attention to position-specific input phonology leads to activation of position-specific output 
phonology, perception constraints will be encoded in output phonology. In the Opposite-
constraint condition, this should interfere with learning of the production constraints. 
Experiment 2 also manipulated predictability, to test the hypothesis that prediction error 
might be important for transfer. It is possible that the speech perception system is sensitive to 
predictability, even when participants are not required to explicitly make predictions. If so, mere 
exposure to predictable stimuli might cause the production system to generate predictions. 
Experiment 2 manipulated the predictability of syllables in the phoneme monitoring task. 
Importantly, this sort of predictability is not confounded with the generation of inner speech, 
unlike the explicit prediction that participants did in Experiment 1. Participants were assigned to 
a Predictable or an Unpredictable condition. Constraint (Same vs. Opposite) was fully crossed 
with predictability.  
If attention to phonemes and their position is sufficient for transfer, weaker learning of 
production constraints should be observed for all participants in Opposite-constraint conditions. 
If predictability is critical to transfer, then only participants in the Predictable, Opposite-
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constraint condition should show weaker learning of production constraints. If both attention and 
predictability contribute to transfer, they should interact to produce weak learning for all 
Opposite-constraint participants, and even weaker learning for participants in the Opposite-
constraint, Predictable condition. 
 
Participants 
Fifty-six University of Illinois students participated for psychology course credit or 
monetary compensation. Participants were native English speakers with normal or corrected-to-
normal vision and hearing, and no known linguistic or psychiatric disorders. 
Stimuli 
The production trials used the same stimuli as in Experiment 1. For the perception trials, 
a total of 192 sequences of four syllables were generated by randomly scrambling 8 consonants 
(/h/, /ng/, /f/, /s/, /m/, /n/, /k/, /g/) and inserting the vowel /ε/ into the resulting syllabic structures 
(e.g. heng fes men keg). All sequences obeyed English phonotactics (/h/ was always an onset and 
/ng/ always a coda). Half of the sequences only featured /f/-onsets and /s/-codas (the “fes 
constraint”), while the other half only featured /s/-onsets and /f/-codas (the “sef constraint”). 
Each sequence was split into two pairs of syllables (e.g. “heng fes”, “men keg”).  
An altered version of each pair of syllables was created. One of consonants in the two 
syllables (chosen at random) was replaced with another consonant (chosen at random and 
following the phonotactics of English and the experimental manipulation), e.g. “heng fes” 
became “heng feg”. Pairs and their altered versions were arranged into 2 lists, one list with 
syllables featuring the fes constraint and one with syllables featuring the sef constraint. Each list 
contained at least 192 instances of f and 192 instances of s (the number of times these consonants 
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were spoken in production trials), to ensure that participants received at least as much perceptual 
experience as production experience with the critical consonants.  
On a given perception trial, participants in the Predictable condition heard four syllables: 
a pair of syllables, followed by their nearly identical, altered version. This meant that the altered 
version was predictable with 75%, given the first pair of syllables. Participants in the 
Unpredictable condition were exposed to the same pairs of syllables, but their order of 
presentation was randomly scrambled, so that a pair was not consistently followed by its altered 
version and there was no predictability inherent in the stimuli.  
There were four perception lists: Predictable-fes constraint, Predictable-sef constraint, 
Unpredictable-fes constraint, and Unpredictable sef-constraint. Participants in the Opposite-
constraint condition were assigned to lists with different constraints in perception and production 
(either perception-sef and production-fes, or perception-fes and production-sef), while 
participants in the Same-constraint condition were assigned to perception and production lists 
with the same constraint (both fes or sef). Predictability was fully crossed with constraint 
condition (Same vs. Opposite) and production constraint, yielding a total of 8 conditions. 
The sequences for the perception lists were produced by the same speaker as in 
Experiment 1. The speaker articulated each two-syllable pair as one phrase, at a rate of two 
syllables per second. 
 
Procedure 
Participants were tested and their speech recorded using the same hardware and as in 
Experiment 1. As in Experiment 1, participants alternated between perception and production 
trials, completing 192 and 96 in total, respectively. On a perception trial (cued by a picture of an 
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ear), the letter /F/ or /S/ appeared on the screen for 1000 milliseconds. This indicated the sound 
to monitor for (overall participants monitored for f on half the trials, and s on half the trials, but 
the order of these trials was randomly scrambled). Participants then heard a pair of syllables 
followed by a pause. The first syllable lasted 600 milliseconds or less, followed by the second 
syllable which was about the same length, followed by about 500 milliseconds of silence, for a 
total length of 1700 milliseconds. This was followed by another pair of syllables of similar 
length. Participants were instructed not to wait and to press the space bar as soon as they detected 
the presence of the target sound. This allowed phoneme monitoring responses  to be collected by 
the computer program (fricatives yield an average phoneme monitoring reaction time of 400-500 
milliseconds; West, Coleman, Slater, & Borja, 2000).  
For participants in the Predictable condition, the response to the second pair of syllables 
was identical to that for the first pair of syllables in the majority (79.17%) of trials. For example, 
on an “F-monitor” trial, the subject must hit the space bar once during the second syllable for 
“heng fes”, as well as for “heng feg”. On other trials the response changed, i.e. the target sound 
would either disappear (e.g. “heng kes”) or appear where it had not been before (e.g. “mek gen” 
followed by “mek fen”).  
After two perception trials, the experiment advanced automatically to the production trial. 
The procedure for production trials was identical to that in Experiment 1. After the perception 
and production trials, participants were given the same surprise memory test as in Experiment 1. 
After the memory test, participants completed a questionnaire. On the first page of the 
questionnaire, subjects were asked to report any strategies they had used and anything they 
noticed about the stimuli. On subsequent pages of the questionnaire, they were explicitly asked if 
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they had noticed the constraint (fes or sef) and an almost exact repetition of syllables in their 
perception trials.  
Instructions for the perception trials, production trials, and memory test were displayed 
on the screen, and the experimenter provided explanations to supplement the written instructions 
as necessary. Participants practiced 4 perception and 4 production trials before the experiment, 
and received feedback on their performance from the experimenter. Participants were given 2 
breaks during the main experiment, after the first and second third of the trials, respectively. The 
entire procedure took approximately fifty minutes. 
 
Coding performance in the phoneme monitoring task 
If a participant pressed the space bar in the presence of the target sound, or did not 
respond in the absence of the target, this was counted as a “correct” response. False alarms 
(pressing the space bar when the target sound was absent) and misses (not pressing the space bar 
in the presence of the target sound while the target syllable played) were coded as “incorrect”. 
Responses made on the syllable immediately after the target syllable were included when 
evaluating a response to the target syllable, because participants were occasionally slower to 
respond to phonemes that appeared at the end of syllables. 
 
Coding speech errors made on production trials 
The procedure for speech error coding was identical to that in Experiment 1. 
 
Coding performance in the memory test 
The procedure for memory test response coding was identical to that in Experiment 1. 
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Statistical analysis 
The same regression analyses as in Experiment 1 were run, with a few exceptions. 
Predictability (Predictable stimuli vs. Unpredictable stimuli) took the place of orthography in all 
regression analyses, but separate regressions were not run on participants in the Predictable and 
Unpredictable conditions. For the separate analyses of error data from restricted and unrestricted 
consonants, non-parametric Mann-Whitney U tests were performed, as these data did not meet 
the assumption of homoscedasticity. One tested for an effect of constraint, one for an effect of 
predictability, and one for the interaction between these two factors. And finally, although 
phoneme monitoring accuracy proportions were near 1 (unlike error monitoring accuracy in 
Experiment 1), hierarchical logistic regression was used rather than empirical logit regression 
because it fit the data well.  
 
Results and discussion 
A total of 5010 consonant errors were made by the 56 participants, for an overall error 
rate of 5.72% per consonant. Of these, 2738 met inclusion criteria for statistical analysis. Coding 
reliability was again good: two secondary coders transcribed participants’ productions, and 
overall reliability was 93.8% (based on 5.92% of the speaking trials). When the primary coder 
detected an error, secondary coders agreed with the primary coder on the nature and presence of 
the error at a rate of 78.6% (based on 10.7% of the errors).  
Participants in the Same-constraint condition showed good evidence of learning: on 
average, only 4.08% of all experimentally-restricted consonant errors were illegal (see Figure 
12), a rate comparable to that found for language-wide restricted consonant (/h/ and /ng/) errors 
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(0.17%). Like in Experiment 1, participants’ slips followed the new experimental constraints 
nearly as strongly as they followed the constraints in the participants’ native language.  And, like 
in Experiment 1, significantly more unrestricted consonant errors were illegal (36.2%, see Figure 
12) than errors involving experimentally restricted consonants (coefficient = 1.81, standard error 
= 0.09, p < .001), indicating good learning of the production constraint. 
Unlike in Experiment 1, however, errors from participants in the Opposite-constraint 
condition did not differ from those of participants in the Same-constraint condition (Figure 12). 
Restricted consonants were illegal 4.31% of the time on average in the Opposite-constraint 
condition, which was not significantly different from the illegality rate of restricted consonants in 
the Same-constraint condition (Mann-Whitney U = 310.5, p > .15), unlike in Experiment 15. The 
illegality rate of unrestricted consonants in the Opposite-constraint condition  (33.3% on average, 
see Figure 12) was also comparable to that in the Same-constraint condition (Mann-Whitney U = 
437, p > .45). Participants in the Opposite-constraint condition clearly showed evidence of the 
production constraint in their speech errors: experimentally restricted consonant errors had a 
higher legality rate than unrestricted consonant errors (coefficient = 1.47, standard error = 0.09, p 
< .001).  
The only hint of transfer was a significant interaction between constraint and 
restrictedness (coefficient = 0.34, standard error = 0.14, p < .05), suggesting a smaller difference 
in error legality rates between restricted and unrestricted consonants in the Opposite-constraint 
condition than in the Same-constraint condition. The difference between Same- and Opposite-	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  5	  Unlike	  in	  Experiment	  2,	  weighted	  linear	  regression	  was	  used	  for	  the	  separate	  analyses	  of	  data	  from	  restricted	  consonant	  errors	  in	  Experiment	  1,	  and	  a	  significant	  difference	  was	  found	  between	  the	  Same-­‐	  and	  Opposite-­‐constraint	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  When	  Mann-­‐Whitney	  U	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  were	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  with	  the	  Experiment	  1	  data,	  as	  was	  done	  for	  the	  data	  in	  Experiment	  2,	  the	  difference	  was	  no	  longer	  significant.	  However,	  given	  that	  more	  powerful,	  parametric	  statistics	  were	  appropriate	  in	  Experiment	  1,	  but	  not	  in	  Experiment	  2,	  we	  believe	  that	  this	  difference	  supports	  the	  overall	  conclusion	  that	  there	  is	  less	  robust	  evidence	  of	  transfer	  in	  Experiment	  2	  than	  Experiment	  1.
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constraint was especially pronounced in the Unpredictable condition (see Figure 13), leading to a 
significant interaction of restrictedness and constraint with predictability (coefficient = -0.60, 
standard error = 0.28, p < .05). This difference between Same- and Opposite-constraint 
participants in the Unpredictable condition, however, is driven mostly by differences in the 
illegality rates of unrestricted consonant errors. These differences in illegality rates of 
unrestricted consonant errors are not very meaningful, because distributions of unrestricted 
consonants did not vary by constraint condition. The differences may also be unreliable: 
Participants in the Opposite-constraint, Unpredictable condition made the fewest number of 
analyzable errors, less than half the number made by subjects in the Same-constraint, 
Unpredictable condition. So, these significant effects of constraint and predictability seem 
tenuous at best. Taken together with the lack of significant differences between Same- and 
Opposite-constraint subjects for restricted consonant errors, the results suggest that there is little 
or no transfer between perception and production.  
Participants demonstrated excellent phoneme monitoring accuracy in the Opposite- 
(93.2%) and Same- (92.1%) constraint conditions, which did not differ from each other 
(coefficient = -0.11, standard error = 0.14, p > .40). This suggests that participants did indeed 
engage in the task designed to make them attend to the phonemes /f/ and /s/ during perception 
trials: they registered which phoneme they had to monitor for and successfully detected its 
presence or absence.  
However, good phoneme monitoring accuracy does not guarantee that participants 
learned the perception constraints. If participants did not learn the constraints, poor transfer 
would be unsurprising. Attention to individual phonemes can result in poor awareness of or 
memory for the surrounding linguistic context: phoneme monitoring reaction times are 
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sometimes equivalent for phonemes occurring in words vs. nonwords (Eimas, Hornstein, & 
Payton, 1990), and participants show poor delayed recall for words in which phonemes were 
embedded (Treisman & Tuxworth, 1974). Although people are sensitive to the position of 
monitored phonemes (Pitt & Samuel, 1990; Finney et al., 1996), they may need to encode the 
entire syllable to activate position-specific phoneme representations and learn the constraints. 
Also, statistical learning may be disrupted when attention is diverted away from aspects of the 
stimuli relevant to the learning. For instance, when attention is focused on the pitch of speech, 
speech segmentation is impaired (Toro, Sinnett, & Soto-Faraco, 2005), and when attention is 
focused only on shapes of a certain color, sensitivity to sequences of shapes in the other color is 
impaired (Turke-Browne, Junge, & Scholl, 2005). Thus, diminished attention to syllables in 
which target phonemes occurred could have prevented transfer.  
This interpretation is unlikely, for several reasons. First, 63.3% of subjects answered 
“yes” to the questionnaire item asking if they had noticed the perception constraint, and 23.2% of 
subjects reported noticing the constraint before they were explicitly asked about it. This suggests 
that even though subjects only had to detect the phonemes /f/ and /s/, many of them were aware 
of the syllable position of these phonemes, as in other studies (Finney et al., 1996; Pitt & 
Samuel, 1990). When data from only these subjects are plotted, the same pattern of results 
emerges as in the whole sample (Figure 14). 
Second, learning of the perception constraints is evident in performance on the memory 
test (Figure 15). Overall, participants in Same- and Opposite-constraint conditions accepted more 
perception-legal syllables than perception-illegal syllables (analysis by subjects: coefficient = 
1.71, standard error = 0.12, p < .001, analysis by items: coefficient = 1.57, standard error = 0.10, 
p < .001). Importantly, this pattern held for participants in the Opposite-constraint condition, 
	   47	  
even though they experienced the reverse constraint in production (by subjects: coefficient = 
0.83, standard error = 0.15, p < .001, by items: coefficient = 0.78, standard error = 0.13, p < 
.001). This suggests that participants in the Opposite-constraint condition internalized the 
perception constraint enough for it to affect their recognition memory. As in Experiment 1, 
participants in the Opposite-constraint condition accepted more perception-illegal syllables than 
participants in the Same-constraint condition, yielding a significant interaction of constraint and 
syllable legality (by subjects: coefficient = 1.68, standard error = 0.25, p < .001, by items: 
coefficient = 1.45, standard error = 0.20, p < .001). Like in Experiment 1, there is evidence that 
our manipulation of constraint affected learning and subsequent memory in perception. 
Nevertheless, in this experiment perception learning did not interfere with production learning. 
Although null results should always be interpreted with caution, these findings suggest 
that enhanced processing of critical phonemes and their syllable positions is not sufficient for 
transfer of learning to production. Enhanced perceptual processing alone does seem to activate 
output phonology enough for transfer. The phoneme monitoring task was relatively easy (mean 
accuracy was above 90%). In light of this, and the fact that production phonology seems to be 
recruited by more difficult perceptual tasks (Hickok et al., 2011), the lack of transfer is perhaps 
unsurprising. 
 The predictability manipulation also had little influence on speech errors. The only 
significant effect of prediction was its interaction of restrictedness and constraint, and it is 
questionable for several reasons. Most importantly, there was no significant interaction of 
predictability with constraint for restricted errors (see Figure 16; coefficient = -10.71, standard 
error = 8.68, p > .20), indicating that the lack of transfer held across predictability condition.  
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Although predictability had little influence on speech errors, experiencing predictable 
stimuli during the perception task slightly decreased phoneme monitoring accuracy (91.7% in the 
Predictable condition, compared to 93.6% in the Unpredictable condition; coefficient = -0.35, 
standard error = 0.14, p < .05). Predictability may have interfered with phoneme monitoring 
because it was not always helpful for the task. This interpretation is supported by data from the 
questionnaire. Most of the participants in the Predictable condition (89.3%) answered “yes” to 
noticing the predictability of the stimuli, and 35.7% reported noticing it before being explicitly 
asked about it. The majority of participants (72.0%) who answered “yes” to noticing the 
predictability reported using it to help with the phoneme monitoring task. Participants may have 
used predictability to anticipate making the same response to the second pair of syllables. For 
instance, when hearing “heg fes” followed by “heng fes”, participants could hit the space bar on 
the second syllable for both pairs. In most cases, carrying over the same response (detect /f/ on 
the second syllable) would be beneficial, because there was a 75% chance that the target 
phoneme would not be replaced. About 25% of the time, however, carrying over the response 
from the first pair of syllables could lead to more false alarms (if “heg fes” was followed by “heg 
nes”), or more misses (if participants first heard “heg nes”, followed by “heg fes”).  
Predictability may also have affected phoneme monitoring accuracy if participants were 
distracted by the repetition. If participants were thinking about the predictability of the stimuli 
instead of listening for the critical phonemes, this could lead to more phoneme monitoring errors.  
Although the null effect of constraint and predictability on speech errors must be 
interpreted with caution, it suggests that merely experiencing predictable stimuli does not lead to 
transfer. Other factors present in Experiment 1 and not in this experiment must have caused 
transfer. Experiment 3 explores these factors in more detail. 
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CHAPTER 4 
EXPERIMENT 3 
 
Introduction  
 Experiment 2 clearly demonstrates that merely experiencing predictable syllables is not 
sufficient for transfer. There are two possible reasons for this: either the predictability did not 
sufficiently activate the production system, or prediction was not explicit enough to generate 
prediction error and subsequent learning.  
The predictability of the stimuli in Experiment 2 was not relevant to the phoneme 
monitoring task, except that it indicated when an /f/ or /s/ was likely to be present. Even this was 
only true 75% of the time: one consonant would always change from one pair of syllables to the 
next, and a quarter of the time it would be the critical consonant. It is not surprising, then, that 
not all participants in the predictability condition who noticed the repetition used it to help with 
phoneme monitoring. If participants did not use the predictability or did not notice it in the first 
place, they would not have generated any predictions. Given that there was no transfer of 
learning, even if predictability can produce prediction without awareness, this must not activate 
the production system strongly enough to cause transfer of learning.  
For the participants who did notice and use the predictability, they most likely generated 
expectations for the presence or absence of the target phoneme (e.g. expecting “f.. …”, given the 
first pair of syllables “feg men”), rather than generating an expectation of the entire syllables 
(expecting “feg men” with 75% probability, given the first pair “feg men”). An expectation of 
the form “f… …” could have involved predicting the simple phoneme “f”, rather than the 
position-specific phoneme “f-onset”. If this were the case, then the production representations 
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thought to support phonotactic learning would not have been activated during perception. 
Alternatively, expecting “f… …” may have simply taken the form of a motor response (e.g. 
“press space bar on first syllable but not on second syllable”). An expectation represented in this 
way would certainly not activate production phonology. Moreover, it would be so different from 
the perceived syllables that it would not generate any prediction error in the speech production 
system. It is also possible that subjects generated a prediction of the upcoming syllables, but only 
very weakly (given that each consonant was predictable with only 75%). This may not have 
activated the production system enough for the perception constraints to be encoded there. Also, 
if a prediction is weak or only partial, it may not generate as much of an error signal when there 
is a mismatch.  
Perhaps only more substantial activation of the production system during perception will 
cause transfer. This could be achieved simply by generating inner speech, even in a non-
predictive fashion. Although inner speech is impoverished at the level of articulatory features, it 
activates the production system to the level of phonemes (Oppenheim & Dell, 2008; Oppenheim 
& Dell, 2010). Given that phonotactic constraints seem to be encoded more robustly at the level 
of phonemes (Goldrick, 2004), internally producing the perception sequences could allow 
encoding of phonotactic constraints in the production system. Moreover, this is a plausible 
mechanism of transfer in Experiment 1: participants may have internally rehearsed the first 
presentation of the syllable sequence in order to check it against the second presentation of the 
sequence. Participants in Warker et al. (2009)’s third experiment may also have mentally 
rehearsed the syllables to help with the error monitoring task. 
However, it is possible that inner speech may not cause transfer. Constraints specified at 
the phonological level are necessarily represented at the featural level as well. Encoding of 
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constraints at the lower, articulatory feature level may be necessary to support good encoding of 
constraints at the higher, phoneme level. So even if constraints at the phoneme level alone are 
encoded in production due to inner speech, they may be more weakly encoded than constraints 
acquired through actual speaking experience, and would thus interfere less with constraints 
present in production trials.  
Also, if prediction error is critical to transfer, inner speech that is not produced 
predictively may not lead to transfer. Without prediction, there is no prediction error to 
strengthen the representation of perception sequences in the production system. This could lead 
to weak encoding of the perception constraints in the production system, and consequently not 
much interference with the learning of production constraints. In line with this hypothesis, there 
are some recent proposals that prediction in particular may be important for statistical learning 
(Conway, Bauernschmidt, Huang, & Pisoni, 2010; Turk-Browne, Scholl, Johnson, & Chun, 
2010). Thus explicit prediction of upcoming syllables through generation of inner speech may 
promote transfer, even if mere predictability of syllables did not in Experiment 2.  
 Experiment 3 tests hypotheses by using an inner speech generation task during listening 
trials. Participants listen to two syllables (e.g. “keg fes”), mentally reverse their order (e.g. “fes 
keg”), and then mentally rehearse the reversed syllables for about 3 seconds. They then report 
one of the four consonants in the two-syllable sequence they rehearsed. The reversal task is 
included to elicit inner speech and avoid mere “replaying” of the heard syllables using auditory 
imagery. And because participants do not know in advance which consonant they will have to 
report, the consonant report task ensures that participants will need to mentally rehearse the 
syllables to remember them.  
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As in previous experiments, participants are assigned to Same- and Opposite-constraint 
conditions. If non-predictive inner speech is sufficient to cause transfer of learning, participants 
in the Opposite-constraint condition should show weaker learning of the production constraint 
than Same-constraint condition participants. If inner speech does not allow good encoding of 
phonotactic constraints, or if prediction error is necessary for transfer of phonotactic learning, we 
should see similar learning of the production constraint in the Same- and Opposite-constraint 
conditions.  
 
Participants 
Twenty University of Illinois students participated for psychology course credit. 
Participants were native English speakers with normal or corrected-to-normal vision and hearing, 
and no known linguistic or psychiatric disorders. Several additional participants were tested, but 
excluded based on: participation in Experiments 1 or 2, recording equipment failure, mouthing 
the words on more than 3 perception trials, or failure to report using any auditory imagery on a 
post-experiment questionnaire (e.g. only visualizing the words in perception trials). 
 
Stimuli 
The production trials used the same stimuli as in Experiments 1 and 2. For the perception 
trials, the stimuli from the Unpredictable condition of Experiment 2 were used. There were two 
perception lists (fes constraint, sef constraint), and two production lists (fes constraint, sef 
constraint). Participants in the Opposite-constraint condition were assigned to lists with different 
constraints in perception and production (either perception-sef and production-fes, or perception-
fes and production-sef), while participants in the Same-constraint condition were assigned to 
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perception and production lists with the same constraint (both fes or sef). This yielded a total of 4 
conditions. 
 
Procedure 
Participants were tested and their speech recorded using the same hardware and software 
as in Experiments 1 and 2. As in Experiments 1 and 2, participants alternated between perception 
and production trials, completing 384 and 96 in total, respectively. On a perception trial (cued by 
a picture of an ear), participants heard a pair of syllables (e.g. “heng mek”). They were then cued 
by pictures of thought bubbles to reverse the position of the syllables in their head (e.g. “mek 
heng”), and then rehearse the reversed syllables using inner speech. The presentation of the 
syllables and reversal/rehearsal period lasted 4450 milliseconds (participants had approximately 
3250 milliseconds to reverse and rehearse, which allowed about 3 inner speech repetitions). 
Participants were then prompted to report one of the consonants of the syllables they rehearsed. 
Participants saw a screen with two rectangles, one on the left and one on the right, and an arrow 
pointing to the beginning or end of one of the rectangles. These rectangles symbolized the first 
and second syllables participants were rehearsing, and the syllable’s initial and final consonants 
were symbolized by the left and right portions of each rectangle, respectively. For instance, an 
arrow pointed to left side of the right rectangle indicated that participants should report the first 
consonant of the second syllable they rehearsed. Participants typed their answer (e.g. “m”) and 
pressed a space bar to advance to the next trial. After four perception trials, the experiment 
advanced automatically to the production trial. The procedure for production trials was identical 
to that in Experiments 1 and 2.  
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After the perception and production trials, participants were given the same surprise 
memory test as in Experiments 1 and 2. After the memory test, participants completed a 
questionnaire. On the first page of the questionnaire, participants were asked to report any 
strategies they had used during the perception trials. On the second page of the questionnaire, 
participants were asked if they consistently reversed the words, and if they had used their own 
inner speech or other auditory imagery (e.g. imagining the speaker’s voice) to rehearse the 
words.  
Instructions for the perception trials, production trials, and memory test were displayed 
on the screen, and the experimenter provided explanations to supplement the written instructions 
as necessary. Participants practiced 16 perception and 4 production trials before the experiment, 
and received feedback on their performance from the experimenter. Participants were given 5 
breaks during the main experiment, after each sixth of the experiment. The entire procedure took 
approximately ninety minutes. 
 
Coding performance in the consonant report task 
If a participants typed the correct consonant once (“m”) or twice (“mm”), this was 
counted as a “correct” response. All other responses were considered “incorrect”.  
 
Coding speech errors made on production trials 
The procedure for speech error coding was identical to that in Experiments 1 and 2. 
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Coding performance in the memory test 
The procedure for memory test response coding was identical to that in Experiments 1 
and 2. 
 
Statistical analysis 
The same regression analyses as in Experiments 1 and 2 were run, with a few exceptions. 
There was only one between-subjects factor, Constraint, in all regression analyses. For the 
separate analyses of error data from restricted and unrestricted consonants, the analysis was like 
that in Experiment 1 (and not like that in Experiment 2). Finally, although listening task accuracy 
proportions were near 1 (like phoneme monitoring accuracy in Experiment 2), hierarchical 
logistic regression was used rather than empirical logit regression because it fit the data well.  
 
Results and discussion 
A total of 1669 consonant errors were made by the 56 participants, for an overall error 
rate of 5.23% per consonant. Of these, 826 met inclusion criteria for statistical analysis. Coding 
reliability was good for this experiment as well: two secondary coders transcribed participants’ 
productions, and overall reliability was 98.5% (based on 3.33% of the speaking trials). When the 
primary coder detected an error, secondary coders agreed with the primary coder on the nature 
and presence of the error at a rate of 79.5% (based on 2.34% of the errors). 
Participants in the Same-constraint condition showed good evidence of learning: on 
average, only 5.11% of all experimentally-restricted consonant errors were illegal (see Figure 
17), a rate comparable to that found for language-wide restricted consonant (/h/ and /ng/) errors 
(0.30%). Like in Experiments 1 and 2, participants’ slips followed the new experimental 
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constraints nearly as strongly as they followed the constraints in the participants’ native 
language.  And, like in Experiments 1 and 2, significantly more unrestricted consonant errors 
were illegal (27.3%, see Figure 17) than errors involving experimentally restricted consonants 
(coefficient = 1.05, standard error = 0.21, p < .001), indicating good learning of the production 
constraint. 
Like in Experiment 1, and unlike in Experiment 2, errors from participants in the 
Opposite-constraint condition differed from those of participants in the Same-constraint 
condition (Figure 17). Restricted consonant errors were illegal 20.5% of the time on average in 
the Opposite-constraint condition, four times the illegality rate in the Same-constraint condition. 
This difference in illegality rates was marginally significant (coefficient = 0.78, standard error = 
0.37, p=.052). The illegality rate of unrestricted consonants in the Opposite-constraint condition  
(31.1% on average, see Figure 17), however, was comparable to that in the Same-constraint 
condition (coefficient = -0.02, standard error = 0.25, p > .90). The interaction between constraint 
and restrictedness, another indication of transfer, was significant: the difference between 
illegality rates of restricted and unrestricted errors was greater in the Same- than in the Opposite-
constraint condition (coefficient = 0.82, standard error = 0.24, p < .01). Taken together, these 
results suggest transfer of constraints learned in perception to the production system. Although 
there was no significant difference between the legality rates of experimentally restricted 
consonant errors and unrestricted consonant errors for Opposite-constraint participants 
(coefficient = 0.21, standard error = 0.13, p > .10), the difference is numerically large (10.6%) 
and thus suggests partial, rather than full transfer of learning from perception to production.  
Participants demonstrated very good consonant report accuracy in the Opposite- (89.5%) 
and Same- (90.7%) constraint conditions, which did not differ significantly from each other 
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(coefficient = 0.14, standard error = 0.30, p > .60). This suggests that participants remembered 
the syllables in enough detail to report one of the consonants, suggesting that that they engaged 
in inner speech rehearsal as instructed. The results of the questionnaires support this 
interpretation: the majority of participants reported reversing the syllables and using auditory 
imagery during rehearsal most of the time.  
Our finding of transfer in this experiment suggests that participants internalized the 
constraint they experienced in listening trials. Learning of the perception constraints is also 
evident in performance on the memory test (Figure 18). Overall, participants in Same- and 
Opposite-constraint conditions accepted more perception-legal syllables than perception-illegal 
syllables (analysis by subjects: coefficient = 2.02, standard error = 0.15, p < .001, analysis by 
items: coefficient = 1.62, standard error = 0.19, p < .001). Importantly, this pattern held for 
participants in the Opposite-constraint condition, even though they experienced the reverse 
constraint in production (by subjects: coefficient = 1.06, standard error = 0.15, p < .001, by 
items: coefficient = 0.71, standard error = 0.25, p < .01). As in Experiments 1 and 2, participants 
in the Opposite-constraint condition accepted more perception-illegal syllables than participants 
in the Same-constraint condition, yielding a significant interaction of constraint and syllable 
legality (by subjects: coefficient = 2.04, standard error = 0.30, p < .001, by items: coefficient = 
1.81, standard error = 0.38, p < .001). Like in Experiment 1, there is evidence that our 
manipulation of constraint affected learning and subsequent memory in perception, and 
interfered with learning in production. These findings thus suggest that constraints present in 
inner speech transfer to overt speech. The implications of these findings are considered in the 
general discussion. 
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CHAPTER 5 
GENERAL DISCUSSION 
 
To date, evidence for inter-modality transfer of learning at the phonological level is 
modest at best. In particular, transfer of abstract, phonotactic constraint learning has only been 
demonstrated in one prior experiment (Warker et al., 2009). The present studies set out to 
confirm the existence of such perception-production transfer, and probe its mechanism. 
The first experiment investigated whether the “transfer” found in Warker et al. (2009)’s 
third experiment was due to the presence of shared orthography in perception and production 
trials. The transfer effect was replicated using an error-monitoring task similar to that in Warker 
et al. (2009). Moreover, this effect did not depend on the presence of orthography in perception 
trials, indicating true transfer of perceptual learning to the production system. The second 
experiment explored two possible mechanisms of transfer by using a phoneme monitoring task in 
perception trials, and manipulating the predictability of stimuli. The lack of transfer in this 
experiment strongly suggests that neither enhanced attention to constrained phonemes, nor 
predictability of those phonemes, leads to transfer of learning from listening experience. 
However, engaging in inner speech led to transfer in the third experiment, suggesting that covert 
activation of the production system (the internal production hypothesis) may be key to transfer 
of learning from perception to production. 
 
Implications for mechanisms of learning and transfer 
Taken together with the results from Warker et al. (2009), these findings indicate that 
internal production is sufficient for phonotactic constraints in perceived stimuli to transfer to the 
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production system. This was clearly the mechanism responsible for transfer in Experiment 3, and 
also a likely mechanism of transfer in Experiment 1 and Warker et al.’s third experiment. 
Although participants were not explicitly told to use inner speech in Experiment 1, the memory 
component of the task may have encouraged covert rehearsal of perceived syllables. In Warker et 
al.’s third experiment, explicit rehearsal is less likely, since people were presented with an 
orthographic representation of to-be-monitored syllables and there was no demand on 
participants’ memory. However, participants in this experiment were likely to have engaged in 
explicit prediction of upcoming syllables, in order to better detect errors. Although Experiment 3 
demonstrates that prediction is not necessary for transfer, it may lead to transfer via internal 
production. For instance, Hickock et al. (2011) suggest that prediction may enhance attention 
specifically by activating the speech production system, which in turn produces a sensory 
expectation of the speech motor command and thus modulates perceptual processing. If 
prediction during language comprehension elicits internal production (Federmeier, 2007; 
Pickering & Garrod, in press), this could have led to transfer in Warker et al.’s third experiment. 
Although prediction is not necessary for transfer, the results of these experiments leave 
open the possibility that prediction error may contribute to the transfer effect. Consider the 
transfer effect size across experiments: there are two ways of estimating it. One is to compare 
Same- and Opposite-constraint restricted errors (the absolute difference between the legality 
rates for restricted errors in the Same- and Opposite-constraint conditions; see Figure 19). 
Another is to compare the extent to which restricted errors behave like unrestricted errors across 
conditions (the percent by which the legality rate for restricted errors in the Opposite-constraint 
condition descends to the legality rate for unrestricted errors, relative to restricted errors in the 
Same-constraint condition; see Figure 20). Both measures reveal that the transfer effect in 
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Experiment 1 is smaller than the effect in Warker et al. (2009)’s third experiment. If internal 
production is the only mechanism of transfer, then the greatest transfer effect size should be 
observed in Experiment 3. However, the transfer effect in Warker et al.’s third experiment is at 
least comparable to, if not larger than, the effect in Experiment 3 (Figures 19-20). Since 
predicting upcoming syllables (Warker et al.’s third experiment) may not engage the production 
system as much as explicitly generating inner speech (Experiment 3), this suggests that there 
could have been an additional mechanism that bolstered the transfer effect size in Warker et al.’s 
third experiment. It is possible that this mechanism was prediction error. Further experiments are 
necessary to bring this possibility out of the realm of pure speculation. 
By some accounts, acquiring knowledge of syntactic or other sequential regularities 
involves learning to predict upcoming linguistic input (e.g. Elman, 1990). For instance, knowing 
that “f” occurs as a syllable-onset allows prediction of “f” with greater probability at the 
beginning of words than at the end of words. At first glance this view seems incongruous with 
our results: If acquiring constraints involves prediction, why doesn’t perceptual constraint 
learning transfer automatically to production? It is possible that predictions made by such 
constraints may be too weak to cause learning in the production system. For instance, the f-onset 
constraint will predict “f” with some probability at the onset of a word, but will also predict 
many other consonants that can occur as onsets. It is also possible that phonotactic constraint 
learning involves predicting input based on past perceptual experiences (“prediction by 
association” in the terms of Pickering & Garrod, in press), rather than production-based 
prediction (“prediction by simulation”, Pickering & Garrod, in press). If this is the case, it is no 
wonder that constraint learning does not automatically lead to learning in production. The results 
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of these experiments thus rule out production-based prediction as a mechanism of phonotactic 
constraint acquisition. 
 Although Experiment 2 demonstrates that attention to the constrained phonemes /f/ and 
/s/ is not enough to produce transfer, it is still possible that enhanced attention to whole syllables 
could lead to transfer. Although the majority of subjects in Experiment 2 reported being aware of 
the perception constraints, and this was supported by the results of the memory test, such 
awareness of a general pattern does not depend on detailed processing of whole syllables. It may 
be that only encoding a phonemes’ position relative to other specific phonemes (e.g. f-onset, e-
vowel, g- coda) activates position-specific phoneme representations in perception, which 
subsequently activate their counterparts in production phonology. Since position-specific 
phoneme representations are thought to support phonotactic constraint learning in production 
(Warker & Dell, 2006), their activation during perception may be necessary for transfer of 
learning. 
 However, this possibility is unlikely for the following reason. In Experiment 1, 
participants should have paid just as much attention to whole syllables as participants in Warker 
et al.’s third experiment: they had to listen attentively to the first presentation of the sequence in 
order to check it against the second presentation. Nevertheless, the effect size of transfer in 
Experiment 1 was smaller than that in Warker et al.’s third experiment, according to both effect 
size measures (Figures 19-20). This suggests that even attention to whole syllables may not be 
sufficient for transfer. 
 
 
 
	   62	  
“Transfer” in what sense? 
According to the internal production mechanism of transfer, the production system must 
be activated during perception for perceived constraints to affect subsequent productions. One 
might reasonably ask, then, whether this mechanism should really be considered transfer from 
perception to production. 
There are two arguments for viewing this as real transfer. First, the task of explicitly 
predicting upcoming speech, or even producing inner speech, is quite different from overt speech 
production. These experiments thus demonstrate transfer of learning in that experiencing 
phonotactic constraints in one task leads to learning of those constraints in another task. Second, 
even the process of internally activating the production system is not the same as overt speech 
production. In particular, representations related to motor speech gestures, such as articulatory 
features, do not seem to be activated during inner speech production (Oppenheim & Dell, 2008, 
2010). When constraints present in covertly produced speech affect overt speech, this can be 
considered transfer from one process to another. Thus both at a task and process level, there is 
transfer from perception to production. 
One might also reasonably object that no learning is being transferred in these 
experiments, since the information transferred from perception to production consists of 
syllables, rather than phonotactic constraints. Instead, it is better to see these results as 
demonstrating transfer of learning in a broader sense: Constraints experienced only in perception 
lead to learning of those constraints in production. 
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Breadth of learning and transfer 
 Although these three experiments show that transfer of phonotactic constraint learning is 
possible under the right circumstances, they do not speak to the breadth of this learning and 
transfer. If such constraints were learned over phoneme representations used for everyday 
language production, experience speaking English after leaving the lab (in which /f/ and /s/ are 
no longer constrained) should lead to weakening or even disappearance of the constraints. 
However, this does not appear to be the case: Learning of second-order constraints in production, 
which typically only emerges on the second day of learning, is undiminished when learning is 
reassessed one week later (Warker, in press). This suggests that phonotactic constraints learned 
in laboratory settings may be relatively encapsulated in their scope, and that transfer of such 
learning may be equally restricted. It remains to be seen whether learning of constraints 
embedded in natural languages will apply more broadly in perception, as well as in production 
when there is transfer of learning.   
 
Broader implications 
The results of these studies not only clarify possible mechanisms of transfer, but also 
provide additional support for models of language processing with separate input and output 
phonologies (e.g. Dell et al., 2007). Furthermore, they support the hypothesis that these 
phonologies may be functionally connected when perception involves predictive processing (e.g. 
DeLong et al., 2005; Federmeier, 2007; Hickok et al., 2011; Pickering & Garrod, in press). 
Given that there may be individual and age-related differences in the extent to which people 
make predictions during language comprehension (Federmeier, Kutas, & Schul, 2010), this 
raises an intriguing possibility. To the extent that making predictions during language 
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comprehension engages the production system, there may also be prediction-based individual 
differences in transfer of learning, and less transfer in older populations due to less prediction 
(Wlotko, Federmeier, & Kutas, in press). Future research could explore this possibility.  
The results also support the idea that phonotactic constraints are more robustly encoded 
at the phoneme than the articulatory feature level (Goldrick, 2004), as activation of lower-level 
featural representations is not necessary for transfer (Experiment 3). However, transfer appeared 
to be partial across experiments. This is consistent with the view that constraint learning in 
production is also represented at lower levels of processing not trained through perceptual 
experience. In fact, transfer of phonotactic learning may never be more than partial. Due to the 
fact that they are grounded in different sensory systems, speech perception and production 
pathways must diverge at some point. If phonotactic rules are represented at levels of the 
production system that never make contact with perception, this part of the learning in 
production may not be affected even if there is full transfer of learning from perception. Full 
transfer may also be impeded by participants’ perception of their own productions, which could 
weaken learning in perception and thus interfere less with learning in production.  
These results also extend the theory of “transfer-appropriate processing” (e.g. 
deWinstanley, Bjork, & Bjork, 1996) to another domain of cognitive psychology. The theory 
states that learning is better when items are encoded using processes similar to those used to 
assess learning. However, many studies supporting this theory have examined memory for 
individual words. The present experiments suggest that the theory may also apply to learning of 
more abstract information, constraints on phoneme position. In a similar way, the present studies 
also extend the literature on perception-to-action transfer. Although there is evidence for transfer 
of learning from action observation to action production, “high-level” learning in this literature 
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would still qualify as imitation from a cognitive perspective (for instance, learning to tap one’s 
fingers according to the same sequence as an observed tapper; Mattar & Gribble, 2005). The 
present experiments show that transfer of more abstract learning from perception to action is 
possible. 
Finally, the results may eventually have implications for second language instruction. 
Once students have basic mastery of a second language’s phonology, they might engage in 
mental practice or actively predict upcoming speech to enhance learning of the language’s 
phonotactic constraints in production. More broadly, the results also contribute to the general 
advancement of second language instruction by furthering our understanding of the relationship 
between perception and production. 
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FIGURES 
 
 
Figure 1. Speech production model from Oppenheim & Dell (2010).  
 
 
 
Figure 2. Model from Warker and Dell (2006) 
 
 
Figure 3. Model from Nozari et al. (2010) 
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Figure 4. Percent illegal errors on specified consonants by constraint condition, first experiment 
of Warker et al. (2009) 
 
 
Figure 5. Percent syllables accepted as experienced, second experiment of Warker et al. (2009) 
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Figure 6. Percent illegal errors on specified consonants by constraint condition, second 
experiment of Warker et al. (2009) 
 
 
Figure 7. Percent syllables accepted as experienced, third experiment of Warker et al. (2009) 
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Figure 8. Percent illegal errors on specified consonants by constraint condition, third experiment 
of Warker et al. (2009) 
 
 
Figure 9. Percent illegal errors on specified consonants by constraint condition, Experiment 1. 
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Figure 10. Percent syllables accepted as heard, Experiment 1. 
 
 
Figure 11. Percent illegal errors on consonants f and s by orthography condition, Experiment 1. 
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Figure 12. Percent illegal errors on specified consonants by constraint condition, Experiment 2. 
 
 
Figure 13. Percent illegal errors on specified consonants by constraint and predictability 
condition, Experiment 2. 
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Figure 14. For subjects who reported noticing the constraint in perception trials, percent illegal 
errors on specified consonants by constraint and predictability condition, Experiment 2. 
 
 
Figure 15. Percent syllables accepted as heard, Experiment 2. 
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Figure 16. Percent illegal errors on consonants f and s by predictability condition, Experiment 2. 
 
 
Figure 17. Percent illegal errors on specified consonants by constraint condition, Experiment 3. 
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Figure 18. Percent syllables accepted as heard, Experiment 3. 
 
 
 
Figure 19. Size of the transfer effect across experiments (difference in % legality of restricted 
consonants between Same and Opposite conditions) 
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Figure 20. Size of the transfer effect across experiments (% reduction in restricted consonant 
errors to level of unrestricted consonant errors in Opposite condition) 
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