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ABSTRACT 
Crystallization is an old unit operation in the industry which is widely used as a separation 
process due to its ability to produce highly valued chemical with high purity. Despite the long 
history of batch crystallization, industry still relies on rule of- thumb techniques for their 
crystallization processes. Thus, any method to improve the products characteristics such as size 
and morphology will be highly valued. Advances in robustness and accuracy of automated in situ 
sensors give the possibility to move towards an engineering based approach by implementing the 
real-time monitoring and control of the process. 
The research undertaken here investigates the development of an advanced framework for the 
operation of crystallization processes. This project builds upon the synergy among the research 
teams at LSU and at the University of Cagliari. 
The proposed methodology comprises of exploiting an advanced model to simulate the process, 
On-line implementation of the image-based approach within a feedback loop in a completely 
automated feedback fashion and implementation of model-free control technology. 
In situ measurement of crystals‟ size distribution by using image-based technique and wavelet-
fractal algorithm is implemented in a real-time environment for inferring the particles 
characteristics captured at different time of the experiment. This technique is becoming 
increasingly more attractive due to availability of high speed imaging devices and powerful 
computers at reasonable costs and the adaptability to real time application. 
The process is modelled by means of a stochastic approach. This is an alternative method to the 
traditional population balance which leads to a more straightforward model that can be solved 
analytically and obtain the CSD over time. The simplicity of the model gives the possibility to 
properly implement an automatic control strategy. 
1 
1. INTRODUCTION
Crystallization is a physical separation process found in several industries (e.g., food, fertilizers, 
pharmaceuticals, etc.). Depending on the use of the desired final product, the crystallized solid 
product has to fulfill certain specifications regarding its morphology and size distribution (Mullin, 
2001; Jones, 2002)
1,2
.The latter determine the solid properties such as separation, flow,
compaction, dissolution, packing and stable storage life.  Among crystallization methods, anti-
solvent aided crystallization is an advantageous separation technique when the solute is highly 
soluble or heat sensitive. The driving force in crystal formation is the super-saturation that 
establishes the thermodynamic equilibrium for the solid-liquid separation. In crystallization 
operations in general, and in anti-solvent crystallization in particular, control of the crystal size and 
the crystal size distribution is an important and challenging problem and several factors can affect 
the size and the widening of the size distribution. 
Since the anti-solvent plays an important role in the end characteristics of the product, it is useful 
to elaborate its effect on the crystallization process. Experimental evidence shows that anti-
solvents not only change the properties of the solution (e.g. super-saturation), but also lead to 
changes in the growth habits of the crystals. Thus, surface morphology is connected with growth 
mechanisms. The latter can be explained as during the nucleation and growth of crystals, different 
types of interactions are involved between growth species (molecules or ions) and the growing 
surface. These interactions include van der Waals forces, ionic and hydrogen bonds. Therefore, the 
study of the growth kinetics and surface morphology separately may explain only part of the 
observed crystal growth behavior (Sangwal, 1998; Takiyama et. al., 1998; Kitamura, 2001; Roque´ 
et al., 2004)
3,4,5,6
.
2 
1.1 THESIS MOTIVATION 
The development of rigorous mathematical models that explain the dynamics of crystal growth in a 
crystallization processes are based-on population balances. The population balance was first 
implemented by Randolph and Larson (1988)
7
. Since then there have been a number of
applications. Examples are: citric acid (Caillet et al., 2007)
8
, lovastatin (Nagy et al., 2007)
9
paracetamol (Worlitschek and Mazzotti, 2004; Nagy et al., 2008a, 2008b; Trifkovic et al., 
2008)
10,11,12,13
, potassium aluminum (Nowee et al., 2007)
14
, potassium chloride (Mohameed et al.,
2002)
15
, Ammonia Sulphate (Abbas and Romagnoli 2006a, 2006b, 2007)
16-17,18
, and sodium
chloride (Nowee et al., 2008ab)
19,20
. In addition, it has been used to model the adsorption of
impurities (Fevotte F. and Fevotte G., 2002)
21
, jet crystallizers (Woo et al., 2009)
22
, and phase
transitions (Fevotte et al., 2007)
23
. Multidimensional population balance models have been done
for systems that have crystal growth in multiple directions (Ma et al., 2002; Puel et al., 2003)
24,25
.
Population balance models have been used to optimize crystallization operating conditions for 
various systems (Nagy et al., 2007, Nowee et al., 2008b, Trifkovic et al., 2008)
9,20,13
.
Computational fluid dynamics (CFD) models have been combined with population balance models 
for modelling mixing effects in crystallization systems (Zauner and Jones, 2000; Woo et al., 2006, 
2009)
26,27,28
. The idea of population balances has been widely used in theoretical ecology and
extended to the modeling of particulate systems in chemical engineering. The population balances 
can be either structured or unstructured models. The McKendrick - von Förster equation and the 
Generalized Logistic equation are probably the most known instances of structured and 
unstructured population models (May and McLean, 2007, Grosso et al., 2010a)
29,30
. Both
approaches have their merits and weaknesses. Therefore, the selection of using one or the other 
will depend on the requirements of the specific application. 
3 
At the core of the structured population dynamics, the number of crystals in a semi-batch 
crystallizer is increased by nucleation and decreased by dissolution. In structured population 
balances, the crystals are classified by size. Therefore, population balance-based approaches 
provide more detail information regarding the crystal size distribution in the crystallization unit. 
However, such a detail description demands a great deal of knowledge on the thermodynamic 
properties associated with the solute and solvent to be incorporated into the structured population 
balances.Some examples of anti-solvent crystallization modeling are paracetamol (Zhou et. al., 
2006; Trifkovic et. al., 2008)
31,13
, and sodium chloride (Nowee et. al., 2008a, 2008b)
19,20
. Recently,
cooling has been combined with antisolvent crystallization and the joint process has been modeled 
for lovastatin (Nagy et. al., 2008b)
12
, and for acetylsalicylic acid (Lindenberg et. al., 2009)
32
.
In contrast to model-developed optimal profiles, there has been alternative ways to control anti-
solvent processes. These have been super-saturation control (Zhou et al., 2006; Woo et al., 
2009)
31,28
, and direct nucleation control (Abu-Bakar et al., 2009)
33
. In super-saturation control, the
aim is to control the super-saturation at a constant level to maximize crystal growth, while in 
indirect nucleation control the aim is to control the number of particle counts using an on line 
particle counter, such as the Lasentecs FBRMs (focused beam reflectance measurement). This 
prevents excessive nucleation, thus increasing the product crystal sizes. Various methods of robust 
optimal control have also been studied (Nagy et. al., 2003, 2004; Hermanto et al., 2007)
34,35,36
.
A novel approach to deal with crystallization systems characterized by PSD was introduced 
recently by our research group (Grosso et. al., (2010a)
30
; Galan et. al., 2010)
37
. In this approach,
4 
the time evolution of each element of the population, the crystal, is regarded as a possible outcome 
of a random variable driven by a deterministic term, indeed, each crystal does not grow in the same 
manner and some dispersion in size of the population is always observed. This random variable is 
thus characterized uniquely by its Probability Density Function (PDF) whose evolution in time can 
be described in terms of the FPE. Within this context, the FPE can be considered as an alternative 
way to develop a population balance, taking into account the natural fluctuations present in the 
crystallization process, and allowing describing, in a compact form, the PSD in time. 
In terms of particle characterization, various measurement technologies exist and many are 
commercially available. It commonly includes systems based on the technologies of laser 
diffraction (Myerson, 2002)
38
, ultrasound attenuation (Vasavada et. al., 2004)
39
 and laser
reflectance (Barnes, 2010)
40
. However, these devices have further drawbacks such as high costs,
assumptions of specific shapes of crystals and requirements of crystal dispersion prior to size 
measurement. Naturally a measurement system with acceptable costs and high reliability in an 
industrial environment would be an ideal choice. Image analysis has been a very promising 
method for direct measurements of size, size distribution and shape aided by recent progress in 
high speed imaging devices and equally powerful computers at reasonable costs and the 
adaptability to real-time application. Researchers have developed image-based monitoring tools 
in recent years. In the crystallization field, an approach was proposed, consisting of foreground 
and background markers, ultimate erosion, distance transform, and watershed segmentation to 
automatically measure the crystal size distribution using images (Argaw et. al., 2006)
41
. The
accuracy of the results, according to the paper, depends on the number of crystals counted and 
the extent of crystal overlapping. Artificial neural network techniques had been applied to 
5 
measure grain sizes during sugar crystallization (Mhlongo and Alport, 2002)
42
. The performance
of this method is good in ideal situations; however, the investigation of the performance in non-
ideal environments, such as overlapping, noise and non-uniform illumination are not presented. 
The papers by Larsen and Rawlings 2009
43
 address the development of algorithms using
artificial images to measure the size distribution in conditions of low, moderate and high solid 
concentrations. They showed that these algorithms work well in low and moderate 
concentrations but do not perform well at high solid concentrations. 
In a recent publications by our group (Zhang et. al 2013; 2014)
44,45
 we have investigated
the use of texture analyses in the form of fractal dimension (FD) and energy signatures as 
characteristic parameters to track the crystal growth. This methodology deals with issues such as 
touching and overlapping problem in crystal images which limit available off-line and on-line 
imaging techniques (Zhang et. al., 2011)
46
. The algorithm uses a combination of thresholding
and wavelet-texture analysis. The thresholding method is used to identify crystal clusters and 
remove empty backgrounds. Wavelet-fractal and energy signatures are performed afterwards to 
estimate texture on crystal clusters. Thresholding method can quickly detect crystal clusters and 
remove the background based on the intensity value and is a good choice for real-time 
application. Fractal dimension (FD) as the texture analysis parameter, estimated through a 
wavelet-fractal approach, is a useful and quantitative analytical parameter to characterize many 
kinds of complicated self-similar substances in nature. Wavelet power spectra have been widely 
adopted for analysis in chemical fields (Zhang et. al, 2012; 2013a and b; Reis and Bauer, 2009; 
Facco et. al., 2011; Kucheryavski, 2011)
47,44,48,49,50
. FD provides a non-integer value to describe
crystal growth from crystal images from the point of view of surface roughness. Generally, the 
higher the value of the fractal dimension, the more rough the surface is. The pre-processing step 
6 
of subtracting backgrounds eliminates their contribution to surface roughness. Furthermore, 
energy signatures, obtained from the wavelet coefficients, FD as well as process conditions were 
utilized in our approach to build an ANN model towards the estimation and prediction of the 
mean crystal size and standard deviation from images. 
1.2 THESIS OBJECTIVE 
This thesis aims at formulation and implementing a computational and experimental framework 
for the optimal operations of antisolvent crystallization processes. The proposed framework is 
based on a novel stochastic approach to characterize the CSD in crystallization processes 
combined with a state-of –the art experimental tools for on-line monitoring of crystal properties 
towards the optimal operations of this type of systems. 
This aim will be achieved through the resolution of a number of objectives as follows: 
 Formulation and implementation of a modelling framework for prediction and
understanding of antisolvent crystallization based on the Fokker Plank Equation 
approach. 
 Developing and implementing a fully automated experimental unit to test and validate the
results obtained from the modelling environment. This will include not only automated 
operation for non-isothermal process but also implementing an on-line CSD 
characterization system. 
7 
 Validate the results obtained from the modelling framework using experimental data by
on-line monitoring of the system and providing preliminary results of direct control of 
CSD.  
1.3 THESIS ORGANIZATION 
The thesis is organized into five chapters as follows: 
Chapter 2 describes the modelling strategy followed in this research to characterize antisolvent 
crystallization operations. A stochastic approach based on the Fokker Plank Equation (FPE) is 
first introduced and its use to characterize CSD is provided as well as implementation issues 
within the modeling environment. 
Chapter 3 describes the development and implementation of an experimental system that can be 
used to validate the computational aspects of this project as well as to implement advanced 
control strategies. This includes the implementation of a novel image-based multi-resolution 
sensor for on-line monitoring of CSD and the implementation of a fully automated system 
towards the optimal control of crystallization operations. 
Chapter 4 provides results of validations of the mathematical framework against experimental 
data. This includes model validations under a number of operational scenarios as well as results 
of direct feedback control aiming at controlling the final batch CSD. 
Finally, Chapter 5 provides the conclusions and recommendations for future research. 
8 
2. COMBINED COOLING AND ANTISOLVENT CRYSTALLIZATION
MODELLING 
The driving force in crystal formation is the super-saturation that establishes the thermodynamic 
equilibrium for the solid-liquid separation. In crystallization operations, control of the crystal 
size and the crystal size distribution is an important and challenging problem and several factors 
can affect the size and the widening of the size distribution. The development of effective 
mathematical models describing the crystal growth dynamics is a crucial issue towards finding 
the optimal process performance and to control the crystal size and distribution. 
As described in the previous chapter the typical modelling approach for crystallization systems 
was based on population balances. However, recently an alternative approach has emerged based 
on a simpler stochastic formulation and using the Fokker Plank equation approach. The 
advantage of this formulation is the simplicity of this approach which gives the possibility for 
application in control and optimization purposes compared with the alternative population 
balance model. 
A novel approach to deal with crystallization systems characterized by PSD was introduced 
recently by our research group (Grosso et. al., 2010a; Galan et. al., 2010)
30,37
. In this approach, the
time evolution of each element of the population, the crystal, is regarded as a possible outcome of 
a random variable driven by a deterministic term, indeed, each crystal does not grow in the same 
manner and some dispersion, in size, of the population is always observed. This random variable is 
thus characterized uniquely by its Probability Density Function (PDF) whose evolution in time can 
be described in terms of the FPE. Within this context, the FPE can be considered as an alternative 
9 
way to develop a population balance, taking into account the natural fluctuations present in the 
crystallization process, and allowing describing, in a compact form, the PSD in time. 
In the following we will outline the basic formulation of the proposed stochastic approach and will 
identify the key research issues which will lead us to a complete framework towards the prediction 
and control of the CSD. 
2.1 STOCHASTIC FORMULATION FOR CSD PREDICTION 
2.1.1THE LANGEVIN EQUATION 
In this approach, the crystals are classified by their size, L. The growth of each individual crystal is 
supposed to be independent by the other crystals and is governed by the same deterministic model. 
In order to take into account the growth fluctuations and the unknown dynamics not captured by 
the deterministic term, a random component can be introduced [Risken, 1984]
51
. The stochastic
model can thus be written as a Langevin equation of the following type: 
𝑑𝐿
𝑑𝑡
= 𝐿𝑓 𝐿, 𝑡; 𝜃 + 𝑔(𝐿)𝜂(𝑡) 
(2.1) 
where L  is the size of the single crystal, t  is the time, );,( θtLf  is the expected rate of growth 
of L , θ is the vector parameter defined in the model, )(t  is the Langevin force and )(Lg  is the 
diffusion coefficient, assumed to depend also on L . It is further assumed that: 
𝑬 𝜼 𝒕  = 𝟎 (2.2a-2.2b) 
10 
𝑬 𝜼 𝒕 𝜼 𝒕′  = 𝒈(𝑳)𝜹(𝒕 − 𝒕′)
Equation (2.2a-2.2b) imply that the crystal size L  behaves as a random variable, characterized 
by a certain Probability Density Function (PDF) ),( tL  depending on the state variables of the 
system, i.e.: the size L  and time t . 
The diffusion term )(Lg  determines the random motion of the variable L  that takes into account 
the fluctuation in the particle growth process. Following Grosso et. al. (2010a)
30
)(Lg can be
formulated as function of the FPE diffusivity coefficient D  as well as the crystal size L  as 
follow: 
𝑔 𝐿 = 2 𝐷𝐿∝ (2.3) 
Where  is a parameter which allows to introduce some degree of flexibility in incorporating the 
functionality between )(Lg  and the particle size L . The specific form of )(Lg  may lead to 
different shapes for the probability density function. 
Substituting this definition on the Langevin equation (Equation 2.1) we have: 
𝑑𝐿
𝑑𝑡
= 𝐿𝑓 𝐿, 𝑡; 𝜃 + 2 𝐷𝐿∝𝜂(𝑡)
(2.4) 
Equation 2.4 can be manipulated to obtain the Langevin equation for the new random variable
 Ly ln :
1
𝐿
𝑑𝐿
𝑑𝑡
= 𝑓 𝐿, 𝑡; 𝜃 + 2 𝐷𝐿∝−1𝜂(𝑡)
(2.5) 
11 
that is: 
𝑑𝑦
𝑑𝑡
= 𝑕 𝑦, 𝑡; 𝜃 + 2 𝐷𝑒𝑦
𝛼−1
𝜂(𝑡)
(2.6) 
𝑕(𝑦, 𝑡; 𝜃)is the expected growth rate of the crystal in the new coordinate y. 
2.1.2The Fokker-Planck Equation (FPE) 
In order to integrate the solution of the Equation 2.6 and find the time evolution of the CSD
),( tL , the Fokker-Planck Equation in Stratanovich form has been used.The time evolution of 
the CSD ),( tL , at any instant of time t , follows the linear Fokker-Planck Equation that, in 
Stratanovich form, is given by [Risken, 1984]
51
:
𝜕𝜓(𝐿, 𝑡)
𝜕𝑡
=
𝜕
𝜕𝐿
 𝑔(𝐿)
𝜕
𝜕𝐿
(𝑔 𝐿 𝜓 𝐿, 𝑡 ) −
𝜕
𝜕𝐿
𝜓 𝐿, 𝑡 𝐿𝑓(𝐿, 𝑡, 𝜃) 
(2.7) 
Along the boundary conditions: 
𝑔 0 
𝜕
𝜕𝐿
𝑔 0 𝜓 0, 𝑡 = 0 
(2.8a) 
𝜕
𝜕𝐿
𝜓 ∞, 𝑡 = 0 
(2.8b) 
12 
The reflecting boundary conditions in Equation 2.8a ensures that the elements of the population 
will never assume negative values, whereas Equation 2.8b ensures the decay condition on 
),( tL  as L  goes to infinity, for any time. 
Changing the random variable as  Ly ln , the FPE for the new random variable y  can be thus
rewritten as a function of   as: 
𝜕𝜓(𝑦, 𝑡)
𝜕𝑡
= 𝐷.
𝜕
𝜕𝑦
 𝑒𝑦(𝛼−1)
𝜕
𝜕𝑦
 𝑒𝑦 𝛼−1 𝜓(𝑦, 𝑡)  −
𝜕
𝜕𝑦
𝜓 𝑦, 𝑡 𝑕(𝑦, 𝑡; 𝜃) 
(2.9) 
𝜕𝜓(𝑦, 𝑡)
𝜕𝑡
= 𝑒−2𝑦+2𝛼𝑦  
𝜕2𝜓
𝜕𝑦2
+ 3 𝛼 − 1 
𝜕𝜓
𝜕𝑦
+ 2(𝛼 − 1)2𝜓(𝑦, 𝑡) −
𝜕
𝜕𝑦
𝜓 𝑦, 𝑡 𝑕(𝑦, 𝑡; 𝜃) 
(2.10) 
or 
In the new variable y , the boundary conditions become: 
𝜕
𝜕𝑦
𝛹 −∞, 𝑡 = 0 
(2.11a) 
𝜕
𝜕𝑦
𝛹 +∞, 𝑡 = 0 
(2.11b) 
The initial condition used for the FPE in logarithmic scale is Gaussian distribution, based on the 
initial mean size of crystals and the initial variance, defined as 𝑁(µ𝑦0, 𝜎𝑦0
2 ), whereµ𝑦0 represents
the initial mean size of crystals, based on the experimental data, and 𝜎𝑦0
2  is the initial variance of
the experimental CSD, both evaluated at𝑡 = 𝑡0. 
13 
We can have a number of alternative formulations depending on the value of parameter  . In 
particular, we look at values of 𝛼 = 0 (diffusion term independent of particle size or a Linear 
Brownian Motion, LBM); 𝛼 = 1(diffusion term linearly dependent o the particle size, hereafter 
referred as Geometric Brownian Motion, GBM), 𝛼 = 0.5and 𝛼 = 1.5 (nonlinear diffusive term). 
The selection of α has a strong implication on the shape of the PDF: for 𝛼 = 0 the typical 
Wiener process can be recovered and the probability distribution obtained using the FPE results 
in a Gaussian asymptotic shape when regarded in the 𝐿 domain. The case 𝛼 = 1 is again a 
special instance: indeed the lognormal distribution corresponds to a Gaussian distribution when 
regarded in the logarithmic scale, thus the solution should appear as Gaussian when evaluated in 
the Ly log  domain. It was shown and corroborated via experimentation (Grosso et. al. 2011)
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that the best stochastic model is given by the geometric Brownian motion (=1). This result is 
consistent with the Law of Proportionate Effect (LPE), which asses that the rate of growth is 
proportional to the linear size times a random number, thereby making growth rate size-
dependent. Consequently in the following for our modelling purposes the value of =1 will be 
considered. 
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Regarding the deterministic part of the Langevin Equation, and then the FPE model, the purpose 
is to choose a model as simple as possible. To this end, the Logistic equation [Tsoulauris and 
Wallace, 2002]
53
, is possibly the best-known simple sigmoidal asymptotic function used to
describe the time dependence of growth processes in an unstructured fashion: 

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(2.12) 
This choice is mainly motivated to the requirement for a simple model with a parsimonious 
number of adjustable parameters, i.e., the growth rate, r , and the asymptotic equilibrium value 
K . The present growth model can be regarded as one of the simplest model taking into account 
mild nonlinearities. In spite of its simplicity, this model provides the main qualitative features of 
a typical growth process: the growth follows a linear law at low crystal size values and saturates 
at a higher equilibrium value. 
Substituting the Equation 2.12 on the Equation 2.9 and considering a value of the parameter   
equal to one the FPE can be rewritten as: 
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Finally the evolution in time of the probability density is described in terms of a linear, partial 
differential equation depending on the parameters r  (linear Malthusian growth rate), K
(asymptotic crystal size) and D  (diffusivity), that are assumed to depend on the feeding 
conditions. 
2.1.3 THE LOGISTIC MODEL
15 
2.1.4 THE ORNSTEIN UHLENBECK PROCESS 
Equation 2.13is a linear PDE with non-linear coefficient thus requiring numerical solution. As an 
alternative to represent the deterministic term );,( θtLf , a Gompertz model (GM) for the crystal 
growth [Sahoo et al, 2010]
54
can also be considered.In the logarithmic scale this can be
represented as 
0
ln
L
L
L
dt
dL

(2.14) 
In the absence of noise the model tends towards a stable stationary solution at 0LL  (like the 
logistic model). The Gompertz Equation 2.16 can be further manipulated: 
   tlnLlnL
dt
dlnL
dt
dL
L
1
0  
(2.15) 
Introducing again the new variable Ly ln , one can end up with a new stochastic equation for 
the random variable y : 
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(2.16) 
With 0
' ln LK   and 0
' ln Lr  . 
The corresponding FPE equation becomes: 
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Introducing a linear variable transformation 
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an Ornstein-Uhlenbeck Process (OUP) is obtained. Finally, the time evolution of the crystal size 
under these conditions can be described by the following Fokker-Planck Equation with a 
Gompertz law growth term (FPE-GM): 
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(2.18) 
Where 2'
'"
K
DD   and '
'"
K
rr  . 
Equation 2.18 is defined for 𝑡 ∈ [𝑡0, +∞] and 𝑧 ∈ [−∞, +∞]. The initial condition for 0tt   is 
defined as a normal distribution: 
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2.1.5 STOCHASTIC GLOBAL MODEL
The proposed crystallization models, discussed above, based on FPE do not have an explicit 
dependency from operating conditions. In order to use the model over the whole operating range, 
linear piece-wise interpolation approaches have been so far exploited (Grosso et al., 2010a; 
Tronci et al., 2011; Cogoni et al., 2012)
30,55,56
 for the isothermal operation (single input
manipulated variable). 
However, for the non-isothermal condition, a typical experimental campaign with three 
temperature levels and three antisolvent flow-rate values requires the implicit estimation of 27 
different parameter values if piece-wise linear interpolation is used. Furthermore, although 
effective results were obtained, the use of linear interpolation can be difficult to use when a 
continuous input-output relationship is required, as in case of model based control algorithms. 
In this section the FPE is generalized in order to take into account an explicit dependence of the 
stochastic model parameters on input variables m = (u0,T) 
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The main goal is to find simple and parsimonious models that can describe the variation of the 
vector parameter i with u0 and T, coherently with the behavior obtained for the point estimation 
reported in the previous section. The proposed input-parameter models are required satisfy the 
following conditions: (i) simple linear or quadratic dependences have been preferred to describe 
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the input-parameter relationships and (ii) the cross term dependence on T and u0should be 
avoided. In spite of these simplifications, each parameter may depend on several combinations of 
T and q, thus leading to a number of alternative models. In this work, the following general 
expressions for the parameter dependencies have been considered: 
ri q,T( ) =g i,0r +g i,1rq
a +g i,2rT
b
Ki q,T( ) =g i,0K +g i,1Kq
a +g i,2KT
b i =1,2
Di q,T( ) =g i,0D +g i,1Dq
a +g i,2DT
b
(2.20) 
Where a and b can be equal to 1 or 2. In this way, the functions obtained to correlate the 
vectorsiwith the manipulated variables q and Thave nine parameters, leading to a significant 
reductionwith respect to the piece-wise linearization approach.The  vector of i,uv parameters 
(where u = 0, 1, 2 and v = r, K, D) have been again obtained by means of the a maximum 
likelihood estimation approach.
In order to detect the most suited model among the possible alternatives which depends on the 
functionality of q and T, the Akaike information criterion (AIC) measure has been used (Cogoni 
et. al. 2012)
56
. The model with the minimum AIC value for both nonlinear (Model 1) and linear
(Model 2) crystal growth expressions are given by: 
ri q,T( ) =g i,0r +g i,1rq+g i,2rT
Ki q,T( ) =g i,0K +g i,1Kq
2 +g i,2KT
2 i =1,2
Di q,T( ) =g i,0D +g i,1Dq
2 +g i,2DT
 
(2.21) 
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The coefficient of expressions (2.21) are reported in Table 3, where it is possible to verify that 
the behavior shown by the parameter obtained performing the estimation for every operating 
condition are maintained by the proposed models. For example, the negative sign of i,1k is 
explainable with the fact that increasing antisolvent flow rate makes the asymptotic crystal size 
to decrease (high u0 values favour nucleation with respect to crystal growth). The same 
unfavourable effect of temperature on crystal growth rate (ri) and dispersion (Di) is correctly 
described being i,2r  and i,2D negative. 
Table 1: Values of the model parameters describing the dependence of (r,K,D) on antisolvent 
feedrate and temperature 
Coefficient Model 1 Model 2 
i0r 0.5264 5.7639 
i,1r 0.5983 2.8342 
i,2r -6.4588 10
-4
-0.1584 
i,0K 4.9176 4.8593 
i,1K -0.0238 -0.0244 
i,2K 1.7139 10
-4
2.0 10
-4
i,0D 0.2134 0.3864 
i,1D 0.0277 0.0287 
i,2D -0.0019 -0.0094 
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2.2FPE SOLUTION 
When the (2.12) is considered, the analytical solution of (2.10) is not available; therefore the 
Particle Size Distribution (PSD) is obtained by numerical integration. The pde toolbox in 
MATLAB was used to solve the partial differential equation(PDE) which is a parabolic PDE for 
the case when  ⍺ = 1 , ( Geometric Brownian Motion, GBM)  in the Langevine equation: 
𝜕Ѱ(𝑦, 𝑡)
𝜕𝑡
= 𝐷
𝜕2Ѱ(𝑦, 𝑡)
𝜕𝑦2
−
𝜕
𝜕𝑦
 𝑟1𝑦  1 −
𝑦
𝐾1
 Ѱ(𝑦, 𝑡) 
(2.22) 
With the boundary condition as follow: 
𝜕
𝜕𝑦
𝛹 −∞, 𝑡 = 0 
(2.23a) 
𝜕
𝜕𝑦
𝛹 +∞, 𝑡 = 0 
(2.23b) 
Along with the initial condition of: 
Ѱ 𝑦, 𝑡0 =
1
𝜎0 2𝜋
𝑒𝑥𝑝  −
(𝑦 − 𝜇0)
2
2𝜎0
2   
(2.24) 
𝑡0 in this case is 20 minutes when the initial mean size and standard deviations are first obtained 
experimentally. The pdepe command is capable of solving the proposed equation. 1000 mesh 
points were considered for the logarithmic size (y)between 0 and 10. 
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The solution of the proposed partial differential equation (PDE) at a certain condition of 
temperature and antisolvent feed rate (𝑇 = 20°𝐶 , 𝑞 = 1.5 )at 𝑡 = 4 hour for both linear and 
logarithmic scales are shown in Figures 1 and 2. One should be reminded that the nonlinear 
transformation adopted in the FPE approach is 𝐿 = exp 𝑦 . 
Figure 1: CSD distribution in logarithmic scale at t=4 hour and (T=20°C, q=1.5 ml/min)
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Figure 2: CSD distribution in linear scale at t=4 hour and (T=20°C, q=1.5 ml/min)
Conversely, when the growth term is described by the linear expression, the PDF will preserve 
its Gaussian shape at any time, thus the distribution is described by its first two moments, the 
mean, µ, and the variance, σ2.
The first moment then follows the deterministic Gompertz equation in logarithmic scale and 
therefore its dynamic and analytical solution are given by: 
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The dynamics of the second moment is described by the following differential equation, 
followed by its analytical solution: 
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Figure 3 illustrates the results for the CSD evolution,at constant conditions (𝑇 = 20°𝐶 , 𝑞 =
1.5 ), for the whole batch. In Figure 4 the contour plots evolution of the probability density 
function are reported 
Figure 3: CSD evolution in linear scale using Gompertz model at (T=20°C, q=1.5 ml/min)
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Figure 4: Contour plots of the probability density function
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3. EXPERIMENTAL SETUP AND PROCEDURE
Experimental testing and validation of the theories proposed in this research project are of 
paramount importance. In this regard, experimental investigations will be carried out parallel to 
the theoretical studies to validate the proposed framework in an on-line environment. 
This chapter describes the experimental bench–scale unit used in our experimental component 
along with control system developed for full automatic operation as well as all the procedures 
that were applied to obtain the experimental data. The main focus is on the on-line 
implementation and testing of a novel multiresolution image-based sensor for prediction of the 
CSD along the experiment. In this regard, starting from a short description of the theory involved 
within the on-line CSD sensor, its implementation for real-time application is described as well 
as the devices used and developed for such application. 
A case study of a single image is provided to demonstrate the feasibility of the methodology to 
infer the crystal size distribution using on-line image-based technique. Results are compared 
withthe histograms obtained by off-line counting of sample images captured using Am-Scope 
software. 
3.1 EXPERIMENTAL APPARATUS 
Crystallization of sodium chloride in water using ethanol as antisolvent is considered as a case 
study. Reagent grade sodium chloride (99.5%), 190 proof ethanol and only purified water are 
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used. The initial solution consists of 34 g of NaCl in 100 g of deionized water. The experimental 
rig is made up of one liter glass, jacketed cylindrical crystallizer, connected to a heating/cooling 
bath controller. The temperature in the crystallizer is measured using an RTD probe which is 
wired up to a slave temperature control system capable of heating and cooling. In similar 
fashion, the anti-solvent addition is carried using a calibrated peristaltic pump. The master 
control is performed by a computer control system which is wired up to the slave temperature 
and flow-rate controllers respectively. The desired set-points are set by the master controllers. 
Mixing is provided by a magnetic stirrer at the speed of 400 RPM.  
 
Along the experiment, particles are circulated throw a pump into a cell where they are lighted up 
by an illumination system. Images are taken continuously using a USB microscope camera 
which fits into the side tube on the side of the microscope with one of the supplied adapters and 
connects to a dedicated computer. Using image-based texture analysis (as explained in the next 
section) crystal size distribution (mean and variance) is determined. During implementation of 
any feedback controller the results are compared with the desired set points. Applying a proper 
control strategy the error is used to calculate the value of temperature and the amount of 
antisolvent flow rate (set-points). Data is then sent to the data acquisition and control computer 
running Labview. The software is linked to the pump and the heating/cooling bathso the updated 
values are implemented in the plant. All the experimental set up and instrumentation are 
displayed schematically in Figures5-7.  
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Figure 5: Schematic of apparatus and sensors
Figure 6: Control system schematic in Labview 
28 
Figure 7: Illustration of experimental system: a) Overall system; b) crystallizer; c) USB 
microscope camera and d) Circulating pump 
3.2IN SITU CRYSTAL SIZE DISTRIBUTION MEASUREMENT 
To monitor on-line the time evolution of the CSD through the batcha multiresolution image-
basedapproach was implemented based on the work recently developed by Zhang (Zhang et. al. 
2013, 2014)
44,45
. The novel approach is based on image processing of the crystals, and it is able
to extract the required information on textural properties irrespective of whether it is applied to 
single particles or overlapped clusters. In this method, which is based on combining thresholding 
and wavelet-fractal-energyalgorithm, images are considered as a 2D array of pixels with various 
intensities. Otsu‟s global thresholding method and an optimum threshold value for the intensity 
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can be exerted to identify the intensity of crystal edges and remove the background. In this way, 
location of crystal clusters that have different intensities from the background can be detected 
and the information regarding intensities of those points will be restored into a vector. Discrete 
wavelet transformation (DWT) is then applied to the signal obtained by processing the image. 
DWT should extract textural characteristics of crystals by decomposing the signal into several 
details, which are crystals‟ edges in our case and an approximation, called the intensity variance 
caused by illumination. The new information in terms of variance of wavelet coefficients are 
further processed in order to obtain the fractal dimension (FD). This last property has been 
selected as texture feature since it has been demonstrated that dynamics of crystal growth follows 
fractal process.An artificial neural network is then designed using the texture information (FD, 
energy signatures for details level from 2 to 5) in conjunction with the available online process 
conditions (flow rate, temperature and time) as inputs for the estimation of the crystal properties 
(mean size and standard deviation) as output in the whole operating range. 
In this studya complete automated laboratory scale software/hardware framework for capturing 
crystal images, texture analysis and final prediction of the CSD was implemented for the on-line 
measurement. The experimental setting utilizes a USB microscope camera (model MD900) with 
a resolution of 1280 x 960 pixels. The AMSCOPE software captures images for manual 
measurement to analyze particles individually. The magnification used is 25x, corresponding to 
0.775 Microns/pixel. Images are taken at different crystallization stages (correspond to the 
selected sampling time). At each crystal growth step, a set of at least 10 images capturing 
different amount of crystals are applied. 
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The original grey crystal image in TIF format is imported for image analysis. It is compressed 
and cropped with Microsoft Office Picture Manager into a size of 960*1280 in JPG format to 
improve execution time for further analysis. Then the cropped image is imported into Matlab for 
image analysis, wavelet analysis and ANN estimation. To make calculations simpler, the image 
intensities are normalized with intensity value into a range of 0 to 1. Figure 8, illustrates the 
schematic representation of the implemented multiresolution image-based strategy for on-line 
CSD characterization. 
Figure 8: Schematic representation of the image-based multiresolution approach for CSD 
characterization 
3.3FRACTAL-WAVELET FEATURE 
Fractal dimension (FD) is a statistical real number that measures how complicated a fractal is. To 
calculate FD, we here use fractal-wavelet method which requires not only wavelet 
decomposition but also fractional Brownian motion (𝑓𝐵𝑚) function in our work. The FD of an 
(𝑓𝐵𝑚) function can be calculated through the relationship equation of 
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𝐹𝐷 =  𝐷𝐸 + 1 − 𝐻  (3.1)             
𝑎𝑎
Here𝐷𝐸  is the Euclidean dimension. The Hurst exponent,𝐻, has a value between 0 and 1 
characterizing fBm. It is an indicator to reflect the smoothness of the fBm function: the higher 
the Hurst exponent is, the smoother the fBm function is. 
For an fBm, 𝐻 also scales to wavelet power spectra𝑃𝑤(𝑓𝑚 ) and frequency𝑓𝑚  . Meanwhile, 
wavelet power spectra𝑃𝑤(𝑓𝑚 ) are related to the variance of discrete wavelet coefficients, and 
frequency𝑓𝑚  is inversely proportional to the wavelet scale. The scaling relationship becomes:  
 𝑇𝑚 ,𝑛
2  𝑚  ∝  𝑎𝑚
(2𝐻+1)  (3.2)        
Where∝ means the constraint is proportional. The logarithmic plot of variance of discrete 
wavelet coefficients provides a method of deciding Hurst exponent from the slope of the plot. 
𝑙𝑜𝑔2  𝑇𝑚 ,𝑛
2  𝑚 =  2𝐻 + 1 𝑚 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡  (3.3)             
The constant depends on the wavelet function and the Hurst exponent. 
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3.4APPLICATION CASE STUDY 
To illustrate the procedure of texture analysis from crystal images a case study on a single image 
are discussed and implemented first in this section. A case study, including a single image taken 
during an experimental run at the temperature of 10ºC and flow rate of 1.5 ml/min, will be used 
to illustrate the stepwise application of the methodology. The remaining crystal images at 
different crystallization stages (samples at different times during the crystallization process) and 
conditions (samples at different temperatures and flow rates) were also investigated and their 
analyses will be discussed next. 
3.4.1 SINGLE IMAGE ANALYSIS 
First, a single image (Figure 9a) was used to illustrate the method of FD estimation from crystal 
images. The original grey crystal image in JPG format was imported for image analysis. To 
make calculations simpler, the image intensities were normalized with intensity values into a 
range of 0 to 1. The normalized image then underwent thresholding and morphological 
operations to detect crystal clusters. Otsu‟s method generated a threshold value of 0.598 for the 
normalized image; which renders pixels with intensity value below 0.598 belonging to edges. 
Threshold method resulted in a binary image shown in Figure 9b. The holes presented in the 
edge detection binary image correspond to crystal bodies in the original image. A morphological 
operation could fill the holes and generate the image shown in Figure 9c (crystal cluster binary 
image) which provides the location information of crystal clusters. The locations of each crystal 
cluster in crystal cluster binary image are the same as those in the original image since the size of 
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the former image is the same as the latter. Identifying crystal clusters or subtracting backgrounds 
was achieved through determining the locations of crystal clusters. 
 
Figure 9: (a) Pre-processed image, (b) Edge detection binary image; (c) Crystal clusters binary 
image
Table 2: Detail variance and its 2-base logarithm at four decomposition levels 
The intensities of the crystal clusters were then rearranged in a sequence of the same column 
order connecting with the next row as a vector with a length of 252865. The rearrangement 
transfers the 2-D image problem into 1-D problem. The intensity vector was the input data for 
the wavelet-fractal analysis. 
Decomposition level 2 3 4 5 
Detail Variance 0.026 0.097 0.268 0.509 
2-based logarithm of   detail variance -5.2543 -3.3659 -1.8981 -0.5168 
ba  c
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The wavelet function and decomposition level are the two parameters for wavelet 
transformation. In this study, wavelet function „db3‟ was chosen and decompositions at six levels 
were performed. The transformation results can be written in the form: W= {cd1, cd2….cd6, 
ca5}, where W represents the signal data while cd and ca are details and approximation 
respectively. The subscript number indicates the decomposition level. We select details cd2 to 
cd5 for further analysis because cd1 contains the high frequency noise and ca5 captures the low 
frequency noise as non-uniform illumination. The variance of the detail coefficients and their 2-
based logarithm were calculated as listed in Table 2. Performing a least-square linear fit for 2-
based logarithm of the detail variance and its corresponding decomposition level, we found the 
slope was 2.68. Using Equations (3.1) and (3.2) and the previously calculated slope, we 
calculated the Hurst exponent to be 0.84 and FD to be 1.16 when 1 was adopted as the Euclidean 
dimension for 1-D situation. 
Next, the same methodology for Hurst exponent/FD determination was applied on each image 
for different times(sampling time) during a complete batch at constant operating conditions 
(T=10ºC, q=1.5ml). The mean Hurst exponent/FD for each stage was the average value obtained 
from the set of images for that stage (in this case 10 images). The corresponding mean size (for 
each stage) was obtained from its corresponding image set and was measured manually by means 
of the sizing computer software (AmScope). 
The mean FD, mean Hurst exponent and measured mean size for each stage are plotted as well in 
Figures10 and 11, distinctly displaying their tendency over time. During the crystallization 
process, the measured mean size and mean Hurst exponent increase sharply at the beginning and 
then increase gradually until they reach relatively constant values. The mean FD decrease 
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quickly as function of time to reach another relatively constant value. As expected, the figures 
illustrate that mean FD follows an inverse changing pattern to that of the measured mean size. 
Figure 10: Mean FD (circles), mean Hurst exponent (squares) 
Figure 11: Measured mean size during crystallization 
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3.4.2 IMAGE ANALYSIS CHARACTERIZATION OVER THE WHOLE BATCH 
OPERATION 
The information extracted from the crystal images with the wavelet texture analysis needs to be 
related to CSD mean and variance, in order to obtain a monitoring tool suited for on-line 
applications. In this work, a feedforward artificial neural network (ANN)with three layers has 
been used to address the underlying identification problem. Artificial Neural Networks have a 
strong ability in capturing complex input/output relationships. The network is composed of a 
number of nodes connected to the inputs and to the outputs through a number of layers. The 
signals pass throw the connections and are scaled using appropriate weights that are updated 
following an error-correction rule in order to adapt the network to new situations and aims. The 
schematic of a typical ANN is shown in Figure 12 for 5 inputs (Temperature, Flow Rate,  
Sampling time, Wavelet energy signature and Fractal dimension) and one output (either mean 
size or standard deviation). For the case at hand, two ANNs were developed using the Neural 
Network Toolbox of Matlab® to predict the mean and variance of crystal size distribution 
respectively, using the fractal and the wavelet energy along with process conditions as model 
inputs. 
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A set of anti-solvent crystallization experiments at both constant and varying (temperature and 
feed flow) conditions was carried out with anti-solvent flow rate and temperature as the process 
parameters. For constant conditions, three different values were chosen: 0.7 [ml/min], 1.5 
[ml/min], 3 [ml/min] as flow rate and 10°C, 20°C, 30°C as temperature. For the varying 
conditions (test data set), the temperature and flowrate were changed according to equation 3.4 
and 3.5 respectively. We ran 10 experiments. The first 9 are running at constant conditions and 
the last one at varying conditions. The AMSCOPE software is utilized to capture images and for 
manual measurement (individual particle analysis). The magnification used is 25x which 
corresponds to 0.775 Microns/pixel. This conversion factor was used to manually measure 
individual crystal sizes on each image. Images were taken at different crystallization stages 
which were listed in Table 3.2 for each experimental condition. At each crystal growth stage, a 
set of at least 10images capturing different amount of crystals were utilized.Images coming from 
constant conditions were used for training (training data). The testing data was obtained using the 
images from changed conditions and they are used to check how well the established ANN can 
• Temperature
• Flow Rate
• Sampling time
• Wavelet energy signature
• Fractal dimension
Figure 12: Schematic representation 
of the neural network model
• Mean Size
• Standard deviation
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predict the CSD.The variation of temperature and antisolvent flow rate with respect to time are 
as follow: 
𝑇𝑀 +  𝑇𝑚 − 𝑇𝑀 exp⁡[(𝑇𝑑 − 𝑡)/29.458] (3.4) 
𝑞𝑚 +  𝑞𝑀 − 𝑞𝑚  exp⁡[(𝑞𝑑 − 𝑡)/88.408] (3.5) 
Where (𝑇𝑀 , 𝑞𝑀) and (𝑇𝑚 , 𝑞𝑚 )  are respectively the maximum and minimum temperature and 
antisolvent flow rate in the whole operatin range, and  𝑇𝑑 , 𝑞𝑑  denote the time delay before the 
changing condition starts.  
Table 3: Operating range for training and testing condition
Condition
Crystallization stage (min)Temperature 
(℃)
Anti-
solvent 
flowrate 
(mL/min)
10 0.7 30, 60, 90, 120, 180, 240, 300, 360,420,480
10 1.5 30, 60, 90, 120, 180, 240, 300, 360,420,480
10 3.0 10, 15, 20, 30, 60, 90, 120, 180, 240, 300
20 0.7 30, 60, 90, 120, 180, 240, 300, 360,420,480
20 1.5 30, 60, 90, 120, 180, 240, 300, 360,420,480
20 3.0 10, 15, 20, 30, 60, 90, 120, 180, 240, 300
30 0.7 30, 60, 90, 120, 180, 240, 300, 360,420,480
30 1.5 30, 60, 90, 120, 180, 240, 300, 360,420,480
30 3.0 10, 15, 20, 30, 60, 90, 120, 180, 240, 300
changed changed 30, 60, 90, 120, 180, 240, 300, 360,480
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For both size and standard deviation alternative artificial neural networks have been configured 
withor without using sampling time as input variable. The sum of squared residuals (SSR), root-
mean-square-deviation (RMSE) and regression coefficient have been shown in Tables 4 and 5. 
When using sampling time, since we have one more input for the network, the results matched 
better with the targets. 
Table 4:  Statistical parameters of ANN without sampling time for size prediction
Conditions 𝑹𝟐 RMSE SSR 
10°C, 0.7 ml/min 82.33 6.12 374.20 
20°C, 0.7 ml/min 71.10 7.34 538.14 
30°C, 0.7 ml/min 94.67 5.20 270.58 
10°C, 1.5 ml/min 72.70 6.92 479.13 
20°C, 1.5 ml/min 77.17 7.36 542.15 
30°C, 1.5 ml/min 96.13 4.34 188.16 
10°C, 3     ml/min 64.72 3.40 115.64 
20°C, 3     ml/min 50.36 5.80 336.32 
30°C, 3     ml/min 75.39 5.72 326.89 
Changed conditions 91.75 7.01 491.01 
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Table 5: Statistical parameters of ANN with sampling time for size prediction 
3.4.3 CRYSTAL SIZE DISTRIBUTION PREDICTION 
The crystal size distribution can be assumed to be either normal or log-normal distribution. The 
probability density functions for both the normal (𝑝𝑑𝑓𝑁) and log-normal (𝑝𝑑𝑓𝐿𝑁) distributions 
are: 
𝑝𝑑𝑓𝑁 =
1
 2𝜋𝑠2
exp  −
 𝑥 − 𝑚 2
2𝑠2
  
 (3.6)             
𝑝𝑑𝑓𝐿𝑁 =
1
 2𝜋𝜎2
𝑒𝑥𝑝  −
 𝑥 − 𝜇 2
2𝜎2
  
 (3.7)             
The lognormal distribution has parameters 𝜇 and 𝜎, which can be calculatedfrom the mean 𝑚 
and standard deviation 𝑠 of normal distribution. 
Conditions 𝑹𝟐 RMSE SSR 
10°C, 0.7 ml/min 99.68 0.821 6.75 
20°C, 0.7 ml/min 99.84 0.54 2.94 
30°C, 0.7 ml/min 99.95 0.51 2.61 
10°C, 1.5 ml/min 99.84 0.53 2.85 
20°C, 1.5 ml/min 99.94 0.35 1.24 
30°C, 1.5 ml/min 99.99 0.24 0.56 
10°C, 3     ml/min 99.63 0.35 1.23 
20°C, 3     ml/min 99.81 0.36 1.3 
30°C, 3     ml/min 99.96 0.22 0.49 
Changed conditions 98.82 2.65 70.43 
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𝜇 = ln⁡(
𝑚2
 𝑚2 + 𝑠2
) 
 (3.8)     
𝜎 =  ln⁡(
𝑠2
𝑚2
+ 1) 
 (3.9)             
The next question is that what kind of probability density function can be the proper one to track 
the distribution. A null hypothesis was implemented on the 9 experiment data sets. Recalling that 
the null hypothesis is that the population is normally distributed, if the p-value is less than the 
chosen alpha level, then the null hypothesis is rejected (i.e. one concludes the data are not from a 
normally distributed population). If the p-value is greater than the chosen alpha level, then one 
does not reject the null hypothesis that the data came from a normally distributed population. 
Table 6: Number of experimental samples passed normality (N) or log-normality (LN) test 
0.7 ml/min 1.5 ml/min 3.0 ml/min Overall 
N LN N LN N LN N LN 
10 0/10 7/10 0/10 6/10 0/10 7/10 0/30 20/30 
20 1/10 5/10 0/10 7/10 0/10 5/10 1/30 17/30 
30 0/10 7/10 0/10 6/10 0/10 8/10 0/30 21/30 
Overall 1/30 19/30 0/30 19/30 0/30 20/30 1/90 58/90 
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Figure 3.9 illustrates the evolution of the CSD for the changed condition(testing data) during the 
crystallization batch. In this figure, the raw histogram represents the experimental data and the 
solid line the estimated probability density function (pdf) of the raw data. Dotted line is the 
predicted CSD by ANN without sampling time, and dash line is the one by ANN with sampling 
time.The image-based multi-resolution sensor does a good job of matching both the smoothed 
data and the raw data histograms. 
4. MODEL VALIDATIONS AND CSD CONTROL
Whatever modelling procedure technique is being used, the model performance will only have 
some bearing on the real system characterized, if it is a good representation of the system. 
Obviously, what constitutes a good model is subjective, but from a performance modelling point 
of view our criteria for judging the acceptability of the model will be based on how accurately 
measures extracted from the model correspond to the data which was obtained from the 
experiments. 
In this chapter the experimental procedure considering the experimental condition and the 
different runs performed in order to validate the model will be shown first. A comparison 
between the simplified FPE that leads to an analytical solution and the experimental data which 
obtained by manually counting the images is demonstrated. Finally, using the capability of on-
line image processing technique different PIcontrols are applied to the crystallization system in 
order to achieve a desired asymptotic CSD bycontrolling antisolvent flow rate and temperature.
43 
Figure 13: Comparison of predicted CSD at changed operating conditions, the blue column represents the raw data, the red line is a 
smoothed approximation, the dotted line predicts CSD without sampling time and the dashed line predicts CSD using sampling time
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The target CSD is assumed lognormal, and it is characterized by selecting a proper mean and 
standard deviation. The performance of the different PI algorithms is addressed in the light of the 
experimental results for different set-points and sampling time of the control action. 
4.1EXPERIMENTAL PROGRAM 
The experiments were performed in a bench scale crystallizer, whereonly purified water, reagent 
grade sodium chloride (99.5%) and ethanol, 190 proof, were used.At the start-up condition, the 
crystallizer is loaded with an aqueous solution of NaCl made up of 34 g of NaCl dissolved in 100 
g of water. 
The temperature is kept constant throughout the run, using three different values for the 
temperature, respectively 10 °C (hereafter referred as Low Temperature: LT), 20 °C (Medium 
Temperature: MT), and 30 °C (High Temperature: HT). The ethanol was added to the aqueous 
NaCl solution using a calibrated peristaltic pump. Three different anti-solvent flow-rates were 
implemented: u0 = 0.7ml/min (hereafter referred as Low Feed Rate: LFR), u0 = 1.5 ml/min 
(Medium Feed Rate: MFR) and u0 = 3.0 ml/min(High Feed Rate: HFR). Thus a full factorial 
experimental design of nine experiments was performed. Along the operation, images are taken 
continuously every sampling time and processes through the multiresolution image-based 
strategy described in Chapter 3 thus providing on –line data for validation and further control 
implementations. 
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4.2 MODEL VALIDATIONS 
The model presented in Chapter 2 was validated against experimental data and some of these 
results are reported here.The capability of the proposed global (analytical)model to properly 
describe the crystallization system is shown in Figure 14, which shows the experimental mean 
crystal size behavior collected during the nine runs described in Chapter 2 and the value 
calculated by solving FPE analytically (solid line). The match between calculated µ𝐿(𝑡) and 
experimental values is excellent, indicating that equations (2.25-2.26) correctly predict the time 
evolution of the CSD in antisolvent crystallization processes.As can be observed, increasing 
antisolvent feedrate makes the asymptotic crystal size to decrease while rising the temperature 
increases it. The match between calculated values and experimental values is excellent, 
indicating that model correctly approximate the input-parameter relationships.The obtained 
global modelshave beenalsovalidated considering the anti-solvent and temperature trajectory 
reported in Figure 15.The results in terms of mean crystal size evolution are reported in Figure 
16, where the comparison with the experimental data for both, mean sizes and CSDs, indicates 
that the model again has excellent prediction capabilities, with linear growth rate (solid line) 
during the non-isothermal operation of the system. The obtained modelis again an excellent 
predictor of the crystal size distribution, as shown in Figure 16, where the time evolution of the 
experimental and calculated CSD is reported at different sampling time during the batch. 
It is worth noticing that the results obtained with linear growthrate are very close both 
considering the mean crystal size behavior and the CSD. This implies that assumption of 
linearity allows to a very good description of the considered system and could offer a more 
practical tool with respect to the nonlinear model, when model-based optimal controller wants to 
be developed. 
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Figure 14: Mean size comparison between model and experimental data 
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Figure 15: Antisolvent feedrate and temperature trajectory used for the validation run. 
 
4.3 DIRECT CONTROL OF CSD 
 
4.3.1 FITTING OF EXPERIMENTAL HISTOGRAM  
 
The different control strategies proposed in the following sections will be compared in terms of 
mean and standard deviation of the crystal size estimated at different sample time, and also 
considering the crystal size distribution at the end of the batch. For the latter, a number of images 
are taken and manually analysed to produce the corresponding histogram. This representation of 
the experimental results requires that a very high number of crystals be considered in order to 
adequately describe the population of crystals, with a prohibitive effort for the experimentalists. 
The knowledge of the type of distribution for the crystal size, along with a practical number 
count allows the obtainment of a good representation of the experimental CSD. According to 
previous studies (Grosso et. al., 2011)
52
, a lognormal distribution is considered as best fit of the 
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Figure 16: Validation results obtained in terms of mean sizes, top diagram and CSDs, plot at the 
bottom. 
 
 
 
experimental data obtained at the end of the batch for the different runs. One of them is reported 
as illustrative example in Figure 17, where the lognormal approximation is compared with the 
histogram of the relative frequency density of the crystal sample along with the kernel 
approximation (non-parametric fitting). Being the two continuous curves almost overlapping and 
considering that no assumption is made for the non-parametric approach, the lognormal 
assumption is assumed to be valid and also the number of samples can be considered sufficient 
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for a good representation of the experimental CSD. In the following, the results obtained with the 
parametric fitting will be shown, but in case of system behaviour exhibiting different 
distribution, as in case of multimodal CSD, a non-parametric representation is more adequate.  
 
 
Figure 17: Comparison between parametric and non-parametric fitting calculated with data at the 
end of the batch for experimental run using PI controller and (𝜇, 𝜎) = (132 𝜇m, 59.16 𝜇m) as set-
point 
 
4.3.2 FEEDBACK CONTROL RESULTS 
 
An asymptotic value of  𝜇, 𝜎 = (132 𝜇𝑚, 59.2 µ𝑚) was chosen first as the control objective. 
Experiment begins with under-saturated solution of sodium chloride. At the first 30 minutes of 
the batch, antisolvent flow rate is maintained at its maximum value and lowest temperature is 
implemented. This promotes nucleation and speeds up the mean crystal growth rate. Then, from 
𝑡 > 30 both temperature and antisolvent feed rate are controlled in order to reach the desired 
crystal size distribution. Images are started to capture at this time and at each time instant mean 
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size and variance measurement of the system at current temperature and flow rate is compared to 
the set-point. The PID controller used current error to update the value of temperature and flow 
rate. Multi-loop PID algorithms are selected where the mean size is controlled by manipulating 
antisolvent feed rate and standard deviation is paired with temperature. Figure 18 illustrates the 
block diagram of the feedback control for CSD, while Figure 19 shows details of the practical 
implementation. The PI–like algorithm is expressed mathematically in equation (4.1): 
 
𝑢𝑛 = 𝑢𝑛−1 + 𝑘𝑐  𝑒𝑖 +
∆𝑡
𝜏𝑖
 𝑒𝑖
𝑘
𝑖=1
  
 
 (4.1) 
𝑢𝑛  denotes the value of input variables (temperature and flow rate) at each time instant.  
Parameters of the controller are tuned using different simulation by the FPE model and sensible 
values for the proportional and integral constants for both structures are selected for the 
experiment. Values are displayed in Table 7. 
 
 
Figure 18: Schematic representation of CSD feedback control 
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Figure 19: Implementation of CSD feedback control 
 
 
Table 7: Control parameters for the multiloop PI control implementation 
Tuning Parameters 𝑘𝑐  𝜏𝐼 
Flow Rate 0.01 0.008 
Temperature 0.04 0.1 
 
Results are reported for a target CSD expressed as  𝜇, 𝜎 = (132 𝜇𝑚, 59.2 µ𝑚) as shown in 
section 2 and for two different sampling times to evaluate the effect of selecting a proper strategy 
for the specific application.  Figure 20 and 21 illustrate the size evolution of the crystals and the 
temperature and feed rate trajectories during the whole batch. At the beginning of the experiment 
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the flow rate is high and it cuts down to a lower value to promote crystal growth instead of the 
new crystal formation. For the sampling time of 15 minutes, after 2 hours when the mean size 
exceeds its set point value flow rate increases to favour more crystal formation and a lower mean 
size. The temperature profile follows a similar behaviour. However, due to the interaction and 
high sensitivity of the system there is a fluctuation in the experimental data, and as can be 
observed the temperature profile. In general, although there is a large overshoot in the mean 
crystal size profile, the controller is able to bring the system into the desired mean value after 
about 5 hours and although is able to regulate the amount of variance shows an small offset (not 
being able to reach the variance set-point).  For the case of sampling time of 30 minutes, the 
closed loop behaviour is not as good as in the previous case resulting in a more erratic mean and 
variance profiles as well as offset in both at the asymptotic values. Clearly, 15 minutes sampling 
time is a better choice for control implementation, giving a good compromise of enough time for 
the CSD sensor to perform the image processing steps as well asallowing the temperature 
controller enough time to act taking into account themaximum heat exchangeable from the 
cooling/heating bath. A more detailed analysis of the results obtained with the PI control strategy 
can be acquired using the experimental distributions at the end of the batch. Figure 22 illustrates 
the asymptotic CSD distribution for the run under PI controller with sampling time of 15 minutes 
when compared to the set-point distribution, where the experimental distribution have been fit 
with a lognormal function with the parametric approach described in Section 4.4.1. In this regard 
and for the given operating condition the proposed PI controller exhibit good results in terms of 
final distribution.  
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Figure 20: Sampling time 30 minutes. Upper panel-Antisolvent flow rate (left) and temperature 
(right) profile for set point (µ,σ) = (132 µm,59.16 µm) Bottom panel-evolution of mean (left) 
and variance (right) for the PID controller. 
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Figure 21: Sampling time 15 minutes. Upper panel-Antisolvent flow rate (left) and temperature 
(right) profile for set point (µ, σ) = (132 µm, 59.16 µm) Bottom panel-evolution of mean (left) 
and variance (right) for the PID controller. 
 
 
Figure 22: End of the batch distribution (µ, σ) = (132 µm, 59.16 µm) 
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Another experiment was performed to investigate the selection of an alternative set-point. In this 
case, the target was 𝜇, σ =  142.5 µ𝑚, 61.2 µ𝑚 . Figure 23 illustrates the profiles for the 
manipulated variables and the mean size and standard deviation. As shown in the figures the 
controller is not being able to reach the final target indicating an off-set in the final values of the 
mean size and standard deviation. Clearly from the results we can infer that under the new 
operating conditions (desired target) PI controller cannot bring the process to the desired values 
We believe that that this is due to the fact that most salt has been consumed after two hours. This 
is due to the fact that initially thesystems starts at high flow rate and low temperature thus 
promoting more nucleation and consuming large quantities of salt.  
Based on the previous assumption, a new experimental run was performed by changing the 
initial conditions for the manipulated variables during the first 30 minutes to 1.5 ml/min and 
20°C for the antisolvent flow rate and temperature respectively.Figure 24 illustrates the size 
evolution of the crystals and the temperature and feed rate trajectories during the whole batch. At 
the beginning of the experiment the flow rate is at the fixed condition for 30 minutes to reach 
supersaturation and initial nucleation and it cuts down to a lower value to promote crystal growth 
instead of the new crystal formation. After around 2 hours when the mean size reach its set point 
value flow rate increases to favour more crystal formation and a lower mean size. 
The temperature profile follows a similar behaviour, initially increasing to increase the variance 
and at the end decreasing to maintain the variance around the set-point value. However, it is 
interesting to analyse the shape of the final distribution (Figure 25) as given by histogram 
obtained from the images taken at the end of the batch. As we can see the final distribution is 
bimodal showing the effect of secondary nucleation (small crystal are created at the end of the 
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run). Consequently, even if the PI controller is able to achieve the control targets (mean and 
standard deviation), it does not able to capture the shape of the target distribution (unimodal 
distribution with a specified mean and variance). 
  
  
 
Figure 23: Sampling time 15 minutes for set-point (µ, σ) = (142.5µm, 61.2µm) Upper panel-
Antisolvent flow rate (left) and temperature (right) profile. Bottom panel-Comparison between 
experimental and simulated response of mean (left) and variance (right) for the two stage 
controller 
 
In other words, it seems that the PI control strategy will result in the undesired effect of 
producing secondary nucleation as a result of the large increase of the amount of antisolvent after 
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2 and ½ hours of the run. This effect can also be observed by analysing some of the images at the 
end of the run (Figure 26), where small particles are observed jointly with the large particles 
already created. Another undesirable effect of using the PI strategy is the large amount of 
antisolvent used to perform the run.From the above results the performance of the closed-loop 
system under conventional PI multi-loop control may not be appropriate depending basically on 
the conditions selected as target in the operation of the process. Clearly, the selection of the 
operating target is crucial in terms of final performance of any control strategy and further 
studies are needed to determine the processdynamic characteristics that limit the control 
performance under certain circumstances. 
  
  
Figure 24: Closed-loop profiles for (µ, σ) = (142.5µm, 61.2µm) 
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Furthermore it is also evident that on-line measurements of slat concentration could provide 
important information regarding the process evolution and would provide valuable information 
to use for evaluating alternative control strategies. 
 
 
Figure 25: End of the batch distribution (µ, σ) = (142.5µm, 61.2µm) 
 
  
Figure 26: Sample images at t=390 min. The effect of secondary nucleation appears as small 
particles beside the big crystals that have already been formed 
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5. CONCLUSIONS 
This thesis has focused on the development and implementation of an applicable model-based 
framework for the advanced operation of crystallization processes with special focus on 
antisolvent crystallization operation. An online strategy to directly control crystal size distribution 
in joint cooling antisolvent crystallization processes was proposed.Crystallization of sodium 
chloride in water using ethanol as antisolvent was performed in an experimental bench-scale semi-
batch crystallizer. 
 
The development of effective mathematical model to characterize the crystal growth dynamic is 
crucial. In this work, as a first step, astochastic approach in the form of one dimensional Fokker-
Planck equation was used to model the crystals‟ size distribution dynamic. The model presents a 
number of important features when compared to the more common population balances. It 
provides a simpler representation of process, in terms of three key parameters, but preserving a 
good description of the system as well as allowing analytical solutions in terms of the evolution of 
the CSD during the batch operation. These characteristics make the FPE approach well suited for 
further use as a tool for advanced control applications. 
 
A complete automated bench-scale experimental unit was developed allowing data collection for 
model validations as well as providing a proper set-up for further control and optimization studies. 
In situ measurement of crystals‟ size distribution was incorporated as part of the experimental 
system, for inferring the particles characteristics captured at different time of the experiment. In 
this regard, a multiresolution image-based approach was implemented in this work for on-line 
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particle characterization. The proposed set-up allows for digital images to be taken along the 
experiment at specified sampling times. Applying a combination of thresholding and wavelet-
fractal analysis images are the analysed and the evolution of the CSD along the batch operation is 
determined in automated mode.  
 
A feedback control strategy was implemented for direct control of CSD using the tools 
developed in this work. A multi-loop PI control was considered by manipulating antisolvent flow 
rate and temperature to control the mean size and standard deviation respectively. It was shown 
that conventional control strategies may not be appropriate for certain operational conditions and 
more advanced model-based control strategies may be needed for full optimal control over the 
whole operating of these types of units. 
 
Overall, the results obtained corroborated that the FPE represents a powerful tool for antisolvent 
crystallization operations allowing a novel description, in a compact form, of the CSD in time 
and characterize the process dynamics as well as for on-line implementation of advanced control 
strategies. Furthermore, the implantation and testing of the proposed on-line image-based sensor 
provides a new direction for real-time particle characterization. Currently, there is no clear 
technology to directly characterize on line CSD, especially as in the case under investigation 
when particles are touching and overlapping where individual particle characterization is 
impossible. It was shown in a bench scale experimental setting that this methodology can solve 
those problems and a completely automated system was implemented and utilized for on-line 
feedback control of CSD. 
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5.1 FUTURE WORK 
 
Based on the results of this research a number of key research issues have been identified for 
future research directions: 
 
 The FPE modelling approach discussed in this work could be used to analyze the input-output 
relationships in order to evaluate the process characteristics such as stability and transient 
response. The availability of the analytical solutions has been shown (Cogoni et al., 2013)
56
 that 
input multiplicities are possible in non-isothermal antisolvent crystallization processes. The 
presence of input multiplicities should be properly taken into account when designing the 
process controller. Controllability analysis tools could be used to uncover the ill-conditioned 
nature of the control problems exploiting the availability of analytical solutions. Because of 
poor conditioning of the input-output relationships, evidenced earlier, proper control strategies 
needs to be formulated. 
 
 As part of our experimental investigations and expanding our current experimental tools on-line 
monitoring of the solute concentration could also implemented. This additional measurement 
could be used specifically as part of the control strategy but also will provide practical 
information regarding solute mass transfer and the rate of crystal mass evolution as well as 
allowing us to analyse the performance of alternative control strategies. 
 
 
 As an alternative to the 2x2 PIs structure discussed and implemented in this work, more 
advanced model-based control strategies need to be investigated. Availability of the 
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model in terms of Fokker Planck equation would make possible to optimize the 
antisolvent feed rate and energy consumption. Choosing a desired asymptotic mean µ𝑑  
and standard deviation𝜎𝑑  which is in the process domain, optimal profiles for the 
temperature and antisolvent flow rate could be obtained and proper control strategies to 
guide the process through the optimal trajectories could be implemented. 
 Expanding the capabilities of the stochastic modelling approach to incorporate additional 
phenomena is another area of further developments: This includes alternative formulations 
using 2D formulation of the FPE towards capturing other phenomena taking place during 
the crystallization process. Among them extension of the model capabilities to characterize 
the time evolution of the solute concentration is suggested. This is of critical importance for 
further optimization and control studies.  
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