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In contingent valuation surveys, researchers are usually interested in estimating the population 
willingness to pay for some intervention, WTPPOP, from a sample of the population.  In most of these 
surveys, information is obtained about the respondents attitudes and beliefs, demographic and 
socioeconomic characteristics, and their particular WTP for the intervention in question (either open-
ended, bidding, or discrete choice questions).  This survey data is usually used by environmental 
economists to estimate descriptive statistics (such as population average WTP—symbolically writen as 
WTP ) or regression equations (such as bid or WTP functions), however many of these researchers do 
not make use of the framework in which the survey data were collected (Edwards and Anderson). 
 
1.0  Estimating Willingness to Pay with Contingent Valuation Surveys 
 
Any contingent valuation study can be divided into five stages:  (1) setting up the hypothetical market; (2) 
obtaining bids from the respondents; (3) estimating WTP, either directly or indirectly; (4) estimating bid 
curves; and (5) aggregating WTP from the sample to WTP for the population.  For any survey, the 
validity of the first two is usually the most debated issue of the contingent valuation survey.  The validity 
of the results from either the third or fourth stages depends on the validity of the first two stages, but these 
two stages have concerns of their own.  Estimating WTP or bid functions with data that does not 
accurately reflect the population of interest will result in biased inferences regarding population WTP, 
benefit and welfare estimates.  With the relevant population and time frame identified, issues with 
statistically aggregating the WTP estimates from the sample to the target population are often overlooked 
(Hanley, Shogren, and White). 
 
Using the survey literature associated with social psychology and market research, Edwards and 
Anderson (1987) identified three sources of statistical errors associated with statistical aggregation in 
surveys:  sampling error, nonresponse error and selection error.  For contingent valuation surveys, these   3
errors can be viewed as coming from a process like the one presented in Figure 1.  Sampling errors 
usually occur when data from a nonrandom sample are used to draw inferences for the population of 
interest.  The second, nonresponse errors, occur when systematic differences between respondents and 
nonrespondents occur.  Selection error occurs as a result of respondents censoring their bids.  When 
ignored, WTP estimates will reflect the sampled population, but rarely the true population of interest.  
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1.1  Sampling Errors 
 
Sampling errors are defined as the error that occurs when a sample that does not represent the true 
population of interest is used to draw inferences about the WTP of the population in question.  These 
errors can occur from oversights such as misspecifying the target population (e.g., surveying hunters and 
non-hunters w hen only interested in hunters), improperly implementing a survey, (e.g., surveying 
individuals in a shopping mall on a weekday afternoon), or analyzing data from a survey without 
considering the sample design.  While the probability of selection for any individual need not be the same 
across individuals, the probabilities should be nonzero so all subgroups are represented in the sample 
(Edwards and Anderson).   
 
In most cases, sampling errors occur when the survey’s sample design is either unknown or ignored.  The 
use of sampling weights often allows for greater relative importance to be placed on some sampled 
individuals over others.  When sampled elements are selected with unequal probabilities, such as 
subgroups being disproportionately under sampled, using these survey or sampling weights in any 
analysis can adjust the analysis so it will better reflect the population of interest. 
 
1.2  Nonresponse Errors 
 
Nonresponse, often referred to as "unit nonresponse," is usually the largest  empirical problem a 
contingent valuation survey researcher will face. Regardless of the sampling structure, systematic 
differences between respondents and nonrespondents will usually invalidate population inferences based 
solely on survey data from respondents.  Over the years, researchers in marketing and psychology have 
determined that nonrespondents usually differ from respondents on demographic characteristics, 
socioeconomic status, and attitudes and beliefs, especially those related to the survey in question.  When 
the data  has been available, many contingent valuation studies have found considerable differences   5
between respondents and nonrespondents.  Mitchell and Carson (1989) concluded that individuals who 
have an interest in the intervention under consideration are more likely to respond than those who do not.  
Because these individuals have a greater interest in the intervention, they are also more likely to respond 
with larger WTP values.  
 
The population WTP, WTPPOP, can be viewed as a weighted sum of the respondent and nonrespondent 
values of WTP, WTPRESP and WTPNON.  In particular, WTPPOP ” rWTPRESP + (1-r)WTPNON  where r is 
the likelihood of response.  The bias in using WTP data only from respondents is then: 
(1) 
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(Kalton).  When the likelihood  of response is large, the bias is small.  The bias is also small when 
respondents and nonrespondents are very similar and have similar WTP.  
 
Without any detailed information about nonrespondents, researchers usually take one of two extreme 
positions:  (i) nonrespondents behave the same as respondents or (ii) nonrespondents have a WTP of zero.  
Under the first assumption, population average WTP equals the sample average WTP 
( RESP WTP WTP = ).  Under the second assumption, population average WTP equals a proportion of 
sample average WTP ( RESP WTP WTP ￿ b =  where b is usually related to the response rate).  But 
without any information about nonrespondents, it is very difficult to make reasonable assumptions 
regarding the behavior of nonrespondents. 
 
1.3  Selection Errors 
 
Dealing with selection errors is usually more complicated than dealing with sampling or nonresponse 
errors.  These errors occur as a result of (i) individuals selecting themselves for removal by responding   6
with a protest bid or by not responding to one or more parts of a survey and (ii) analysts removing these 
and other suspect bids and missing values as if they were outliers (Heckman, 1979).  As such, it is often 
referred to as "item nonresponse."  In contingent valuation studies, the item most commonly disregarded 
are the bid or WTP questions, but missing values for the independent variables in the WTP or bid 
functions also present problems.  Like response errors, selection errors occur when sampled elements are 
used to infer relationships for a population where the sampled elements do not represent the target 
population.  As a result of these nonrandom and sometimes systematic censoring of observations, 
subgroups, sometimes identifiable, can be disproportionately represented in the final sample used for 
estimation.  Aggregated estimates of WTP or WTP  will be biased similar to cases of nonresponse error.  
 
1.4  Ideal Survey Data 
 
The ideal survey would have a very high response rate (small nonresponse error), few,  if any, of the 
responses of any concern (small selection error), and an ignorable sample design, most likely due to a 
simple random sample (small sampling error).  In these situations, the data analysis is very direct.  
Calculating population willingness to pay is done by inflating the sample average WTP,  WTP , by the 
number of elements in the population and the estimated sample parameters are unbiased estimates of the 
true population parameters of the WTP or bid function.  In short, the fact that the data were collected by a 
survey can be ignored with almost no effect. 
 
Unfortunately data from contingent valuation surveys are often analyzed in this manner, regardless of 
whether or not the data are ideal survey data.  As will be seen in the remainder of this paper, assumptions 
about the existence and structure of sampling, nonresponse, and selection errors in the data can lead to 
different WTP estimates, sometimes very different estimates.    7
2.0  Statistical Error Correction Methods in Modern Contingent Valuation Studies 
 
In any contingent valuation survey, the process of setting up the hypothetical markets and obtaining bids 
from the respondents will usually be the most criticized argument of the contingent valuation survey.  In 
these studies, the practice of correcting for the survey response-related biases has been scarce due to data 
limitations (Messonnier, et al).  When such data is collected, the correction methods most commonly used 
have been based on the same approach – Heckman’s two-stage specification error method.  These basic 
methods to test for survey response-related biases in environmental economics survey work have been 
addressed by Edwards and Anderson (1987), Loomis (1987), Mitchell and Carson (1989), Whitehead 
(1991), Whitehead, Groohuis, and Bloomquist (1993), and most recently Messonier, et al (2000), among 
numerous others.  
 
2.1  Methods Used in the Glen Canyon Dam study 
 
The Glen Canyon Dam is an energy-constrained hydroelectric facility, unable to sustain peak generation 
for the entire year.  In order to satisfy peak demands, water releases are concentrated during periods of 
high electricity demand resulting in substantial daily fluctuations in the river below the dam.  These 
fluctuations have a variety of environmental impacts, ranging from sediment and habitat loss to decreased 
recreational use.  An extensive study was begun in the early 1990s to examine the non-use benefits from 
changes in dam operations which would reduce the environmental impacts (benefits) and the power 
output (cost) produced at the dam.   
 
It was expected that individuals directly affected by the proposed changes would behave differently than 
those across the nation.  As a result, two distinct populations of interest were sampled:  one representing 
the area affected by the increased utility costs due to the reduced power output at the dam (market   8
sample) and the other representing the entire nation (national sample).  Different sampling frames were 
used for each sample with the objective of representing the different populations.  
 
The design included sending seven versions of a mail survey—four versions for the national sample (low, 
moderate, seasonally adjusted, and seasonally adjusted with moderate fluctuating) and three versions for 
the market sample (low, moderate and seasonally adjusted)—to residents of the United States.  An 
attempt was made to contact all nonrespondents to the mail survey (with available telephone numbers) 
with a follow-up phone survey.  These telephone surveys were used to identify demographic 
characteristics and attitudes of nonrespondents.  The payment vehicle and background information varied 
to ensure that estimates of non-use values reflected both the values held by the nation and those directly 
affected by increased utility bills.  More details of the study can be found in Welsh, et al (1995). 
 
2.1.1  Sources of Statistical Errors 
 
For the national sample, 3,400 surveys were mailed out.  Of those, 776 (23.5%) were deemed out of scope 
leaving 2,624 valid surveys.  Of these valid surveys, 1,728 were returned for a response rate of 65.8%. 
For the phone survey part of the national sample, 1,102 phone interviews were set up.  Of those, 341 were 
deemed out of scope leaving 761 valid phone numbers.  Of the valid phone numbers, 38 were removed 
because a mail survey was returned before the phone survey could be complete and 251 surveys were 
completed for a response rate of 34.7%.  In the WTP analysis, mail survey respondents who voted against 
the proposal at zero cost were assumed to have a willingness to pay amount of zero along with 
respondents who chose not to vote either for or against the proposal.  This later group, however, may have 
been expressing a protest bid.  These two groups represent about 12% and 8.5% of the respondents, 
respectively. 
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2.1.2  Estimating WTP 
 
In the response for willingness to pay an annual amount, the respondent chose between “Definitely Yes”, 
“Probably Yes”, “Not Sure”, ”Probably Not”, and “Definitely Not.”  Two dichotomous choice models 
were created from this selection of response: (i) only the “Definitely Yes” response was considered as a 
positive response, and (ii) either “Definitely Yes” or “Probably Yes” was considered as a positive 
response.  A logistic regression equation was estimated to predict the probability of being willing to pay 
the predetermined annual amount.  The probability of accepting the proposal, p i, was estimated by the 
following equation: 
(2) 






where  i x¢  is a vector of k explanatory variables for individual i.  These variables reflect the perceived 
reality and validity of the valuation process, respondents understanding of the proposal, education, 
income, and environmental attitudes, and the proposed annual cost (Welsh, et al).  A mean WTP function 
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where  j X  is the sample mean for explanatory variable j (j=1,2,…,k-1),  j ˆ b  is the parameter estimate for 
variable j in equation (2) above, and  k ˆ b  is the parameter estimate for the effect of the proposed annual 
cost on the likelihood of accepting the proposal.
1  
 
                                                                 
1 The estimated mean WTP was calculated only for cases where respondents believed their utility bills would 
increase if the proposal passed.   10 
To handle nonresponse and selection errors, the authors identified three problem groups:  (i) respondents 
to the mail survey who either chose to vote against the proposal at zero cost or chose not to vote on the 
proposal (protest bids), (ii) nonrespondents to the follow-up phone survey, and (iii) respondents to the 
follow-up phone survey.  Those in the first two groups were assigned a WTP value of zero.  Assessing 
WTP for respondents to the phone survey was carried out assuming that they differed from respondents 
only in terms of their characteristics, assuming that the likelihood of nonresponse was a random event 
independent of all known and unknown characteristics.  A measure of nonrespondent WTP was imputed 
using equation (3) from the data obtained in the follow-up phone survey.  Estimates for  WTP  were 




2.2  Other Correction Methods used in Contingent Valuation Studies 
 
The methods used in the Glen Canyon Dam study represent only a subset of correction methods in use by 
environmental economists.  Some of the more commonly used and cited methods used in contingent 
valuation studies, such as Heckman's two-stage estimation procedure, are presented in the following 
sections. 
 
2.2.1  Heckman's Two-Stage Estimator 
 
The two-stage Heckman method is most often applied to correct for selection errors from respondents 
because data is available on the respondents for the important or relevant data items.  It is also used to 
correct for nonresponse errors when such data on nonrespondents is available.  The method considers the 
omission of the data as an omitted or latent variable problem.  It examines a sequential decision process, 
the first a binary choice model associated with the d ecision of whether or not to act (respond to the 
                                                                 
2 Futher discussion on the correction of statistical errors can be found in Welsh, et al (1995).   11 
question or agree to a particular bid amount) followed by a model representing the amount of the act (the 
response action or the particular bid amount).  Most contingent valuation studies today used a closed-
ended or dichotomous choice format so the second equation is usually modified to handle the discrete 
choice nature of the contingent valuation study (Messonnier, et al).   
 
In a contingent valuation study, a binary choice model predicts the likelihood of accepting a bid, BIDi, 
from a vector of individual attributes, x i, like beliefs and attitudes, demographic and socioeconomic 
variables and the amount of the bid.  This binary choice model is analyzed using a Probit model where the 
probability of household  i accepting the bid is p i = N(xib) where N is the standard normal probability 
density function. Data on all characteristics, including whether the bid was accepted and the bid amount, 
BIDi, are available for each complete respondent.  The second function e xamines the amount the 
household was willing to bid or whether to vote for the intervention and a possibly different set of 
household characteristics, z i, similar to x i, including the bid amount.  In this second function, only data for 
responding households that accepted the bid amount, a proper subset of the households that responded to 
the survey, are available.  This is the potential source of selection error. 
 
When estimating the model using two-stage least squares, the selection error is dealt with by including a 
factor in the second equation that accounts for the likelihood of accepting the previously specified 
amount.  This variable is the inverse Mills ratio and is defined as 
) ˆ x (






l = = .  If the coefficient on l 
in the second regression  equation is significant, it indicates that some selection bias may have been 
present.  Although estimates from this approach are consistent, any correlation between the error 
structures of the two equations is ignored.  A more rigorous approach is to estimate the two equations 
simultaneously using full-information maximum likelihood (FIML).  When pursued, the two-stage 
method provides a good starting point for the maximum likelihood estimation procedure (Puhani, 2000).   12 
 
This method can also be used to evaluate individual nonresponse error but requires (i) considerable a 
priori information about nonrespondents or (ii) a very high percentage of completed follow-up interviews 
with the nonrespondents. 
 
2.2.2  Bostedt and Boman's Median Estimator 
 
Bostedt and Boman (1996) suggest generating upper and lower bounds for  WTP as an alternate way to 
handle nonresponse.  They begin by arguing that with no further information on nonrespondents,  WTP  
lies in the interval ( RESP WTP a , RESP WTP ) where a is the observed response rate of the survey.  The 
upper limit is reasonable if one believes that individuals with greater WTP are more likely to respond.  
The lower limit is reasonable if WTP is strictly non-negative.   
 
Their approach follows three steps.  The first step is a follow-up phone survey with both respondents and 
nonrespondents.  As with most follow-up phone surveys, the purpose is to obtain demographic and 
attitude information on nonrespondents but no  WTP questions are asked.  Assuming a structural 
relationship has been established between WTP and the questions asked in the follow-up survey
3 and 
NON WTP  has been estimated from the structural relationship and the questions in the follow-up survey, 
updated bounds for WTP  are calculated as 
(4)  { } RESP NON RESP NON WTP WTP ) 1 ( , WTP WTP ) 1 ( a + a - a + b a -  
where b is the share of nonrespondents who answered the follow-up survey.  The lower limit of this 
interval assumes that nonrespondents to the follow-up survey had a WTP of zero. 
   13 
2.2.3  Weighted Least Squares 
 
Loomis' (1987) Weighted Least Squares (WLS) approach examines how the sample and population differ 
across strata, such as income, education and age.  When sample and populations differ across strata, 
weights can be used to obtain consistent estimators of WTP .  The weights, wi, are defined as the relative 
proportion of sampled individuals in a particular stratum.  For individuals in the i
th stratum, the weights 





i w =  where Ni is the population proportion in the i
th stratum and S i is the sampled 
proportion in the i
th stratum (Loomis).  Values for the population proportion are usually obtained from 
historical census data about the target population.  The population mean WTP is then calculated using 
these weights in a WLS estimation of the WTP or bid function. 
 
As pointed out by Mitchell and Carson (1989) among others, key variables that are often systematically 
related to WTP and response decisions are the attitudes and beliefs of the individuals.  Stratifying by 
attitudes and beliefs, however, will likely pose considerable problems for the contingent valuation 
researcher. 
 
2.2.4  Testing for Nonresponse and Selection Error 
 
A common practice in many studies using survey data is to examine, and in some cases test for, 
differences across those sampled and the population of interest.  When data on nonrespondents is 
available, nonresponse errors can be evaluated by comparing characteristics of respondents and 
nonrespondents.  Moreover, selection error can also be examined by comparing characteristics of 
respondents with valid responses to those with protest, missing or otherwise invalid responses. Using 
                                                                                                                                                                                                                 
3 Bostedt and Boman (1996) estimated the parameters of the structural model using a maximum likelihood model.  
Estimates of mean WTP were calculated as the expected value of the bid distribution.  More detail can be found in 
their article.    14 
simple two-sample t-tests, Whitehead, et al (1993, 1994) and Messonnier, et al (2000) test for statistical 
differences across respondents and nonrespondents in regard to characteristics that may be related to WTP 
such as prior knowledge of the environmental concern, income, and other demographic variables as 
collected for both respondents and nonrespondents.  Although a significant difference suggests that the 
two groups being examined are different with respect to some characteristic, these differences may or 
may not cause systematic errors in aggregating WTP estimates.  These tests do, however, produce a list of 
candidate characteristics to examine further. 
 
   15 
3.0  Standard Survey Statistics Methods 
 
A fundamental question in any statistical analysis is “What target parameter is the analysis trying to 
estimate?”  With survey data, statisticians usually consider three choices:  (a) the parameters of the model 
for the sampled data, (b) the parameters of the model for the population model from which the data were 
sampled, or (c) population quantities such as the population mean (Korn and Graubard).  Because the 
main objective of WTP estimation is to provide aggregate estimates, environmental economists using 
contingent valuation surveys are almost always interested in estimating WTP for a population from a 
sample of individuals using a survey which may or may not have a complex sampling design.  Although 
environmental economists have used many of the applied tools to correct for statistical errors, many of 
these tools are ex post tools in that they examine the data on hand, not the process of how the data was 
collected.  Most survey methods, however, are ex ante in that they are based on the data collected process. 
 
3.1  The Use of Survey Weights 
 
Survey or sampling weights can be viewed in a variety of ways.  It is often argued that they effectively 
represent the number of individuals in the population that each sampled individual represents.  Another 
point of view is that they correct for any disproportionality as a result of the sample with respect to the 
target population.  In a simple random sample, each element is selected at random and each sampled 
element represents the same number of elements in the population.  Sampling weights from a simple 
random sample are identical for each individual and are usually ignored.  In complex samples, the 
sampling weights for each individual are different.  This is often interpreted as the number of elements in 
the population that each sampled element represents is different.  Despite the widespread use of sampling 
weights by applied statisticians, their role in any analysis of survey data is the ongoing subject of 
considerable debate among theoretical statisticians (Pfeffermann). 
   16 
Estimators using sampling weights are unbiased, given the sampling distribution, but usually more 
variable than unweighted estimates.  Unweighted estimators, however, are often biased despite their small 
variability.  When a model is properly specified, weighted and unweighted estimators show similar signs 
of association, such as similar population mean tests and significance in regression models, but are likely 
to have different estimated values (Korn and Graubard).  Pfeffermann (1993) surveys the use of sampling 
weights and provides some guidelines on how to incorporate the weights into the analysis.  The general 
conclusion is that sampling weights are best used (i) to test for non-ignorable sampling designs that might 
cause nonresponse errors, and (ii) to protect against model misspecification. 
 
In cases where some individuals or groups in the population have different probabilities of selection than 
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W  where wi is usually the inverse of the probability of element i being selected 
(e.g., wi = 1/pi).  When regression models are estimated, such as bid functions, a reasonable estimator of 
the parameters usually incorporates the weights, usually scaled so they add up to some constant, is given 
by  y W X ) X W X ( b
1 1 1
W
- - - - - - ¢ ¢ ¢ ¢ = =  where W is a diagonal matrix of sampling weights.  Magee, Robb, and 
Burbidge (1998) identify a maximum likelihood estimation procedure for estimation of population 
regression parameters that provides smaller variances than a weighted least squares estimate and is 
approximately unbiased, assuming the underlying distribution in the maximum likelihood equation is 
correct. 
 
3.2  Methods to Correct for Nonresponse Error 
 
Survey nonresponse is a serious problem when identifying or estimating population parameters.  To 
adjust for the nonresponse, most statistical approaches are forced to assume some sort of model relating   17 
likelihood of response to willingness to pay.  The applied and theoretical literature on drawing inferences 
from surveys with nonresponse errors is extensive.  Statistical techniques are classified as either 
randomization or model-based approaches.  In the randomization approach, population values are 
considered fixed where the inferences are based on the distribution of the random sample.  Model-based 
approaches assume the population values are random, conditioned on a particular sample (Little).  Most 
model-based approaches require complex assumptions about the distributions of the missing observations 
that are often untestable.  Moreover, these approaches are not usually very robust when their underlying 




3.2.1  Post-stratification 
 
The most common approach to nonresponse errors is post-stratification, or raking, where the sampled 
elements are re-weighted so they more closely resemble the population they were sampled from.  In this 
approach, the distribution of the sampled data are estimated and compared to the distribution of the 
population being sampled.  This method is very similar to the WLS method presented in Loomis (1987), 
but chi-squared tests of independence are performed to determine the extent, if any, the sample deviates 
from the population.  If required, new weights, 
*
i w , are estimated so that the sample data have the same 
distribution as the population in question and an estimator of  POP WTP  is calculated using 
*
i w  instead of 
wi.  As with the WLS approach, if the nonresponse—WTP relationship is related to demographic and 
socioeconomic characteristics, this approach will reduce any bias created as a result of nonresponse 
errors. 
 
                                                                 
4 Two papers presenting model-based approaches that could apply to contingent valuation surveys can be found in 
Little (1982) and Stasny (1991).   18 
3.2.2  A Quasi-Random Model 
 
Another useful model when nonresponse is prevalent is the quasi-random model (Oh and Scheuren) 
where each element in the sample has a known or estimable probability of responding to the survey, ci.  
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WTP q
 where q i = 1/(pici).  The unbiased nature of this estimator relies on the 
assumption that the probability of response for each sampled element, c i, is known and nonzero.  This 
assumption and the use of this method is questionable due to “hardcore nonrespondents,” where ci = 0 
leaving qi undefined, in many contingent valuation surveys (Kott). 
 
3.2.3  Nonparametric Bounds 
 
Another method of nonresponse error correction is a nonparametric method presented in Horowitz and 
Manski (1998).  They identified nonresponse adjustment methods that are “unabashedly conservative” 
requiring minimal assumptions.  Asymptotic bounds on the bias due from nonresponse can be estimated.  
These provide a set of reasonable bounds on the population parameters in question..   
 
Associated with each observation is a vector of characteristics, (y, x, w, z) where y is the outcome of 
interest, x and w are covariates where w is always observed, and z is an indicator of nonresponse (z = 0 
indicates that y and x are both unobserved).  Given the function of interest, g(y), extreme values of g(y) 
are defined as  ) y ( g inf K Y y 0 ˛ ”  and  ) y ( g sup K Y y 1 ˛ ” .  When interested in the mean of some function 
of interest, g(y), they define E[g(y)|A] as the expected value of the function of interest for all observations 
in set A, a group or subpopulation of interest.  This expected value is defined as the sum of conditional 
expectations over z:   19 
(5)  ) A | 0 z ( P ] 0 z , A | ) y ( g [ E ) A | 1 z ( P ] 1 z , A | ) y ( g [ E ] A | ) y ( g [ E = = ￿ ￿ = = + + = = ￿ ￿ = = = =    
When both y and x are missing, the functions E[g(y)|A,z = 0] and P(z = 0|A) are not identified in equation 
(5).  Bounds on E[g(y)|A] are determined using effective response and nonresponse probabilities  
) A | 1 z ( Pe =  and  ) A | 1 z ( P 1 ) A | 0 z ( P e e = = - - = = = = .  These are calculated using the following equation: 
(6) 
) 0 z ( P ) 1 z ( P ) 1 z | A ( P
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= ￿ =
= = .   
where P(A|z = 1) is the proportion of respondents who are in the subpopulation of interest, P(z = 1) is the 
response rate from the survey and P(z = 0) is the nonresponse rate (i.e., P(z = 0) = 1 - P(z = 1)).  Because 
E[g(y)|A, z = 0] is still contained in [K0, K1], bounds on E[g(y)|A] are: 
(7) 
) A | 0 z ( P K ) A | 1 z ( P ] 1 z , A | ) y ( g [ E
] A | ) y ( g [ E ) A | 0 z ( P K ) A | 1 z ( P ] 1 z , A | ) y ( g [ E
e 1 e
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3.3  Methods to Correct for Selection Error 
 
Missing responses are the most considerable cause of selection error.  Simply put, they occur randomly or 
not randomly.  Data missing at random (MAR) usually only cause inefficiencies in estimates.  Missing 
data not missing at random will often lead to biased estimates.  Because there are numerous ways for 
missing data to occur  not at random, there are as many different, mostly problem specific, correction 
methods.  The statistical methods discussed in this section represent methods that may be useful in 
environmental or contingent valuation surveys.  As with nonresponse errors, these correction methods 
discussed are all randomization approaches. 
   20 
3.3.1  Imputation 
 
The method of imputation is one of the most commonly used tools when examining data that is missing at 
random.  The aim of imputation is to reduce the bias from the selection error, but whether this happens 
depends on the suitability of the assumptions built i nto the imputation procedure used.  Even if the bias 
from selection error is reduced, the relationship between variables can be distorted.  The simplest form of 
imputation involves finding a reasonable replacement for the item in the survey that was omitted.  The 
most notable methods replace the missing observation with the mean or some regression prediction 
(Kalton). When examining observations that are not missing at random, the analyst is required to imposed 
some untestable structure, like a probability model, on the entire data set.  When applied, these imputation 
methods lead to results that can be very misleading (Schafer and Olsen).   
 
More current imputation approaches, and hence approaches to deal with and reduce selection error, look 
at the problem less as a nuisance to be gotten rid and more of another source of variability to be averaged 
over.  Many of these current approaches fall under the category of multiple imputation approaches.  Two 
such multiple imputation approaches are the EM algorithm and data augmentation.  The EM algorithm is 
an iterative process of selecting values for the missing observations and estimating the models of the 
parameter using the data on hand.  Data augmentation is similar to the EM algorithm, but it performs the 
iterative procedure in a stochastic fashion (Schafer and Olsen).  
 
3.3.2  Nonparametric Bounds 
 
Horowitz and Manski’s method of calculating asymptotic bounds on the bias due to nonresponse errors 
can also be applied to the case of selection error.  As before, associated with each observation is a vector 
of characteristics, (y, x, w, z) where y is the outcome of interest, x and w are covariates where w is always 
observed, and z is an indicator of censoring (z = 1 when y is censored).     21 
 
Given the function of interest, g(y), and the extreme values K0 and K1, the expected value of the function 
of interest for all observations over subpopulation of interest A is the sum of conditional expectations: 
(8)  ) A | 0 z ( P ] 0 z , A | ) y ( g [ E ) A | 1 z ( P ] 1 z , A | ) y ( g [ E ] A | ) y ( g [ E = ￿ = + = ￿ = =  
where P(z = 1|A) is the probability of being censored given the covariates are in A.  Although E[g(y)|A, z 
= 1], P(z = 1|A) and P(z = 0|A) are known, E[g(y)|A, z = 0], the function of interest for censored 
respondents, is not.  Bounds on E[g(y)|A, z = 0] are, however, known — K0 £ E[g(y)|A, z = 0] £ K1 — so 
bounds on E[g(y)|A] can be defined as: 
(9) 
) A | 0 z ( P K ) A | 1 z ( P ] 1 z , A | ) y ( g [ E
] A | ) y ( g [ E ) A | 0 z ( P K ) A | 1 z ( P ] 1 z , A | ) y ( g [ E
1
0
= ￿ + = ￿ = £
£ = ￿ + = ￿ =
 
 
3.4  Methods to Correct for both Nonresponse and Selection Error 
 
It is easy to imagine situations in which some combinations of unit nonresponse (nonresponse error) and 
item nonresponse (selection error) are present.  Combining methods such as imputation and post-
stratification can adjust for these sources of error, but do so independently and will fall short if the errors 
are correlated.  Messonier, et al (2000), discuss a hierarchical application of Heckman's two-stage 
estimator that can test for and correct selection error and nonresponse error that can account for this 
correlation.  The data requirements on this approach are quite limiting, however.  Horowitz and Manski 
(1998) discuss this issue in detail and present methods for estimating bounds similar to their approaches 
to nonresponse and selection error that also can account for correlation between the sources of error. 
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4.0  Application to the Glen Canyon Dam 
 
The reanalysis of the data and results provided in Welsh, et al (1995) focused on the three major sources 
of statistical error: sampling, nonresponse, and selection error.  Data and the results from the National 
sample was used in the statistical analyses.  Methods and issues related to sampling errors and sampling 
weights were not applied in this study because the random sample generated by Survey Sampling, Inc., 
was a simple random sample resulting in an ignorable sample design. 
 
4.1  Poststratification 
 
In order to determine whether weighted estimates should be used as in Loomis (1987), the distribution of 
responses in the national survey were compared to established characteristics about the United States in 
1993 from the Statistical Abstract of the United States (1994).  If significant differences exist, the 
weighted estimates and poststratification will bring the sampled data closer the target population across 
specific strata.  Tables 1 through 3 present the distributions across the United States of income category 
by age of householder (Table 1), region of the country (Table 2), and education level of the householder 
(Table 3) and Tables 4 through 6 present the same distributions but for the mail survey respondents. 
 
Table 1:  Distribution of Annual Income by Age of Householder in United States (1993) 
 



















15 to 24  5,265  26.0%  12.6%  25.5%  16.7%  11.8%  5.3%  2.1% 
25 to 34  19,717  12.2%  7.9%  17.9%  17.7%  19.6%  16.9%  7.8% 
35 to 44  22,293  8.9%  5.6%  12.9%  14.4%  19.7%  21.9%  16.7% 
45 to 54  16,837  8.1%  5.4%  11.1%  12.5%  16.9%  22.3%  23.6% 
55 to 64  12,188  13.1%  8.2%  15.7%  14.9%  16.8%  16.7%  14.6% 
65 and older  20,806  24.8%  17.2%  23.6%  13.6%  9.8%  6.5%  4.6%   23 
 
Table 2:  Distribution of Annual Income by Region in United States (1993) 
 



















Northeast  19,470  14.3%  8.3%  15.4%  13.5%  16.3%  17.0%  15.2% 
Midwest  23,385  13.9%  8.9%  17.1%  15.1%  17.5%  16.5%  10.9% 
South  33,904  16.0%  10.1%  18.1%  15.3%  15.6%  14.5%  10.5% 
West  20,347  11.8%  9.0%  16.2%  14.6%  15.9%  17.4%  15.0% 
 
Table 3:  Distribution of Annual Income by Highest Education Level Attained in the U.S. (1993) 
 
    Percentages by Annual Income 
 


















th grade  8,587  35.1%  18.3%  22.3%  11.7%  7.2%  3.9%  1.5% 
Between 9
th and 12
th grade  9,712  28.2%  14.5%  20.9%  15.8%  11.6%  6.5%  2.5% 
High school diploma  29,420  13.6%  10.2%  19.3%  17.3%  18.0%  14.9%  6.7% 
Some college  22,327  8.7%  7.1%  16.2%  16.0%  20.0%  20.4%  11.8% 
Bachelors degree  13,808  4.3%  3.9%  10.2%  11.0%  18.2%  25.6%  26.9% 
Postgraduate work  7,987  2.6%  2.6%  5.7%  8.7%  14.7%  24.1%  41.6% 
 
Table 4:  Distribution of Annual Income by Age of Householder in the National sample 
 



















15 to 24  61  18.0%  8.2%  16.4%  23.0%  14.8%  11.5%  1.6% 
25 to 34  286  4.2%  6.3%  12.6%  18.5%  24.5%  16.1%  12.2% 
35 to 44  380  3.2%  2.6%  10.5%  15.8%  19.7%  17.9%  25.5% 
45 to 54  339  2.7%  3.8%  9.4%  10.0%  21.2%  23.0%  24.8% 
55 to 64  215  6.5%  8.4%  10.7%  18.6%  18.6%  14.9%  16.3% 
65 and older  349  14.0%  12.6%  22.9%  18.1%  11.2%  6.9%  6.3% 
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Table 5:  Distribution of Annual Income by Region in the National sample 
 



















Northeast  324  3.7%  6.5%  11.7%  15.4%  17.9%  17.0%  16.4% 
Midwest  484  7.6%  7.0%  14.7%  16.3%  19.0%  13.4%  13.8% 
South  548  7.7%  7.3%  14.1%  15.3%  16.2%  15.0%  14.6% 
West  340  4.7%  4.4%  10.3%  15.9%  19.7%  15.6%  18.8% 
 
Table 6:  Distribution of Annual Income by Highest Education Level Attained in the National 
sample 
 
    Percentages by Annual Income 
 


















th grade  37  40.5%  18.9%  5.4%  5.4%  8.1%  8.1%  2.7% 
Between 9
th and 12
th grade  90  30.0%  15.6%  21.1%  15.6%  7.8%  1.1%  3.3% 
High school diploma  326  8.6%  11.7%  24.5%  20.9%  15.0%  7.4%  3.1% 
Some college  447  4.5%  6.5%  14.5%  18.8%  20.4%  18.1%  10.5% 
Bachelors degree  439  3.0%  3.9%  8.7%  14.1%  22.6%  19.1%  22.8% 
Postgraduate work  303  1.0%  1.7%  5.6%  11.9%  18.8%  19.8%  37.3% 
 
Chi-square tests were performed to compare the observed distributions from the sample to the expected 
distributions in the United States in 1993.  Table 7 lists the distributions tested and the results.  The results 
from these chi-square tests indicate that the distribution of respondents was nearly identical to the 
distribution of residents in the U.S.  As a result, poststratification was not performed and new sampling 
weights were not estimated for the National sample data. 
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Table 7:  Chi-squared results from comparison between United States and National sample distributions 
 
Distribution Tested  Observed P
2  P-value 
Age  0.157  0.99 
Income  0.597  0.99 
Education  2.831  0.83 
Region  0.044  0.99 
Age by Income  5.603  1.00 
Education by Income  5.899  0.99 
Region by Income  2.527  0.99 
 
 
4.2  Nonresponse Error 
 
Although the two-stage Heckman model to correct for nonresponse was not estimated because the phone 
survey response rates were too small, around 35%, the follow-up phone survey data for nonrespondents 
was used in both the Bostedt-Boman and Horowitz-Manski methods to estimate bounds on mean WTP 
due to nonresponse error.  Selection error issues were ignored by assuming respondents not supporting 
the proposal or expressing a protest bid had zero WTP. 
 
Most of the methods used in this section use estimates of the respondent mean WTP, the nonrespondent 
mean WTP, or both, in their calculations.  Table 8 presents these estimates which were tabulated from 
Table 5-25 in Welsh, et al. 
 
4.2.1  Comparison of Respondent and Nonrespondent Characteristics  
 
Although no statistically significant differences were found between the respondents of the National 
survey and the U.S. population based on the age, income, education, and regional distributions, they still 
may differ on other issues, such as beliefs and attitudes.  Assuming that the responses to the phone survey   26 
are representative of the nonrespondents as a whole, respondents and nonrespondents can be compared.  
The results, displayed in Table 9, indicate that there does exist significant differences between the two 
groups (variables for which statistically significant differences exist are in bold). 
 







Moderate flow  $17.01  $11.75 
Low flow  $24.44  $14.65 
Seasonally adjusted flow  $24.73  $16.08 
Seasonally adjusted flow with 
moderate price impacts 
$28.77  $17.94 
 




Table 9:  Test for Difference across Respondents and Nonrespondents 











  Test for 
equality  
Multivariate Factor 1  4.07  5.383    4.03  5.229    p = 0.89 
Multivariate Factor 2  14.01  4.349    13.73  5.082    p = 0.40 
Multivariate Factor 3  0.60  3.053    1.02  3.078    p = 0.04 
Multivariate Factor 4  10.06  3.094    9.68  3.320    p = 0.09 
Multivariate Factor 5  7.92  2.810    7.76  2.914    p = 0.42 
Percent Male  46%  0.50    56%  0.50    p = 0.003 
Ever been to Glen Canyon Dam  11%  0.31    7%  0.26    p = 0.03 
Ever heard of Glen Canyon Dam  29%  0.45    25%  0.44    p = 0.20 
Ever visited a National Park  84%  0.37    46%  0.50    p < 0.0001 
Ever Visited the Grand Canyon  35%  0.47    18%  0.39    p < 0.0001 
n   1592 to 1696*    196 to 248*     
 
* The number of samples varied for most variables due to missing observations. 
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Although there was little difference in the multivariate, environmental factors discovered by Welsh, et al, 
more females responded to the survey and more respondents had been to Glen Canyon Dam.  The most 
notably differences were whether an individual had visited a National Park (84% to 46%) and whether an 
individual had visited the Grand Canyon (35% to 18%).  These results indicate that the respondents were 
more active in the outdoors and would likely have had an increased interest in, and hence a higher WTP 
for, the proposals. 
 
4.2.2  Bounds from Bostedt and Boman Method 
 
They key assumption in using this method is that the telephone survey respondents represent the entire 
group of nonrespondents needs to hold.
5 Estimates of mean WTP for respondents were estimated using 
equation (3).  Estimates of nonrespondent mean WTP were calculated using the estimated equation (3).  
These estimates were reported in Table 8. 
 
Setting a = 0.658, the initial bounds on mean WTP described in section 2.2.2 are  
Scenario  Initial bounds 
Scenario 1  ($11.19, $17.01)  
Scenario 2  ($16.08, $24.44) 
Scenario 3  ($16.27, $24.73) 
Scenario 4  ($18.93, $28.77) 
 
With b = 0.347, estimates of the updated bounds are calculated using the mean WTP reported in Table 8 
and the bounds in equation (4).  Updated estimates are presented in Table 12. 
 
                                                                 
5 Since nonrespondents are unknown, this is an untestable assumption.  The response rate of only 35% does not 
provide much confidence on the assumption.   28 
4.2.3  Nonparametric Bounds 
 
The function of interest g(y) from section 3.2.3 is the WTP function, defined using the average WTP 
function from equation (3).
6  Because no particular subset of the respondents is of interest, the set A is 
defined for this problem as the set of all respondents.  Therefore we set P(A|z = 1) = 1.  Because of this 
assumption, the effective probabilities are the same as the unconditional probabilities, namely Pe(z = 1|A) 
= P(z = 1) = 0.658 and Pe(z = 0|A) = P(z = 0) = 0.342 using equation (8).  
 
To calculate the bounds, however, mean WTP (E[g(y)|A, z = 1]), and the infimum and supremum, K0 and 
K1, need to be specified.  Estimates of mean WTP for respondents are reported in Table 8.  They also 
assumed WTP was assumed to be non-negative, setting K 0 = 0.  Because WTP is bounded above by 
income, or more appropriately bounded by disposable income, K 1 can be set to some proportion of the 
average observable income. This estimate would likely generate an upper bound that was too high.
7   
 
Instead, a simple Probit model was estimated relating the likelihood of “Definitely” voting for the 
proposal to the annual bid amount.  A reasonable estimate for K 1 was determined to be the annual bid 
predicted by the Probit model that resulted in a probability of “Definitely” voting for the proposal of no 
greater than 0.01%.  From this analysis, K1 was set to $675.  The estimated bounds are presented in Table 
12.  Limiting the probabilities to those greater than 0.01% would decrease the upper limit K1. 
 
                                                                 
6 Any WTP function that has been discussed could have been used to draw comparisons but using the function used 
in the original analysis will make for a more interesting comparison. 
7 Using the ratio of PCE to GDP for 1993 and the average reported income from the survey, K1 would be set to 
$28,000.   29 
 4.3  Selection Error  
 
Selection errors in this study will occur in one of two ways:  (i) protest bids or (ii) missing data on one or 
more variables of interest, including the decision of whether to present a protest bid and how likely one 
would be to vote for a particular annual cost.  A simple and somewhat realistic assumption to make 
regarding the missing observations is that the protest bids were not missing at random and all other 
missing observations were missing at random.  
 
Evaluating selection errors from protest bids was performed using the two-stage Heckman method and the 
Horowitz-Manski bounds.  Selection errors from simple missing data were ignored; these observations 
were simply dropped from the analysis.  Nonresponse issues were ignored by assuming nonrespondents 
had zero WTP. 
 
4.3.1  Comparison of Respondents with Valid and Protest WTP Responses 
 
As stated earlier, the only selection error analysis was performed on those respondents with protest bids.  
The results, displayed in Table 10, indicate that there does exist a very significant difference between the 
two groups (variables for which statistically significant differences exist are in bold). 
 
The differences between these two groups were similar to the differences between respondents and 
nonrespondents.  There was a statistical difference in more of the multivariate environmental factors (four 
of the five multivariate environmental factors determined by Welsh, et al), indicating different 
environmental attitudes and concerns, and those responding with protest bids were significant less active 
in the outdoors, in particular whether an individual had visited a National Park (74% to 86%) and whether 
an individual had heard of the Glen Canyon Dam (31% to 23%). 
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Table 10:  Test for Difference across Individuals with Valid and Protest Bidders 
 











  Test for 
equality 
Multivariate Factor 1  0.47  0.50    0.46  0.50    p = 0.66 
Multivariate Factor 2  5.50  5.96    3.69  5.15    p < 0.0001 
Multivariate Factor 3  12.39  4.83    14.45  4.11    p < 0.0001 
Multivariate Factor 4  1.48  3.18    0.36  2.98    p < 0.0001 
Multivariate Factor 5  9.28  3.27    10.28  3.01    p < 0.0001 
Ever been to Glen Canyon Dam  0.10  0.30    0.11  0.31    p = 0.63 
Ever heard of Glen Canyon Dam  0.23  0.42    0.31  0.46    p = 0.004 
Ever visited a National Park  0.74  0.44    0.86  0.34    p < 0.0001 
Ever Visited the Grand Canyon  0.30  0.46    0.35  0.48    p = 0.07 
n =  327 to 357*    1265 to 1339*     
 
* The number of samples varied for most variables due to missing observations. 
 
4.3.2  Two-Stage Heckman Method 
 
A two-stage least squares approach was taken to correct for selection error.  A Probit model relating the 
likelihood that a household voted positively (e.g., did not object to the project or provide a protest bid) to 
explanatory variables is estimated to generate values for the inverse Mills ratio for all observations.  The 
second equation estimated was a logistic regression model that included the inverse Mills ratio similar to 
equation (2).   
 
The following were considered as possible explanatory variables in both first and second stage. The 
estimates from the both stages of the Heckman method are presented in Table 11.  The baseline is an 
individual with some postgraduate education that was asked to bid on flow scenario 4, seasonally adjusted 
flow with moderate price impacts.   31 
 
Table 11:  Results from both stages of the Two-Stage Heckman Method 
 
  First Stage: 
Probit Regression Model 
Second Stage: 
Logistic Regression Model 
Parameter  Estimate  Wald P
2  P-value  Estimate  Wald P
2  P-value 
Been to Glen Canyon Dam  -0.1953  0.1478  0.1863  -0.6100  0.2994  0.416 
Heard of Glen Canyon Dam  0.1608  0.1078  0.1358  0.7195  0.2141  0.0008 
Visited a National Park  0.3433  0.1013  0.0007  1.2262  0.4268  0.0041 
Multivariate factor 1  -0.0231  0.0114  0.0432  -0.1419  0.0331  0.0001 
Multivariate factor 2  0.0594  0.0135  0.0001  0.2934  0.0612  0.0001 
Multivariate factor 5  --  --  --  -0.1359  0.0674  0.0439 
Age  -0.0068  0.0025  0.0064  -0.0138  0.0076  0.0718 
Annual bid amount  --  --  --  -0.0094  0.0014  0.0001 
School:  Less than 8
th grade  -1.0872  0.2620  0.0001  -25.3831  47,896  0.9996 
  Some high school  -0.5232  0.1878  0.0053  -1.7001  0.6660  0.0107 
  High school grad  -0.6933  0.1319  0.0001  -2.1992  0.6388  0.0006 
  Some college  -0.1670  0.1297  0.1980  -0.7801  0.2451  0.0015 
  College grad  -0.1828  0.1294  0.1576  -0.5868  0.2421  0.0153 
Survey Version:  Scenario 1  -0.3653  0.1096  0.0009  -1.1318  0.3636  0.0019 
  Scenario 2  0.0056  0.1156  0.9614  -0.3231  0.2232  0.1478 
  Scenario 3  -0.1795  0.1121  0.1093  -0.4773  0.2501  0.0564 
Inverse Mills ratio  --  --  --  5.5453  2.2788  0.0167 
Number of observations  1512  1212 
log Likelihood  -659.30  -492.89 
 
The double dash (--) indicates that the variable was not used in that model. 
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This equation is similar to equation (3) except that includes the Inverse Mill's ratio as an independent 
variable.  As with equation (3), the k+1
th variable is the annual bid amount.  The results from this method 
are presented in Table 12. 
 
4.3.3  Nonparametric Bounds 
 
The function of interest g(y) from section 3.3.2 is the WTP function, defined using the average WTP 
function from equation (3).  Because no particular subset of the respondents is of interest, the set A is 
defined for this problem as the set of all respondents.  Therefore, the conditional and unconditional 
probabilities are the same, namely P(z = 1|A) = P(z = 1) = 0.795 and P(z = 0|A) = P(z = 0) = 0.205. 
 
As before, the mean WTP (E[g(y)|A, z = 1]) is needed to calculate the bounds on WTP.  These values 
were $23.96, $29.45, $32.11, and $35.52 for the four scenarios, respectively (Table 5-25 in Welsh, et al).  
Using the same lower and upper bounds from 4.2.3, $0 and $675, and these conditional means for the 
different scenarios, the estimated bounds are presented in Table 13. 
 
. 
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5.0  Results 
 
Estimates for population average WTP for the different methods are presented in Tables 12 and 13.  Table 
12 contains WTP estimates for the methods correcting for nonresponse error and Table 13 contains WTP 
estimates for the methods correcting for selection error. 
 
Table 12:  Comparison of Population Weighted Average WTP Estimates from National Survey and 
Methods Correcting for Nonresponse Error 
 
 
Dam / Response Option 






Moderate Flow  $13.65  ($12.59, $15.21)  ($11.19, $242.04) 
Low Flow  $20.15  ($17.82, $21.09)  ($16.08, $246.93) 
Seasonally Adjusted Flow  $20.55  ($18.19, $21.77)  ($16.27, $247.12) 
Seasonally Adjusted Flow with 
Moderate Price Impacts 
$23.79  ($21.07, $25.07)  ($18.93, $249.78) 
 
Table 13:  Comparison of Population Weighted Average WTP Estimates from National Survey and 
Methods Correcting for Selection Error 
 
 
Dam / Response Option 






Moderate Flow  $13.65  $116.44  ($19.04, $157.42) 
Low Flow  $20.15  $180.57  ($23.41, $161.79) 
Seasonally Adjusted Flow  $20.55  $167.38  ($25.53, $163.91) 
Seasonally Adjusted Flow with 
Moderate Price Impacts 
$23.79  $209.39  ($28.24, $166.62) 
 
The first thing of note is the estimates from the methods that attempted to correct for nonresponse errors 
are similar to those provided by Welsh, et al.  Nonresponse errors were examined by the follow-up phone 
survey of nonrespondents and using equation (3) to estimate their WTP.  The assumptions underlying all 
these methods were very similar, in particular that selection errors were ignored (e.g., those replying with   34 
protest bids and those not willing to vote for the proposed scenario at zero cost).   The upper limit on the 
Manski and Horowitz bounds is high to the estimate of the upper bound on WTP, K0. 
 
The estimates from the methods that attempted to correct for selection errors, however, were very 
different than results reported by Welsh, et al, and across the different methods.  As stated above, the 
upper limit on the Manski and Horowitz bounds is due to the estimate of K0, but the estimates from the 
Heckman method are greater most likely due to the attempt to correct the estimation of the WTP function 
for the omitted variables problem caused by selection error.  All other methods took the estimated WTP 
function, equation (3), as given.  Again, no method attempted to correct for both errors simultaneously. 
 
Finally, these are only estimates, and bounds on the estimates, of population mean WTP.  In their analysis 
of the Glen Canyon Dam survey, Welsh, et al, also estimate standard errors of their estimates and report 
confidence intervals.  Comparing estimates of the standard errors and confidence intervals would provide 
a more complete analysis of the different methods. 
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6.0  Concluding Remarks 
 
Environmental economists are making great strides to reduce the many biases facing contingent valuation 
surveys, like hypothetical markets and payment vehicles.  When contingent valuation surveys are done by 
well-trained experts, the data from these surveys represents what it is supposed to represent--the WTP of 
economic agents for some intervention.  The process of WTP aggregation will expose different sources of 
error creating biased and inefficient estimates of population mean WTP.  Well-established survey 
methods and the modern methods like those discussed in this paper can be used to reduce these survey 
related biases and inefficiencies. 
 
But what if the errors and biases facing the researcher are orders of magnitude larger than their statistical 
errors?  If WTP estimates from contingent valuation surveys are only used a benchmarks to guide the 
policy maker, does the use of these statistical methods make any difference?  Regardless of the strengths 
and weaknesses of the contingent valuation method used, the survey process will introduce problems of 
its own (Messonnier, et al).  If the researcher is committed to providing the best estimates possible, she 
needs to address and correct the problems where possible. 
 
While this paper does not present all the possible methods that are at the disposal of the researcher who is 
estimating WTP from a contingent valuation study, the objective was to expose the reader to a variety of 
important issues and a few applications.  For environmental economists and contingent valuation studies, 
the relationship between the valuation survey and questions, the potential sources of statistical errors, and 
statistical and survey research methods should be more fully understood.  The bottom line is simple:  
environmental economists performing contingent valuation surveys should be well versed in survey 
statistics and should work closely with survey statisticians; a chain is only as strong as it's weakest link. 
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