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Abstract
We investigate the correspondence between existence/stability of BPS
states in type II string theory compactiﬁed on a Calabi-Yau manifold
and BPS solutions of four dimensional N=2 supergravity. Some para-
doxes emerge, and we propose a resolution by considering composite
conﬁgurations. This in turn gives a smooth eﬀective ﬁeld theory de-
scription of decay at marginal stability. We also discuss the connection
with 3-pronged strings, the Joyce transition of special Lagrangian sub-
manifolds, and Π-stability.1 Introduction
An old and common idea in physics is that a particle makes its presence manifest
via excitation of ﬁelds. If one puts a lot of particles together, one gets a macroscopic
object, well described by classical physics, and correspondingly one expects the ﬁeld
excitations to be well described by a classical ﬁeld theory. In particular, it seems
obvious that wherever we trust this ﬁeld theory as a good description of the low
energy physics, a well-behaved solution to the ﬁeld equations corresponding to that
object should exist.
Type II string theory compactiﬁed on a Calabi-Yau manifold is described at low
energies by a four dimensional N = 2 supergravity theory coupled to massles vector-
and hypermultiplets. Quantum corrections to these theories are relatively well
under control, and yet they are remarkably rich in content, with various intriguing
connections to nontrivial physics and mathematics.
When string perturbation theory can be trusted, massive charged BPS particles
in these theories can be described by D-branes wrapping nontrivial supersymmetric
cycles in the Calabi-Yau manifold, or more generally by boundary states of the
conformal ﬁeld theory describing the relevant string perturbaton theory. When the
low energy supergravity theory can be trusted, the same objects can be described by
solutions to the ﬁeld equations of motion. It turns out that not all charges support
BPS states in the string theory, and that not all charges have BPS solutions in the
supergravity theory. Thus, in suitable regimes, one naturally expects some sort of
correspondence between supergravity solutions and D-branes.
Such a correspondence, while physically quite plausible, is in its consequences
highly nontrivial. For instance, it would give rise to a number of powerful predictions
about the existence of special Lagrangian submanifolds in Calabi-Yau manifolds,
and the existence of boundary states in conformal ﬁeld theories. However, as we
will show in this paper, closer examination of this supposed correspondence reveals
some intriguing puzzles. In particular, it turns out that the traditional assumption
of the particle as a source localized in a single point of space leads to inconsistencies.
Fortunately, once again, string theory ﬁnds its way out, and an interesting resolution
to this paradox emerges.
The outline of this paper is as follows. In section 2, we brieﬂy review the rel-
evant geometry underlying low energy type IIB string theory compactiﬁed on a
Calabi-Yau manifold. In section 3, the derivation of the attractor ﬂow equations
is revisited. We start from a duality invariant bosonic action, discuss an inter-
pretation as a static string action, derive the spherically symmetric attractor ﬂow
equations in two diﬀerent forms, and comment on a subtlety arising for vanishing
cycles. In section 4, we analyze some properties of solutions, with special empha-
sis on conifold charges, leading to “empty holes”, and a short discussion of equal
charge multicenter solutions. Then we tackle the existence issue: the attractor ﬂow
turns out to break down when the central charge has a regular zero, and this leads
to a natural conjecture on the existence of BPS states [3]. However, this natural
1conjecture leads to some puzzling paradoxes. This is illustrated in section 5, using
the example of a certain BPS state at the Gepner point of the quintic, known to
exist, but nevertheless having a regular zero of the central charge. A second puzzle
is illustrated in the SU(2) Seiberg-Witten model. In section 6, we propose a reso-
lution to these puzzles; the key is to consider composite conﬁgurations. A thought
experiment brings us rather naturally to the required conﬁgurations, in a spherical
shell approximation. A stability check is made using test particle probes, and a
representation as composite ﬂows is given, making direct contact with 3-pronged
strings in a suitble rigid limit. A smooth eﬀective ﬁeld theory picture for decay at
marginal stability emerges, and Joyce’s stability conjecture for special Lagrangian
submanifolds is recovered. We brieﬂy comment on Π-stability [40]. Finally, in sec-
tion 7, the analysis of general stationary multicenter solutions is initiated. Some
properties of solutions can be inferred directly from the equations of motion. In par-
ticular, the intrinsic angular momentum of the multicenter composites is computed.
Section 8 summarizes our conlusions, and indicates some open problems.
2 Geometry of IIB/CY compactiﬁcations
To establish notation and our setup, let us brieﬂy review the low energy geometry
of type IIB string theory compactiﬁed on a Calabi-Yau 3-fold. Some of the more
technical elements of this section are only needed for the derivation of some more
technical results further on.
We will follow the manifestly duality invariant formalism of [3]. Consider type
IIB string theory compactiﬁed on a Calabi-Yau manifold X. The four dimensional
low energy theory is N = 2 supergravity coupled to nv = h1,2 massless abelian
vectormultiplets and nh = h1,1 + 1 massless hypermultiplets, where the hi,j are the
Hodge numbers of X. The hypermultiplet ﬁelds will play no role in the following
and are set to zero.
The vectormultiplet scalars are given by the complex structure moduli of X, and
the lattice of electric and magnetic charges is identiﬁed with H3(X,Z), the lattice of
integral harmonic 3-forms on X. The “total” electromagnetic ﬁeld strength F is (up
to normalisation convention) equal to the type IIB self-dual ﬁve-form ﬁeld strength,
and is assumed to have values in Ω2(M4) ⊗ H3(X,Z), where Ω2(M4) denotes the
space of 2-forms on the four dimensional spacetime M4. The usual components of
the ﬁeld strength are retrieved by picking a symplectic basis αI,βI of H3(X,Z):
F = F
I ⊗ βI − GI ⊗ α
I. (2.1)
The total ﬁeld strength satisﬁes the self-duality constraint:
F = ∗10F, (2.2)
where ∗10 is the Hodge star operator on the ten-dimensional space time, which
factorises on the M4 × X compactiﬁcation as ∗10 = ∗4 ⊗ ∗X. To prevent overly
2heavy notation, we will also denote the Hodge dual in X by a hat, so for any form
Γ on X:
b Γ ≡ ∗XΓ (2.3)
Note that this operation is moduli-dependent. The constraint (2.2) relates the F
and G components in (2.1). The (source free) equation of motion and the Bianchi
identity of the electromagnetic ﬁeld are combined in the equation dF = 0, implying
locally the existence of a potential: F = dA.
The geometry of the vector multiplet moduli space, parametrized with nv coor-
dinates za, is special K¨ ahler [4]. The (positive deﬁnite) metric
ga¯ b = ∂a¯ ∂¯ bK (2.4)
is derived from the K¨ ahler potential
K = −ln(i
Z
X
Ω0 ∧ ¯ Ω0), (2.5)
where Ω0 is the holomorphic 3-form on X, depending holomorphically on the com-
plex structure moduli. It is convenient to introduce also the normalized 3-form
Ω = e
K/2 Ω0. (2.6)
The “central charge” of Γ ∈ H3(X,Z) is given by
Z(Γ) ≡
Z
X
Γ ∧ Ω ≡
Z
Γ
Ω, (2.7)
where we denoted, by slight abuse of notation, the cycle Poincar´ e dual to Γ by the
same symbol Γ.
In the following we will frequently make use of the (antisymmetric, topological,
moduli independent) intersection product:
 Γ1,Γ2  =
Z
X
Γ1 ∧ Γ2 = #(Γ1 ∩ Γ2) (2.8)
With this notation, we have for a symplectic basis {αI,βI} by deﬁnition  αI,βJ  =
δI
J. We will also often use the (symmetric, positive deﬁnite, moduli dependent)
Hodge product:
 Γ1,c Γ2  =  Γ1,∗XΓ2  =
Z
X
Γ1 ∧ ∗XΓ2. (2.9)
When the Γi denote cohomology classes, their harmonic representative will always
be assumed in (2.9).
Every harmonic 3-form Γ on X can be decomposed according to H3(X,C) =
H3,0(X) ⊕ H2,1(X) ⊕ H1,2(X) ⊕ H0,3(X) as (for real Γ):
Γ = i ¯ Z(Γ)Ω − ig
a¯ b ¯ D¯ bZ(Γ)DaΩ + c.c., (2.10)
3where we introduced the K¨ ahler covariant derivative on Z and Ω:
Da ≡ ∂a +
1
2
∂aK (2.11)
This decomposition is orthogonal with respect to the intersection product (2.8),
and diagonalizes the Hodge star operator:
∗X Ω = −iΩ and ∗X DaΩ = iDaΩ (2.12)
For further reference, we write down the following useful identities:
Z
X
Ω ∧ ¯ Ω = −i (2.13)
Z
X
DaΩ ∧ ¯ D¯ b¯ Ω = iga¯ b (2.14)
(d + iQ + idα)(e
−iαΩ) = e
−iα DaΩdz
a , (2.15)
where α is an arbitrary real function and Q is the chiral connection:
Q = Im(∂aKdz
a). (2.16)
As an example of an application, one can easily check the following expressions
for intersection and Hodge products:
 Γ1,Γ2  = 2Im[−Z(Γ1) ¯ Z(Γ2) + g
a¯ b DaZ(Γ1) ¯ D¯ b ¯ Z(Γ2)] (2.17)
 Γ1,c Γ2  = 2Re[Z(Γ1) ¯ Z(Γ2) + g
a¯ b DaZ(Γ1) ¯ D¯ b ¯ Z(Γ2)], (2.18)
3 The attractor ﬂow equations revisited
We now turn to the investigation of 4d supergravity BPS solutions with charged
sources corresponding to D3-branes wrapped around a nontrivial supersymmetric
(i.e. special Lagrangian) 3-cycle [5] Γ of X. In the mirror IIA picture this corre-
sponds to BPS states with (mixed) 0-, 2-, 4- and 6-brane charge.
Such N = 2 supergravity solutions and the remarkable attractor mechanism
emerging in this context were ﬁrst studied, from supersymmetry considerations,
in [1]. An approach based on the bosonic action, which we will also follow here,
was pioneered in [2]. Further explorations were made in [8], and various solutions
analyzed in [9, 10, 11, 12]. A rich connection with D-branes, geometry and arith-
metic was discovered in [3]. Some recent work on analogous phenomena in ﬁve
dimensional theories includes [13].
Part of this section is a review of well known results, though the geometric,
manifestly duality invariant setup we use may give a clarifying alternative point of
view on some of these. Also, the strategy outlined here to obtain the BPS equations
directly from the bosonic action will enable us in section 7 to do the same for the
4general stationary case (possibly non-static, with multiple centers having mutually
nonlocal charges), adding further insight to the solutions of [11]. Furthermore,
some subtleties in the derivation of the ﬂow equations will turn out to be relevant
for a proper treatment of the solution for conifold charges later on, and ﬁnally, an
interpretation of the reduced action as that of an eﬀective stretched string will allow
us to make contact with the 3 − 1 − 7 brane description of BPS states in N = 2
QFT.
So we believe it’s worthwhile to revisit this derivation. However, the reader only
interested in the resulting equations can safely skip the derivation and proceed with
section 4.
3.1 Duality invariant formalism
The relevant bosonic part of the usual 4d low energy eﬀective N = 2 supergravity
action is, in 4d Planck units:
S4D =
1
16π
Z
M4
d
4x
√
−GR − 2ga¯ b dz
a ∧ ∗d¯ z
¯ b −
1
4γ2
Z
M4
F
I ∧ GI (3.1)
where γ is a convention dependent number, F I = dAI and the GI are obtained
from the F I using the selfduality constraint (2.2). On the other hand, the bosonic
4d spacetime part of the low energy eﬀective action of a probe D3-brane wrapped
around a supersymmetric 3-cycle in the homology class Γ, in a given background,
is [5, 6, 7]:
SΓ = −
Z
|Z(Γ)|ds +
√
π
γ
Z
 Γ,A , (3.2)
with Z(Γ) as in (2.7), dA = F, and   ,   denoting the intersection product (2.8).
The integral is over the eﬀective particle worldline.
Combining (3.1) and (3.2), assuming Γ to be electric with respect to the choice
of symplectic basis (that is, Γ is a linear combination of the αI), we see that an
electromagnetic ﬁeld produced by such a source with charge Γ satisﬁes, for any
spatial surface S surrounding the source:
Z
S
F =
√
4πγ Γ (3.3)
Now while the action (3.1) makes four dimensional general covariance manifest,
it is not invariant under electromagnetic duality rotations (i.e. change of symplectic
basis in (2.1)). A straightforward, manifestly covariant action exhibiting manifest
duality invariance does not exist. In fact, since the 4D theory descends directly from
type IIB supergravity, this problem is equivalent to the nonexistence of a straight-
forward generally covariant action for the self-dual four-form potential. However,
a perfectly satisfactory, though not manifestly covariant action for self-dual forms
has been known for quite a while [14], and this action (dimensionally reduced) will
actually turn out to be very convenient for our purposes.
5To write down this action for an arbitrary background metric, one introduces
the usual shift and lapse vectors [15] N0 and Ni, putting the four dimensional metric
in the form:
ds
2 = −N
2
0dt
2 + Gij(dx
i + N
idt)
2. (3.4)
The shift vector determines a three dimensional 1-form N = GijNjdxi. We will
use boldface notation to refer to three dimensional quantities throughout. Thus
d = dxi ∂i, the 3d Hodge dual (based on Gij) is denoted by ∗, and the spatial part
of the total electromagnetic ﬁeld F is
F = Fij dx
i ∧ dx
j = dA. (3.5)
The H3(X,R)-valued 3-vector potential A is considered to be the fundamental
variable (instead of the 4-vector potentials AI in the formulation based on (3.1)).
The action obtained from [14] with our compactiﬁcation assumptions is then:
Se.m. =
1
4γ2
Z
dt
Z
M3
Z
X
F ∧ ∂tA − (N0 F ∧ ∗b F + N ∧ ∗F ∧ ∗F) (3.6)
The integral over X yields simply the intersection product (2.8). Since the above
expression does not refer to any choice of symplectic basis, it is indeed manifestly
duality invariant. The equation of motion following from this action is the self-
duality condition (2.2), with F = dA, where A0 arises as an integration constant.
Of course, since A0 does not exist oﬀ shell in this formulation, we can no longer
use the coupling of the electromagnetic ﬁeld to sources as in (3.2). Instead, its
coupling to charges is implemented by imposing the constraint (3.3), which only
involves the spatial ﬁelds. Again, no reference to a choice of basis is made. Note
that the presence of charges will induce Dirac string singularities in A, or require
the introduction of a nontrivial bundle structure.
The coupling of the source to gravity and the scalars remains unchanged.
We will use (3.6) instead of the electromagnetic part of (3.1). In section 7 the
full form of this action at nonzero N will be used to derive the BPS equations
for the general stationary case, but it’s instructive (and suﬃcient for most of our
purposes) to ﬁrst consider some simpler cases.
3.2 Reduced action for static spherically symmetric conﬁg-
urations
In [16] it was argued that time independent BPS conﬁgurations require a metric
that can be expressed in the form
ds
2 = −e
2U(dt + ωidx
i)
2 + e
−2Udx
idx
i (3.7)
This is the metric ansatz we will use throughout this paper. Usually we will also
restrict to asymptotically ﬂat spacetimes, i.e. U,ω → 0 at spatial inﬁnity. Let us
6ﬁrst consider static, spherically symmetric conﬁgurations. Then ω = 0 and U is a
function of the radial coordinate r = |x| only. Similarly we take the moduli za to
be function of r only, and we can assume F to be of the form
F =
γ
√
4π
sinθdθ ∧ dφ ⊗ Γ (3.8)
where θ and φ are the usual angular coordinates and Γ ∈ H3(X,Z) is the charge of
the source. Then the total electromagnetic ﬁeld is, with τ ≡ 1/r:
F = F + ∗4 b F =
γ
√
4π
(sinθdθ ∧ dφ ⊗ Γ + e
2Udτ ∧ dt ⊗ b Γ), (3.9)
which trivially satisﬁes the required equations of motion and duality constraints
dF = 0 and F = ∗4 b F.
In terms of the inverse radial coordinate τ = 1/r, the total action per unit time
reduces, under these assumptions, and dropping a total derivative proportional to
¨ U, simply to:
Seff = S/∆t = −
1
2
Z ∞
0
dτ { ˙ U
2 + ga¯ b ˙ z
a˙ ¯ z
¯ b + e
2UV (z)} − (e
U|Z|)τ=∞ (3.10)
where the dot denotes derivation with respect to τ and (cf. (2.18))
V (z) =
1
2
 Γ,b Γ  (3.11)
= |Z|
2 + g
a¯ b DaZ ¯ D¯ b ¯ Z = |Z|
2 + 4g
a¯ b ∂a|Z| ¯ ∂¯ b|Z| (3.12)
with Z = Z(Γ). The “potential” e2UV (z) is proportional to the electromagnetic
energy density. The boundary term in (3.10) comes from (3.2). In principle, this
reduced action has to be supplemented by the constraints coming from variations
of the metric (consistent with spherical symmetry) other than the U mode. In
particular here this gives the constraint ˙ U2 +  ˙ z 2 − e2UV (z) = 0. However, as we
will see, this turns out to follow already from (3.10) (with the given source coupling
and allowing arbitrary variations of the ﬁelds at τ = ∞ in the variational principle).
So we will simply proceed with the analysis of the action as it stands.
Note that (minus) this eﬀective action per unit time can be interpreted as de-
scribing a nonrelativistic particle moving in (U,z)-space, subject to the potential
−e2UV (z), with time τ [2] (ﬁg. 1). Only the initial (τ = 1/r = 0) position of this
eﬀective particle is ﬁxed. The τ → ∞ asymptotic behavior is given by requiring
vanishing of the boundary terms at τ = ∞ when varying the ﬁelds. This yields for
τ → ∞
˙ U → −e
U|Z| (3.13)
˙ z
a → −2e
Ug
a¯ b ¯ ∂¯ b|Z|. (3.14)
Incidentally, these are precisely the attractor ﬂow equations, as we will see below.
Note that this condition also implies the vanishing of the (conserved) eﬀective par-
ticle’s energy, Eeff = ˙ U2 +  ˙ z 2 − e2UV (z) = 0, which is precisely the “additional”
constraint discussed earlier.
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Figure 1: Typical case sketch of the potential −e2UV in which the eﬀective particle
is moving, plotted as a function of e2U and the moduli z. Of the three plotted
trajectories, only (c) satisﬁes the required asymptotic conditions yielding a BPS
black hole.
3.3 Interpretation as a static string action
In fact, the reduced action (3.11) can also be interpreted — and this is perhaps more
natural — as a Polyakov action for a static string in (U,z) space, with (variable)
tension T = eUp
V (z), in the background target space metric
ds
2 = −dt
2 + dU
2 + ga¯ bdz
ad¯ z
¯ b, (3.15)
and worldsheet metric ∼ diag(−T,T −1) with respect to the worldsheet time resp.
space coordinates t and τ. The vanishing of the eﬀective particle’s energy Eeff is
equivalent to the Virasoro constraint, which can be used to transform the action to
the Nambu-Goto form
S = −
Z
dtdτ e
U√
V
q
˙ U2 +  ˙ z 2. (3.16)
The asymptotic condition (3.13)-(3.14), being equivalent to the attractor ﬂow equa-
tions, forces the endpoint of the string at τ = ∞ to be ﬁxed at an attractor point
(see below). The other endpoint is ﬁxed at the values of the moduli and U at spatial
inﬁnity in the supergravity picture. The equations of motion determine the string
to be a geodesic in (U,z) space.
This interpretation, in a suitable rigid (i.e. gravity decoupling) limit of N = 2
supergravity [7, 17, 12] (leading to Seiberg-Witten theory [18]1 and its general-
izations), makes direct contact with the description [20] of BPS states in N = 2
1For an analysis of BPS solutions of pure low energy eﬀective N = 2 SU(2) Yang-Mills theory,
see [19]. The solutions obtained there can be seen to be the rigid limit of supergravity attractor
ﬂows [12].
8quantum ﬁeld theories as stretched strings in a nontrivial background. For ex-
ample, repeating the above analysis for a charge (ne,nm) state in the pure SU(2)
Seiberg-Witten eﬀective theory (or considering a suitable rigid limit of supergrav-
ity), one ﬁnds an eﬀective reduced action with similar structure, with one modulus
u, V (u) = |ne + nmτ|2/Imτ (where τ(u) is the usual modular parameter of the
SW Riemann surface), and evidently U ≡ 0. For, say, a magnetic monopole, the
attractor point turns out to be its vanishing mass point u = 1 (see also section 5.2).
Hence our eﬀective string will be a geodesic stretched in the Seiberg-Witten plane,
between an arbitrary modulus uτ=0 and u = 1. Thus we arrive precisely at the
picture of [20].
We will return to this point later on. In particular, the phenomenon of three-
pronged strings [21] appearing in this context will turn out to be related to the
resolution of some intriguing paradoxes.
3.4 BPS equations of motion
The BPS equations of motion can be obtained from (3.10) by the usual Bogomol’nyi
trick of completing squares. This can be done in two ways, yielding two diﬀerent
forms of the BPS equations. The ﬁrst way is well known [2]:
Seff = −
1
2
Z ∞
0
dτ {( ˙ U ± e
U|Z|)
2 +   ˙ z
a ± 2e
Ug
a¯ b¯ ∂¯ b|Z| 
2}
±e
U|Z|
￿
￿
￿
τ=∞
τ=0
− (e
U|Z|)τ=∞ (3.17)
leading to the BPS equations
˙ U = −e
U|Z| (3.18)
˙ z
a = −2e
Ug
a¯ b ¯ ∂¯ b|Z|. (3.19)
This is the form of the equations found in [2]. The other sign possibility is excluded
by the asymptotic condition (3.13)-(3.14), or alternatively, by requiring physical
acceptability: “wrong sign” solutions have runaway behavior, severe curvature sin-
gularities at ﬁnite distance, negative ADM mass, and are gravitationally repulsive.
The second way of squaring the action uses the Hodge product (2.9); if for a
3-form C on X we write
|C|
2 =  C, b C  (3.20)
and we denote the position dependent phase of the central charge as
α = argZ(Γ) (3.21)
then we have, using (2.13)-(2.15):
Seff = −
1
4
Z ∞
0
dτ e
2U |2Im[(∂τ + iQτ + i ˙ α)(e
−Ue
−iαΩ)] + Γ|
2
−(e
U|Z|)τ=0 (3.22)
9where Qτ = Im(∂aK˙ za), as in (2.16). (We have left Uτ=0 arbitrary here, though in
the asymptotically ﬂat case this is zero of course.) Note that we take the holomor-
phic 3-form Ω and the unnormalized holomorphic Ω0 (cf. (2.6)) to be only dependent
on the spacetime coordinates through the moduli za(τ). This is in contrast to refs.
[9], where a (convenient) explicit position dependence of normalisation and phase of
Ω0 was chosen.2 However, from a Calabi-Yau geometrical point of view it is perhaps
more natural to pick a dependence only through the moduli. In numerical compu-
tations, this has the further advantage that one can work with a ﬁxed expression for
Ω. Furthermore, in this way the phase α appears naturally in the equations, and
this phase (which can be identiﬁed with the phase of the conserved supersymmetry
[3]) will play a crucial role in the comparison with geometrical results on special
Lagrangian manifolds [22].
The BPS equation following from (3.22) is again obtained by putting the square
to zero:
2Im[(∂τ + iQτ + i ˙ α)(e
−Ue
−iαΩ)] = −Γ. (3.23)
However, by taking the intersection product with Γ on both sides of the equation,
and using (3.21), it follows that Qτ + ˙ α = 0, hence the BPS equation becomes
simply
2∂τ Im(e
−Ue
−iαΩ) = −Γ. (3.24)
Conversely, by taking the intersection product of the latter equation with ¯ Ω, using
(2.15) and (2.13), and taking the imaginary part of the result, one obtains again
Qτ + ˙ α = 0, and hence (3.23). Now (3.24) readily integrates to
2Im(e
−Ue
−iαΩ) = −Γτ + 2Im(e
−Ue
−iαΩ)τ=0. (3.25)
This is a powerful result, as it solves, in principle, the BPS equations of motion
of the system. To bring it in a perhaps more familiar form, choose a symplectic
basis {αI,βI} of H3(X,Z), write Γ = −qIαI +pIβI, deﬁne the holomorphic periods
XI =  αI,Ω0 , FI =  βI,Ω0 , and take intersection products of this basis with the
above equation. This gives:
2e
−U+K/2 Im(e
−iαX
I) =
pI
r
+ c
I (3.26)
2e
−U+K/2 Im(e
−iαFI) =
qI
r
+ dI , (3.27)
where we re-introduced r = 1/τ, and cI,dI are constants. If, as in [8, 9], we would
pick an Ω0-gauge where K ≡ 2U and α ≡ 0, one retrieves the expressions appearing
in those references. Note also that the ﬂow equations (3.18)-(3.19) are nothing but
the projections of (3.23) on e−iαΩ resp. e−iαDaΩ.
Of course, ﬁnding the explicit ﬂows in moduli space from (3.25) requires inversion
of the periods to the moduli, which in general is not feasible analytically. However,
2One is free to make such a gauge choice, at least locally, since phase and normalisation of Ω0
do not enter the action (3.1).
10in large complex structure approximations [9] or numerically for e.g. the quintic,
this turns out to be possible.
One ﬁnal remark is in order. The solution (3.25) was derived from the action
(3.22) under the implicit assumption that the quantity between brackets is not
proportional to (the Poincar´ e dual of) a vanishing cycle ν (that is, a cycle for which
the Hodge square  ν,b ν  = 0, like the conifold cycle at a conifold point of moduli
space). If that is the case, the Hodge square appearing in (3.22) is automatically
zero, no matter what the expression inside the |   | is (as long as it is ﬁnitely
proportional to a vanishing cycle). Actually, a we will see, such situations do occur
naturally, and the previous remark should eliminate possible confusion there.
4 Attractors and existence of BPS states
4.1 Properties of some solutions
In what follows we will assume asymptotic ﬂatness, i.e. Uτ=0 = 0. Then solutions
to (3.18)-(3.19) saturate the BPS bound
M = |Zτ=0|. (4.1)
All mass is located in the ﬁelds: the “bare mass” contribution (eU|Z|)τ=∞ is zero.
Indeed, (3.18) and (3.19) imply that both eU and |Z| are monotonously decreasing
functions satisfying the estimate eU|Z| ≤ |Z|/(1 + |Z∞|τ), hence eU|Z| → 0 when
τ → ∞. More precisely, equation (3.19) implies
∂τ|Z| = −4e
Ug
a¯ b ∂a|Z| ¯ ∂¯ b|Z| ≤ 0, (4.2)
so the ﬂows in moduli space described by (3.18) and (3.19) converge to minima
of the central charge modulus |Z(Γ)| (ﬁg. 2). Therefore the moduli values at the
horizon are generically invariant under continuous deformations of the moduli at
spatial inﬁnity, and hence only dependent on the charge Γ, a phenomenon referred
to as the attractor mechanism. The attractor values of the moduli correspond to
Calabi-Yau manifolds with very remarkable arithmetic properties, as explored in
detail in [3].
4.1.1 Black holes
The above estimate also implies that when Z∞  = 0, the solution is a black hole
with horizon at τ = ∞. From the form of the metric (3.7) and direct analysis of
equation (3.18) in the limit τ → ∞, the near horizon geometry can be seen to be
AdS2 × S2:
ds
2
NH = −
r2
|Z∞|
2dt
2 +
|Z∞|
2
r2 dx
2. (4.3)
The corresponding macroscopic entropy is A/4 = π|Z∞|2. These black holes have
been studied extensively in the literature [1, 2, 8, 9, 11, 10].
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Figure 2: Typical ﬂow gradient ﬁeld in moduli space (represented here by the z-
plane) close to a generic attractor point with nonzero minimal |Z|. The gradient
vectors vanish at the attractor point.
4.1.2 Empty holes
When the D3-brane wraps a conifold cycle, i.e. a cycle vanishing at a conifold point,
the minimal value of the central charge modulus is zero, and the above discussion of
the generic case does no longer apply. However, since conifold cycles are known to
exist (close to a conifold point) as special Lagrangian submanifolds, and therefore
as physical BPS particles, it is natural to ask what the corresponding supergravity
solution looks like.
Again, the ﬂow in moduli space will converge to a point where |Z| is minimal,
which in this case is a point on the conifold locus, where Z vanishes. At the conifold
locus, the Calabi-Yau degenerates and we get an additional massless hypermultiplet
in the low energy theory, so there we cannot necessarily trust our supergravity ap-
proximation. However, the results obtained are physically pleasing and interesting,
so we will ignore this potential problem and proceed.
For simplicity, following [3], we will consider only one modulus, z, which we
deﬁne to be the holomorphic (Ω0) period of the vanishing cycle. Then the K¨ ahler
potential and metric close to the conifold point (z → 0) can be taken to be:
e
−K ≈ k
2
1 +
1
2π
|z|
2 ln|z|
2 + k2Rez (4.4)
gz¯ z ≈
1
2πk2
1
ln|z|
−2, (4.5)
where k1 and k2 are positive constants. This geometry can be observed for instance
close to the conifold point of the quintic, or (in a rigid limit) close to the massless
monopole or dyon singularities in Seiberg-Witten theory.
The central charge of N times the vanishing cycle close to z = 0 is Z = N
k1z and
12Figure 3: Energy density sketch of an “empty hole”.
the attractor ﬂow equations in this limit are
˙ U = −
N
k1
e
U|z| (4.6)
˙ z = −2πk1Ne
U z
|z|
1
ln|z|−2 , (4.7)
with solution (approximately for z → 0) given by:
argz = const. (4.8)
|z|ln|z|
−1 =
￿
πk1N eU∗ (τ∗ − τ) for τ < τ∗
0 for τ ≥ τ∗
(4.9)
U =
1
4πk2
1
|z|
2 ln|z|
−2 + U∗ , (4.10)
where τ∗ and U∗ are constants depending on initial conditions.
So here the attractor point z = 0 is reached at ﬁnite nonzero coordinate distance
r∗ = 1/τ∗ from the origin. In the core region r < r∗, the ﬁelds z and U are
constant and the geometry is ﬂat. There is no horizon and the core contains no
energy ( ˙ U = ˙ z = 0 and V (z) = 0), hence the name “empty hole” (ﬁg. 3). The
solution z(τ) is once and U(τ) twice continuously diﬀerentiable at τ = τ∗, so the
curvature stays ﬁnite (and can be made arbitrary small by taking N suﬃciently
large). However, higher derivatives diverge at τ = τ∗, so strictly speaking the
(two derivative) supergravity approximation breaks down here.3 Nevertheless, we
believe this is a physically sensible solution. For instance, one could use it (in the
straightforward multicenter extension given section 4.2) to compute the dynamics
of a large number of slowly moving empty holes, in moduli space approximation,
with sensible results. Note that due to the fact that these solutions are not black
3This can perhaps be cured by including higher derivative terms or the new massless hyper-
multiplet in the eﬀective action, smoothing out the solution, but presumably not changing it too
much.
13holes, one will obtain a moduli space geometry for nearly coincident centers which
is completely diﬀerent from the black hole one discussed in [23, 24]. In particular,
there will presumably be no coalescence, in agreement with the physical expectation
that no BPS bound states should exist for branes wrapping a conifold cycle [25].
We could also have used (3.25) to construct this solution (in particular cases
this would in fact be a more powerful method to extract exact results, also away
from the near conifold limit). However, naive application of this formula would lead
to a ﬁeld conﬁguaration that is not constant inside the core: at τ = τ∗, the central
charge phase α jumps discontinuously from α∗ to α∗ + π, and for τ > τ∗, one gets
the “solution” corresponding to the ﬂow equations (3.18)-(3.19) with the opposite
(=wrong) sign. As discussed in section 3.4, this is not an acceptable solution; it is
not BPS, and physically ill-behaved.
The way out of this paradox is the remark given at the end of section 3.4:
equation (3.25) needs only to be satisﬁed down to the radius where the conifold
attractor point is reached. If we keep the ﬁelds constant below this radius, the BPS
condition is automatically satisﬁed. This eliminates some confusion arising in the
literature in this context.
Note that even though the solution (4.8)-(4.10) was derived in the near conifold
limit, the conclusion that the attractor point is reached at ﬁnite τ is also true for
moduli at inﬁnity farther away from the conifold point, since the region where the
approximation becomes valid will in any case be reached after ﬁnite τ. Furthermore
solutions at diﬀerent N are related by simple scaling; the core radius is proportional
to N. So the solution will never be a black hole, no matter where we start in the
moduli space, and no matter how many particles we put on top of each other.
The attractor mechanism causes the mass to stay outside the Schwarzschild radius,
protecting the conﬁguration from gravitational collapse.
If the modulus z0 at spatial inﬁnity τ = 0 is suﬃciently small, the core radius
is given by r∗ =
πk1N
|z0|ln|z0|−1. In the zero mass limit z0 → 0, the core radius goes to
inﬁnity, leaving a completely ﬂat space. If on the other hand one boosts up the
particle while sending z0 → 0, in such way that the total energy remains constant,
one obtains [12] in the limit z0 → 0 the Aichelburg-Sexl shockwave metric [26] for
a massless particle moving at the speed of light. Again, this is physically sensible.
Finally note that we have derived the empty hole solution assuming all charge
to be located at x = 0. However, exactly the same solution for U and the moduli
would have been obtained for any spherically symmetric charge distribution inside
the core region. In particular the energy density and space curvature would have
been the same. In that sense the charge is actually delocalized. It could for example
be a spherical shell of radius r∗ (this is perhaps the most natural location of the
charges, as the “emptyness” of the core then becomes quite intuitive).
All this is of course very reminiscent of the enhan¸ con mechanism of [27]. One
could say that the massless conifold particle is the “enhan¸ con” curing the repulson
singularity one would obtain for example by applying naively formula (3.25). The
main diﬀerence is that there is no enhanced gauge symmetry in the core region, but
14Y:
Figure 4: Flow gradient ﬁeld in the Y =
R
Γ Ω0-plane close to a regular point Y = 0
in moduli space where the central charge vanishes. The gradient vectors do not
vanish at the attractor point, leading to a breakdown of the ﬂow.
rather an additional massless charged hypermultiplet.
It would be interesting to ﬁnd out whether empty holes, like their black hole
cousins [28], also have a Maldacena dual [29] QFT description.
4.1.3 No holes
As observed in [3], the ﬂow equations (3.18)-(3.19) do not always have a solution:
if the attractor point of the ﬂow happens to be a simple zero of Z, at a regular
point of moduli space, the ﬂow will reach Z = 0 at ﬁnite τ = τ∗ and cannot be
continued in a BPS way to the interior region τ > τ∗ (see also ﬁg. 4). The basic
diﬀerence with the previous case is the absence of the “damping” factor 1/ln|z|−2
in the inverse metric on the right hand side of (3.19) (or (4.7)), so that the constant
ﬁeld conﬁguration at Z = 0 is no longer a solution. On the other hand, by taking
the charge suﬃciently large, the curvature can be made again arbitrary small, so
the absence of a supergravity solution should be quite meaningful.
Physically, one indeed doesn’t expect a BPS state with charge Γ to exist in a
vacuum near a regular point where Z(Γ) = 0: such a particle would be massless at
Z = 0, which (by integrating it out) should lead to a singularity in moduli space
[25], in contradiction with the supposed regularity of the point under consideration.
4.2 Equal charge multicenter solutions
The single center conﬁguration discussed above is readily extended to the multi-
center case with equal (or parallel) charges in the centers. (Multicenter solutions
with non-parallel charges are considerably more involved, and will be discussed in
15Figure 5: Some surfaces of equal τ in the 2-center case.
section 7.) One simply replaces τ = 1/|x| by
τ ≡
1
N
N X
i=1
1
|x − xi|
, (4.11)
where the xi denote the positions of the particles, each with charge Γ (ﬁg. 5). Since
the complete setup is formally the same as for the spherically symmetric case, so
are the attractor ﬂow equations. Therefore, everything said about the spherically
symmetric case applies to the multicenter case as well.
For nearly coincident centers, the black hole near horizon geometry now becomes
“fragmented” AdS2 × S2, as discussed in [28].
Though a proof for the general case is still lacking, it is expected [30] that the
moduli space geometry for the dynamics of slowly moving centers can be derived
[24] from the potential
L =
Z
d
3xe
−4U . (4.12)
4.3 Existence of BPS states
The issue of existence of BPS states with given charge in theories with N = 2
supersymmetry in four dimensions is nontrivial and profound. The simplest example
of such a theory is probably SU(2) N = 2 Yang-Mills theory. The low energy
dynamics of this theory was exactly solved in [18], where it was found that the BPS
spectrum at weak coupling consists of the gauge boson and a tower of dyons of
arbitrary integer electric charge and one unit of magnetic charge, while at strong
coupling it consists solely of the magnetic monopole and the “elementary” dyon
with one unit of electric and one unit of magnetic charge. Here “strong coupling”
has the precise meaning of being inside a certain curve in the one dimensional
moduli space, called the curve of marginal stability. At this curve, the various BPS
particles have parallel central charges, so that they become only marginally stable
against decay into constituents.
16Similar phenomena are expected for type II string theory compactiﬁed on a
Calabi-Yau 3-fold. Here the subject is intimately related to the existence of D-
branes wrapped on supersymmetric cycles, since these are the objects that represent
the BPS states. For instance in type IIB theory, at least in the large complex
structure limit, existence of a BPS state of charge Γ ∈ H3(X,Z) is equivalent
with existence of a special Lagrangian submanifold in the homology class (Poincar´ e
dual to) Γ [5]. In type IIA theory, in the large volume limit, it is equivalent with
existence of holomorphic submanifolds endowed with certain holomorphic bundles
(or more precisely sheaves). At certain special points in moduli space, existence
can be proven using the boundary state formalism. Recently, the problem has been
studied intensively from various points of view: special Lagrangian submanifolds
[5, 31, 22, 32, 33], holomorphic geometry and boundary states [34, 35, 36, 37, 38,
39, 40, 41] and low energy eﬀective supergravity [3, 36].
We will study this problem from the latter point of view, namely the low energy
supergravity theory. The idea [3] is as follows. If a certain charge supports a BPS
state, one certainly would expect a corresponding 4d supergravity solution to exist,
at least for suﬃciently large charge, such that the supergravity approximation can
be trusted. The converse statement is perhaps less evident, but with the knowledge
that some charges indeed do not have BPS supergravity solutions (see section 4.1.3),
it is quite tempting to conjecture an exact correspondence, at least for suﬃciently
large charges. Clearly, considering the degree of diﬃculty of the problem in other
approaches, such a correspondence would be very powerful.
The above considerations were used in [3] to arrive at the following proposal
for an existence criterion for BPS states with given charge. Choose moduli za
0 at
spatial inﬁnity and a charge Γ, and denote the minimal value of |Z(Γ)| where the
solution of (3.18)-(3.19) ﬂows to by |Z|min. There are three distinguished cases.
• Type a: |Z|min  = 0. The attractor ﬂow exists and yields a regular BPS black
hole solution. In this case one expects to have a BPS state in the theory
with the given charge. Note that if the existence of a BPS state in a certain
vacuum za
0 is thus established, it will also exist in any other vacuum that
lies “upstream” the Γ attractor ﬂow passing through the point za
0, where
“upstream” means in the opposite direction of the ﬂow given by (3.18)-(3.19).
Since |Z| has no maxima in moduli space [2], the upstream ﬂows will tend to
regions of moduli space at inﬁnite distance, like the large complex structure
limit. This also explains to a certain extent why BPS states are more likely
to exist at large complex structure than in the bulk of modulispace.
• Type b: the ﬂow tends to a singularity or a boundary of moduli space, where
|Z| might or might not vanish. More information is needed to decide whether
the BPS state exists or not.
• Type c: |Z|min = 0, and this minimum is reached at a regular point in moduli
space. As discussed in section 4.1.3, the ﬂow breaks down and the charge is
17expected not to support a BPS state.
Though this proposed criterion works nicely for e.g. T 6 [3], it can fail in more
general cases, as we will argue in the next section. More precisely, it turns out that
some type c cases do correspond to BPS states present in the theory.
5 Puzzles and paradoxes
5.1 Puzzle 1: Solution suicide; states at the Gepner point
of the quintic.
We start by considering the example of the quintic Calabi-Yau, ﬁrst analyzed in
great detail in [42]. In particular, we will study BPS states in type IIB theory on
the mirror quintic W (or equivalently in type IIA on the quintic M itself). This
manifold can be obtained [43] as a Z3
5 quotient of the manifold in P4 given by the
equation
W : x
5
1 + x
5
2 + x
5
3 + x
5
4 + x
5
5 − 5ψx1x2x3x4x5 = 0. (5.1)
The transformation ψ → ωψ with ω5 = 1 can be undone by a coordinate trans-
formation x1 → ω−1x1, and thus the complex structure moduli space of W can be
parametrized by ψ5. The moduli space has three singularities: the Gepner point
ψ5 = 0, which is a Z5 orbifold singularity, the conifold point ψ5 = 1, where a 3-cycle
vanishes, and the large complex structure limit ψ5 = ∞, mirror to the large volume
limit of the quintic.
In [35], building on [34], the D-brane spectrum of this theory was studied, mainly
from the conformal ﬁeld theory perspective. In particular the existence of a number
of BPS states was established at the Gepner point ψ = 0. These states were labeled
as |00000 B,|10000 B,...,|11111 B. The state |00000 B corresponds to a D3-brane
wrapped around the conifold cycle on the type IIB side, and to a D6-brane on
the type IIA side.4 It becomes massless at the conifold point ψ = 1. The state
|10000 B has two units of D6-brane charge and ﬁve units of D2-brane charge in
the type IIA theory, and the state |11000 B has one unit of D6- and ﬁve units of
D2-brane charge. The expected dimension of the deformation moduli space of these
three states is respectively 0, 4 and 11.
According to the existence criterion of section 4.3, we should ﬁnd “good” at-
tractor ﬂows with ψ = 0 at spatial inﬁnity for all these states; they should not be
of type c. To address this question, one needs the exact moduli space geometry
and central charges (Ω-periods) at arbitrary points in moduli space for the charges
under consideration. From the results of [42, 35, 44], all this is indeed available, in
terms of certain Meijer functions [44] of the modulus ψ5. It is still hard then to
4The identiﬁcation of the type IIA D-brane charges depends on the chosen analytic continuation
to large complex structure, so it has some intrinsic arbitrariness (see [35] for some discussion of
this point).
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Figure 6: Left: modulus of the central charge as a function of ψ for the state
|11000 B. The variable ψ parametrizes a ﬁve-fold cover of the moduli space around
the Gepner point ψ = 0. The discontinuities in the graph are due to monodromies
around the conifold points ψ5 = 1. There is a regular nonzero minimum |Z|min ≈
1.61 at ψ ≈ 0.85. Right: corresponding ﬂows in the ψ-plane. The ﬁve fat blue lines
are the cuts for the periods, starting at the conifold points. The green line with
arrow from ψ = 0 to the attractor point is the ﬂow for the Gepner vacuum.
tackle this problem analytically, but numerically using for instance Mathematica,
it becomes quite tractable.
As an example, we show in ﬁg. 6 the modulus of the central charge Z as a
function of ψ for the state |11000 B. In this case we ﬁnd indeed a nice regular BPS
black hole solution, with |Z|min ≈ 1.61 at the attractor point ψ ≈ 0.85 (to make
the supergravity approximation valid, we should actually put a large number N of
these charges on top of each other, but this simply rescales the solution). The same
is true for |11100 B (|Z|min ≈ 2.78 at ψ ≈ −0.51), for |11110 B (|Z|min ≈ 4.58 at
ψ ≈ −0.15), and for |11111 B (|Z|min ≈ 7.43 at ψ ≈ −0.07). For |00000 B we ﬁnd
an empty hole solution with attractor point ψ = 1.5
However, as also noticed in [36], for the state |10000 B, we are in trouble. As
shown in ﬁg. 7, the attractor point ψ ≈ −1.46 is a regular zero of |Z|, so we have
a type c situation: the supergravity solution does not exist!
Note that, though in conﬂict with the criterion of section 4.3, this result is
not in contradiction with the physical expectation that a charge with Z = 0 at a
regular point cannot support BPS states in a neighborhood of that point: the zero
ψ = ψ∗ ≈ −1.46 and the Gepner point ψ = 0, where the existence of the state is
established, can be separated by a line of marginal stability where the state decays
5Incidentally, in all cases we ﬁnd |Z(ψ)| to be symmetric under ψ → ¯ ψ, illustrating the rather
special character of the boundary states constructed in [34, 35].
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Figure 7: Left: modulus of the central charge as a function of ψ for the state
|10000 B (notice the change in viewpoint with respect to ﬁg. 6: the ψ-plane is
rotated 90 degrees). There is a regular zero at ψ ≈ −1.46. Right: |Z| as a function
of |ψ| on the negative real axis.
into lighter BPS constituents. So it is perfectly possible to have a BPS state with
the given charge at ψ = 0 and no such state close to ψ = ψ∗.
Still, we clearly do have a physical problem here. This can be seen most clearly
by considering the following thought experiment (ﬁg. 8). Imagine a very large
number of particles with the given charge on a huge sphere of radius R, in a vacuum
with ψ = 0. For R → ∞ we expect to be allowed to neglect the backreaction of the
particles on the bulk ﬁelds, and the description of these particles as CFT boundary
states in the ﬁxed background should be valid. Since we know from [34, 35] that
the CFT boundary states corresponding to these particles exist and are BPS in
the given vacuum, such a conﬁguration should indeed exist and be BPS. Now give
each of the particles the same very small inward velocity, and let us approximate
the particle cloud as a uniformly charged spherical shell of adiabatically decreasing
radius R. When the sphere becomes smaller, the collective backreaction becomes
more important: outside the sphere, the ﬁelds will be given by the attractor ﬂows
(3.18)-(3.19); inside the sphere, the ﬁelds are constant. Note that this conﬁguration
is indeed BPS: the energy stored in the bulk ﬁelds outside the shell is Eout =
|Z|r=∞ − (eU|Z|)r=R, the energy of the shell itself is Eshell = (eU|Z|)r=R, and the
energy stored in the ﬁelds inside the shell is zero, adding up to a total energy
Etot = |Z|r=∞.
But if this motion goes on and nothing happens, we run into disaster: when R
becomes smaller than the nonzero radius r∗ where the attractor ﬂow breaks down,
we no longer have a sensible solution! Moreover, by the physical argument given
earlier, we actually expect that the particle cloud doesn’t even exist anymore at
20?
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Figure 8: Left: shell of BPS particles with zero central charge at the regular point
ψ = ψ∗, slowly moving inward. Right: sketch of |ψ−ψ∗| as a function of the distance
r from the origin. The thick green line is the actual value when the radius of the
sphere equals R. The thin red line shows how |ψ−ψ∗|r=R would progress when the
shell moves further inward.
this point...
We propose a way out in section 6.
5.2 Puzzle 2: Monodromy murder; dyons in Seiberg-Witten
theory
For our second (but closely related) puzzle, we consider the monopole in the Seiberg-
Witten low energy eﬀective theory for SU(2) N = ∈ Yang-Mills [18]. This theory
can be obtained from the N = 2 supergravity theory describing the low energy
physics of type II string theory compactiﬁed on a suitable Calabi-Yau manifold,
in a certain rigid (=gravity decoupling) limit [45, 17, 12, 7]. The BPS solutions of
this eﬀective abelian theory (see [19] for a discussion taking into account nonabelian
corrections) can correspondingly be obtained as rigid limits of supergravity attractor
ﬂows [12]. Because gravity decouples, U is zero everywhere. The attractor ﬂow
equation for the modulus u(τ) is6
˙ u = −
√
2g
u¯ u ∂¯ u|Z|, (5.2)
where gu¯ u is the inverse Seiberg-Witten metric and Z is the central charge; for
electric charge ne and magnetic charge nm, this is Z = nea(u) + nmaD(u), where a
and aD are given by certain hypergeometric functions [18].
Because Z(u) is now analytic, the only possible minima of |Z| are zeros. In
fact, it is easy to see from (5.2) that the ﬂows are lines of constant Z-phase, which
of course necessarily end on a zero of Z. As before, to have a solution, the zero
6The factor
√
2 is due to the conventions used in [18]. We take Λ ≡ 1.
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Figure 9: Right: Monopole ﬂows in the Seiberg-Witten u-plane for Reu > 0. Left:
continuation of these ﬂows to Reu < 0 by rotating the starting point of the ﬂow
counterclockwise around u = ∞. The fat blue lines are period cuts. The attractor
point is the “conifold” point u = 1, where the monopole becomes massless. When
performing the monodromy around u = ∞, a critical ﬂow is encountered (passing
through the dyon singularity u = −1) beyond which no solution exists: the red
dashed lines are “false ﬂows”; they continue beyond the cut (not shown on ﬁgure)
and crash at a regular zero.
cannot be at a regular point, so it should be at the singularity u = 1 where the
monopole becomes massless, or at u = −1 where the elementary dyon becomes
massless. Therefore, the only solutions to (5.2) are of the empty hole type: the
monopole, with attractor point u = 1, and the elementary dyon, with attractor
point u = −1, plus of course their oppositely charged partners. In a neighborhood
of their respective attractor points, with the choice of period cuts shown in ﬁg. 9,
the monopole has charge (ne,nm) = (0,1), while the elementary dyon gets assigned
the charge (1,1) above the cut and (1,−1) below.
Again, we are facing a puzzle. It is well known that at weak coupling (that is,
outside the line of marginal stability given by aD/a ∈ R), the BPS spectrum also
contains a tower of dyons with nm = ±1 and arbitrary (integer) ne. These however
correspond to “false ﬂows” breaking down at a regular zero of Z = nea+nmaD (on
the line of marginal stability). The same problem arises for the purely electrically
charged massive W-boson.
The paradox can be seen most sharply by starting with a (0,1) monopole ﬂow
and performing a u → e2iπu monodromy around u = ∞ (ﬁg. 9). Doing this mon-
odromy once should generate a higher dyon with charge (2,−1), doing it twice
should yield a (−4,1) dyon, and so on. However, when circling around u = ∞, at a
certain point, one arrives at a critical ﬂow passing through the u = −1 singularity.
When one tries to “pull” the ﬂow through this singularity, a catastrophe occurs:
due to the nontrivial monodromy of the magnetic charge around u = −1, the ﬂow
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Figure 10: The two possible sequences of events for the inmoving shell of section
5.1, as described in the text; 1: Γ-shell contracts, 2: marginal stability for decay
Γ → Γ1 + Γ2 is reached at r = rms and the Γ-particles split, 3: Γ1-shell stays at
rms and Γ2 moves further in, 4: ﬁnal conﬁguration, a Γ2-center surrounded by a
Γ1-shell, 3’,4’: same as 3,4 with Γ1 and Γ2 interchanged.
can no longer end on u = 1; instead, past the singularity, it starts to diverge away
from the ﬂow just before criticality, and breaks down at the point (on the line of
marginal stability) where Z(2,−1) (analytically continued along the ﬂow) becomes
zero.
Physically, we don’t expect anything really drastic to happen when we vary the
moduli at inﬁnity just a little bit, yet we seem to ﬁnd it can cause a complete
breakdown of the solution.
So what is going on here?
6 Resolutions
6.1 Composite conﬁgurations
We now turn to the resolution of these puzzles. To get a ﬁrst hint of what could do
the job, consider again the situation described in section 5.1; the suicidal solution
produced by an inmoving charged shell of charge Γ. As explained there, we expect
that the modulus at spatial inﬁnity and the modulus where Z becomes zero are
separated by a line of marginal stability, so we expect the attractor ﬂow to cross
this line. Suppose that this is indeed what happens, say at r = rms, for the decay
process Γ → Γ1 + Γ2, and assume for simplicity that both Γ1 and Γ2 have well
behaved attractor ﬂows. Then what actually will happen when the shell shrinks is
not the disaster scenario of section 5.1; instead, when the particle cloud has reached
radius R = rms, the Γ-particles will decay into Γ1- and Γ2-particles (ﬁg. 10). Now
the Γ1- and Γ2-particles cannot both continue to move inward, as this would be
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and Z(Γ2) acquire diﬀerent phases on points of the Γ-ﬂow beyond the marginal
stability line). Rather, the Γ1-particles will stay at the marginal stability locus
r = rms, while the Γ2-particles move on, or vice versa. In the ﬁrst case, when the
Γ2-charges arrive at r = 0, we have a BPS conﬁguration (see below) consisting of a
Γ2-charged center surrounded by a Γ1-shell at r = rms. Outside the shell the ﬁelds
are given by the Γ-attractor ﬂow, and inside the shell by the Γ1-attractor ﬂow. In
the second case, we have a similar situation, with 1 and 2 interchanged.
To see that such conﬁgurations are indeed BPS, let us compute the total energy,
say for the ﬁrst case. The energy in the bulk ﬁelds outside the Γ1-shell is Eout =
|Z(Γ)|∞ − (eU|Z(Γ)|)rms. The energy of the shell itself is Eshell = (eU|Z(Γ1)|)rms.
The energy inside the shell is Ein = (eU|Z(Γ2)|)rms. So the total energy is
Etot = |Z(Γ)|∞ +
￿
e
U(|Z(Γ1)| + |Z(Γ2)| − |Z(Γ1 + Γ2)|)
￿
rms . (6.1)
But since precisely at marginal stability, the quantity between brackets is zero, we
ﬁnd indeed Etot = |Z(Γ)|r=∞, that is, the conﬁguration is BPS.
Furthermore, when one would move the shell away from r = rms, the quantity
between brackets becomes strictly positive, so this conﬁguration is stable under
such perturbations.
Another way of seeing this is by considering the force on a test particle of charge
ǫΓ1 at rest in the attractor ﬂow ﬁeld of a charge Γ2. This can be derived from (3.2).
As shown in appendix A, the result is that this force can be derived from the
potential
W = 2ǫe
U |Z(Γ1)| sin
2(
α1 − α2
2
), (6.2)
where αi = argZ(Γi). This potential is everywhere positive, and becomes zero
when α2 = α1, that is, at marginal stability.
It is not diﬃcult to extract the equilibrium radius rms from the integrated ﬂow
equation (3.25). Taking the intersection product of Γ1 with this equation gives,
denoting Z(Γi) in short as Zi:
2Im(e
−Ue
−iαZ1) = − Γ1,Γ τ + 2Im(e
−iαZ1)τ=0. (6.3)
At 1/τ = r = rms, the left hand side is zero, so
rms =
 Γ1,Γ 
2Im(e−iαZ1)r=∞
. (6.4)
Using eiα = Z/|Z| with Z = Z1 + Z2 and  Γ1,Γ  =  Γ1,Γ2 , this can be written
more symmetrically as
rms =
1
2
 Γ1,Γ2 
|Z1 + Z2|
Im( ¯ Z2Z1)
￿
￿ ￿
￿
r=∞
. (6.5)
Some interesting consequences of this identity will be discussed further on.
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Figure 11: Numerically computed composite ﬂow for a (2,−1)-dyon is Seiberg-
Witten theory (left) and for the state |10000 B at the Gepner point of the quintic
(right). The purple ellipsoid line is the relevant line of marginal stability. The
dotted red line is the false simple attractor ﬂow, crashing on the regular zero of Z
indicated by a red cross. The wedge 4π/5 < argψ < 6π/5 is indicated by dashed
lines.
Having arrived at this picture of composite conﬁgurations in the approximation
of spherical shells, a natural question to ask is whether supergravity also has non-
spherical multicenter BPS solutions (with nonparallel charges). We will study this
problem in section 7.
6.2 Forked ﬂows
The composite conﬁgurations discussed above can be represented by composite ﬂows
(or “forked ﬂows”): the ﬂow starts as an ordinary Γ-attractor ﬂow, reaches a line of
marginal stability, and then splits in a Γ1-ﬂow and a Γ2-ﬂow, corresponding to the
two possible realization of the state as a charged center surrounded by a charged
shell. The total energy of the conﬁguration then equals the sum of the energies
associated to each of the constituent ﬂows, that is, for a γ-ﬂow running from i to
f, E = (eU|Z(γ)|)f − (eU|Z(γ)|)i.
Thus the generalization to composite spherically symmetric BPS states simply
amounts to the generalization of simple attractor ﬂows to composite attractor ﬂows.
Can we ﬁnd such composite ﬂows for the speciﬁc examples discussed in sections 5.1
and 5.2? Fortunately, it turns out we can. As shown in ﬁg. 11, the Γ = (2,−1)
dyon in Seiberg-Witten theory can be realized as a ﬂow splitting in a Γ1 = (0,1)
monopole ﬂow and a Γ2 = 2(1,−1) elementary dyon ﬂow. This corresponds, in the
supergravity regime with Γ = N(2,−1), N large, to a magnetic core with charge
N(0,1) surrounded by a dyonic shell with charge 2N(1,−1), or vice versa. The
25intersection product of an elementary dyon and a monopole equals 2.
For the quintic example outlined in section 5.1, we ﬁnd a composite ﬂow end-
ing on two copies of the conifold point (ﬁg. 11). In the conventions and nota-
tion of [35], the state |10000 B under consideration has type IIA D-brane charge
(Q6,Q4,Q2,Q0) = (2,0,5,0), while the charges with vanishing mass at the two
conifold point copies under consideration are (−4,−3,−14,10) and (6,3,19,−10),7
adding up to the required (2,0,5,0). The intersection product of these two charges
equals 5.
The appearance of these composite ﬂows is very reminiscent of the appearance
of “3-pronged strings” in the “3-1-7 brane picture” of BPS states in N = 2 quantum
ﬁeld theories [20, 21]. This is no coincidence. As explained in section 3.3, in the
Seiberg-Witten case for instance, there is an exact map between the attractor ﬂows
and the stretched strings of [20]. Similarly, the composite ﬂows arise precisely when
the simple geodesic strings fail to exist and the 3-pronged strings take over, and
here again there is an exact map between the ﬂows and the strings.
Finally note one could imagine more complex conﬁgurations, involving more
than one shell, corresponding to more than one ﬂow split. For now, we will stick to
the two charge case however.
6.3 Monodromy magic
This picture also oﬀers a nice way to resolve the monodromy puzzle of section
5.2. Consider again N monopole charges at r = 0, in a vacuum u∞ such that the
attractor ﬂow is inﬁnitesimally close to the critical one. When we further vary u∞
counterclockwise, the ﬂow will pass through the u = −1 point, say at r = rc. Placed
at this radius, an elementary dyon would be massless, so it could be created there
at no cost in energy. And this is precisely what will happen when we continue to
rotate u∞: 2N elementary dyons of charge (1,−1) are created! Due to the subtleties
associated with monodromy, this is in full agreement with charge conservation. To
get some physical feeling for this phenomenon, suppose we manipulate the u(r)-
ﬁeld in a certain region of space containing a piece of the surface r = rc, in such
way that here the u(r)-ﬂow moves from passing just above to passing just below
the u = −1 singularity in the u-plane (ﬁg. 12). Now imagine that just before the
move a virtual monopole-antimonopole pair was created, to be destroyed again just
after the move, and that the monopole happened to be at r > rc when the critical
trajectory was crossed, while the antimonopole was at r < rc. Then the spacetime
trajectory of the monopole-antimonopole pair, mapped to moduli space via u(r,t),
7These slightly unnaturally looking values arise because the type IIA D-brane charges are
naturally deﬁned only at large volume (or large complex structure on the IIB mirror). Charges
at arbitrary ψ are deﬁned by continuous transport coming from large ψ in the wedge 0 < argψ <
2π/5. This procedure assigns charge (1,0,0,0) to the state with vanishing mass at ψ = 1. The
states with vanishing mass at the other four copies of the conifold point get charges related to
this one by the Z5 monodromy around the Gepner point [35], which has no reason to have a
particularly nice action when expressed in the type IIA D-brane basis.
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Figure 12: 1: u(r)-ﬂow just before criticality (the red rectangle is the point u = −1);
2: a virtual monopole-antimonopole pair is created; 3: ﬂow moves beyond u = −1;
4: pair annihilates again but leaves two light elementary dyons behind, due to
monodromy.
encircles the point u = −1. Consequently, there is a monodromy on the monopole
charge, of which the net result is that we are left with two elementary dyons (with
inﬁnitesimal mass) when the monopole-antimonopole pair is destroyed again! If the
resulting conﬁguration is energetically favorable (so certainly if it is BPS), it will
persist. This gives a physically reasonable mechanism to get the required dyons
for the composite BPS state that is supposed to take over when we further rotate
u∞. Once the dyon shell is present, we can continue the monodromy (making the
dyon shell massive), till the (composite) ﬂow passes through the u = 1 singularity,
where the above process is repeated with massless monopoles.8. In this way we can
continue, creating all expected higher dyons.
Note that a local observer, placed in- or outside the sphere r = rc, will not
note anything peculiar when the transition takes place. Locally, everything changes
perfectly smoothly.
6.4 Marginal stability, Joyce transitions and Π-stability
From (6.5), it follows that when the moduli at inﬁnity approach the line (or, if the
dimension of moduli space is larger than one, the hypersurface) of marginal stability
for the decay Γ → Γ1 + Γ2, the shell radius rms will diverge, eventually reaching
inﬁnity at marginal stability. This gives a nicely continuous 4d spacetime picture
for the decay of the state when crossing marginal stability.
8The reader might be puzzled about how our conﬁguration with a dyonic outer shell gets
transformed into one with a magnetic outer shell. This can be understood from the discussion
of empty holes in section 4.1.2: when approaching the ﬂow passing through u = 1, the distance
between the dyonic shell and the “enhan¸ con” radius r = r∗, where u = 1 is reached and below
which the monopoles cannot be localized, shrinks to zero. Thus, at the critical ﬂow, the roles of
the monopole and dyon shells can be interchanged continuously.
27Furthermore, (6.5) tells us at which side of the marginal stability hypersurface
the composite state can actually exist: since rms > 0, it is the side satisfying
 Γ1,Γ2  sin(α1 − α2) > 0, (6.6)
where αi = argZ(Γi)r=∞. Suﬃciently close to marginal stability, this reduces to
 Γ1,Γ2 (α1 − α2) > 0, (6.7)
which is precisely the stability condition for “bound states” of special Lagrangian
3-cycles found in a purely Calabi-Yau geometrical context by Joyce! (under more
speciﬁc conditions, which we will not give here) [22, 32].
Note also that, since the right hand side of (6.3) can only vanish for one value
of τ, the composite conﬁgurations we are considering here will actually satisfy
|α1 − α2| < π . (6.8)
Another immediate consequence of (6.5) is the fact that these composite conﬁg-
urations can only9 occur for mutually nonlocal charges, that is, charges Γ1 and Γ2
with nonzero intersection product.
If the constituent Γi of the composite conﬁguration for which  Γ,Γi  > 0 can be
identiﬁed with a “subobject” of the state as deﬁned in [40], the above conditions
imply that the phases satisfy the Π-stability criterion introduced in that reference.
Though this similarity is interesting, it is far from clear how far it extends. Π-
stability is considerably more subtle than what emerges here. On the other hand,
we have thus far only considered BPS conﬁgurations in a classical, spherical shell
approximation, so also on this side the full stability story can be expected to be
more complicated. We leave this issue for future work.
7 The general stationary multicenter case
In view of the emergence of composite BPS conﬁguration in the spherical approxi-
mation, it is natural to look for more general multicenter solutions. This case is far
more involved however. In particular, we have to give up the assumption that the
conﬁguration is static, and allow for more general, but still stationary, spacetimes.
7.1 BPS equations
Stationary (single center) BPS solutions of N = 2 supergravity were ﬁrst studied
in [11] from supersymmetry considerations, in a speciﬁc space-dependent Ω0-gauge
(essentially the one described at the end of section 3.4). Here we will follow an
9at least for asymptotically ﬂat space. For a space asymptotic to AdS2 × S2, the situation
changes.
28approach based on the bosonic duality invariant action, similar to the one followed
in section 3, and we let Ω0 depend on position only through the the moduli.
Again, we will use the metric ansatz (3.7), but now with U an arbitrary function
of position x, and ω not necessarily zero (but still time independent). We consider
only the asymptotically ﬂat case here, that is, U,ω → 0 when r → ∞.
We will use boldface notation for 3d quantities as explained in section 3.1. The
3d Hodge dual with respect to the ﬂat metric δij will be denoted by ∗0 , and for
convenience we write ˜ ω ≡ e2Uω. It will also turn out to be useful to deﬁne the
following scalar product of spatial 2-forms F and G:
(F,G) ≡
e2U
1 − ˜ ω2
Z
X
F ∧ [∗0b G − ∗0(˜ ω ∧ b G) ˜ ω + ∗0(˜ ω ∧ ∗0G)]. (7.1)
Note that we have (F,G) = (G,F) and for ˜ ω not too large (F,F) ≥ 0.
With these assumptions and notations, the action (3.1), with the duality invari-
ant electromagnetic action (3.6) substituted in place of the covariant one, becomes,
putting γ ≡
√
4π and dropping a total derivative ∼ ∆U from the gravitational
action:
S4D = −
1
16π
Z
dt
Z
R3
{2dU ∧ ∗0dU −
1
2
e
4Udω ∧ ∗0dω
+2ga¯ b dz
a ∧ ∗0d¯ z
¯ b + (F,F)}. (7.2)
We will derive the BPS equation by “squaring” the action in a way inspired by
(3.22). Let α be an arbitrary real function on R3, denote
D ≡ d + i(Q + dα +
1
2
e
2U ∗0 dω), (7.3)
with Q as in (2.16), and deﬁne the 2-form G as
G ≡ F − 2Im ∗0 D(e
−Ue
−iαΩ) + 2Re D(e
Ue
−iαΩω), (7.4)
Then we ﬁnd for the integrand L of (7.2), after some calculational eﬀort involving
repeated use of the identities (2.12) and (2.13)-(2.15),
L = (G,G) − 4(Q + dα +
1
2
e
2U ∗0 dω) ∧ Im G,e
Ue
−iαΩ 
+d[2 ˜ ω ∧ (Q + dα) + 4Re F,e
Ue
−iαΩ ]. (7.5)
Thus if
G = 0 (7.6)
Q + dα +
1
2
e
2U ∗0 dω = 0, (7.7)
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(7.2) 10 (we will verify the saturation of the BPS bound below). Now from (7.7)
and (7.3), we have D = d, and (7.6) becomes
F + 2dRe(e
Ue
−iαΩω) = 2 ∗0 dIm(e
−Ue
−iαΩ). (7.8)
Since by construction dF = 0 (away from sources), this implies d∗0dIm(e−Ue−iαΩ) =
0, so we can write
2Im(e
−Ue
−iαΩ) = H , (7.9)
with H a H3(X,Z)-valued harmonic function on R3 (possibly with source singulari-
ties). If we take the sources to be at positions xi with charges Γi, where i = 1,...,N,
then from (7.8) and (3.3), we obtain
H = −
N X
i=1
Γi τi + 2Im(e
−iαΩ)r=∞ , (7.10)
with τi = 1/|x − xi|. Deﬁning the 1-form
ζ ≡ − dH,Ω  =
N X
i=1
Z(Γi)dτi , (7.11)
we get from taking intersection products of dH given by (7.9) with Ω and DaΩ,
and using (2.13)-(2.15):
Q + dα = e
UIm(e
−iαζ) = −
1
2
e
2U dH,H  (7.12)
dU = −e
URe(e
−iαζ) (7.13)
dz
a = −e
Ug
a¯ be
iα ¯ D¯ bζ . (7.14)
Using (7.12), equation (7.7) can be rewritten as:
∗0 dω =  dH,H . (7.15)
Equations (7.9) and (7.10) generalize (3.25). Given the sources and the moduli at
inﬁnity, they yield the ﬁelds U(x), α(x) and za(x). Equation (7.15) on the other
hand gives ω(x) (up to gauge transformations ω → ω +df, which can be absorbed
by a coordinate transformation t → t − f). Equations (7.13) and (7.14) generalize
the ﬂow equations (3.18)-(3.19).
Note that asymptotically for 1/τ = r → ∞, the right hand side of (7.12) vanishes
and ζ →
P
i Z(Γi)dτ, implying
α → argZ(Γ) and ζ → Z(Γ)dτ when r → ∞, (7.16)
10We will assume that these solutions also satisfy the equations of motion of the full action
without restrictions on the metric, as in the spherically symmetric case, though we did not check
this explicitly.
30where Γ =
P
i Γi. Thus, far from all sources, we have again a simple attractor ﬂow,
corresponding to the total charge Γ, as could be expected physically. In particular
(7.13) gives dU → −|Z(Γ)|dτ, with τ = 1/r, establishing the saturation of the BPS
bound on the mass:
MADM = |Z(Γ)|r=∞. (7.17)
In the spherically symmetric case (and in the multicenter case with parallel charges),
the above asymptotics become exact, and we retrieve the equations found earlier
for those cases. Similarly, close to the center xi, we have
α → argZ(Γi) and ζ → Z(Γi)dτi when x → xi , (7.18)
and again we have asymptotically the ﬂow equations for a single charge attractor,
as could be expected physically. In particular the moduli at xi will be ﬁxed at the
Γi-attractor point.
The BPS equations of motion for the moduli and the metric obtained here can
be seen to reduce to the equations found in [11] in the Ω0-gauge described at the
end of section 3.4, except that we do not ﬁnd the restricition dQ = 0.
7.2 Some properties of solutions
Consider a multicenter solution, with distinct centers xi, i = 1,...,n, to the BPS
equations
2e
−UIm(e
−iαΩ) = H , (7.19)
∗0dω =  dH,H , (7.20)
where
H = −
n X
i=1
Γi τi + 2Im(e
−iαΩ)r=∞ , (7.21)
as derived in the previous section. Acting with d∗0 on equation (7.20) gives
0 =  ∆H,H , (7.22)
so, using (7.21) and ∆τi = −4πδ3(x − xi), we ﬁnd that for all i = 1,...,n:
n X
j=1
 Γi,Γj 
|xi − xj|
= 2Im(e
−iαZ(Γi))∞ . (7.23)
In the particular case of one source with charge Γ2 at x = 0 and m sources with
equal charge Γ1 at positions xi, this becomes
|xi| =
 Γ1,Γ2 
2Im(e−iαZ(Γ1))∞
, (7.24)
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Figure 13: Sketch of the image of z(x) in moduli space for a multicenter solution
containing two diﬀerent charges Γ1 and Γ2, with attractor points z1 resp. z2, and
modulus at spatial inﬁnity z0. The line labeled “MS” is a (Γ1,Γ2)-marginal stability
line.
which is equal to the equilibrium distance rms found in the spherical shell picture,
equation (6.4).
In general, the moduli space of solutions to (7.23) will be quite nontrivial. Some
general properties can be deduced relatively easy however. For instance, in a con-
ﬁguration made of only two diﬀerent charge types Γ1 and Γ2 (distributed over an
arbitrary number of centers), the charges of diﬀerent type, if mutually nonlocal,
will be driven to inﬁnite distance from each other when (Γ1,Γ2)-marginal stability
is approached. This is similar to what we found for the spherical shell case. The
stability condition (6.6) reappears as well. If on the other hand the two charges are
mutually local (zero intersection), no BPS conﬁguration exists with the two charges
separated from each other, unless their phases are equal, that is, at marginal sta-
bility (then we can place the charges anywhere).11
For conﬁgurations made of more charge types, things get more complicated, but
we will not go into this here.
Finally, note that because of the asymptotics discussed at the end of the previous
section, we can expect the image of the moduli ﬁelds into moduli space for a mul-
ticenter conﬁguration with only two diﬀerent charge types to look like a fattened
version of the composite ﬂows we introduced earlier to represent the composite
spherical shell conﬁgurations (ﬁg. 13). Furthermore, we can expect that the more
spherically symmetric the multicenter conﬁguration becomes, the more this fat-
tened version will approach the one dimensional composite ﬂow. This is similar to
what was found for spatial descriptions of dyons in N = 4 (eﬀective) quantum ﬁeld
theories [46, 47].
11If we consider a spacetime asymptotic to AdS2 ×S2 instead of the asymptotically ﬂat one we
are assuming here, mutually local charges are no longer constrained by (7.23), because there will
be an additional factor exp[−U(r = ∞)] ≡ 0 on the right hand side of (7.23).
327.3 Angular momentum
It is well known from ordinary Maxwell electrodynamics that multicenter conﬁg-
urations with mutually nonlocal charges (e.g. the monopole-electron system) can
have intrinsic angular momentum even when the particles are at rest. The same
turns out to be true here.
We deﬁne the angular momentum vector J from the asymptotic form of the
metric (more precisely of ω) as [15]
ωi = 2ǫijk J
j xk
r3 + O(
1
r3) for r → ∞. (7.25)
Plugging this expression in (7.20) and using (7.21) and (7.23), we ﬁnd
J =
1
2
X
i<j
 Γi,Γj eij , (7.26)
where eij is the unit vector pointing from xj to xi:
eij =
xi − xj
|xi − xj|
. (7.27)
Just like in ordinary electrodynamics, this is a “topological” quantity: it is inde-
pendent of the details of the solution and quantized in half-integer units (more
precisely, when all charges are on the z-axis, 2Jz ∈ Z).
The appearance of intrinsic conﬁgurational angular momentum implies that
quantization of these composites will have some nontrivial features.
8 Conclusions
We have shown the emergence of some puzzles and paradoxes arising when one
tries to construct four dimensional low energy eﬀective supergravity solutions corre-
sponding to certain BPS states in type II string theory compactiﬁed on a Calabi-Yau
manifold, and demonstrated how these can be resolved by considering composite
and extended conﬁgurations. We made connections to the enhan¸ con mechanism,
the 3-pronged string picture of QFT BPS states, Π-stability and Joyce transitions
of special Lagrangian manifolds. The problem was analyzed in a spherical shell
approximation and by considering multicenter BPS solutions.
There are quite some problems however, new and old ones, we didn’t touch
upon. The most prominent one is that we didn’t analyze to what extent these
states really exist as BPS bound states in the full quantum theory. It seems quite
likely that we now face the opposite problem we started with: instead of too little,
we might now have too many possible solutions. In view of the nontriviality of
quantum mechanics with mutually nonlocal charges, it is not unconceivable that
a proper semiclassical treatment would eliminate some of these spurious solutions.
33But even at the classical level the existence issue is not completely settled. We did
not show for instance that all solutions to (7.23) actually lead to well-behaved BPS
solutions to the equations of motion; the same phenomenon causing the breakdown
of some naively expected spherically symmetric solutions, namely hitting a zero of
the central charge, could cause naively expected solutions to break down in this
more complicated setting as well.
In this setup it seems also quite possible that a certain charge can have several
diﬀerent realizations as a BPS solution in a given vacuum, for example both as a
single center and as a two center conﬁguration. Crossing a line of marginal stability
could then cause one realization to disappear, while leaving the other intact. The
D-brane analog of this would presumably be a “jump” in its moduli space. This
brings us to another interesting open question: is there a connection between D-
brane moduli spaces and supergravity solution moduli spaces? And could those
solution moduli spaces (for asymptotically ﬂat or AdS2 × S2 spacetimes) teach us
something about black hole entropy?
It could also be worthwhile to further explore the relation with Π-stability,
brieﬂy mentioned in section 6.4.
Finally, this and other recent work [27, 48] illustrates an apparently recurrent
theme in string theory: the resolution of singularities by creation of ﬁnitely extended
D-brane conﬁgurations. It would be interesting to ﬁnd out what the dielectric, non-
commutative D-brane eﬀects of [48] can teach us about the states described in this
paper.
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A Potential for a test charge
From (3.2), it follows that the Lagrangian (with respect to the time coordinate t)
for a test charge Γt at rest in the attractor ﬂow ﬁeld of a charge Γ is (denoting
Z(Γt) in short as Zt, and similarly for the other quantities involved)
L = −e
U|Zt| −
√
π
γ
 Γt,A0  (A.1)
where A0 is obtained from (3.9):
∂iA0 =
γ
√
4π
e
2U∂iτ b Γ. (A.2)
34From (3.24), we get
Γ = i∂τ(e
−U e
−iαΩ) + c.c., (A.3)
so, using (2.15) and (as shown in section 3.4) Qτ + ˙ α = 0:
Γ = −ie
−U ˙ U e
−iαΩ + ie
−Ue
−iαDaΩ ˙ z
a + c.c., (A.4)
hence from (2.12) and again (2.15):
b Γ = −e
−U ˙ U e
−iαΩ − e
−Ue
−iαDaΩ ˙ z
a + c.c. (A.5)
= −e
−2U∂τ(e
U e
−iαΩ) + c.c.. (A.6)
Therefore
∂i(
√
π
γ
 Γt,A0 ) =
1
2
e
2U ∂iτ  Γt,b Γ  (A.7)
= −∂i
￿
e
URe(e
−iαZt)
￿
, (A.8)
and thus (up to a constant)
L = −e
U|Zt| + e
URe(e
−iαZt) (A.9)
= −e
U|Zt|(1 − cos(αt − α)) (A.10)
= −2e
U|Zt|sin
2(
αt − α
2
).
The force on the test particle is Fi = ∂iL, so we ﬁnd for the force potential, as
announced in section 6.1:
W = 2e
U|Zt|sin
2(
αt − α
2
). (A.11)
References
[1] S. Ferrara, R. Kallosh and A. Strominger, N=2 Extremal Black Holes, Phys.
Rev. D52 (1995) 5412, hep-th/9508072.
[2] S. Ferrara, G. Gibbons and R. Kallosh, Black holes and critical points in moduli
space, Nucl. Phys. B500 (1997) 75, hep-th/9702103.
[3] G. Moore, Arithmetic and attractors, hep-th/9807087;
G. Moore, Attractors and arithmetic, hep-th/9807056.
[4] B. de Wit, P. Lauwers and A. Van Proeyen Lagrangians of N=2 supergravity-
matter systems, Nucl. Phys. B255 (1985) 569;
B. Craps, F. Roose, W. Troost and A. Van Proeyen, What is special geometry?,
Nucl. Phys. B503 (1997) 565, hep-th/9703082
35[5] K. Becker, M. Becker and A. Strominger, Fivebranes, Membranes and Non-
Perturbative String Theory, Nucl.Phys. B456 (1995) 130, hep-th/9507158
[6] M. Billo, S. Cacciatori, F. Denef, P. Fre, A. Van Proeyen, D. Zanon, The 0-
brane action in a general D=4 supergravity background, Class.Quant.Grav. 16
(1999) 2335-2358, hep-th/9902100.
[7] F. Denef, Low energy physics from type IIB string theory, PhD thesis, Leuven,
June 1999.
[8] A. Strominger, Macroscopic entropy of N=2 extremal black holes, Phys. Lett.
B383 (1996) 39, hep-th/9602111;
S. Ferrara and R. Kallosh Universality of supersymmetric attractors, Phys.
Rev. D54 (1996) 1525, hep-th/9603090;
G. Gibbons, R. Kallosh and B. Kol, Moduli, scalar charges, and the ﬁrst law of
black hole thermodynamics, Phys. Rev. Lett. 77 (1996) 4992, hep-th/9607108;
R. Kallosh and A. Linde, Black hole superpartners and ﬁxed scalars, Phys. Rev.
D56 (1997) 3509, hep-th/9611161;
P. Fr´ e, Supersymmetry and ﬁrst order equations for extremal states: monopoles,
hyperinstantons, black holes and p-branes, Nucl. Phys. Proc. Suppl. 57 (1997)
52, hep-th/9701054.
[9] K. Behrndt, G. Lopes Cardoso, B. de Wit, R. Kallosh, D. L¨ ust and T. Mo-
haupt, Classical and quantum N=2 supersymmetric black holes, Nucl. Phys.
B488 (1997) 236, hep-th/9610105;
W. Sabra, General static N=2 black holes, Mod. Phys. Lett. A12 (1997) 2585,
hep-th/9703101;
W. Sabra, Black holes in N=2 supergravity theories and harmonic functions,
Nucl. Phys. B510 (1998) 247, hep-th/9704147;
K. Behrndt, D. L¨ ust and W. Sabra, Moving moduli, Calabi-Yau phase tran-
sitions and massless BPS conﬁgurations in type II superstrings, Phys. Lett.
B418 (1998) 303, hep-th/9708065.
[10] M. Shmakova, Calabi-Yau Black Holes, Phys. Rev. D56 (1997) 540, hep-
th/9612076;
S.J. Rey, Classical and quantum aspects of BPS black holes in N=2, D=4 het-
erotic string compactiﬁcations, Nucl. Phys. B508 (1997) 569, hep-th/9610157;
[11] K. Behrndt, D. L¨ ust and W. Sabra, Stationary solutions of N=2 supergravity
Nucl. Phys. B510 (1998) 264, hep-th/9705169
[12] F. Denef, Attractors at weak gravity, Nucl. Phys. B547 (1999) 201, hep-
th/9812049.
[13] R. Kallosh, A. Linde and M. Shmakova, Supersymmetric multiple basin attrac-
tors, JHEP 9911 (1999) 010, hep-th/9910021;
36M. Wijnholt and S. Zhukov, On the uniqueness of black hole attractors, hep-
th/9912002;
R. Kallosh, Multivalued entropy of supersymmetric black holes, JHEP 0001
(2000) 001, hep-th/9912053.
[14] M. Henneaux and C. Teitelboim, Dynamics of chiral (self-dual) p-forms, Phys.
Lett. B206 (1988) 650;
X. Bekaert and M. Henneaux, Comments on chiral p-forms, Int. J. Theor.
Phys. 38 (1999) 1161, hept-th/9806062.
[15] C. Misner, K. Thorne and J.A. Wheeler, Gravitation, Freeman and co (1973),
chapter 21.
[16] K.P. Tod, Phys. Lett. B121 (1983) 241; Class. Quant. Grav. 12 (1995) 1801.
[17] M. Bill´ o, F. Denef, P. Fr` e, I. Pesando, W. Troost, A. Van Proeyen and D.
Zanon, The rigid limit in Special Kahler geometry, Class. Quant. Grav. 15
(1998) 2083, hep-th/9803228;
M. Bill´ o, F. Denef, P. Fr` e, I. Pesando, W. Troost, A. Van Proeyen and D.
Zanon, Special geometry of Calabi-Yau compactiﬁcations near a rigid limit,
hep-th/9801140;
[18] N. Seiberg and E. Witten, Electric-magnetic duality, monopole condensation,
and conﬁnement in N=2 supersymmetric Yang-Mills theory, Nucl. Phys. B426
(1994) 19, hep-th/9407087.
[19] G. Chalmers, M. Rocek, R. von Unge, Monopoles in quantum corrected N=2
super Yang-Mills theory, hep-th/9612195.
[20] A. Sen, BPS states on a three brane probe, Phys. Rev. D55 (1997) 2501, hep-
th/9608005.
[21] M.R. Gaberdiel, T. Hauer and B. Zwiebach, Open string-String junction tran-
sitions, Nucl. Phys. B525 (1998) 117, hep-th/9801205;
O. Bergman and A. Fayyazuddin, String junctions and BPS states in Seiberg-
Witten theory, Nucl. Phys. B531 (1998) 108, hep-th/9802033;
A. Mikhailov, N. Nekrasov and S. Sethi, Geometric realizations of BPS states
in N=2 theories Nucl. Phys. B531 (1998) 345, hep-th/9803142;
O. DeWolfe, T. Hauer, A. Iqbal, B. Zwiebach, Constraints on the BPS spec-
trum of N=2, D=4 theories with A-D-E ﬂavor symmetry, Nucl. Phys. B534
(1998) 261, hep-th/9805220.
[22] D. Joyce, On counting special Lagrangian homology 3-spheres, hep-th/9907013.
[23] R. Ferell and D. Eardley, Slow-motion scattering and coalescence of maximally
charged black holes, Phys. Rev. Lett. 59 (1987) 1617
37[24] A. Maloney, M. Spradlin and A. Strominger, Superconformal multi-black hole
moduli spaces in four dimensions., hep-th/9911001;
R. Britto-Pacumio, J. Michelson, A. Strominger, A. Volovich, Lectures on
superconformal quantum mechanics and multi-black hole moduli spaces, hep-
th/9911066.
[25] A. Strominger, Massless black holes and conifolds in string theory, Nucl. Phys.
B451 (1995) 96, hep-th/9504090.
[26] P. Aichelburg and R. Sexl, Gen. Rel. and Gravitation 2 (1971) 303, W. Bonner,
Commun. Math. Phys. 13 (1969) 163.
[27] C. Johnson, A. Peet and J. Polchinski, Gauge theory and the excision of repul-
son singularities, hep-th/9911161.
[28] J. Maldacena, J. Michelson and A. Strominger, Anti-de Sitter fragmentation,
hep-th/9812073.
[29] J. Maldacena, The large N limit of superconformal ﬁeld theories and supergrav-
ity, Adv. Theor. Math. Phys. 2 (1998)231, hep-th/9711200;
S. Gubser, I. Klebanov and A. Polyakov, Gauge theory correlators from non-
critical string theory, Phys. Lett. B428 (1998) 105, hep-th/9802109
E. Witten, Anti de Sitter space and holography, Adv. Theor. Math. Phys. 2
(1998) 253, hep-th/9802150.
[30] J. Gutowski and G. Papadopoulos, Moduli spaces for four- and ﬁve- dimen-
sional black holes, hep-th/0002242.
[31] N. Hitchin, The moduli space of special Lagrangian submanifolds, dg-
ga/9711002.
[32] S. Kachru and J. McGreevy, Supersymmetric Three-cycles and (Su-
per)symmetry Breaking, Phys.Rev. D61 (2000) 026001, hep-th/9908135.
[33] S. Govindarajan and T. Jayaraman, On the Landau-Ginzburg description of
boundary CFTs and special Lagrangian submanifolds, hep-th/0003242.
[34] A. Recknagel and V. Schomerus, D-branes in Gepner models, Nucl. Phys. B531
(1998) 185, hep-th/9712186.
[35] I. Brunner, M. Douglas, A. Lawrence and C. R¨ omelsberger, D-branes on the
quintic, hep-th/9906200.
[36] M. Douglas, Topics in D-geometry, Class.Quant.Grav. 17 (2000) 1057-1070,
hep-th/9910170.
38[37] D. Diaconescu and C. R¨ omelsberger, D-branes and bundles on elliptic ﬁbra-
tions, hep-th/9910172.
[38] E. Scheidegger, D-branes on some one- and two-parameter Calabi-Yau hyper-
surfaces, hep-th/9912188.
[39] I. Brunner and V. Schomerus, D-branes at singular curves of Calabi-Yau com-
pactiﬁcations, hep-th/0001132.
[40] M. Douglas, B. Fiol and C. R¨ omelsberger, Stability and BPS branes, hep-
th/0002037.
[41] M. Douglas, B. Fiol and C. R¨ omelsberger, The spectrum of BPS branes on a
noncompact Calabi-Yau, hep-th/0003263.
[42] P. Candelas, X. De La Ossa, P. Green and L. Parkes, A pair of Calabi-Yau
manifolds as an exactly soluble superconformal theory, Nucl. Phys. B359 (1991)
21.
[43] B. Greene and R. Plesser, Dualitiy in Calabi-Yau moduli space, Nucl. Phys.
B338 (1990) 15.
[44] B. Greene and C. Lazaroiu, Collapsing D-branes in Calabi-Yau moduli space:
I, hep-th/0001025.
[45] S. Kachru, A. Klemm, W. Lerche, P. Mayr and C. Vafa, Nonperturbative Re-
sults on the Point Particle Limit of N=2 Heterotic String Compactiﬁcations,
Nucl. Phys. B459 (1996) 537, hep-th/9508155;
A. Klemm, W. Lerche, P. Mayr, C. Vafa and N. Warner, Self-Dual Strings
and N=2 Supersymmetric Field Theory, Nucl. Phys. B477 (1996) 746, hep-
th/9604034;
S. Katz, A. Klemm and C. Vafa, Geometrical Engineering of Quantum Field
Theories, Nucl. Phys. B497 (1997) 173, hep-th/9609239;
S. Katz, P. Mayr and C. Vafa, Mirror symmetry and Exact Solution of 4D N=2
Gauge Theories I, Adv. Theor. Math. Phys. 1 (1998) 53, hep-th/9706110;
A. Klemm, On the Geometry behind N=2 Supersymmetric Eﬀective Actions
in Four Dimensions, Proceedings of the 1996 summer school in High Energy
Physics and cosmology, Trieste 1996, World Scientiﬁc, p. 120; hep-th/9705131;
W. Lerche, Introduction to Seiberg-Witten Theory and its Stringy Origin
Nucl. Phys. Proc. Suppl. 55B (1997) 83, Fortsch. Phys. 45 (1997) 293, hep-
th/9611190.
[46] K. Hashimoto, H. Hata and N. Sasakura, Multi-pronged strings and BPS sat-
urated solutions in SU(n) supersymmetric Yang-Mills theory, hep-th/9804164;
K. Lee and P. Li, Dyons in N=4 supersymmetric theories and three-pronged
strings, hep-th/9804174.
39[47] B. Kol and M. Kroyter, On the spatial structure of monopoles, hep-th/000218.
[48] R. Myers, Dielectric branes, JHEP 9912 (1999) 022, hep-th/9910053.
N. Constable, R. Myers and O. Tafjord, The noncommutative bion core, hep-
th/9911136.
40