Abstract. This paper introduces a complex representation for spacelike surfaces in the Lorentz-Minkowski space L 4 , based in two complex valued functions which can be assumed to be holomorphic or anti-holomorphic. When the immersion is contained in quadrics of L 4 , the representation then allows us to obtain interesting partial differential equations with holomorphic or anti-holomorphic parameters, within which we find the partial Riccati Equation. Using then theory of holomorphic complex functions we construct explicitly new local solutions for those PDEs together with its associated geometric solutions. So, several explicit examples are given. As geometric consequence, through of our approach we characterize all conformal totally umbilical spacelike immersions into L 4 , and in addition, we also show that for each conformal immersion in L 4 which satisfies the partial Riccati equation there exists a Bryant immersion in H 3 , both immersions being congruent by a translation vector.
Introduction
There are several results involving the theory of spacelike surfaces in the LorentzMinkowski space L 4 and in particular, those involving the geometry of spacelike surfaces through of the future light cone, which is very rich and important. The results found in the literature came through from different viewpoints, see [10] , [11] , [12] , [13] , [14] , for instance. Some viewpoints involve basic formulations to obtain the first non-trivial eigenvalue for the Laplacian or to obtain special lightlike normal vector fields, which allow to prove results about the local geometry of the surfaces. Our approach is to consider PDEs in complex variables, as well as analysis of holomorphic or anti-holomorphic maps.
In fact, this paper is focused on spacelike surfaces in L 4 with certain extrinsic geometric conditions via PDEs which appear when we represent the surfaces locally using a special complex representation for the complex derivative of the immersion. Our complex representation involves two functions a and b which may be taken to be holomorphic or anti-holomorphic, depending in which quadric is made the immersion and which are the geometric conditions assumed. We note that in a simultaneous paper of the two first authors together M. Magid ( [4] ), our complex representation formula obtained here was already adapted for a split-complex representation (or paracomplex) of the derivative, with the objective of obtaining a Weierstrass representation of timelike surfaces in R
Preliminaries
The Minkowski vector space L 4 = R 4 1 is the real vector space R 4 endowed with the usual Euclidean topology, with the semi-Riemannian metric
oriented vectorially by ∂ 0 ∧ ∂ 1 ∧ ∂ 2 ∧ ∂ 3 and temporally by ∂ 0 , where {∂ 0 , ∂ 1 , ∂ 2 , ∂ 3 } is the canonical basis of L 4 . On L 4 let R 3 be the vector subspace generated by ∂ 1 , ∂ 2 , ∂ 3 . The vectors of R 3 are indicated by an upper hat. Namely, if v ∈ R 3 , it is indicated byv. An orthonormal basis {E k } of L 4 is a Minkowski referential if E 0 is a timelike future directed and
Given u, v, w ∈ L 4 the vector X(u, v, w) defined by
is the cross product of (u, v, w).
In particular X(∂ 0 , u, v) =û ×v is the usual cross product of R 3 .
Proposition 2.1. Let V be a spacelike vector subspace of L 4 . Then {u, v} ⊂ V is a linearly dependent set on L 4 if and only if {û,v} is a linearly dependent set on R 3 .
Proof. In fact, ifv = λû then v − λu = (v 0 − λu 0 )∂ 0 . Since V is a spacelike vector subspace of L 4 , it follows from (v 0 − λu 0 )∂ 0 , (v 0 − λu 0 )∂ 0 = −(v 0 − λu 0 ) 2 ≥ 0, that v 0 = λu 0 . Therefore v = λu.
If the restriction of , to a hyperplane, that is a 3-dimensional vector subspace, is positive definite, indefinite or degenerated, then we have respectively spacelike, timelike or lightlike hyperplanes.
In what follows, a plane will be, unless we explicitly say otherwise, a spacelike 2-dimensional vector subspace of L 4 . If r is a positive real number, a r-isothermal basis of a plane E 2 is an ordered basis (X, Y ) such that X, X = Y, Y = r 2 and X, Y = 0.
On such cases we consider the plane E 2 oriented by (X, Y ). The complexification of , gives rise to a symmetric bilinear form on C 4 , also denoted by , . Defining the complex vector Z = X + iY ∈ C 4 , such that Z, Z = 0 and Z, Z = 2r 2 > 0, we have a plane E 2 = [X, Y ] = {αX + βY ∈ L 4 | α, β ∈ R}. We also note that Z, Z = 0 and Z, Z = 2r 2 > 0 imply that X, X = Y, Y = r 2 and X, Y = 0.
Then it follows quickly that:
Proposition 2.2.
(1) Let Z = (Z 0 , Z 1 , Z 2 , Z 3 ) ∈ C 4 be such that Z, Z = 0, Z, Z = 2r 2 > 0 and Z 1 − iZ 2 = 0. It defines the functions µ, a and b by
Then it follows that ab − 1 = 0. Moreover
be a fixed spacelike plane. Then its orthogonal complement relative to , is the timelike two dimensional vector subspace (
Next in this paper, we look for answers for the following question: Let a, b : M → C be two smooth maps and W (a(w), b(w)) the family of 2-dimensional spacelike vector subspaces of L 4 , where
Under which conditions we can guarantee the existence of a conformal spacelike immersion
In fact, we will show in next sections, that the existence depends of the solution of the PDE system involving the maps a and b. When assuming that a or b are holomorphic or anti-holomorphic, we also show in particular, that the existence of the immersion depends from the existence of solutions of certain partial equations, within which we find the partial Riccati Equation.
Throughout this paper, M will be an open connected and simply connected subset of the set of the complex numbers C. We will denote by H(M) the set of holomorphic maps from M ⊂ C into C. A map f = P + iQ from M into C is an anti-holomorphic map if, and only if, its conjugate map f = P − iQ is a holomorphic map. The set of all antiholomorphic maps will be denoted by H(M). The set of all continuously differentiable maps from M into C we will be denoted by C ∞ (M, C), and we say that these maps are smooth maps from M into C.
∂ ∂u + i ∂ ∂v be the differential operators defined over the set of all smooth maps from M into C, where
It follows that a smooth map f from M into C is a holomorphic map if and only if
Here we will also use often the notation ∂f ∂w = f w and ∂f ∂w = f w .
Next we develop the theory about integrability of complex 1-forms.
Let β = φdw be a complex 1-form where φ = P − iQ. So,
We will say that the complex 1-form β has no real periods if, and only if, the real 1-form
In this case, the line integral
does not depends of the continuous path of integration γ : [0, 1] −→ M where γ(0) = w 0 , γ(1) = w and such that there is γ ′ (t) except for a finite set of points.
Then we take by definition
be the integration of the complex 1-form β = φdw, over a good path γ. Since, I(γ, w) only depends of the initial point w 0 and of the final point w, we have that
and then we define Then, it follows from Calculus that 
We observe that the second condition in (1) implies that f u , f u = f v , f v = r 2 , and hence the metric tensor of (M, f ) is such that g 11 = g 22 = r 2 and g 12 = 0. This means the metric tensor is given by ds 2 (f ) = r 2 dwdw.
In this paper we are interested only in surfaces for which
where f j , j = 0, 1, 2, 3 denotes the components of f . Hence f w (w) = µ(w)W (a(w), b(w)), and we set
where we also assume that both maps a(w) and b(w) are not constant maps.
Then we have the following proposition.
Then the first and second fundamental quadratic form of the immersion are respectively
and the shape operator is given by
(1) The surface S = f (M) is contained into the affine hyperplane 
such that for each w ∈ M, a(w) = M(b(w)).
Proof. First it notes that f w , v = 0 if and only if −(a
Finally, if we assume that v, v = ±1 it follows that a(w) =
is contained into an affine lightlike hyperplane if, and only if, either a(f ) or b(f ) is a constant map.
Proof. In fact in this case we have that v, v = 0 and
For the next result we use the definition that
For L o and L 3 given in Proposition 2.2 item (2), we have that
Moreover the compatibility condition is given by f ww (w) ∈ L 4 for each w ∈ M.
(2) The compatibility condition implies that
(3) The factor of integration µ(w) satisfies
Proof. Since the immersion is conformal f w , f w = 0, hence f ww , f w = 0. Thus f ww is an orthogonal vector fields of the Minkowski space L 4 along of the immersion (M, f ).
Since W, W = 0 it follows that W w , W = 0, and hence f ww , W = 0. Now since
Hence it follows from equation (7) 
In similar way one gets all the expressions of item 1.
2) This is trivial, remembering that a w = a w .
3) Since f ww , W = 0, it follows from Equation (7) and from the expressions above, that ∂ ∂w
Our next result partially solves the question established in section above. More specifically, it shows that the conditions which guarantee the existence of a conformal spacelike
for a, b : M → C two smooth maps, are the existence of solutions of the PDEs system form by Equation (6) together with the compatibility conditions (4).
Theorem 3.6. Let a, b maps from M to C such that a(w)b(w) = 1 for each w ∈ M. If µ is a solution for the equation (6) and the compatibility conditions (4) hold, then the map
Proof. Set
Since µ is a solution of the equation (6) we have that
which, by equations (4), is a real valued vector for each w ∈ M. It follows that
, and so it also is conformal. In fact, one has that f ww (w) = Φ w (w) is a real valued vector of
for r(w) > 0.
Proposition 3.7. Let a and b be two anti-holomorphic maps from M into C. For each holomorphic map h from M into C we have that
is a solution for the equation (6) . If a and b satisfy the equation of compatibility (4), then h = 0 is a real number. (6), then there exists a holomorphic map h(w) from M into C, such that µ 1 (w) = h(w)µ 0 (w) for all w ∈ M.
Moreover, one has the following two cases.
(1) If a, b ∈ H(M) then µ ∈ H(M), and the compatibility conditions (4) hold trivially.
(2) If a or b is not a holomorphic map and the compatibility conditions (4) hold, then
Proof. Since µ 0 and µ 1 are two solutions of (6) it follows that (Log µ 1 −Log µ 0 ) w = 0. Hence we have the holomorphicity
(2) Assume without loss of generality that the map a is not holomorphic, which means a w = 0. Then using equation (4) we have that both maps µ 0 a w 1−ab and hµ 0 a w 1−ab are real valued, which implies that h(w) is a holomorphic real valued map, and so h w = 0. Hence h is a constant (nonzero) real number.
Corollary 3.9. Let (M, f ) and (M, g) be two conformal immersions given respectively by
Then if a(w) or b(w) is not a holomorphic map, there exists a real constant
, and so these two surfaces are congruent.
Conformal Immersions into the Future Directed Light Cone C
The future directed light cone C is the subset of the Minkowski space:
We note that if A ∈ C then there exist λ ∈ R and x ∈ C, such that one of following expressions is obtained
For a connected open subset M ⊂ C, for a positive smooth function λ : M → R and for a smooth function x : M → C, let
Proof. First we note that (M, f ) is a conformal immersion if, and only if,
x w x w = 0 and
Hence we have the assured. Moreover, equations (8) hold if, and only if, the sets M 1 and
then, we obtain x w (p) = 0 = x w (p) that contradicts second equation of (8) . Thus, equations (8) 
Proof. To show these facts we apply the formulas (2). Then we have
So, if one assumes, for instance, that the map x(w) is an anti-holomorphic map, it follows
and we have the expression for f w of item (2).
We note that, the same conclusion of Lemma 4.1 can be obtained when it is assumed that f (w) = ρ(w)L 0 (x(w)), where by definition
In similar form we have a version of Lemma 4.2 for this case, namely, 
(2) It is possible to construct a second conformal immersion (M, g) from M into the light cone C, g(w) = ρ(w)L 0 (b(w)), such that g w = µ(g)W (a, b) if, and only if,the map ρ(w) is real valued and satisfies the equation
(3) For each r ∈ R, G(r, w) = p 1 + f (w) + rg(w) is a conformal totally umbilical immersion in L 4 such that
Proof.
(1) Take the conformal immersions (M, f ) from M into the light cone C defined by formula f (w) = λ(w)L(a(w)). Then since a is an anti-holomorphic map, we have, by (2) 
Now from (5) it follows that (ln λ) ww is a real valued function which implies that one can choose the function λ(w) being real valued. we have that
, which all implies that F (w) = G(r(F ), w).
Note that, using the above conditions, f + rg, f + rg = −4rρλ|1 − ab| 2 = 0 if, and only if r = 0 Proposition 4.5. Let a, b be two anti-holomorphic maps from M into C. Then
(1) Equation (11) (11) is given by:
, for some 0 < h ∈ R.
(1) Since a and b are anti-holomorphic maps, we note that
Hence it follows immediately that (Log (1 − ba)) ww ∈ C ∞ (M, R) if and only if (5) is satisfied. Now if λ is solution of equation (11) one has that
Hence it follows that λ is real valued if and only if (Log (1 − ba)) ww ∈ C ∞ (M, R).
(2) By item 2 of Lemma 4.2 , one has that x = a, b(f ) = b, µ(f ) = a w λ + aλ w with λ w = bµ(f ). Now from Proposition 3.7 we take the particular solution of Equation (6) given by µ = h/|1 − ab| 2 for someone positive h ∈ R. Then from
we get the particular solution λ given by (13) .
Then fixing an anti-holomorphic map b ∈ H(M), the equation
has a real valued solution given by
Proof. Since b is anti-holomorphic map the given map a(w) is also anti-holomorphic. Moreover,
and V 3 + Zb + Zb − V 0 bb ∈ R. Hence it follows that
Now sinceb and Log are holomorphic maps we have that ∂ ∂w
Log (V 3 + Zb) is also holomorphic. Therefore, ln(λ(V 3 + Zb + Zb − V 0 bb)) = ln k + ln((V 3 + Zb)(V 3 + bZ)) for each k > 0. Proof. We define f (w) = λ(w)L(a(w)) and g(w) = ρ(w)L 0 (b(w)). Then by Lemma 4.4, we have two conformal immersions from M into the light cone C, such that f w = ηW (a, b) and g w = ξW (a, b).
We are assured it is possible to take λ and ρ such that λρ(1 − ab)(1 − ba) is a positive constant real valued function. Indeed, if we have two solutions of equation (11), namely, λ 1 and λ 2 (similarly for equation (12)), then, there is a nonzero real number t ∈ R such that λ 2 = tλ 1 , so we may pick λ and ρ such that f and g are two future directed light like vector fields of L 4 . Now, from
then it follows that λρ(1 − ab)(1 − ba) is constant function a positive real valued, as we wanted.
Next we denote that constant function λρ(1 − ab)(1 − ba) by r. Then for that r we define the conformal immersion in
with conditions h(w), h(w) = −4r and h w = µW (a, b).
Now from Theorem 3.8, it follows that η(w) = kξ(w) where k ∈ R is a nonzero real constant. Then for that k we define a vector field orthogonal to [h w ], namely, n(w) = f (w) − kg(w).
One notes that
Therefore it follows that n(w) is a constant vector field orthogonal to the surface S = h(M). From Proposition 3.3 it follows that for v = n(w) |n(w)| the Möbius transformation M v is such that a(w) = M v (b(w)). Finally one also notes that, if k > 0 (resp. k < 0) then v is a spacelike vector (resp. timelike vector) in L 4 .
such that a(F ) and b(F ) are non constants anti-holomorphic maps. Then 
Proof. (1) From hypothesis we have that a(F ) and b(F ) satisfy equations (4) and (5).
Now it takes the real solution of Equation (11) for a(F ) and b(F ), given by formula (13) for h = 1, namely,
Then we construct the conformal immersion g in the light cone C given by g(w) = λ(w)L(a(F )(w)) with g w = µ(g)W (a(F ), b(F )), for which from Lemma 4.2, one also knows that µ(g) = a(F ) w λ + a(F )λ w . Now since µ(F ) and µ(g) are solutions of Equation (6), it follows from Theorem 3.8 item 2, that there exists a constant real number c such that
= c. Next we observe that we can choose implicitly c = 1, since we can construct a new conformal immersion f from M into the light cone C, such that a(F ) = a(f ), b(F ) = b(f ) and µ(F ) = µ(f ). In fact we take f such that µ(f ) = cµ(g), so µ(f ) = a(F ) w (cλ) + a(F )(cλ) w , which implies that we are taking the solution cλ of Equation (11) . Then f has the expression f (w) = cλ(w)W (a(F ), b(F )). 
. Moreover, one has that equations (11) and (12) are satisfied. Then we use the same argument used in the proof of Theorem 4.7, to get the vector field
where k ∈ R − {0} is such that µ(f ) = tkµ(g). Then it follows that v = n(w) |n(w)| is a unit constant vector field orthogonal to the surface F (w). Hence by Proposition 3.3 we have that
⊥ is the affine hyperplane associated to v.
Moreover, if v, v = −1 then F (M) is contained in a spacelike affine hyperplane. Since F is totally umbilical in L 4 , it follows that F (M) is congruent to a spherical surface S 2 (1/r) of the Euclidean space R 3 . But if v, v = 1 it follows that F (M) is contained in a timelike affine hyperplane and hence F (M) is congruent to an hyperbolic surface S 2 (−1/r) of the Lorentzian space R 
When the Mean Curvature Vector H(f ) is a Lightlike Vector Field
This section is dedicated to studying equations which occur when we assume the geometric condition of mean curvature vector H(f ) to be lightlike vector field and its relation to conformal immersions into the hyperbolic space H 3 . Here we will finish solving the initial question about under which conditions there exists conformal immersion (M, f ) in L 4 such that f w = µW (a, b), now assuming a ∈ H(M) but b is neither holomorphic or anti-holomorphic function.
We start by noting that the mean curvature vector H(f ) is given by H(f ) = . By integrating one has the expression for λ and so we have proved item (1).
For (2), we that
The second statement is obvious.
(3) Since ds 2 (f ) = 4µµ|1 − a(f )b(f )|dwdw, µ =xλ w and λ is real valued function, we have that
The other statement is immediately.
, x ∈ H(M) and (ln λ) ww = 0, we get that K(f ) = 0. 
then h(w) = (f (w) + g(w)) defines a conformal immersion from M into the hyperbolic space H 3 with lightlike mean curvature vector.
Proof. In fact using Equation (14) one has that L(x), L(y) = − 2 λρ , which implies that h(w), h(w) = −1. Now using that a(f ) = a(g) and the expressions
we have that h w , h w = 1 2 f w , g w = 0. Now, since h w , h = 0 we have that h w , hw = − h ww , h = 0. Since h ww and h are, respectively, lightlike and timelike vectors, it follows that h ww , h < 0, and hence h w , hw > 0.
Moreover, using the expression for f ww and g ww given in Proposition 5.1, we have that
The Linking Equation for Surfaces in H
3 . In this subsection we establish a interesting partial equation relating the maps a(w), b(w) of a conformal immersion from M into the hyperbolic space. We will see in next section that after a change variable that equation will become into the partial Riccati's equation with holomorphic parameters.
Let h : M → L 4 be a conformal immersion from M into H 3 , thus h, h = −1. From these conditions it follows that
Since h, h = −1, one has that h w , h = 0 which implies that
. Now after some computations we get that
Since α and β are real valued smooth maps, we have that
Now, since h w , h = 0 and W (a, b) is a lightlike vector, it follows that h ww , h = − h w , h w = 0, and hence we get that
It notes that, from Equation (17), it follows that a ∈ H(M) if, and only if, b ∈ H(M). So, under such condition we would have a totally umbilical surface (M, h).
Hence next we assume that a w = 0 = b w . Then, taking the logarithmic derivative relative to w on Equation (17) we have: , Equation (20) becomes the partial Riccati's equation with holomorphic parameters, namely, ϕ w (ϕ − a) 2 = P, where a, P ∈ H(M).
(21)
Moreover, the smooth map ϕ from M into C is given by the conformal immersion h : M → H 3 , and ϕ is neither a holomorphic map nor an anti-holomorphic map.
(1) Equation (19) follows from substituting, in Equation (18), the values obtained in Equation (16). (2) It is immediate. given by
where
We have that
and F x , F y = F x , F z = F y , F z = 0. Therefore, for each conformal immersion β(w) = (x(w), y(w), z(w)) ∈ B 1 (0) for w ∈ M,
is a part of a non flat minimal immersion contained in the ball B 1 (0), then a(F • β) and b(F • β) satisfy Equation (19), and they are not anti-holomorphic maps.
Geometric solutions associated to the Partial Riccati's Equation with Holomorphic Parameters
In this section we focus for obtaining geometric solutions of Equation (21), that means solutions ϕ which are related to conformal spacelike surfaces in H 3 with lightlike mean curvature vector.
We start with the following lemma which gives us technique for construing solutions of Equation (21).
Lemma 6.1. Let x and y be two distinct holomorphic solutions of the Riccati equation ϕ w (a − ϕ) 2 = P, with a, P ∈ H(M). Then, taking
it follows that equations (14) are satisfied.
Proof. Taking the immersions f (w) = λ(w)L(x(w)) and g(w) = ρ(w)L(y(w)) and computing the functions a(f ) and a(g) we have that
Analogously a(g) = a, and so, we have proved first equation of (14). Now we need to show that λρ(x − y)(x − y) = r for some real number r > 0. In fact, taking logarithm derivative and using that x and y are solutions of Riccati equation, we have that
Next we find explicit parametrization of spacelike surfaces which are associated to solutions of Equation (21).
Example 6.2. It takes a = 1/2+log w and P = 4 w in Equation (21). Then the functions x = log w, and, y = 1 + log w where w ∈ C \ {u + iv : u ≤ 0, v = 0}, are explicit solutions of (21). According to Lemma 6.1, we can take, for instance, λ = (ww) 2 , ρ = 1/λ, and we conclude that equations (14) are satisfied. Hence we find that the conformal spacelike surface in H 3 with lightlike mean curvature vector, which is the associated solution to Equation (21), is given by h(w) = (f (w)+g(w)) where f (w) = λL(x) and g(w) = ρL(y). Then h(w) has explicitly the following components h(w) = 1 2|w| 4 (2 + 2ℜ(log(w)) + |log(w)| 2 (|w| 8 + 1) + |w| 8 , 2ℜ(log(w))(|w| 8 + 1) + 2, 2ℑ(log(w))(|w|
which corresponds to
From a direct computation we can see that: 
The Gauss curvature of this surface is:
From these last facts we can see that the surface h(M) immersed in the hyperbolic space is locally isometric to the minimal Helicoid (or Catenoid) of the Euclidean space, which are, respectively, parametrized by
Next we continue our study of Riccati equation. In fact, we will transform Riccati Equation (21) into a linear partial differential equation of second order, for which we will obtain general solutions. This process will give us a way to obtain local solutions of Equation (21).
It takes φ = ϕ − a, so Equation (21) becomes into
Next, it takes φ = −Xw XP , with XP = 0 and X being a not anti-holomorphic function, then we have the following linear partial differential equation of second order:
Now we look for general solutions for Equation (22), more generally, for a second order partial differential equation (PDE)
We start with the second order ordinary differential equation (ODE) on complex domain, namely,
where, by definition
Then it is well known that a general solution of ODE can be written as
where y 1 (w) and y 2 (w) are two linearly independent solution of the equation. Hence if we take two holomorphic solutions {y 1 , y 2 } of the ODE and assume that c 1 , c 2 are antiholomorphic maps, we have that a general solution of the associated PDE (23), is given by y(w) = c 1 (w)y 1 (w) + c 2 (w)y 2 (w), with c 1 , c 2 ∈ H(M).
We observe that every solution of ODE is, in fact, a solution of the associated PDE (23), but in other way, there exist solutions of Equation (23) which are not solutions of ODE.
Before continuing the process of obtaining the solutions of (21) , we note that Equation (22) has already appeared in other context when we assume particular values of a and P , as follows. Then we retake the technique above to construct non anti-holomorphic solutions of Riccati Equation (21) or of its equivalent equation φ w = P φ 2 − a w , as follows.
In general form, let P, Q and R be three holomorphic maps from M into C such that P (w) = 0 for each w ∈ M, and let
the partial Riccati equation of holomorphic parameters. 
Proof. Since ψ and x are solutions of (24), it follows that ψ w − x w = P (ψ − x)(ψ + x) + Q(ψ − x). Hence since y is also solution, we have that
and this last is equivalent to
Now, since x, y, P are holomorphic maps from M into C, it follows the direct statement. For converse, we apply the logarithmic derivative to (25) and replace the values of x w and y w in the result, to obtain Equation (24). with f (w) = λ(w)L(x(w)), g(w) = ρ(w)L(y(w)), defines a conformal immersion from M into the hyperbolic space H 3 , with lightlike mean curvature vector. Initially, we note that a(f ) = a(g), and hence one gets that a(F ) = a(f ) = a(g). From expression of a(h), it follows that a(h) = a(f ) = a(g) and hence we have a(h) = a(F ). Henceforward we denote it simply by a.
Next our goal is to choice conveniently λ and ρ such that µ(h) = µ(F ) and b(h) = b(F ).
If we denote b(h) = 1 φ , then we already know that f w = ηW (a, 1/x), g w = ξW (a, 1/y) and h w = µ(h)W (a, 1/φ), hence we will require that µ(h) = µ(F ) and φ = ϕ. For this purpose, we go through to get explicit expressions of λ and ρ which satisfy the conditions. We force that F w = h w , that means, 2µ(F )W (a, 1/ϕ) = ηW (a, 1/x) + ξW (a, 1/y).
Then from this assumption we get the system µ(F ) = η + ξ 2 and µ(F ) ϕ = 1 2
which has solution given by ξ y = 2 µ(F ) ϕ ϕ − x y − x and η x = 2 µ(F ) ϕ ϕ − y x − y .
Now using that ξ = yρ w and η = xλ w , we get that ρ w = 2 µ(F ) ϕ ϕ − x y − x and λ w = 2 µ(F ) ϕ ϕ − y x − y , therefore, since λ and ρ are real valued functions it follows that
Now, from Lemma 4.2 item 1. and Proposition 5.1, one has that ξ w = a ρ w ρ w ρ and η w = a λ w λ w λ , which implies that ξ w /a and η w /a are positive real valued maps. Now we use the fact that is positive real valued map. So, we have proved that
is also positive real valued map. Finally then we take λ(w) and ρ(w) given by the formulas λ(w) = 1 |x(w) − y(w)| z(w) , ρ(w) = z(w) |x(w) − y(w)|
and we observe that these λ and ρ are wanted. In fact, they satisfy the conditions λρ|x − y| 2 = 1, ρ(w) λ(w) = z(w), ρ w ρ = P (a − y), λ w λ = P (a − x), x − y + ( λx w λ w ) − ( ρy w ρ w ) = 0, and so, in particular Formula (28) and (29) are consistent with Proposition 5.2.
Now from h w = (f w + g w )/2, f w = ηW (a, 1/x) and g w = ξW (a, 1/y), it follows that b(h) = 1 φ = λ w + ρ w xλ w +ȳρ w and therefore, using Formula (25), we get that φ = λ w x + ρ w y λ w + ρ w = x + (ρ w /λ w )y 1 + (ρ w /λ w ) = ϕ.
Since η =xλ w and ξ =ȳρ w , it follows that
which implies that µ(h) = µ(F ).
Finally, it follows from Theorem 3. 
