Abstract State-machine replication is a common way of constructing general purpose fault tolerance systems. To ensure replica consistency, requests must be executed sequentially according to some total order at all non-faulty replicas. Unfortunately, this could severely limit the system throughput. This issue has been partially addressed by identifying non-conflicting requests based on application semantics and executing these requests concurrently. However, identifying and tracking non-conflicting requests require intimate knowledge of application design and implementation, and a custom fault tolerance solution developed for one application cannot be easily adopted by other applications. Software transactional memory offers a new way of constructing concurrent programs. In this article, we present the mechanisms needed to retrofit existing concurrency control algorithms designed for software transactional memory for state-machine replication. The main benefit for using software transactional memory in state-machine replication is that general purpose concurrency control mechanisms can be designed without deep knowledge of application semantics. As such, new fault tolerance systems based on state-machine replications with excellent throughput can be easily designed and maintained. In this article, we introduce three different concurrency control mechanisms for state-machine replication using software transactional memory, namely, ordered strong strict two-phase locking, conventional timestamp-based multiversion concurrency control, and speculative timestamp-based multiversion concurrency control. Our experiments show that speculative timestamp-based multiversion concurrency control mechanism has the best performance in all types of workload, the conventional timestamp-based multiversion concurrency control offers the worst performance due to high abort rate in the presence of even moderate contention between transactions. The ordered strong strict two-phase locking mechanism offers the simplest solution with excellent performance in low contention workload, and fairly good performance in high contention workload.
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Introduction
State-machine replication is a common way of constructing general purpose fault tolerance systems. To ensure replica consistency, requests must be executed sequentially according to some total order at all non-faulty replicas [24] . Unfortunately, this could severely limit the system throughput. In the past several years, we have seen great efforts on the partial removal of this constraint. Most of them rely on using application semantics to develop custom replication algorithms that could identify independent requests and execute them in parallel [26] . Previously, we demonstrated that using software transactional memory, it is possible to enable concurrent execution of requests automatically if they contain no conflicting operations [20] . This is an attractive approach to increasing the system throughput because no applicationspecific rules are required to determine whether or not two requests are conflicting. Even if two concurrently executing requests actually contain conflicting operations, both might be able to commit if the relative ordering of all conflicting operations is identical and is consistent with the commit order. Only in the worst cases, one of them will have to be aborted and restarted by the system runtime.
In this article, we describe concurrency control mechanisms for state-machine replication using software transactional memory in detail. We show that standard concurrency control mechanisms designed for stand-alone software transactional memory-based applications cannot be used directly to ensure one-copy serializability. To ensure replica consistency and one-copy serializability, we require that all transac-tions be committed in a total order. When a transaction is ready to be committed, it first blocks until all transactions that have been ordered ahead of it have been committed, and then validates its operations according to predefined validation rules. The transaction is committed if the validation is successful, and is rolled back if the validation fails. An aborted transaction is retried until it can be committed.
We investigate three different concurrency control mechanisms for state-machine replication using software transactional memory, namely, ordered strong strict twophase locking, conventional timestamp-based multiversion concurrency control, and speculative timestamp-based multiversion concurrency control. Our experiments show that speculative timestamp-based multiversion concurrency control mechanism has the best performance in all types of workload, the conventional timestamp-based multiversion concurrency control offers the worst performance due to high abort rate in the presence of even moderate contention in the workload. The ordered strong strict twophase locking mechanism offers the simplest solution with excellent performance in low contention workload, and fairly good performance in high contention workload.
In summary, we make the following research contributions:
• We formally introduce the system model and define the correctness criteria for using software transactional memory in state-machine replication.
• We define the concurrency control mechanism for state-machine replication based on two-phase locking.
• We define the concurrency control mechanism for state-machine replication based on multiversion concurrency control.
• We perform a micro-benchmark on the mechanisms we have proposed and discuss why some is working better than others.
Background and related work
Tremendous efforts have been made in the past decade to increase the performance of fault tolerance systems [4, [6] [7] [8] [9] 19, 25, 27] . A review of this line of research is given in [26] . The primary approach to increasing the system performance is to enable concurrent execution of independent requests. Typically, application semantics is needed to develop a set of rules that can be used to dynamically determine whether or not two requests have inter-dependency. Unfortunately, it is expensive to discover appropriate application semantics and it is hard to maintain such a system for possible changes [23] . Furthermore, rules developed for one application cannot be easily applied to other applications. Software transactional memory [17] provides an alternative opportunity to enable concurrent execution of requests dynamically without resorting to the use of predefined application-specific rules. In this approach, each request would trigger a new atomic transaction that consists of a sequence of read and write operations on a set of data items. Existing software transactional memory implementations can be roughly divided into two camps: (1) two-phase locking (2PL) based, and (2) nonblocking based.
2PL-based approach
Traditionally, a transaction must acquire a lock for each datum before the transaction accesses it, and this approach has been used for software trans-actional memory [11, 13] . There are several flavors of 2PL. In plain 2PL, a transaction acquires locks as it needs them. However, it must not acquire any more locks as soon as it has released the first lock it has held before. Hence, in plain 2PL, there is an expanding phase in terms of the number of locks acquired, and a shrinking phase when the number of locks decreases. In strict 2PL, a transaction must release all write locks only after it is committed or aborted while it can release a read lock once it finishes reading the datum protected by the read lock. The strongest form of 2PL is called strong strict 2PL, in which a transaction must release all its locks (read and write locks) at once at the end of the transaction.
In software transactional memory research, a speculative form of 2PL was proposed in [10] . In this scheme, a transaction may perform the write and read operations without first acquiring the corresponding locks, and it waits until the commitment time to acquire the locks for its write set, and validates its read set. If the validation is successful, the transaction is committed and the new values for the write set are stored in place in memory.
A major challenge for the 2PL-based approach is deadlock detection and recovery. A transaction may also be blocked if the locks for the write set are not available (i.e., the locks are held by another transaction).
Nonblocking-based approach In this approach, a transaction can perform read and write on the data set without blocking, typically using multiple versions of each datum. Locks are still needed to protect shared meta-data structure for the runtime. The commit order can be determined either based on the timestamps of the transactions, or based on the dependency between conflicting transactions [16] (for non-conflicting transactions, their relative commit order is not important).
Regardless of the approaches used, a software transactional memory framework always ensures serializable execution of concurrent transactions. Hence, in the presence of read/write, write/read, and write/write conflicts between each pair of concurrent transactions, they all have to follow the same relative order, otherwise, one of them will have to be aborted [12] . To use software transactional memory for statemachine replication, we must provide additional mechanisms to ensure the one-copy serializable execution property, i.e., the set of transactions executed at all non-faulty replicas must use identical serializable execution schedule.
An intuitive idea to satisfy the one-copy serializable property in a state-machine replication system is to first totally order incoming requests, and then ensure that all transactions triggered by the requests are committed in exactly the same total order. This idea was first applied to active replication with the crash-fault model [2] , and later for Byzantine fault tolerance in [20] . In both works, some existing software transactional memory frameworks were used, but no details were presented regarding what concurrency control mechanisms are used and how the total commit order is reinforced. In fact, it is not straightforward to implement the idea with such frameworks because:
• These software transactional memory frameworks may use different conflict resolution rules. Hence, the mechanisms to ensure one-copy serializable property must be customized for them.
• In these rules, the decision to commit or abort a transaction is solely based on the concern of ensuring the linearizability of transactions without regard to any predefined ordering of these transactions. In state-machine replication, transactions that could be committed out of order must be aborted because non-faulty replicas may become inconsistent if a transaction is committed at a non-faulty replica in one order while it is committed at another replica in a different order.
• In these frameworks, if a transaction is aborted, it would be retried as a new transaction. Unfortunately, to ensure the total commit order of all transactions, this is not acceptable. A transaction must be committed in the total order at all non-faulty replicas even if it has to be retried.
The objective of this paper is to define the correctness requirement in using software transactional memory for concurrent state-machine replication, and present the mechanisms that could be used to satisfy the requirement in detail.
System model
We assume that the system operates in an asynchronous distributed environment. The server is replicated for fault tolerance. A client sends a request to the replicated server and then synchronously waits for the corresponding reply. To ensure replica consistency, the requests must be totally ordered. Any existing distributed agreement algorithm or replication algorithm, such as Paxos [14, 30] (for crash fault tolerance), and PBFT [3, 22] (for Byzantine fault tolerance), could be used to totally order these requests.
We advocate to separate agreement from execution [18] where the total ordering of requests is accomplished using a separate agreement cluster, and the replicas are dedicated to request processing only. The number of agreement nodes needed depends on the algorithms used for total ordering. Typically, 2 f +1 nodes are needed to achieve crash fault tolerance, and 3 f + 1 nodes are need for Byzantine fault tolerance, where f is the maximum number of faulty nodes tolerated. Furthermore, for Byzantine fault tolerance, each message is additionally protected by a security token such as digital signature or message authentication code to ensure the integrity of the messages exchanged. Due to the separation of agreement and execution, fewer number of replicas are needed. To tolerate crash faults, g + 1 replicas are need to tolerate up to g faulty replicas. To tolerate Byzantine faults, 2g + 1 replicas are needed to tolerate up to g faulty replicas. Each replicas would need to receive at least f + 1 matching ordered messages from different agreement nodes to accept the binding of the total order and each request for crash fault tolerance.
We assume that the server application is constructed using software transactional memory. For each request from a client, one and only one atomic transaction is started. A transaction may be aborted if a conflict is detected. However, an aborted transaction will be retried automatically as soon as it is aborted until it is finally committed.
For correct operation, the replicated server must ensure one-copy serializability. Specifically, the following safety property must be guaranteed:
Safety property Transactions executed at all non-faulty replicas must commit in the same total order and the order is equivalent to the order when these transactions are executed sequentially at a single process.
Let m i be the request message that has a sequence number i. The sequence number i indicates the total order for the message, i.e., m i is supposed to be executed at all non-faulty replicas after all previously ordered requests, m 0 , m 1 , ..., m i−1 , have been executed. For each m i , a transaction T i is started, where i is assigned to the transaction as its identifier and timestamp.
A transaction has one or more read and write operations on a set of data items. Let R(d) i be the read operation on datum d issued by transaction T i . Similarly, let W (d) i be the write operation on datum d issued by transaction T i . Two transactions T i and T j are conflicting with each other if any of the following is true:
• Read/write conflict:
• Write/write conflict: T i issues a write operation W (d) i and T j concurrently issues another write operation W (d) j (it doesn't matter which transaction issues the write operation on the same datum first).
If we consider the linearizability requirement only, conflicting transactions could all be committed if all conflicting operations happen to be executed in the same order. Otherwise, one of them will have to be aborted. For state-machine replication, however, this requirement is inadequate. To ensure one-copy serializability in a fault tolerance system, transactions that might be able to commit may have to be aborted if the linearized order of two conflicting transactions is inconsistent with the total order.
Concurrency control mechanisms for state-machine replication
In the context of state-machine replication, one-copy serializability can be achieved by first establishing a total order of all requests, and subsequently committing transactions triggered by these requests according to this total order. More specifically, given a transaction T i , it can be committed if and only if all transactions T j where j < i have been committed. Before a transaction can be committed, it must be validated. The validation rules heavily depend on the concurrency control method used. The transaction is aborted and retried if the validation fails. In the following subsections, we discuss mechanisms for the two popular approaches of implementing software transactional memory as we have outlined in Sect. 2.
Mechanisms for 2PL-based concurrency control
In this section, we discuss mechanisms needed for plain 2PL, strict 2PL, and strong strict 2PL to ensure one-copy serializability of transactions. We do not consider the speculative 2PL-based approach introduced in [10] . Extending it for one-copy serializability is left for future work. 
This is because d has already been modified by some older, but uncommitted, transaction, and hence, the value returned by R(d) j would be an obsolete value. Hence, T j must be aborted and then retried. The retry would be successful if T i has been committed by the time T j issues the R(d) j operation. An example is shown in Fig. 1 . We assume that the value of d is d k prior to the R(d) j operation is issued. In T i , a write operation is issued on d, which changes d to d i . In T j , a read operation on d is issued, which would return d k . T j will not see the uncommitted value for d written to by T i . We have to abort T j because not doing so would violate the causality of the system (note that T j is required to commit after T i according to the total order). After T j is retried, the most recent value d i , which is written to by T i , is returned to the read operation, thereby, preserving the causality of the system, and the retried transaction T j can now be committed.
Note that from the linearizability point of view, T i does not need to be aborted if it is read-only. However, in the context of state-machine replication, this is not allowed because we must ensure the causality of the system, i.e., if T i−1 has updated a datum d, and T i reads d, then the updated value of d from T i−1 must be read by T i .
Also note that if T j has issued a write operation on d that some older transaction T i (i < j) has read, then T j can still be committed because T i will not read from the modified value of d by T j .
Similarly, if T i and some younger transaction T j (i < j) have all written to a datum d, both T i and T j can be committed because of the total commit ordering. The value written by T i will always be overwritten by that of T j , regardless of which transaction has issued the write operation first. This policy would not violate any causality constraint because a read operation would have to be involved for any information to be propagated from one transaction to another, which our validation rule already addresses. In some implementation, a write is always interpreted as both a read and a write. In this case, our validation rule on the read-write/write-read conflict is sufficient.
Finally, the validation step is necessary only if plain 2PL and strict 2PL are used. If strong strict 2PL is used, it is impossible for two uncommitted concurrent transactions to hold the locks for the same datum (i.e., one cannot acquire a read lock while the other transaction is holding the write lock for the same datum).
In software transactional memory implementations, there is no restriction in place as to when a transaction is allowed to acquire (or to attempt to acquire) locks. Typically, either a transaction acquires locks as it progresses, or acquires all the locks at the beginning of a transaction. Most importantly, different transactions are allowed to compete for locks freely. This could create unpredictable interleavings in lock acquisition, which is prone to deadlocks. Our preliminary experiment result confirms this hypothesis. We have observed frequent deadlocks even if transactions access very few shared data items (10 or less). Hence, we propose that all transactions acquire all necessary locks according to the total order, i.e., the same order for requests delivery and transaction commitment, and release them only when the transaction is committed or aborted. This ordered strong strict 2PL variation ensures deadlock-free and has excellent performance, as we will show in Sect. 5.1. Another benefit of using ordered strong strict 2PL is that no validation is necessary (i.e., all transactions are guaranteed to be committed).
Mechanisms for nonblocking concurrency control
Most nonblocking concurrency control mechanisms in software transactional memory are derived from the multiversion concurrency control [1] . A major advantage of multiversion concurrency control is that a read-only transaction can be committed successful without blocking. A transaction is never forced to rollback when it issues a read operation. This is accomplished by maintaining multiple versions of a datum. When a write is successful, a new version of the datum is created. The availability of multiple versions of each datum makes it possible to find an appropriate version for each read operation to ensure the serializability of the read transaction with respect to other transactions.
A common implementation of multiversion concurrency control is to apply a timestamp ordering to transactions. In this approach, each transaction is assigned a monotonically increasing timestamp and transactions must commit in the order of their timestamps. This design aligns very well with the one-copy serializability requirement for state-machine replication if all transactions can be committed. However, it is inevitable that some transactions are aborted. On retry of aborted transactions, they are treated as new transactions with new timestamps. Unfortunately, this could cause replica inconsistency because depending on when the conflicting operation is issued, a transaction that issues a write operation might be able to commit at one replica, while the same transaction executed at another replica might have to be rolled back. Unlike what is defined in multiversion concurrency control, when retrying a transaction, we cannot alter the order of its commitment with respect to other transactions to preserve the replica consistency. As shown in Fig. 2 , according to multiversion concurrency control, each datum maintains a list of versions, and for each version, there are two associated timestamps, RTS, and WTS. RTS is the largest timestamp of the transaction that has read the datum. WTS is the timestamp of the transaction that created the version due to a write to the datum. For example, if transactions T i and T j both read version 2 of datum x and j > i, then RTS(x 2 ) = j, and if transaction T k is the transaction that has written to x for version 2, then WTS(x 2 ) = k. Here we assume that the subscript of a transaction denotes its assigned timestamp, i.e., TS(T i ) = i.
Conventional multiversion concurrency control
In conventional multiversion concurrency control, a read operation on datum d issued by a transaction T k would return the version i of d that was created by the most recent committed version prior to the read operation, or created within the current transaction. Specifically, the following defines the read rule and the write rule. According to traditional timestamp-based multiversion concurrency control, a transaction T k must be aborted if it issues a write on a datum d and the following condition is met:
Read rule
• This means that a version of d that could be read by T k legally has been read by a younger transaction T s than T k , i.e., s > k. The reason why T k has to be aborted is that allowing the write operation on d would create a dependency from T s to T k . This could make T k and T s not serializable, if T k has accessed some shared data items before T s . The benefits of this mechanism is that a transaction could be aborted at the earliest possible moment on a write operation that could impact the serializability of concurrent transactions. However, this mechanism does not work for state-machine replication. This is because all transactions must be committed according to a total order at all nonfaulty replicas. This mechanism favors younger transactions, i.e., the transactions that are started later, by aborting older transactions. Due to the total commit order, younger transactions are not allowed to commit while an older transaction is aborted and retried. Unfortunately, if the younger transaction T s not aborted, the older transaction T k cannot be successfully retried because it assumes its original timestamp in statemachine replication instead of getting a new timestamp during retries. Hence, we must abort and retry the younger transaction if it has read a shared datum that is written to by an older transaction (either before or after the read operation), that is, T s would be aborted and retried and T k would be allowed to commit.
The validation rule enforced at the commitment time is, therefore, given below: Note that conventional timestamp-based multiversion concurrency control does not allow the read of uncommitted values. That is why the version v j of d read by T s is guaranteed to be different from (i.e., smaller than) the version vi that is written to by T k . Compared with the original abort rule in multiversion concurrency control, we cannot abort a transaction until the commitment time, which could limit the throughput of a state-machine replicated system. This is an inevitable price to pay for fault tolerance.
Speculative multiversion concurrency control
We could reduce the abort rate if we allow the read of uncommitted data written to by a different transaction. To see why this is the case, consider our validation rule for the conventional multiversion concurrency control. According to our validation rule, the current transaction would be aborted if it has read a version of the datum and an uncommitted older transaction has concurrently written to the same datum. When the validation fails for a transaction, there are actual two types of conflicts, as illustrated in Fig. 3: • Read-write conflict: the current transaction reads the datum first, then uncommitted older transaction did a write to the same datum.
• Write-read conflict: an uncommitted older transaction did a write to the datum, then the current transaction did a read on the same datum. According to the read rule of the conventional multiversion concurrency control, the uncommitted version of d is not visible to the current transaction. Hence, the most recent committed version is returned to the current transaction. Fig. 3 Read-write conflict and write-read conflict in multiversion concurrency control As we can easily see, if the second scenario (i.e., write-read conflict) happens, we could have made the uncommitted version written to the datum by an older transaction visible to the current transaction. In this way, the schedule of the two conflicting transactions would be serializable and their relative ordering would be consistent with our total ordering requirement. Hence, the current transaction could be allowed to commit in the presence of write-read conflicts if the uncommitted written version is made visible to the read.
We should note that making an uncommitted version visible to a younger transaction is not without its risk. If the uncommitted transaction that produced the version is eventually aborted, then all transactions that have read the version must also be aborted. That is why we refer to this variation of multiversion concurrency control as speculative multiversion concurrency control.
In speculative multiversion concurrency control, the read rule is changed to allow the read of uncommitted value that is issued by an older transaction:
Read rule A read operation on datum d issued by a transaction T k would return the version vi of d that was created by the most recent version (regardless of committed or uncommitted) prior to, or within, the current transaction.
The validation rule remains the same as that for conventional multiversion concurrency control.
Implementation and performance evaluation
The proposed concurrency control mechanisms for state-machine replication are implemented in C++. Standard pthread application programming interfaces are used for locking (using regular, write and read locks) and for enforcing the total order of commitment (using conditional variables). One thread is designated to handle incoming requests, and a pool of worker threads is used to process the transactions triggered by the incoming requests, as illustrated in Fig. 4 . Each datum is represented by a C++ object encapsulating the datum value, locks, and all necessary meta-data such as ver- Each transaction maintains a read set and a write set. For multiversion concurrency control, a transaction also keeps track of the versions of data that it has read from (including each version's RTS and WTS timestamps) for the purpose of validation.
For performance evaluation, we have experimented with different number of threads with different number of shared data items. In each run, every thread continuously executes 1000 transactions, and the throughput is averaged across these transactions. Although the number of shared data items is predetermined, the order in which a thread accesses these data items is randomly chosen so that typically different threads access the same shared datum in different order. For each transaction, we assume that half of the shared data items will be written to, and half are to be read from. We intentionally choose the 50-50 % split on read and write because it gives the maximum possibility of conflict between concurrent transactions. Hence, the results presented in this section represent the worst-case scenarios. For each transaction, we inject 5m processing time to simulate actual load.
The performance of our concurrency control mechanisms is assessed by the speedup ratios (or speedup for short) under various number of shared data items between concurrent transactions. The speedup is defined to be the ratio of the throughput obtained in a multithreaded system and that of a single-threaded system. A perfectly functioning concurrency control mechanism would lead to a speedup linearly proportional to the number of threads (i.e., the speedup should be n if n threads are used to concurrently execute transactions) in the absence of conflicts. In the presence of conflicts between concurrent transactions, no solution could attain perfect speedup. Specifically, a traditional implementation of state-machine replication would execute all request sequentially, which means that there is no concurrent processing regardless the number of cores exist in the CPU, i.e., the speedup would be 1 for all scenarios that we experiment.
The experiments are done using an iMac computer that is equipped with a quad-core 3.4GHz i7-2600 CPU, and 12GB of RAM. With hyperthreading, the CPU offers a total of 8 logical cores. According to our design, 1 thread is designated for job allocation, which will occupy one of the logical cores. This leaves the remaining 7 logical cores available for executing transactions concurrently. Hence, we perform experiments with up to 7 threads. In this section, we present the micro-benchmark result for the mechanisms we have introduced in Sect. 4 . In addition to varying the number of threads, we vary the number of shared data between different concurrent transactions from 0 (no sharing) to 100. Due to the hardware limitation, we cannot assess the scalability of our mechanisms in terms of the number of concurrent transactions. Note that due to the lack of standard benchmark suite for state-machine replication, it is common practice in fault tolerance system research to report only micro-benchmark results [4, 19, 21, 28, 29] .
Performance of ordered strong strict 2PL
The average throughput for different number of concurrent threads with different number of shared data items is shown in Fig. 5 . As can be seen, the ordered strong strict 2PL works very well for small number of shared data items. The speedup for 10 shared data items is virtually identical to that when concurrent transactions are working on disjoint data items (which we refer to as the base case). When the number of shared data items increases, the speedup in throughput does reduce gradually. However, the reduction in speedup is quite resilient to the number of shared data items. Even when the number of shared data items reaches 100, the speedup reduces by less than half compared with the base case.
Nevertheless, to find out the primary factor that causes the speedup reduction, we measure the wait time for each transaction to get its turn to acquire the locks (which we refer to as LWait time), and the wait time for each transaction to get its turn to commit (which we refer to as CWait time). As can be seen in Fig. 6 , the dominating factor is the LWait time. For larger number of threads and larger number of shared data items, the LWait time could go as high as 5 ms. The increase in LWait time is apparently nonlinear with respect to the number of threads and the number of shared data items. It is also interesting to note that since the threads are synchronized by the total order of acquiring locks, the CWait time is very little (under 40 µs in all scenarios). This is not surprising because we apply the same processing time for all transactions. If the processing time varies across different transactions, we expect the CWait time to be comparable to the LWait time.
Performance of conventional multiversion concurrency control
The performance of conventional multiversion concurrency control is shown in Fig. 7 . As can be seen, the speedup is incredibly low even when the number of shared data item is as low as 10. For example, the speedup is less than 2.0 when the number of threads is 7 with 10 shared data items. Ideally, the speedup should be 7.0 under this condition.
The very poor performance of the conventional multiversion concurrency control is due to high abort rate, as shown in Fig. 7 . With 10 shared data items, even if there are only 2 threads, virtually all transactions would have to be aborted and retried. It is not clear to us why as the number of threads increases from 2 to 7, the abort rate actually reduces. The reduction trend is most prominent when the number of shared data items ranges between 10 to 50. 
Performance of speculative multiversion concurrency control
By making uncommitted write visible to younger transactions, the abort rate can be reduced significantly (by a factor of about 10), as shown in Fig. 8 . As a result, the throughput speedup is improved dramatically, and it is very resilient to the number of shared items between transactions, as shown in Fig. 8 . With 100 shared data items, the speedup is 5.26, which is much higher than the speedup of 1.14 for conventional multiversion concurrency control under the same condition.
Discussion
As can be seen, the conventional multiversion concurrency control is clearly a not good fit for state-machine replication due to its very high abort rate in the presence of small number of shared items between transactions. Among the three concurrency control mechanisms that we have considered, the speculative multiversion concurrency control offers the best performance. Even if all transactions content for the same set of 100 data items, speculative multiversion concurrency control could achieve a speedup of 5.26, while the ordered strong strict 2PL could achieve only 3.72. These two concurrency control mechanisms offer similar speedup in low contention rates. It is worth noting the 5.26 speedup observed for speculative multiversion concurrency control with 100 shared data between concurrent transactions is 75 % of the maximum speedup possible even if there is no conflict between concurrent transactions. Hence, we believe that this speedup is near optimal.
Our observation is consistent with studies on stand-alone software transactional memory implementation. In [15] , authors employed a concurrency control mechanism similar to the speculative multiversion concurrency control and reported significantly better speedup than other approaches. In [10] , authors proposed a speculative form of strong strict 2PL concurrency control mechanism, and reported good performance. We choose not to use the speculative form of strong strict 2PL in our implementation for simplicity. By imposing a total order on lock acquisitions for different transactions, we could eliminate deadlocks and the ensuing aborts of transactions. Essentially, we make a tradeoff to incur wait time for lock acquisitions rather than dealing with deadlocks. We doubt that the performance could be improved if speculation is employed for strong strict 2PL. As we have shown in our experiments, high abort rate is detrimental to the system performance.
We now take this opportunity to summarize how the challenges we raised in Sect. 2 regarding using software transactional memory in state-machine replication:
• Challenge: these software transactional memory frameworks may use different conflict resolution rules. Hence, the mechanisms to ensure one-copy serializable property must be customized for them. Our solution: we presented conflict resolution mechanisms for two major concurrency control algorithms, namely, two-phase commit, and multiversion concurrency control. All existing concurrency control algorithms are based on these two algorithms. Hence, this work present a useful guide regarding how to customize applications for state-machine replication.
• Challenge: in these rules, the decision to commit or abort a transaction is solely based on the concern of ensuring the linearizability of transactions without regard to any predefined ordering of these transactions. In state-machine replication, transactions that could be committed out of order must be aborted because non-faulty replicas may become inconsistent if a transaction is committed at a non-faulty replica in one order while it is committed at another replica in a different order. Our solution: our conflict resolution rules explicitly consider the relative ordering of conflicting transactions. More specifically, we choose to abort the younger transaction even if it could be committed if it is re-ordered ahead of an older transaction. The tradeoff is that we might abort more transactions in state-machine replication. This is an inevitable price to pay to presence replication consistency.
• Challenge: in these frameworks, if a transaction is aborted, it would be retried as a new transaction. Unfortunately, to ensure the total commit order of all transactions, this is not acceptable. A transaction must be committed in the total order at all nonfaulty replicas even if it has to be retried. Our solution: our mechanisms ensure that when a transaction is retried, it assumes the same transaction id instead of being assigned a new one. This ensures that all transactions commit in the same total order at all replicas even some of the transactions are aborted and retried.
So far, we have not explicitly compared our approaches with competing approaches. At the low end of the spectrum, one approach is to adhere to the state-machine replication requirement, where all requests are processed sequentially. In this case, the availability of multiple cores in CPU is not utilized and the speedup would also remain to be 1 regardless how many threads are launched because they cannot run concurrently. Previously, we have studied extensively on how to enable concurrent execution of requests by exploiting application semantics. This approach can be considered "handcrafted concurrency" and we have achieved moderate success. At the other end of the spectrum is a hypothetical full degree of concurrency where the speedup would be n for n threads. In Fig. 9 , we show a comparison of our approaches with respect these three alternatives. The figure includes the following five scenarios:
• The traditional finite-state-machine approach where the speedup remains at 1. It is labeled as "Traditional". • The result we obtained [7] where the concurrent execution is achieved via the use of conflict-free replicated data types. The result is labeled as "handcrafted".
• The result we obtained in this research using ordered strong strict 2PL with 100 shared data items. It is labeled as "OSS2PL".
• The result we obtained in this research using speculative multiversion concurrency control with 100 shared data items. It is labeled as "SpecMVCC".
• A hypothetical result with full speedup. It is labeled "Ideal".
As can be seen, the optimized versions of our approaches show superior performance compared with the "handcrafted concurrency" approach.
Another issue we have yet to discuss is failure recovery. Due to the separation of agreement from execution [5, 18] , the replicas do not participate in the total ordering of requests. All replicas are equal in that no replica makes decision for other replicas. Hence, the execution of requests is completely local to each replica once the total ordering of the requests has been received from the agreement cluster, and consequently, the failure recovery is local as well. Most appealingly, the failure of up to g replicas would have no direct impact on the clients of the replicated system because one or more surviving replicas would be able to provide the clients with replies, i.e., the failure and failure recovery are not on the critical path of request execution.
The local failure recovery mechanism is rather simple. On restart after a failure, a replica would abort all ongoing transactions and restart them for recovery. Hence, the local recover time depends on the latency to commit the restarted transactions. Because of the nature of the software transactional memory approach, transaction restart is expected and no additional mechanism is required to handle failure recovery.
Finally, in this study, we presented the result using a micro-benchmark. For fault tolerance system research, this is common practice because there is no standard benchmark available to compare different solutions. Also note that the 50-50 % split on read and write is in fact the worst-case scenario because this setup gives the maximum possibility of conflicts between concurrent transactions. Other read-write mix would show better performance.
Conclusion and future work
In this article, we presented the detailed concurrency control mechanisms for state-machine replication using software transactional memory. We first define the correctness property for such mechanisms, we then explained why the built-in concurrency control mechanisms in existing software transactional frameworks cannot be used directly to achieve one-copy serialization in state-machine replication. This is followed by the elaboration of three concurrency control mechanisms that can be used to enable concurrent execution in state-machine replication-based fault tolerance systems using software transactional memory. Our experiments show that speculative timestamp-based multiversion concurrency control mechanism has the best performance in all types of workload, the conventional timestamp-based multiversion concurrency control offers the worst performance due to high abort rate in the presence of even moderate contention. The ordered strong strict two-phase locking mechanism offers the simplest solution with excellent performance in low contention workload, and fairly good performance in high contention workload.
Finally, although we have demonstrated that software transactional memory can be used to achieve high throughput in state-machine replication, there are challenges in adopting this approach for practical systems. The primary obstacle is that an application would have to be completely rewritten using the software transactional memory model. Furthermore, existing software transactional memory libraries would have to be enhanced with the mechanisms proposed in this article. To alleviate such limitations, software tools are needed to automatically transform an existing application to one that uses software transactional memory, and popular software transactional memory libraries should be instrumented with our mechanisms so that they are ready to be used for state-machine replication.
