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Abstract
We consider representations of stars over an algebraically closed field K . We classify those dimension vectors of stars
admitting a one parameter family of indecomposable representations and for which, in addition, all families of (not necessarily
indecomposable) representations depend on a single parameter. Furthermore, we show how it is possible to construct the
corresponding one parameter families of indecomposable representations.
c© 2006 Elsevier B.V. All rights reserved.
MSC: Primary: 16G20; secondary: 16G60
1. Introduction
A well known result in the representation theory of quivers is the classification of quivers of finite, of tame and
of wild type. By Gabriel’s Theorem (see [3]), for the quivers of finite type, every indecomposable representation is
uniquely determined (up to isomorphism) by its dimension vector and there are only finitely many indecomposable
representations (up to isomorphism). Later, Nazarova and Donovan and Freislich observed that for the quivers of tame
(and not of finite) type, the families of indecomposable representations depend only on one parameter (see [10,2]).
On the other hand, we get families with arbitrarily many parameters for the parametrisation of the indecomposable
representations of wild quivers. (The path algebra of a wild quiver is strictly wild (see [9]), i.e. we can find a full
exact embedding of the module category of any finite dimensional K -algebra B (K a field) into the category of
representations for the wild quivers.) So when being concerned with representations of wild quivers, one may ask
for those dimension vectors for which every family of (not necessarily indecomposable) representations depends on a
single parameter.
The aim of this paper is the classification of the tame dimension vectors for stars.
Definition 1. A dimension vector d of representations of a star is called tame, if the following two conditions are
satisfied:
(1) There is a one parameter family of indecomposable representations for d, and
(2) for every d′ ≤ d there is no `-parameter family of indecomposable representations for d′ with ` ≥ 2.
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The main theorem in this paper is the following:
Theorem 2. Let K be an algebraically closed field and d 6= 0 be a dimension vector of representations (over K ) of a
star. Then the following assertions are equivalent:
(A) d is tame.
(B) (1) d is increasing along its arms.
(2) q(d) = 0, and
(3) q(d′) ≥ 0 for every d′ ≤ d,
where q denotes the Tits form corresponding to the underlying star.
Now we start with some basic definitions.
Definition 3. A quiver Q = (Q0, Q1, s, t) is given by its set Q0 of vertices, its set Q1 of arrows and two maps
s, t : Q1 → Q0 which assign to every arrow α ∈ Q1 its starting vertex s(α) and its terminal vertex t (α). We say that
a quiver Q has loops if there is an arrow α ∈ Q1 with s(α) = t (α).
The underlying graph of a quiver (Q0, Q1, s, t) is given by (Q0, Q1), i.e. we simply forget about the orientation
of the quiver.
A star is a quiver whose underlying graph is of the following shape:
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So the underlying graph of the quiver contains no cycles and has a unique branching point.
Definition 4. A representation (Vi , Vα)i∈Q0,α∈Q1 of a quiver Q over a field K is given by K -vector spaces Vi , i ∈ Q0,
and K -linear maps Vα : Vs(α) → Vt (α), α ∈ Q1. If Q is a star, whose arrows are ordered linearly towards the central
point, and in addition all maps Vα are injective, the representation is called a subspace representation.
Definition 5. The dimension vector of a representation (Vi , Vα)i∈Q0,α∈Q1 is given by
dim((Vi , Vα)i∈Q0,α∈Q1) = d = (di )i∈Q0 ,
where di = dimK Vi , i ∈ Q0.
Lemma 6. A dimension vector of representations of a star is a dimension vector of subspace representations if and
only if it is increasing along its arms.
Proof. It is clear that any dimension vector of subspace representations has to be increasing along its arms (because of
the injectivity conditions on the maps). On the other hand, it is possible to construct a (not necessarily indecomposable)
subspace representation for each dimension vector of a star which is increasing along its arms:
Decompose the dimension vector as a sum of dimension vectors in such a way that each summand contains
only entries from {0, 1}, such that each entry behind a 1 in an arm is still a 1. Such decompositions always exist,
and it is clear that each dimension vector in the sum admits a subspace representation – just take the identity map
between all one-dimensional vector spaces – and the direct sum of these subspace representations is again a subspace
representation for the dimension vector we started with.
Example 7. Suppose the dimension vector d is given by d = 4
2
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.
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fulfils the
conditions.
We use two partial orders on the set of dimension vectors for stars, which correspond to the decompositions of
dimension vectors as sums of dimension vectors of subspace representations, also called s-decompositions, and the
decompositions as sums of arbitrary dimension vectors.
Notation 1. We write
d  d′,
if there exists an s-decomposition d = d′ + d′′ as a sum of dimension vectors of subspace representations, and
d ≥ d′,
if there exists an arbitrary decomposition d = d′ + d′′ as a sum of dimension vectors.
(If the lengths of the arms of a dimension vector d′ are smaller than the lengths of the arms of d, then we think of
d′ as being a dimension vector of a quiver with bigger arm lengths by adding zero entries at the outside vertices in the
arms.)
When we speak of subspace representations and their dimension vectors, the underlying stars are always assumed
to carry subspace orientations, i.e. the arrows are ordered linearly towards the central point of the stars.
In [5] we classified those dimension vectors of stars for which there is a one parameter family of subspace
representations and every family of subspace representations depends on a single parameter (see also Theorem 11
in this paper).
Definition 8. A dimension vector d of subspace representations of a star is called s-tame, if the following two
conditions are satisfied:
(1) There is a one parameter family of indecomposable subspace representations for d, and
(2) for every d′  d there is no `-parameter family of indecomposable subspace representations for d′ with ` ≥ 2.
The tame and the s-tame dimension vectors can be characterised via their Tits forms and those of their
decompositions. So let us briefly remember how the Tits form is defined.
Definition 9. The Tits form for a quiver Q is given by
q : ZQ0 → Z
(xi )i∈Q0 7→
∑
i∈Q0
x2i −
∑
α∈Q1
xs(α)xt (α).
Unless stated otherwise, q will always denote the Tits form corresponding to the underlying star of the dimension
vector to which it is applied.
The main theorem in [5] is the following, which gives a classification similar to the one for the tame dimension
vectors (and which will be needed in order to prove Theorem 26):
Theorem 10. Let K be an algebraically closed field and d 6= 0 be a dimension vector of subspace representations
(over K ) of a star. Then the following assertions are equivalent:
(A) d is s-tame.
(B) (1) q(d) = 0, and
(2) q(d′) ≥ 0 for every d′  d.
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Identifying subspace representations with isomorphisms along their arms with the corresponding representations
of a shortened quiver, one obtains also a finite list of all s-tame dimension vectors (see List 1).
This paper is organised as follows:
In Section 2 we recall the notation and the main results of [5] concerning the classification of the s-tame and
s-hypercritical dimension vectors for stars.
Section 3 contains a brief overview of Kac’s results on the classification of dimension vectors of quivers for which
there is an indecomposable representation.
The main results of this paper are given in Section 4, where we characterise the minimal dimension vectors which
are not tame (Theorem 14). Since every tame dimension vector is also s-tame, it is then not so difficult to obtain a
complete list of all tame dimension vectors for stars (Theorem 26).
The last section gives a brief review of the BGP-reflection functors (introduced in [1]) and shows, that it is possible
to obtain all families of indecomposable representations for the tame and the hypercritical dimension vectors from
those constructed in [4] by means of reflection functors.
2. The s-tame and s-hypercritical dimension vectors for stars and tuples of compositions
In order to classify the s-tame dimension vectors, it is very useful to rewrite them in terms of the dimension jumps
along their arms:
Given a star with k arms and pi points (including the central point) in the arms (for i = 1, . . . , k), we can assign
to every dimension vector d a k-tuple of compositions of n, where n is the dimension of d in the central vertex of the
star, in the following way:
Let
d = n
d1,p1−1
d2,p2−1
dk,pk−1
d1,p1−2
d2,p2−2
dk,pk−2
d12
d22
dk2
· · ·
· · ·
· · ·
...
d11
d21
dk1
ww
ww
ww
ww
ww
w
ggggg
gg
GGGGGGGGGGG
Define
∆ : ZQ0 → Zp1 × · · · × Zpk
d 7→ ∆(d) = (a1, . . . , ak),
where ai = (ai1, . . . , ai,pi ), i = 1, . . . , k, with
ai j =
 di1, if j = 1di j − di, j−1, if 1 < j < pin − di,pi−1, if j = pi .
The map ∆ is additive, and a vector d ∈ NQ00 is the dimension vector of subspace representations if and only if
∆(d) ∈ Np10 × · · · × Npk0 .
Therefore, d = d1 + d2 is an s-decomposition if and only if both
∆(d1),∆(d2) ∈ Np10 × · · · × Npk0 .
Reduction 1. Given a dimension vector d of a star with k arms and arm lengths pi , i = 1, . . . , k, with di, j = di, j+1
for some i ∈ {1, . . . , k} and some j ∈ {1, . . . , pi − 1}, then we can regard the isomorphism classes of subspace
representations of Q with dimension vector d as isomorphism classes of subspace representations of a smaller
quiver which we obtain by deleting the point (i, j) and the arrow α with s(α) = (i, j) in Q, since the map
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Vα in a representation with such a dimension vector is an isomorphism (because Vα is, by definition of subspace
representations, injective and dimK Vs(α) = dimK Vt (α)).
On the other hand, every indecomposable representation for a star with shorter arm lengths gives rise to an
indecomposable representation for a star with longer arm lengths. If (i, 1) is an exterior vertex in the original quiver,
add an additional vertex v and an additional arrow β : v → (i, 1), set Vv := V(i,1), and choose an isomorphism
for the map Vβ : Vv → V(i,1) in the new representation. If (i, j) is a vertex in the original quiver with j 6= 1,
add an additional vertex v and two additional arrows γ : (i, j − 1) → v and β : v → (i, j), delete the arrow
α : (i, j − 1) → (i, j), set Vv := V(i, j), Vγ := Vα , and choose an isomorphism for the map Vβ : Vv → V(i, j) and set
Vγ = Vα .
The reduction step corresponds to the deletion of a zero entry in the corresponding tuple of compositions. By
(a1, . . . , ak)red we denote the reduced tuple of compositions, which we get from (a1, . . . , ak) by deleting all zero
entries in each ai, i = 1, . . . , k.
Let (a1, . . . , ak)ord denote the tuple of compositions which we obtain from (a1, . . . , ak) by reordering the entries
in each composition ai, i = 1, . . . , k, increasingly.
In [5, Section 4] one can find a list of all reduced and increasingly ordered tuples of compositions in which they are
sorted into disjoint classes by certain conditions on their number of arms, their arm lengths and the minimal values of
their entries. Except for one class they are labelled with symbols according to properties of the Tits form:
(∗): The Tits form is positive for all tuples of compositions in this class.
(?): The Tits form is non-negative for all tuples of compositions in this class.
(◦): The Tits form is negative for all tuples of compositions in this class which have smallest possible central
dimension.
As a characterisation of the s-tame dimension vectors, we obtained the following result (see [5, Theorem 14] in
conjunction with [5, Proposition 17]):
Theorem 11. Let K be an algebraically closed field and d 6= 0 be a dimension vector of subspace representations
(over K ) of a star. Then the following assertions are equivalent:
(A) d is s-tame.
(B) (1) q(d) = 0, and
(2) q(d′) ≥ 0 for every d′  d.
(C) ∆(d)red,ord is contained in List 1.
(D) ∆(d)red is contained in a class labelled with (?) and q(d) = 0.
(E) (1) There is a one parameter family of indecomposable subspace representations for d, and
(2) all families of subspace representations for d depend on a single parameter.
List 1
k = 4:
(1) p1 = p2 = p3 = p4 = 2, (a1, a2, a3, a4) = ((m,m), (m,m), (m,m), (m,m)), m ∈ N
(2) p1 = p2 = p3 = 2, p4 = 3, (a1, a2, a3, a4) = ((1, 2), (1, 2), (1, 2), (1, 1, 1))
(3) p1 = p2 = p3 = 2, p4 = 3, (a1, a2, a3, a4) = ((1, 3), (2, 2), (2, 2), (1, 1, 2))
(4) p1 = p2 = p3 = 2, p4 = 3, (a1, a2, a3, a4) = ((2, 2), (1, 3), (2, 2), (1, 1, 2))
(5) p1 = p2 = p3 = 2, p4 = 3, (a1, a2, a3, a4) = ((2, 2), (2, 2), (1, 3), (1, 1, 2))
(6) p1 = p2 = p3 = 2, p4 = 4, (a1, a2, a3, a4) = ((1, 3), (1, 3), (2, 2), (1, 1, 1, 1))
(7) p1 = p2 = p3 = 2, p4 = 4, (a1, a2, a3, a4) = ((1, 3), (2, 2), (1, 3), (1, 1, 1, 1))
(8) p1 = p2 = p3 = 2, p4 = 4, (a1, a2, a3, a4) = ((2, 2), (1, 3), (1, 3), (1, 1, 1, 1))
k = 3:
(1) p1 = 2, p2 = 3, p3 = 6, (a1, a2, a3) = ((3m, 3m), (2m, 2m, 2m), (m,m,m,m,m,m)), m ∈ N
(2) p1 = 2, p2 = 3, p3 = 7, (a1, a2, a3) = ((3, 4), (2, 2, 3), (1, 1, 1, 1, 1, 1, 1))
(3) p1 = 2, p2 = 3, p3 = 7, (a1, a2, a3) = ((4, 4), (2, 3, 3), (1, 1, 1, 1, 1, 1, 2))
(4) p1 = 2, p2 = 3, p3 = 7, (a1, a2, a3) = ((4, 5), (3, 3, 3), (1, 1, 1, 1, 1, 2, 2))
(5) p1 = 2, p2 = 3, p3 = 7, (a1, a2, a3) = ((5, 5), (3, 3, 4), (1, 1, 1, 1, 2, 2, 2))
206 A. Holtmann / Journal of Pure and Applied Algebra 209 (2007) 201–214
(6) p1 = 2, p2 = 3, p3 = 7, (a1, a2, a3) = ((5, 6), (3, 4, 4), (1, 1, 1, 2, 2, 2, 2))
(7) p1 = 2, p2 = p3 = 4, (a1, a2, a3) = ((2m, 2m), (m,m,m,m), (m,m,m,m)), m ∈ N
(8) p1 = 2, p2 = 4, p3 = 5, (a1, a2, a3) = ((2, 3), (1, 1, 1, 2), (1, 1, 1, 1, 1))
(9) p1 = 2, p2 = 4, p3 = 5, (a1, a2, a3) = ((3, 3), (1, 1, 2, 2), (1, 1, 1, 1, 2))
(10) p1 = 2, p2 = 4, p3 = 5, (a1, a2, a3) = ((3, 4), (1, 2, 2, 2), (1, 1, 1, 2, 2))
(11) p1 = 2, p2 = 4, p3 = 5, (a1, a2, a3) = ((4, 4), (1, 2, 2, 3), (1, 1, 2, 2, 2))
(12) p1 = 2, p2 = 4, p3 = 5, (a1, a2, a3) = ((4, 5), (1, 2, 3, 3), (1, 2, 2, 2, 2))
(13) p1 = p2 = p3 = 3, (a1, a2, a3) = ((m,m,m), (m,m,m), (m,m,m)), m ∈ N
(14) p1 = p2 = 3, p3 = 4, (a1, a2, a3) = ((1, 1, 2), (1, 1, 2), (1, 1, 1, 1))
(15) p1 = p2 = 3, p3 = 4, (a1, a2, a3) = ((1, 2, 2), (1, 2, 2), (1, 1, 1, 2))
(16) p1 = 2, p2 = 3, p3 = 7, (a1, a2, a3) = ((5, 7), (4, 4, 4), (1, 1, 2, 2, 2, 2, 2))
(17) p1 = 2, p2 = 3, p3 = 7, (a1, a2, a3) = ((6, 6), (3, 4, 5), (1, 1, 2, 2, 2, 2, 2))
(18) p1 = 2, p2 = 3, p3 = 7, (a1, a2, a3) = ((6, 7), (3, 5, 5), (1, 2, 2, 2, 2, 2, 2))
(19) p1 = 2, p2 = 3, p3 = 7, (a1, a2, a3) = ((7, 7), (3, 5, 6), (2, 2, 2, 2, 2, 2, 2))
(20) p1 = 2, p2 = 3, p3 = 7, (a1, a2, a3) = ((6, 6), (4, 4, 4), (1, 1, 1, 2, 2, 2, 3))
(21) p1 = 2, p2 = 3, p3 = 8, (a1, a2, a3) = ((3, 5), (2, 3, 3), (1, 1, 1, 1, 1, 1, 1, 1))
(22) p1 = 2, p2 = 3, p3 = 9, (a1, a2, a3) = ((3, 6), (3, 3, 3), (1, 1, 1, 1, 1, 1, 1, 1, 1))
(23) p1 = 2, p2 = 3, p3 = 8, (a1, a2, a3) = ((4, 4), (2, 2, 4), (1, 1, 1, 1, 1, 1, 1, 1))
(24) p1 = 2, p2 = 4, p3 = 5, (a1, a2, a3) = ((3, 5), (2, 2, 2, 2), (1, 1, 2, 2, 2))
(25) p1 = 2, p2 = 4, p3 = 5, (a1, a2, a3) = ((4, 4), (2, 2, 2, 2), (1, 1, 1, 2, 3))
(26) p1 = 2, p2 = 4, p3 = 5, (a1, a2, a3) = ((5, 5), (1, 2, 3, 4), (2, 2, 2, 2, 2))
(27) p1 = 2, p2 = 4, p3 = 6, (a1, a2, a3) = ((2, 4), (1, 1, 2, 2), (1, 1, 1, 1, 1, 1))
(28) p1 = 2, p2 = 4, p3 = 7, (a1, a2, a3) = ((2, 5), (1, 2, 2, 2), (1, 1, 1, 1, 1, 1, 1))
(29) p1 = 2, p2 = 4, p3 = 8, (a1, a2, a3) = ((2, 6), (2, 2, 2, 2), (1, 1, 1, 1, 1, 1, 1, 1))
(30) p1 = 2, p2 = 4, p3 = 6, (a1, a2, a3) = ((3, 3), (1, 1, 1, 3), (1, 1, 1, 1, 1, 1))
(31) p1 = p2 = 3, p3 = 4, (a1, a2, a3) = ((1, 2, 3), (2, 2, 2), (1, 1, 2, 2))
(32) p1 = p2 = 3, p3 = 4, (a1, a2, a3) = ((2, 2, 2), (1, 2, 3), (1, 1, 2, 2))
(33) p1 = p2 = 3, p3 = 4, (a1, a2, a3) = ((1, 3, 3), (2, 2, 3), (1, 2, 2, 2))
(34) p1 = p2 = 3, p3 = 4, (a1, a2, a3) = ((2, 2, 3), (1, 3, 3), (1, 2, 2, 2))
(35) p1 = p2 = 3, p3 = 4, (a1, a2, a3) = ((1, 3, 4), (2, 3, 3), (2, 2, 2, 2))
(36) p1 = p2 = 3, p3 = 4, (a1, a2, a3) = ((2, 3, 3), (1, 3, 4), (2, 2, 2, 2))
(37) p1 = p2 = 3, p3 = 4, (a1, a2, a3) = ((1, 4, 4), (3, 3, 3), (2, 2, 2, 3))
(38) p1 = p2 = 3, p3 = 4, (a1, a2, a3) = ((3, 3, 3), (1, 4, 4), (2, 2, 2, 3))
(39) p1 = p2 = 3, p3 = 4, (a1, a2, a3) = ((2, 2, 2), (2, 2, 2), (1, 1, 1, 3))
(40) p1 = p2 = 3, p3 = 5, (a1, a2, a3) = ((1, 1, 3), (1, 2, 2), (1, 1, 1, 1, 1))
(41) p1 = p2 = 3, p3 = 5, (a1, a2, a3) = ((1, 2, 2), (1, 1, 3), (1, 1, 1, 1, 1))
(42) p1 = p2 = 3, p3 = 6, (a1, a2, a3) = ((1, 1, 4), (2, 2, 2), (1, 1, 1, 1, 1, 1))
(43) p1 = p2 = 3, p3 = 6, (a1, a2, a3) = ((2, 2, 2), (1, 1, 4), (1, 1, 1, 1, 1, 1))
(44) p1 = 2, p2 = 4, p3 = 5, (a1, a2, a3) = ((4, 6), (1, 3, 3, 3), (2, 2, 2, 2, 2))
(45) p1 = 2, p2 = 4, p3 = 5, (a1, a2, a3) = ((5, 5), (1, 3, 3, 3), (1, 2, 2, 2, 3)).
In [5] we also characterised the minimal dimension vectors of subspace representations (w.r.t. the -order), for
which there is an `-parameter family of indecomposable subspace representations with ` ≥ 2 (see [5, Theorem 16] in
conjunction with [5, Proposition 19]). These are called s-hypercritical.
Theorem 12. Let K be an algebraically closed field and d a dimension vector of subspace representations. Then the
following assertions are equivalent:
(A) d is s-hypercritical.
(B) (1) q(d) < 0, and
(2) q(d′) ≥ 0 for every d′ ≺ d.
(C) ∆(d)red,ord is contained in List 2.
(D) ∆(d)red is contained in a class labelled with (◦) and has smallest possible central dimension.
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List 2
k = 5:
p1 = p2 = p3 = p4 = p5 = 2, (a1, a2, a3, a4, a5) = ((1, 1), (1, 1), (1, 1), (1, 1), (1, 1))
k = 4:
(1) p1 = p2 = p3 = 2, p4 = 3, (a1, a2, a3, a4) = ((2, 2), (2, 2), (2, 2), (1, 1, 2))
(2) p1 = p2 = p3 = 2, p4 = 4, (a1, a2, a3, a4) = ((2, 2), (2, 2), (2, 2), (1, 1, 1, 1))
(3) p1 = p2 = p3 = 2, p4 = 4, (a1, a2, a3, a4) = ((1, 3), (2, 2), (2, 2), (1, 1, 1, 1))
(4) p1 = p2 = p3 = 2, p4 = 4, (a1, a2, a3, a4) = ((2, 2), (1, 3), (2, 2), (1, 1, 1, 1))
(5) p1 = p2 = p3 = 2, p4 = 4, (a1, a2, a3, a4) = ((2, 2), (2, 2), (1, 3), (1, 1, 1, 1))
(6) p1 = p2 = 2, p3 = p4 = 3, (a1, a2, a3, a4) = ((1, 2), (1, 2), (1, 1, 1), (1, 1, 1))
(7) p1 = 2, p2 = p3 = p4 = 3, (a1, a2, a3, a4) = ((1, 2), (1, 1, 1), (1, 1, 1), (1, 1, 1))
(8) p1 = p2 = p3 = p4 = 3, (a1, a2, a3, a4) = ((1, 1, 1), (1, 1, 1), (1, 1, 1), (1, 1, 1))
k = 3:
(1) p1 = 2, p2 = 3, p3 = 7, (a1, a2, a3) = ((6, 6), (4, 4, 4), (1, 1, 2, 2, 2, 2, 2))
(2) p1 = 2, p2 = 3, p3 = 8, (a1, a2, a3) = ((4, 4), (2, 3, 3), (1, 1, 1, 1, 1, 1, 1, 1))
(3) p1 = 2, p2 = 4, p3 = 5, (a1, a2, a3) = ((4, 4), (2, 2, 2, 2), (1, 1, 2, 2, 2))
(4) p1 = 2, p2 = 4, p3 = 5, (a1, a2, a3) = ((5, 5), (1, 3, 3, 3), (2, 2, 2, 2, 2))
(5) p1 = 2, p2 = 4, p3 = 6, (a1, a2, a3) = ((3, 3), (1, 1, 2, 2), (1, 1, 1, 1, 1, 1))
(6) p1 = 2, p2 = p3 = 5, (a1, a2, a3) = ((2, 3), (1, 1, 1, 1, 1), (1, 1, 1, 1, 1))
(7) p1 = p2 = 3, p3 = 4, (a1, a2, a3) = ((2, 2, 2), (2, 2, 2), (1, 1, 2, 2))
(8) p1 = p2 = 3, p3 = 5, (a1, a2, a3) = ((1, 2, 2), (1, 2, 2), (1, 1, 1, 1, 1))
(9) p1 = 3, p2 = p3 = 4, (a1, a2, a3) = ((1, 1, 2), (1, 1, 1, 1), (1, 1, 1, 1))
(10) p1 = p2 = p3 = 4, (a1, a2, a3) = ((1, 1, 1, 1), (1, 1, 1, 1), (1, 1, 1, 1)).
3. Kac’s theorem
In this section we recall results from [6] and [7].
Let x = (xi )i∈Q0 ∈ ZQ0 . For a quiver Q = (Q0, Q1, s, t) without loops we have reflections ri : ZQ0 → ZQ0 ,
i ∈ Q0, which are defined by ri (x) := (ri (x) j ) j∈Q0 with
ri (x) j = x j for j 6= i, and ri (x)i = −xi +
∑
j∈adj(i)
x j ,
where adj(i) is the set of vertices adjacent to i .
Let W := WQ := 〈ri | i ∈ Q0〉 be the subgroup of Aut(ZQ0) generated by the reflections.
Let (−,−) : ZQ0 × ZQ0 → Z denote the symmetric bilinear form corresponding to the Tits form of Q. It is given
by
(d1,d2) = 2 ·
∑
i∈Q0
d1id2i −
∑
α∈Q1
d1,s(α)d2,t (α) −
∑
α∈Q1
d2,s(α)d1,t (α)
for d1 = (d1i )i∈Q0 ,d2 = (d2i )i∈Q0 ∈ ZQ0 .
By ΠQ := {ei | i ∈ Q0} we denote the set of simple roots for Q. Here, ei = (ei j ) j∈Q0 ∈ ZQ0 with ei j = δi j .
We have the fundamental region associated with Q:
FQ := {d ∈ NQ00 \ {0} | (d, ei) ≤ 0 ∀i ∈ Q0 and d has connected support}.
(A dimension vector of a quiver Q = (Q0, Q1, s, t) has connected support, if for any pair of non-zero entries there
is a path between the two vertices in the underlying graph (Q0, Q1) which contains only non-zero entries.)
In [6] Kac gave a description of the (positive) root system ∆+(Q) assigned to a quiver Q in purely combinatorial
terms:
∆+(Q) = ∆re+(Q) ∪˙∆im+ (Q),
where ∆re+(Q) = WΠQ ∩ NQ00 and ∆im+ (Q) = WFQ .
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Let µd(Q) denote the maximal number of parameters on which a family of indecomposable representations of Q
over an algebraically closed field with dimension vector d depends.
In [7, Theorem C] Kac has shown the following (cf. also [8, Theorem 1.10]), which is a generalisation and an
extension of Gabriel’s theorem in [3]:
Theorem 13 (Kac). Let d ∈ NQ00 be a dimension vector of representations of a quiver Q without loops and K be an
algebraically closed field.
(a) There is an indecomposable representation over K with dimension vector d if and only if d ∈ ∆+(Q).
(b) If d ∈ ∆re+(Q), there is a unique indecomposable representation over K with dimension vector d.
(c) If d ∈ ∆im+ (Q), then µd(Q) = 1 − q(d). Furthermore, there is a unique µd(Q)-parameter family of
indecomposable representations with dimension vector d.
4. The hypercritical and the tame dimension vectors for stars
For the characterisation of the tame dimension vectors one can use the characterisations of the s-tame and s-
hypercritical dimension vectors (Theorems 11 and 12).
As before, we try to find the minimal dimension vectors – here w.r.t. the≥-order – for which there is an `-parameter
family of indecomposable representations with ` ≥ 2. We call these dimension vectors hypercritical.
By definition, the tame dimension vectors have to be smaller than the hypercritical dimension vectors or to be
incomparable with the hypercritical ones.
The hypercritical dimension vectors can be characterised as follows:
Theorem 14. Let K be an algebraically closed field and d a dimension vector for a star. Then the following assertions
are equivalent:
(A) d is hypercritical.
(B) (1) d is increasing along its arms.
(2) q(d) < 0, and
(3) q(d′) ≥ 0 for every d′ < d.
(C) ∆(d) is contained in List 3.
A proof of the theorem will be given in this section.
Remark 15. By Kac’s Theorem, a dimension vector is tame (resp. hypercritical) for any orientation of the quiver if
and only if it is tame (resp. hypercritical) for one orientation of the quiver. (There is an indecomposable representation
for a dimension vector d of a quiver with any orientation if and only if there is one for d for one orientation (by the
definition of the root system), and the Tits form, which gives the maximal number of parameters on which a family of
indecomposable representations depends, is also independent of the orientation of the quiver.)
So let us restrict ourselves to stars with subspace orientations for the rest of this section, unless mentioned
otherwise.
Lemma 16. Let Q be a star, and let c ∈ Q0 denote the central point of Q. Let d ∈ NQ00 be a dimension vector of Q
such that dc 6= 0. If (Vi , Vα)i∈Q0,α∈Q1 is an indecomposable representation for d, then (Vi , Vα)i∈Q0,α∈Q1 is already
a subspace representation.
Proof. If the representation (Vi , Vα)i∈Q0,α∈Q1 was not a subspace representation, then there would exist at least one
map Vβ : V(l,m) → V(l,m+1), β ∈ Q1, which would not be injective. Take β ∈ Q1 with m minimal in the l-th
arm. Taking the preimages of ker Vβ along the l-th arm and the corresponding quotient spaces leads to a non-trivial
decomposition of (Vi , Vα)i∈Q0,α∈Q1 as a sum of two representations (see [5, Lemma 23]).
For this construction, the dimension vector need not be increasing along its arms (i.e. a dimension vector of
subspace representations), and so the proof also works for the general case (like in [5, Lemma 23]).
Remark 17. Note that for dc = 0, the indecomposable representations can be identified with indecomposable
representations of linearly ordered quivers of type A. For these quivers there are no `-parameter families of
representations with ` ≥ 1.
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Corollary 18. The hypercritical and the tame dimension vectors have to be dimension vectors of subspace
representations. (By Lemma 16, we know that all indecomposable representations with a non-zero central
dimension are subspace representations, and if the central dimension is zero, then the isomorphism classes
of the indecomposable representations are uniquely determined by their dimension vectors.) Furthermore, the
indecomposable representations occurring in the families of representations are subspace representations.
So we get:
Corollary 19. If a dimension vector of a star is tame, then it is also s-tame, and if it is hypercritical, then it is also
s-hypercritical.
It is easy to observe the following:
Remark 20. Let d be a dimension vector of a star with∆(d)red 6= ∆(d) and which is increasing along its arms. Then
d > ∆−1(∆(d)red).
(In general, ∆−1(∆(d)red) will be a dimension vector of a smaller quiver. But here we think of it as being a
dimension vector of a quiver with longer arms by putting zeroes at the outside vertices (see also the sentence after
Notation 1).)
This shows that all s-hypercritical dimension vectors which are not reduced cannot be hypercritical, because we
could construct a smaller dimension vector with an `-parameter family of indecomposable representations with ` ≥ 2
for each of them. (The reduction does not change the property of being s-hypercritical and also not the Tits form
(Theorem 12, part (C)).)
This gives us now a strategy to find all hypercritical dimension vectors. We proceed as follows. We take List 2 of
all reduced s-hypercritical dimension vectors and exclude those which cannot be hypercritical.
Remark 21. Let d be a dimension vector of a star with∆(d)ord 6= ∆(d) and which is increasing along its arms. Then
d > ∆−1(∆(d)ord).
This shows that all s-hypercritical dimension vectors which do not have increasingly ordered dimension jumps
along their arms cannot be hypercritical, because we could construct a smaller dimension vector with an `-parameter
family of indecomposable representations with ` ≥ 2 for each of them. (Reordering the dimension jumps along the
arms does not change the property of being s-hypercritical and also not the Tits form (Theorem 12, part (C)).)
So we have to compare the reduced s-hypercritical dimension vectors with increasingly ordered dimension jumps
along their arms in order to actually find the hypercritical dimension vectors.
The following calculation shows us which s-hypercritical dimension vectors from List 2 can also be excluded. We
have:
∆−1(((1, 1, 1, 1), (1, 1, 1, 1), (1, 1, 1, 1))) > ∆−1(((0, 1, 1, 2), (1, 1, 1, 1), (1, 1, 1, 1))),
∆−1(((2, 2), (2, 2), (2, 2), (1, 1, 1, 1))) > ∆−1(((2, 2), (2, 2), (2, 2), (0, 1, 1, 2))),
∆−1(((1, 2), (1, 1, 1), (1, 1, 1), (1, 1, 1))) > ∆−1(((1, 2), (0, 1, 2), (1, 1, 1), (1, 1, 1)))
and
∆−1(((1, 1, 1), (1, 1, 1), (1, 1, 1), (1, 1, 1))) > ∆−1(((0, 1, 2), (0, 1, 2), (1, 1, 1), (1, 1, 1))).
So we are left with the following list of tuples of compositions (a1, . . . , ak) such that the∆−1((a1, . . . , ak)) could
be hypercritical:
List 3
k = 5:
p1 = p2 = p3 = p4 = p5 = 2, (a1, a2, a3, a4, a5) = ((1, 1), (1, 1), (1, 1), (1, 1), (1, 1))
k = 4:
(1) p1 = p2 = p3 = 2, p4 = 3, (a1, a2, a3, a4) = ((2, 2), (2, 2), (2, 2), (1, 1, 2))
(2) p1 = p2 = p3 = 2, p4 = 4, (a1, a2, a3, a4) = ((1, 3), (2, 2), (2, 2), (1, 1, 1, 1))
(3) p1 = p2 = p3 = 2, p4 = 4, (a1, a2, a3, a4) = ((2, 2), (1, 3), (2, 2), (1, 1, 1, 1))
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(4) p1 = p2 = p3 = 2, p4 = 4, (a1, a2, a3, a4) = ((2, 2), (2, 2), (1, 3), (1, 1, 1, 1))
(5) p1 = p2 = 2, p3 = p4 = 3, (a1, a2, a3, a4) = ((1, 2), (1, 2), (1, 1, 1), (1, 1, 1))
k = 3:
(1) p1 = 2, p2 = 3, p3 = 7, (a1, a2, a3) = ((6, 6), (4, 4, 4), (1, 1, 2, 2, 2, 2, 2))
(2) p1 = 2, p2 = 3, p3 = 8, (a1, a2, a3) = ((4, 4), (2, 3, 3), (1, 1, 1, 1, 1, 1, 1, 1))
(3) p1 = 2, p2 = 4, p3 = 5, (a1, a2, a3) = ((4, 4), (2, 2, 2, 2), (1, 1, 2, 2, 2))
(4) p1 = 2, p2 = 4, p3 = 5, (a1, a2, a3) = ((5, 5), (1, 3, 3, 3), (2, 2, 2, 2, 2))
(5) p1 = 2, p2 = 4, p3 = 6, (a1, a2, a3) = ((3, 3), (1, 1, 2, 2), (1, 1, 1, 1, 1, 1))
(6) p1 = 2, p2 = p3 = 5, (a1, a2, a3) = ((2, 3), (1, 1, 1, 1, 1), (1, 1, 1, 1, 1))
(7) p1 = p2 = 3, p3 = 4, (a1, a2, a3) = ((2, 2, 2), (2, 2, 2), (1, 1, 2, 2))
(8) p1 = p2 = 3, p3 = 5, (a1, a2, a3) = ((1, 2, 2), (1, 2, 2), (1, 1, 1, 1, 1))
(9) p1 = 3, p2 = p3 = 4, (a1, a2, a3) = ((1, 1, 2), (1, 1, 1, 1), (1, 1, 1, 1)).
But the dimension vectors corresponding to these tuples of compositions are all incomparable with each other
(w.r.t. the ≥-order). So this gives us the desired list of minimal dimension vectors with `-parameter families of
indecomposable representations with ` ≥ 2 (i.e. the equivalence of (A) and (C) in Theorem 14).
Remark 22. Note that q(∆−1((a1, . . . , ak))) = −1 for all (a1, . . . , ak) in List 3.
It is useful to rewrite the Tits form in terms of the dimension jumps of the dimension vectors along their arms:
Lemma 23.
q(∆−1(a1, . . . , ak)) = 12
(
k∑
i=1
pi∑
j=1
a2i j + (2− k)n2
)
for (a1, . . . , ak) ∈ Zp1 × · · · × Zpk .
(This was proven in [5, Lemma 12] with the additional assumption that (a1, . . . , ak) ∈ Np10 × · · · × Npk0 , which is
actually not needed in the proof.)
One crucial step in the classification of the s-tame and s-hypercritical dimension vectors is the following lemma,
which allows us to calculate the smallest possible value of the Tits form for a dimension vector of a given star with a
given central dimension (and it is also useful for the classification of the tame and hypercritical dimension vectors). If
we fix the central dimension and the number of arms, the last term (2− k)n2 will not change, and we can concentrate
ourselves on the first terms. The minimal value of the Tits form will be taken if we minimise the first terms, for which
the following lemma is useful.
Lemma 24. Let (a1, . . . , ap) ∈ Zp with ∑pj=1 a j = n ∈ N0, and let r be the remainder of n modulo p (so that
0 ≤ r < p). Then
p∑
j=1
a2j ≥
n2 + r(p − r)
p
,
with the equality if and only if the composition consists of r parts equal to b np c + 1 and p − r parts equal to b np c. In
particular,
p∑
j=1
a2j ≥
n2
p
.
(This lemma was proven in [5, Lemma 18] with the additional assumption that all entries a j , j = 1, . . . , p, in the
vector be non-negative. But the assumption is actually not needed for the proof.)
A consequence of this is the following:
Corollary 25. Let d be a dimension vector of a star which is not increasing along its arms with q(d) < 0. Then there
exists a dimension vector d˜ < d which is increasing along its arms with q(d˜) < 0.
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Proof. We can consider the arms separately. So let us restrict ourselves to a single arm which is not increasing, whose
dimension jumps will denoted by a = (a1, . . . , ap). (In particular, a1 ≥ 0.)
Then there exists an s ∈ {2, . . . , p} such that as−1 > 0, but as < 0. Writing as = b nr c + bs , we get that bs < 0.
But then the dimension vector d does not take the smallest possible value for the Tits form with the given central
dimension (according to the previous lemma). (With our notation, we would have to ensure that bs ∈ {0, 1} for all
s = 1, . . . , p.) But we can construct a dimension vector d˜ whose Tits form is “closer” to the minimal value of the Tits
form, if the entries become more similar, which we can achieve as follows:
Let s ∈ {2, . . . , p} be minimal with as < 0. Take ` ∈ {1, . . . , s − 1} maximal with ∑s−1j=` a j ≥ −as . (This is
possible because the entries in d are non-negative.) Then replace the entries in a as follows:
a j 7→ 0 =: a˜ j , j = `, . . . , s − 1, and
as 7→
s∑
j=`
a j =: a˜s .
Then a˜ j ≥ 0 for all j ∈ {`, . . . , s}. So the corresponding dimension vector d˜ = ∆−1(a˜) is increasing along the arm
up to position s. As already stated, q(d˜) < q(d) (by Lemma 24) and q(d) < 0 (by assumption). Now proceed by
induction.
Now we can prove the remaining equivalences in the classification theorem for the hypercritical dimension vectors.
Proof of Theorem 14. The equivalence of (A) and (C) was already shown.
First of all note that no dimension vector from case 3.1.3.2.3.4.2 from the list in [5] is s-hypercritical (see [5,
Proposition 19]), therefore (by Corollary 19) none of them is hypercritical.
Also, none of them can fulfil condition (2) from (B). For each dimension vector d in case 3.1.3.2.3.4.2 from the list
in [5], there is even a non-trivial s-decomposition, therefore a decomposition, d = d1 + d2 into a sum of dimension
vectors with q(d1) < 0 (see [5, Proposition 19]).
So we may assume that d is not contained in case 3.1.3.2.3.4.2 from [5].
Let d be a hypercritical dimension vector.
By Corollary 18, condition (1) is fulfilled.
Condition (2) in (B) is fulfilled, because there is an `-parameter family of indecomposable representations for d
with ` ≥ 2. So, by Kac’s theorem, q(d) < 0.
But condition (3) in (B) also holds. Suppose not. Then there is a dimension vector d′ < d with q(d′) < 0. A
minimal such is s-hypercritical (by Corollary 25 and Theorem 12), in particular a root. Therefore, there is an `-
parameter family of indecomposable representations for d′ with ` ≥ 2, whence d is not hypercritical.
Next we have to show that List 3 is complete, i.e. that each dimension vector that fulfils the conditions in (B) is
already contained in List 3.
Let us now assume that d is a dimension vector for which condition (B) is fulfilled. In particular, it is increasing
along its arms.
According to Remarks 20 and 21, we can restrict ourselves to reduced dimension vectors which have increasingly
ordered dimension jumps along their arms.
Then it must occur in List 3. Otherwise, one of the following possibilities would apply:
• dred belongs to case 3.1.3.2.3.4.2 from the list in [5], which we already excluded.
• dred is contained in one of the cases labelled with (◦). Then there is an s-decomposition, therefore a decomposition,
d = d1 + d2 with q(d1) < 0 or q(d2) < 0. This decomposition is non-trivial, in the case d is not s-hypercritical.
And if d is s-hypercritical (and not contained in List 3), its corresponding tuple of compositions is one of
{((1, 1, 1, 1), (1, 1, 1, 1), (1, 1, 1, 1)), ((2, 2), (2, 2), (2, 2), (1, 1, 1, 1)),
((1, 2), (1, 1, 1), (1, 1, 1), (1, 1, 1)), ((1, 1, 1), (1, 1, 1), (1, 1, 1), (1, 1, 1))}.
And for these, we have already noticed in Remark 22 that they can be decomposed into a non-trivial sum of two
dimension vectors, one of which has negative Tits form. Therefore, d does not fulfil condition (3) from (B).
• dred is contained in a case labelled with (∗) or (?), in particular q(d) ≥ 0. Then condition (2) from (B) is not
fulfilled.
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In order to construct the list of all tame dimension vectors, one can proceed as follows:
Since we know that the tame dimension vectors are also s-tame, we know that the reduced tame dimension
vectors must occur among the reduced s-tame dimension vectors. By a restriction on the number of repetitions of
the dimensions along the arms, one has to ensure that one cannot split off a hypercritical dimension vector from the
dimension vectors in question.
But they can also be characterised by the values of their Tits forms and those of their decompositions (which was
already stated in the introduction of this paper (Theorem 2)):
Theorem 26. Let K be an algebraically closed field and d 6= 0 a dimension vector for a star with arbitrary
orientation. Then the following assertions are equivalent:
(A) d is tame.
(B) (1) d is increasing along its arms.
(2) q(d) = 0, and
(3) q(d′) ≥ 0 for every d′ ≤ d.
Proof. We can restrict ourselves to dimension vectors for stars with subspace orientations.
Let d be a tame dimension vector. Then, by Corollary 18, condition (1) in (B) is fulfilled.
There is a one parameter family of indecomposable representations for d, but no `-parameter family with ` ≥ 2.
So q(d) = 0 (by Kac’s Theorem), and condition (2) in (B) holds.
Condition (3) in (B) is also valid: It follows immediately from the characterisation of the hypercritical dimension
vectors as the minimal ones with negative Tits forms (Theorem 14).
Let us now assume that d is a dimension vector fulfilling the conditions in (B). In particular, it is increasing along
its arms. Then it cannot be such that dred is contained in case 3.1.3.2.3.4.2 from the list in [5] or in a case labelled
with (◦). Otherwise, we had an s-decomposition, therefore a decomposition, d = d1 + d2 such that q(d1) < 0 or
q(d2) < 0 (see [5, Proposition 19] for the first case and Theorem 12, part (D), for the (◦)-cases).
So dred occurs in a case labelled with (∗) or a (?). Since q(d) = 0, d must be s-tame (see characterisation of the s-
tame vectors in Theorem 11, part (D)). In particular, d is a root, and we get a one parameter family of indecomposable
representations for d, the first condition in the definition for tame dimension vectors.
If for d′ ≤ d there was an `-parameter family of indecomposable representations with ` ≥ 2, then q(d′) < 0 (by
Kac’s Theorem), which gives a contradiction to condition (3) in (B).
5. Families of indecomposable representations for the tame and the hypercritical dimension vectors for stars
The following is a short reminder of the BGP-reflection functors introduced in [1].
Definition 27. Given a quiver Q = (Q0, Q1, s, t), we call a vertex j ∈ Q0 a sink (resp. source) if there are no arrows
starting (resp. ending) in j . If j ∈ Q0 is a sink or a source, then j is also called admissible.
Let (V j , Vα) j∈Q0,α∈Q1 be a representation of Q and i be a sink in Q. We can construct a new quiver σ
+
i (Q) from
Q by reversing the arrows ending in i ∈ Q0. If (V j , Vα) j∈Q0,α∈Q1 does not contain a direct summand which is the
simple representation corresponding to i , we define a representation F+i ((V j , Vα) j∈Q0,α∈Q1) for σ
+
i (Q) as follows.
We keep the vector spaces V j , j ∈ Q0 with j 6= i , and the maps Vα ∈ Q1, α ∈ Q1 with t (α) 6= i . Furthermore, we
replace Vi by ker(h), where h :⊕ α∈Q1,
t (α)=i
Vs(α) → Vi , h((vα) α∈Q1,
t (α)=i
) =∑ α∈Q1,
t (α)=i
Vα(vα), and Vβ , β ∈ Q1 with t (β) = i ,
by the composition of the embedding ker(h) →⊕ α∈Q1,
t (α)=i
Vs(α) with the projection onto Vs(β).
For the corresponding dimension vectors we have that
dim(F+i ((V j , Vα) j∈Q0,α∈Q1)) = ri (d),
whenever dim((V j , Vα) j∈Q0,α∈Q1) = d, where ri is the reflection defined in Section 3.
Dually, we can define σ−i (Q) and F
−
i ((V j , Vα) j∈Q0,α∈Q1), and we get
dim(F−i ((V j , Vα) j∈Q0,α∈Q1)) = ri (d),
whenever dim((V j , Vα) j∈Q0,α∈Q1) = d.
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The functors F+ and F− preserve the indecomposability of representations (see [1, Theorem 1.1 and Lemma 1.1])
and also the number of parameters on which a family of representations depends.
Let us know return to the construction of the families of indecomposable representations.
For every non-reduced dimension vector we can construct a family of indecomposable representations from a
family of indecomposable representations for the corresponding reduced dimension vector (by just inserting enough
isomorphisms along the arms, see also the construction in Reduction 1).
The families of indecomposable representations for the reduced s-tame and the reduced s-hypercritical dimension
vectors for stars with subspace orientation were constructed in [4, Chapters 11–13].
Since the tame (resp. hypercritical) dimension vectors for stars are special cases of s-tame (resp. s-hypercritical)
dimension vectors, the families of all indecomposable representations of the tame and the hypercritical dimension
vectors for stars with subspace orientations are known.
For stars with arbitrary orientations, we will show that we can get the tame dimension vectors for different
orientations from the s-tame dimension vectors by a sequence of admissible reflections. Since we know already the
families of indecomposable representations for the s-tame and the s-hypercritical dimension vectors, we can then
apply the Bernstein–Gel’fand–Ponomarev reflections functors to the families of representations in order to get the
corresponding families of indecomposable representations for the tame and the hypercritical dimension vectors.
Proposition 28. For every tame (resp. hypercritical) dimension vector of a star with any orientation there are
admissible reflections, such that the reflected dimension vector is s-tame (resp. s-hypercritical) and has an underlying
quiver with subspace orientation.
Proof. Reflections within the arms do not change the central dimension, and correspond to a change of the order of
the dimension jumps along the arms (see [5, Lemma 26]), and this does not change the property of the new dimension
vector to be s-tame resp. s-hypercritical (see Theorem 11, condition (C), resp. Theorem 12, condition (C)).
So we only have to show that for any orientation of a star there are admissible reflections within the arms such that
the new star carries the subspace orientation.
It suffices to show that one can obtain any orientation of a quiver of type An by admissible reflections from a linear
ordered quiver of type An without reflecting at the sink.
We label the linearly ordered quiver of type An as follows:
1• −→ 2• −→ · · · −→ n−1• −→ n• .
It is easy to check that the reflections σ−i ◦ · · · ◦ σ−1 are admissible as long as the subquiver containing the points
1, . . . , i is ordered linearly increasing, and that σ−i ◦ · · · ◦ σ−1 changes the orientation of the arrow
i• −→ i+1• and
leaves the orientations of the other arrows as before.
With this method we obtain any orientation of a quiver of type An by admissible reflections from the linear ordered
quiver of type An without reflecting at the sink. Hence, all families of indecomposable representations can be derived
from the constructed ones.
Acknowledgement
I would like to thank the referee for very carefully reading the manuscript and for numerous useful (and detailed)
comments and improvements.
References
[1] I.N. Bernstein, I.M. Gel’fand, V.A. Ponomarev, Coxeter functors and Gabriel’s theorem, Russian Math. Surveys 28 (2) (1973) 17–32.
[2] P. Donovan, M.R. Freislich, The representation theory of finite graphs and associated algebras, in: Carleton Mathematical Lecture Notes, no.
5, 1973, pp. iii+83.
[3] P. Gabriel, Unzerlegbare Darstellungen. I, Manuscripta Math. 6 (1972) 71–103.
[4] A. Holtmann, The s-tame dimension vectors for stars, Ph.D. Thesis, Fakulta¨t fu¨r Mathematik, Universita¨t Bielefeld, available from
http://bieson.ub.uni-bielefeld.de/volltexte/2003/336, 2003, (urn : nbn : de : hbz : 361-3365).
[5] A. Holtmann, The s-tame dimension vectors for stars, J. Algebra 289 (1) (2005) 277–311.
214 A. Holtmann / Journal of Pure and Applied Algebra 209 (2007) 201–214
[6] V.G. Kac, Infinite root systems, representations of graphs and invariant theory, Invent. Math. 56 (1) (1980) 57–92.
[7] V.G. Kac, Infinite root systems, representations of graphs and invariant theory. II, J. Algebra 78 (1) (1982) 141–162.
[8] V.G. Kac, Root systems, representations of quivers and invariant theory, in: Invariant Theory (Montecatini), in: Lecture Notes in Mathematics,
vol. 996, Springer, Berlin, 1982, pp. 74–108.
[9] O. Kerner, Representations of wild quivers, in: Representation theory of algebras and related topics (Mexico City, 1994), in: CMS Conf. Proc.,
vol. 19, Amer. Math. Soc., Providence, RI, 1996, pp. 65–107.
[10] L.A. Nazarova, Representations of quivers of infinite type, Izv. Akad. Nauk SSSR Ser. Mat. 37 (1973) 752–791 (in Russian).
