From Parts to the Whole by Hahn, Jens
From Parts to the Whole
A Whole-Cell Model for Saccharomyces cerevisiae
Dissertation
zur Erlangung des akademischen Grades
doctor rerum naturalium
(Dr. rer. nat.)
im Fach
Biophysik
eingereicht an der
Lebenswissenschaftlichen Fakultät
der Humboldt-Universität zu Berlin
von
Jens Hahn, M.Sc.
geboren am
Präsidentin der Humboldt-Universität zu Berlin
Prof. Dr.-Ing. Sabine Kunst
Dekan der Lebenswissenschaftlichen Fakultät
Prof. Dr. Bernhard Grimm
Gutachter/Innen 1. Prof. Dr. Dr. h.c. Edda Klipp
2. Prof. Dr. Gunnar Dittmar
3. Prof. Dr. Dirk Brockmann
Tag der mündlichen Prüfung: 16.06.2020

From Parts to the Whole
Jens Hahn
19.12.2019
Jens Hahn
From Parts to the Whole - A Whole-Cell Model for Saccharomyces cerevisiae
19.12.2019
Humboldt-Universität zu Berlin
Theoretische Biophysik (TBP)
Institut für Biologie
Lebenswissenschaftlichen Fakultät
Invalidenstr. 42
10115 and Berlin
Abstract
In systems biology experiments and mathematical modeling are going hand in hand
to gain and increase understanding of cellular processes like metabolism, gene
expression, or signaling pathways. While molecular biology investigates single
isolated parts and molecular mechanisms of cellular processes, systems biology
aims at unraveling the whole process and ultimately whole organisms. Today the
availability of comprehensive high-throughput data and computational power paved
the way to increase the size of analyzed systems to reach the cellular level.
This thesis presents the first whole-cell model (WCM) of a eukaryotic cell, the yeast
Saccharomyces cerevisiae. This established model organism is the perfect candi-
date for the implementation of a holistic model based on the available experimental
data and the accumulated biological knowledge.
The project is split into three parts: i) The creation of a modular functional-complete
whole-cell model, combining the processes cell cycle, gene expression, metabolism,
transport, and growth. ii) The implementation of a specialized simulation environ-
ment and a database to support module creation, simulation, and parameterization.
iii) The elicitation of experimental data by conducting an experiment to achieve a
comprehensive data set for parameterization, combining growth, metabolic, pro-
teomic, and transcriptomic data.
The presented work provides not only a simple mathematical model but also ad-
dresses challenges occurring during the development of whole-cell models and
names possible solutions and new methodologies required for the creation of
WCMs.
v

Zusammenfassung
Die Durchführung von Experimenten und das mathematische Modellieren von zel-
lulären Prozessen gehören in der Systembiologie untrennbar zusammen. Das
gemeinsame Ziel ist die Aufklärung des Zusammenspiels intrazellulärer Prozesse
wieMetabolismus, Genexpression oder Signaltransduktion. Während sichmolekular-
biologische Untersuchungen mit den molekularen Mechanismen einzelner isolierter
Systeme beschäftigt, zielt die Systembiologie auf die Aufklärung der Zusammen-
hänge ganzer Prozesse und schließlich auch ganzer Zellen ab. Die Verfügbarkeit
von umfangreichen Datensätzen und die steigenden Möglichkeiten im Bereich
der Computersimulation haben in den letzten Jahren den Weg geebnet, um auch
Ganzzellsimulationen nicht mehr unmöglich erscheinen zu lassen.
Diese Arbeit stellt das erste eukaryotische Ganzzellmodell der Bäckerhefe Sac-
charomyces cerevisiae vor. Hefe als eukaryotischer Modellorganismus ist hierbei
der perfekte Kandidat für die Erstellung eines solchen Modells. Er bietet, als wohl
meist erforschter eukaryotischer Einzeller in Verbindung mit der Verfügbarkeit einer
großen Menge experimenteller Daten, beste Voraussetzungen zur Erstellung eines
solchen Modells. Das Projekt ist hierbei in drei Teile gegliedert: i) Die Erstellung
eines modularen Ganzzellmodells das alle zellulären Funktionen wie Zellzyklus,
Genexpression, Metabolismus, Transport und Wachstum abbildet. ii) Die Implemen-
tation einer spezialisierten Simulationsumgebung in Verbindungmit einer Datenbank,
um die Erstellung, Simulation und Parametrisierung von Modulen zu ermöglichen.
iii) Die Durchführung von Experimenten, um einen ganzheitlichen Datensatz zu
erlangen, der Wachstum, Genexpression und Metabolismus abbildet.
Die hier vorgestellte Arbeit liefert nicht nur ein mathematisches Modell, sondern be-
nennt auch die Herausforderungen, die während der Arbeit an einemGanzzellmodell
auftreten und stellt mögliche Lösungsansätze vor.
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1Introduction
„Wer den Lebensbecher bis auf den Grund
ausleeren will, muss sich vernünftigerweise
auf die gewöhnliche Hefe gefasst machen.
— Carl Julius Weber
1767 – 1832, Writer
Since the dawn of systems biology at the end of the 20th century mathematical
modeling became an inherent part of biological research. The integration of experi-
mental data in models allowed in silico experiments beyond the limits of experimental
observability in vivo, thus allowing to evaluate previously inaccessible hypothesis
and the design of new experiments. Technical advances in measuring devices and
computational power unceasingly lead not only to bigger and more comprehensive
data sets, but also to larger and more holistic mathematical models.
This thesis describes the first whole-cell model of a unicellular eukaryotic organism,
namely of the baker’s yeast Saccharomyces cerevisiae.
1.1 Project
In 2013 the group of Theoretical Biophysics (TBP) at the Humboldt-Universität zu
Berlin started the Yeast Cell Model (YCM) project. The goal was the development of
a whole-cell model (WCM) for the yeast S. cerevisiae. A, if not the, major challenge
towards this goal is the combination of the vast amount of available knowledge
to build a mathematical model that reveals the complex interplay of metabolism,
growth, cell cycle, and gene expression. Such a task demands much more than
merely the construction of a model network and the collection or estimation of
parameters. Building a WCM also challenges the community as such because
it requires special types of knowledge and data, documentation of data sets and
models, and simulation environments capable of computing these models. Also,
community standards and exchange formats have to be reviewed in regard of the
requirements of comprehensive large-scale models. Many of these points were
already raised during the development and after the publication of the first WCM
of the prokaryote Mycoplasma genitalium by Jonathan Karr et al. in 2012 [3], e.g.
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in a hackathon of the COMBINE (COmputational Modeling in BIology NEtwork)1
community in 2015 [4] to fathom the possibilities to describe this model in standard
formats as the Systems Biology Markup Language [2] (SBML).
The challenge of creating a WCM was tackled as a group effort of the TBP group.
With a dynamic project plan the large group with a history of yeast modeling was
predestined to work on a large-scale project like this and to address the challenges
evolving during the development. The group had a large experience in modeling
yeast and published for example in the last years works to the cell cycle [5], osmotic
stress [6], and mating morphology [7]. It was decided to implement the model in
ordinary differential equations (ODE) which ensures the availability of a broad variety
of computational tools to solve, analyze, and parameterize the model. Furthermore,
ODE systems are fast to solve and universally compatible with community standards.
Besides the challenge of creating a mathematical model, a large amount of exper-
imental data from nearly a century of yeast experiments had to be reviewed and
analyzed. Finally, model size and complexity excluded the application of a standard
tool for ODE simulations. For these reasons it was decided to divide the project into
three parts:
1. The model
Defining main biological processes in yeast and conceptualize mathematical
models and their scope. Creating the model structures by defining species to
describe the process itself and to provide interfaces to the other processes.
Finally, writing the equations of the models and estimating the parameters.
2. The data
Literature mining and data collection to parameterize the model. Experimental
design and realization of in-house experiments, processing and analyses of
the data sets. Also implementation of a database and including and curation
of data sets.
3. The framework
Implementation of a simulation environment to technically support the project
during the development stage and to facilitate model creation, simulation, and
data integration.
1http://co.mbine.org/
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I played a central role in the YCM project during the design phase and throughout
its realization. I participated in the decision making at all stages and coordinated
the contributions of the large number of colleagues involved in this tremendous
team effort. This includes, but is not limited to, the organization of several workshop
weeks for the entire TBP group as well as the supervision of 10 theses of Bachelor
and Master students. Contributions to the different YCM subprojects are stated right
before each section of this thesis.
In the introduction, I will answer why yeast is the best possible candidate organism
for the creation of the first eukaryotic WCM, provide general information about the
biology, and introduce the processes we included in the model. The focus is set on
understanding the biological functions of the diverse processes considered, their
interplay, and their contribution to vegetative growth. Finally, I give an overview on
WCMs and summarize aims and expectations of the modeling community linked to
this special type of models.
As the project itself, the results section is divided into three sections. In Chapter 2 the
model is described. Chapter 3 covers the data acquisition, experimental design, data
analysis, and the implementation of a database for yeast data. Chapter 4 describes
the implementation of the simulation framework, features, and design principles of
the software tools. This entire results section focuses on those subprojects of the
YCM for which I am the main author or coordinator. Other aspects are only described
if required for the understanding of connections and interplay in the model.
The last two chapters, 5 and 6, are the concluding discussion of the project and its
outcome. A contemplation of challenges in the creation of WCMs and finally, the
outlook on the YCM project, presenting pending and planned extensions.
1.2 Why Yeast?
The baker’s yeast S. cerevisiae is possibly the best known eukaryotic organism
today. Used by humans for thousands of years for the fermentation of sugar to
alcohol, e.g. in the production of wine and beer, or the production of carbon dioxide
during the same process in the dough of bread. Naturally, only after the discovery
of baker’s yeast in malt by Meyen in 1837 [8] this organism became known under
its name Saccharomyces cerevisiae. Soon the scientific world saw the potential
of this microorganism, e.g. Louis Pasteur who discovered in 1861 an inhibition of
carbohydrate utilization by oxygen in yeast [9]. Also, in the beginning of the 20th
century yeast suspensions were used to investigate fermentation and respiration
[10].
It was not the long history as a domesticated organism alone that converted yeast
into such a scientifically interesting research object. Baker’s yeast acts very rarely
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as human pathogen [11], can therefore be handled without any appreciable safety
precautions, and is very flexible and undemanding in its growth conditions, i.e. can
be grown in defined minimal media. Additionally, it became clear very early that
investigating the biological mechanisms of yeast cells can also serve to understand
the general molecular and cellular mechanisms in eukaryotic and even mammalian
cells. As Botstein and Fink in 1988 emphasized, yeast meets all requirements
needed to serve as a eukaryotic model organism: It offers an appropriate fast
growth rate, experimental tractability, and applicability of genetic techniques of
prokaryotic microorganisms on one hand, but still shares the fundamental properties
of eukaryotic cells on the other hand [12]. Indeed, the availability and simple
mechanisms of recombination and transformation in yeast allowed the isolation
and identification of several eukaryotic genes [13] which is especially of interest
in the light of a large number of mammalian genes conserved in yeast [14]. in
1996, the sequencing of the genome was completed, S. cerevisiae became the
first eukaryote with a sequenced genome [15]. Only 3 years later Winzeler et al.
published a first library of yeast knockout strains with a systematic deletion of open
reading frames (ORFs) [16]. When in 2011 the above mentioned authors Botstein
and Fink [17] published an update on their article about the possibilities of yeast
as future model organism from 1988, it was already clear that their predictions
were even exceeded. The mentioned advantages of yeast as an experimental
model organism and the consequent acceptance in the scientific community gave
rise to a functional and systemic understanding of the cellular processes that is
unprecedented. Following Botstein and Fink [17] yeast even paved the way for
functional genomics and systems biology as such. Consequently, the yeast S.
cerevisiae is the best candidate for the first eukaryotic WCM based on its biological
properties and based on the available data.
1.3 Yeast Biology
The baker’s yeast S. cerevisiae is a unicellular eukaryotic organism belonging to the
fungus taxon and the division of ascomycota. The cells are able to enter sporulation
to form haploid spores by meiosis of diploid yeast cells. Haploid cells are divided into
a and α cells which are distinguished by a single gene locus MAT. Cells produce a
mating pheromone, also called α-factor or a-factor, respectively. This pheromone
can be sensed by the opposite mating and thus allowing to find a mating partner by
utilization of the concentration gradient in the media. Two cells of opposite mating
type can merge by growing towards each other in so called shmoos, ultimately
forming a diploid cell and entering meiosis. However, the cells are also able to
switch the mating type.
The new growing cell is called bud while attached to the mother cell and daughter
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Fig. 1.1: The yeast S. cerevisiae can be found in haploid (α and a mating type) and diploid
forms. Sexual reproduction or conjugation can occur between cells of opposite
mating type. Sporulation in diploid cells leads to four haploid cells of different
mating types.
Author "Y tambe", (https://commons.wikimedia.org/wiki/File:Budding_yeast_Lifecycle.png), „Budding yeast Lifecycle“,
https://creativecommons.org/licenses/by-sa/3.0/legalcode
after the asymmetric mitotic division. After separation, the cell walls show a visible
concretion, called bud scar on the mother and birth scar on the daughter cell.
The described process gives rise to the name budding yeast, also in distinction to
Shizosaccharomyces pombe which divides symmetrically and is called also fission
yeast. The complete life cycle of baker’s or budding yeast is depicted in Figure
1.1.
Cell Division Cycle
The growth, budding, and separation process of yeast cells is controlled by a com-
plex system of transcriptional and post-translational regulation, the cell cycle [19].
In yeast, the cell cycle is separated into a synthesis, a mitosis, and two gap phases.
In these phases a set of cyclins and cyclin-dependent kinases tightly control the
transcriptional machinery to drive growth and division of the cell [8]. The tight commu-
nication of signaling pathways and cell cycle checkpoints ensure that the cell cycle is
robust towards stresses and perturbations [20]. Furthermore, the correct cell cycle
progression requires an ordered and controlled activation and deactivation of other
cellular processes in perfect timing to ensure the efficient formation of viable progeny.
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Fig. 1.2: Scanning electron microscopy image of Saccharomyces cerevisiae. While some
cells have a bud, a developing daughter cell, on most cells the bud scars can be
seen, here the daughter cells separated from the mother cells [18].
Mogana Das Murtey and Patchamuthu Ramasamy (https://commons.wikimedia.org/wiki/File:Saccharomyces_cerevisiae_SEM.jpg),
„Saccharomyces cerevisiae, SEM image “, https://creativecommons.org/licenses/by-sa/3.0/legalcode
The first phase after a completed division is the G1 phase dedicated to growth and
establishing metabolic capacity, e.g. forming storage molecules [8]. Eventually, the
cell reaches the first cell cycle checkpoint called START which irreversibly initiates
the cell cycle progression, including budding, DNA replication, mitosis, and finally
division [21]. The progression can only be halted or stopped by failing checkpoints
which are in some cases even induce apoptosis [22]. It can be observed that the
time a cell spends in G1 phase is in correlation with nutrient availability and growth
conditions of the population. Furthermore, daughter cells spend more time in G1
phase than their direct mothers. Several mechanisms were proposed to explain this
behavior, the first assumption was a size sensor that initiates START as soon as a
threshold volume was reached [23], [24]. For the volume sensing itself the dilution
of a regulatory protein, e.g. Whi5, was hypothesized [25]. Also, the addition of a
constant volume between birth and division was shown to be able to explain the
different cell cycle dynamics [26]. Besides size-dependent regulators also growth
rate-dependent sensors or metabolic capacity monitoring could be demonstrated to
fit the behavior of the growth pattern and size distributions in populations [27], [28].
Although the exact molecular relationship is still unclear, all these hypotheses sug-
gest a similar checkpoint behavior monitoring a growth property of the cell ensuring
enough capacity to successfully progress and finish the cell cycle until division.
After passing START when the cell enters the synthesis or S phase, the DNA repli-
cation and duplication of spindle pole bodies is initiated. In this phase the cell also
forms a visible protrusion of the cell wall and grows directed to form the bud. Before
this checkpoint the cell can also reproduce sexually when the pheromone pathway
is activated by sensing the mating pheromones of the opposite mating type [29].
This leads to a cell cycle arrest if the cell has not yet passed the START checkpoint,
otherwise the cell finishes the current cell cycle and arrests after division in G1
phase. Also stresses can lead to cell cycle arrests prevailing until either the cell
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adapted to the new condition or the stress is released [30].
Further control mechanisms and checkpoints ensure the completion of the DNA
doubling before the cell enters the second gap phase G2 [31] in which the bud grows
spherical while the mother cell is not growing significantly anymore. The nucleus is
localized to the bud neck and separation is prepared. The last phase is the mitosis
or M phase in which the nucleus is separated between mother and daughter cell
and the division takes place. The cell cycle of the budded phase (S/G2/M) was long
seen as of little variance in length [32], still also here a checkpoint is proposed to
control the size of the daughter later in the cell cycle [33], [34].
Themolecular mechanisms of the cell cycle progression is based on cyclin-dependent
kinases pairing up with the different periodically expressed cyclins to form active
protein complexes to drive cell cycle progression. For example, during the mitotic
cell cycle Cdc28 (Cdk1) can be seen as the master regulator. The first phase of the
cell cycle is dominated by the interaction of 3 cyclins with Cdc28. For the START
checkpoint Cln3 is the main player, followed by Cln1/2, a paralog pair, which induces
the activation of the transcription factors (TFs) SBF and MBF by phosphorylation
and release from the nucleus of the transcriptional inhibitor Whi5 [24]. The activation
of these TFs drives the expression of the first paralogs of B-type cyclins Clb5/6
which initiate the DNA replication, spindle pole body duplication, and bud formation.
The other phases are then similarly controlled by feedback loops and activation of
TFs by paralogs of B-type cyclins, namely Clb3/4 in G2 phase, and finally Clb1/2 in
M phase [8]. Hereby, the feedback loops and directed protein degradation ensure
strong signals and a high fidelity of the cell cycle progression.
Gene Expression
The complex network of protein interactions in the cell cycle requires flexible and
fast expression and degradation of important cell cycle proteins. Since nearly all
cellular processes, including the gene expression itself, are controlled by proteins,
the expression capacity of the cell needs to be distributed efficiently and carefully.
Also the availability of energy equivalents and precursors, e.g. nucleotides and
amino acids, has to be granted which in turn is naturally enabled again by proteins
in form of membrane transporters and metabolic enzymes.
The genome of the yeast S. cerevisiae consists of about 6600 genes on 16 chro-
mosomes in the reference genome of the strain S288C [35]–[37] counting verified
and unverified ORFs. The strain S288C was found to be the pedigree of commonly
used laboratory strains in 1986 [38]. This thesis is based on the haploid labora-
tory MATa strain BY4741, which is directly derived from S288C but contains a set
of gene deletions as auxotrophic markers (his3∆1, leu2∆0,met15∆0, ura3∆0) [39].
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G1
S
G2
M
START
Fig. 1.3: Scheme of the cell cycle of S. cerevisiae. After division the daughter cell grows in
G1 phase, by reaching the first checkpoint START (denoted as red bar) the cell
progresses irreversibly through the cell cycle. The S phase is dedicated to DNA
replication and budding initiation. When DNA is replicated the bud grows in G2
phase followed by mitosis and separation in M phase. The size of the segments is
not correlated with the actual phase durations for better visibility.
During interphase the DNA is stored as chromatin in the nucleus. Hereby, the DNA
strand is coiled around octamers of histone proteins, the nucleosomes. In both
phases accessing of the DNA requires not only opening of the double strand but also
opening of the dense packaging and reorganization of the nucleosomes. After the
DNA replication in S phase histone modifications and silencing regulators are used
to repress transcription in the newly build DNA to avoid an unwanted duplication
of transcription [40]. The transcription of mRNA is carried out only by the RNA
polymerase II, while RNA polymerase I and III transcribe specifically only rRNA
and tRNAs. The construction of the polymerase II initiation complex requires a
set of general transcription factors (GTFs) [41], Fuda et al. 2009 counted eight
distinct rate-limiting steps in the transcription process, including the remodeling of
nucleosomes, binding of GTFs, and additional regulatory interactions [42]. It is pro-
posed that TF independent or basal transcription only occurs outside nucleosome
structures [43]. Regulated transcription of ORFs containing an upstream activation
sequence (UAS) require activation by TFs for gene expression [43]. For the timed
cell-cycle regulated expression of proteins not only the transcription but also the
degradation of transcripts is regulated [44], [45]. S. cerevisiae has only a very limited
transcript splicing activity, only about 4 % of genes contain introns, less then 10
genes contain more than one intron [46]. Still, these genes are proposed to be
responsible for about 30 % of the total mRNA content in the cell [47], more recent
studies also report more introns and even alternative splicing in S. cerevisiae [48],
[49].
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While the RNA polymerase II, the key player of transcription consists of 12 protein
subunits, the counterpart in translation, the ribosomes, are much more complex. The
synthesis of ribosomes starts as pre-ribosomes in the nucleolus, a defined space in
the nucleus formed around an rDNA repeat on chromosome XII [50]. During the
maturation process on its way outside the nucleolus two subunits form, the small
40S and large 60S subunit. Together both subunits consist of four rRNAs and 79
ribosomal proteins [51], the regulon of ribosome synthesis encompasses over 200
genes [52].
After maturation andmigration of transcripts outside the nucleus the coding sequence
of the mRNA is surrounded by untranslated regions (UTRs). The translation process
begins with the binding of eukaryotic initiation factors (eIFs) and the small subunit
(SSU) to the 5’-UTR. In total, 11 eIFs are involved in the initiation process. Sequence
and secondary structure of the 5’-UTR influence the whole translation efficiency [53].
After reaching the start codon the large subunit (LSU) binds and starts the elongation
process extending the amino acid sequence with amino acids delivered by aminoacyl-
tRNAs. Most translational events occur as polysomes in which several ribosomes
actively translate a transcript [54]. Regulation of protein activity can appear as
post-translational modifications, e.g. in form of phosphorylation [55], acetylation
[56], or glycolysation [57], but also the degradation of proteins is tightly regulated
[58]. Two major protein degradation pathways are known, firstly, degradation in the
proteasome after ubiquitination of the protein [59], and secondly, degradation in the
lysozyme or vacuole [60].
Metabolism
The building blocks of transcripts and proteins can be taken up from the extracellular
medium directly or are converted and synthesized inside the cell. This is performed
in metabolism, in which enzymes dissimilate, form, and convert metabolites to create
building blocks and precursors required during cell growth. However, not only gene
expression and DNA replication requires a large amount of these precursors, also
the synthesis of cell wall and membranes is dependent on a constant supply of
building blocks. The formation of these building blocks is performed in a large
network of enzymatic reactions that enables the utilization, conversion, and de
novo synthesis of a large variety of metabolic compounds. Besides assimilative or
anabolic processes creating biomass precursors from carbon, nitrogen, and sulfur
compounds, metabolism is also required to provide energy and redox equivalents in
form of specialized compounds that are able to release the stored energy or to act
as electron donor or acceptor. This dissimilative or catabolic branch of metabolism
is equally important for the growth of the cell. Both sides of metabolism act con-
comitantly and have to be balanced to ensure a robust cell cycle progression and
sufficient growth to form viable progeny. Although proteins and cofactors are highly
dependent on elements like nitrogen, sulfur, iron, and many more, during this project
we will focus on central carbon metabolism only, for complexity reasons. This part
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of metabolism is not only the largest part of the entire metabolic network, it also
combines anabolic and catabolic processes and provides the main part of cellular
biomass.
S. cerevisiae is very flexible in its choice of carbon sources. While sugars, especially
glucose is favored, even two-carbon sources as ethanol or acetate can be utilized.
The compounds can enter the metabolic network at different positions and are con-
verted to common intermediates to guarantee the availability of energy and biomass
precursors to sustain cell growth. In the metabolic network, the carbon sources are
enzymatically degraded to yield energy and redox equivalents or to be converted to
structural components and biomass. A central role in metabolism is given to the
purine derivative adenine which can serve as co-substrate in metabolic reactions
by acting as energy equivalent in the form of adenosine triphosphate (ATP) or as
redox equivalent in the form of nicotinamide adenine dinucleotide (NAD) or flavin
adenine dinucleotide (FAD). ATP can provide energy in hydrolysis or phosphoryla-
tion reactions and is constantly recycled from ADP (adenosine diphosphate) and
Pi (inorganic phosphate) in specific exothermic reactions [61]. In some reactions
other nucleoside triphosphates are used, e.g. GTP (guanosine triphosphate) in
translation initiation [53]. Since these energy equivalents are interchangeable and
the majority of reactions in central carbon metabolism uses ATP this is often named
as the only energy equivalent in cells. NAD serves either as electron donor in the
form of NADH or as electron acceptor in the form of NAD+. However, also NAD is
not the only redox equivalent, NADP (nicotinamide adenine dinucleotide phosphate)
plays a central role in anabolic reactions while FAD is used in β-oxidation [62] and
respiration [61].
In the central carbon metabolism, the glucose molecule is phosphorylated after
uptake and funneled either into glycolysis or the pentose phosphate pathway. The
latter is an exclusively anabolic pathway recycling NADPH and providing pentose
sugars (e.g. riboses) for nucleotide and amino acid biosynthesis [8]. However,
the main part of the glucose 6-phosphate is funneled into glycolysis, this catabolic
pathway consists of 10 enzymatic reactions although the intermediates also fulfill
anabolic functions by forming precursors for cell wall, amino acids, nucleotides, and
lipid synthesis [63]. Glycolysis can be divided into two parts, in the first five reactions
energy in the form of ATP is consumed to split the hexose phosphate (C6) into two
triose phosphate (C3) compounds, the second five reactions then convert the triose
phosphate (C3) compounds to pyruvate (C3) by concomitant recycling of ATP. In
total, two mol of ATP and NADH are recycled per mol of glucose in glycolysis [64].
The final metabolite pyruvate represents a central player in yeast metabolism. Firstly,
it can be converted to ethanol (C2) under reduction of NADH in fermentation by
converting it into acetaldehyde by the pyruvate decarboxylate [65] which makes fer-
mentation a redox neutral process. Besides the pyruvate decarboxylate reaction and
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the mitochondrial oxidation of NADH, another important reaction for the recycling of
NADH is the production of glycerol from the glycolytic intermediate dihydroxyacetone
phosphate (DHAP). Glycerol is also used to counteract the loss of cytosolic water
under hyperosmotic conditions [66]. Secondly, the pyruvate carboxylase can convert
pyruvate in an exclusively anaplerotic reaction to oxaloacetate to replenish it in the
tricarboxylic acid (TCA) cycle [8]. Thirdly, it can be converted to acetyl-CoA by the
pyruvate dehydrogenase complex in the mitochondrial matrix and enter the TCA
cycle [67]. The TCA cycle is located in the mitochondria, this compartment has two
membranes, a permeable outer membrane and an impermeable inner membrane
that encloses the mitochondrial matrix. In the mitochondrial matrix acetyl-CoA is
broken down to CO2 in an oxidative process that transfers electrons to O2 and gen-
erates a proton gradient [61]. In aerobic conditions the acetyl-CoA can be degraded
completely to CO2 in the TCA cycle and the respiratory chain in the inner mitochon-
drial membrane. This electron transport chain uses the energy to pump protons
over the inner mitochondrial membrane and uses the proton gradient to drive an
ATPsynthase recycling ATP from ADP and Pi. In contrast to other mammalian cells,
S. cerevisiae has no complex I in the respiratory chain, this complex is replaced by
inner mitochondrial and outer mitochondrial NADH dehydrogenases which transfer
electrons to ubiquinone, this makes the respiratory chain slightly less efficient than
in other mammalian cells [68]. These NADH dehydrogenases do not pump protons
over the membrane as their mammalian counterparts, but are able to utilize cytosolic
NADH to drive the respiratory chain [69]. In anaerobic conditions the TCA cycle
serves exclusively as anaplerotic process for the biosynthesis of amino acids [70].
Although in oxidative phosphorylation about four times more ATP can be recycled
in comparison to fermentation, yeast cells show the so called Crabtree effect or
overflow metabolism [8]. Under aerobic conditions the carbon flux to fermentation
still overcomes respiratory flux and the cells consume a large amount of glucose
by using the inefficient fermentation to ethanol [71]. When the growth conditions
change due to the depletion of glucose, yeast cells can switch their metabolism to
ethanol as new carbon source, the so called diauxic shift. Under these conditions
the cells are able to generate glucose 6-phosphate in gluconeogenesis [63]. When
glucose is available in excess metabolic enzymes and transporters for other carbon
sources are repressed on transcriptional level (catabolic repression) or immediately
by inhibition or degradation of enzymes (catabolic inactivation) [72]. While in unfa-
vorable conditions due to nutrient depletion, S. cerevisiae can also build up carbon
storage in form of trehalose or glycogen [8]. Ewald et al. 2016 [73] could show that
these storage molecules are also used to increase the carbon flux after the cell
cycle checkpoint START was reached.
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Transport
To fuel metabolism and to provide the correct amount of nutrients and metabolites
the cell depends on a regulated transport system to take up required components
and to remove toxins and waste products. However, this transport system is not only
needed on the extracellular boundary. A feature of eukaryotic life is the compartmen-
talization of the cell interior. While this gives rise to specialized and isolated reaction
spaces it also creates challenges to provide all necessary molecules. Not only
do molecular barriers, i.e. membranes, have to be overcome by active or passive
transporters, it also requires constant regulation to maintain a balanced state of
charges and osmolarity. Especially ion homeostasis always includes also charge
and osmolarity homeostasis to maintain physiological values of the membrane po-
tential, as energetic barrier, or the concentration gradients between compartments.
Besides the energy costs to overcome the concentration gradient by active transport,
differences in osmolarity also create turgor pressure by the influx of water into the
compartment of higher osmolarity, a process that can lead to shrinking or even lysis
of compartments and cells.
The yeast cell wall is the first barrier for soluble components. It encompasses the
periplasmatic space which holds proteins to split glycosidic bounds and to retrieve
glucose from di- and polyssacharides, namely invertase [74], α-galactosidase [75],
and acid trehalase [76]. The cell wall is highly permeable for large compounds until
a hydrophobic radius of about 6 nm [77]. Besides these large pores the permeability
is characterized by a strong negative charge of phosphate and carboxyl groups of
the cell wall components which work as ion exchanger [78]. The cell wall consists
of an outer layer of mannoproteins and of an inner layer of branched glucan and
chitin, both layers are connected by covalent bonds [79]. It is believed that the cell
wall serves as barrier especially for metal ions, some toxins, and large proteins [78].
The next barrier, the plasma membrane is a lipid bilayer with a high concentration
of proteins, e.g. transmembrane proteins acting as proton pumps, channels, trans-
porters, or sensors for glucose, amino acids, and other nutrients [80]. The plasma
membrane is impenetrable for ions and most metabolites, only small uncharged
molecules like CO2 or ethanol can diffuse easily. Other molecules enter or leave
the cell by facilitated diffusion through channels or permeases in direction of the
concentration gradient. Amino acid uptake over the plasma membrane is almost
exclusively permease activity, over 20 mostly non-specific amino acid permeases
are listed [81], first of all the unspecific general amino acid permease Gap1 [82].
Another permease, Fps1, is responsible for the exchange of glycerol over the cell
membrane [83]. The uptake of the main carbon source hexose is highly regulated
by the HXT gene family [84], a group of sensor proteins and facilitated diffusion
transporters with different affinities for hexoses [85]. Also water molecules can enter
and exit the cell via facilitated diffusion through aquaporines [86].
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Essential for the influx and outflux of water is the difference in osmolarity of the
intra- and extracellular space. The main contribution to the intracellular osmolarity
is the amount of ions, especially potassium, sodium, and phosphate, these can
reach alone an osmolarity of 350 mM and more [87], [88]. Besides the influence on
cellular osmolarity, these ions also affect the charge of the intracellular medium and
together with the membrane potential the pH of the cytosol. Especially potassium
is used in high concentration to compensate negative charges in the cell and for
activation of enzymatic reactions in metabolism [89]. Since the pH is additionally
affecting the charge of molecules, folding of proteins, and enzyme functionality [90],
it needs to be regulated closely [91]. To keep the pH of the cytosol neutral, the
cell needs to counteract cytosolic acidification based on metabolic processes by
pumping protons over the plasma membrane. This important role is taken by the P-
type H+-ATPase Pma1 [92], which is assumed to be the most abundant membrane
protein in S. cerevisiae [93] and is proposed to be one of the main consumer of
energy in the cell [94]. Protons are also important for the function of symporters and
antiporters for ion homeostasis, which requires the constant uptake of potassium
and extrusion of sodium [95]. As the external concentration of sodium in standard
media is generally much higher than in the cytosol, while in contrast the potassium
concentration is lower, these transport processes always take place against the
concentration gradient.
Another important factor in ion homeostasis is the vacuole, this compartment can
serves as a storage for amino acids and ions [96]. For the uptake and release of
these stored compounds the vacuolar membrane contains specialized transporters
comparable to those in the plasma membrane [8].
Growth
All cellular processes of growing yeast are directed to biomass formation and to
enlargement to finally create and separate from a viable daughter cell. Besides
the obvious connection to processes involved in regulation of structural biomass
formation, growth affects all other cellular processes by changing the biophysical
properties of the cell. The increase in cell volume leads to the dilution of soluble
compounds that has to be counteracted in concentration-dependent processes.
Furthermore, the increase in volume also changes, more accurately lowers, the
surface-to-volume ratio of the cell which requires the upregulation of transporters
to keep metabolite and nutrient concentrations constant in the cytoplasm. These
effects appear to the same extent in cell organelles, although growth patterns and
morphological changes of intracellular compartments during the cell cycle are still
poorly understood [97], [98].
Two of the main factors of cell structure and stability are cytoskeleton and cell wall.
The cytoskeleton, composed of actin filaments and microtubules, is important for
organelle motility and vesicle transport. During growth of the cell envelope it is
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responsible for cell polarization and for directed growth of the bud. It interacts with
the spindle pole bodies during mitosis in haploid and during meiosis in diploid cells.
At the end of the mitotic phase, the cytoskeleton performs the cytokinesis by forming
the septin ring in the budding process [8], [99]. The cytoskeleton is also an important
factor during endocytosis when the actin filaments have to create a force against
the turgor pressure to allow invagination of the membrane [100].
Yeast cells have to compensate a large turgor pressure not only under hypoosmotic
shock when the low osmolarity in the environment drives water into the cell by
osmosis. As well under physiological growth conditions the turgor pressure rises
caused by a difference in total osmolarity between the cell interior and exterior during
nutrient and ion uptake. The internal pressure increases due to the water influx
induced by the differences in osmolarity. Besides the function as ion exchanger, the
cell wall counteracts the turgor pressure and prevents lysis of the cell. Therefore,
the rigid shell around the cell does not only protect the cell from external mechanical
damage, but in addition serves as a shield against the internal pressure.
During one cell cycle the cell has to change between distinct growth patterns, spheri-
cal isotropic growth during the unbudded G1 phase opposes apical growth initialized
after budding [101]. Experimental data suggests that the cell wall grows as a rhe-
ological unit [102]. When pressure is increased the cell wall can react by elastic
expansion until a critical pressure is reached and it comes to a plastic deformation
of the cell wall [102]. This process in supported by supplement of cell wall material
in form of modular building blocks [103]. The cell wall consists of two layers, the
outer layer consists mainly of mannoproteins which are linked to the second layer
consisting mainly of β1,3- and β1,6- linked glucans [79]. Chitin, the third most
abundant component is mainly present in the birth and bud scar as well as in the
septin ring around the bud neck [79]. Composition of the cell wall and the degree of
cross-links are dependent on the cell cycle stage, nutrient conditions, and possible
stresses [79].
When the cell cycle reaches START DNA replication and the budding process are
initialized. This process is initiated by a punctual increase of cell wall flexibility at
the desired budding spot which leads to a deformation and polarized growth of a
protrusion. After initiation of budding the bud starts to grow spherically with the
entire growth capacity directed to the daughter cell [104]. The mother cell does only
increase its size about 5 - 17 % [26]. The budding process is supported by the actin
filaments of the cytoskeleton which also build the septin ring when releasing the bud
during cytokinesis. Chitin is added into the cell wall of the bud and responsible for a
visible bud scar after release of the daughter cell.
Growth characteristics of S. cerevisiae are strongly dependent on the growth con-
ditions, e.g. carbon source and nutrient availability. The growth rate of laboratory
strains reaches about 0.42 h−1 under optimal conditions [105], corresponding to a
doubling time of about 90 min. Under such optimal growth conditions, cells grow
larger and the volume ratio of mother to daughter after division converges to 1
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[32], [106]. A second influence on the cell size besides the growth conditions is
the ploidity of the cells on which the mean cell volume of a population is linear
dependent [107].
Signaling
The coordination of cellular processes as well as the adaptation to changing growth
conditions relies firstly on the capability to sense the state of the extracellular and
intracellular conditions. This sensing includes external factors, such as nutrients,
stress, (mating) pheromones, and internal ones, like concentrations, energy levels,
DNA damage, termination of DNA replication, and many more. A signal transduction
network is required to process the available information into coordinated cellular
responses.
The flexibility of S. cerevisiae to grow under different conditions and survive diverse
stresses is only possible due to a complex system of regulatory networks including
signaling pathways to sense the gradual or sudden change of growth conditions and
react accordingly to sustain growth. The molecular responses to changing condi-
tions reach from fast responses in form of post-transcriptional and post-translational
modifications to long-term responses in form of transcriptional regulation. Most
signaling pathways affect multiple biological processes as response to the signaled
condition. In response to the deterioration of nutrient availability the cell can react
by specializing its metabolism to utilization of a less favored carbon source or other
nutritional compound, ribosome synthesis can be reduced or halted completely, cell
cycle progression can be stopped, and even cell growth as such can be altered to
filamentous growth [108]. Direct threats in form of toxins, reactive oxygen species,
unfavorable temperature, or osmolar conditions are also counteracted in various
ways. Yeast uses a general response mechanism, called environmental condition
response (ECR) in form of the Msn2/4 transcription factor to prepare the cell for
challenging conditions and sustain growth or survival [109].
Here, it is important to note that while often signaling pathways are considered as
actively communicating unfavorable conditions, some pathways become deactivated
under these conditions, thus communicating via absence of a signal. One example
is glucose sensing by the G protein-coupled receptor Gpr1 which recognizes glucose
in the extracellular medium and activates the conversion of ADP to cAMP by adeny-
late cyclase. The synthesized cAMP in turn activates the cAMP-dependent protein
kinase (PKA), which is a central signaling hub for growth control, metabolism, and
stress response [110], [111]. Another important signaling mechanism is monitoring
the intracellular energy level, namely the Snf1 kinase complex, an AMP-activated
protein kinase that works as a sensor for the ATP/AMP ratio to stimulate ATP pro-
duction when the ratio is decreasing under nutrient limitation or different stress
conditions [112], [113]. The third best known nutrient sensing pathway in yeast
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is the TOR (target of rapamycin) pathway, the TOR complex 1 (TORC1) senses
amino acid levels, controls ribosome and lipid synthesis, and stimulates anabolic
processes [114], [115].
The described signaling pathways besides directly reacting to changes in nutrient
levels are further used in stress responses to adapt cell growth to environmental con-
ditions requiring metabolic network changes. Another signaling pathway important
for growth under optimal conditions, the cell wall integrity (CWI) pathway ensures
the correct synthesis, maintenance, and repair of the cell wall. Under changing
growth conditions and during the cell cycle properties and composition of the cell
wall need to be adapted which is ensured by the CWI pathway [116].
The last signaling pathway important for the control of carbon flux is the HOG (high
osmolarity glycerol) pathway, activated by cellular stresses originating from high
osmolarity in the extracellular medium. Under these conditions the synthesis of
glycerol as well as the repression of glycerol exporters ensure the survival of the cell
by preventing the deadly shrinking due to the water outflux. The HOG pathway is
also able to arrest cell cycle progression to prevent incorrect budding due to osmolar
stress [117].
1.4 Whole-Cell Modeling
The term whole-cell model (WCM) today is strongly connected to the organism My-
coplasma genitalium, since already the first WCM project, launched in 1996 as the
E-Cell project in Tokyo, Japan, investigated the molecular biology of M. genitalium
[118]. In 1999 the E-Cell project published a simulation environment for WCMs
presenting a genome-complete model of a theoretical cell consisting of 127 genes
taken from the genome of M. genitalium [119]. 13 years later in 2012 Jonathan Karr
published a WCM of M. genitalium. This organism is especially interesting to build
WCMs, since it is known to have the smallest genome of all free-living organisms with
580 kb coding for 563 genes [120]. The size of the genome allows the assumption
of a minimal functional gene set consisting only of essential genes which facilitates
the assignment of functions to genes and the required computational power for
the simulation. In organisms with a larger genome a genomic-complete approach
describing all genes is already complicated due to the lack of knowledge about all
gene functions and mapping of all cellular processes to individual genes, let alone
the regulatory network, or all transcriptional and translational dynamics. For these
organisms other approaches were used. One example is to combine all cellular
functions and lump them together to a possibly small set of equations. These mod-
els can best be described as balance models, they do not consider reactions and
mechanisms explicitly, but show only the net changes of a small set of observables.
One early example is the model of Shuler, Leung, and Dick from 1979 [121] in
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which they describe growth of Escherichia coli, cell volume, RNA, DNA, and protein
content as observables in the model. Despite combining complex cellular processes
as growth, gene expression, metabolism, cell cycle, and transport, the model only
contains a small set of equations computable even with the computational power
available in 1979.
Generally, WCMs represent a logical consequence of the idea to understand biology
in a holistic and comprehensive way. After learning about the functions and mecha-
nisms of isolated subsystems, the era of microbiology, nowadays the goal in systems
biology is to connect the individual parts aiming at understanding biological systems
as a whole. WCMs allow the validation of understanding and finally performing in
silico experiments on modeled organisms. As shown in the WCM of M. genitalium
[3], these models can be used to compare experimental results with established
ideas of an organism [122]. Additionally, they can serve for the investigation of drug
targets [123] or as tools to construct circuits for synthetic biology [124]. Naturally,
these models offer also new possibilities in cell engineering to test and to verify
metabolic and genomic alterations [125].
When constructing a mathematical model of a cellular process the first step is to
decide on a mathematical formalism to describe the biological mechanisms in the
best and the most accurate manner. The choice is dependent on desired model
granularity, data availability, and on the properties of the modeled process itself. For
example, metabolic pathways are usually related to a large number of metabolites in
a branched reaction network including possibly unknown regulation. Alone the size
of the network makes it difficult to apply a dynamic description to model the process,
this is complicated even more by the resulting number of undetermined parameters.
Therefore, the average static flux distribution independent to the actual enzyme
levels and kinetic parameters is preferred to a more detailed or dynamic model. The
constraint-based description of metabolic processes in a flux balance model [1] can
also be simulated very efficiently and is undemanding in regard of computational
costs. In contrast, for regulation of gene expression with few transcripts and a large
number of binding events, often stochastic descriptions are utilized that allow to take
into account the particular properties of these processes [126].
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WCMs combine the description of various different cell processes. For the construc-
tion of these models only two possibilities arise:
1. Each cellular process can be described in the best suitable formalism. Al-
though this approach provides the most accurate results for the individual cell
processes, it requires the combination of often highly diverse formalisms to
yield a comprehensive description of the whole cell.
2. A WCM can be written in one mathematical formalism, This assumes the
existence of a formalism able to describe all processes reasonably well. Chal-
lenges can occur in the scaling of the formalism in regard of the size of the joint
model and the accuracy loss due to the application of an unsuited formalism
to describe a specific cell function.
A general estimation of and comparison between the error and inaccuracy introduced
by the choice of the WCM description is not possible. A generalized mathematical
foundation on how to combine diverse mathematical formalisms is not existing. Often
only the individual and uncoupled simulation of the different models together with a
consolidation routine can be applied to gain a combined description of the cell. This
leads inevitably to a loss of accuracy in the simulation based on the decoupling of
naturally joint processes. The extend of the error and inaccuracy is dependent on the
time of the decoupled simulation but also on the applied consolidation routine. In the
second scenario the accuracy is naturally dependent on the choice of the unifying
formalisms and its ability to describe all cellular functions adequately. Eventually,
the size of the model could require the separated simulation of the before joined
model which could introduce inaccuracies comparable to the ones described in i),
dependent on the chosen formalism.
The first approach was chosen for the WCM ofM. genitalium by Karr et al. [3]. In the
YCM project, we offer both methods, the presented model in this thesis is based on
the second approach mentioned above and described in more detail in the sections
2.6, 4.4, and 4.6.
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2Model
„The whole is more than the sum of its parts.
— Aristoteles (attributed)
384 - 322 BC, Philosopher and scientist
The implementation of a WCM requires the mathematical description and integration
of several different biological processes to a combined large-scale model. However,
the creation of a single comprehensive mathematical model prevents an efficient
and flexible development. A modeling project of this size is challenging and requires
the collaboration and cooperation of several people during a long period of time. The
mathematical description of every process requires a thorough literature research,
definition of key functions and mechanisms, the integration in the network of other
processes, and finally the implementation of the mathematical model. Since most
of these steps are required to be performed constantly during model development
for every process and every adjustment on one process would require to work on
the entire model, we chose a modular approach. Still, interfaces needed to be
defined, but modules could be replaced by black boxes or toy examples to test and
develop other modules more efficiently. Also the work itself could be performed
more efficiently due to a decentralized workflow. For many biological processes
mathematical models were already available and even if pre-existing models rarely
fitted the YCM requirements for being used directly as modules, they still served as
blueprints and helped to speed up the development of respective modules. Finally,
although the presented version of the YCM is developed in a single mathematical
formalism, namely ODE, the substitution of modules by alternative versions of differ-
ent mathematical formalisms is not only possible, but one of the features of the YCM.
The modularity of the model also underlines the focus on the description of biological
processes rather than on single genes. We identified six main processes, namely cell
division cycle (CDC), gene expression (GEX), metabolism (MET), transport (TRP),
growth and volume expansion (VOL), and signaling (SIG). Every one of these key
processes is described by a set of individual mathematical modules which were
conceptualized to cover a particular cellular process and offer a set of interfaces
to other modules. Strong naming conventions help the identification and mapping
of the modules, every module name consists of the three letter code of the main
process and the three letter code of the individual module, e.g. central carbon
metabolism: MET_CCM.
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In addition, a set of common parameters for the yeast cell itself had to be defined
during this initial project phase. We chose to describe the main processes in a single
cell cycle of a new born daughter cell of initially about 20 fL volume from birth to the
first completed budding event, i.e. a cell in a synchronized yeast population after
elutriation. Yeast strain BY4741 and SDfull (synthetic dropout) growth media with 20
g/l glucose as main carbon source were used to facilitate the search for a coherent
data and parameter set. Experimental details of elutriation and the experiments
performed on the synchronized population can be found in Chapter 3, sections 3.1
to 3.5
On the following pages the individual main processes are described. Figure 2.1
provides an overview on the naming conventions for modules in the YCM and shows
currently added modules and modules under development.
Based on the complexity and the size of model and equations, the mathematical
expressions of the modules are omitted at this point. All module files including the
differential and algebraic equations, parameters and initial values can be found
online at https://ford.biologie.hu-berlin.de/YCM/YCM. The online resource is a git
repository on the TBP group-owned GitLab server. This repository provides informa-
tion, documentation, and code in downloadable format, including among others a
wiki and an issue tracker. By providing the model files in a pipeline that has proven to
be practical and successful in open-source software projects, we hope to encourage
use and future development of the YCM by other researchers. In the following I will
briefly introduce the included modules and will state the special contributions.
2.1 Cell Division Cycle – CDC
The cell division cycle (CDC) process contains only one module. It is based on
an unpublished book chapter [127] by Thomas W. Spießer, Friedemann Uschner,
Stephan O. Adler, Ulrike Münzner, Marcus Krantz, and Edda Klipp. The authors
adjusted the model to function as a module in the YCM, protein levels were newly
estimated based on literature values, parameter values and timings of the module
were adjusted to the cell cycle phase durations of the agreed yeast cell. Friedemann
Uschner introduced transcripts to the model as interface to the gene expression
process in the YCM. He also adapted the parameter values to define timings fitting
the available data as described below. I performed the search for abundances of
cell cycle proteins, the calculation of average abundances from data sets, and the
mapping of these values to the species of the CDC module. Since cell cycle proteins
are very low abundant they are often outside the detection limits for high-throughput
proteomics, still, values in the unit ppm could be found in PAX DB [128]. We decided
to use the ’whole organism integrated’ data set, which is a weighted and normalized
combination of all proteomics data sets available in PAX DB [128]. With the as-
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Fig. 2.1: Overview of processes and modules included in the current version and un-
der development for the YCM. The main processes are CDC, TRP, VOL, SIG,
GEX, MET, as described in detail in the introduction, Section 1.3. Modules
of the YCM version presented here are: cell division cycle (CDC_core), ion
homeostasis (TRP_ION) and nutrient transport (TRP_NUT), mother cell growth
(VOL_MOT), transcription (GEX_TRX), translation (GEX_TRL), assembly of pro-
tein complexes and ribosome biosynthesis (GEX_APC), central carbon metabolism
(MET_CCM), cell wall synthesis (MET_CWS), and DNA replication (MET_DNA).
Modules currently in development are daughter cell growth (VOL_BUD), HOG
pathway (SIG_HOG), pheromone pathway (SIG_MAT), Ca2+/calcineurin signaling
(SIG_CAL), TOR pathway (SIG_TOR), lipid biosynthesis (MET_LIP), amino acid
metabolism (MET_AAM), and storage molecules (MET_STO).
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sumption of a total abundance of protein molecules of 50·106 molecules per cell [93],
[129] the average protein values could be quantified. We decided to set the initial
values of the model by fitting the time average of the individual species trajectories
to the calculated average protein abundances. The actual adaptation of the values
was then performed by Stephan O. Adler.
CDC_core – Cell Division Cycle module
The model describes the interplay of key proteins in the cell cycle progression of S.
cerevisiae. Cell cycle phases can be inferred by the trajectories and by comparison
of the protein levels of individual species. The described protein interactions are
modifications, activation or inhibition of kinases, initialization of transcription or degra-
dation of proteins. The dynamic model is able to describe cell cycle progression in a
simplified, but physiological way omitting the use of flags, timers, or Boolean entities
to set cell cycle phases as discrete values. Interfaces to the pheromone (Fus3)
and HOG pathway (Hog1), including cell cycle arrest after activation were already
part of the original model and reflect the complex cellular response after activation
in dependence of the cell cycle phase. Other interfaces are cyclin concentrations
indicating the individual cell cycle phase which were used directly to initialize cell
cycle dependent processes such as DNA replication (Clb5/6). Furthermore, all
proteins and transcripts used in the module are synthesized in the gene expression
modules Figure 2.2 shows the reaction network of the CDC_core after adaptation
to the YCM. Species written in red are subject to translation which, together with
transcripts written in blue, were added as interface to the GEX modules. To reduce
the complexity in the module intracellular transport is not included in the current
version of the cell division cycle module.
2.2 Metabolism – MET
The here presented model of S. cerevisiae contains three modules in the main pro-
cess of MET: central carbonmetabolism (MET_CCM), cell wall synthesis (MET_CWS),
and DNA replication (MET_DNA). The other three modules indicated in Figure
2.1, lipid synthesis (MET_LIP), amino acid metabolism (MET_AAM), and storage
(MET_STO) were implemented as bachelor and master projects which I supervised
together with Katja Tummler. These modules are not yet included in the YCM. The
DNA module was implemented by Katja Tummler, Stephan O. Adler, Marcus Krantz,
Thomas Spiesser, Judith Wodke, and Friedemann Uschner, the first version of the
MET_CWS module was created by Marcus Krantz, Sebastian Thieme, and me,
however, the reaction kinetics and synthesis mechanism in the current version were
written solely by me. Finally, Björn Goldenbogen helped with the interface to the
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Fig. 2.2: Network scheme of the CDC_core module. Red colored names represent proteins
and protein complexes which are interfaces to the gene expression (GEX) modules,
including translation and degradation. In blue color are shown the transcripts of
these proteins and protein complexes. Finally, proteins and protein complexes
formed by other components in the module or components after post-translational
modification, e.g. phosphorylation, are colored black. Arrows in the network
scheme represent reactions, e.g. production, association, or degradation. Dotted
lines show modifications, inhibitions (bar end) and activations (round end). Cdk1
(CDC28) is omitted for the sake of readability, for the same reason paralogs are
named by a single representative, e.g. Cln2 stands for Cdc28-Cln1/2.Original
model from Spiesser et al. [127], adapted for the YCM by Friedemann Uschner
and Stephan O. Adler.
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VOL_MOT module and suggested changes on the reaction dynamics. The main
metabolic module, MET_CCM, was written by Katja Tummler, Judith Wodke, and me.
I was involved in the implementation of the reactions for TCA cycle and respiratory
chain and I also provided a software tool in Python to write convenience kinetics
[130] rate equations, thus facilitating the implementation of the module.
MET_CCM – Central Carbon Metabolism
All processes in the YCM rely on the provision and allocation of precursors and
cofactors from metabolism. In the assumed situation of a fresh born small daugh-
ter cell in a defined media, glucose is the main carbon source for the cell. The
MET_CCM module uses this glucose, imported by the TRP process, to assimilate
and convert it into the main precursors for the GEX modules, MET_DNA replication,
and MET_CWS, namely lipids, amino acids, nucleotides, glucan, mannan, and
chitin. Additionally, the MET_CCM provides the energy and redox equivalents for
all other reactions. These equivalents were reduced to a single species each, ATP
is representative of energy equivalents, while NAD is the representative for redox
equivalents.
The metabolic reaction network in S. cerevisiae is well characterized and con-
stantly updated [131] in form of a genome-scale reconstruction model on GitHub at
https://github.com/SysBioChalmers/yeast-GEM curated by Benjamin Sánchez and
available as SBML [2] file. Usually, the genome-scale reconstruction model is used
directly by performing a flux balance analysis [1] (FBA) [1] to define the steady state
fluxes and therefore the distribution of metabolites in dependence on an objective
function such as biomass production or energy optimization. In the YCM we aimed
at a more dynamic description of metabolism to adequately describe the changes
on metabolic fluxes in regard of cell cycle progression and the resulting change
of precursor consumption. We decided on a compromise between the stationary
flux distribution in the detailed metabolic network and the dynamic description of a
smaller set of metabolic reactions. Katja Tummler developed a software tool to define
leak fluxes considering the whole genome-scale reconstruction network from species
in a smaller dynamic model [132], see also Figure 2.4 for a workflow description.
This was used to calculate the stoichiometries of the MET_CCM module to combine
the knowledge of the genome-scale reconstruction network [133] and the dynamic
changes in a small ODE module. We decided to reduce the MET_CCM module to
a minimum set of species required to describe the main behavior of metabolism,
glucose is phosphorylated after uptake and converted to hexose phosphate, broken
down to triose phosphate, and finally converted to pyruvate. From all these species
a small flux is directed to the production of precursors while the main carbon flux is
diverted from pyruvate into fermentation and respiration. Ethanol is added to the
module as a product of fermentation, in respiration O2 and CO2 are explicitly added.
To allow a flexible and accurate description of the reaction rates we use reversible
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Fig. 2.3: Scheme of the MET_CCM module network. Species of glycolysis are condensed
into hexose and triose phosphates, from pyruvate, as final metabolite of glycolysis,
the carbon flux is branched into respiration and fermentation. Precursors of
other processes, namely nucleotides and amino acids, lipids, and the cell wall
components glucan, mannan, and chitin, are produced from all metabolic species.
The stoichiometries are calculated based on biomass backtracking [132], shown
in Figure 2.4. Logistic functions control the degree of respiration and biosynthetic
reactions to refill ADP and NAD pools after dilution due to growth. Cofactors and
enzymes are omitted in the scheme to simplify the figure.
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Fig. 2.4: Workflow of the biomass backtracking [132]. After the mapping of species in a
dynamic model (i) on a genome-scale reconstruction network (ii) the biomass
backtracking tool can be used to calculate the leak fluxes from species in the
dynamic model into biomass or other components in the genome-scale reconstruc-
tion network by applying an FBA [1]. This was used to define stoichiometries of
biosynthetic reactions from metabolites to biomass precursors and building blocks
such as nucleotides, amino acids, and cell wall components. The figure is taken from [132],
"Dynamic metabolic models in context: biomass backtracking" by Tummler, Kühn, Klipp 2015, Integrative Biology, Vol. 7, Issue 8, page
940-951. With permission from Oxford University Press, license number 4720980309066
convenience kinetics [130]. These general rate descriptions fitted best the demand
for a flexible description of the lumped species. To allow the metabolism to maintain
functional on low glucose levels while still showing effects of glucose repression,
we utilized a logistic function to couple the respiratory activity with the energy level
of the cell, see Figure 2.5 for a detailed description of logistic functions. Another
logistic function was utilized to add a simple reaction for the biosynthesis of ADP
when the pool, ATP + ADP, is low due to growth of the cell and the resulting dilution.
The same mechanism was used for the biosynthesis of NAD after dilution due to
growth.
MET_CWS – Cell Wall Synthesis
The biosynthesis of cell wall material is strongly coupled with the volume module
(VOL_MOT) which defines growth by irreversible plastic deformation of the cell wall
due to increasing turgor pressure. When biosynthesis is initialized the MET_CWS
module incorporates glucan, mannan, and chitin entities into the cell wall. The
stoichiometries are calibrated to fit the cell wall distribution in exponentially growing
cells [134]. Instead of converting the precursors into a new cell wall species the
synthesis reaction is modeled as a transport reaction into the cell wall compartment.
Due to this formulation the mass of the cell wall can easily be calculated based on
the precursors in the cell wall compartment. Additionally, the stoichiometric ratios
between different wall components can change during the cell cycle which would not
be possible when using a static ratio of precursors to form a static cell wall species.
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Fig. 2.5: A logistic function is a sigmoidal function defined by the mathematical equation
f(x) = L1+exp(−k(x−x0) with L as scaling factor, here 1.0, and x0 as midpoint of the
curve. The parameter k defines the slope of the curve or the speed of the switch,
here exemplified with the values 0.5, 1.0, and 10.0, respectively. The logistic
function is one possibility to induce a switch-like behavior with a continuous and
differentiable function in dependence on the change of a variable in ODEs.
The availability of the cell wall mass together with the size of the cell enabled an
elegant interface to the VOL_MOT: comparison of current mass in MET_CWS with
the reference mass calculated in VOL_MOT based on the current size of the cell.
This is based on the assumption of a constant thickness and density of the cell wall.
A logistic function could be used to initialize cell wall biosynthesis when the plastic
expansion of the cell leads to a discrepancy between the actual and the theoretical
mass of the cell wall.
MET_DNA – DNA Replication
The MET_DNA module uses logistic functions to initialize and terminate DNA replica-
tion. To control the process and link it to the CDC_core module a dummy species A
was introduced. When Clb5/6 reaches a threshold in the CDC module species A is
synthesized and activates DNA replication, the doubled DNA initializes degradation
of A and therefore terminates the process. Replication is implemented similar to
cell wall synthesis, instead of producing a single DNA molecule a transport reaction
provides precursors to the artificial DNA compartment. Yeast DNA consists of about
14 Mbp [15] modeled as 28·106 nucleotide molecules.
2.3 Gene Expression – GEX
It was clear from the beginning that the modeling and simulation of every single gene
in S. cerevisiae was not inside the current scope of this project. Nevertheless, it also
was clear that the individual expression of key proteins in metabolism, cell cycle,
and transport will be required to adequately describe these processes. Therefore,
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Max Flöttmann proposed and implemented and a first version of a gene expression
module generator capable of reading high-throughput data sets and automatically
generating module files for gene expression. Jorin Diemer added features to the
GEX generator and Martin Seeger contributed in analyzing data and in defining
modeling variants for this process. To cope with newly available data, a new simula-
tion framework, and the database in our project, I reimplemented the GEX generator
from scratch. To consider different levels of granularity, GEX generator is separated
into a bulk protein production, defined sets of genes described as a single lumped
species, and single gene expression events to model the expression of a specific
gene explicitly. We defined four gene classes assuming a comparable expression
characteristic in each class: Ribosomal, metabolic, histones, and other. Ribosomal
contains the 129 ribosomal proteins in yeast. The gene class ’metabolic’ contains 70
key proteins of the central carbon metabolism. Finally, the histones class contains
the 10 histone genes. All other genes which are not explicitly described in single
gene expression or in another gene class are combined into the class ’other’.
The GEX module generator can generate different GEX module versions in dif-
ferent granularities, see also Section 4.9 or the documentation of the framework
https://ford.biologie.hu-berlin.de/YCM/Framework_manual/ for more details about
the software tool. Here, only the standard versions of modules are presented.
GEX_TRX – Transcription
Due to omitting polymerases as explicit species in the YCM, we regulate transcription
only on the basis of TFs. In bulk protein synthesis the transcription is based on high-
throughput data from Eser et al. 2014 [45] providing apparent transcription rates
for 5654 genes. The apparent synthesis rates were summed up over each gene
class and used as rate constants in a mass action rate law extended by a saturation
term to simulate the dependency on nucleotides. Every class is represented by a
single transcript species with a length based on the median length of the ORFs in
the particular gene class defining the nucleotide consumption per average transcript.
The cell volume of 20 fL was used to convert the apparent synthesis rates from
transcripts/(cell s) to a concentration change in mM/s. Individual gene transcription
is set up manually, often including a saturation term introducing the dependence of
the expression on a regulating transcription factor.
Also, apparent degradation rates were taken from Eser et al. 2014 [45]. Since the
degradation rate is naturally dependent on the transcript concentration, we had to
convert the apparent degradation rates for the reaction equation from molecules/s
to 1/s via division by the average transcript abundance. Although measured abun-
dances were available from Lahtvee et al. 2017 [135], we decided to rather use
the calculated steady state concentrations based on the apparent synthesis and
degradation rates. By using this approach we were able to minimize the transient
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Fig. 2.6: Overview of the GEX reaction network for bulk protein synthesis. All genes are
divided into classes ribosomal, metabolic, histone, and other. These classes are
represented by a single lumped species in the module, calculated from the individ-
ual class average. Transcripts are produced from nucleotides in the GEX_TRX
module, blue colored arrows. Synthesis of rRNA and ribosome biosynthesis from
rRNA and ribosomal proteins is modeled in the GEX_APC module, red color.
Translation (GEX_TRL) uses amino acids as substrates to synthesize proteins
in dependence on energy and ribosome availability, depicted in orange. Figure
adjusted from original scheme by Katja Tummler.
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phase in the beginning of the simulation which occurred based on the fact that
abundances and rates were not fitting due to different experimental settings.
GEX_TRL – Translation
Not only is cell growth strongly correlated with the ribosomal content of a cell
[136], the regulation of ribosomal content is an important factor in stress response
[115], [137] and growth control [138] as well. By adding ribosomes explicitly to
the translation reaction, the synthesis of proteins becomes dependent not only on
the transcript level but also on the availability of free ribosomes. To achieve rate
constants from apparent synthesis rates taken from Arava et al. 2003 [139], the
values were divided not only by transcript abundance, as described above, but
also by the number of ribosomes. The number of ribosomes were set to 200000
molecules based on the assumptions of von der Haar 2008 [140] and Warner
1999 [141]. Every gene class is represented again by a single averaged protein, the
individual rate constants were summed up from all class members. The dependence
on precursors (amino acids) and energy equivalents (ATP) were again introduced
by utilizing saturation terms. For the sake of simplicity, the binding of ribosomes to
transcripts and the loading of tRNAs is omitted in this simple version of the GEX_TRL
module. Therefore, we do not address the effect of polysomes or the influence of
the initiation probabilities on the translation process. However, these factors are
implicitly included by the experimental data.
Protein degradation was set up similarly to the transcript degradation, apparent
degradation rates were divided by protein abundance which was calculated based
on the steady state assumption from the apparent synthesis and degradation rates.
The protein degradation data was taken from Christiano et al. 2014 [142]. Here
again the use of protein abundance data from Lahtvee et al. 2017 [135] was rejected
in favor of the calculated abundances based on apparent synthesis and degradation
rates to decrease transient phase effects.
GEX_APC – Assembly of Protein Complexes
To clearly separate different subprocesses of gene expression we introduced another
module to describe protein complexes and ribosome synthesis. The main reason
was to allow the substitution of GEX_TRX or GEX_TRL with more detailed module
versions. Martin Seeger created a stochastic model of translation which is going to be
added to the YCM to replace the above described translation module. The GEX_APC
module contains the transcription of rRNA, the combination of ribosomal proteins and
rRNA to ribosomes, the dissociation of these components, and finally the degradation
of rRNA. Ribosomal proteins are defined as a gene class in the GEX_TRX and
GEX_TRL modules which contain also transcript and protein degradation. Dynamic
or even static information about ribosomes is very sparsely. However, average
transcription rates of RNA polymerase I and average length of the specific ORFs were
available. As mentioned above, total ribosome abundance was taken from [141] and
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[140]. To simplify the description of ribosomes, we lumped the ribosomal subunits
in our model of ribosome biosynthesis in favor of a single ribosome species.
2.4 Transport – TRP
All transport modules were written by Jannis Uhlendorf, Jorin Diemer, and Katja
Tummler. I contributed in the arrangement and separation of the ion homeostasis
(TRP_ION) and nutrient uptake (TRP_NUT) modules, furthermore, I extended the
nutrient transport module by several reactions to which more detail was added by
Katja Tummler later.
TRP_NUT – Nutrient Uptake
The nutrient uptake module describes all transport reactions of metabolically relevant
species over the plasma membrane. Besides glucose as main carbon source, this
also implies amino acids which are modeled in the YCM as one lumped species. The
glucose uptake rate equation is taken from Teusink et al. 1998 [143] and adapted
to the dynamic properties of the modeled cell, i.e. growing surface. The transport
reaction for the amino acid symporter is based on the Nernst potential and extended
with an inhibition term to describe the inhibition of the transporter by the amino acid
concentration in the cell. All other exchange reactions, CO2, ethanol (EtOH), and
phosphate, are described by simple diffusion reactions in dependence on specific
membrane permeability and current surface area of the cell.
TRP_ION – Ion Homeostasis
The ion homeostasis module describes the exchange reactions of the most common
ions over the plasma membrane and the vacuolar membrane. Protons (H+), potas-
sium (K+), sodium (Na+), chloride (Cl−), and calcium (Ca2+) are included in the
module. Furthermore, the main transport proteins are included as interfaces to GEX
and to signaling pathways, e.g. SIG_HOG. A network scheme is depicted in Figure
2.7. The transport reactions take into account ion charges and the interactions with
the membrane potential.
2.5 Growth and Volume Expansion – VOL
The model of cell growth and budding was implemented by Tom Altenburg, Björn
Goldenbogen, Jannis Uhlendorf, and Edda Klipp. This model was also published
separately in Altenburg et al. 2019 [102]. I implemented two software tools providing
required functionality to the module and allowing to functionally integrate it into the
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Fig. 2.7: Overview on the network of the TRP_ION module. Shown are all ion transporters
and their specific transport formulas for plasma membrane and vacuole. Figure
by Katja Tummler.
YCM. Firstly, a tool to calculate and add the dynamic total osmolarity of the cell
interior to control the water flux in the growth module. Secondly, a tool to add dilution
terms to all differential equations in the unit mM/s in dependence on the volume
change in this module.
VOL_MOT – Mother Cell Growth
This module describes water flux in dependence of the total osmolarity inside the cell.
The water influx due to the difference in osmotic and hydrostatic pressure gradient
leads to cell expansion. The flexible cell wall counteracts water influx through an
increase in elastic energy. However, when the pressure reaches a critical value the
elastic deformation turns into a plastic deformation which has to be supplied by the
biosynthesis of cell wall material, to keep the cell wall density constant. The interplay
of pressure and elastic or plastic deformation is modeled by utilizing concepts from
rheology and parameterized using experimental data on the local cell wall elasticity
and turgor pressure measured by Börn Goldenbogen [144]. To define interfaces
to other modules, e.g. MET_CWS, a reference volume was added defining the
theoretical standard volume in dependence on cell wall material. This reference
volume is used to induce cell wall synthesis which in turn stops cell wall expansion
when the required material is not available. The latter can also result in a cell wall
burst and therefore lysis and cell death.
2.6 Module integration
One of the main YCM features is the absence of events, Boolean values, or a
controlling unit in the simulation. All dynamic behavior of the model evolves from
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Fig. 2.8: Overview on the main processes in the VOL_MOT module. The increase of turgor
pressure is based on the influx of water which in turn is induced by the increase of
osmolarity due to the uptake of nutrients. The cell wall reacts as a rheological unit
with elastic expansion until a critical pressure is reached. Trespassing this critial
pressure results in plastic deformation. The total volume of the cell is defined by
the sum of the osmolar active (VOS) and an incompressible volume (Vb). Figure is taken
from "Osmolyte homeostasis controls single-cell growth rate and maximum cell size of Saccharomyces cerevisiae" by Tom Altenburg,
Björn Goldenbogen, Jannis Uhlendorf, and Edda Klipp. npj Systems Biology and Applications 5, Article 34, 2019. Under the license
CC BY 4.0 http://creativecommons.org/licenses/by/4.0/
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interactions and dependencies in and between the above described modules. An
important effect of the modular modeling approach in the ODE formalisms is that the
module solutions depend on the solution of the other modules in the YCM network.
When simulated in isolation, uncoupled from other modules, most modules just run
into a steady state. This is on one hand a desired behavior, but on the other hand a
real challenge for parameterization, adjustments on the reaction network, or simply
testing of module behavior. This section describes the process of combining the
modules, carves out difficulties, and underlines the necessity of a comprehensive
simulation environment to address these challenges and support the development
with the aid of specialized software tools.
Most modules were set with parameters taken from or derived of literature values.
Since the experimental settings of the measured data in literature were rarely fitting
the cell state described in the YCM (new born daughter of BY4741), we gathered as
much information as possible to estimate boundaries for some essential parameters.
Examples are glucose uptake, cell cycle phase duration, oxygen consumption, and
several other commonly measured values in yeast experiments. We also designed
and performed experiments in our wet lab to acquire experimental data directly
for the simulated cell state. The data collection, in-house experiments, and the
calculations based on these values are described in sections 3.
The above described 10 modules are needed to describe a basic cell state of 5
main cellular processes. Every module were implemented to describe a single
cellular function in the most basic and simplified form, but had to include necessary
mechanisms to be able to describe also the interplay of these cellular functions. This
additional constraint is unique for the development of WCMs and a challenge for
the integration and parameterization process. Not only additional species have to
be introduced in the modules, also terms and expressions to induce dependencies
which increases the number of parameters.
In the example of the transcription reaction it was explained in Section 2.3 how the
rate constants were calculated from the available data. For the sake of simplicity I
will assume for the example here the use of molecule numbers as unit of all involved
species since possibly necessary unit conversions do not play a role for this example.
The measured values in the database were apparent transcription rates quantifying
the average number of synthesized transcripts per second of a particular gene, ks.
The simplest possible implementation of a synthesis reaction is to take this value
directly as a constant synthesis rate of a particular gene:
νTRX = ks (2.1)
To now introduce an interface with the MET_CCM the consumption of nucleotides
has to be added. Again, one value can be taken from the database directly, the
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length of the gene is the stoichiometric factor for the consumed nucleotides per
transcript. The next step is the introduction of the dependency in the rate equation
of the transcription reaction. Leaving the nucleotide pool out of the equation at all
and only consume the necessary nucleotides would be a dangerous uncoupling of
the reaction rate from its substrates and could lead in the worst case to negative
values and crashes in the simulation. To instead apply again the mass action rate
law the apparent rate constant has to be adjusted to the level of nucleotides to gain
the unit transcripts/(s NTP) for the rate constant, ks, NTP. The corresponding rate
equation would have the form
νTRX = ks, NTP ·NTP (2.2)
However, this would imply that the nucleotide pool is able to increase the transcription
rate when the level of nucleotides is rising, a property that is attributed only to the
number of active polymerases. To circumvent this behavior we introduced different
terms to express dependencies on precursor and cofactors. These terms were
compared in regard of their ability to describe the substrate dependency, but also
in regard of the numerical stability and the number of parameters that have to be
added. The goal is to define a function f(NTP ; p), that evaluates very close to 1 for
the initial concentrations of NTP and above, concomitantly it should decrease slowly
when the concentration of NTP decreases. Most favorable the set of parameters p
is very small to keep the number of parameters in the model as low as possible.
νTRX = ks · f(NTP ; p) (2.3)
• Saturation functions
f(NTP ;Km,NTP) =
NTP
Km,NTP +NTP
(2.4)
f(NTP ;Km,NTP, x) =
NTP x
Km,NTP +NTP x
(2.5)
(2.6)
The first term equals the Michaelis-Menten equation with vmax = 1, the param-
eter Km,NTP describes the NTP abundance at which f(NTP ; p) = 0.5. Only
one additional parameter has to be added to the model. Still, the saturation
terms do not have very favorable shape. For very low values of the parameter
Km,NTP the terms can be set very close to 1, but that implies that the decrease
of the function occurs only at very low values of the dependent variable NTP .
This is improved in the Hill equation although the introduction of the exponent is
adding a second parameter to every reaction rate and the exponent is effecting
the numerical stability especially when used in many rates.
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• Sigmoidal functions
f(NTP ; k, x0) =
1
1 + exp(−k(NTP − x0)) (2.7)
f(NTP ; k, x0) =
1
2
− 1
2
· tanh(−k · (NTP − x0)) (2.8)
The first term is the logistic function as already discussed in Figure 2.5. The
second function uses the hyperbolic tangens and can be derived from the
logistic function but has slightly different properties in regard of the numerical
stability of the ODE system in Python. Both terms are defined by a threshold
level x0, at which the term rapidly vanished. A possible issue for the rate
equation is the fact that for NTP = 0 these are very small, but not equal to 0
as the saturation terms.
The here presented examples are used in the YCM modules, the choices were
made based on the assumed characteristics of the individual dependency. Still, they
only present some of the possibilities to introduce the dependency on a substrate.
Arbitrarily complicated terms and expressions can be used, but every choice will
increase the number of parameters in the system and/or increase the numerical
instability of the model.
All together, the above presented 10 modules contain 173 variable and already
over 430 parameters. We used the available information about the dynamics of
processes in yeast to derive first assumptions of model parameters. With the help
of the software environment (for a detailed description please refer to Chapter 4) we
were able to combine these modules mathematically resulting in a large continuous
differential equation system. Although the model was not too large in size in regard
of the number of species (in comparison with other large-scale models), it showed
an unprecedented high connectivity between the included species and a complexity
exceeding that from other modeling projects. We could observe that especially the
TRP_ION and VOL_MOTmodules led to a high instability of the numerical integration
of the model. The mathematical description of ion fluxes and resulting membrane
potential in combination with a growing cell compartment made the model very
susceptible to numerical errors. Since many reactions are defined based on concen-
tration changes the influence of a small perturbation in cell volume is immediately
affecting the whole-cell simulation. We manually adjusted parameter values to find
numerically stable parameter sets. Indeed, we could show that numerically stable
simulations exist and that the desired interfaces were working as expected. Still,
we also found that a high number of adjustments and fine tuning of the parameters
would be necessary to gain conclusive and physiological meaningful simulations.
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Besides a large impact of the TRP_ION and VOL_MOT modules on the stability of
the numerical integration, the MET_CCM module showed a prominent effect on all
other modules due to the energy and precursor dependencies of almost all modules.
Since the MET_CCM contained only lumped and highly simplified descriptions of
metabolic reactions which are naturally already very diverse and flexible in their
dynamics, the range of possible parameter values was much higher than in other
modules. Besides our internal approaches of parameterizing the whole model using
algorithms for non-linear optimization, as described in detail in Section 4.10, we
started a collaboration with Jan Hasenauer, head of the group "Mathematics and
Life Sciences" at the Universität Bonn to work together on the challenges evolving
during the integration of different data sets into the YCM.
We also exploited the fact, that two of the modules were not explicitly written for
the YCM initially and were therefore able to run in isolation, the VOL_MOT taken
from [102] and the CDC_core module based on the model in [127]. We explored
possibilities to combine the modules sequentially by starting with one module and
subsequently adding the other one by one, each time adjusting parameters and
reactions manually to regain the initial behavior. Despite this process being time-
consuming and tedious we were able to prove this concept functional for achieving
a working and physiological meaningful simulation of the YCM. Since using the
CDC_core as starting point was preferable due to the numerical stability of the mod-
ule, I only present the results of the work based on this module. The adjustments
on the combined modules, CDC_core, GEX_TRX, GEX_TRL, and MET_DNA were
mainly performed by Friedemann Uschner, Katja Tummler, Stephan O. Adler, and
Thomas W. Spießer and are described in the following paragraphs.
The first step was to convert the cell cycle model into a YCM module by adjusting
protein levels and cell cycle phase durations to the initial conditions of the YCM.
Figure 2.9 shows three trajectories of key cyclins from the adjusted CDC_core
module. While the conceptional behavior of the module stayed unchanged and it
still showed concentration changes in a physiological range and simulated correct
cell cycle progression, the duration of the cell cycle was set to 120 min or 7200
sec in the simulation. The protein levels were adjusted as explained in the module
description, Section 2.1. Figure 2.9 depicts two complete cell cycle progressions
until 14400 sec, and despite the second cell cycle being outside the intended scope
of the model, it can serve as an implicit test for the model behavior. It allowed to
better analyze cell cycle stability and robustness. The indicated cell cycle phases
are defined based on concentration changes in the CDC_core module and reflect
physiological timings and definitions from literature data.
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Fig. 2.9: Trajectories of key cyclins in the CDC_core module after adjustment of the original
model [127] to the YCM. Concentrations and durations were adapted to the initial
conditions of the model. Cell cycle phases and position of START are based on
the definitions in the original model and the relative changes of the oscillations,
respectively. Shown are two cell cycle progressions to demonstrate the correct
setup of the module and its stable oscillations.
The next step was the connection to the GEX modules GEX_TRX and GEX_TRL.
These processes were implicitly already part of the module. To establish the in-
terfaces to the gene expression modules, the transcripts had to be added to the
CDC module, and the rates for transcription and transcript degradation had to be
set. The protein levels were affecting each other directly assuming implicitly the
existence of transcription factor (TF) and transcripts in the original model. These
implicitly assumed species had to be explicitly added to the module to serve as
interfaces to the GEX. The trajectories of the three major cyclins and of the corre-
sponding transcripts are shown in Figure 2.2, lower and upper part, respectively. It
was indeed possible to introduce connecting species, transcription and translation
reactions in dependence of ribosomes, transcripts, energy, and precursor levels to
the initial model without interfering with the desired behavior, the oscillations remain
unchanged.
In the next step we connected one of the modules affected by the cell cycle into
the working model. To demonstrate the cell cycle-based control of the timing of
other processes, we choose the MET_DNA module. The concentration of Clb5/6 is
initializing the DNA replication in the corresponding module. The duration of DNA
replication is set to a value of about 25 min as reported in [145]. It is also shown that
the DNA replication is robust towards the second peak of Clb5/6 in the second cell
cycle as it is desired in this setup without cell division and cytokinesis. The internal
reactions in the DNA module are explained in the description above, Section 2.2.
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Fig. 2.10: Cell cycle trajectories in combination with GEX_TRX andGEX_TRLmodules. The
lower part of the figure shows the same species as in Figure 2.9 but transcription
and translation reactions being included in the module. The upper part shows
the trajectories of the corresponding transcripts.
Fig. 2.11: The concentration of Clb5/6 is connected to the start of DNA replication. The
process duration was set to about 25 min [145] and finishes after reaching 28
Mbp of DNA (2 x 14 Mbp) representing two DNA copies.
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„ It is a capital mistake to theorize before one
has data.
— Sir Arthur Conan Doyle
1859 – 1930, writer
The Adventures of Sherlock Holmes, 1892
As described in the last chapter, the parameterization and testing of single modules
and of combined sets of modules requires a large number of experimental data. In
addition, the model requires a large amount of different dynamic and static infor-
mation. Therefore, we conducted an exhaustive literature research and created a
database for any type of measured values of S. cerevisiae. To also have a com-
prehensive data set of gene expression, growth, and metabolism from the same
experimental conditions, we designed and performed measurements in cooperation
with Gunnar Dittmar, Luxembourg Institute of Health (formerly Max-Delbrück Cen-
ter, Berlin) and Uwe Sauer, Eidgenössische Technische Hochschule Zürich. This
chapter describes the work accomplished to gather experimental information for the
parameterization of the model.
As presented in the last chapter, we defined a specific initial state and type of S.
cerevisiae to implicitly agree on main simulation parameters, such as cell cycle
duration, initial volume, or mass, but also to facilitate the selection of appropriate
data sets by comparing these parameters with experimental conditions. The initial
conditions were selected based on cells in our experiments, table 3.1, and calculated
based on these initial conditions and some general assumptions, table 3.2. Here,
the main assumption is the definition of the cell geometry to simplify the calculations
of surface and volume properties we assumed a spherical cell shape.
Also the external medium of the cell was defined based on the experimental condi-
tions applied in the laboratory of the group of TBP, table 3.3.
One of the challenges in parameterizing the YCM is the need for cell cycle resolved
data. Most available high-throughput data reflects population average of an unsyn-
chronized yeast sample. When a measurement was performed on synchronized
cells, in most cases α-factor synchronization was used. This method exploits the
cell cycle arrest of MAT a cells after exposure to the pheromone α-factor. After
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Tab. 3.1: Defined initial state of the modeled cell
Entity Defined value
Cell type new born daughter
Strain BY4741
Ploidity haploid
Volume cell 20 fL
Medium SDfull [Table 3.3]
Volume medium 10 ml
pH medium 6.8
Temperature 30 ◦C
Tab. 3.2: Properties of the cell based on main assumptions and defined initial state
Entity Value Assumption or source
Diameter 3.37 µm calculated, spherical cell assumed
Surface area 35.63 µm2 calculated, spherical cell assumed
Wet weight 22.5 pg density 1.125 g/ml [146]
Dry weight 7.87 pg 65 % water assumed [101]
Cell cycle length 120 min based on experiments, personal communication
Specific growth rate 0.30 - 0.35 h−1 assumed based on media composition [147]
Tab. 3.3: Composition of growth medium in experiments and simulation.
Compound per litre
Glucose 20 g
Ammonium sulfate 5.0 g
Yeast nitrogen base [148] 1.7 g
Isoleucine 60 mg
Leucine 60 mg
Phenylalanine 60 mg
Adenine 55 mg
Uracil 55 mg
Tyrosine 55 mg
Threonine 50 mg
Lysine 40 mg
Tryptophane 40 mg
Arginine 20 mg
Histidine 10 mg
Methionine 10 mg
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a synchronization time the pheromone is removed from the sample and the cells
progress in the cell cycle in synchrony [149]. Limitations of this method are i) on-
going growth, since the cells arrest in G1 phase, and ii) the assumed intracellular
changes due to initialization and preparation of mating, i.e. growing a shmoo based
on the pheromone gradient. Alternatively, chemicals can be used to synchronize a
yeast population, the in-house laboratory for example uses hydroxyurea, a ribonu-
cleotide reductase inhibitor [150] which interferes with DNA replication leading to
an arrest in S phase, but also to intracellular alterations due to activation of stress
response pathways sensing DNA damage [151]. Another chemical to synchronize
cells is nocodazole which interferes with microtubule polymerization and therefore
chromosome segregation [152], synchronizing the population at M phase. This as
well leads to alterations of the intracellular state and activation of stress response
pathways. To gain a synchronized yeast population with minimal perturbations by
the synchronization method we chose elutriation, see Section 3.1. We performed
several technical and biological replicates of the elutriation as quality control for the
synchronization by measuring the DNA content distribution with a Fluorescence-
Activated Cell Sorting (FACS) device to estimate the cell cycle phase distribution in
the samples. For calculation of the bud index (ratio of budded to unbudded cells)
we conducted an image analysis of microscopic images of the samples. We took
samples from the synchronized population for about 250 min in 5 min or 10 min
increments, respectively. Figure 3.1 gives an overview of the available time points
from the different experiments and shows the number of replicates that were realized.
3.1 Elutriation
To synchronize the cell population in an unstressed condition we decided to use
counterflow centrifugation elutriation [153]. In this method the cell suspension of an
exponentially growing batch culture is pumped into a centrifuge where the popula-
tion is distributed by their size. The centripetal force in the centrifuge opposes the
drag forces of the liquid flow. Small cells with a higher surface to volume ratio are
more susceptible to the drag forces and are washed out of the elutriation chamber.
Based on the assumption that the smallest cells in a population can only be freshly
born daughter cells, the collected cells are all in the beginning of the G1 phase.
The cell synchronization and elutriation were performed by Severin Ehret, Björn
Goldenbogen, Lisa Mallis, Christiane Müller, and Gabriele Schreiber, in the replicate
measurements Stephan O. Adler, Oliver Bodeit, Lasse Bonn, Jorin Diemer, Maxim
Karnetzki, Aviv Korman, Katja Tummler, Judith Wodke, and I helped during the
measurements in the wet lab.
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Fig. 3.1: Overview of experiments and available time points of the measurements with the
synchronized population, replicates are indicated by the particular row numbers.
Elutriation, CASY counter and FACS measurements, image analysis and Western
blots were performed in-house as described in Sections 3.1 and 3.2. Metabolome
measurements were conducted in the group of Uwe Sauer at the ETH Zürich
by Marieke F. Buffing, explained in Section 3.3. Proteome measurements were
carried out in the group of Gunnar Dittmar by Gülkiz Baytek at the MDC Berlin,
and Marie-Laetitia Thezenas at the LIH in Luxembourg. Also the transcriptome
measurements came from the lab of Gunnar Dittmar in the LIH Luxembourg,
performed by Elise Mommaerts. Figure by Katja Tummler.
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For the first elutriation experiments the batch culture was grown in SDfull medium
while the elutriation was performed in phosphate-buffered saline (PBS) solution.
Since every iteration of elutriation had a low yield of cells, the cells were collected
and stored in the buffer at 4 ◦C. The experiment started when the cell count was
high enough, the cells were moved to SDfull medium and samples were taken for
the measurements from the now synchronized batch culture of small cells. Samples
were drawn in 10 min steps, to increase the resolution during the S phase we
decreased the time to 5 min during the assumed time range of this phase.
3.2 Growth data
At every time point, several samples were taken. Some were used for the -omics
measurements and one for quality assurance and cell counting with the CASY
counter. The CASY counter measures the drop in conductivity when a cell with an
insulating cell membrane passes the measuring chamber, a capillary [154], [155].
Therefore, the CASY counter can count cells and calculate the volume by inferring
it from the extent of the conductivity drop in the capillary. To be able to measure
these values reliably, the cells have to be solved in an electrolyte solution, the
CASYton, and the cell density has to be lowered significantly. The output of the
measurement is a histogram of cell diameters, calculated from the cell volume,
between 0.01 and 20 µm. CASY measurements were performed by the same
people who conducted the elutriation experiments. Analysis of CASY and FACS
data was done by Gabriele Schreiber and me, I also wrote a script to export the
CASY data directly from the CASY application to Excel sheets to facilitate and speed
up the analysis process. Image analysis was done by Christiane Weber. FACS
measurements were conducted by Lisa Mallis, Christiane Müller, and Gabriele
Schreiber.
Figure 3.2 and 3.3 show the size distributions over time in two different graphical
representations. Figure 3.2 shows the time evolution as color code of the size
distributions, as can be seen, the mode of the diameter distribution is indeed ap-
proximately at 3.5 µm resulting in a volume of about 22 fL, assuming a spherical
cell shape. The mode of the diameter moves right showing the growth of the cells in
the synchronized culture, the widening of the distribution is attributed to biological
variance, desynchronization effects, and the appearance of new born daughter cells
in the population. It is unlikely that the widening is based on a non-growing subpop-
ulation, firstly, because dead cells would appear smaller in the CASY counter due
to the missing charge insulation of the plasma membrane. Secondly, because this
effect only occurs after a certain time. The black curve indicates an unsynchronized
batch culture in exponential growth phase. Figure 3.3 shows the same data as violin
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Fig. 3.2: Graphical representation of CASY measurements of the synchronized cell culture.
The color bar indicates the time after change of the medium from PBS buffer
to SDfull. The mode of the diameter distribution moves right due to the growth
of all cells in the population. Widening of the distribution occurs mainly from
growth variances, desynchronization effects, and the appearance of new daughter
cells in the population. The black line indicates the same measurement for an
unsynchronized batch culture in exponential growth, the red line is the measured
empty sample without cells.
plots, in this graphical representation the appearance of small daughter cells can be
seen more clearly around the sample time of 180 min.
To validate the degree of synchronization of the elutriated batch culture, two addi-
tional measurements were applied. One, a manual image analysis of about 500 cells
per time sample. Cells and buds were counted on microscope images to calculate
the ratio of budded to unbudded cells. The higher this bud index, the better the
synchronization, in our experiments we reached values of about 60 - 70 % bud
index, which shows a not perfect but reasonably good synchronization state of the
population. To further validate the synchronization state and also the duration of
one complete the cell cycle the cells were DNA-stained with the fluorescent dye
propidium iodide (PI) to enable measuring the DNA content in the FACS device. This
flow cytometry device is not only able to separate cells based on their fluorescent
labels, but also to record the fluorescence properties of the measured cells [156]
and therefore how many cells had one copy of stained DNA (cells in G1 phase), two
copies (cells in G2/M phase), or a fluorescence signal in between (representing S
phase cells). The FACS measurements show a much higher theoretical bud index,
the reason is most probably buds have been missed during the image analysis.
This could be based on very small buds or an orientation of the buds that could not
be seen in the microscope image. Also, the uncertainty of the fluorescence-based
measurement of the flow cytometry is difficult to estimate and dependent on the de-
tection and staining accuracy. Therefore, we assume a value in between the image
analysis and the FACS measurement. Nevertheless, since the FACS measurement
is much easier and more efficient to perform than the image analysis we decided
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Fig. 3.3: Graphical representation of CASY measurements, the same experiment as in
Figure 3.2 is shown as violin plot. In this graphic the appearance of new-born
daughter cells in the population is more clearly visible. Cell diameters were
converted into volumes by assuming spherical cell shapes.
to rely only on the DNA staining to verify the synchronization of the cell culture for
upcoming experiments and replicates. Figure 3.4 shows the combination of image
analysis, cell counts from the CASY counter, and cell cycle distributions from the
FACS measurements. It can be seen that the general behavior of the measurements
fit and allow conclusions about the principle properties of the synchronized popula-
tion. Based on these values the cell cycle duration can be assumed to be about 150
min, while bud index and FACS measurement indicate a rapid desynchronization of
the cell culture.
3.3 Metabolome
As indicated in Section 2.6, parameterization of the MET_CCM module is one of
the main tasks to integrate more modules into a physiologically correct simulation.
Marieke F. Buffing from the group of Uwe Sauer at the ETH Zürich (CH) measured
the metabolome of the elutriation samples by quantitative targeted LC-MS (liquid
chromatography-mass spectrometry). She also provided the internal standard, mea-
sured the time samples, and processed the raw data for the synchronized batch
culture. Lisa Mallis, Christiane Müller, and Gabriele Schreiber in addition, performed
a glucose kit measurement on the supernatant of the samples. Data exploration
was performed by Katja Tummler, Josch K. Pauling, and me. I also translated the
processing script of the Sauer group from MATLAB to Python to be able to integrate
the data analysis into our workflow.
We agreed on quantitative targeted mass spectrometry to measure the metabolite
concentrations in the samples and defined about 110 important metabolites to be
used for the parameterization of the MET_CCM module. Marieke F. Buffing provided
3.3 Metabolome 47
010
20
30
40
50
bu
d 
in
de
x 
[%
] Bud Index
Image Analysis
1.4
1.6
1.8
2.0
2.2
ce
lls
 [
#
/m
l]
1e7
Cell Number
CASY Counter
0 10 20 30 40 50 60 70 80 90 10
0
11
0
12
0
13
0
14
0
15
0
16
0
17
0
18
0
19
0
20
0
21
0
22
0
23
0
time [min]
0
10
20
30
40
50
60
70
80
90
ce
lls
 [
%
]
Cell Cycle Phase
FACS
G1
S
G2/M
Fig. 3.4: The figure shows the combined information from the image analysis, the CASY
counter, and the FACS measurements. The combination allows the estimation of
the cell cycle duration but also shows clearly a large uncertainty of the measure-
ments and a rapid desynchronization of the cell population.
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us with the 13C internal standard solution for these metabolites and we added it
directly to the cell lysate to ensure that the standard undergoes the same sample
processing steps as the cell lysate. The samples were then frozen and shipped to
Zurich for the actual measurements.
The metabolite concentrations in the samples could be estimated based on cali-
bration curves which were measured in Zurich, as well. These calibration curves
show a linear dependency between the intensity ratios and the concentration of
the 12C compounds, shown in the appendix Figure S1. After pre-processing of the
data, some of the measured metabolites turned out to be not usable. Either, the
calibration curves showed a non-linearity and had to be rejected or one of the signals
was to low. Also, some of the amino acids and the hexoses were not measured
correctly. We assume that these compounds could not be removed completely from
the growth medium and thus were measured together with the targeted intracellular
concentrations. A biological replicate was measured a few months later and showed
comparable results, although two time points had to be rejected due to missing 13C
signals in the samples.
The processing steps in the provided script determine the amount of metabolites in
the sample volume by quantifying the 12C to 13C ratio with the measured calibration
curves. The resulting values were in the unit pmol per sample. Since the basis of
the samples is a synchronized population cell volumes and biomass in the samples
are increasing throughout a measurement, after the first completed cell cycle also
the cell number. Therefore, the main feature identified in the data was the growth of
the culture which superimposed possible cell cycle behavior. We used the measured
cell densities from the CASY measurements to calculate pmol metabolite per cell by
dividing the results with the corresponding cell densities. Sine the CASY counter
also provided information about the cell volumes we were able to estimate the
intracellular concentrations of metabolites using the mode of the size distribution.
pmol
sample ·
sample
cell ·
cell
L =
pmol
L
Figure 3.5 shows typical results from the measurement after processing and con-
verting to intracellular concentrations. After transforming the data to intracellular
concentrations, it became clear that the introduced uncertainty of the CASY mea-
surements, especially the cell number data which showed a large variance, turned
out to be highly significant, compare Figure 3.4. In the first 100 min a nearly constant
cell number can be assumed based on the experimental setting. The noise in the
cell number measurements was again a dominating factor possibly covering features
in the metabolite measurement. Since the determination of the cell number was
performed on highly diluted samples we assumed the variance in cell number not to
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be present in the actual metabolome measurements for which the samples were
not diluted. Therefore, we performed two linear regressions on the cell number
data, a constant cell number until time point 150 and a second linear function when
the cell number increases after the first cell cycle. Now, the data shows significant
movement in the concentrations especially in the beginning of the measurement
which is assumed to be based on the medium change from the buffer to SDfull
medium after elutriation. This transient phase is clearly the dominant factor in the
first 20 – 30 min. Features, as cell cycle-dependent concentration changes could not
be determined clearly but we inferred concentration ranges for the parameterization
of the model.
We also explored options to estimate metabolite consumption and production of
the culture over the cell cycle to parameterize transport reactions and general
carbon fluxes. In a first attempt we used was to use a colorimetric glucose kit
[157] to determine the glucose concentration in the supernatant of the samples.
Unfortunately, the concentration change after 4 hours was still below the detection
limit after decreasing the glucose concentration into the linear range of the kit by
dilution of the supernatant.
3.4 Proteome
To determine changes in the protein levels during the cell cycle the samples were
measured by Gülkiz Baytek at the Max Delbrück Center (MDC) Berlin and by Marie-
Laetitia Thezenas at the Luxembourg Institute of Health (LIH), both at the time
being members in the group of Gunnar Dittmar. Data processing and analyses were
performed by Katja Tummler and Josch K. Pauling, I mapped functional enrichments
to the proteins to allow comparisons of functional groups. BCA assay and Western
blots were created by Lisa Mallis, and Christane Müller, and Gabriele Schreiber.
The proteome measurements were performed in a SILAC (stable isotope labeling
with amino acids in cell culture) LC-MS approach. The samples of the synchronized
population were mixed with a constant volume of an unsynchronized yeast population
(strain BY4742) grown in a SC -leu medium with isotope-labelled Lysine (13C6 15N2
L-Lysine) as heavy amino acid. Measuring the two cell populations together mini-
mizes quantitation errors while the heavy amino acids allow differentiation of the two
cultures in the MS profiles. The intensity ratios of light to heavy is hereby correlating
to the mass ratio of the proteins in the two cultures. Since a constant protein mass
can be assumed in the heavy labeled population, the observed changes over time
are based solely on expression changes in the synchronized population.
After processing the data, we obtained values for 1300 to 1800 proteins per time
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Fig. 3.5: Example time series of the metabolome LC-MS measurements. Glucose 6-
phosphate, asparagine, aspartate, and glutamate are shown in both replicates.
The data point at the end of the time scale ’unsyn’ is the concentration in un-
synchronized cells. The concentration in the cells is determined based on linear
regressions of the CASY cell density and the mode of the cell size measurements
as explained in the text.
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point. Here, we rejected very large and very small intensity ratios from the data set
during the data processing after personal communication with Gunnar Dittmar. As
before, also in the proteome data, growth of single cells and population were the
dominant factors identified in the data. We chose the same approach as for the
metabolome samples and used the CASY data to convert the changes in protein
mass ratio into changes of concentration ratio. Still, it turned out that this approach
cannot lead to an absolute quantification of these ratios easily. On the one hand,
because the extraction protocol did not include all cells from the samples but only
a certain amount of protein mass. Hence, a normalization with the measured cell
number introduces an error depending on the difference between the protein mass
used for the MS and the actual protein mass in the samples. This error could be
estimated, but a thorough evaluation of the BCA assay to determine the total protein
mass in the elutriated culture is still pending. On the other hand, ratio quantification
is hampered due to the unknown cell density and volumes of the heavy labeled
culture. Knowing the population characteristics of both culture, the cell densities and
cell volumes could be used for a rough estimation of the protein concentration ratios
in the synchronized population. In comparison to the metabolome, this would lead
to the introduction of an uncertainty about twice as high as the uncertainty of the
CASY measurement. To exemplify the approach, we used the characteristics of the
measured unsynchronized sample as traits of the heavy labeled culture. Without
the information about these traits the concentration changes of the synchronized
population is estimated except for an unknown constant. Figure 3.6 depicts the
comparisons between transcriptome and proteome measurements with the pro-
teome once shown in the non-normalized intensity ratios (lower row) and once after
introduction of the above mentioned exemplified normalization (middle row).
Besides post-processing of the data in the form of normalization, quality assessment,
and a comparative analysis of the available replicates, we also carried out clustering
and enrichment (KEGG BRITE [158]) analyses to identify deferentially expressed
genes and gene classes with similar expression profiles as possible candidates for
the YCM GEX modules, shown in the appendix Figure S3 and S4. Up to now three
replicates are available, all of them showing a significant change in the first 20 to 30
min which we assume to be the transient phase after the medium and temperature
change at the beginning of the experiment as outlined before. Some of the results
and analyses are still pending, but we expect to be able to add new gene classes to
theGEXmodules by identification of protein groups with common expression profiles.
Since cell cycle proteins are generally very low abundant proteins and therefore
often below the detection limit of mass spectrometers, an exemplary quantification
was performed in form of a Western blot. Cln2, Clb5, and Sic1 were measured
and compared between different synchronization methods. Glucose 6-phosphate
dehydrogenase was measured and used as housekeeping protein for normalization
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of the Western blots. As expected, a comparison with other synchronization methods
showed an increase in cell cycle duration and a very fast desynchronization of the
elutriated cell culture, shown in the appendix Figure S2.
3.5 Transcriptome
To gain a comprehensive picture of gene expression and protein regulation changes
during cell cycle progression also high-throughput transcriptome measurements
were included. The RNAseq measurement were performed at the LIH in the LUX-
GEN group of Gunnar Dittmar by Elise Mommaerts and Nathalie Nicot. The data
analyses were performed by Katja Tummler in our group and by Arnaud Muller in the
LUXGEN group in Luxembourg who processed, mapped the reads to the genome,
and cleaned and normalized the data.
RNAseq is a high-throughput sequencing method that allows the sequencing of a
whole transcriptome. After extraction and purification of the mRNA by removing
the larger rRNA fraction from the total RNA, the mRNA is cut and converted to
a cDNA library. This library is then sequenced by the sequential application of
color-coded fluorescent probes and the detection of these in the sequencing device.
The resulting data has to be processed, cleaned, and mapped to the genome. In
our case the mapping was executed with the reference genome of the S288C strain
and converted into the unit TPM, transcripts per million. The unit RPM (reads per
million) in Figure 3.6 is not considering the normalization for transcript length and is
therefore not suitable for comparisons between transcript levels of different genes
because longer transcripts will have more reads than shorter ones. Here, it was
used in the figure before the processing of the data was finished.
The transcript behavior in Figure 3.6 further underlines the hypothesis of a transient
phase in the beginning of the elutriation experiment. Hxk1 is considered the ex-
pressed hexokinase paralog in low glucose conditions [159], while Hxk2 is expressed
with glucose as the main carbon source [160]. The expression levels show a change
in the first 20 to 30 min where the transcript levels of Hxk1 drop and the levels for
Hxk2 rise. Figure 3.6 also outlines the non-linear correlation between transcript
and protein levels as reported for example in [161], the proteome levels in our data
correlate only weakly with the transcript levels.
I was not directly involved in the analyses of the data set, which comprised of cluster-
ing, enrichment analysis (Figure S6), and correlation analyses in regard of cell cycle
and proteome levels, but only coordinated the different analyses and supported
my colleagues during analyses planning and result interpretation. For the near
future, an absolute quantification is planned by quantifying some anchor transcripts
in a different experiment to infer the expression levels in the transcriptome. These
anchors are equally distributed in the expression range of the transcriptome data
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Fig. 3.6: Comparison between the transcriptome and proteome measurements. Shown
are transcripts and protein ratios for Hxk1 and Hxk2. The protein ratios in the
lower row represent the results from the SILAC LC-MS measurement, the intensity
ratio of light and heavy labeled proteins is proportional to the protein mass ratio,
the dominant feature here is clearly growth of the cell culture. After normalizing
the data with the CASY measurements, middle row, the underlying concentration
changes in the cell cycle become visible. Figure by Katja Tummler.
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and should therefore be able to indicate expression levels and allow a first estimation
of the individual transcript abundances for the YCM, shown in the appendix Figure
S5.
3.6 Database
During progression of YCM project, a large number of individual and diverse pieces
of information were collected and required a central place to be stored, referenced
correctly, and made automatically accessible. While initially some values and mech-
anisms were explained directly in the wiki of the git repository, this could not be a
long-term solution, especially due to the missing scalability. Several databases for
general biological information, e.g. bionumbers [162], or special types of information
about yeast such as the Saccharomyces Gene Database [36] or the Yeast Transport
Protein DB [163] are available today. Nevertheless, a database specialized for mod-
eling purposes is not available, this implies initial concentrations, transport rates,
gene expression data, but also general information about growth rates, cell cycle
phases, and compartment sizes. After testing and fathoming the possibilities of the
whole-cell knowledge base package WholeCellKB [164], we decided to implement
our own software since we required the possibilities necessary for a non-genomic
complete eukaryotic whole-cell model. We created a relational database using
MySQL and filled this database with manually curated data with a minimum of
information loss with respect to experimental method and condition, especially strain
and medium. The first draft of the database was written by Stefan Forgó and Jorin
Diemer, I contributed in the conceptualization of the database structure and of the
different tables. Katja Tummler took over the coordination and development of the
database from me and supervised the implementation of the user interface and
the introduction of new tables and data. Data from a number of publications were
first added to Google spreadsheets by Anna Kremer and Jonathan Grill and later
transferred into the database. The user interface was implemented by Kai Winkler.
For the implementation of a WCM a large number of static and dynamic data is
needed. However, often the needed information is not available for the targeted
strain or the described condition. In those cases, it is important to have as many
alternative values as possible to be able to narrow the range of the YCM parameter.
In some cases the information can also be determined based on a combination of
measured entities, for example total protein abundance can be inferred from trans-
lation rates and protein lengths, or from average protein abundance and cellular
mass.
All information in our YCM database is stored with an unique identifier and linked
to corresponding information like publishing author, publication, medium, strain,
and experimental conditions. The YCM database is also planned to work as a
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knowledge base by connecting data for analysis and combining data to infer model
parameters directly. Software tools, as the Gene Expression module generator, one
of the software tools described in Section 4.9 is just one example of how such a link
between a large-scale model and a specialized database can be set.
To infer parameter ranges or correlations between entries a large amount of infor-
mation needs to be available. One challenge was the lack of redundant wild-type
information of different strains, growth media, or other experimental conditions. Of-
ten, these values are not reported explicitly but are part of an experiment as control
or wild-type measurement. For the YCM database we were primarily interested in
these wild-type measurements which also made a literature research of publications
from the 1970’ necessary. Those publications often investigated and described the
wild-type behavior of batch cultures, oxygen and glucose consumptions, and other
general traits of the cells. Unfortunately, seldom supplementary information as data
tables or even spreadsheets are provided, thus we extracted the information directly
from figures manually by using online tools such as WebPlotDigitizer [165].
The YCM database will be made publicly available online independent of the YCM
project and its use to infer parameters for the YCM model. At the moment the
database contains about 260000 different data points in 46 tables, the access is
simplified by a user interface written in Shiny by RStudio [166], the database itself
is implemented in MySQL, Python bindings are available to ease the automatized
access of data and information. To facilitate the identification and unambiguous
characterization of compounds in the database we link to other databases to achieve
more information about a compound. In medium compositions and other mentions
of chemicals, every component is linked to the corresponding entry in the PubChem
database [167] to get information about the chemical formula, charge, or other
names for the compound. All genes are linked to the SGD database [36], publica-
tions are linked to PubMed [168] directly to ensure accessibility and efficient usability
of all pieces of information in the database. Figure 3.7 shows the startpage of the
database interface and the main categories of the information, a link to the database
will also be available on the git repository of the YCM project in the beginning of
2020. Data and publications can be added by using an online form provided on the
web page of the database.
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Fig. 3.7: User interface of the YCM database. The start page gives information about the
categories of the data and the different tables. Toady, the database contains
already 260000 data points in the relational database. Interface by Kai Winkler
and Katja Tummler.
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4Framework
„Science, as well as technology, will in the near
and in the farther future increasingly turn from
problems of intensity, substance, and energy,
to problems of structure, organization,
information, and control.
— John von Neumann
1903 – 1957, mathematician, physicist,
computer scientist
Today a large variety of high-performance ODE simulation tools specialized for
different use cases is available. Unfortunately, none met all the requirements to
support the implementation and to perform simulations of a modularized WCM
without limiting drastically the possibilities needed to work on such a model. During
the early phase of the YCM project, we tested several tools inside and outside of the
area of systems biology in the search for an adequate software solution. The main
requirements were to avoid information loss about the components in the model,
a simulation with variable compartment sizes, and the use of different units in the
model. At least from our experience, these requirements compose the minimal set
of demands during the implementation of any WCM.
The YCM framework by definition is not a general simulation environment nor do
we have the goal to compete with high-performance simulation tools. The YCM
framework is a software solution to handle the complex challenges of creating,
combining, and simulating small mathematical models as modules of a large-scale
description of a yeast cell. The here presented framework is again modularized and
strictly follows the rules of object-oriented programming to enable the exchange of
functional units, to simplify the introduction of bindings to other languages, and to
strengthen possibilities to independently further develop and extend the presented
functionalities. The mathematical modules, formulated in a specialized Python
format as described in Section 4.1, are separated from the software. The framework
consists of a general user interface, specialized tools for the handling of the modules,
and a test suite, ensuring framework functionality during development and after
installation. The user interface can be used in full functionality from a Python console
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or shell but is initially considered as a backend for a graphical user interface (GUI)
or web interface which is not yet implemented
The general user interface was conceptualized by me and developed by Tim D.
Rose, Stefan Forgó, and me. The current test suite contains 150 unit and integral
tests and was written by me, I also wrote the documentation of the framework based
on a draft by Tim D. Rose.
The here presented software is developed in Python 3.7 and available in the Git-
Lab repository of the group of Theoretical Biophysics at https://ford.biologie.hu-
berlin.de/YCM/YCM where also a documentation is provided. A download as Python
package via pip (Python package manager) is in preparation and will be possible in
the near future. The software is open source and licensed under the GNU General
Public License Version 3 (GNU GPLv31).
4.1 Python format
For the setup of modules a flexible and simple module description was needed.
Additionally, this format should combine human readability to facilitate manual writing
of modules files and computer readability to ensure their fast loading and computing.
The format was conceptualized by me with contributions of Jannis Uhlendorf and
Martin Seeger. The ODE generator to convert reaction definitions to differential
equations as well as the SBML import and export tools were written by Jannis Uh-
lendorf. Export of the module information to HTML and Markdown, also the export
of the module network to Cytoscape [169] were implemented by me. Additionally, I
wrote a validation tool to test module scripts for correct syntax and consistency of
the module information.
The Python programming language offers a fast key-value data type named dic-
tionary for resembling its search by key-work. This data type allows the access
to elements in a data container (the value) by calling the given identifier of the
element (the key). We used this data type to write every YCM module as a module
dictionary with predefined keys. Behind these keys can be single values, lists, or
even dictionaries again, which makes this data type flexible enough to serve as a
structure to store module information. Furthermore, it is possible to add keys to
the dictionary without interfering with the already existing structure, thus allowing
1http://www.gnu.org/licenses/gpl-3.0.html
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adjustments and extensions to the modules without changing their functionality.
The Python dictionary format is also an unsorted format which allows the set up of
module files in flexible and personalized way. The necessary knowledge of Python
is very small due to the intuitive and simple syntax. The text-based format of Python
scripts has a huge advantage in comparison with the complicated format of SBML
files in regard of readability and it allows the use of versioning tools such as git for
the implementation of the modules. This enhances the modeling process since all
the available tools of versioning platforms as GitHub2 or Gitlab3 can be applied.
The module dictionaries can be divided into four categories: module, species, param-
eters, and equations. The first one contains general information about the module,
name, type (ODE or EXT), and a short information text about the module, main
assumptions, authors, or other short descriptions. The species category contains
all variables of the modules, their initial values, the units of the species, and a set
of three identifiers or annotations to unambiguously identify every variable in the
module, these identifiers are explained in Section 4.2. The parameters contain all
constant numeric values and their units used in the module. The last category is the
dynamic information of the module, here we allow descriptions that are compatible
to SBML [2] to ensure the translation of module dictionaries to SBML files and vice
versa. The standard format for the definition of a dynamic variable change in SBMLs
is the biochemical reaction. Here, we specify a reaction rate together with its sub-
strates, products, and modifiers. Together with the corresponding stoichiometries it
is possible to write the ODE system based on these reaction definitions. We also
allow the description of reactions and provide the automatic translation of these
reaction definitions to differential equations. Since not all species in the YCM are
biochemical entities the second possibility of describing species dynamics is the
description of an ODE as text directly, this is corresponding to the RateRule in SBML.
Finally, a species can be defined by an algebraic equation which is corresponding
to the AssignmentRule in SBML. Table 4.1 gives an overview on available keys and
expected data types in the module dictionaries.
The module dictionaries can also store the state vector for non-ODE modules and
serve here as flexible exchange format and interface between the framework and
externally defined modules, here called EXT modules. This is explained in more
detail in Section 4.5. An example module dictionary is shown in the appendix in S7.
2https://github.com
3https://gitlab.com
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4.2 Identifiers
The species definition based on identifiers was conceptualized by Martin Seeger,
Jannis Uhlendorf, Max Flöttmann, and me.
Since the creation of the modules was intended to be decentralized, the identification
of species had to follow simple rules that allow for an unambiguous mapping of
species while assuring unique identification of species in the model as such. A
simple naming convention as using species name plus the localization to identify a
species, i.e. ATP_cyt as used in many modeling projects could not be applied here.
We decided to separate the name of the variable in the modules from additional
information, identifiers, or annotations since the combination often makes equations
unnecessary complicated to read or limits the use of additional information. Our
goal was to minimize limitations and naming conventions for model creators and
still be able to improve and maximize the amount of additional information about
the used variables and species. By separating these two types of information a
modeler is completely free in the choice of model species names. This often allows
a more efficient implementation because a naming scheme corresponding to the
background of the module can be chosen.
We could demonstrate that three identifiers are sufficient to define a species com-
pletely and uniquely in the model network. Firstly, the species itself has to be defined,
here a simple gene name or chemical formula is not enough because gene, tran-
script, and protein have to be distinguished and post-translational modifications have
to be considered. Also the chemical formula is not unambiguously defining a biolog-
ical entity, chirality, conformation, or even charge of molecules are not considered
therein. The same holds for compartments which often follow an unclear naming
scheme and do not define a specific space in the cell uniquely. For these reasons
we decided to use compact identifiers4 which link directly to specialized databases
were the species are defined uniquely and additional information is available. By
applying this method of species identification we strengthen the use of annotations
in biological models, reduce the ambiguity, and facilitate the reuseability of the
modules. We also were not forced to define a naming or annotation convention
during the implementation of the modules since the unique definition of a species
leads inevitably to the correct identifier. Only the supported databases had to be
chosen, although even these choices were practically predefined by type of species
and specialization of the databases.
4https://identifiers.org
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Tab. 4.2: Overview of identifiers and databases used in the YCM. Compact identifiers
are used to unambiguously define model components in the YCM. Species are
mapped based on a set of compact identifiers which can be resolved easily on
https://identifiers.org
Entity Database
Metabolites and chemicals Chemical Entities of Biological Interest [170]
Physical entities Systems Biology Ontology [171]
Genes Saccharomyces Gene Database [36]
Transcripts Saccharomyces Gene Database [36]
Proteins Saccharomyces Gene Database [36]
Compartments Gene Ontology [172]
Tab. 4.3: Example of identifiers in the YCM, all species are unambiguously defined by a set
of compact identifiers.
Component Species Localization State
ATP_int ATP intracellular charged -4
ChEBI:30616 GO:0044424 -4
Whi5_P_nuc Whi5 nucleus phosphorylated
SGD:S000005609p GO:0005634 P
GR_cw growth rate cell wall -
SBO:0000610 GO:0005618 0
int_vol intracellular volume intracellular -
SBO:0000468 GO:0044424 0
Besides the species, also the localization has to be defined unambiguously, here,
compartment identifiers can be applied. Finally, we introduced a ’state’ identifier
which can be used to distinguish different modifications or charges which are not
mapped in the species identifier. Here indeed conventions had to be introduced
based on the lack of structured identifiers for post-translational modifications or
metabolic charges. Another compromise had to be made in the separation of genes,
transcripts, and proteins. The Saccharomyces Gene Database gives information
about all three components at once, the identifiers in the YCM had to differentiated.
Still, based on the high quality of the SGD database we decided to not introduce other
databases as UniProt [173] for proteins. The identifiers are instead distinguished by
a suffix, m for transcripts and p for proteins.
4.3 Unit Conversion
Unit utilization and conventions were conceptualized by Jannis Uhlendorf, Marcus
Krantz, Edda Klipp, and me. The unit conversion tool was conceptualized and
written by me.
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Tab. 4.4: Unit conventions for the YCM Framework. Taken from YCM framework documen-
tation.
Entity Unit
Amount Mol (milli - 10−3)
Area Square metre (micro - 10−6)
Concentration Molar (milli - 10−3)
Dimensionless
Length Metre (micro - 10−6)
Mass Gram (pico - 10−12)
Molecule number
Pressure Pascal
Time Seconds
Electric potential Volt
Volume Litre
Conductance Siemens (micro - 10−6)
A large challenge during the implementation of the YCM was the definition of units
for species and variables. While metabolites are often high abundant in the cell
and usually described in concentrations, for other low abundant species as some
proteins or transcripts a description in molecule numbers would be preferable. Addi-
tionally, concentrations are subject to dilution when the containing volume changes
and transport reactions need a conversion factor to adjust for the size differences
between compartments. Still, some reaction rates and rate laws are only defined for
concentrations and not for molecule numbers since the underlying collision probabil-
ities are volume dependent. Finally, it turned out to be impossible to define a single
unit adequate in all of the mentioned examples in regard of numerical stability of the
solver (too high or too low values) and the mathematical description of the different
processes.
As outlined before, we did not want to introduce toomany limitations into themodeling
process by setting strict conventions concerning the units for every single species.
Also, the limitation to a single unit describing all molecule abundances seemed
to be too limiting for the project. After testing several Python packages for unit
conversion which all proved to slow down the simulation process significantly, we
decided to combine the introduction of conventions and the automatic conversion
of units. The allowed units for the general molecule abundances were reduced to
three, concentrations had to be defined in mM (millimolar), abundances in mmol
(millimole) or molecule numbers were allowed. Since other specific units such as
volume, electrical potential, or pressure were only used in one or a few modules,
we agreed on a set of units to ensure correct simulations. If needed, new unit
conversions can be added easily to the unit conversion tool. Table 4.4 shows the
unit conventions in the YCM.
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Fig. 4.1: Scheme of unit conversion and module merging. A) 3 modules contain the same
species x in different units, mM, mmol, and molecules. The rate equations are
dependent on the unit of x, the ODEs describe the change in the particular unit
(dilution term applied). B) The rate convention forces all rates to be formulated
in mmol/s. To convert the rates v1 is multiplied by the volume, v2 is already in
mmol/s and v3 is divided by the Avogadro constant in mmol (NAm = 6.022 · 1020).
The ODE generator negates the changes on the rates to reset the ODE units. C)
When merging the modules to a single model the unit converter defines x in the
unit molecules and automatically applies conversion terms. The mathematical
descriptions stay valid, as indicated by the colors, due to the replacement of the
unit by a conversion term.
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The first convention is applied on the reaction rates, the unit of these rates has to
be mmol/s by definition. This unit is invariant to volume changes and therefore,
does not need a volume correction term when transport reactions between two com-
partments are defined. Conversion to this unit from mM/s or molecules/s is simple
by multiplication of the substrate containing volume or division by the Avogadro
constant in mmol as depicted in Figure 4.1. The ODE generator uses the species
unit to convert the rate equations back to the original unit in the differential equation.
Here, the volume correction for transport reactions is automatically applied correctly
since the substrate volume is canceled out while the product equation contains the
term volume of substrate divided by volume of product. The unit conversion tool is
only needed when modules with different species units are simulated together. In
this case, the species is only present once in the model and all occurrences have
to be converted and adapted to the new unit. The unit converter chooses always
molecule numbers when the species is present in this unit in one or more modules,
otherwise mmol is selected. In the next step, all occurrences of the species in
reaction rates and differential equations in units differing from the selected one
are replaced by the respective conversion term. This replacement ensures that
the original mathematical expression is still valid, meaning and numerical value of
equations are unchanged, while the unit of the merged species is consolidated to a
single unit.
4.4 Merging
The module merging routine was conceptualized and written by me. The central
regular expression was written by Dominique Sydow.
To simulate modules in the YCM framework in a combined solution the most accurate
and fast approach is merging the modules into a single model. Conceptually, this
is easily possible for modules described in differential equations. The first step is
the identification of common species, realized by a set of identifiers for all species
as described in Section 4.2. Possibly required unit conversion can be executed
as described in Section 4.3 and depicted in Figure 4.1. An identical initial state of
common species presumed, the static module information can simply be put together
for the merged model. Dynamic information is separated into reaction definitions,
differential equations, and algebraic equations. Mathematically, the ODEs can be
simply connected by summation so that the equations in one module are added
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to the equation of the corresponding species in another module by addition of the
right-hand sides:
dA1
dt = f1(A1, ...; p1)
dA2
dt = f2(A2, ...; p2)
 dA1,2dt = f(A1,2, ...; p1) + f(A1,2, ...; p2)
Reaction definitions are modular, so that they can be put together in the new model
enabling the ODE generator to set up the ODEs considering reaction definitions from
all merged modules. Species described as algebraic equations can per definition
not be merged since the state of the species is uniquely defined in an algebraic
equation. Therefore, two different algebraic equations for the same species can
practically not occur and have to be resolved manually always.
The last step in the merging process is the definition of new species names and
ensuring of unique parameter names to prevent mistakes due to identical parameter
names in different modules. This step is performed by changing the names of all
species and parameters during the merging process. Since merging is performed
only prior to a simulation human readability of the equations is not a requirement
for naming anymore. Therefore, all species names of unique species occurring
only in one module are replaced by concatenating the module name as prefix to
the species name, e.g. GEX_TRL_histones. The same mechanism ensures the
unambiguous definition of parameter names. If a species is occurring in more than
one module the prefix is changed to ’merged_’ indicating a common species, e.g.
merged_ATP. Thereby, the use of Python dictionaries facilitates the merging process
since new entries can be added and deprecated entries can be removed at all times
without conflicts in the data container. The last step is the replacement of species
and parameter names in the equations. Since ODEs, algebraic equations, and
reaction rates are defined as text, the replacement of specific entries is complicated
by the use of spaces and the free choice of parameter and species names. For
example the confusion of a parameter ’k’ and ’k1’ or the misidentification of ’k’ when
occurring in the equation surrounded by symbols without spaces as in ’+k)’. We
were able to tackle the replacement by applying a regular expression [174] on the
equation strings to separate operators and mathematical symbols from names of
parameters and species despite of spaces in the equation. A regular expression
is a search pattern description that defines which occurrences and constellations
of characters are searched and returns the matching substrings. Using the regular
expression we were able to substitute species and parameter names by the new
names in the merged model.
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4.5 Consolidation
The consolidation algorithm was conceptualized by Martin Seeger and me, I wrote
the first implementation. Tim D. Rose adapted the algorithm to the latest framework
version.
Merging is an elegant solution for the combined simulation of ODE modules. Nev-
ertheless, the ability to introduce modules in different mathematical formalisms
besides ODE systems is a clear goal of the YCM and the YCM framework, i.e. the
introduction of the stochastic translation module by Martin Seeger. Today, some
approaches exist to combine mathematical formalisms like constraint-based and
Boolean representations of metabolism and metabolic regulation in rFBA [175] or
stochastic and ODE modeling by using hybrid ODE solvers [176]. All these ap-
proaches are very specifically tailored and customized for the requirements of the
involved formalisms. In the YCM we were looking for a more general solution that
might be able to allow the combination of various formalisms. One of the most
obvious modular approaches is probably the independent simulation of the modules
for a short time step and a consolidation of the simulation results to reach again a co-
herent cell state to start the next time step. Also Karr et al. [3] used decoupling of the
module simulations in their WCM of M. genitalium to combine different formalisms
into a cell simulation. They used a step size of 1 s for the independent simulation
while the modules were running strictly serial in a randomized order for every step.
Every module has access only to a subset of the cell state and performs changes
on it, a coherent cell state is reached after all modules performed their changes.
To prevent the depletion of a shared species by a single module they introduced
a resource allocation algorithm that calculates the demands of common species
by the individual modules and allocate a percentage of the available resource to
each module depending on the demand in regard of the total demand of all modules.
Every metabolite pool is divided by the algorithm which allocates a percentage of
the pool to the individual modules.
The YCM model does not use events nor control instances and the cell progres-
sion is solely based on dynamic changes in the modules. Aiming to continue this
philosophy also in the combined simulation of modules with different formalisms.
The independent or uncoupled simulation of modules is performed on a coherent
consolidated cell state and all modules have access to all cell resources at all times.
The update of the coherent cell state is executed after all modules have finished
their independent simulation and reported their intended changes on the cell state.
Still, the consolidation algorithm is not altering the individual changes but is simply
calculating and adding them to a total change of the shared species. In the YCM,
the depletion of an important resource would be a sign for an incorrect setting of
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modules or an exceeded maximum time step size for the uncoupled simulation.
dA1
dt = f(A1, ...; p1)
∆t−→ A1(t+ ∆t)
dA2
dt = f(A2, ...; p2)
∆t−→ A2(t+ ∆t)
A1,2(t+ ∆t) = A1,2(t) + (∆A1 + ∆A2)
∆A1 = A1(t+ ∆t)−A1,2(t)
∆A2 = A2(t+ ∆t)−A1,2(t)
The link of modules in other mathematical formalisms, or external (EXT) modules, is
realized by a Python binding script and a minimized module dictionary as described
in Table 4.1. The YCM framework communicates with the binding script for every
EXT module and calls the run method with a step size. The module simulates
based on the initial values in the module dictionary and updates these values after
finishing the simulation. The YCM framework can now read the changes from
the dictionary, consolidate a new coherent cell state, overwrite the information in
the module dictionaries, and call another simulation step. Included test methods
assert the correct behavior and could even be replaced by adaptive step size control
algorithms in future versions. We tested a naive step size control by monitoring
the change of a shared species normalized with its initial value. If an uncoupled
simulation exceeds the threshold ratio the consolidation algorithm calls a roll back
with a smaller simulation step size. Since EXT modules are not run in the YCM the
unit conversion has to take place after every independent simulation step. Although
not recommended, the framework also provides an option for the consolidated
simulation of ODE modules.
4.6 Simulation
The implementation and introduction of ODE solvers to the YCM framework were
initially done by Martin Seeger and me. I conceptualized and introduced the solution
to calculate the algebraic equations for the time courses. Max Schelker worked on
the addition of CVODE [177] by writing a specialized binding. The export of the
derivative functions I wrote is based on his ideas. Tim D. Rose added the solver
routines to the framework and created the time course objects.
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The standard solver for differential equations in Python is solve_ivp [178] in the
package scipy.integrate [179]. This solver contains different methods to solve ODEs,
besides implicit and explicit Runge-Kutta methods (RK45 [180], RK23 [181], and
Radau [182]) it also contains BDF [183] for stiff problems and a wrapper to LSODA
from ODEPACK [184] written in FORTRAN code. The latter is also the only method
of the previous standard ODE solver in Python odeint [185]. These two standard
solvers are integrated into the framework to enable the selection of an individual
ODE solvers for every module when the simulation is performed as consolidated
simulation.
When simulating a module the module information has to be translated from the
module dictionary into mathematical expressions for the ODE solver. Here, the use
of text-based equations proved to be an obstacle since the evaluation of mathe-
matical expressions as string or text in Python is not favorable but slow, unstable,
and error-prone. Every ODE solver in Python is called with the initial values, the
time range or a time grid for the simulation, and a function evaluating the derivatives
and returning the local slopes or changing rates at a given time point. This func-
tion has to contain computer readable expressions and cannot contain text-based
equations. An implementation of a CVODE [177] binding showed to perform best
when this function was written into a Python script which were imported by the ODE
solver during initialization. Testing this behavior with the standard solvers, we could
verify that this method not only performs much faster and more reliable than the
direct evaluation of the expressions, but also opened possibilities to give additional
information to the solver. The latter we used to add algebraic equations to the simula-
tion and to perform amodularized parameter estimation as described in Section 4.10.
Human readable equation: d[x]dt =
Vmax · [x]
Km + [x]
YCM representation: eq[’x’] = ’(vmax * x)/(Km + x)’
Pyhon expression: dxdt = ’(1.0 * y[0])/(10.0 + y[0])
The creation of the Python script is supported by the same regular expression which
was used for the module merging. Here, the parameter and species names are not
changed but replaced with the corresponding numerical values for the parameters
and an indexed list entry for the species equal to the index of the species in the
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solution vector of the solver. The function is now called by the solver in the eval-
uation of every time step. The size of those time steps and therefore the number
of function calls is determined by the solver and often not related to the given time
grid. Instead, the solver chooses number and size of time steps in dependence
on the given equations. The data points corresponding to the given time grid are
interpolated after the actual numerical integration of the solver. To ensure that the
algebraic equations are evaluated in every solver step for the correct evaluation of
the ODEs, we added the equations to the function in the Python script and left the
names of the algebraic species in the ODEs. Therefore, we ensured that the solution
of the algebraic equations is included in the solution of the ODEs and species in
dependence on the algebraic species are correctly solved. Since the algebraic
species are not part of the solution vector of the ODE solver we had to add a script
to evaluate the algebraic equations after the actual simulation to gain the time series
data for plotting. This evaluation has no influence on the solution of the simulation it
only serves to calculate the values of the algebraic species at every time point an
ODE solution is given.
4.7 Osmolarity and Dilution Generator
The conceptualization and implementation of the osmolarity (VOL_OSM) and dilu-
tion (VOL_DIL) module generator were done by me.
For the VOL_MOT module to work correctly, the total osmolarity of all species in the
intracellular compartment has to be added as an additional species to the module.
This species can only be set when all modules for the consolidated or merged
simulation are known. The VOL_DIL module is created in the framework when
the VOL_MOT module is activated in the module selection. It contains only one
algebraic equation that replaces the constant species in the VOL_MOT module. The
YCM framework allows the introduction of observable species which can be used
to compare experimental data with combinations of species, i.e. total amount of
imported glucose. Those species are excluded from the osmolarity script.
A changing volume requires the addition of a dilution term to all species in the
unit of concentration. This is achieved by the creation of an auxiliary module
containing ODEs for all species in the model with the unit ’mM’. The ODEs contain
only the term −growth_ratevolume where volume represents the volume of the containing
compartment of the species. Since all compartments grow with the same rate the
species ’growth_rate’ is not compartment specific. Also the creation of this module
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can only be done when all added modules are known and if the VOL_MOT module
is activated.
4.8 Flux Tracking
The addition of reaction fluxes to modules was conceptualized by Katja Tummler
and me, I implemented the corresponding tool and Tim D. Rose added it to the final
version of the framework.
The reaction fluxes in chemical reactions are important measures for parameter-
ization of the YCM and for comparing model behavior to experimental data. As
already explained in Section 4.1, in the YCM, the reaction definition contains also the
reaction rate. When the corresponding tool is activated in the framework the reaction
rates are added as algebraic equations to the module. This allows to monitor the
reaction fluxes in modules and to keep track of the mass fluxes in the YCM.
4.9 Gene Expression Module Generator
The concept of the Gene Expression Module generator was made by Max Flöttmann,
he also implemented a first proof of concept. Jorin Diemer and Martin Seeger con-
tributed in adding features and parameters for the model generator. I implemented
a new version and added it to the YCM framework. Database bindings were written
by Kai Winkler and Katja Tummler.
As described in Section 2.3 the Gene Expression Module Generator writes three
YCM modules, GEX_TRL, GEX_TRX, and GEX_APC. These modules contain
single gene descriptions which are defined in a module dictionary that only loads the
necessary information and distributes the reactions and species corresponding to the
underlying process in transcription, translation, and protein complex related content,
respectively. The identification of the content is done by a naming convention for
the defined reactions to facilitate the definition of new single genes and to ensure
the correct mapping of the reactions. All explicitly defined genes are removed from
the gene classes to prevent doubling of species and incorrect class sizes. The
gene class definition is facilitated as a separate csv file containing the class-internal
ORF names, the files are stored in the folder ’/gene_classes’. The data for these
gene classes is taken from the YCM database described in Section 3.6. To be
able to use the data in the modules the units of the different data sets have to be
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converted to the agreed units in the YCM. Then, the systematic gene names, or
ORF names have to be linked to the SGD identifiers which are used in the YCM to
define genes, transcripts, and proteins. The methods to perform these steps are
constructed exchangeable and scalable to ensure a minimal effort when new data
sets with different units are used or the created modules have to follow a different
architecture. The Python logging package is used to inform the user in all steps
to give information about the number of genes found in the data in regard of the
number of genes in the gene classes and print warnings if contradictive numbers are
encountered. The logging package can also be configured to only sent messages
of a defined priority level, if a less or more verbose output is desired.
At the moment two of three planned module resolutions are implemented. Those
resolutions are distinguished in the levels of detail in the describing transcription
and, more explicitly, translation. The lowest resolution uses only the apparent rates
and does not introduce dependencies on precursors, energy equivalents, nor even
ribosomes:
d[mRNA]
dt = ksyn − kdeg · [mRNA]
d[prot]
dt = ksyn · [mRNA]− kdeg · [prot]
The second level is the introduction of dependencies, while some dependencies can
only act negative on the rate when the resource is not available (nucleotides, energy
equivalents) and dependencies on components that are also able to increase the
rate of the process, i.e. ribosomes or mRNA. This is explained in Section 2.6.
d[mRNA]
dt = ksyn([NTP ])− kdeg · [mRNA]
d[prot]
dt = ksyn([ATP ], [AA]) · [mRNA] · [ribo]− kdeg · [prot]
The last intended level of granularity considers also the binding of ribosomes to the
mRNA. This allows to predict and monitor the ratio of free and bound ribosomes in
the cell. For this last level, data about initiation probabilities are required:
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d[mRNA]
dt = ksyn([NTP ])− kdeg · [mRNA]− kbind([ATP ]) · [mRNA] · [ribo]
d[mRNA]_ribo
dt = kbind([ATP ]) · [mRNA] · [ribo]− ksyn([ATP ], [AA]) · [mRNA_ribo]
d[prot]
dt = ksyn([ATP ], [AA]) · [mRNA_ribo]− kdeg · [prot]
4.10 Parameterization Tools
The idea of this parameterization tool and the first implementation were done by me.
Josch K. Pauling contributed to the first concepts and Tim D. Rose re-implemented
the tool, added more non-linear optimization algorithms, and finally also tools to
narrow down the parameter space. Katja Tummler contributed the idea of an interpo-
lation function to add data and model trajectories, I wrote the first proof of principle,
Tim D. Rose added this feature to the YCM framework.
The biggest challenge of mathematical modeling is often finding the right parameter
set. In the YCM this is complicated by two factors. Firstly, the comprehensive high-
accuracy data necessary to apply common parameter estimation tools is missing.
Secondly, even if the data would be available the simulation time of the model is
most probably too long to apply standard tools. We wanted to find a way to use
the large amount of data we have at hand to parameterize the model despite the
fact that this data only defines ranges, crude constraints, relations between species,
or rough estimations of timings. As a first step the tool should simply continue the
manual search for a working parameter set by a random but systematic testing of the
parameter space. We defined large ranges for the unknown parameters and applied
Latin hypercube sampling [186] to divide the space in equally distributed subspaces
to scan the parameter space systematically. Since least square methods could not
be applied due to the missing data, we allowed the definition of arbitrary objective
functions which reward expected and wanted behavior and penalize simulations
which were not behaving as expected. The objective functions can also be weighted
manually to prioritize more important features or differentiate incorrect behavior,
i.g. penalize misbehavior distance-dependently as in least square methods or de-
clining the simulation immediately when an objective is missed. In a next step,
we exchanged the completely heuristic algorithm for a metaheuristic optimizer in
form of an evolutionary algorithm [187]. This parameterization tool proved to be
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specially useful for non-ODE model types for which the standard optimization tools
cannot be applied. The interface is similar to the interface of EXT modules with the
YCM framework, a general binding allows the tool to call the model with different
parameter sets, another script evaluates the simulation in regard of the objective
functions and provides the necessary information for the optimization algorithm. It is
clear that this tool cannot outcompete common non-linear optimizer and parameter
estimation tools, still in cases in which the parameter space or the available data
render usage of these available tools impossible, our parameterization tool proved
to be a valuable helper in finding a first parameter set.
Another challenge in parameterizing modules for the YCM is the intended and
achieved strong dependency between the modules which prevents their isolated
parameterization. To circumvent this, we found a way to keep the dynamic infor-
mation of adjacent modules and shared species without adding these modules
to the simulation. The trajectories or time series of a shared species, simulated
from a correctly parameterized module, defined manually based on knowledge
about the correct behavior, or taken from experimental measurements, are added to
the derivative function for the ODE solver (compare Section 4.6) as an algebraic
equation. The dynamic input from other modules is hereby predefined and set as
input for the simulation of a single module or a small set of modules to reduce the
simulation time significantly and allow the application of parameter estimation tools,
see Figure 4.2.
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Fig. 4.2: Scheme of parameterization of single modules. A) The basis is a modular network
with species as interfaces. B) One of the modules can be parameterized by
setting and adjusting literature values or by parameter estimation and fitting to
experimental data. The trajectory of an interface or shared species is saved. C)
The saved time series replace the modules in the simulation thus decreasing
the simulation time significantly by reducing the number of modules to simulate.
Therefore, the replacement enables the possibility to apply parameterization tools
for modules with a high dependency on adjacent modules.
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5
Discussion
The creation of WCMs is a very young field of systems biology. Not much is known
about the main challenges and requirements for the creation of a WCM besides
the experiences with the WCM of M. genitalium [3]. Studying and naming these
challenges and the development of new methodologies and approaches to tackle
these challenges is an important aspect of the here presented project. These
challenges do not only occur during the simulation of a highly complex model and
the requirement of specialized software solutions and mere computational power.
Also our understanding of biological processes and knowledge is challenged by the
requirement to specify interfaces and dependencies of cellular processes which
were before mainly investigated in isolation. Last but not least the creation of a
WCM can only be successful when large, comprehensive, and profound data sets
are available. We tackled these requirements individually in the YCM project by
dividing the project into software (Chapter 4), data (Chapter 3), and model (Chapter
2).
As described in Section 1.2 the yeast S. cerevisiae is possibly the only eukaryotic or-
ganism with the potential to serve as a model organism for the first eukaryotic WCM.
The availability of the vast amount of experimental data and biological knowledge
about this organism is the foundation for the successful implementation of a mathe-
matical model, which requires the integration and combination of numerous different
pieces of information. Although only a parameterized and complete model will allow
for profound in silico experiments, the development of such a model gives already
mechanistic insights and indications of missing pieces of information about single
processes and important interfaces. Furthermore, also emergent phenomena due
to the complex interplay of the combined processes can be shown already in smaller
subsets of the desired model. The ambitious goal of creating, parameterizing, and
integrating all 11 modules to finish the first WCM of S. cerevisiae required more
work than could be done during my PhD. This work demonstrates the main features
of our approach and names solutions to the current obstacles. Most importantly,
the here presented approach is not limited to the current size but is focused on
scalability and reusability to serve also as a foundation for further developments
and finally a complete WCM of S. cerevisiae.
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5.1 Model
Although systems biology aims at the description of processes on a systems or
cellular level, often these descriptions can only be achieved by decomposition into
modules and recomposition of these modules to a holistic description [188]. The
modular approach is probably the only similarity between the WCM of M. genitalium
by Karr et al. [3] and the YCM. As described in Section 1.4 we choose a combined
simulation in a single mathematical formalism in contrast to an uncoupled simulation
of various formalisms in which the modules are simulated subsequently. While the
WCM ofM. genitalium focuses on genes and can be described as genomic-complete,
the central building blocks of the YCM are functional units. Every cellular process is
divided into several smaller modules representing a single functional unit of the cell,
e.g. GEX_TRX. These modules contain again reactions which are single molecular
interactions, e.g. phosphorylation of Whi5, or lumped reaction with a single func-
tional description, e.g. production of glucan in MET_CCM. The focus on functions
in the YCM allowed the creation of a model in which single components can be
exchanged and replaced by components with a different granularity. Furthermore,
the use of lumped reactions allowed the integration of molecular only vaguely known
processes by focusing only on the function of the process.
Another difference between the YCM and the WCM of M. genitalium is the use of a
single time scale in the YCM, while the latter exploits the use of different time scales
to minimize the error during the uncoupled simulation of modules by assuming
different time scales inside the single modules and in the communication between
modules. In the YCM all processes interact on the same time scale as all interactions
are based on molecular interactions. Although this increases the complexity of the
model it is a main feature of the YCM to run dynamically without any controlling core
unit or binary values to indicate state changes in the cell. This made it necessary to
define the size and components of the individual modules based on the process de-
scriptions and the required interfaces to other modules. The number of species and
parameters is chosen to be a minimal set able to represent the individual function
and offer all required interfaces to describe the interplay between different processes.
Especially the introduction of dependencies as described in Section 2.6 increased
the number of parameters in the YCM. The presented 11 modules contain 173
species and over 400 parameters which illustrates the complexity and connectivity
of the modules.
The complexity of the YCM is one of the reasons why we decided to choose ODE
as mathematical description for the model. Only ODEs offer the speed to simulate
the model in a reasonable time to perform tests and parameter scans. They are flex-
ible enough to describe all processes in a reasonable resolution and finally, ODEs
offer a large number of standard tools for simulation, analysis, and visualization.
Additionally, the ODE formalism has a great compatibility with community standards
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common in systems biology and offers simple and fast writing of new or changing of
existing equations.
CDC
The module CDC_core is the starting point for the subsequent addition of modules
in the development of the YCM. Since this module was able to simulate correctly
without interfaces to any other modules, it was the optimal choice to add interfaces
and modules to increase the number of modules for the combined simulation. While
also the VOL_MOT module is able to run theoretically in isolation, this module
requires the description of the total osmolarity to describe cell growth adequately.
Still, this species can only implemented reasonably, when at least the processes
GEX, MET, and TRP are included in the simulation. The CDC_core module had no
direct dependencies and interfaces could introduced by adding transcription and
translation to the module. The next steps in the development of this module is the
addition of MET modules to supply the precursors for the GEX and the introduction
of intracellular transport for the localization of transcription factors in the nucleus
during the cell cycle progression.
As all other modules, this module is based on concentration changes and thresh-
olds which initialize activation and modification of cell cycle proteins. A remarkable
feature of this module is the lack of a cell sizer or static variables to describe the
cell cycle phases. These properties make this module to a perfect candidate for the
YCM since the influence of the dilution of concentrations due to cell growth can be
tested and analyze in regard of their influence on the cell cycle phase durations and
compared to experimental data.
MET
The MET_CCM module is a dramatically simplified version of the metabolic network
in yeast. The implementation of the module required the introduction of a flexible
module in regard of reaction fluxes to supply other processes with the required
precursors, this is especially difficult due to the cell cycle dependent utilization of
these precursors and the need of a balanced recycling and production of energy
and redox equivalents. It is not yet shown whether the current reaction network of
the module is able to offer the required flexibility to supply the other modules with the
high demand of precursors and energy. The next step is to apply parameterization
tools to test if a working parameter set can be found, but also to change the reaction
network, or the rate laws to investigate possible alternatives to describe this process.
Another possible solution could be to perform the biomass backtracking not only
at the beginning of the simulation but to update the stoichiometries in the module
periodically to implicitly include the flexibility of the large metabolic network into the
smaller dynamic model during the simulation.
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Unfortunately, the utilization of the biomass backtracking [132] tool leads to non-
integer exponents in the rate laws, written in convenience kinetics [130]. These
non-integer exponents can cause instabilities during the numerical integration of the
module. Here the application of a different rate law could circumvent the introduction
of instabilities to the simulation.
Finally, the description of the mitochondrial processes are planned to be included
to the module. Matthias Reis, Wolfgang Giese, and Gerson Engel have already
implemented mathematical models describing not only the geometry of this intriguing
compartment, but also the complex processes of the respiratory chain.
When comparing the MET_CCM module to other descriptions of the central carbon
metabolism mainly two different approaches can be found, on the one hand of
course constraint-based simulations using FBA [1] and dynamic models in a static
cell environment as in [189]. While the first approach is implicitly included already
by the biomass backtracking tool, the latter is not applicable since the dynamic cell
environment is not compatible to the description of metabolism in a static environ-
ment.
The MET_DNA and MET_CWS modules are technically only cell cycle or growth
dependent sinks for the precursors of the metabolism. The first module is already
implemented and works as intended to describe the DNA replication in a simplified
version. Additional cell cycle checkpoints are planned to be introduced to simulate
DNA damage or a prolonged DNA replication and therefore a prolonged S phase.
The cell wall synthesis is central counter player to the growth of the cell and can only
be tested together with the VOL_MOT module. Here the consumption of precursors
and the influence on the volume module have to be analyzed.
GEX
The GEX modules serve two purposes in the YCM, firstly, they are a simple sink of
precursors and influence the total osmolarity in the cell. Secondly, the production
of proteins influence reactions in the cell cycle, metabolism, and transport. The
here presented version of the GEX modules are based on high-throughput data sets
measuring the apparent rates for transcription, translation, and degradation. When
comparing the steady state abundances based on these values with the measured
abundances in other available data sets large discrepancies are visible. These
discrepancies are based not only on different conditions, strains, and methods, but
also on different underlying assumptions for the absolute quantification, e.g. total
protein mass percent [135] and total number of proteins [129].
The next step in the development of these modules is the monitoring of the con-
sumption and production rates and the comparison with experimental data and
general observables (total number of proteins, protein concentration, consumption
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of energy and precursors, etc...). Especially the ribosomes will be in the focus of
the development, in the current version ribosomes are explicitly integrated, but not
the actual binding to the transcripts. By adding this feature to the GEX_TRL module
not only a new observable is introduced but also a new type of data in form of the
translation initiation probability.
After the analysis of the proteome data by functional enrichment and clustering also
new gene classes are planned to be introduced to add more detail to the gene class
’others’.
The class histones will be coupled in the next step to the S phase to investigate
the influence of a timed sink of the metabolism. It is assumed that the activation of
another gene class only distributes the translational capacity instead of consuming
additional precursors.
TRP and VOL
The module TRP_NUT is required for the uptake of glucose and amino acids. This
module is strongly connected to the MET_CCM module and will be added as soon
as the MET modules are added to the working subset of modules. Since glucose
uptake is a central observable for the YCM this value can be used to assist the
parameterization of the MET_CCM together with the oxygen consumption. A central
mechanism of this module is furthermore the uptake of amino acids which lowers
the reaction flux of the de novo synthesis of amino acids in MET_CCM.
The modules TRP_ION and VOL_MOT are closely connected to each other and
numerically difficult to simulate due to the mutual dependency and the great insta-
bility in both modules. The ion concentrations are a large contribution to the total
osmolarity which in turn effects the volume expansion directly. The instability is
even increased since the uptake of ions is again surface dependent. While the
volume expansion should be limited by the MET_CWSmodule, an intracellular buffer
constant is introduced to reduce the effect of ions on the membrane potential. Both
measures are stabilizing the simulation to enable the introduction of both modules
to the YCM.
5.2 Data
The creation of a WCM requires a large and consistent set of parameters. The
complexity and size of the model leading to a very slow simulation makes the
application of common parameterization tools unfeasible. Therefore, the use of
comprehensive and consistent experimental data is desired [190]. The data has to
encompass basic growth characteristics as single cell volume over time, cell cycle
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phase durations, glucose and oxygen uptake, and more general properties. These
values should origin from the same conditions, optimally the same population to
reduce the naturally occurring variability. Since this is an unrealistic scenario we
decided to gather as much data as possible together with a detailed information
about strain, condition, and experimental method. The additional information allows
the contextualization of conditions to be able to chose the best fitting data for the
parameterization of the model. Furthermore, a comprehensive data set allows the
estimation of unmeasured entities by putting the measured entities in relation, e.g.
ribosomal content [141].
Many fundamental processes in cells were investigated first in yeast, this facilitated
the collection of literature values for the YCM database, the parameterization of the
model, and the search for dynamic information about processes drastically. Still,
the conventions and agreements about publishing experimental results changed
over the last decades. Especially some of the older paper had not provided any
supplementary information or details about the experiment, let alone the used yeast
strain. Although the manual extraction of these measurements is tedious work, we
still believe that especially the addition of these publications is improving the avail-
ability of important model parameters. Growth characteristics, oxygen consumption,
and many more are fundamental observables for the YCM and very valuable to
parameterize the whole-cell behavior. Unfortunately, modern experiments of these
values are very rare and can often only obtained from a WT control in a knockout
experiment.
Another obstacle is the large variety of different units. Often these units are put in
relation to a population property, e.g. mmol/gDW or mmol/gprotein. The application of
these values on the YCM is difficult due to the different population characteristics. In
an unsynchronized population the size distribution and naturally the cell cycle phase
distribution diverge greatly from the characteristics in a synchronized population, as
can also be seen in Figure 3.2. Many cell properties are cell cycle dependent, e.g.
the cell density [146] or do possibly not scale linearly with other cell properties.
The elutriation experiment and measurement of the metabolome, transcriptome, and
proteome from a single synchronized cell population is a vitally important source
of information for our purpose to parameterize the YCM. We choose the elutriation
method because we assumed a minimal disturbance of the batch culture by the
synchronization method in comparison to chemical synchronizations. Nevertheless,
a transient phase in the beginning of the experiment is clearly visible in all three data
sets. We assumed the reason for the transient phase is a cold shock because the
cells were stored in PBS buffer for hours on 4 ◦C during the elutriation until the cell
density was sufficient to perform the experiment and generate enough sample mate-
rial for the high-throughput measurements. To counteract this transient behavior we
decided to change the elutriation protocol to reduce the time in which the cells were
stored on 4 ◦C. Instead we performed the elutriation until the population is dense
enough to draw all samples of only one or two time point, therefore, performing the
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elutriation sequentially to reduce the duration of the cells in PBS drastically. We also
randomized the time samples to ensure a minimal correlation between the elutriation
and the samples. We believe to be able to remove or at least limit the transient phase
by this approach. Although we are losing the direct connection of the population
between the samples, the CASY measurements gives us the possibility to normalize
the cell behavior later with the individual sample densities. A first view on the data
showed that we indeed could reduce the transient phase in the samples. Here,
the clustering serves also as a quality control, when biological replicates clustered
together the cluster should show identical species in the replicate rather than the
replicates itself.
The CASY and the FACS data, as well as the Western blots showed a rapid desyn-
chronization of the batch culture after the first cell cycle, this behavior is reproducible
in all elutriation experiments. The data indicates that only the first cell cycle can
be used for the parameterization while also the first 20 to 30 minutes have to be
omitted due to the transient phase after the cold shock. The cell cycle length in
the elutriation experiments can be assumed from the data to be approximately 150
minutes in comparison to the 120 minutes in our YCM. Since it is not entirely clear if
the prolongation is based on the cold shock or the absence of glucose in the buffer
medium we decided to not change the model timing for the time being.
5.3 Framework
The Python module format proved to be simple enough to serve as a general format
for the development, is able to hold all necessary information for the modules and
ensured the desired human readability. More importantly, it is completely scalable
and able to function also in much larger or even more complex scenarios. The text-
based format also supported the versioning of the modules in Git including reverting
to former versions and branching of different versions, i.e. stable version provides
interface for other groups, experimental version for development and testing of new
features. The framework of the YCM has now reached a final state and can be
considered complete. All desired functions are included and tested by the added
test suite. The use of unit tests allows users to run all tests in the folder at once
and get reports for every possibly false evaluation. This maybe insignificant looking
feature is an essential part of the framework since dependencies to older or newer
versions of Python packages are easily able to prevent a correct execution of the
framework. Furthermore, new developers can use the test suite to check if their
contributions interfere with any core functionality or use the tests as examples how
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to run the code.
The decision of creating our own software environment had to be taken despite the
risk that the implementation of a specialized simulation environment would bind
working power during the project. Still, the in-house development ensured a special-
ized tool with the addition also of future requests and an immediate support in case
of bugs or questions. Now the framework is an inseparable part of the project and
of the modules. The choice of Python as an open source programming language
with the availability of many scientific packages and a simple syntax with a high
readability was despite the slower performance in comparison to other languages a
choice to ensure a high probability of contributions from other people and the usage
of the YCM as such. If desired, all software tools to merge and solve the modules
can be used outside the framework by loading the scripts directly into a Python shell,
scripts, or a different Python program.
A comparison with other software tools is difficult since the YCM framework is a
specialized tool facilitating the work on the YCM. When comparing the simulation
results it is obvious that specialized tool for the simulation of biochemical reaction
networks often not supporting several growing compartments or the excessive use
of different units and identifiers or annotations.
In comparison to the WCM of Karr et al. 2012 [3] which was implemented as a MAT-
LAB [191] program, this allowed the use of far more tools of software development
as specialized IDEs including debugging via breakpoints, profiling of simulation
times, or inspecting of variables during the simulation. These possibilities are not
available in the YCM since the actual simulation is performed by a numerical solver
written in a different programming language. Still, the introduction of a Python
script containing all mathematical information proved to be a very powerful tool to
monitor the simulation progress, since this file is called in every step of the numerical
integration. The introduction of an ODE solver with more accessible features than
the ones presented in Python could improve the control and real-time validation
of the simulation even further. A possible candidate is CVODE, which could be
tested already in a former version by Max Schelker and showed besides accessible
features and options also an exceptional performance.
The introduction of dependencies and interfaces made the isolated simulation to
test the individual module behavior almost impossible, since the interfaces are
central elements required to be tested. The framework provides tools to circumvent
these obstacles by introducing a predefined species trajectory to the simulation, as
described in Section 4.10. Furthermore, it is possible to load and copy a module and
remove the consumption of a species to assume a constant value. For example in
the 4 presented modules CDC_core, MET_DNA, GEX_TRL, and GEX_TRX the de-
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pendency of ATP, nucleotides, and amino acids was removed by simply re-defining
the substrates as modifiers in the reaction descriptions. Therefore, the species are
not consumed anymore and have access on a constant pool of precursors and
energy equivalents. Still, the available passive observables who are consumed but
do not participate in the reaction can be used to monitor the consumption of these
entities to compare the values with experimental data.
The main challenge for the ODE solver in the YCM is not the size of the model, it is
the complexity and connectivity of the model. Several species can be identified that
occur in more than 90 % of the differential equations, e.g. ATP or intracellular volume.
The species intracellular volume is occurring almost exclusively as a modifier since
it is required for the unit conversion and dilution of concentration species, it is only
changed in the volume module. The numerical value is extremely small since the
unit for volumes had to be liter in regard of the unit definition in SBML [2]. The
species ATP is occurring in a similar abundance but is indeed substrate or product
in the reactions. Especially the unit conversions introduce a large amount of very
low and very large values in the differential equations which often occur as factor
and divisor in the equations. Naturally, the system has to be assumed to be a stiff
ODE system.
Nevertheless, the right-hand side of the differential equations contains only terms
combined of elementary continuous functions, especially in the domain of the
differential equation system (R) and the desired range of the solution t (t ∈ [0, 7200]).
Therefore, they are generally Lipschitz continuous by satisfying equation 5.1 and
in consequence fulfill the Picard-Lindelöf theorem and the existence of a unique
solution can be assumed.
||f(x1)− f(x2)|| ≤ L · ||x1 − x2|| L ∈ R+ (5.1)
After addition of algebraic equations to the ODE system this solution can only per-
sist or vanish, more solutions cannot be added by algebraic equations. Since the
numerical solver is able to find a solution to the initial value problem, the uniqueness
can be assumed implicitly.
The last obstacle in the simulation is the before mentioned instability of the sim-
ulation. Besides the above mentioned introduction of CVODE as an ODE solver
with a higher performance, also scaling of species to ensure a comparable order
of magnitude, or reformulation of especially challenging terms, e.g. non-integer
exponents, are thinkable. These adjustments could be possible to be integrated in
the YCM framework similar to the unit conversion to ensure a more stable simulation
without the requirement of manual and therefore error-prone adjustments to the
modules.
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6Outlook
The software and tools of the YCM are set as a generalized and scalable infrastruc-
ture to ensure an efficient and successful ongoing of the project also after finishing
my PhD.
Several modules are still pending to be added to the YCM. In the metabolism the
storage (MET_STO) and amino acid metabolism (MET_AAM) modules are written
but not yet converted into the YCM format.
The growth module is currently only describing the mother growth, a second ver-
sion of the module can be added with slightly different parameters to simulate the
daughter cell. Since we assume mainly a free diffusion of particles between the two
compartments, we are already discussing how to implement a second growth model
without perturbing the identifiers and numerics of the simulation by the addition of
artificial sub compartment. The doubling of species with an immediate diffusion
reaction would probably be possible but needs more tests and some adjustments to
the framework to be able to function as desired.
Last but not least is the signaling process not yet explicitly introduced in the YCM.
Some of the links in the CDC module or in the MET_CWS are already implicitly
assuming a signaling, but these pathways are not yet included as individual modules.
The idea here is to add the signaling pathways as a first step with a single equation
connecting the induction of a signal with the cellular response, the addition of signal-
ing pathways will require many adjustments on existing modules and therefore rather
a long term goal after connecting the here mentioned modules to a physiological
simulation of an elutriated cell.
Also pending is the addition of the first stochastic model to the YCM by using the
consolidation algorithm to combine a merged ODE part and the stochastic translation
module by Martin Seeger. It will be interesting to see how the performance changes
and if the discrete model induce any more instabilities due to the addition of non
differentiable steps in the solution.
Besides the manual parameterization of the YCM and the use of the parameteri-
zation tool we also started a collaboration with Jan Hasenauer, head of the group
"Mathematics and Life Sciences" at the Universität Bonn to perform the parameteri-
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zation of the YCM via SBML export in his software AMICI1 (Advanced Multilanguage
Interface to CVODES and IDAS). This contains also the thorough collection of
possibly relevant data from the database and the curation and calculation of the
existing values to yield model parameters. The database itself will go online soon
and hopefully be further curated by the people around the Saccharomyces Gene
Databse to be finally added to their service in the long run.
In regard of the data we hope to start a thorough data analysis soon to identify
features and possibilities in the data sets. We are still confident to solve the ques-
tion of the data normalization to extract possible cell cycle related behavior. Also
the comparisons between the first two replicates and the third replicate are very
interesting, especially in regard of the the changed elutriation protocol. Finally, the
combination of metabolic, transcriptomic, and proteomic data sets from the same
synchronized population is an invaluable source of knowledge and is also interesting
in regard of the central dogma of molecular biology and the interplay of transcipts,
metabolic enzymes, and metabolites.
The YCM project is the first approach to a comprehensive whole-cell model of
the yeast Saccharomyces cerevisiae but it also is the first attempt to create a
eukaryotic whole-cell model. We had to take many first steps and are confident that
our experiences help the community to proceed in the development of whole-cell
models. Even during the development and in the current state of the model it is able
to raise questions about underlying principles, interfaces, and intracellular regulation.
The insights one can gain from these kind of models will strengthen our knowledge
about cellular life and pave the way and speed up the development of personalized
medicine, metabolic engineering, and the search for drug targets.
1https://github.com/ICB-DCM/AMICI
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Appendix
S1 Examples of calibration curves of the metabolome measurement. Shown
are the calibration curves for the 4 metabolites in Figure 3.5: Glucose 6-
phosphate, asparagine, aspartate, and glutamate. Furthermore accepted
calibration curves of adenine, cAMP, and tyrosine. Rejected calibration curves
are shown for alanine and tryptophane.
S2 Western blots of cell cycle proteins Cln2, Clb5, Sic1. Normalized with G6PDH
signal. The Western blots are measured in synchronized yeast populations
with different synchronization techniques: Elutriation, α-factor, hydroxyurea,
and nocodazole.
S3 Clustering of the proteome data, 10 clusters (k-means). Katja Tummler
S4 Proteome data, 2 clusters (k-means) distributed by functional enrichment
(KEGG BRITE [158]). Josch K. Pauling
S5 Transcriptome data sorted by abundance (reads/mio reads). Marked are 3
representatives for each of the indicated data points, equally spaced in the
logarithmic plot. Katja Tummler
S6 Transcriptome data, divided by functional enrichment. Katja Tummler
S7 Example of a module dictionary containing an example module for the YCM.
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S4: Proteome data, 2 clusters (k-means) distributed by functional enrichment. Josch
K. Pauling
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module_dict {
’name ’ : ’ Example module ’ ,
’ type ’ : ’ODE’ ,
’ i n fo ’ : ’ Example module w i th an ode ,
and an a lgeb ra i c species i n mM,
and mmol , r e spec t i v e l y . Species B
i s constant depending on the cu r ren t
i n t r a c e l l u l a r volume . ’ ,
’ s pc_ i n i t ’ : { ’A ’ : 10.0 ,
’B ’ : 1e−12,
’ volume ’ : 20e−15} ,
’ par_values ’ : { ’ k1 ’ : 1 .0 ,
’ k2 ’ : 1 .0 ,
’ ra t io_B ’ : 0 .05 } ,
’ spc_ids ’ : { ’A ’ : ’ChEBI : Test01 ’ ,
’B ’ : ’ChEBI : Test02 ’ ,
’ volume ’ : ’SBO:0000468 ’ } ,
’ spc_com ’ : { ’A ’ : ’ i n t r a c e l l u l a r ’ ,
’B ’ : ’ i n t r a c e l l u l a r ’ ,
’ volume ’ : ’ i n t r a c e l l u l a r ’ } ,
’ com_ids ’ : { ’ i n t r a c e l l u l a r ’ : ’GO:0044424 ’ } ,
’ spc_uni ts ’ : { ’A ’ : ’mM’ ,
’B ’ : ’mmol ’ ,
’ volume ’ : ’ L ’ } ,
’ par_un i ts ’ : { ’ k1 ’ : ’mM/ s ’ ,
’ k2 ’ : ’mM/ s ’ ,
’ ra t io_B ’ : mmol / L } ,
’ spc_states ’ : { ’A ’ : ’ 0 ’ ,
’B ’ : ’ 0 ’ ,
’ volume ’ : ’ 0 ’ } ,
’ ode_eqs ’ : { ’A ’ : ’ k1 ∗ B/ volume − k2 ∗ A’ ,
’ volume ’ : ’ 0 ’ }
’ alg_eqs ’ : { ’B ’ : ’ r a t i o_B ∗ volume ’ } ,
’ reac t ions ’ : { }
}
S7: Example of a module dictionary containing an example module for the
YCM.
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