The knowledge base of an economy measured in terms of Triple-Helix relations can be analyzed in terms of mutual information among geographical, sectorial, and size distributions of firms as dimensions of the probabilistic entropy. The resulting synergy values of a TH system provide static snapshots. In this study, we add the time dimension and analyze the synergy dynamics using the Norwegian innovation system as an example. The synergy among the three dimensions can be mapped as a set of partial time series and spectrally analyzed. The results suggest that the synergy at the level of both the country and its 19 counties shows non-chaotic oscillatory behavior and resonates in a set of natural frequencies. That is, synergy surges and drops are nonrandom and can be analyzed and predicted. There is a proportional dependence between the amplitudes of oscillations and synergy values and an inverse proportional dependency between the oscillation frequencies" relative inputs and synergy values. This analysis of the data informs us that one can expect frequency-related synergy-volatility growth in relation to the synergy value and a shift in the synergy volatility towards the long-term fluctuations with the synergy growth.
Introduction
Multi-dimensional systems of various types, such as social or biological, can be considered eco-systems, that can flourish if uncertainty in the relations among constituent parts is reduced (Ulanowicz, 1986) . The Triple Helix (TH) model of university-industry-government relations can serve as a specific example of such systems. Mutual information in three or more dimensions can be considered a reduction of uncertainty at the system level or a measure of synergy, and can be expressed in terms of bits of information using the Shannon-formulas (Abramson, 1963; Theil, 1972; Leydesdorff, 1995) .
The synergy of a TH system can be measured as reduction of uncertainty using mutual information among the three dimensions of firm sizes, the technological knowledge bases of firms, and geographical locations. Mutual information can be expressed in bits of information using the formalisms of Shannon"s information theory. One should note that the three dimensions refer to different institutional actors and are functionally differentiated. Because of the additive character of entropy the system of university-industry-government relations can graphically be displayed in the form of a Venn diagram with each surface area corresponding to the expected information content (Fig. 1) . The problem in applying Shannon formalism to three-lateral and higher-order dimensional interactions is that mutual information is then a signed information measure (Yeung 2008 , Leydesdorff 2010 . A negative information measure cannot comply with Shannon"s definition of information (Krippendorff 2009a, b) . This contradiction can be solved by considering mutual information as different from mutual redundancy (Leydesdorff & Ivanova, 2014) . In the three-dimensional case, however, mutual information is equal to mutual redundancy and, thus, can be considered a Triple-Helix indicator of synergy in universityindustry-government relations .
A number of studies have been devoted to measuring synergy across different countries and regions, such as the Netherlands (Leydesdorff, Dolfsma, & Van der Panne, 2006) , Germany (Leydesdorff & Fritsch, 2006) , Hungary (Lengyel & Leydesdorff, 2011) , Norway , Sweden (Leydesdorff & Strand, 2012) , West Africa (Mêgnigbêto, 2013) , China (Leydesdorff & Zhou, 2014) , and Russia (Leydesdorff, Perevodchikov, & Uvarov, in press ). One obtains maps of synergy distribution across the territory. However, having only these synergy "snapshots", one is unable to answer a series of questions, such as what is the temporal character of synergy evolution, and does the synergy value affect its temporal evolution? Note that a TH cannot be static (Etzkowitz & Leydesdorff, 2000) . Rather it is an ever-evolving system, and therefore one can expect that the synergy in this system also evolves with the passage of time.
The core research questions of the present paper regarding temporal synergy evolution are as follows: how does the synergy evolve (e.g., is there a trend-like, chaotic, oscillatory, or some other functional dependency)? Do synergy values affect the temporal evolution (i.e. is there a difference in synergy evolution between high and low synergy). And can we provide numerical indicators of synergy evolution? Answering these questions may shed light on the control mechanisms of a system and provide tools for exploring multi-dimensional systems of this type in different areas.
In this study, we analyze the temporal dynamics of mutual information in the Norwegian innovation system as an example. The choice of the Norwegian innovation system is guided by the ready availability of data. However, the method is generic and can be applied to any data for time series that fulfill the criterion of possessing three (or more) different dimensions. The paper is structured as follows. Section 2 describes the method. The results are presented in Section 3 and discussed in Section 4. Finally some conclusions and policy implications are formulated in Section 5.
2.
Methods and data
Methods
The synergy of interaction between two actors can be numerically evaluated using the formalisms of Shannon"s information theory by measuring mutual information as the reduction of uncertainty. In the case of three interacting dimensions, the mutual (configuration) information can be defined by analogy with mutual information in two dimensions, as follows (Abramson, 1963; McGill, 1954) :
Here, , , denote probabilistic entropy measures in one, two, and three dimensions:
The values of p represent the probabilities, which can be defined as the ratio of the corresponding frequency distributions:
is the total number of events, and , , denote the numbers of events relevant in subdivisions. For example, if N is the total number of firms, is the number of firms in the ith county, the j-th organizational level (defined by the number of staff employed), and the k-th technology group. Then and can be calculated as follows:
A set of L mutual information values for a certain time period, considered as a finite time signal, can be spectrally analyzed with the help of the discrete Fourier transform (Kester, 2000) :
Here:
The Fourier decomposition by itself cannot provide us with information regarding synergy evolution except the values of the spectral coefficients , , and . Because the aggregate (country-related) synergy is determined by additive entropy measures (Eq. (1)), it can also be decomposed as a sum of partial (county-related) synergies :
So that each partial synergy can be written in the same form as Eq. (4):
 This decomposition is different from that used in our previous studies (e.g., .
After substituting Eqs. (4) and (7) into (6) and re-grouping the terms, one obtains: Leydesdorff and Ivanova (2014) showed that mutual information in three dimensions is equal to mutual redundancy ( ). Aggregated redundancy can equally be decomposed as a sum of partial redundancies, corresponding to the geographical, structural, or technological dimensions of the innovation system under study. Mutual redundancy changes over time, so that one can write:
In another context, Ivanova & Leydesdorff (2014 b) expressed the redundancy that can be obtained as follows (i= 1, 2 … n):
The oscillating function in Eq. (10) can be considered a natural frequency of the TH system. This natural frequency is far from fitting observed redundancy values for .
However, real data for the definite time interval can be fit with the help of the discrete Fourier transform, comprising a finite set of frequencies. Each frequency in the set composing Eq. (9) can be considered a natural frequency of the TH system:
Comparing Eq. (11) with Eq. (10) one can approximate the empirical data for threedimensional redundancy as a sum of partial redundancies corresponding to frequencies that are multiples of the basic frequency: w, 2w, 3w … etc.
In other words, a TH system can be represented as a string resonating in a set of natural frequencies with different amplitudes. Frequency-related amplitudes, which can be defined as modules of the corresponding Fourier coefficients, can be considered the spectral structure of the TH system. Absolute values of the Fourier-series coefficients can be defined as follows √
These coefficients determine the relative contributions of the harmonic functions with corresponding frequencies to the aggregate redundancy (R 123 in Eq. (11)).
Data
Norwegian establishment data were retrieved from the database of Statistics Norway at 
Data analysis

Descriptive statistics
Country synergy is decomposed as a sum of the synergies at the county level in However, a weak trend towards synergy can be detected. The trend for the capital Oslo shows a pattern similar to that for the nation. An increase in synergy, which is manifested by a more negative value of T, can be detected. In , the synergy calculations were based on municipal data, resulting in a singularity in the capital of the country (Oslo). In this paper, the calculations are based on the contributions of the counties to the national level, allowing the contribution of the capital to be specified. Among the northern counties, Nordland and Finnmark show a development with an increase in synergy. Fluctuations in synergy data can be interpreted as synergy cycles. Like economic cycles they may indicate some endogenous characteristics of an innovation system such as cyclic oscillations of the market system (Morgan, 1991) . An alternative to considering the fluctuations as cycles would be to consider them a result of noise in the data; we clarify this point in the next section.
3,2 Transmission power and efficiency
Having the transmission time series we calculated the transmission power time series for
Norway as a whole and separately for constituent counties according the following formula (Mêgnigbêto, 2014, p. 287) :
The transmission power was designed to measure the efficiency of the mutual information.
While the transmission defines the total amount of configurational information, the transmission power represents the share of the synergy actually produced in the system relative to its size. For positive transmission values, it is simply the ratio of overlapping surface area in the Venn diagram to the whole surface area of the figure (Fig. 1) . Mêgnigbêto (2014, p.290) argued that "… with such indicators, a same system may be compared over time; different systems may also be compared". Figs. 7-11 present the graphs of the transmission power. The obtained Hurst exponent value, in our case H = 0.065, is well below 0.5 indicating a strongly expressed oscillating time series behavior. That is, the system-generated synergy evolves over time as non-chaotic cycles (similar to long-term and business cycles).
Summary and Conclusions
In the presented methodological approach of numerically evaluating temporal synergy evolution in a three-dimensional functionally differentiated system, we relied on the "coherent input" of three non-intercepting technics: R/S analysis, DFT, and geographical synergy decomposition. Briefly summarizing the results obtained from the study of the Norwegian innovation system, we can conclude that the synergy time series exibits cyclic structure of a nonrandom nature. This is important from the perspective that synergy oscillations can be caused, in part, by system-inherent factors, and, in part, by outer systemic factors. This feature should be taken into consideration by policy makers when developing related policies in innovation or other relevant spheres.
From the conceptual viewpoint, the synergy in the TH systems can be presented as a selfresonating set of the system"s harmonic partials which are the same at the country and county levels. An unexpected result is that each harmonic partial at the same time is the system"s eigenfunction, which is the consequence of the TH system"s special symmetry. This means that the country-level synergy is formed by the summary contribution of county-level synergies, which accords with the additive nature of synergy. Norway"s innovation system can be presented as a geographically distributed network with nodes relating to corresponding counties.
From the technical side, the synergy value is a monotonic function of frequency. Because the frequency value is a proxy of the speed of change of the corresponding frequency-related transmission part (otherwise, a proxy of volatility) -one can expect frequency-related synergy volatility growth with respect to its value. This can refer both to cases of transmission increase and decrease, i.e., the synergy in more coherently interacting systems grows faster than that in less-coherent ones. In the case of decline, however, initially more coherent systems degrade faster.
This raises further research questions. If we extend the scale of study from the county to firm size level under that assumption that the results are the same, then the observations would be contradict Gibrat"s Law for firm sizes, which states that for all firms in a given sector, the growth of a firm is independent of its size (Gibrat, 1931) . Consequently, there should be no direct correspondence between the firm"s growth and its innovation capacity, which is proportional to the synergy of interaction among constituent actors. The actual functional relation between the firm"s size and its innovation capacity needs further investigation to complement what is already found in the literature (e.g. Freeman & Soete, 1997) .
Another finding is that the relative contribution of long-term frequencies increases with the increase of synergy values (frequency shift). One can expect the synergy volatility to shift towards long-term fluctuations with synergy growth. That is, the short term oscillations are more accentuated in regions with low synergy values (i.e., in such regions, one can discern more cycles in close proximity than in regions with higher synergy). This means high-synergy counties are more "inertial" or trend-dependent than low-synergy counties, and this applies equally to periods of boost and decline.
Although our reasoning conserns inter-human communication networks with three-lateral interactions, it may also be applicable to other systems possessing the TH structure.
Ye, F., Yu, S., & Hurst (1951) and was later widely used in fractal geometry (Feder, 1988) . The essence of the method is as follows (Quan, Rasheed, 2004 , p.2004 
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