Abstract. We present an overview over recent results concerning semi-classical spectral estimates for magnetic Schrödinger operators. We discuss how the constants in magnetic and non-magnetic eigenvalue bounds are related and we prove, in an abstract setting, that any non-magnetic Lieb-Thirring-type inequality implies a magnetic Lieb-Thirring-type inequality with possibly a larger constant.
Introduction
In this paper we review and extend some recent results concerning spectral estimates for magnetic Schrödinger operators. Let d ≥ 2, A a vector potential on R for all f ∈ L 2 (R d ); see [Si1] for a proof under mild conditions on A and V . While (1.1) concerns only the lowest eigenvalue, in this paper we are interested in the number, the sum or, more generally, moments of the negative eigenvalues of (D − A) 2 + V . That is, we will consider tr((D − A) 2 + V ) γ − = j |λ j ((D − A) 2 + V )| γ , where λ j (H) is the j-th negative eigenvalue (taking multiplicities into account) of H and γ ≥ 0 is a parameter. For γ = 0 this sum represents the number of negative eigenvalues. In particular, we are interested in bounds of the form
with a constant L γ,d independent of V and A. For A ≡ 0 and γ > 0 if d = 2 and γ ≥ 0 if d ≥ 3 these estimates are due to Lieb-Thirring [LiTh] , Cwikel [Cw] , Lieb [Li2] and Rozenblum [Ro2] ; see [LaWe2, Hn] for further references, applications and c 2009 by the author. This paper may be reproduced, in its entirety, for non-commercial purposes. Support through DFG grant FR 2664/1-1 and U.S. National Science Foundation grant PHY 06 52854 is gratefully acknowledged. the problem of sharp constants. Using (1.2) the proofs in [LiTh] and [Li2] can be extended to non-trivial A.
It is a remarkable fact that any known proof of (1.3) which allows for the inclusion of a magnetic field, yields the same value for the constant L γ,d in the magnetic as in the non-magnetic case. Moreover, for γ ≥ 3/2, when the sharp constant in (1.3) is known [LaWe1] , the sharp constant for the magnetic inequality coincides with the sharp constant for the non-magnetic inequality. We also note that the semi-classical approximation to the left side of (1.3) is given by the phase space integral
which is independent of A! These observations lead to the question, whether the validity of (1.3) for A ≡ 0 immediately implies its validity, with the same constant, for non-trivial A. This problem would be trivial if one had an analog of (1.1) for moments of eigenvalues. This is wrong, however! Avron, Herbst and Simon [AvHeSi] and Lieb [Li3] (in a discrete model) have shown that a conjectured diamagnetic inequality for the number and the sum of eigenvalues fails.
In Theorem 2.2 below we will prove a positive result: If (1.3) is valid for A ≡ 0 with constant L γ,d , then (1.3) is valid for any A with a constantL γ,d = R γ,d L γ,d , where R γ,d is an explicit constant depending only on γ and d. For γ = 0 this is a theorem of Rozenblum [Ro3] , while a simpler result for γ > 0 has recently appeared in [Fr2] (see also [FrLiSe2] for a result for γ = 1 in the case of operators with discrete spectrum). As in [Ro3] , we will prove a much more general result which is valid for an arbitrary pair of operators in L 2 -spaces related by a diamagnetic inequality of the form (1.2).
Because of its generality this result can be applied in settings where the magnetic versions of the inequalities were previously not known; see Examples 2.4.1, 2.4.2 and 2.4.3. Moreover, the explicit knowledge of the excess constant allowed us in [FrLiSe2] to prove stability of relativistic matter in magnetic fields for critical nuclear charges and for the physical value of the fine structure constant.
In the second part of this paper we will focus on the operator H Ω (A) = (D − A)
2
defined on an open set Ω of finite measure with Dirichlet boundary conditions. The analog of (1.3) that we will study is
Following [FrLoWe] , in Theorem 3.1 we derive explicit bounds on the constants K γ,d and in Theorem 3.6 we determine the sharp value of the constant for d = 2 if A is restricted to generate a homogeneous magnetic field. In particular, this will imply that for 0 ≤ γ < 1 Pólya's conjecture is violated in the presence of a magnetic field and that for tiling domains Ω the constant in the magnetic case is strictly larger than that in the non-magnetic estimate. This shows that, at least in the abstract setting of Theorem 2.2, one cannot expect the magnetic estimate to have the same constant as the non-magnetic estimate. In Subsection 3.6 we demonstrate that if Dirichlet boundary conditions are replaced by Neumann boundary condition (and if A is again restricted to generate a homogeneous magnetic field), then a sharp inequality for the eigenvalues holds in the reverse sense. The material in Section 2 is new (extending [Ro3, Fr2] ) and we provide complete proofs, while most of the material in Section 3 has previously appeared in [ErLoVo, FrLoWe, FrHa, FrLaMo] and we only sketch the arguments. We hope that this presentation shows some common aspects behind the different results.
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An abstract result
In this section we shall discuss the question raised in the introduction in a more general setting. We formulate the main result in Subsection 2.1 and prove it in Subsection 2.2. Subsections 2.3 and 2.4 contain an improvement under more restrictive assumptions and examples, respectively. 2.1. Assumptions and main result. Let X be a sigma-finite measure space and H and M two self-adjoint, non-negative operators in L 2 (X) with corresponding quadratic forms h and m. Our crucial assumption is that for any f ∈ L 2 (X) and any t > 0 one has
a.e. x ∈ X , (2.1) that is, the semigroup of H is positivity preserving and dominates that of M.
Remark 2.1. In applications assumption (2.1) can be verified in terms of the corresponding quadratic forms. Indeed, the inequality exp(−tH)f ≥ 0 for all non-negative f ∈ L 2 (X) is equivalent to the following two conditions, for any u ∈ dom h one has Re u, Im u ∈ dom h and h[Re u, Im u] ∈ R (2.2) and for any real-valued u ∈ dom h one has |u| ∈ dom h and
Moreover, (2.1) is equivalent to (2.2), (2.3) and for any u ∈ dom m and v ∈ dom h with 0 ≤ v ≤ |u| one has In order to define the perturbed operator, let Y be a sigma-finite measure space and G an (unbounded) operator from L 2 (X) to L 2 (Y ) such that dom G ⊂ dom h and such that the quadratic form Gu 2 L 2 (Y ) is form-bounded with respect to H with relative form-bound zero. Under these condition the quadratic form
u ∈ dom h, is closed for any λ > 0 and generates a self-adjoint operator in L 2 (X) which we will denote by H − λG * G. (Strictly speaking, this is an abuse of notation, since we do not require G to be closable and G * to be densely defined -indeed, it is not in our Example 2.4.2.)
In addition, we assume that G has the following reality and positivity properties.
for any u ∈ dom G one has Re u ∈ dom G and (G Re u, G Im u) ∈ R (2.5) and for any u, v ∈ dom G with 0 ≤ v ≤ |u| one has |u| ∈ dom G , v sgn u ∈ dom G , |Gu| = G|u| a.e. and (Gv, G|u|) = Re(G(v sgn u), Gu) . 
The following theorem states that a power-like bound on the number (γ = 0) or moments (γ > 0) of negative eigenvalues of H − λG * G implies a similar bound for those of M − λG * G with a larger, but explicit and M-independent constant. For γ = 0 this observation is due to Rozenblum [Ro3] . The proof given below modifies and extends his arguments to cover the case γ > 0. A slightly less general result for γ > 0 has appeared in [Fr2] .
Theorem 2.2. Under the above assumptions suppose that for some γ, α ≥ 0 and C > 0 one has
Then one has
In (2.8) we use the convention that (e/α) α = 1 if α = 0.
We do not claim that the excess factor (e/α) α Γ(α + 1) is sharp. We shall see in Subsection 3.3 below, however, that in general the estimate tr (M − λG
holds only with a constant C ′ which is strictly larger than the (sharp) C in (2.7). Here is an important special case for which some of the steps in the proof of Theorem 2.2 are simpler than in the general case.
Example 2.3. Let X = Y with the same measure and let V be a non-positive measurable function on X such that multiplication by V is form-bounded with respect to H with form-bound zero. Then the operator Gu := √ V − u satisfies all the assumptions of this subsection.
Specializing even further we have 
2 , then the diamagnetic inequality (1.2) and hence (2.1) hold. Therefore all the assumptions of this subsection are satisfied. While in this setting Theorem 2.2 does not lead to any new inequalities or improvement for the constants in the magnetic case, we will see in Subsection 2.4 several examples modelled after this one where we indeed obtain new inequalities from Theorem 2.2.
Remark 2.5. Similarly as in [Ro3] there is a more general statement which can be proved in the same way as Theorem 2.2. Namely, if (2.7) is replaced by the assumption that
for some non-negative, non-decreasing function ϕ of subexponential growth, then for all t > 0
whereφ is the Laplace transform of ϕ. In particular, if ϕ is regular in the sense that ϕ(t) ≤ C ϕ t −1 ϕ(t −1 ) for some C ϕ and all t > 0, then
2.2. Proof of Theorem 2.2. We denote by N(−τ, A) the dimension of the spectral subspace corresponding to the interval (−∞, −τ ) of a lower semi-bounded self-adjoint operator A. That is, for −τ ≤ inf ess-spec A, N(−τ, A) is the number of eigenvalues (counting multiplicities) less than −τ . The key step in the proof of Theorem 2.2 is the observation that N(−τ, M − G * G) can be bounded from above by a constant times the average of N(−τ, H − λG * G) over all coupling constants λ > 0. The measure te −λt dλ with respect to which we average depends on a parameter t > 0.
Lemma 2.6. Under the assumptions of Subsection 2.1 for any τ ≥ 0 and t > 0 one has
In particular, if f is a non-negative, non-increasing and absolutely continuous function on R with f (0) = 0, then
Assuming this lemma for the moment we can easily complete the Proof of Theorem 2.2. We assume that γ > 0, the argument for γ = 0 being similar. By Lemma 2.6 with G replaced by √ λG (which satisfies the same assumptions as G) and f (s) = s γ − one has for any t > 0
By assumption (2.7) the right hand side can be bounded from above by
and the assertion follows by choosing t = α.
The following proof of Lemma 2.6 relies on some ideas from [Ro3] .
Proof of Lemma 2.6. Since (2.1) remains valid with H + τ and M + τ in place of H and M we need only consider τ = 0. Moreover, by a limiting argument (which is only necessary if originally τ = 0) we may assume that H and M are positive definite. We consider the subspaces h H := ran GH −1/2 and h M := ran GM −1/2 of L 2 (Y ) and denote the corresponding orthogonal projections by P H and P M . By our assumptions the operatorsK H := P H GH −1/2 andK M := P M GM −1/2 acting from L 2 (X) to h H and h M , respectively, are bounded. The Birman-Schwinger principle implies that
and similarly for M. Here n(λ −1 , A) denotes the dimension of the spectral subspace corresponding to the interval (λ −1 , ∞) of a self-adjoint operator A. SinceK H and K M have dense ranges, their adjointsK * H andK * M have trivial kernels, and hence the operatorsK HK * H andK MK * M have self-adjoint (unbounded) inverses A H and A M in h H and h M , respectively. In terms of these operators the Birman-Schwinger principle (2.11) can be rewritten as
Accepting this for the moment, we deduce using [Si2, Thm. 2.13 ] that
, where · 2 denotes the Hilbert-Schmidt norm. This together with (2.12) implies
which is the first assertion. Estimate (2.10) follows by writing
for any self-adjoint operator A from (2.9) by Fubini's theorem. It remains to prove (2.13). Since this fact is proved in [Ro3] , we only sketch the major steps in the argument. We begin by showing that for any t > 0, T H (t) or, what is the same, for any τ > 0, P *
−1 P H is positivity preserving. As in [Ro3] one easily verifies that
and noting that G exp(−εH) and its adjoint are positivity preserving (see (2.6)), we are left with proving that
is positivity preserving. Using that exp(−tH) is positivity preserving and recalling (2.5) and (2.6) we deduce this from the Beurling-Deny conditions; see, e.g., [Ou, Thm. 2.7] . Finally, we prove that for any t > 0, T H (t) dominates T M (t), or equivalently, that for any τ > 0, P *
Arguing as before (see also [Ro3] ) this will follow from the fact that (H + τ G * G)
, which in turn can be deduced from the form version of Kato's inequality using (2.4) and (2.6); see, e.g., [Ou, Thm. 2.21] . This concludes the proof of (2.13) and hence that of Lemma 2.6.
2.
3. An improvement in the case of discrete spectrum. In this subsection we show that in the special case where X = Y (with the same measure) and G = I the excess factor (e/α) α Γ(α + 1) in Theorem 2.2 can be improved for γ > 0. Note that in this case (2.7) (or (2.14) below) requires H to have purely discrete spectrum.
Theorem 2.7. Under the assumptions of Subsection 2.1 suppose that for some α ≥ γ ≥ 0 and C > 0 one has
In (2.15) we use the convention that (γ/e) γ = 1 if γ = 0 and similarly for α = 0. As in Theorem 2.2 we do not claim that the excess factor γ e γ e α α Γ(α+1) Γ (γ+1) in (2.15) is sharp, but we have examples (for 0 ≤ γ < 1, α = γ + 1), where it is larger than one; see Subsection 3.3 below.
Remark 2.8. As we shall see in Lemma 3.2, (2.14) implies N(λ) ≤ C ′ λ α−γ for some constant C ′ . Conversely, the integration argument of Aizenman-Lieb [AiLi] shows that N(λ) ≤ C ′ λ α−γ implies (2.14) for some C.
Proof. According to [Si2, Thm. 2.13 ] the domination property (2.1) yields
where · 2 denotes the Hilbert-Schmidt norm. In order to estimate the right side from above we use the elementary formula Γ(γ + 1)e
Hence by assumption (2.14) we have
In order to estimate the left side of (2.16) from below we use that λ
Combining these two estimates with (2.16) we find
We optimize the right side by choosing t = α/λ and obtain the assertion.
2.4. Examples.
An endpoint estimate in 2D.
It is well-known that the Lieb-Thirring inequality (1.3) does not hold for γ = 0 if d = 2. For A ≡ 0 a replacement was recently found by Kovařík, Vugalter and Weidl [KoVuWe] . It involves the quantity tr f (l 2 (−∆ + V )) with
In [Fr2] we used a version of Theorem 2.2 to extend the estimate to the magnetic case.
Theorem 2.9. Let d = 2 and f as above. Then there exists a constant L > 0 and for
Proof. As explained in Example 2.4 we are in the situation of Subsection 2.1. By Lemma 2.6 and the result of [KoVuWe] one has for V ≤ 0 and t > 0
We obtain the assertion by choosing t = 1.
2.4.2. Lieb-Thirring inequalities for surface potentials. Our next example concerns Schrödinger operators in R d+1 with potentials supported on the hyperplane
and let the operator H(A, v) be defined through the closure of the quadratic form
Schrödinger operators with interactions supported on lower dimensional manifolds have been studied extensively and we refer to [BrExKuŠe] for motivations and references. The fact that the number of negative eigenvalues of the operator H(A, v) satisfies a Cwikel-Lieb-Rozenblum inequality was found by Rozenblum [Ro3] . In [FrLa] we proved Lieb-Thirring inequalities for this operator in the case A ≡ 0. Here we will use Theorem 2.2 to extend these inequalities to arbitrary A. We emphasize that in this application of Theorem 2.2 one has X = Y .
Proof. We take X := R d+1 with Lebesgue measure. As explained in Example 2.4 the diamagnetic inequality (2.1) holds for H := −∆ and M := (D − A)
2 . To define the perturbation let 0 ≥ v ∈ L 2γ+d (R d ) and define Y := R d with Lebesgue measure and (Gu)(y) := v(y) − u(y, 0) with dom G := H 1 (R d+1 ). Note that G is well-defined by the Sobolev trace theorem and satisfies the assumptions in Subsection 2.1. Hence the assertion follows from Theorem 2.2 and the result for A ≡ 0 in [FrLa] .
Remark 2.11. Similarly as in [FrLa] , Theorem 2.10 implies a theorem about operators on the halfspace
, we see that the operator H(A, 2v) leaves the subspaces of even and odd functions with respect to y invariant, and that its parts on even and odd functions are unitarily equivalent toH(A, v) and to the Dirichlet Laplacian on R d+1 + , respectively. Hence Lieb-Thirring inequalities forH(A, v) follow immediately from those for H(A, 2v).
2.4.3. Subtracting a critical local singularity. Let d = 3 and A ∈ L 2,loc (R 3 ). We claim that the quadratic form
is non-negative for u ∈ C ∞ 0 (R 3 ). Here |D − A| := (D − A) 2 is defined via the spectral theorem. Indeed, if A ≡ 0 this is Kato's inequality (see, e.g., [He] for a proof). For general A we combine the diamagnetic inequality (1.2) and the subordination formula
(2.20)
and hence the nonnegativity of (2.19). Now let Ω ⊂ R 3 be an open set. The form (2.19) restricted to
is non-negative and closed in L 2 (Ω) (since limits of functions that are zero on Ω c are zero on Ω c ), and hence generates a non-negative operator T Ω (A) in L 2 (Ω). For this operator one has Theorem 2.12. Let Ω ⊂ R
3 be an open set of finite measure and A ∈ L 2,loc (R 3 ).
This estimate is the key ingredient in the proof of stability of relativistic matter in magnetic fields in [FrLiSe2] . The constant 2/π multiplying the singularity |x| −1 corresponds to the critical nuclear charge. The constant on the right side of (2.21) determines the allowed range (0, α c ) of the fine structure constant, and the value 2.0152 leads to α c = 1/133 which is larger than the physical value 1/137 ! The analog of (2.21) for relativistic Schrödinger operators |D − A| − 2 π |x| −1 + V was proved in [FrLiSe1] , extending previous work of [EkFr] . Remarkably, these inequalities lead to semi-classical bounds even though the classical phase-space integral diverges due to the singularity |x| −1 . The inequalities have extensions to arbitrary dimensions and to arbitrary fractional powers of the Laplacian, see [FrLiSe1, Fr2] .
Proof. We apply Theorem 2.7 with X = Ω, H = T Ω (0) and M = T Ω (A). In order to prove the diamagnetic inequality (2.1) we note that by Trotter's product formula (2.20) remains valid if |D − A| and √ −∆ are replaced by |D − A| + V and √ −∆ + V . Choosing V = nχ Ω c and letting n → ∞ the operators converge to T Ω (A) and T Ω (0) in strong resolvent sense, which yields (2.1); see [FrLiSe2] for details. Inequality (2.14) for A ≡ 0, γ = 1 and α = 4 was shown in [LiYa] with C = (3/4π) × 4.4827 |Ω|. (In [LiYa] it is assumed that Ω is a ball, but the same proof applies to any open set of finite measure.) Theorem 2.7 yields the assertion with constant C ′ = 6(e/4) 3 C.
Semi-classical spectral estimates for magnetic Laplacians
In this section we assume that
is an open set of finite measure and that A ∈ L 2,loc (Ω). We denote by H Ω (A) the self-adjoint operator in L 2 (Ω) corresponding to the closure of the quadratic form Ω |(D − A)u| 2 dx defined for u ∈ C ∞ 0 (Ω). We are interested in estimates of the form tr (
with the semi-classical constant
Our goal will be to find optimal or close to optimal values for ρ γ,d and we begin by recalling some known facts concerning this problem.
(1) Estimate (3.1) holds for any γ ≥ 0 with some finite constant ρ γ,d depending only on d and γ. For A ≡ 0 this was independently shown by Lieb [Li2] , Métivier [Mé] and Rozenblum [Ro1] . Lieb's proof works also for non-trivial A. (2) The constant ρ γ,d in (3.1) cannot be less than one. This is a consequence of the asymptotics
is called the semiclassical constant.) We refer to the appendix for references and a short proof under our minimal assumptions on A and Ω. (3) By an argument of Aizenman and Lieb [AiLi] one can show that (the smallest possible) ρ γ,d is a non-increasing function of γ. (4) A celebrated result of Laptev and Weidl [LaWe1] (see also [BeLo] ) implies that (3.1) holds with ρ γ,d = 1 if γ ≥ 3/2. (More precisely, they considered Schrödinger operators (D−A) 2 +V in the whole space, but this implies (3.1) by the variational principle; see the proof of Theorem 3.1 for a technical subtlety in this argument.) (5) In the case A ≡ 0, Berezin [Be1] and Li and Yau [LY] have independently shown that (3.1) holds with ρ γ,d = 1 if γ ≥ 1. (6) In the case A ≡ 0 and Ω tiling (that is, R d can be decomposed, up to a set of measure zero, into a disjoint union of translated and rotated copies of Ω), Pólya [Pó] has proved (3.1) with ρ γ,d = 1 for all γ ≥ 0. That this is true without the tiling assumption is an open conjecture.
We emphasize that the analogs of the Berezin-Li-Yau result and the Pólya result for arbitrary magnetic fields are not known. In this section we shall review some recent progress concerning the constants ρ γ,d in (3.1). In particular, it was shown in [ErLoVo] and [FrLoWe] that, if d = 2 and A is restricted to generate a homogeneous magnetic field, (3.1) holds with ρ γ,2 = 1 for γ ≥ 1, but one needs ρ γ,2 > 1 for 0 ≤ γ < 1. This means that Pólya's conjecture is not true in the magnetic case; see Subsection 3.3.
3.1. Arbitrary magnetic fields. To begin our investigation of (3.1) we show that an idea similar to that in Theorem 2.7 allows one to derive explicit values for the constants for 0 ≤ γ < 3/2 from those for γ = 3/2.
be an open set of finite measure and A ∈ L 2,loc (Ω). Then for 0 ≤ γ < 3/2 one has
This has appeared in [FrLoWe] . We do not claim that the values of the constants ρ γ,d are best possible. We note, however, that for d = 2 one has ρ γ,2 = (5/3) 3/2 (γ/(γ + 1))
and, in particular, ρ 1,2 = (5/3) 3/2 /2 ≈ 1.076 and ρ 0,2 = (5/3) 3/2 ≈ 2.152. It will follow from Theorem 3.6 below that for any 0 ≤ γ ≤ 1 the constant ρ γ,2 is off at most by a factor of (5/3) 3/2 /2 ≈ 1.0758 .
Our proof is based on the following abstract lemma (see [FrLoWe] ) which allows one to go from larger values of γ to smaller ones. It is somewhat similar in spirit to the estimate tr(H − λ)
−γ e −tλ exp(−tH) used in the proof of Theorem 2.7.
Lemma 3.2. Let H be a non-negative self-adjoint operator with discrete spectrum and assume that for some σ > 0, κ ≥ 0 and C > 0 one has
Then for any 0 ≤ γ < σ one has 
Proof of Lemma 3.2. We first note that for σ > γ ≥ 0, µ > λ and E ≥ 0 one has
with b(γ, σ) as given in the lemma. Indeed, this follows by maximizing (µ − E) −σ (λ − E) γ explicitly over E ∈ (0, λ). Combining (3.7) and (3.5) we infer that for any µ > λ
Optimizing the right side by choosing µ = λ(σ+κ)/(γ +κ) we obtain the assertion.
Remark 3.3. A slight variation of this argument shows that (3.5) with κ < 0 implies that H = 0.
Proof of Theorem 3.1. First, assume that A ∈ L 2,loc (Ω). Then the extension of A by 0 belongs to L 2,loc (R d ) and the Laptev-Weidl result [LaWe1] together with the variational principle yield (3.5) with
The assertion in this case follows from Lemma 3.2 and the explicit expression (3.2) of the semi-classical constants. Now assume only that A ∈ L 2,loc (Ω) and choose A n ∈ L 2,loc (Ω) such that A n → A in L 2,loc (Ω). Following closely the arguments in [Ka] or [Si1] (the analog of the proof of [Si1, Thm. 4 .1] is even simpler since we are considering the minimal operators) one shows that H Ω (A n ) → H Ω (A) in strong resolvent sense. Hence for any γ ≥ 0 and any λ > 0, ( [ReSi, Thm. VIII.20] and by Fatou's lemma for trace ideals [Si2, Thm. 2.7] 
Thus the inequality for H Ω (A) follows from that for H Ω (A n ). 3.2. Sharp local trace estimates. In Subsections 3.3 and 3.4 below we present improved versions of inequalities (3.3) for some particular choices of A. These improvements rely on certain generalized diamagnetic inequalities which will be the subject of this subsection. To motivate these inequalities we first note that the standard diamagnetic inequality implies that for ϕ(λ) = exp(−tλ), t > 0, one has A) 2 ) 1/2 χ Ω .) By linearity, (3.8) holds for any function ϕ of the form ϕ(λ) = ∞ 0 e −tλ dµ(t) with dµ a non-negative measure. It is a natural question whether a similar inequality is valid for a more general class of non-negative functions ϕ. That this is, indeed, the case for homogeneous magnetic fields is a beautiful observation of Erdős, Loss and Vougalter [ErLoVo] . A similar statement holds in arbitrary dimension, but below we shall use it only for d = 2. We include the short proof for the sake of completeness.
Proof. One has ϕ((D − A)
2 ) = ∞ k=1 ϕ((2k − 1)B)P k where P k is the projection onto the k-th Landau level, and therefore
Recalling that P k (y, y) = B/2π for all y ∈ R 2 one finds
and hence
One the other hand, using the Fourier transform one easily finds that
The assertion now follows from the mean value property of convex functions, i.e.,
We note, in particular, that the function ϕ(µ) = (µ − λ) − for fixed λ > 0 satisfies the assumptions of Lemma 3.4. As we will explain in the following subsection, Erdős, Loss and Vougalter [ErLoVo] used this function in order to obtain sharp bounds on eigenvalue sums for Laplacians with a homogeneous magnetic field in a domain. They also point out that for this choice of ϕ, (3.8) might fail if the magnetic field is not homogeneous. Their counterexample is perturbative. (The assumption of radial symmetry of A on p. 905 of [ErLoVo] should be dropped [Er] .) Here is a non-perturbative result from [FrHa] involving the Aharonov-Bohm operator. 
where the constant
is sharp and satisfies R γ (α) > 1. Here J |n−α| are Bessel functions.
To be more precise, because of the non-integrable singularity of |A| 2 at the origin the operator (D − A) 2 has to be defined by closing the quadratic form
Note that this vector potential corresponds to the magnetic field curl A = 2παδ 0 . We assume that α ∈ R \ Z since for integer α the magnetic field can be gauged away, making (3.9) trivially true with constant unity.
The fact that the sharp constant satisfies R γ (α) > 1 means that the generalized diamagnetic inequality (3.8) is violated. This effect is rather minute, however, since numerically
for all α ∈ R. A variation of the Aizenman-Lieb argument [AiLi] shows that R γ (α) is non-increasing with respect to γ for fixed α. We have numerical evidence, but no proof, that R γ (α) is an increasing function of α ∈ [0, 1/2] for fixed γ.
For the proof of Proposition 3.5 we refer to [FrHa] and restrict ourselves here to explaining the strategy. We note that (3.9) is equivalent to the pointwise bound
for the corresponding integral kernels. Diagonalizing (D − A) 2 explicitly we find that the left side is given by 1 4π
which shows immediately that R γ (α) is the sharp constant in (3.9). The main point is to prove the strict inequality R γ (α) > 1. Intuitively, this is a consequence of the fact that the spectral density (4π)
oscillates around its limiting value (4π) −1 as |x| → ∞. In [FrHa] we make this precise by deriving the asymptotics
as s → ∞ which, of course, implies R γ (α) > 1. We note that in the case α ∈ 1 2 + Z one has n∈Z J 2 |n−1/2| (t) = 2 π 2t 0 s −1 sin s ds, which simplifies the proof of the asymptotics considerably.
3.3. Sharp estimates in the case of a homogeneous magnetic field. In the case of a homogeneous magnetic field one can determine the sharp constants in (3.3). For γ ≥ 1 this is (in a slightly weaker, Legendre-transformed form) due to Erdős, Loss and Vougalter [ErLoVo] , while the inequality for 0 ≤ γ < 1 appeared in [FrLoWe] . Note that both papers contain results for d ≥ 3 as well. (−x 2 , x 1 ) T for some B > 0. Then for any γ ≥ 0 one has
with the constant
The constant ρ hom γ,2 is sharp in the following sense.
(1) For any 0 ≤ γ < 1, any bounded, open set Ω ⊂ R 2 and any ε > 0 there exist B > 0 and λ > 0 such that
(2) For any γ ≥ 1, any open set Ω ⊂ R 2 of finite measure, any B > 0 and any ε > 0 there exists a λ > 0 such that
As we have recalled at the beginning of this section, the Berezin-Li-Yau inequality [Be1, LY] states that if γ ≥ 1, then
for the eigenvalues of the Dirichlet Laplacian −∆ Ω . The first part of Theorem 3.6 says that the same is true if a homogeneous magnetic field is added. Moreover, recall that Pólya [Pó] has shown (3.13) for all γ ≥ 0 if Ω is tiling and has conjectured that it is true for arbitrary Ω. The second part of our Theorem 3.6 says that (3.13) is not true for 0 ≤ γ < 1 if a homogeneous magnetic field, not even if Ω is tiling. This provides examples which show that in the abstract Theorems 2.2 and 2.7 one does not have the same constant in the magnetic and the non-magnetic estimates. The sharpness of the constants in Theorem 3.6 has different origins for γ ≥ 1 and for 0 ≤ γ < 1. As the proof below will show, for γ ≥ 1 it is attained in the limit λ → ∞ with B arbitrary but fixed, while for 0 ≤ γ < 1 it is attained in the limit λ → ∞ and B → ∞ with λ/B fixed at a certain, γ-dependent value. For a connection between our sharpness results and sharpness results for the harmonic oscillator [dB, HeRo] we refer to [FrLoWe] . We also emphasize that the sharpness result of Theorem 3.6 for 0 ≤ γ < 1 is stronger than the one stated in [FrLoWe] .
Proof. We begin with the case γ ≥ 1. The Berezin-Lieb inequality [Be2, Li1] states that if H is a self-adjoint operator and P a projection, then for any convex ϕ, tr P ϕ(P HP )P ≤ tr P ϕ(H)P . (This is easily verified using Jensen's inequality.) We apply this with
This is the claimed inequality for γ ≥ 1. The inequality for 0 ≤ γ < 1 follows from that for γ = 1 by Lemma 3.2. The sharpness of ρ hom γ,2 for γ ≥ 1 follows immediately from the Weyl-type asymptotics recalled at the beginning of this section. The sharpness for 0 ≤ γ < 1 will be a consequence of the fact that for 0 ≤ γ < 1 and B > 0 one has 14) as is easily verified, see also [FrLoWe] . For 0 < γ < 1 the supremum is attained for λ = B(γ + 1) and for γ = 0 in the limit λ → B + . In order to prove the sharpness for 0 < γ < 1 (the case γ = 0 is similar and will be omitted) we recall that µ → b 2π #{k ∈ N : b(2k − 1) < µ} is the integrated density of states of the operator
T . This means that for any bounded, open set Ω and any b and µ one has |lΩ|
(Assuming only the boundedness of Ω this is shown in [DoIwMi] indeed, in order to apply the results of that paper note that by dominated convergence |{x ∈ Ω : dist(x, ∂Ω) < ε}| → 0 as ε → 0 for any open set of finite measure; for related earlier results we refer to [CV, Ta, Tr] .) Since H lΩ (bA 1 ) is unitarily equivalent to l −2 H Ω (l 2 bA 1 ) by scaling, we see that for any ε > 0 and
Hence by (3.14) and the corresponding equality statement we see that with the choice µ = b(γ + 1) one has
This implies the assertion with B = L 2 b and λ = L 2 µ = B(γ + 1).
Here is an estimate with a right hand side depending on B.
Theorem 3.7. Let Ω ⊂ R 2 be an open set of finite measure which is tiling and let
T for some B > 0. Then for any γ ≥ 0 and λ > 0 one has
If γ ≥ 1, then this is true without the assumption that Ω is tiling.
Inequality (3.15) for γ ≥ 1 is stronger than (3.12). This follows from the mean value property of convex functions as in the proof of Proposition 3.4. We do not know whether (3.15) is true for 0 ≤ γ < 1 is Ω is not tiling.
Proof. The inequality follows by Pólya's original argument with the Weyl-type asymptotics replaced by the result about the integrated density of states mentioned in Theorem 3.6; see [FrLoWe] for details. The inequality for γ ≥ 1 follows as in the proof of Theorem 3.6 from the Berezin-Lieb inequality, but this time we write out tr
χ Ω explicitly; see the proof of Proposition 3.4. Theorem 3.7 suggests to look for good or optimal constants in the inequality
(For γ = 1 this inequality follows from [LiSoYn, Thm. 5 .1], but this implies the inequality for all γ ≥ 1 by the argument of [AiLi] .) In particular, what is the sharp constant in this inequality if V is restricted to be of the form V (x) = ω 2 |x| 2 − λ? In this case the eigenvalues are known explicitly. The corresponding result for B = 0 and γ ≥ 1 is due to de la Bretèche [dB] .
3.4. Improved estimates in the case of an Aharonov-Bohm magnetic field. Similarly as in the previous subsection the generalized diamagnetic inequality from Proposition 3.5 leads to eigenvalues estimates for the Aharonov-Bohm operator in a domain. T for some α ∈ R \ Z. Then for any 1 ≤ γ < 3/2 one has (3.16) with the constant R γ (α) from (3.10).
Comparing (3.11) with (3.4) we see that (3.16) is a slight improvement over (3.3) for γ greater or equal, but close to 1. Our proof below works also for γ ≥ 3/2, but in this case the Laptev-Weidl result yields (3.16) with R γ (α) replaced by 1.
Proof. Similarly as in the first part of Theorem 3.6 the assertion follows from the Berezin-Lieb inequality and Proposition 3.5.
3.5. Upper bounds on eigenvalues. So far in this section, we have been interested in lower bounds on eigenvalues of H Ω (A), that is, in upper bounds on tr (H Ω (A) − λ) γ − . In this subsection we shall have a brief look at lower bounds on this quantity. We assume that Ω ⊂ R d is open and that H Ω (A) has discrete spectrum. For this assumption to hold it is sufficient that the Dirichlet Laplacian H Ω (0) = −∆ Ω has discrete spectrum (which is, in particular, the case if Ω has finite measure). Indeed, −∆ Ω having discrete spectrum is equivalent to exp(−t(−∆ Ω )) being compact. According to the diamagnetic inequality and a theorem of Dodds, Fremlin and Pitt [DoFr, Pi] this implies that exp(−tH Ω (A)) is compact, and hence that H Ω (A) has discrete spectrum. Our lower bound has the following form.
, be an open set and let A ∈ L 2,loc (Ω) such that H Ω (A) has discrete spectrum. Then for all γ ≥ 1 and λ ≥ 0 one has
where λ 1 = inf spec H Ω (A) and
Here J ν denotes the Bessel function of order ν and j ν its first positive zero.
Note that the right side of (3.17) has the same growth λ γ+d/2 as the right side of (3.3). Moreover, λ
replaces the quantity |Ω| in (3.3). We remark that (3.17) together with Yang's inequality yields universal (i.e., independent of Ω) upper bounds on eigenvalue ratios λ k /λ 1 of H Ω (A) which have the optimal growth k 2/d ; see [FrLaMo] . In the case γ = 1, this bound was proved in [FrLaMo] (even with an additional non-negative electric potential V ), extending a result by [Hr] for the case A ≡ 0. Previously, Laptev [La] had shown a similar inequality for A ≡ 0 with λ −d/2 1 on the right side replaced by a constant times ω −2 ∞ (where −∆ Ω ω = λ 1 ω and ω = 1). The proof in [La] can easily be generalized to non-trivial A. Inequality (3.17) for γ = 1 is then derived from an estimate of ω ∞ in terms of λ d/4
1 . This estimate in the case A ≡ 0 is due to Chiti [Ch] and can be extended to arbitrary A using Kato's diamagnetic inequality; see [FrLaMo] for details.
In order to extend the inequality to γ > 1 one can follow the strategy of [AiLi] . Denoting by B the beta function and using the inequality for γ = 1 we obtain
which is the assertion.
3.6. Sharp estimates in the case of a homogeneous magnetic field. The Neumann case. In Subsection 3.3 we have proved sharp lower bounds on the eigenvalues of the Dirichlet Laplacian with a homogeneous magnetic field. In this final subsection we shall prove sharp upper bounds on the eigenvalues of the Neumann Laplacian with a homogeneous magnetic field.
In the non-magnetic case it is known that bound (3.13) for the eigenvalues of the Dirichlet Laplacian has a (reverse) analogue for the Neumann Laplacian −∆ N Ω (assuming that this operator has discrete spectrum). Indeed, Pólya [Pó] (see also [Ke] ) has shown that if Ω ⊂ R 2 is tiling and γ ≥ 0, then
Kröger [Kr] has shown that this bound is valid for arbitrary Ω provided γ ≥ 1. Our goal is to extend these inequalities to the case of a homogeneous magnetic field.
Let Ω ⊂ R 2 be an open set and A(x) = B 2
(−x 2 , x 1 ) T for some B > 0. We denote by H N Ω (A) the self-adjoint operator in L 2 (Ω) corresponding to the quadratic form (−x 2 , x 1 ) T , and that the integrated density of states is independent of the choice of boundary conditions [DoIwMi] . Using the same scaling argument as in the proof of Theorem 3.6 we see, in particular, that as l → ∞
This contradicts a bound (3.21) with c > 0. In passing we note that the asymptotics of tr H N Ω (l 2 bA 1 ) − l 2 µ γ − as l → ∞ are studied in [Fr1] .
Proof. If Ω is tiling, the inequality follows as in [FrLoWe] by Kellner's argument [Ke] using the integrated density of states of the Landau Hamiltonian in the plane [DoIwMi] . Now let Ω be arbitrary. Our proof of (3.20) uses some ideas of [Kr, La] (see also [Be2, Li1] ). We denote the eigenvalues of H N Ω (A) by µ j and the corresponding eigenfunctions by u j . Moreover, let P k be the projection in L 2 (R 2 ) onto the k-th Landau level. Then for any function ϕ
where dE(µ) denotes the spectral measure of H N Ω (A) and U z,k denotes the restriction of P k (·, z) to Ω. The measure d(U k,z , E(µ)U k,z ) dz on [0, ∞) × R 2 satisfies
Here we used the P 2 k = P k and that P k (x, x) = B 2π
. Hence, if ϕ is convex, then Jensen's inequality implies
Hence the assertion will follow (with ϕ(µ) = (µ − λ) In order to prove this equality we denote Q x := D x − A(x). Since P 2 k = P k , the left side of (3.22) equals Q x Q y P (x, y)| x=y . Since Q 2 x P (x, y) = B(2k − 1)P (x, y), and hence twice with respect to x. This concludes the proof of (3.22).
(F p,q , exp(−tH Ω (A))F p,q ) ≥ exp(−t H Ω (A) This implies (A.2) provided Ω δ |A| 2 (q) dq < ∞. To see that this integral is finite, we note that the set Ω δ/2 is bounded (for otherwise there were a sequence (x n ) ⊂ Ω δ/2 with |x n − x n−1 | ≥ 1, and then for δ < 1, Ω contained infinitely many disjoint balls {y : |y − x n | < δ/2}, contradicting |Ω| < ∞). Therefore A ∈ L 2 (Ω δ/2 ) and
|A(x)| 2 dx < ∞ , completing the proof of the theorem.
