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We present a predictive local field theory for the nonequilibrium dynamics of interacting active
Brownian particles with a spherical shape in two spatial dimensions. The theory is derived by a
rigorous coarse-graining starting from the Langevin equations that describe the trajectories of the
individual particles. For maximal accuracy and generality of the theory, it includes configurational
order parameters and derivatives up to infinite order. In addition, we discuss possible approximations
of the theory and present reduced models that are easier to apply. We show that our theory contains
popular models such as Active Model B + as special cases and that it provides explicit expressions for
the coefficients occurring in these and other, often phenomenological, models. As a further outcome,
the theory yields an analytical expression for the density-dependent mean swimming speed of the
particles. To demonstrate an application of the new theory, we analyze a simple reduced model of
the lowest nontrivial order in derivatives, which is able to predict the onset of motility-induced phase
separation of the particles. By a linear stability analysis, an analytical expression for the spinodal
corresponding to motility-induced phase separation is obtained. This expression is evaluated for the
case of particles interacting repulsively by a Weeks-Chandler-Anderson potential. The analytical
predictions for the spinodal associated with these particles are found to be in very good agreement
with the results of Brownian dynamics simulations that are based on the same Langevin equations
as our theory. Furthermore, the critical point predicted by our analytical results agrees excellently
with recent computational results from the literature.
I. INTRODUCTION
Active Brownian particles (ABPs), which combine
Brownian motion and propulsion, are an important
type of active matter that is currently attracting great
scientific interest [1–10]. Both artificial self-propelled
microparticles [11–16] and motile microorganisms [17–
19] are frequently described as ABPs. Even bacteria
like Escherichia coli, which show a run-and-tumble mo-
tion [20–23], are often successfully modeled as ABPs
[19, 21, 24, 25]. Due to their self-propulsion, already the
common simple ABPs with a spherical shape exhibit a va-
riety of unusual effects like accumulation at nonattracting
walls [4, 5, 26, 27], superfluidity [28], anomalous Casimir
forces [29], negative interfacial tension [30], reversed Ost-
wald ripening [31], non-state-function pressure [32, 33],
and motility-induced phase separation (MIPS) [3]. The
latter effect originates from the complex nonequilibrium
dynamics of interacting ABPs and gained particularly
strong scientific attention in recent years [21, 33–49].
A powerful tool for investigating the collective behav-
ior of ABPs are field theories. While particle-based com-
puter simulations were the dominant approach in the past
research on ABPs, field-theoretical approaches are rel-
atively rare, although they often allow deeper insights
into the properties of an active system via the under-
lying equations. The existing field theories for ABPs
include nonlocal as well as local ones. Nonlocal field
∗ Corresponding author: raphael.wittkowski@uni-muenster.de
equations can be more compact and can capture certain
properties of the described system more appropriately,
but they are typically much more difficult to interpret
and to treat numerically than corresponding local field
equations. Therefore, most of the available field theories
for ABPs are local. An example for existing nonlocal field
theories for ABPs are generally active dynamical density
functional theories [50–52]. These theories, however, are
limited to weak propulsion and, when they involve too
strong approximations, also to low particle concentra-
tions. The existing local field theories for ABPs include
phase field crystal (PFC) models [53–58]. These models
can be derived from dynamical density functional theo-
ries and their applicability is therefore similarly limited
to close-to-equilibrium systems. In addition, there is a
number of individual models for ABPs including active
diffusion equations [24, 35], an extension towards mix-
tures for active and passive Brownian particles [44], a
model with an explicit particle-field representation based
on the concept of particle-wave duality [59], a hydrody-
namic model including the flow field of ABP suspensions
[60], Cahn-Hilliard-like models [38, 39], the related non-
integrable Active Model B (AMB) [40], and its extension
Active Model B + (AMB+) [31, 61]. To keep the mod-
els relatively simple, they involve strong approximations
and often only terms of the lowest nontrivial order in the
order-parameter fields and derivatives. This, however,
reduces their applicability and accuracy.
In this article, we present a highly general and accu-
rate local field theory for the nonequilibrium dynamics
of interacting ABPs. As in the most existing simulation
studies on ABPs, we focus on spherical particles with-
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2out hydrodynamic interactions in two spatial dimensions.
To obtain a predictive theory, where all parameters of
the field equations are given by explicit expressions that
relate them to the microscopic properties of the consid-
ered system, the theory is derived via a rigorous coarse-
graining starting at the commonly used Langevin equa-
tions describing the motion of individual ABPs. For high
applicability and accuracy, approximations are kept to a
minimum. In its initial form, the theory therefore takes
order parameters and derivatives up to infinite order into
account. On this basis, we present systematic approxima-
tions that lead to reduced models with finite field equa-
tions of the wanted complexity. Comparing our theory
with the aforementioned local models from the literature,
we show that all models that consider the same type of
systems can be identified as special cases of our theory.
We also use our theory to derive an analytical expres-
sion for the density-dependent mean swimming speed in
a homogeneous system of spherical ABPs. Furthermore,
the theory provides an analytical expression for the spin-
odal corresponding to the onset of MIPS in a system of
ABPs, where the interaction potential can be specified by
the user. The theoretical predictions for the spinodal and
especially the critical point are found to be in excellent
agreement with recent simulation results [62, 63].
The article is structured as follows: In section II, the
general field theory is derived and possible approxima-
tions are provided. On this basis, in section III a set of
reduced models is derived and compared to other existing
models from the literature. Examples for applications of
the theory are demonstrated in section IV. Finally, con-
cluding remarks are given in section V.
II. DERIVATION OF THE GENERAL FIELD
THEORY AND APPROXIMATIONS
A. General field theory
The ABP system most commonly considered in previ-
ous studies is given by N similar active Brownian spheres
that can translate in a horizontal plane and rotate about
vertical axes through the particles’ centers. Their mo-
tion originates from an underlying Brownian motion, the
persistent self-propulsion of the particles, and interac-
tions between them. The motion of such particles can be
described by their center-of-mass positions {~ri(t)} and
orientations {φi(t)} as functions of time t, where the in-
dex i ∈ {1, . . . , N} distinguishes the individual particles.
Suitable equations of motion for the ABPs are given by
the overdamped Langevin equations [7, 26, 29–31, 33–
37, 39, 43–45, 62, 63]
~˙ri = ~ξT,i + v0uˆ(φi) + βDT ~Fint,i({~ri}), (1)
φ˙i = ξR,i. (2)
Here, a dot over a variable denotes a partial deriva-
tive with respect to time. The translational and ro-
tational Brownian motion of the i-th particle is de-
scribed by statistically independent Gaussian white
noises ~ξT,i(t) and ξR,i(t), respectively. Their correlations
are given by 〈~ξT,i(t1)⊗ ~ξT,j(t2)〉 = 2DTδij12δ(t1 − t2)
and 〈ξR,i(t1)ξR,j(t2)〉 = 2DRδijδ(t1− t2) with the ensem-
ble average 〈 · 〉, dyadic product ⊗, translational and ro-
tational diffusion coefficients DT and DR, respectively,
and 2 × 2-dimensional identity matrix 12. The self-
propulsion of the i-th particle is taken into account by
the term v0uˆ(φi), where v0 is the propulsion speed of a
noninteracting particle and uˆ(φi) = (cos(φi), sin(φi))
T a
unit vector denoting the orientation of the i-th particle.
Furthermore, β = 1/(kBT ) is the thermodynamic beta
with the Boltzmann constant kB and absolute tempera-
ture T of the particles’ environment. Finally, ~Fint,i({~ri})
is the interaction force acting on the i-th particle. It is
usually assumed that this force originates from a pair-
interaction potential U2(‖~ri − ~rj‖) describing the par-
ticle interactions and that the force can be written as
~Fint,i({~ri}) = −
∑N
j=1,j 6=i ~∇~riU2(‖~ri−~rj‖) with the nabla
operator ~∇~ri = (∂x1,i , ∂x2,i)T and Cartesian coordinates
x1,i = (~ri)1 and x2,i = (~ri)2.
To derive a field theory for the ABPs from their
Langevin equations (1) and (2), we follow a procedure
that can be seen as a further development of the deriva-
tion presented in Ref. [44]. The main advancements of
the new procedure are an adequate consideration of the
pair-distribution function and an untruncated consider-
ation of orientational order-parameter fields (see below).
We start the derivation by rewriting the Langevin equa-
tions (1) and (2) as the statistically equivalent Smolu-
chowski equation
P˙ =
N∑
i=1
(
(DT4~ri +DR∂2φi)P − ~∇~ri · (v0uˆ(φi)P )
− ~∇~ri · (βDT ~Fint,iP )
)
,
(3)
which describes the time evolution of the many-particle
probability density P ({~ri}, {φi}, t). Here, the symbol
4~ri = ∂2x1,i + ∂2x2,i denotes the Laplacian corresponding
to ~ri. Integrating both sides of the Smoluchowski equa-
tion over all degrees of freedom except for those of one
particle, renaming its coordinates as ~r and φ, and multi-
plying by the particle number N , we obtain an equation
for the time evolution of the orientation-resolved one-
particle density
%(~r, φ, t) = N
( N∏
j=1
j 6=i
∫
R2
d2rj
∫ 2pi
0
dφj
)
P
∣∣∣∣~ri=~r,
φi=φ
. (4)
By using the divergence theorem and neglecting bound-
ary terms, the equation of motion can be written as
%˙ = (DT4~r +DR∂2φ − v0∇~r · uˆ(φ))%+ Iint (5)
3with the interaction term
Iint = βDT ~∇~r ·
(
%(~r, φ, t)
∫
R2
d2r′ U ′2(‖~r − ~r′‖)
~r − ~r′
‖~r − ~r′‖
∫ 2pi
0
dφ′ g(~r, ~r′, φ, φ′, t)%(~r′, φ′, t)
)
.
(6)
Here, we used the shorthand notation U ′2(r) ≡
dU2(r)/dr. The pair-distribution function g(~r, ~r
′, φ, φ′, t)
gives the relation between the two-particle density
%(2)(~r, ~r′, φ, φ′, t) and the one-particle density:
%(2)(~r, ~r′, φ, φ′, t) = g(~r, ~r′, φ, φ′, t)%(~r, φ, t)%(~r′, φ′, t).
(7)
As an approximation, we assume that the pair-
distribution function can be replaced by that for a corre-
sponding homogeneous and stationary system. Using its
translational, rotational, and temporal invariance, we can
substitute g(~r, ~r′, φ, φ′, t) by g(r, ψR−φ, φ′−φ) with the
distance r and the angle ψR defined by the parametriza-
tion ~r′−~r = ruˆ(ψR) (see Fig. 1). Note that for the system
FIG. 1. Absolute and relative positions and orientations of
two active Brownian spheres. The unit vector in x1 direction
is denoted by eˆx1 .
considered here, the latter pair-distribution function has
the symmetry property
g(r, ψR − φ, φ′ − φ) = g(r, φ− ψR, φ− φ′). (8)
In Ref. [44], the pair-distribution function is further sim-
plified by neglecting its dependence on φ′−φ, but we omit
this additional approximation here. Instead, we repre-
sent the pair-distribution function by an exact Fourier
expansion in the angles θ1 = ψR − φ and θ2 = φ′ − φ.
Taking the symmetry property (8) and the fact that g is
real into account, the expansion reads
g(r, θ1, θ2) =
∞∑
k1,k2=−∞
gk1k2(r) cos(k1θ1 + k2θ2) (9)
with the r-dependent expansion coefficients
gk1k2(r) =
∫ 2pi
0
dθ1
∫ 2pi
0
dθ2 g(r, θ1, θ2) cos(k1θ1 + k2θ2)
pi2(1 + δk10)(1 + δk20)
.
(10)
In Ref. [44], this expansion is carried out only up to sec-
ond order in θ1 and zeroth order in θ2, neglecting higher-
order contributions.
Analogously to the orientational expansion of the pair-
distribution function into a Fourier series, we perform
an orientational expansion of the one-particle density
%(~r, φ, t) into Cartesian tensor order-parameter fields
Oi1···in(~r, t) [64, 65]. This exact orthogonal expansion
is given by1
%(~r, φ, t) =
∞∑
n=0
Oi1···in(~r, t)ui1(φ) · · ·uin(φ) (11)
with the Cartesian tensor order-parameter fields
Oi1···in(~r, t) =
∫ 2pi
0
dφUi1···in(φ)%(~r, φ, t) (12)
and the unit-vector elements ui = (uˆ)i. The orientation-
dependent tensors Ui1···in(φ) are defined by the expansion
(11) and given in Ref. [65]. Additionally, we perform the
angular integration in Eq. (6) and an untruncated gradi-
ent expansion [53, 66, 67] to remove the spatial convolu-
tion integral. In the resulting equation, the contributions
corresponding to the time evolutions of the individual
order-parameter fields (12) can be separated by making
use of the orthogonality of the expansion (11).
The described procedure yields the dynamic field equa-
tions
1 From here on, summation over indices appearing twice in a term is implied.
4O˙i1···id =
∞∑
k=0
∫ 2pi
0
dφUi1···id
(
(DT4~r +DR∂2φ − v0∂iui(φ))uj1(φ) · · ·ujk(φ)Oj1···jk(~r, t)
+ ∂l0
( ∞∑
h=0
uf1(φ) · · ·ufh(φ)Of1···fh(~r, t)
∞∑
m=0
1
m!
∞∑
k1,k2=−∞
1
pi2
A(m, k1, k2)
Mabcua((k1 + k2)φ)C(k1)b,l0l1···lm∇l1···lm
∞∑
p=0
C(k2)c,n1···npOn1···np(~r, t)
))
.
(13)
In these field equations, the tensor Mijk = δijδk1 +
δikδj1−δjkδi1 as well as the operator ∇i1···im = ∂i1 · · · ∂im
with ∂i ≡ ∂/∂xi and xi = (~r)i are introduced to make the
notation more compact. Furthermore, Eq. (13) contains
the radial coefficients
A(m, k1, k2) = −pi2βDT
∫ ∞
0
dr rm+1U ′2(r)gk1k2(r) (14)
with the symmetry property A(m, k1, k2) =
A(m,−k1,−k2) and the circular coefficient tensors
C(k)i,j1···jm =
∫ 2pi
0
dφui(kφ)uj1(φ) · · ·ujm(φ) (15)
with the property C(k)i,j1···jm = 0 ∀ k > m. Equation (13)
describes the time evolution of the orientational order-
parameter fields (12) and constitutes our general field
theory, which is the central result of this work.
To calculate specific values of the coefficients (14),
the pair-interaction potential U2(r) must be specified
and sufficient knowledge about the functions gk1k2(r) is
needed as input. It is not necessary to know the full
functions gk1k2(r). Since they appear only in a prod-
uct with the interaction force −U ′2(r), it is sufficient
to know the course of these functions for all r where
−U ′2(r) is considerably large. In the existing simulation
studies on systems of active Brownian spheres, a Weeks-
Chandler-Andersen potential is usually considered. For
this choice of U2(r), an analytic representation of the
function −U ′2(r)g(r, θ1, θ2) can be found in Ref. [63]. We
use this representation in section IV B further below.
B. Approximations
The general field equations (13) contain order-
parameter fields (see indices k, h, and p) and deriva-
tives (see index m) up to infinite order. To obtain a
finite model that is easier to analyze and apply, Eqs.
(13) can be approximated by truncating the summation
over these indices at the desired orders and thus limit-
ing the maximal order of the order-parameter fields and
derivatives. In this way, the field theory (13) constitutes
a general framework that provides various special models
for particular applications. Usually, one would truncate
the order-parameter fields at zeroth to second order and
the derivatives at second to sixth order.
The first three of the orientational order-parameter
fields (12) are well known from liquid crystal theory [68].
They are the scalar density field ρ(~r, t), which describes
the local number density of the particles,2 the polariza-
tion vector field Pi(~r, t), which describes the local mean
particle orientation and amount of alignment, and the
symmetric and traceless nematic tensor field Qij(~r, t),
which describes the preferred orientation and amount of
local parallel or anti-parallel alignment. As is usual in
local field theories for liquid crystals, we restrict our ori-
entational expansion to these order-parameter fields in
the following. This implies a second-order approxima-
tion of the one-particle density:
%(~r, φ, t) ≈ ρ(~r, t) + Pi(~r, t)ui(φ) +Qij(~r, t)ui(φ)uj(φ).
(16)
The order-parameter fields ρ, Pi, andQij can be obtained
from the one-particle density % by
ρ(~r, t) =
1
2pi
∫ 2pi
0
dφ %(~r, φ, t), (17)
Pi(~r, t) = 1
pi
∫ 2pi
0
dφui%(~r, φ, t), (18)
Qij(~r, t) = 2
pi
∫ 2pi
0
dφ
(
uiuj − 1
2
δij
)
%(~r, φ, t), (19)
which allows to identify the tensors Ui1···in(φ) corre-
sponding to the chosen order-parameter fields.
When truncating the derivatives at second order, the
resulting model is able to describe the enhanced mobility
of the ABPs and the onset of instabilities. This is suffi-
cient to obtain, e.g., the spinodal for MIPS [35, 44, 49].
To describe not only the onset of structure formation like
MIPS, but also the emerging patterns and their time evo-
lution, a model of fourth order in derivatives is required
[31, 39, 40]. When the model includes derivatives up to
sixth order, it is even able to describe crystallization of
ABPs and the particle-resolved lattice structures [54–58].
It is reasonable to truncate the derivatives at an even or-
der, since otherwise terms that include only ∂i and ρ but
not Pi or Qij could not contribute to the dynamic equa-
tion of ρ at the highest considered order in derivatives.
2 The actual particle number density or number concentration of
the ABPs is given by 2piρ(~r, t).
5Reducing the general field theory (13) to equations
that are of second order in the order-parameter fields
and of sixth order in the derivatives leads to a still rather
complicated model that is accompanied by a number of
exceptionally long equations. Therefore, we further sim-
plify the equations by performing an additional approxi-
mation that is known as quasi-stationary approximation
(QSA) [24, 44]. This approximation makes use of the fact
that the density ρ is a conserved quantity, whereas the or-
der parameters Pi and Qij are not. Since the relaxation
time of a conserved quantity is typically much larger than
that of a nonconserved one, the dynamics described by
the model is considered on the typical time scale of the
density ρ, where Pi and Qij can be considered as relax-
ing instantaneously. This leads to constitutive equations
for Pi and Qij . Keeping the maximal order in deriva-
tives of the equations for ρ, Pi, and Qij fixed, a recursive
application of the constitutive equations results in a dy-
namic equation for ρ and explicit equations for Pi and
Qij that involve only ρ and its derivatives. This pro-
cedure (see Refs. [24, 44] for details) thus reduces the
initially three coupled and time-dependent partial dif-
ferential equations for ρ, Pi, and Qij with these three
order-parameter fields as unknown functions to only one
partial differential equation for ρ with ρ as the only re-
maining unknown function. In this way, the complexity
of the model is strongly reduced.
When the model obtained by these approximations still
involves too many terms, one can consider the combined
order in the derivatives ∂i and density ρ of each term
and discard all terms whose combined order exceeds a
certain maximum value. In the present work, we define
the combined order as the sum of the order in ∂i and the
order in ρ, but in principle one could also assign different
weights to ∂i and ρ. Using our way of counting orders,
the truncation of the combined order constitutes a low-
density approximation.
We stress that the approximations described in this
section are not necessary. They could be weakened or
completely omitted when a more accurate and complex
model is wanted.
III. SPECIAL CASES AND COMPARISON
WITH OTHER FIELD THEORIES
In this section, we present and discuss three special
models obtained by applying the aforementioned approx-
imations to Eq. (13). For each model, we included the
order-parameter fields ρ, Pi, and Qij and performed a
QSA. In the first and second model, we considered deriva-
tives up to second and fourth order, respectively, without
an additional limitation of the combined order. As a full
model of sixth order in derivatives would be too compli-
cated to be presented here, we show a model with a max-
imal combined order of seven as a third special model.
The models consist of the continuity equation
ρ˙ = ∂iJi (20)
for the conserved density ρ, where Ji is a model-
dependent current, and explicit constitutive equations for
the nonconserved polarization Pi and nematic tensorQij .
While we present the equations for ρ completely, in the
equations for Pi and Qij terms of the highest one and
two orders in derivatives, respectively, that are consid-
ered in the equation for ρ are not shown. The reason for
this is that within the QSA these terms do not contribute
to the given equation for ρ, since in the scalar continuity
equation Pi and Qij are always accompanied by one and
two derivatives, respectively.
We compare our special models with various popular
models from the literature and show that, when consid-
ering a one-component system of ABPs in two spatial
dimensions, those models can be identified as limiting
cases of ours.3 Not included in the comparison are the
models from Refs. [59, 60], since they consider systems
that are inherently different from the one the present ar-
ticle is based on. In the work [60], the flow field of a
ABP suspension is explicitly considered, and in the work
[59], an explicit particle-field representation is used over
which, e.g., the particle interactions are defined.
A. 2nd-order-derivatives model
Our first special model, which contains derivatives up
to second order, is given by the density current
Ji = D(ρ)∂iρ (21)
with the density-dependent diffusion coefficient
D(ρ) = DT + 2A(1, 0, 0)ρ
+
1
2DR
(v0 − 4(A(0, 1, 0) +A(0, 1,−1))ρ)
(v0 − 8A(0, 1, 0)ρ)
(22)
and the constitutive equations
Pi = −v0 − 8A(0, 1, 0)ρ
DR
∂iρ (23)
and
Qij = 0. (24)
It is the model with the lowest nontrivial order in deriva-
tives that constitutes a special case of our general theory.
Other models of this order in derivatives have previ-
ously been proposed in Refs. [24, 35, 44]. The model
given by Eqs. (19) and (20) in Ref. [35] is obtained
3 Some models from the literature consider more general systems
that include, e.g., mixtures of different types of ABPs, run-and-
tumble motion, and three spatial dimensions. These models arise
as limiting cases of our models not in general, but when focusing
on the ABP system considered in the present article.
6from our Eqs. (20)-(23) when we neglect the coefficient
A(1, 0, 0), which originates from the gradient expansion,
as well as the coefficient A(0, 1,−1), which is related
to the last argument of the pair-distribution function
g(r, ψR − φ, φ′ − φ) and vanishes when that dependence
is ignored. The parameter ζ in the model of Ref. [35] can
be related to our coefficients by ζ = 4A(0, 1, 0). When
we consider the model given by Eqs. (7)-(9) in Ref. [24]
and set the number of spatial dimensions to d = 2 as
well as the run-and-tumble rate to α = 0 so that the
system studied in Ref. [24] corresponds to our ABP sys-
tem, their model becomes similar to ours. Equivalence
of both models is reached when we identify the phe-
nomenological propulsion speed v(ρ) occurring in their
model as v(ρ) = v0 − 4A(0, 1, 0)ρ (see section IV A for
details). In the model given by Eqs. (15), (16), (B16),
and (B17) in Ref. [44], we consider the one-component
case (see Eq. (51) in Ref. [44]). A comparison with our
model shows that their model follows from ours when we
neglect the coefficient A(0, 1,−1) and that their coeffi-
cients are related to ours by a
(AA)
0 = A(0, 1, 0)/6 and
a
(AA)
1 = 4A(1, 0, 0).
Note that the notation of the present work in similar
to that of Ref. [24], but slightly different from that of
Refs. [35, 44]. In the latter references, the density field
is defined with an additional factor of 2pi so that it is
equivalent to 2piρ in our notation. Furthermore, Ref. [35]
defines the polarization field with an additional factor of
pi so that it is equivalent to piPi in our notation.
B. 4th-order-derivatives model
The second special model contains derivatives up to
fourth order and is given by the density current
Ji = (α1 + α2ρ+ α3ρ
2)∂iρ
+ (α4 + α5ρ+ α6ρ
2 + α7ρ
3 + α8ρ
4)∂i4ρ
+ (α9 + α10ρ+ α11ρ
2 + α12ρ
3)(4ρ)∂iρ
+ (α13 + α14ρ+ α15ρ
2 + α16ρ
3)(∂jρ)∂i∂jρ
+ (α17 + α18ρ+ α19ρ
2)(∂jρ)(∂jρ)∂iρ
(25)
and the constitutive equations
Pi = (β1 + β2ρ)∂iρ
+ (β3 + β4ρ+ β5ρ
2 + β6ρ
3)∂i4ρ
+ (β7 + β8ρ+ β9ρ
2)(4ρ)∂iρ
+ (β10 + β11ρ+ β12ρ
2)(∂jρ)∂i∂jρ
+ (β13 + β14ρ)(∂jρ)(∂jρ)∂iρ
(26)
and
Qij = (γ1 + γ2ρ+ γ3ρ2)(2∂i∂jρ+ δij4ρ)
+ (γ2 + 2γ3ρ)(−2(∂iρ)∂jρ+ δij(∂kρ)∂kρ),
(27)
where explicit expressions for the coefficients α1, . . . , α19,
β1, . . . , β14, as well as γ1, γ2, and γ3 are given in the
Appendix. This 4th-order-derivatives model is the first
model presented here, where the nematic tensor Qij con-
tributes to the dynamics of the density ρ. Setting all
coefficients but α1, α2, α3, β1, and β2 to zero yields the
2nd-order-derivatives model (20)-(24) presented in the
previous section.
We compare the 4th-order-derivatives model with the
models proposed in Refs. [31, 38, 40], which provide an
equation only for the density field. In the phenomeno-
logical model given by Eqs. (10)-(13) in Ref. [38], we
neglect the term µrep, which was originally inserted into
the model to mimic excluded-volume interactions, and
the stochastic term with the noise vector ~Λ, since both
of these contributions cannot exist in our predictive de-
terministic model. The term µrep yields a contribution
proportional to ρ5∂iρ to the current Ji being incompat-
ible with our gradient expansion of the interaction term
for a homogeneous system, which gives only terms where
the order in ρ is up to one higher than the order in ∂i.
After the two neglections, the model from Ref. [38] can be
identified as a limiting case of our 4th-order-derivatives
model. Their model is then obtained from ours, when
we set α4, α9, α13, . . . , α19 = 0, β1, . . . , β14 = 0, and
γ1, γ2, γ3 = 0, assume the relations stated in table I be-
tween their coefficients and ours, and perform a nondi-
mensionalization of our model.
TABLE I. Relations of the coefficients from the model given
by Eqs. (10)-(13) in Ref. [38] and the 4th-order-derivatives
model given by Eqs. (20) and (25)-(27) in the present work.
The symbols k0 and ρ0 denote parameters of the model from
Ref. [38], the characteristic length q0 and the characteristic
time t0 stem from the nondimensionalization underlying this
model, and αi, βi, and γi are coefficients of our model.
Relations of the coefficients Corresp. term in the
model from Ref. [38]
1 =
q20
t0
α1 = −ρ0 q
2
0
3t0
α2 = ρ
2
0
q20
2t0
α3 ∂iρ
k0 = −ρ0 q
4
0
t0
α5 = ρ
2
0
q40
3t0
α6 = −ρ30 q
4
0
3t0
α7
= ρ40
q40
t0
α8
ρ∂i4ρ
k0 = ρ0
q40
t0
α10 = −ρ20 q
4
0
2t0
α11 = ρ
3
0
q40
t0
α12 (4ρ)∂iρ
α4, α9, α13, . . . , α19 = 0 –
β1, . . . , β14 = 0 –
γ1, γ2, γ3 = 0 –
Also the models AMB and AMB+ from Refs.
[31, 40] can be identified as limiting cases of our
4th-order-derivatives model. AMB+, which is given
by Eqs. (3), (5), and (6) in Ref. [31], can be
obtained from our 4th-order-derivatives model by
setting α2, α5, α7, α8, α10, α11, α12, α14, . . . , α19 = 0,
β1, . . . , β14 = 0, and γ1, γ2, γ3 = 0, assuming the rela-
tions given in table II, and performing a nondimension-
alization. In the course of this nondimensionalization, a
dimensionless density field φ = cφ(ρ − ρ) is introduced,
where the constant cφ accounts for the nondimension-
7TABLE II. The same as in table I, but now for the model
AMB+ given by Eqs. (3), (5), and (6) in Ref. [31] with its
parameters a, b,K0,K1, λ, ζ, cφ, ρ, and M .
Relations of the coefficients Corresp. term in the
model from Ref. [31]
a = q20
α1−ρ2α2
t0M
∂iρ
b =
q20α2
3t0c
2
φ
M
∂i(ρ
3)
K0 = −q40 α4+ρα5t0M ∂i4ρ
K1 = − q
4
0α5
2t0cφM
ρ∂i4ρ, (∂i∂jρ)∂jρ
λ = q40
α13−2α5
2t0cφM
(∂i∂jρ)∂jρ
ζ =
q40α9
t0cφM
(4ρ)∂iρ
α2, α5, α7, α8, α10, α11,
α12, α14, . . . , α19 = 0
–
β1, . . . , β14 = 0 –
γ1, γ2, γ3 = 0 –
ality of φ and ρ is a reference density. In AMB and
AMB+, this reference density is chosen to be the mean-
field critical-point density [31, 40]. The mobility M in
AMB+ is considered as a constant in Ref. [31] to keep the
model relatively simple, but in general it could depend
on the density ρ and its derivatives. In the 4th-order-
derivatives model of the present work, in contrast, effec-
tively no fixed mobility is assumed. The model AMB,
which is given by Eqs. (1)-(3) in Ref. [40], constitutes a
limiting case of the more general model AMB+. It is ob-
tained from AMB+ and from our 4th-order-derivatives
model for ζ = 0 and α9 = 0, respectively.
C. 7th-order low-density model
The third model considers terms up to a combined or-
der of seven. It is given by the density current
Ji = (α1 + α2ρ+ α3ρ
2)∂iρ+ (α4 + α5ρ+ α6ρ
2)∂i4ρ
+ (α9 + α10ρ)(4ρ)∂iρ+ (α13 + α14ρ)(∂i∂jρ)∂jρ
+ α17(∂jρ)(∂jρ)∂iρ+ 142∂iρ (28)
with the coefficient
1 =
v20
512D3R
(
16DT +
v20
DR
)2
+
DTv
4
0
128D4R
(29)
and the constitutive equations
Pi = (β1 + β2ρ)∂iρ+ (β3 + β4ρ+ β5ρ2)∂i4ρ
+ (β7 + β8ρ)(4ρ)∂iρ+ (β10 + β11ρ)(∂i∂jρ)∂jρ
+ β13(∂jρ)(∂jρ)∂iρ− 1 2
v0
42∂iρ (30)
and
Qij = (γ1 + γ2ρ)(2∂i∂jρ+ δij4ρ)
+ γ2(−2(∂iρ)∂jρ+ δij(∂kρ)∂kρ). (31)
Equations (28)-(31) are a reduced version of the corre-
sponding equations from the 4th-order-derivatives model,
but with an additional term ∝ 42∂iρ in Eqs. (28) and
(30).
Since the inclusion of terms with derivatives up to sixth
order is necessary for describing crystals at a particle-
resolving length scale, PFC models have typically a com-
bined order of seven. While PFC models are usually
derived for systems of passive particles, there exist some
“active PFC models” that describe two-dimensional crys-
tals of ABPs [54–58]. We will therefore compare these
models, which are given by dynamic equations for a
rescaled density ψ and polarization P0i , with our 7th-
order low-density model.
The original active PFC model was first proposed in
Ref. [54], studied in more detail in Refs. [55, 69], modified
in Ref. [56], and extended in Refs. [57, 58]. Its dynamic
equation for P0i contains a Toner-Tu term ∝ P2Pi [70],
which, depending on the sign of the term’s prefactor, en-
courages or discourages aligned motion. Such an align-
ment of the particle motion is, however, not included in
the Langevin equations (1) and (2) of the present work.
Furthermore, this term is neglected in all Refs. [54–58],
either directly [57] or during the respective work [54–
56, 58]. Therefore, we exclude this term from our follow-
ing comparison. Applying a QSA to the original active
PFC model, which is given by Eqs. (1)-(4) in Ref. [54]
and by Eqs. (12) and (13) in Ref. [55], one obtains the
dimensionless conservation equation
t0ψ˙ = q0∂iJ
ψ
i (32)
with the dimensionless density current
Jψi = (δ1 + δ2ψ + δ3ψ
2)q0∂iψ + δ4q
3
04∂iψ + δ5q5042∂iψ
(33)
and the constitutive equation for the dimensionless po-
larization vector
P0i = −
τRv˜0
C1
q0∂iψ − τ
2
Rv˜0
C1
q30∂i4ψ −
τ3Rv˜0
C1
q50∂i42ψ.
(34)
Here, q0 is the characteristic length and t0 is the char-
acteristic time used for the nondimensionalization of the
model. The coefficients δ1, . . . , δ5 are given by
δ1 = 1 + + 3ψ
2
+
τRv˜0
C1
, (35)
δ2 = 6ψ, (36)
δ3 = 3, (37)
δ4 = 2 +
τ2Rv˜
2
0
C1
, (38)
δ5 = 1 +
τ3Rv˜
2
0
C1
, (39)
where τR = 1/D˜R is a dimensionless rotational relaxation
time, D˜R, v˜0, C1, and  are parameters of the PFC model
8[55], and an overbar denotes a spatial average. In the
case of the parameters DR and v0, which occur with the
same symbols but different scalings in the PFC model
and our models, we inserted a tilde about the parame-
ters from the PFC model to distinguish them from our
corresponding parameters. Equations (32)-(34) have to
be rescaled if one wants to obtain predictive relations for
their phenomenological parameters. The rescaling rules
read [55]
ψ = cψ(ρ− ρ), (40)
P0i =
cψ√
2
Pi (41)
with the constant cψ =
√
u/(λq40) and the reference den-
sity ρ, where u and λ are further parameters of the PFC
model [55].
When comparing Eqs. (33) and (34) with Eqs.
(28), (30), and (31), we find that the former equa-
tions are obtained from our 7th-order low-density
model, when setting α5, α6, α9, α10, α13, α14, α17 = 0,
β2, β4, β5, β7, β8, β10, β11, β13 = 0, as well as γ1, γ2 = 0
and assuming the relations
cψ =
√
t0α3
3q20
, (42)
τR =
β3
q20β1
, (43)
v˜0 =
√
2β1(q
6
0 − t01)
q0β23
, (44)
C1 = −2(q
6
0 − t01)
q20β1β3
, (45)
 = −1 + t0α1
q20
+
β1√
2q0
. (46)
Note that these relations are not unique, since a com-
parison of Eqs. (33) and (34) with Eqs. (28), (30), and
(31) leads to an overdetermined system of equations for
cψ, τR, v˜0, C1, and .
In Eqs. (2)-(4) of Ref. [56], a phenomenologically mod-
ified version of the active PFC model is proposed, which
uses additional contributions known from the vacancy
PFC model [71–73] to penalize negative values of the or-
der parameter ψ that describes the spatial density vari-
ation and thus to support an interpretation of density
peaks as individual particles. Assuming ψ 6= 0 and per-
forming a QSA for this model, we obtain the dimension-
less density current
Jψi = (δ1 + δ2ψ + δ3ψ
2)q0∂iψ + (δ4 + λ1ψ)q
3
04∂iψ
+ (δ5 + λ2ψ)q
5
042∂iψ (47)
and the constitutive equation for the dimensionless po-
larization vector
P0i = −v˜0cPq0∂iψ − v˜0α˜2c2Pq304∂iψ − v˜0α˜22c3Pq5042∂iψ.
(48)
The coefficients δ1, . . . , δ5, λ1, and λ2 are now given by
δ1 = M0(r + 1), (49)
δ2 = 12M0HΘ(−ψ) + v˜20cP , (50)
δ3 = 3M0, (51)
δ4 = 2M0, (52)
δ5 = M0, (53)
λ1 = v˜
2
0α˜2c
2
P , (54)
λ2 = v˜
2
0α˜
2
2c
3
P (55)
with the abbreviating notation cP = 1/(α˜4 + βΘ(−ψ)),
the parameters v˜0, α˜2, α˜4,M0, r,H, and β of the model
from Ref. [56], and the Heaviside function Θ(x). Again,
the characteristic length q0 is associated with the nondi-
mensionalization of the model and a tilde is used to dis-
tinguish otherwise similar symbols with different mean-
ings. To compare with our 7th-order low-density model,
one has to consider the rescaling rules
ψ = cψ(ρ− ρ), (56)
P0i = c0Pi, (57)
where cψ and ρ are as before and c0 accounts for the
nondimensionality of P0i .
The terms proportional to λ1 and λ2 in Eq. (47) have
no counterparts in Eqs. (33) and (34). In our 7th-order
low-density model, only the term proportional to λ2 is
not present. The reason for the absence of this term is
that, according to the way of counting orders in this sec-
tion, this term is of 8th order. When the low-density
model is truncated at 8th or higher order, a correspond-
ing term is included. The Heaviside functions, which
occur in the coefficients δ2, λ1, and λ2 and aim at pe-
nalizing negative values of ψ, are incompatible with both
the model given by Eqs. (32)-(34) and the 7th-order low-
density model. Albeit the model given by Eqs. (32),
(47), and (48) being no special case of the 7th-order low-
density model, relations between the phenomenological
parameters of the former model and our predictive coef-
ficients can be established by comparing the prefactors of
the terms that occur in both models. This gives, among
others, the relations
cψ =
√
q40α3
31 + 3q20ρα4
, (58)
cP =
√
3c40β
2
1β
2
3(1 + q
2
0ρα5)
q40t
2
0α3α
2
5
, (59)
v˜0 = − t0α5
c0q0β3
, (60)
α˜2 =
√
t20α3α
2
5
3c40β
4
1(1 + q
2
0ρα5)
, (61)
M0 =
t0(1 + q
2
0ρα5)
q60
, (62)
9r = −1 + q
2
0ρα5 − q40(α1 + ρα2)
1 + q20ρα5
, (63)
H =
β3(α2 + ρα3)− α5β1
4α3β3
√
q40α3
31 + 3q20ρα5
for ψ < 0.
(64)
Equations (2)-(6) in Ref. [57] constitute a phenomeno-
logical extension of the model from Ref. [56] towards mix-
tures. In the limiting case of a one-component system, as
it is considered in the present work, the model from Ref.
[57] reduces to that from Ref. [56]. The model given by
Eqs. (5)-(12) in Ref. [58] is an extension of the traditional
active PFC model [54, 55] from a planar system towards
one on a sphere. It contains special differential operators
that are defined on a spherical manifold and reduces to
the traditional active PFC model in the limiting case of
a vanishing local curvature.
IV. APPLICATIONS
The general field theory and special models derived in
section II can be applied to a large number of problems.
In this section, we derive the density-dependent mean
swimming speed of the particles and show that its behav-
ior is in good agreement with expectations and previous
results from the literature. As a further application, we
analyze the 2nd-order-derivatives model to predict the
onset of MIPS.
A. Density-dependent swimming speed
The motion of ABPs is typically slowed down by in-
teractions of the particles so that their mean swimming
speed v depends on the local density ρ and is smaller
than the bare propulsion speed v0. Examples for inter-
actions that reduce v are steric repulsions [74] and more
complicated interactions via, e.g., quorum sensing [75]
and visual perception [76]. The dependence of the mean
swimming speed v on the density ρ is of considerable in-
terest, since it helps to characterize a system of ABPs. In
particular, a sufficiently steep decrease of v for growing
ρ is known to indicate the emergence of MIPS [21, 24].
The mean swimming speed v can depend also on the
derivatives of the density ρ. In general, it is a functional
v[ρ] of ρ. To calculate v[ρ], one can write the right-hand
side of Eq. (5) as the sum of a convective contribution
and a diffusive remainder. Writing the convective contri-
bution as −~∇ · (v[ρ]uˆ(φ)%(~r, φ, t)) then allows to identify
the expression for v[ρ]. Applying to this expression the
same approximations and expansions as in section II A as
well as a QSA, to zeroth order in derivatives we obtain
the density-dependent swimming speed
v(ρ) = v0 − 4A(0, 1, 0)ρ. (65)
The predicted linear decrease of v(ρ) is in very good
agreement with previous results of simulations [34, 38, 74]
and analytic considerations [24, 34, 35, 38, 39, 44, 77, 78]
from the literature. By a comparison of the equations for
v(ρ) proposed in Refs. [24, 34, 35, 39, 77] with Eq. (65),
their estimated threshold density ρ0 [24] and phenomeno-
logical parameters λ [34] and ζ [35, 39, 77] can be iden-
tified as ρ0 = v0/(4A(0, 1, 0)) and λ, ζ = 4A(0, 1, 0). In
Ref. [74, 78], a similar linear dependence of v(ρ) on ρ was
found for a system of ABPs in three spatial dimensions.
Reference [79] considers a system of reproducing bacte-
ria and uses the function v(ρ) = v0e
−cρρ for the density-
dependent swimming speed. This is a nonlinear function,
but it reduces to Eq. (65) in the low-density limit, where
the constant cρ can be identified as cρ = 4A(0, 1, 0)/v0.
B. Predictions for motility-induced phase
separation
To predict the onset of MIPS as a function of the activ-
ity and mean density of the ABPs, it is sufficient to con-
sider our 2nd-order-derivatives model from section III A
and to perform a linear stability analysis. For models of
this structure, the stability analysis leads to the spinodal
condition [24, 35, 39, 44]
D(ρ) = 0, (66)
where the density-dependent diffusion coefficient D(ρ) is
here given by Eq. (22). This condition contains the three
coefficients A(1, 0, 0), A(0, 1,−1), and A(0, 1, 0) and gen-
eralizes previously derived spinodal conditions from the
literature. When neglecting the coefficients A(1, 0, 0) and
A(0, 1,−1), Eq. (66) reduces to the spinodal condition
from Ref. [35], and neglecting only A(0, 1,−1) gives the
spinodal condition for a one-component system of ABPs
from Ref. [44].
For the remainder of this section, we specify the pair-
interaction potential U2(r) as the purely repulsive Weeks-
Chandler-Anderson potential
U2(r) =
{
4
((
σ
r
)12 − (σr )6)+ , if r < 2 16σ,
0, else,
(67)
where σ denotes the effective diameter of the particles
and  determines the interaction strength. This choice
for the interaction potential suits well the behavior of
ABPs [36] and is in line with the most studies on ABPs
that are related to the present work. Another advantage
of this choice is the fact that for the Weeks-Chandler-
Anderson potential an analytic representation of the pair-
distribution function of ABPs in two spatial dimensions is
available [63]. Using this representation, concrete values
for the coefficients A(1, 0, 0), A(0, 1,−1), and A(0, 1, 0)
can be calculated. They are approximately given by
A(0, 1, 0) = 5.88, (68)
A(0, 1,−1) = −0.037− 2.16Φ, (69)
A(1, 0, 0) = 6.08 + 2.93e2.87Φ (70)
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as functions of the mean packing density Φ = ρσ2pi2/2
of the ABPs in the system. With these functions and us-
ing the relation DR = 3DT /σ
2, which holds for spherical
particles, we can plot our prediction (66) for the spin-
odal as a function of the Pe´clet number Pe = v0σ/DT
and the packing density Φ. In Fig. 2, this spinodal con-
dition is shown together with earlier spinodal conditions
from Ref. [35] (with our values for the coefficients) and
from Ref. [44] (with their values for the coefficients4).
For comparison, also results of Brownian dynamics sim-
predicted spinodal
Wittkowski et al. (2017)
Bialké et al.
(2013)
homogeneous
clusters
Siebert et al. (2018)
predicted critical point
Pe
FIG. 2. State diagram showing particle-based simulation data
for the characteristic length Lc from Ref. [63] and theoretical
predictions for the spinodal from Refs. [35, 44] and from the
spinodal condition (66) as a function of Pe´clet number Pe
and packing density Φ. High Lc/σ correspond to clusters
whereas low Lc/σ mean that the system is in a homogeneous
state. An estimate for the critical point from Ref. [62] and the
critical point calculated from Eq. (66) are shown as well. The
random-close-packing density Φrcp ≈ 0.82 of hard spheres in
two spatial dimensions [80] is marked.
ulations for the state diagram of the considered system
of ABPs from Ref. [63] are shown. In these simulations,
the Pe´clet number Pe was varied via the diffusion coef-
ficient DT = σ
2/τLJ with the Lennard-Jones time scale
τLJ = σ
2/(βDT ), whereas the bare propulsion speed
v0 was kept at v0 = 24σ/τLJ . A comparison of the an-
alytic predictions for the spinodal and the actual state
diagram shows that our spinodal condition (66) is in
very good agreement with the simulation results. In-
4 In Ref. [44], the spinodal condition contains the coefficients
a
(AA)
0 = 0.86 and a
(AA)
1 = 24.94 + 11.30e
2.62Φ. When we make
use of the results of section III A and of Eqs. (68)-(70), we find
the slightly different values a
(AA)
0 = A(0, 1, 0)/6 = 0.98 and
a
(AA)
1 = 4A(1, 0, 0) = 24.33 + 11.67e
2.87Φ for these coefficients.
terestingly, this agreement is very good even for pack-
ing densities Φ above the random-close-packing density
Φrcp ≈ 0.82 of hard spheres in two spatial dimensions
[80]. Moreover, the agreement is much better than for the
earlier spinodal conditions from the literature. Figure 2
shows also the critical point (Pec ≈ 41.5,Φc ≈ 0.588)
that results from the spinodal condition (66) and the
estimate (Pec = 40,Φc = 0.597) for the critical point
recently proposed in Ref. [62]. Remarkably, these two
results are in excellent agreement. The minor difference
of both points is within their numerical inaccuracy.
V. CONCLUSIONS
Using the Smoluchowski framework and an explicit
coarse-graining, we derived a highly accurate and pre-
dictive local field theory for spherical ABPs in the plane.
An important feature of our field theory is its high gen-
erality. It allowed to identify various popular models for
ABPs from the literature, including AMB [40] and its re-
cent extension AMB+ [31], as limiting cases of the gen-
eral field theory and thus to obtain explicit expressions
for the coefficients occurring in these models. Especially
for phenomenological models such a linkage of their so
far unspecified coefficients to the microscopic parameters
of the system constitutes an important progress. Along-
side the general field theory, we presented reduced models
that are easier to apply. To demonstrate specific applica-
tions of the field theory, we derived an expression for the
density-dependent mean swimming speed of interacting
ABPs and an expression describing the spinodal corre-
sponding to the onset of MIPS. In both cases, we found
an excellent agreement of our analytical results with cor-
responding data from simulations and experiments de-
scribed in the literature. This agreement was in particu-
lar better than for other analytical predictions published
earlier.
The general field theory and reduced models presented
in this article can be applied to study a lot of further far-
from-equilibrium effects of ABPs. For example, a more
detailed analysis of the 4th-order-derivatives model could
reveal effects that are described by its terms of high order
in the density, which are not included in AMB+ and
the 7th-order low-density model. The latter model could
be used to study active solidification and crystallization
of ABPs more closely. Comparing the large number of
articles focusing on fluid states of active matter with the
few publications on solid states of active particles, we
can expect that in solid states of ABPs there are many
fascinating effects still to discover. Our reduced models
could also be used for investigating active crystals on
curved manifolds like a sphere [58]. Since their dynamic
equations for the density field include only a scalar order-
parameter field, the differential operators in the models
could be straightforwardly adapted to a particular curved
manifold, whereas this would be much more challenging
when vectorial or higher-order tensorial order-parameter
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fields are involved [58].
Furthermore, the reduced models presented here could
be extended. The accuracy of these models could be fur-
ther increased, e.g., by omitting the QSA and using a
model with dynamic equations for all considered orien-
tational order-parameter fields. Finally, the general field
theory could be extended towards systems of higher com-
plexity. Important examples that should be addressed in
the near future are extensions towards mixtures of ac-
tive and passive particles [44, 57, 81], nonspherical ABPs
[51, 82] and active liquid crystals [83–85], as well as sys-
tems with three spatial dimensions. In the last case, one
could use the recently obtained analytical representation
for the pair-distribution function of ABPs in three spa-
tial dimensions [86] to derive the extended field theory,
which would be highly useful as it is known that phase
transitions in active matter can strongly depend on the
system’s dimensionality [74].
ACKNOWLEDGMENTS
R.W. is funded by the Deutsche Forschungsgemein-
schaft (DFG, German Research Foundation) – WI
4170/3-1.
Appendix A: Coefficients for the
4th-order-derivatives model
In this appendix, explicit expressions for the coeffi-
cients occurring in Eqs. (25)-(27) are presented. To sim-
plify these expressions, we introduce the rotational relax-
ation time τ = 1/DR.
The coefficients in Eq. (25) are given by
α1 = DT +
1
2
τv20 , (A1)
α2 = −2τv0(A(0, 1,−1) + 3A(0, 1, 0)) + 2A(1, 0, 0),
(A2)
α3 = 16τA(0, 1, 0)(A(0, 1,−1) +A(0, 1, 0)), (A3)
α4 =
1
32
τ2v20(16DT + τv
2
0), (A4)
α5 =
1
8
(−16DTτ2v0(A(0, 1,−1) + 3A(0, 1, 0))
+ τv0(τv0(−τv0(A(0, 1,−1) + 5A(0, 1, 0)
+A(0, 1, 1)) + 4A(1, 0,−1) + 4A(1, 0, 1)
+A(1, 2,−2) + 4A(1, 2,−1) +A(1, 2, 0))
− 6A(2, 1,−1)− 6A(2, 1, 0)) + 2A(3, 0, 0)),
(A5)
α6 =
1
2
τ(32DTτA(0, 1, 0)(A(0, 1,−1) +A(0, 1, 0))
+ τ2v20(A(0, 1,−1)(4A(0, 1, 0) +A(0, 1, 1))
+A(0, 1, 0)(9A(0, 1, 0) + 4A(0, 1, 1)))
− τv0(A(0, 1, 1)A(1, 2,−2) +A(0, 1,−1)
(4A(1, 0,−1) + 4A(1, 0, 1) + 4A(1, 2,−1)
+A(1, 2, 0)) +A(0, 1, 0)(3(4A(1, 0,−1)
+ 4A(1, 0, 1) +A(1, 2,−2) + 4A(1, 2,−1))
+ 2A(1, 2, 0))) +A(1, 2,−2)A(1, 2, 0)
+ 12A(0, 1, 0)A(2, 1,−1) + 6(A(0, 1,−1)
+A(0, 1, 0))A(2, 1, 0)),
(A6)
α7 = −2τ2A(0, 1, 0)(τv0(A(0, 1,−1)(5A(0, 1, 0)
+ 3A(0, 1, 1)) +A(0, 1, 0)(7A(0, 1, 0)
(A(1, 0,−1) + 5A(0, 1, 1))− 8A(0, 1,−1)
− 8A(0, 1, 0) +A(1, 0, 1))− 2A(1, 2,−2)
(A(0, 1, 0) +A(0, 1, 1))− 8A(1, 2,−1)
(A(0, 1,−1) +A(0, 1, 0))−A(1, 2, 0)
(A(0, 1,−1) +A(0, 1, 0)))),
(A7)
α8 = 16τ
3A(0, 1, 0)2(A(0, 1,−1) +A(0, 1, 0))
(A(0, 1, 0) +A(0, 1, 1)),
(A8)
α9 = −1
4
τv0(16DTτA(0, 1, 0) + 2A(2, 1, 0)
+ τ2v20(4A(0, 1,−1) +A(0, 1, 0))
− 4τv0(A(1, 0, 0) +A(1, 2,−1))),
(A9)
α10 =
1
2
τ(4A(0, 1, 0)(8DTτ(A(0, 1,−1) +A(0, 1, 0))
+ 3A(2, 1,−1)) + τ2v20(8A(0, 1,−1)2
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(A10)
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(A12)
12
α13 = −1
2
τv0(16DTτA(0, 1, 0) + 2A(2, 1, 0)
+ τ2v20(2A(0, 1,−1) + 2A(0, 1, 0)
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(A13)
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+ 4A(1, 0, 0) + 6A(1, 0, 1) + 4A(1, 2,−1)
+ 5A(1, 2, 0))− 2(A(0, 1, 1)(A(1, 2,−2)
+A(1, 2, 0)) +A(0, 1, 0)(5A(1, 0,−1)
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(A15)
α16 = 32τ
3A(0, 1, 0)2(8A(0, 1,−1)2 + 11A(0, 1,−1)
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(A16)
α17 =
τ
2
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(A17)
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+A(1, 0, 1) +A(1, 2,−1)) + 4A(0, 1, 0)
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(A18)
α19 = 64τ
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(A19)
Those in Eq. (26) are given by
β1 = −τv0, (A20)
β2 = 8τA(0, 1, 0), (A21)
β3 = − 1
16
τ2v0(16DT + τv
2
0), (A22)
β4 =
1
4
τ(32DTτA(0, 1, 0) + 6A(2, 1, 0) + τv0(τv0
(4A(0, 1, 0) +A(0, 1, 1))− 4A(1, 0,−1)
− 4A(1, 0, 1)− 4A(1, 2,−1)−A(1, 2, 0))),
(A23)
β5 = τ
2A(0, 1, 0)(−τv0(5A(0, 1, 0)
+ 3A(0, 1, 1)) + 8A(1, 0,−1) + 8A(1, 0, 1)
+ 8A(1, 2,−1) +A(1, 2, 0)),
(A24)
β6 = 8τ
3A(0, 1, 0)2(A(0, 1, 0) +A(0, 1, 1)), (A25)
β7 =
1
4
τ(2A(2, 1, 0) + τ(32DTA(0, 1, 0)
+ τv20(8A(0, 1,−1) + 2A(0, 1, 0)
+A(0, 1, 1))− v0(8A(1, 0, 0)
+ 4A(1, 2,−1) +A(1, 2, 0)))),
(A26)
β8 = −4τ2A(0, 1, 0)(τv0(8A(0, 1,−1)
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(A27)
β9 = 8τ
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(A28)
β10 =
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+ 2A(2, 1, 0)),
(A29)
β11 = −4τ2A(0, 1, 0)(τv0(8A(0, 1,−1) + 5A(0, 1, 0)
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(A30)
β12 = 16τ
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+ 11A(0, 1, 1)),
(A31)
β13 = τ
2A(0, 1, 0)(−τv0(32A(0, 1,−1)
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(A32)
β14 = 32τ
3A(0, 1, 0)2(8A(0, 1,−1) +A(0, 1, 0)
+ 5A(0, 1, 1)).
(A33)
The coefficients in Eq. (27) are given by
γ1 =
1
8
τ2v20 , (A34)
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γ2 = −1
2
τ(τv0(3A(0, 1, 0) +A(0, 1, 1))−A(1, 2, 0)),
(A35)
γ3 = 4τ
2A(0, 1, 0)(A(0, 1, 0) +A(0, 1, 1)). (A36)
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