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Abstract. We propose a numerical method for the simulation of flows from weakly
compressible to low Mach regimes in domains with moving boundaries. Non-miscible
weakly compressible materials separated by an interface are included as well. The
scheme is fully implicit and it exploits the relaxation all-speed scheme introduced
in [1]. We consider media with significantly different physical properties and con-
stitutive laws, as fluids and hyperelastic solids. The proposed numerical scheme is
fully Eulerian and it is the same for all materials. We present numerical validations by
simulating weakly compressible fluid/fluid, solid/solid and solid/fluid interactions.
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1 Introduction
Physical phenomena involving different materials arise in several applications such as
multiphase flows, fluid-structure interaction and impacts. A possible simulation ap-
proach for these phenomena is the modelisation of the material discontinuity with a dif-
fused interface [2, 3]. This method is robust and prevents the formation of oscillations,
thanks to an interface that corresponds to an artificial mixture of the two fluids. How-
ever, the interface amplitude is due to the numerical diffusion, which increases with time
evolution.
The interface can also be considered as a contact discontinuity, especially in presence
of interactions among different materials such as solid/solid and solid/fluid, or also be-
tween two non-miscible fluids. In this framework, the ghost fluid method has been intro-
duced in [4] to model multiphase flows with sharp interfaces on Cartesian meshes. It con-
sists in considering in every cell of the domain both the real fluid and the “ghost fluid”,
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2extrapolating from this latter some quantities at the interface. Other variants and exten-
sions of the ghost fluid method have been proposed in several works [5–9]. Immersed
boundary methods [10–12] are another option to keep the material interface sharp. With
these methods, the contact discontinuity representing the interface can arbitrarily cross
the grid and the transmission conditions are applied via interpolation. Several strategies
have been proposed in literature to solve both moving boundaries and multi-material
flows in the fully compressible regime, including Lagrangian models [13, 14] and Eule-
rian models [15–18].
In the present work we are concerned with the numerical simulation of multi-material
flows in the weakly compressible regime and especially when the Mach number tends to
zero. We address the solution of fluid-dynamics problems and also compressible solids
deformations. The propagation of waves in heterogeneous compressible media can be
affected by drastic changes in the speed of sound or in the speed of elastic waves. This
is related to the different local stiffness of the considered materials. Thus, it is impor-
tant to have a scheme that is able to deal with different regimes. Standard multi-material
schemes are usually based on the explicit-upwind framework for the simulation of com-
pressible flows. Such schemes may fail when approaching the low Mach number limit,
since upwind discretizations provide an excessive numerical viscosity on the slow waves
in this regime [19, 20]. The other drawback in adopting explicit methods for low Mach
flows is related to the need of extremely small time steps, because in such schemes the
CFL condition has to be imposed on the fastest wave speed to ensure stability. Due to
this, the time step of compressible codes becomes extremely small as the incompressible
regime is approached, increasing the computational time. In literature, several different
schemes have been devised to deal with low Mach regimes, including implicit precon-
ditioning methods [21–23] and semi-implicit asymptotic preserving schemes [24–26]. All
these methods are specifically build to solve fluid flows.
We are able to overcome the problems mentioned above by coupling an implicit treat-
ment of the interface with the all-speed scheme proposed in [1] for the simulation of com-
pressible materials, including elastic solids. The scheme is general enough to deal with
different materials, since it is based on a monolithic Eulerian model, describing each ma-
terial (gas, liquid or solid) with the same system of conservation laws and an appropriate
general formulation of the constitutive law [27–29]. The scheme is based on the Jin-Xin
relaxation and it is fully implicit. In the present paper, we propose a method to impose
boundary conditions on moving walls (piston problem) and a technique to solve flows
across multi-material interfaces, even in the case when the interface velocity is unknown
and determined by the flow. In particular, we are interested in an all-speed treatment
in order of accurately approximating moving boundaries and multi-material interfaces
in the weakly compressible and low Mach regimes. For this reason the treatment of the
boundary and of the interface must be fully implicit, as in the all-speed scheme [1] used
in the bulk of the flow. To our knowledge, this is the first completely implicit scheme to
deal with moving interfaces in compressible and low Mach non-viscous flows.
Firstly, we show how to implement conditions for moving boundaries when the ve-
3locity of the wall is externally imposed, hence known at all times. Some examples can
be piston problems or beam elongations/compressions. In literature, several explicit-
upwind schemes have been extended to the simulation of moving boundaries in the fully
compressible regime. In the present work, our aim is to approach the approximation of
moving walls also when the Mach number tends to zero. Thus, also the boundary treat-
ment has to be implicit and has to preserve the asymptotic behaviour of the solution.
Then, the multi-material model is introduced. The interface between different mate-
rials is treated as a moving wall and suitable equilibrium conditions are imposed via ex-
trapolations, as in immersed boundary methods. This method accurately approximates
multi-material flows with Mach number ranging from the incompressible limit to com-
pressible regimes with M'O(1). The evolution of the material discontinuity is sharp by
construction and it stays sharp even after long times.
In this paper, we focus on one dimensional simulations, where most difficulties al-
ready occur. The numerical results show convergence of the schemes and a perfect res-
olution of the interfaces. A comparison of different discretizations of the advective op-
erator (upwind, centered and all-speed) is carried out. It is observed that the proposed
wall/interface conditions can be accurately imposed no matter how the spatial deriva-
tives are discretized. The ability of the multi-material scheme in approximating the phys-
ical interface is exhibited in both compressible and low Mach regimes.
The outline of the paper is as follows. In Section 2, we describe the Eulerian model
for simulating compressible materials and in Section 3 we revise the relaxation all-speed
scheme introduced in [1]. Section 4 is devoted to the proposed numerical model for walls
and multi-material interfaces, which is included in the implicit all-speed scheme. The
numerical validation of the model is performed in Section 5, where its applicability to
different regimes and materials is shown. Finally, conclusions are drawn in Section 6.
2 Eulerian model for compressible materials
To fix notations, we briefly revise the monolithic Eulerian model discussed in several
works [12, 27–30]. Different compressible materials are described with the same system
of conservation laws. The one dimensional version and the low Mach limits have been
analized in [1].
2.1 General 2D model
When describing a continuous medium, let Ω0∈R2 be the reference or initial configura-
tion and Ωt∈R2 the deformed configuration at time t. We define the forward character-
istics X(ξ,t) as the image at time t in the deformed configuration of a material point ξ
belonging to the initial configuration, i.e., X :Ω0×[0,T]→Ωt, (ξ,t) 7→X(ξ,t). The corre-
4sponding Eulerian velocity field u :Ωt×[0,T]→R2, (x,t) 7→u(x,t) corresponds to{
∂tX(ξ,t)=u(X(ξ,t),t)
X(ξ,0)= ξ, ξ∈Ω0.
If one aims at describing the continuum in the Eulerian framework,the backward
characteristics Y(x,t) associate to a material point in position x in the deformed config-
uration at time t, the corresponding position ξ in the initial configuration of the same
material point, i.e., Y : Ωt×[0,T]→ Ω0, (x,t) 7→ Y(x,t). When differentiating relation
Y(X(ξ,t),t)= ξ with respect to time and space we get:{
∂tY+u·∇xY=0
Y(x,0)= x, x∈Ωt.
(2.1)
In general, the stress tensor has a direct dependence on the gradient of the defor-
mation, which can be computed in the Eulerian framework via Y. Thus, the gradient
of (2.1) is taken as a governing equation. The other governing equations are given by
the conservation of mass, momentum and energy in the Eulerian framework (for details,
see [12, 30]). In two dimensions, the conservative form of the equations of a general
medium in the deformed configuration reads
∂tρ+divx (ρu)=0
∂t (ρu)+divx (ρu⊗u−σ)=0
∂t ([∇xY])+∇x (u·[∇xY])=0
∂t (ρe)+divx
(
ρeu−σTu)=0.
(2.2)
Here ρ is the density, u is the Eulerian velocity field, [∇xY] is the gradient of the backward
characteristics and σ is the Cauchy stress tensor. e is the total energy per unit mass and it
is given by the sum of the kinetic energy and the internal energy per unit mass e:
e=
1
2
|u|2+e.
The adopted constitutive law has a general formulation that includes different be-
haviours and describes gases, fluids and elastic solids at the same time. The state law
reads [12, 30]
e(ρ,s,[∇xY])= κ(s)
γ−1ρ
γ−1+
p∞
ρ︸ ︷︷ ︸
gas
+
χ
ρ
(
trB−2)︸ ︷︷ ︸
neohookean solid
, (2.3)
where κ(s) = exp(s/cv) (s being the entropy), χ, p∞, γ are positive constants that char-
acterize a given material and B is the 2D right Cauchy-Green tensor, which is defined as
follows
B=[∇xY]−1 [∇xY]−T , J=det[∇xY]−1 , B= BJ . (2.4)
5The first term in (2.3) is the general law of polytropic gases and the p∞ term describes the
the intermolecular forces that are present in liquids and solids. The last term is a standard
neohookean law for elastic materials, where χ represents the shear elastic modulus. With
a specific choices of the coefficients, we obtain standard models of different materials (see
some examples in Table 1).
Material γ p∞ χ
[Pa] [Pa]
Perfect gas 1.4 0 0
Stiffened gas (water) 4.4 6.8·108 0
Elastic solid (copper) 4.22 3.42·1010 5·1010
Table 1: Examples of typical parameters for specific materials.
The Cauchy stress tensor σ has the following formulation given by (see [31] for the
derivation): σ(ρ,s,[∇xY])=−p(ρ,s) I+2χJ
−1
(
B− trB
2
I
)
p(ρ,s)=−p∞+k(s)ργ.
(2.5)
2.2 The model in one dimension
We reduce the 2D model by considering only variations that occur along direction x1.
Deformations in both the two directions are taken into account , but the derivatives along
x2 are set equal to zero. This way, tensor [∇xY] reduces to
[∇xY]=
[
Y1,1 0
Y2,1 1
]
.
The equation on Y1,1 is actually equivalent to conservation of mass, due to the fact that
ρ(x,t) = det([∇xY](x,t))ρ0(x), where ρ0 is the initial density. Thanks to this we have
Y1,1=ρ/ρ0 and one equation is redundant.
Moreover, the Cauchy stress tensor (2.5) reduces to only two non-zero components,
which are the normal and the tangential stress respectively. They take the following
formulation:
σ11=−p(ρ,s)+2χJ−1
(
B11− trB
2
)
=−p(ρ,s)+χ
(
1−(Y2,1)2−(ρ/ρ0)2)
σ21=2χJ−1B21=−2χY2,1.
We write a compact formulation of the 1D Eulerian model as
∂tψ+∂x1 F(ψ)=0, (2.6)
6where the vector of conservative variables ψ and the vector of fluxes F(ψ) are both inR5
and read
ψ=

ρ
ρu1
ρu2
Y2,1
ρe
, F(ψ)=

ρu1
ρu21−σ11
ρu1u2−σ21
u1Y2,1+u2(
ρe−σ11)u1−σ21u2
.
The Mach number in fluid-dynamics is calculated as M=u1/c, where the sound speed
is defined as c=
√
∂p/∂ρ|s=const=
√
γ(p+p∞)/ρ. When the Mach number tends to zero,
system (2.6) becomes stiff due to the acoustic part of the stress tensor gradient, namely to
the pressure part. Moreover, if the material properties are such that O(χ)'O(p∞), the
stiffness in the low Mach limit is also due to the elastic part. In this case, also the “elastic
Mach number” Mχ=
√
ρu21/(2χ) tends to zero. The analysis of the different low Mach
limits that can occur in this monolithic Eulerian framework has been carried out in [1].
3 Implicit all-speed scheme
We present the all-speed relaxation scheme recently introduced in [1, 32]. The scheme
is the same for all the considered compressible materials, since it does not have a direct
dependence on the state law. It is based on the Jin-Xin relaxation [33] in order to have a
linear advective operator. We consider the hyperbolic system of conservation laws (2.6)
with the vector of conservative variables ψ ∈Rn, n = 5. By introducing the vector of
relaxation variables v∈Rn, the relaxation system of dimension 2n reads as follows:∂tψ+∂x1 v=0∂tv+A∂x1ψ= 1η (F(ψ)−v). (3.1)
The parameter η> 0 is the relaxation rate, a small parameter that in the present work is
always taken equal to 10−8. The relaxation matrix A is chosen by enforcing the subchar-
acteristic condition [34]:
A−F′ (ψ)2≥0. (3.2)
More details on the construction of the relaxation matrix are given in [1].
3.1 Implicit time discretization
The acoustic CFL constraints become computationally demanding when the low Mach
limit approaches. The scheme is fully implicit, in order to get rid of the stability con-
straint. One of the advantages of the relaxation procedure consists in the linearity of the
advective operator in (3.1). Thanks to this, the introduction of Riemann solvers may be
7avoided and this allows for a straightforward use of implicit time discretizations. At first
order, a simple backward Euler scheme is introduced:
ψn+1−ψn
∆t
+∂x1 v
n+1=0
vn+1−vn
∆t
+A∂x1ψ
n+1=
1
η
(
F
(
ψn+1
)−vn+1) (3.3)
The non-linear fluxes F(ψ) in the stiff relaxation term are solved with a Newton
method. Actually computational experiments have shown that one iteration is always
enough. Thus, the resulting approximation is the following truncated Taylor expansion:
F
(
ψn+1
)
=F(ψn)+F′ (ψn)
(
ψn+1−ψn
)
, (3.4)
where F′ (ψn) is the Jacobian of the flux and is computed analytically.
Since the fully implicit time discretization is unconditionally stable, the time step has
to be chosen only for accuracy reasons. We define a Courant number in general as ν=
∆t/∆x ·λ, where λ is a wave speed of the problem. If we need accuracy on the acoustic
waves, we enforce an acoustic constraint
∆t≤νac ∆x
λmax
, (3.5)
where λmax is the fastest characteristic speed, namely the speed of the acoustic waves.
Choosing ∆t as in (3.5), the time step is small enough to follow all the propagating waves:
specifically, the acoustic waves are fully resolved. If instead we only want to focus on the
accurate solution of material waves, the time step can be chosen with a material condition
∆t≤νmat ∆x
λmat
, (3.6)
where λmat is the material wave speed. This way, the computational time is reduced when
approaching the low Mach limit. With this constraint, the material waves are accurately
resolved, while the fast longitudinal and shear waves are under resolved. This may not
represent an issue in low Mach regimes, since usually these waves carry a small amount
of energy and the main interest is the flow velocity approximation (or the deformation
inside solids). For more details on the accuracy on the different waves, we refer to [1].
3.2 Spatial discretization
System (3.1) is discretized with finite volumes on a Cartesian mesh. A 1D computational
domain [0,L] of length L is divided into N cells Ci=[xi−1/2,xi+1/2] i=1,..,N, letting ∆x=
xi+1/2−xi−1/2 be the grid spacing. wi denotes the approximate cell average of a quantity
8w in the cell Ci and wi+1/2 denotes the approximate point value of w at the cell interface
x= xi+1/2. The semi-discretization in space for system (3.1) reads
∂tψi+
vi+1/2−vi−1/2
∆x
=0
∂tvi+A
ψi+1/2−ψi−1/2
∆x
=
1
η
(F(ψi)−vi).
(3.7)
The variables at the interfaces xi+1/2 inside (3.7) have to be computed with an “ad hoc”
stable scheme.
It has been proved in previous works [19, 20] that upwind spatial discretizations
present an excess of numerical viscosity in the case of low Mach flows. Instead, centered
spatial discretizations of the pressure gradient in the Euler equations limit the viscosity
on any mesh [20, 35] and the low Mach regime is accurately solved. For the adopted Eu-
lerian model, this corresponds to centering the stiff parts of the stress tensor σ, as it has
been proposed in [1].
A hybrid spatial discretization is introduced with the use of a convex combination of
upwind and centered schemes. An upwind spatial discretization is desired when M'
O(1) in order to prevent spurious oscillations. On the other hand, in the limit M→ 0, a
centered scheme is required for accuracy. The combination of these two schemes is based
on the local Mach number of the specific flow. This allows to build an all-speed scheme.
For a general variable w, the interface values are computed as follows:
wi+1/2= f (Mloc)(wi+1/2)upw+(1− f (Mloc))(wi+1/2)cent , (3.8)
where Mloc is the local Mach number at the previous time step. The function f (Mloc) has
to satisfy the criterion 0≤ f (Mloc)≤1. We simply choose a minimum function f (Mloc)=
min{1,Mloc}. The interface values with a centered scheme are computed in the following
way:
(wi+1/2)cent=
1
2
(wi+1+wi). (3.9)
It has been shown in [1] that in the low Mach limit this discretization is equivalent to
centering the whole fluxes. Therefore, in this case also the gradient of σ is centered and
consequently the accuracy in space does not depend on the Mach number.
The upwind scheme is built as in [33] along the two characteristic variables v±A1/2ψ
of the relaxation system (3.1). The interface values obtained with the upwind discretiza-
tion are the following:{(
ψi+1/2
)
upw=
1
2
(
ψi+1+ψi
)− A−1/22 (vi+1−vi)
(vi+1/2)upw=
1
2 (vi+1+vi)− A
1/2
2
(
ψi+1−ψi
)
.
(3.10)
Discretizations (3.9) and (3.10) can be plugged into the convex combination (3.8) along
both directions, obtaining the following “all-speed” interface values:{(
ψi+1/2
)
all =
1
2
(
ψi+1+ψi
)− f (Mloc)2 A−1/2(vi+1−vi)
(vi+1/2)all =
1
2 (vi+1+vi)− f (Mloc)2 A1/2
(
ψi+1−ψi
)
.
(3.11)
9Central differencing has potentially no numerical diffusion in space, unlike upwinding.
However, a centered scheme is not stable in an explicit time-integration. Here we are
allowed to adopt this scheme since we have introduced the fully implicit framework
(3.3). Moreover, the convex combination moderates the numerical viscosity as Mloc tends
to zero. This is clear by comparing the all-speed discretization (3.11) with the upwind
one (3.10): in both schemes a diffusive term is present, but in the all-speed discretization
it is reduced via the multiplication by f (Mloc)≤1 (for a detailed analysis see [1]).
Then, the all-speed implicit scheme has the following formulation:
ψn+1i −ψni
∆t
+
1
2∆x
(
vn+1i+1 −vn+1i−1
)
− f (Mloc)A
1/2
2∆x
(
ψn+1i+1 −2ψn+1i +ψn+1i−1
)
=0
vn+1i −vni
∆t
+
A
2∆x
(
ψn+1i+1 −ψn+1i−1
)
− f (Mloc)A
1/2
2∆x
(
vn+1i+1 −2vn+1i +vn+1i−1
)
=
1
η
(
F
(
ψn+1i
)
−vn+1i
) (3.12)
4 Numerical method for moving walls and multi-material inter-
faces
A numerical method for the simulation of moving boundaries and multi-material in-
terfaces is derived. With the aim of solving weakly compressible and low Mach multi-
material flows, we propose an implicit treatment of the wall/interface, involving a layer
of cells close to the interface. This is coupled with the implicit relaxation scheme with
general spatial discretization (3.7), which is solved in the bulk of the flow, where upwind
(3.10), centered (3.9) and all-speed (3.8) discretizations of the transport operator may be
used.
4.1 General model for walls and interfaces
We introduce a general framework to model both walls moving at prescribed velocity
and physical interfaces where the velocity is dictated by the flow. The 1D domain [0,L] is
discretized as described in Sec. 3.2. Let the wall/interface be in position xk≤xB (t)<xk+1
at time t with material 1 on the left side of the domain [0,xB] and material 2 on the right
side [xB,L].
We distinguish among internal cells (of each material) and interface cells. The inter-
nal cells are fully occupied by one specific material, the interface cells form a thin layer
between the two materials. The interface cells have to be introduced since the moving
wall/interface cannot in general be forced to coincide with the cell edges. As a result, the
interface cells are partially filled with one material and partially with the other one. This
can be inconvenient in a finite volume logic, because numerical solutions are represented
in terms of the cell averages. We point out that in 1D we have only one interface cell for
each considered wall or physical interface.
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In the present work, we assign to material 1 cell Ck and to material 2 cell Ck+1, as it
is depicted in Fig. 1(a). This means that the wall/interface is “artificially” set to coincide
with the closest numerical interface, which is xk+1/2 in Fig. 1(a). This produces a numer-
ical error of order O(∆x). Only when the wall/interface overcomes a cell center, this cell
changes the material to which it is assigned. This approximation is consistent with the
first order scheme (3.12).
Since we are dealing with two different materials, we need to introduce two different
interface values at xk+1/2, one from the left and one from the right. For a generic variable
w, the interface value at the left of the interface (from material 1) will be w−k+1/2 and the
value at the right of the interface (from material 2) will be w+k+1/2, as depicted in Fig. 1(b).
We have then (
ψk+1/2
)− 6=(ψk+1/2)+ and (vk+1/2)− 6=(vk+1/2)+ . (4.1)
The implicit time discretization of (3.7) is therefore modified for cells k and k+1 by dis-
tinguishing among left and right interface values as follows:
ψn+1k −ψnk
∆t
+
(
vn+1k+1/2
)−−vn+1k−1/2
∆x
=0
vn+1k −vnk
∆t
+A
(
ψn+1k+1/2
)−−ψn+1k−1/2
∆x
=
1
η
(
F
(
ψn+1k
)
−vn+1k
)
,
(4.2)

ψn+1k+1−ψnk+1
∆t
+
vn+1k+3/2−
(
vn+1k+1/2
)+
∆x
=0
vn+1k+1−vnk+1
∆t
+A
ψn+1k+3/2−
(
ψn+1k+1/2
)+
∆x
=
1
η
(
F
(
ψn+1k+1
)
−vn+1k+1
)
.
(4.3)
vn+1k−1/2, v
n+1
k+3/2 and the corresponding conservative variables are computed with the cho-
sen scheme, which can be upwind (3.10), centered (3.9) or all-speed (3.11). The interface
material 1 material 2
xk xk+1xk+1/2
interface
region
Ck Ck+1
xB
(a) Wall/Interface position
material 1 material 2
xk xk+1
w-k+1/2 w+k+1/2
xk+1/2
(b) Interface values
Figure 1: Wall/interface position in the discretized domain and interface values at the numerical interface.
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variables (vk+1/2)
−, (vk+1/2)
+,
(
ψk+1/2
)− and (ψk+1/2)+ need to be reconstructed with
ad hoc conditions. In all other cells Ci, i 6= k,k+1, scheme (3.12) is solved.
Since we are using a fully implicit scheme, it is more practical to avoid the introduc-
tion of ghost cells to impose wall and multi-material interface conditions. Ghost cells
would consistently increase the dimension of the matrix and the memory use, especially
in multi-dimensions. This explains why we work directly on the interface xk+1/2 and we
introduce left and right reconstructions to be used directly inside discretizations (4.2)-
(4.3).
Specific conditions for reconstructing the interface values have to be derived. In this
perspective, we firstly approach the numerical modeling of walls moving at an externally
imposed velocity. In this case, the wall velocity is known at all times, whereas the inter-
face values of the other quantities need to be reconstructed. As a second step, we derive
equilibrium conditions for the simulation of interfaces between different materials. In
this latter case, the velocity of the interface is unknown, being dictated by the interaction
between the two materials.
4.1.1 Conditions for moving walls with imposed velocity
We consider walls separating two media that do not interact. Within this framework,
pistons in fluids that expand or compress according to the piston motion and elongations
or compressions of elastic beams can be simulated.
We derive the numerical conditions that have to be imposed to reconstruct the in-
terface values (vk+1/2)−, (vk+1/2)+, (ψk+1/2)
− and (ψk+1/2)
+ for the case of a wall that
moves with a prescribed velocity. Let u∗1 be the velocity imposed to the wall and known
at all times. The position of the wall at time tn+1 is computed as xB(tn+1)=xB(tn)+u∗1 ·∆t.
In the case of Euler gas-dynamics equations, the density and the pressure are extrap-
olated from the left and from the right, having:
(
ρn+1k+1/2
)−
= 32ρ
n+1
k − 12ρn+1k−1(
un+1k+1/2
)−
=u∗1
(
tn+1
)(
pn+1k+1/2
)−
= 32 p
n+1
k − 12 pn+1k−1
and

(
ρn+1k+1/2
)+
= 32ρ
n+1
k+1− 12ρn+1k+2(
un+1k+1/2
)+
=u∗1
(
tn+1
)(
pn+1k+1/2
)+
= 32 p
n+1
k+1− 12 pn+1k+2 .
(4.4)
By considering the full Eulerian framework (2.2), we also need to extrapolate the back-
ward characteristic Y2,1 from each material and to impose the transverse velocity of the
wall u∗2 . Thus, ((Y2,1)
n+1
k+1/2)
± share the same discretization of (ρn+1k+1/2)
± in (4.4).
Then, these conditions have to be formulated on conservative and relaxation vari-
ables, in order to be included in (4.2)-(4.3) with the correct formulation. Conditions on
the momentum are easily imposed with u∗1 and the density extrapolations. For the en-
ergy, we use the pressure extrapolations and the state law. Due to the fully implicit time
discretization, a linearization with respect to the conservative variables is applied to the
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non-linear terms. The relaxation variables are written as
(
vn+1k+1/2
)−
=F
(
ψn+1k+1/2
)−(
vn+1k+1/2
)+
=F
(
ψn+1k+1/2
)+
,
(4.5)
where again a linearization has to be applied to F(ψ).
The model and the conditions derived above solve the case of internal moving walls,
separating two non-interacting materials. Of course, the model can be easily adapted to
the simulation of a moving boundary wall, where the focus is on the piston or the beam
only, and the surrounding medium is not considered. In this case, the right part of the
domain is considered empty.
Linear system for moving walls
By defining the vector containing the grid point values of conservative and relaxation
variables as w=[ψ,v]∈RN·2n (N is the number of cells and n the number of conservative
variables), the full linear problem can be written in the following way:
M(wn,u∗1 ,u
∗
2)w
n+1= r(wn,u∗1 ,u
∗
2) (4.6)
where M ∈R(N·2n)×(N·2n) and r ∈RN·2n. The matrix structure comes from the spatial
discretization introduced in Sec. 3 and from the linearized conditions. The matrix and
the right hand side are both functions of the wall velocity u∗1 (and u
∗
2 when it is non zero).
The two materials are not interacting with each other, hence the full system can be split
into two sub-systems, each one associated to the corresponding material. The size of the
two sub-systems varies with k every time the wall overcomes a cell center.
4.1.2 Conditions for multi-material interfaces
We extend the model to the case of physical interfaces separating interacting materials.
We propose a “sharp interface” model, since the interface is considered as a moving wall
and thus treated with the framework introduced above. The velocity of the wall is now
dictated by the flow, thus becoming one of the unknowns of the problem. Therefore,
additional equilibrium conditions have to be introduced to account for the interactions
between the two materials and to recover the correct velocity of the interface. Due to
this, the linear system cannot be split into two different sub-systems associated to the
two materials.
It is physically required that the forces are balanced at the multi-material interface.
For simplicity, we start by reasoning on gas/gas interactions. In this case, a force balanc-
ing simply corresponds to a pressure balancing, namely p−k+1/2= p
+
k+1/2. With the perfect
gas state law, one gets:
(
γ−−1)((ρe)−k+1/2− 12ρ−k+1/2(u∗1)2
)
=
(
γ+−1)((ρe)+k+1/2− 12ρ+k+1/2(u∗1)2
)
, (4.7)
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where γ− and γ+ are the heat ratios for material 1 and material 2 respectively and u∗1 is
the unknown velocity of the interface. The balancing relation (4.7) may be used to find
u∗1 : this way, system (4.6) for the moving wall can be closed. However, the matrix of the
full moving wall system depends on u∗1 itself. Moreover, ρ
±
k+1/2 and (ρe)
±
k+1/2 in (4.7) are
unknowns, because the scheme is implicit. This procedure would then require a fixed
point iteration to find the correct interface velocity at every time step.
In order to avoid this problem, trasmission conditions at interface are imposed in
terms of pressure and velocity via interpolations, as in immersed boundary methods
[36]. This means that, for fluid-dynamics problems, we prescribe continuity of velocity
and pressure across the interface in the numerical scheme. Specifically, this is done by
computing a mean of the values on the left and on the right of the interface for continuous
quantities: 
(
un+1k+1/2
)−
=
(
un+1k+1/2
)+
= 12
(
un+1k +u
n+1
k+1
)
(
pn+1k+1/2
)−
=
(
pn+1k+1/2
)+
= 12
(
pn+1k +p
n+1
k+1
) (4.8)
This way, the force balancing (4.7) is automatically taken into account by the numerical
model. Other quantities such as density and energy may be discontinuous across the
interface, hence we compute them with an extrapolation from each material (left and
right). The density extrapolation is done as in (4.4) for the case of the moving wall.
We extend the interface treatment also to the simulation of solid/solid and fluid/solid
interactions. The multi-material conditions are enforced on the full Eulerian system (2.6),
where the stress tensor σ takes the role that pressure has in gas-dynamics. When dealing
with an interface between two elastic solids, normal and tangential stress are continuous
across the contact discontinuity. Moreover, also both velocity components are continu-
ous. Instead, in the case where at least one of the materials is a fluid, namely χ=0 on one
side, the tangential stress σ21 vanishes at the interface and thus the transverse velocity
can be discontinuous.
Interface conditions to be imposed for every kind of interaction (fluid/fluid, solid/solid
and solid/fluid) consist in the left/right extrapolation of the density (ρn+1k+1/2)
± and of
the backward characteristics ((Y2,1)
n+1
k+1/2)
± as in (4.4). Then, conditions ((u1)n+1k+1/2)
− =
((u1)n+1k+1/2)
+ and (σ11k+1/2)
− = (σ11k+1/2)
+ are imposed with the mean computation (4.8).
To these relations, we need to add conditions on the remaining variables, distinguishing
two cases:
1. solid/solid interface: (σ21k+1/2)
− = (σ21k+1/2)
+ and ((u2)n+1k+1/2)
− = ((u2)n+1k+1/2)
+ are
computed with the mean as in (4.8);
2. solid/fluid interface: we impose that (σ21k+1/2)
−=(σ21k+1/2)
+=0 and ((u2)n+1k+1/2)
± is
computed with the left/right extrapolation as in (4.4).
We remark that the interface conditions are written on primitive variables, to impose
the continuity of u and σ. These relations need to be transferred on the conservative
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variables ψ, in order to include them inside the implicit relaxation scheme (4.2)-(4.3). The
relation between primitive and conservative variables is non-linear, therefore a Newton
method could be used to deal with the non-linearities. The linearization of the reported
multi-material conditions with respect to the conservative variables corresponds to one
Newton iteration, as in (3.4). The linearization itself is usually enough, however, for cases
when the Mach number gets of order one or for wave patterns with shocks that are close
to the interface, running the Newton sub-iteration is required to recover the correct speed
and position of the interface.
In what follows, we will adopt the interface method (4.2)-(4.3) with the linearized
multi-material conditions, which is our “multi-material scheme”. This can be coupled
with different spatial discretization away from interfaces, such as upwind (3.10), centered
(3.9) and all-speed (3.12) schemes. As for ghost-fluid methods, the scheme is locally non-
conservative. In the numerical tests section the scheme proves to be consistent, correctly
predicting shock speeds and positions. Indeed, the number of cell interfaces for which a
non-conservative numerical flux is employed is always negligible compared to the total
number of mesh cells.
Multi-material algorithm
We summarize the algorithm for the multi-material scheme, describing one time step.
Let the interface be in position xB (tn) at time tn, having xk≤ xB (tn)≤ xk+1. A material
CFL condition on ∆t is always enforced, thus the physical interface can cross at most one
cell interface at every time step. The following procedure is implemented from time tn to
time tn+1:
1. the physical interface is advected, computing its position with the velocity from the
previous time step as follows:
xB
(
tn+1
)
= xB (tn)+
(u1)
n
k +(u1)
n
k+1
2
∆t.
2. the new position is located on the grid by finding the cell index k such that xk ≤
xB(tn+1)≤ xk+1. We distinguish two cases:
• k = k, i.e. the multi-material interface has not overcome a cell center in the
advection from time tn to time tn+1. In this case the cells occupied by material
1 and the ones occupied by material 2 are the same as they were at time tn.
• k 6=k, i.e. the multi-material interface at time tn+1 has overcome one cell center
with respect to time tn, either having k = k−1 or k = k+1. We examine the
case Ck=Ck+1 (forward-moving interface): this cell at time t
n+1 is assigned to
a different material with respect to time tn.
The state of cell Ck is needed at time t
n to assemble the matrix of the implicit
scheme. In this cell, the state at time tn is known for material 2, but is now
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needed as initial condition for material 1. We “correct the initial condition” at
the interface cell by creating a fictitious state at time tn for the cell that changes
material at time tn+1. To do this, we simply extrapolate the quantities from the
material in expansion.
3. with all the computed quantities (interface position, assignment of the cells to the
corresponding material, fictitious old state), we assemble the linear system associ-
ated to scheme (3.12)-(4.2)-(4.3), with the derived reconstructions for the interface
conditions. Then the linear system is solved to obtain all variables at time tn+1.
We point out that the accuracy of the proposed method largely depends on the computa-
tion of the interface velocity, via the conditions derived in Sec. 4.1.2. These conditions are
built with the aim of solving low Mach and weakly compressible multi-material flows.
For high speed impacting problems (e. g. Mach numbers of O(10) or higher), the use
of suitable multi-material Riemann solvers might be required to recover the correct in-
terface velocity. As shown below with the numerical experiments, we analyze multi-
material flows ranging from the low Mach and weakly compressible regimes, to the fully
compressible one with M'O(1).
5 Numerical results
5.1 Moving walls with imposed velocity
The moving wall model is here validated with simulations of gas pistons and beams elon-
gations. In all the simulations we apply at the left boundary of the domain homogeneous
Neumann boundary conditions and the final times are taken sufficiently small so that no
waves reach the left end.
5.1.1 Gas pistons
Test L xB(0) xdisc(0) tend ρ1 ρ2 (u1)1 (u1)2 p1 p2 u∗1
(m) (m) (s) (Kg/m3) (Kg/m3) (m/s) (m/s) (Pa) (Pa) (m/s)
1 1 0.5 - 0.2 1 - 0 - 1 - 0.5
2 2 1.75 - 0.9 1 - 0 - 1 - 0.01
3 2.2 2 0.5 0.6 1 1 0 0.008 0.4 0.399 0.008
4 1 0.9 0.5 0.2 4/3 1 35/99 0 1.5 1.499 0.5·picos(10pit)
Table 2: Parameters for the gas pistons: initial state (subscripts: 1 for left chamber and 2 right chamber), initial
position of the wall xB(0), of the initial discontinuity xdisc(0) and imposed velocity u∗1 . A biatomic gas with
γ=1.4 fills the entire domain.
We present four gas piston problems in different regimes, the piston being a mov-
ing boundary. The initial state, the initial position of the wall xB (0) and the velocity u∗1
imposed at the wall are reported in Table 2. A biatomic gas with γ= 1.4 fills the entire
domain. In tests 1, 2 and 3 the imposed velocity is constant in time, whereas in test 4 we
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study a piston with a sinusoidal trajectory to see expansion and compression. Test 3 and
4 present a discontinuity in the gas chamber at xdisc(0)=0.5.
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Figure 2: Comparison of the three spatial discretizations for two gas pistons. Test 1 : ∆x = 2·10−3 and
∆t=8·10−4. Test 2 : ∆x=2·10−3 and ∆t=4·10−2 given by νmat=0.2.
For test 1 and 2, the initial gas density and pressure are constant in space. The pistons
move with a constant velocity u∗1 > 0, consequently the gas expands with a rarefaction
wave moving to the left. We compare the results obtained with the three discretizations
modified at the wall with ∆x= 2·10−3 and νmat = 0.2. Two regimes obtained with two
different values of u∗1 are analyzed. In test 1, setting u
∗
1 =0.5m/s produces a subsonic but
fully compressible flow with M' 0.4 on the piston. The piston moves from xB (0)= 0.5
to xB (tend) = 0.6. In Fig. 2(a) we observe that the upwind discretization suffers from
the overheating problem on the density profile (entropy errors occuring at the interface
may cause overshoots/undershoots on the density and on the temperature: see [37]). As
expected, the overheating disappears when reducing numerical diffusion: this is why
the centered discretization produces the smallest spike among the three. However, the
centered scheme is oscillatory on the acoustic waves. The all-speed scheme produces the
most accurate results, preventing oscillations and reducing the overheating spikes. It also
reduces the diffusion on the head and tail of the rarefaction with respect to the upwind
scheme. We get ∆t=8·10−4 with the chosen CFL, which corresponds to νac=0.9 for this
fully compressible simulation. In fact, to resolve the rarefaction wave an acoustic CFL
constraint has to be enforced.
In test 2, setting u∗1 = 0.01m/s gives a Mach number M' 0.8·10−3 on the moving
boundary. The piston moves from xB (0)=1.75 to xB (tend)=1.76, namely it crosses 5 grid
cells. In Fig. 2(b), we observe that the rarefaction is smeared because the time step is too
large to resolve acoustic waves in this regime (we have ∆t=4·10−2). The three schemes
behave in a similar manner, only the centered scheme develops some small oscillations on
the density profile at the wall. The mass conservation errors obtained with the all speed
scheme for tests 1 and 2 are reported in Table 3. As expected, the mass conservation
error decreases as the mesh is refined coherently with the truncation error, exhibiting
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(a) Test 1
∆x Mass cons. error Rate
8·10−3 1.0992·10−3 -
4·10−3 4.7752·10−4 1.15
2·10−3 2.3808·10−4 1.002
1·10−3 1.2004·10−4 0.99
(b) Test 2
∆x Mass cons. error Rate
8·10−3 6.5869·10−4 -
4·10−3 5.5646·10−4 0.59
2·10−3 3.4784·10−4 0.79
1·10−3 1.6824·10−4 1.03
Table 3: Mass conservation errors for tests 1 and 2 at final time.
(a) Test 1
∆x Numerical error Rate
8·10−3 7.601·10−3 -
4·10−3 4.937·10−3 0.62
2·10−3 3.115·10−3 0.66
1·10−3 1.892·10−3 0.72
(b) Test 2
∆x Numerical error Rate
8·10−3 3.016·10−3 -
4·10−3 2.033·10−3 0.57
2·10−3 1.301·10−3 0.64
1·10−3 8.309·10−4 0.65
Table 4: L1-norm errors of the density ρ and convergence rates for tests 1 and 2 at final time.
the numerical convergence of order one for test 1 and of almost order one for test 2.
Moreover, these errors are about 10 times smaller with respect to the L1-norm error of the
numerical solution, reported in Table 4. The mass loss introduced by the method may be
controlled through a local mesh refinement, especially for 2D test cases.
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Figure 3: Test 3 : Low Mach gas piston with contact discontinuity (∆x=2·10−3, ∆t=5·10−2 given by νmat=0.2).
The results of the first two tests have shown that the implicit scheme with the upwind
and with the all-speed scheme behave in a similar manner on acoustic waves and at the
wall. However, they provide different results when approximating contact discontinu-
ities in low Mach flows. This is clearly observed with test 3: here we solve a Riemann
problem with a discontinuity initially in xdisc (0)=0.5 and a moving boundary initially in
xB (0)= 1. The chosen initial state produces M' 6·10−3 on the contact discontinuity. In
Fig. 3 it is evident the all-speed scheme is able to keep the contact discontinuity sharper
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than the upwind scheme, because it provides the correct numerical viscosity on the ma-
terial wave. This test illustrates the need of introducing a numerical model for moving
walls inside an implicit scheme, which is the main point of the present work. At the end
of the simulation, the wall position is xB (tend) = 2.0048 (crossing 4 cells on the chosen
grid) and the contact discontinuity position is xdisc (tend)=1.0027 (crossing 2 cells).
(a) t=0.05: xB=0.95
xB
(b) t=0.1: xB=0.9
(c) t=0.15: xB=0.85 (d) t=0.2: xB=0.9
Figure 4: Test 4 : density profiles obtained with the upwind and all-speed spatial discretizations (∆x=2·10−3
and ∆t=4.9·10−4).
With test 4 we study a gas tube with a moving boundary wall oscillating around
xB(0)= 0.9 with a time-dependent velocity u∗1 (t)= 0.5·picos(10pit). The initial data cor-
respond to a right moving wave, initially positioned in xdisc =0.5, with a small pressure
ratio applied. The moving boundary generates shocks and rarefaction waves that interact
with the incoming wave, creating a complicated solution structure. This test shows that a
sinusoidal piston trajectory is well resolved in both expansion and compression phases.
In Fig. 4 we compare the density profiles obtained with the upwind and all-speed spatial
discretizations at different times: at time t=0.05 seconds the wall position is in xB=0.95
(maximum expansion) and at time t=0.15 seconds in xB=0.85 (maximum compression).
The all-speed scheme keeps the waves structure slightly sharper with respect to the up-
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wind scheme, because the convex combination (3.8) is able to moderate the numerical
viscosity. For this test we employ an acoustic CFL condition νac =0.9 in order to resolve
all the waves occurring during the simulation.
5.1.2 Two materials tests
Test L xB(0) tend ρ1 ρ2 (u1)1 (u1)2 p1 p2 u∗1
(m) (m) (s) (Kg/m3) (Kg/m3) (m/s) (m/s) (Pa) (Pa) (m/s)
5 1 0.6 0.0001 8900 1 0 0 5·105 105 500
6 2 1.75 2.5·10−4 8900 50 0 0 5·109 105 25
Table 5: Parameters for the two materials tests (copper/gas): initial state (subscripts: 1 for copper on the left
and 2 for a biatomic gas on the right), initial position of the wall xB(0) and imposed velocity u∗1 .
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Figure 5: Density profiles for copper-gas beam elongations: tests 5 and 6 (∆x= 2·10−3 and ∆t= 8·10−7 for
test 5 and ∆t=1.6·10−5 for test 6).
Tests 5 and 6 simulate the elongation of two copper beams surrounded by a perfect gas.
The initial state is reported in Table 5 for the two tests. An external velocity is applied at
the right boundary of the beam:
• u∗1=500m/s for test 5, leading to a subsonic but fully compressible regime in copper
(M−' 0.14) and a Mach number of order 1 in the gas side. The right boundary of
the beam moves from xB (0)=0.6 to xB (tend)=0.65;
• u∗1 = 25m/s for test 6, with a Mach number around 5.5·10−3 on the copper side of
the interface and of order 1 in the gas. The right boundary of the beam moves from
xB (0)=1.75 to xB (tend)=1.756, namely it crosses 3 cells on the chosen grid.
Copper is deformed in the normal direction (elongation), with a rarefaction wave moving
to the left. The gas is compressed and a shock moving to the right occurs.
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(a) Test 5
∆x Mass cons. error Rate
8·10−3 3.5812·10−4 -
4·10−3 2.5702·10−4 0.69
2·10−3 1.7305·10−4 0.74
1·10−3 1.1183·10−4 0.77
(b) Test 6
∆x Mass cons. error Rate
8·10−3 2.9575·10−3 -
4·10−3 1.5401·10−3 0.96
2·10−3 5.7029·10−4 1.35
1·10−3 2.7520·10−4 1.03
Table 6: Mass conservation errors for tests 5 and 6 at final time.
In Fig. 5, the correct solution is recovered for both simulations. The moving boundary
is accurately modeled and corresponds to the discontinuity on the density profile. As ex-
pected, the centered scheme is oscillatory on the acoustic waves, especially on the shocks.
For both simulations we use ∆x=2·10−3 and we impose νmat=0.2. This gives a time step
∆t=8·10−7 for test 5 (which is equivalent to impose νac=0.9) and ∆t=1.6·10−5, for test
6. In this latter case, the rarefaction wave is under-resolved because it is consistently
faster than the wall, whose velocity dictates the large time step. The mass conservation
errors of the all-speed scheme for the two copper beams are reported in Table 6. The mass
conservation is guaranteed, with a convergence of roughly order one.
5.2 Multi-material interfaces
We validate the multi-material all-speed scheme introduced in Sec. 4.1.2 by presenting
fluid/fluid, solid/solid and solid/fluid Sod tube problems. The tests are conducted for
different regimes: the Mach numbers of the multi-material interface are reported in Ta-
bles 7 and 9. In some cases we need to distinguish between the Mach number on the left
of the interface, which we call M−, and the Mach number on the right M+. The initial
condition and the physical parameters of the test cases are described in Tables 8 and 10,
where L is the length of the tube and xB(0) is the initial position of the interface. For all
test cases we use homogeneous Neumann boundary conditions.
5.2.1 Fluid/fluid
We perform numerical validations on fluid/fluid interaction problems. The first tests are
conducted with a progressive refinement of the grid, in order to validate the spatial con-
vergence of the all-speed multi-material scheme. Then we carry out a comparison with
the mono-material all-speed scheme of [1], for low Mach interfaces separating chambers
filled with the same material (gas-gas and water-water). The three different discretiza-
tions of the advective operator are also compared for water/gas problems.
Grid refinement
We perform two tests with different grid spacing, with the aim of showing that the multi-
material all-speed scheme is convergent in different regimes.
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Test Materials Regime γ1 γ2 p∞,1 p∞,2
(Pa) (Pa)
7 gas-gas M'0.9 1.4 1.4 0 0
8 gas-gas M'6·10−3 1.4 1.6 0 0
8.1 gas-gas M'6·10−3 1.4 1.4 0 0
9 water-water M'2.5·10−3 4.4 4.4 6.8·108 6.8·108
10 water-gas M−'0.035; M+'0.13 4.4 1.4 6.8·108 0
11 water-gas M−'6.5·10−3; M+'0.027 4.4 1.4 6.8·108 0
Table 7: Parameters for the fluid/fluid test cases: materials and regime on the interface.
Test L xB(0) tend ρ1 ρ2 (u1)1 (u1)2 p1 p2
(m) (m) (s) (Kg/m3) (Kg/m3) (m/s) (m/s) (Pa) (Pa)
7: gas-gas 1 0.5 0.1644 1 0.125 0 0 1 0.1
8: gas-gas 1 0.5 0.25 1 1 0 0.008 0.4 0.399
8.1: gas-gas 400 200 150 1 1 0 0.008 0.4 0.399
9: water-water 400 200 0.095 1000 1000 0 15 108 0.98·108
10: water-gas 1 0.7 2.4·10−4 1000 100 0 0 108 107
11: water-gas 400 200 0.095 1000 50 0 25 5·107 2.5·107
Table 8: Parameters for the fluid/fluid test cases: initial state (material 1 on the left and material 2 on the
right) and initial position of the interface xB(0).
Test 7 is a gas-gas Sod shock tube, filled by a biatomic perfect gas. This is a mono-
material test, thus the interface corresponds to the material wave. The Mach number on
the material wave is around 0.9, hence we are dealing with a fully compressible regime.
Test 8 is a low Mach gas-gas Sod tube, with two different adiabatic constants γ. In the
tube, a small pressure ratio and a small velocity on the right are imposed. Both gases
expand in the two directions with two small rarefaction waves. The interface between
the two gases moves very slowly if compared to the acoustic waves (the Mach number
on the interface is M'6·10−3). After 0.25s, the interface has only moved from xB (0)=0.5
to xB (tend)=0.5012, namely it has crossed 1 cell for a grid spacing ∆x=10−3. Fig. 6 shows
that the scheme is convergent to the exact solution and it is stable. Test 7 suffers from the
overheating effect, due to the fact that the interface (material wave) is treated as a moving
wall. This effect slowly decreases when refining the grid.
Comparison with mono-material schemes
We compare the results of the multi-material scheme (in its upwind and all-speed ver-
sions) with the mono-material all-speed scheme of [1]. Of course, this can be done only
if the interface separates chambers filled with the same material, i.e. the interface corre-
sponds to a material wave. We focus on low Mach material waves, propagating at slow
velocity.
In Fig. 7 we plot a zoom on the contact wave for tests 8.1 and 9. These tests are low
Mach tubes filled with perfect gas and water respectively. For test 8.1 the material wave
is initially in xB (0)=200 and after 150 seconds it is in xB (tend)=200.71, namely for a grid
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(a) Test 7
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Figure 6: Density profiles for tests 7 and 8 : results obtained with the all-speed multi-material scheme for an
increasing number of points with νmat=0.3.
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(a) Test 8.1 (gas-gas)
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(b) Test 9 (water-water)
Figure 7: Test 8.1 in panel (a) and test 9 in panel (b): low Mach gas-gas and water-water tubes (zoom on the
material wave in the density profile). Comparison of the multi-material schemes (upwind and all-speed) with
the “mono-material” all-speed scheme and a standard explicit-upwind scheme.
spacing ∆x= 10−1 it crosses 7 cells. For test 9, after 0.095 seconds the material wave is
in xB (tend)= 200.76, namely for a grid spacing ∆x= 10−1 it crosses 8 cells. The different
curves are obtained with a standard mono-material explicit-upwind scheme (yellow),
with the mono-material all-speed scheme (green), and with the implicit multi-material
schemes (blue and red). As already discussed in [1], the mono-material all-speed scheme
is superior in accurately capturing material waves in the low Mach regime with respect
to a standard explicit-upwind scheme. With the multi-material model (no matter how
the spatial derivatives are discretized) the material wave is kept sharper with respect to
the mono-material scheme, since it is treated as an interface. This is due to the fact that
we are introducing a “material wave reconstruction”, whereas a mono-material scheme
produces a “material wave approximation”. A small overheating effect is present.
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Comparison of the spatial discretizations
We compare the results obtained using the implicit relaxation scheme with the three dis-
cretizations of the advective part: the upwind scheme (3.10), the centered scheme (3.9)
and the all-speed scheme (3.11). Each one of the three discretizations is modified to model
multi-material interfaces as described in Sec. 4.1.2.
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Figure 8: Tests 10 and 11 : water-gas tubes, results obtained with the three spatial discretizations modified
with the multi-material interface conditions.
The results of tests 10 and 11 are shown in Fig. 8. We can observe that for both
water/air shock tubes the interface is kept sharp and its correct position and velocity are
recovered. For test 10, the interface moves from xB (0)=0.7 to xB (tend)=0.712. It means
that for a grid spacing ∆x = 2·10−3 it overcomes 12 cell centers. We are dealing with
a “multi-regime” test, with M−' 0.035 in water and M+' 0.13 in the gas. The water is
expanding with a rarefaction, which moves to the left very fast if compared to the velocity
of the interface. A shock occurs in the gas due to compression. Test 11 deals with a low
Mach regime, with M− ' 6.5·10−3 and M+ ' 0.027. The interface moves very slowly,
hence we consider a long integration in time. For this simulation we enforce νmat = 0.2,
giving a time step ∆t= 8·10−4 on a grid spacing ∆x= 10−1. The interface moves from
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xB (0)= 200 to xB (tend)= 201.103, namely it crosses 11 cells. The two acoustic waves are
smoothed due to the use of a material constraint on the time step and the velocity profiles
are continuous at the interface, as expected.
5.2.2 Solid/solid and solid/fluid
As described in [1], for solids an elastic Mach number Mχ =
√
ρu21/(2χ) can be intro-
duced. We validate the scheme on a copper/copper interface with shear and then on a
copper/gas interface (see Tables 9 and 10 for regimes and initial conditions). Due to cop-
per intrinsic propertiesO(χ)=O(p∞), we have that Mχ'M. This means that the speeds
of shear and of longitudinal waves are of the same order of magnitude.
Test Materials Regime γ1 γ2 p∞,1 p∞,2 χ1 χ2
(Pa) (Pa) (Pa) (Pa)
12 copper-copper M'0.14 4.22 4.22 3.42·1010 3.42·1010 5·1010 5·1010
13 copper-gas M−'2.5·10−2; M+'0.9 4.22 1.4 3.42·1010 0 5·1010 0
Table 9: Parameters for the solid/solid and solid/fluid test cases: materials and regime on the interface.
Test L xB(0) tend ρ1 ρ2 (u1)1 (u1)2 (u2)1 (u2)2 p1 p2
(m) (m) (s) (Kg/m3) (Kg/m3) (m/s) (m/s) (m/s) (m/s) (Pa) (Pa)
12: copper-copper 1.5 0.75 5.6·10−5 8900 8900 0 0 0 100 1011 109
13: copper-gas 1 0.6 8·10−4 8900 50 0 0 0 0 5·109 105
Table 10: Parameters for the solid/solid and solid/fluid test cases: initial state (material 1 on the left and
material 2 on the right) and initial position of the interface xB(0).
In test 12, an interface separates a copper high pressure chamber at rest and the same
material on the right at lower pressure, where a tangential velocity is imposed. With these
initial state, the Mach number at the interface is around 0.14 and we expect five waves to
appear. The fastest waves are relative to the normal stress, the middle one is the interface,
and the two intermediate waves are relative to the tangential stress. Fig. 9 shows that
the two components of the velocity field and of the stress tensor are continuous at the
interface, whereas the density and the pressure are discontinuous. The interface moves
from xB (0) = 0.75 to xB (tend) = 0.794, namely for a grid spacing ∆x = 2·10−3 it crosses
22 cells. These results are obtained for a grid spacing ∆x= 2·10−3 and for a time step
∆t=5·10−7, given by a material constraint νmat=0.2.
Test 13 is a shock tube containing copper at high pressure and air at atmospheric
pressure. This test case is stiff because at the initial time, the pressure and density ratios
are very large, since the copper is compressed. The results for an increasing number
of grid points are plotted in Fig. 10, where numerical convergence is observed. The
normal velocity and the normal stress are continuous at the interface. The pressure and
the density are discontinuous and we can see a shock wave transmitted in air. For these
results, a Newton sub-iteration to deal with the linearizations on the interface conditions
is needed. As explained in Sec. 4.1.2, this is due to highly non-linear wave pattern, with
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Figure 9: Test 12 : results obtained with the three spatial discretizations modified with the multi-material
interface conditions.
a shock wave occurring in the close neighbourhood of the interface at Mach number of
order 1.
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Figure 10: Test 13 : copper-gas tube, results obtained with the multi-material all-speed scheme for an increasing
number of points.
6 Conclusions and future developments
A completely implicit numerical method for moving boundaries and multi-material in-
terfaces is proposed. The main purpose of the present paper is the simulation of weakly
compressible and low Mach multi-material flows. To our knowledge this is the first fully
implicit treatment of moving interfaces. Moving walls are accurately solved and multi-
material interfaces are kept sharp, accurately capturing their position and velocity. The
scheme is able to deal with fluid/fluid, fluid/solid and solid/solid interfaces, as illus-
trated by the numerical tests. The multi-material model is validated on compressible and
weakly compressible flows, adopting the all-speed scheme proposed in [1] away from
boundaries.
Several tests, including gas/gas, gas/liquid, solid/solid and solid/gas interfaces,
show the excellent resolution of the multi-material interface. It is also observed that nu-
merical oscillations almost never occur. All tests are performed by enforcing a CFL con-
dition that depends only on the material velocity and not on the acoustic waves speed.
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In the future, the scheme will be extended to solve two and three dimensional multi-
material problems. The interface will be described with a level set function, coherently
with the adopted fully Eulerian approach.
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