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Abstract
The Witt–Burnside ring of a proﬁnite group G over a commutative ring A generalizes both
the Burnside ring of virtual G-sets and the rings of universal and p-typical Witt vectors over A.
The Witt–Burnside ring of G over the monoid ring Z[M], where M is a commutative monoid, is
proved isomorphic to the Grothendieck ring of a category whose objects are almost ﬁnite G-sets
equipped with a map to M that is constant on G-orbits. In particular, if A is a commutative
ring and A× denotes the set A as a monoid under multiplication, then the Witt–Burnside ring
of G over Z[A×] is isomorphic to Graham’s ring of “virtual G-strings with coefﬁcients in
A.” This result forms the basis for a new construction of Witt–Burnside rings and provides an
important missing link between the constructions of Dress and Siebeneicher [Adv. in Math. 70
(1988) 87–132] and Graham [Adv. in Math. 99 (1993) 248–263]. With this approach the usual
truncation, Frobenius, Verschiebung, and Teichmüller maps readily generalize to maps between
Witt-Burnside rings.
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1. Introduction
1.1. Summary
Universal and p-typical Witt vectors have enjoyed numerous applications to several
areas of mathematics. Despite their wide range of applicability, not much is known about
their ring-theoretic properties. This is due in part to the fact that the constructions of
these rings found in the literature almost always depend on a direct construction of
their “universal polynomials,” which usually leads to implicit or unintelligible formulae
that one is then doomed to use when proving anything about them.
In [3], Dress and Siebeneicher present a generalization of universal and p-typical
Witt vectors called the ring of “generalized Witt vectors,” or the “Witt–Burnside ring,”
which is deﬁned relative to a commutative ring A and a proﬁnite group G. This ring
is the ring of universal or p-typical Witt vectors over A, respectively, when G is the
group of proﬁnite integers or the group of p-adic integers. Moreover, when A is the ring
of integers, the Witt–Burnside ring is isomorphic to the Grothendieck ring of virtual
“almost ﬁnite” G-sets, called the “Burnside ring” of G. Recently, Brun showed that for
any ﬁnite group G, the Witt–Burnside functor WG is the left adjoint of an algebraic
functor from the category of G-Tambara functors to the category of commutative rings
with an action of G [2]. All of this suggests that a more conceptual construction of Witt
vectors that is free of universal polynomials is possible by exploiting the combinatorics
of G-sets.
Although Dress and Siebeneicher took the universal polynomial approach to con-
structing Witt–Burnside rings, this is not the only approach to the subject. Graham
constructs the Witt–Burnside ring of G over A as a natural quotient of the Grothendieck
ring of “A-valued G-sets,” which are almost ﬁnite G-sets whose elements are equipped
with values in A [5]. Under Graham’s construction, many of the formulae in [3] are
neatly buried under the combinatorics of G-sets.
However, much is lost if one completely abandons the Dress–Siebeneicher approach
as Graham did. An important result—that Witt–Burnside rings over the integers are
Burnside rings—does not follow from Graham’s approach without incorporating a sig-
niﬁcant portion of the Dress–Siebeneicher construction. This result, which forms the
basis for the Dress–Siebeneicher construction, is crucial to motivating the theory. Thus,
neither construction of Witt–Burnside rings is complete without the other.
This paper provides a vital missing link between the two constructions. Our main
theorem, Theorem 1.7, gives an isomorphism between the Witt–Burnside ring over
a monoid ring Z[M], where M is a commutative monoid, and the Grothendieck
ring of a category whose objects are almost ﬁnite G-sets X equipped with a map
‖·‖ : X → M that is constant on G-orbits. (For further discussion of Witt–Burnside rings
along these lines, see [4].) Theorem 1.7 generalizes the fact, basic to the
Dress–Siebeneicher approach, that Witt–Burnside rings over the integers are Burn-
side rings, and it is expressed in terms of Graham’s notion of “valued” G-sets. The
theorem also allows us essentially to deﬁne the Witt–Burnside ring over Z[M] as a
Grothendieck ring and then apply Yoneda’s lemma to deﬁne the Witt–Burnside ring over
any commutative ring.
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It is an easy corollary of our approach that the usual truncation, Frobenius, and
Verschiebung maps on Witt vectors generalize, via projection, restriction, and induction
of G-sets, to maps between Witt–Burnside rings. Moreover, when we apply the same
approach to coinduction of G-sets (rather than set-exponentiation), we obtain a collec-
tion of multiplicative maps from W(A) to W(A) that has not been studied before. (See
Corollary 4.11.)
Our approach to constructing Witt–Burnside rings differs overall from previous ap-
proaches not just in our use of Yoneda’s lemma and coinduction of G-sets. Broadly
speaking, our approach is category-theoretic, in the sense that all of the maps between
rings we deﬁne either are maps between Grothendieck rings induced by functors, or
else they connect back to such maps via a commutative diagram. Also, whenever pos-
sible, we use the language of transitive G-sets rather than the language of conjugacy
classes of subgroups of G, since it is our view that this makes many of the necessary
formulae easier to read.
The organization of this paper is as follows. In the remainder of Section 1, we state
our main theorem, Theorem 1.7, and summarize its proof. In Section 2, we develop
the necessary technical machinery used in the proof, the most vital being induction
and coinduction of “virtual strings” over a commutative monoid. The proof is then
given in Section 3. In Section 4, we show that the tools developed in Section 2 almost
immediately yield several important maps between Witt–Burnside rings. Lastly, in the
appendix, we prove a general lemma, following from Yoneda’s lemma, concerning the
extension problem for ring-valued functors.
1.2. Deﬁnition of Witt–Burnside rings
To deﬁne Witt–Burnside rings, we introduce the following notation. Let G be a
proﬁnite group. Let F(G), called the frame of G, denote the set of all isomorphism
classes of discrete transitive G-sets with continuous G-action. The frame of G is a
partially ordered set (poset), where we deﬁne UT if there exists a G-map T −→ U .
(We blur the distinction between an isomorphism class in F(G) and a representative
element of that class.)
Example 1.1. The frame of the group Zp of p-adic integers is isomorphic to the
poset of non-negative integers under the usual  relation. The frame of the group Ẑ
of proﬁnite integers is isomorphic to the poset of positive integers under the divides
relation.
The poset F(G) has the following properties.
• For any T ,U ∈ F(G), the cardinality of T, denoted #T , and the integer
#(T , U) := #HomG(T ,U),
where HomG(T ,U) denotes the set of all G-maps T −→ U , are well-deﬁned (inde-
pendent of isomorphism classes).
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• If UT , then #U divides #T .
• For every T ∈ F(G), there exist only ﬁnitely many U ∈ F(G) with UT .
Witt–Burnside rings are deﬁned in the following theorem, which is due, in an equiv-
alent formulation, to Dress and Siebeneicher [3].
Theorem 1.2. For any proﬁnite group G, there is a unique functor WG from the
category of rings (commutative with identity) to itself such that
(1) on underlying sets, WG is given by the direct product functor
A −→
∏
T ∈F(G)
A;
(2) for any ring A and for every T ∈ F(G), the Tth “Witt polynomial” map
wT :
WG(A) −→ A
a −→ ∑
UT
#(T , U) a#T/#UU
is a homomorphism of rings. Here, a denotes the vector (aU )U∈F(G).
If UT , and if T or U has a point with a stabilizer group that is normal in G, then
#HomG(T ,U) = #U. Thus if G is abelian then the Witt polynomial map acts by
wT : a −→
∑
UT
#U a#T/#UU .
In particular, it is easy to see that WG is isomorphic to the universal Witt vector
functor W if G = Ẑ, and WG is isomorphic to the p-typical Witt vector functor Wp
if G = Zp.
Remark 1.3. The matrix (#(T , U))T ,U∈F(G) is called the Burnside matrix, or table
of marks, of G. The Burnside matrix of G determines the functor WG, and also the
composition factors of G [8], up to isomorphism. Also, there are known examples of
non-isomorphic groups with isomorphic Burnside matrices [6].
1.3. Main theorem
Our main theorem, Theorem 1.7 below, provides an isomorphism between the Witt–
Burnside ring of a proﬁnite group G over the monoid ring Z[M], where M is a
commutative monoid, and a generalized “Burnside ring” deﬁned relative to G and M.
If A is a ring (commutative with identity) and A× denotes the set A as a monoid under
multiplication, then the Burnside ring of G over A× is nothing more than Graham’s
ring FG(A) [5]. In particular, our main theorem yields an isomorphism
WG(Z[A×]) ∼−→ FG(A)
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of rings. To state the theorem in its full generality, we make the following deﬁnitions,
all of which are contained in or generalize deﬁnitions in [5].
Let G be a proﬁnite group. A G-set is a discrete set X together with a continuous
action of G on X. The topological restriction simply requires that all points have open
stabilizer groups.
A G-set X is almost ﬁnite if each transitive G-set appears, up to isomorphism, only
ﬁnitely many times in the orbit decomposition of X. This is equivalent to requiring that
the set HomG(T ,X) of all G-maps from T to X be ﬁnite for every T ∈ F(G). If X
and Y are almost ﬁnite G-sets, then so are the G-sets X  Y and X × Y .
Let M be a commutative monoid, written multiplicatively. An M-valued G-set is an
almost ﬁnite G-set X together with a map | · |X : X −→ M . These form a category,
where a morphism is simply a G-map preserving values in M.
If X and Y are M-valued G-sets, then so are the G-sets X  Y and X × Y , with
values given by
|z|XY =
{ |z|X if z ∈ X,
|z|Y if z ∈ Y
and
|(x, y)|X×Y = |x|X|y|Y ,
respectively. The operations  and × satisfy all of the properties of addition and
multiplication (including additive cancellation) required to form a Grothendieck ring,
called the ring VM(G) of virtual M-valued G-sets. Elements of the ring VM(G) are
formal differences X−Y , where X and Y are isomorphism classes of M-valued G-sets.
Example 1.4. (1) The ring V1(G), where 1 denotes the trivial monoid, is the (com-
pleted) Burnside ring of virtual almost ﬁnite G-sets, which is denoted ̂(G).
(2) The ring VM(1), where 1 denotes the trivial group, is just the monoid ring Z[M].
Now, there is a unique ring homomorphism
v : VM(G) −→
∏
T ∈F(G)
Z[M]
with Tth coordinate vT acting by
vT : X −→
∑
∈HomG(T ,X)
∏
t∈T
|t |X
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for any M-valued G-set X. This follows from the natural bijections
HomG(T ,X  Y ) ∼−→HomG(T ,X)  HomG(T , Y )
(for T transitive) and
HomG(T ,X × Y ) ∼−→HomG(T ,X) × HomG(T , Y ).
Example 1.5. (1) For M = 1, the homomorphism vT is given by
vT : ̂(G) −→ Z
X −→ #HomG(T ,X).
These homomorphisms are well-known in the context of Burnside rings.
(2) For G = 1, the homomorphism v is given by
v :
VM(1) −→ Z[M]
X −→ ∑
x∈X
|x|X,
and v is an isomorphism of rings.
Now, the kernel of the homomorphism v is equal to the set of all virtual A-valued
G-sets X−X′, where X and X′ are equal as G-sets and where ∏s∈S |s|X =∏s∈S |s|X′
for all G-orbits S of X. (See Corollary 2.4.) Thus, elements of the factor ring
BM(G) := VM(G)/Ker(v)
can be thought of as virtual G-strings over M, which are almost ﬁnite G-sets X equipped
with a map ‖ · ‖X : X −→ M that is constant on G-orbits. The maps | · |X and ‖ · ‖X
are related by the equation
‖x‖X =
∏
s∈Gx
|s|X.
In other words, the G-strings over M form a category (described in detail in Section
2.2), and the ring BM(G) is a corresponding Grothendieck ring. The ring BM(G) will
be called the Burnside ring of G over M.
Example 1.6. (1) If A is a ring and A× denotes the set A as a monoid under multi-
plication, then BA×(G) is Graham’s ring FG(A) of virtual G-strings with coefﬁcients
in A [5].
(2) B1(G) is the Burnside ring ̂(G).
(3) BM(1) is the monoid ring Z[M].
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Let
b : BM(G) −→
∏
T ∈F(G)
Z[M]
denote the ring homomorphism induced by the homomorphism v on the factor ring
BM(G) = VM(G)/Ker(v). It will be called the Burnside homomorphism of G over M.
Our main theorem can now be stated as follows.
Theorem 1.7. For any proﬁnite group G and any commutative monoid M, there is a
unique ring isomorphism i : WG(Z[M]) ∼−→ BM(G) for which the diagram
WG(Z[M])
w




i
 BM(G)
b
∏
T ∈F(G)
Z[M]
is commutative, where w := ∏
T ∈F(G)
wT .
Applying the theorem to M = 1, we obtain the following result, which forms the
basis for the Dress–Siebeneicher construction of Witt–Burnside rings.
Corollary 1.8. There is an isomorphism WG(Z)
∼−→ ̂(G) of rings.
To construct the functor WG, Dress and Siebeneicher ﬁrst deﬁne a bijection between
the sets ZF(G) and ̂(G) that deﬁnes the ring WG(Z) by transport of structure. From
here, they give a direct construction of universal polynomials for WG(Z), which in-
volves proving several difﬁcult congruences and formulae. Theorem 1.7 bypasses this
difﬁculty. We are ﬁrst able to deﬁne a bijection between the sets Z[M]F(G) and BM(G)
that deﬁnes the ring WG(Z[M]) by transport of structure. Then, since there are sufﬁ-
ciently many monoid rings over Z (in a sense made precise in Lemma A.1), Yoneda’s
lemma allows us to deﬁne WG(A) for any commutative ring A. (See Section 3.2.)
1.4. Notation and conventions
The word “ring” in this paper always means “commutative ring with identity.” If A
is a ring and X is a set, then AX denotes the direct product
∏
x∈X A, which, as a ring,
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has the coordinatewise operations. If A and B are rings, then the notation
A  B
will be reserved hereafter for a ring homomorphism from A to B. The notations
A
+
 B A
×
 B A
set
 B
will be used, respectively, for an additive map, a multiplicative map, and a set-map,
from A to B. If S and T are sets, then
S   T S   T S
∼
 T
denote an injection, a surjection, and a bijection, from S to T. If S and T are rings,
then the same conventions on marking of the arrow “−→” will also apply to these
arrows.
In this paper, G always denotes a proﬁnite group. A G-set is a discrete set X together
with a continuous action G × X −→ X of G on X.
A monoid is a set with an associative binary operation having a two-sided identity.
In this paper the word “monoid” always means “commutative monoid.” If A is a ring
and M is a monoid, then A[M] denotes the monoid ring of M over A. It is a universal
commutative A-algebra equipped with a multiplicative map from M.
1.5. Summary of the proof
We summarize our proof of Theorems 1.2 and 1.7. Let G be a proﬁnite group and
M a monoid (written multiplicatively). We consider three rings each having underlying
set Z[M]F(G).
First, for any ring A one can make the set AF(G) a ring AF(G)P via the familiar
coordinatewise operations.
Second, the set Z[M]F(G) can be identiﬁed with the set BM(G) of virtual G-strings
over M and given a ring structure Z[M]F(G)B by transport of structure, via the identi-
ﬁcation
BM(G)
∼−→ Z[M]F(G)B
X −→
⎛⎝ ∑
Gx∈G\X
GxT
‖x‖X
⎞⎠
T ∈F(G)
,
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where G\X denotes the set of G-orbits of X. Under this identiﬁcation, the Burnside
homomorphism b (by Proposition 2.3) is the map
w′ :
Z[M]F(G)B −→ Z[M]F(G)P
 −→
( ∑
UT
#(T , U) {#T/#U}U
)
T ∈F(G)
,
where for any positive integer n
(−){−} : Z[M] −→ Z[M]
denotes the unique ring endomorphism induced by the nth-powering map m −→ mn
from M to M. Notice the striking similarity between the ring homomorphism w′ and
the (injective) Witt polynomial map w = ∏T ∈F(G) wT of Theorem 1.7. Our main
computational result is the following.
Proposition 1.9. For A = Z[M], the Witt polynomial map w and the ring homomor-
phism w′ have the same image in Z[M]F(G). Thus there is a unique bijection j for
which the diagram
Z[M]F(G)
j
set

w
set 



Z[M]F(G)B
w′

Z[M]F(G)P
is commutative.
Since the map w′ is a ring homomorphism, the domain of the set-map w is a ring
Z[M]F(G)W by transport of structure. Furthermore, for any monoid ring A = Z[M], the
set-map w : AF(G) −→
set
A
F(G)
P and the ring structure on its codomain are deﬁned
(unlike w′) using nothing about A but its ring structure. This allows us to apply Yoneda’s
lemma to show that there is a ring structure AF(G)W induced on the set A
F(G) in a
unique functorial manner making the map w : AF(G)W −→ AF(G)P a ring homomorphism
for all rings A. The functor WG := (−)F(G)W clearly satisﬁes the necessary conditions
of Theorems 1.2 and 1.7. Uniqueness of WG is easy and is proved in Section 2.1.
Proposition 1.9 is proved in Section 3.1. Induction and coinduction of virtual strings
over a commutative monoid, which respectively are denoted BIndGH and BCoind
G
K and
are deﬁned in Propositions 2.12 and 2.14, are the main technical machinery used in
the proof. With this machinery, we are able to prove the following result, from which
Proposition 1.9 follows.
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Proposition 1.10. The map
i :
Z[M]F(G) −→
set
BM(G)
 −→ ∑
H∈H
BIndGH
(
BCoindH1 (G/H )
)
,
(1.1)
where H is a set of representatives of the conjugacy classes of open subgroups of G,
is the unique bijection for which the diagram
Z[M]F(G)
i
set

w
set 



BM(G)
b

Z[M]F(G)
(1.2)
is commutative.
Below is a commutative diagram comprised of most of the maps used in our proofs
of the results above. Table 1 provides the rules of these maps and the sections in which
they are deﬁned. Other important maps used in the proof are summarized in Table 2
in Section 2.5.
VM(G)
v′


v
 Z[M]F(G)
l
+∼
 Z[M]F(G)
Z[M]F(G)
set ∼
j





w
set

i
set ∼




BM(G)

b

b′
+∼
 Z[M]F(G)
k
+∼


w′ +

Z[M]F(G)

w′′ +

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Table 1
Summary of some important maps
Map Rule Section
w  −→
( ∑
U T
#(T , U) #T/#U
U
)
T ∈F(G)
1.3
v X −→
( ∑
∈HomG(T ,X)
∏
t∈T
|t |X
)
T ∈F(G)
1.3
b X −→
( ∑
∈HomG(T ,X)
‖T ‖#T/#T
X
)
T ∈F(G)
1.3
w′  −→
( ∑
U T
#(T , U) {#T/#U}
U
)
T ∈F(G)
1.5
v′ X −→ X, where ‖S‖X =
∏
s∈S
|s|X for all S ∈ G\X 2.2
b′ X −→
⎛⎜⎝ ∑
S∈G\X
ST
‖S‖X
⎞⎟⎠
T ∈F(G)
2.2
w′′  −→ ((#AutGT ) T )T ∈F(G) 2.3
k  −→
( ∑
U T
#(AutGT \HomG(T ,U)) {#T/#U}U
)
T ∈F(G)
2.3
l  −→
( ∑
∈AutGT
{#〈〉}〈〉\T
)
T ∈F(G)
2.3
b′−1  −→ ∑
H∈H
BIndG
H
(
BInfH1 (G/H )
)
3.1
i  −→ ∑
H∈H
BIndG
H
(
BCoindH1 (G/H )
)
3.1
j  −→
⎛⎝ ∑
H∈H
∑
IndG
H
UT
b′
U
BCoindH1 (G/H )
⎞⎠
T ∈F(G)
3.1
1.6. Connection to Graham’s constructions
In this section, we show that Theorem 1.7 can be used to recover the main results
in [5].
If A is a ring, then Graham’s ring FG(A) is our Burnside ring BA×(G), where A×
denotes the set A as a monoid under multiplication. Moreover, Graham’s homomorphism
 : FG(A) −→ AF(G)
can be obtained from our Burnside homomorphism
b : BA×(G) −→ Z[A×]F(G)
by applying the unique ring homomorphism  : Z[A×] −→ A that is the identity on
A× to the coordinates of b.
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The main results in [5] beyond those already contained in [3], and upon which
Graham bases his alternative construction of Witt–Burnside rings, are summarized in
the following theorem.
Theorem 1.11. There is a unique ring homomorphism  that is functorial in A and
for which the diagram
BA×(G)



 
		




WG(A)
w

AF(G)
is commutative for all rings A. The homomorphism  is surjective, and its kernel is
equal to the closure of the additive group generated by all elements of BA×(G) of the
form
IndGH
(
CoindH1 X
)
−
[
G/H,
∑
x∈X
‖x‖X
]
,
where H ranges over the open subgroups of G (or a set of representatives of their
conjugacy classes), where X ranges over all 1-strings over A×, and where [T , a]
denotes the transitive G-string T with ‖t‖T = a for all t ∈ T . Moreover, the map
WG(A) −→
set
BA×(G)
a −→ ∑
T ∈F(G)
[T , aT ]
is a set-theoretic section of .
Proof. By Theorem 1.7, there are unique ring homomorphisms  and  for which the
diagram
WG(Z[A×])
WG()

i




w
 Z[A×]F(G)
F(G)

BA×(G)



	
	
	
	
	 










b

WG(A)
w

AF(G)
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is commutative, where  : Z[A×] −→ A denotes the unique ring homomorphism that is
the identity on A×. The rest of the theorem follows easily from (1.1) and the following
lemma. 
Lemma 1.12. Every element of WG(Z[M]) may be written in the form − , where
the coordinates T and T all lie in the subset Z0[M] of Z[M].
Proof. The T and T are easy to construct recursively on the cardinality of T. 
2. Basic constructions
2.1. Witt polynomials
The set-map
w :
AF(G) −→
set
AF(G)
a −→
( ∑
UT
#(T , U) a#T/#UU
)
T ∈F(G)
(2.1)
will be called the Witt polynomial map of G over A.
Lemma 2.1. If the ring A is torsion-free (as an abelian group), then the Witt polynomial
map w of G over A is injective. If A is a Q-algebra, then w is bijective.
Proof. Since A ⊂ A⊗ZQ if A is torsion-free, it sufﬁces to prove the second statement.
In this case, since the ‘leading’ term of wT (a) is #(T , T ) aT , one can deﬁne the
components of w−1 recursively on the cardinality of T. 
We may prove the uniqueness of the functor WG assuming its existence (which will
be proved in Section 3) as follows. If A is torsion-free, then by Lemma 2.1 the Witt
homomorphism
w : WG(A) −→ AF(G)
is injective, so addition and multiplication in WG(A) are uniquely determined. For
arbitrary A, there is a surjective ring homomorphism  : B −→ A from a torsion-free
ring B. Since the homomorphism WG() : WG(B) −→ WG(A) is surjective, addition
and multiplication in WG(A) are uniquely determined by addition and multiplication
in WG(B).
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2.2. Burnside rings over a commutative monoid
Recall from Section 1.3 that VM(G) denotes the Grothendieck ring of the category
G-SetsM of M-valued G-sets, where an “M-valued G-set” is an almost ﬁnite G-set X
equipped with a map | · |X from X to M.
The ring VM(G) is functorial in M as follows. If  : M −→ M ′ is a monoid
homomorphism, then there is a (covariant) functor
∗ : G-SetsM −→ G-SetsM ′
acting by
∗ : (X, | · |) −→ (X,| · |),
since a morphism X −→ Y of G-sets over M is a morphism of the resulting G-sets
over M ′. The functor ∗ preserves  and ×. Therefore ∗ induces a homomorphism
VG() : VM(G) −→ VM ′(G)
of Grothendieck rings.
The ring VM(G)/Ker(v) (where v is deﬁned in Section 1.3) can be interpreted as a
Grothendieck ring as follows.
A G-string over M is a pair (X, ‖ · ‖), where X is an almost ﬁnite G-set and where
‖ · ‖ : G\X −→ M
is a function assigning values in M to G-orbits of X. We will usually refer to a G-string
(X, ‖ · ‖) over M simply as X, with the notation ‖ · ‖ = ‖ · ‖X for its valuation being
understood.
The G-strings over M form a category, denoted G-StringsM , where a morphism
 : X −→ Y of G-strings over M is a G-map  : X −→ Y such that
‖S‖X = ‖S‖#S/#SY
for all S ∈ G\X. This deﬁnition is tailor-made so that there is a functor
S : G-SetsM −→ G-StringsM
sending an M-valued G-set X to the G-string X over M, where
‖S‖X :=
∏
s∈S
|s|X
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for all S ∈ G\X. Indeed, one easily checks that a morphism X −→ Y of M-valued
G-sets is also a morphism of the resulting G-strings over M.
Let X and Y be G-strings over M. The following are also G-strings over M.
• (disjoint union) X  Y , where
‖S‖XY =
{ ‖S‖X if S ∈ G\X,
‖S‖Y if S ∈ G\Y
for all S ∈ G\(X  Y );
• (cartesian product) X × Y , where
‖S‖X×Y = ‖T ‖#S/#TX ‖U‖#S/#UY
for all S ∈ G\(X×Y ), where T and U are the images of S in X and Y, respectively.
By virtue of these deﬁnitions, the functor S preserves the operations  and ×. Thus,
as with the G-sets over M, one can form a Grothendieck ring. We let BM(G) denote
the Grothendieck ring of virtual G-strings over M. Elements of BM(G) are formal
differences X − Y , where X and Y are isomorphism classes of G-strings over M. Since
addition is cancellative, the set BM(G)+ of isomorphism classes of G-strings over
M is a subset of BM(G). Elements of the set BM(G)+ are called effective G-strings
over M.
The functor S induces a surjective ring homomorphism
v′ : VM(G) −→ BM(G),
and the homomorphism v : VM(G) −→ Z[M]F(G) factors through v′. In other words,
there is a unique ring homomorphism
b : BM(G) −→ Z[M]F(G)
for which the diagram
VM(G)
v′

v














BM(G)
b
 Z[M]F(G)
(2.2)
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is commutative. In fact, b acts by
b : X −→
⎛⎝ ∑
∈HomG(T ,X)
‖T ‖#T/#T
⎞⎠
T ∈F(G)
for any effective G-string X over M. We will call the ring homomorphism b the Burnside
homomorphism (of G over M).
Remark 2.2. The Tth component bT of the Burnside homomorphism b is induced by
the functor
HomG(T ,−) : G-StringsM −→ 1-StringsM
sending a G-string X over M to the 1-string HomG(T ,X) over M, where
‖‖ := ‖T ‖#T/#T
for all  ∈ HomG(T ,X).
We now show that b in injective, so BM(G)VM(G)/Ker(v). Let b′ denote the
additive map
b′ :
BM(G) −→+ Z[M]
F(G)
X −→
⎛⎝ ∑
S∈G\X
ST
‖S‖X
⎞⎠
T ∈F(G)
.
(2.3)
Let w′ denote the additive map
w′ :
Z[M]F(G) −→+ Z[M]
F(G)
 −→
( ∑
UT
#(T , U) {#T/#U}U
)
T ∈F(G)
,
(2.4)
where for any positive integer n the map
(−){n} : Z[M] −→ Z[M] (2.5)
is the unique ring homomorphism sending m to mn for all m ∈ M .
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Proposition 2.3. The diagram
BM(G)
b′
+

b




Z[M]F(G)
w′+

Z[M]F(G)
is commutative. Moreover, b′ is bijective and w′ is injective, and therefore b is injective
and Im b = Imw′.
Proof. One checks easily that the diagram is commutative and that b′ bijective. That
the map w′ is injective follows as in the proof of Lemma 2.1 that w is injective over
any torsion-free ring. 
Corollary 2.4. The kernel of the homomorphism v : VM(G) −→ Z[M]F(G) is equal
to the set of all virtual M-valued G-sets X −X′, where X and X′ are equal as G-sets
and where
∏
s∈S |s|X =
∏
s∈S |s|X′ for all S ∈ G\X.
Proof. Since Ker b = 0, we have Ker v = Ker v′ by (2.2), and Ker v′ is the set that
we want. 
2.3. Image of the Burnside homomorphism
When studying the Burnside ring BM(G), it is often possible to reduce to the case
where G is ﬁnite. In that case we have the following useful result.
Proposition 2.5. If G is ﬁnite, then the exponent of the cokernel of the Burnside
homomorphism b : BM(G) −→ Z[M]F(G) is equal to #G.
Our proof of this result will also lead to an explicit description of the image of the
Burnside homomorphism in terms of congruences (even when G is not ﬁnite), but for
our purposes we need only the result above concerning its cokernel.
We deﬁne
w′′ : Z[M]
F(G) −→+ Z[M]
F(G)
 −→ ((#AutGT ) T )T ∈F(G) ,
where AutGT denotes the group of G-automorphisms of T. Also, we deﬁne
k :
Z[M]F(G) −→+ Z[M]
F(G)
 −→
( ∑
UT
#(AutGT \HomG(T ,U)) {#T/#U}U
)
T ∈F(G)
,
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where the group AutGT acts on the set HomG(T ,U) in the obvious way, and where
(−){n} is deﬁned for any positive integer n as in (2.5). Finally, we deﬁne
l :
Z[M]F(G) −→+ Z[M]
F(G)
 −→
( ∑
∈AutGT
{#〈〉}〈〉\T
)
T ∈F(G)
,
where the group 〈〉 ⊂ AutGT acts on T in the obvious way, and where the set 〈〉\T
of 〈〉-orbits of T is a (transitive) G-set under the action g〈〉t := 〈〉gt .
Proposition 2.6. The square
Z[M]F(G)
k+

+
w′
 Z[M]F(G)
l+

Z[M]F(G)
+
w′′
 Z[M]F(G)
is commutative, and k and l are isomorphisms of additive groups.
Proof. Let T ∈ F(G) and  ∈ Z[M]F(G), and set  := (w′′k())T . We have
 =
∑
UT
#AutGT #(AutGT \HomG(T ,U)) {#T/#U}U .
Now, “Burnside’s lemma” states that
∑
h∈H
#
(
X〈h〉
)
= #H#(H\X)
for any ﬁnite group H and any ﬁnite H-set X. Applying Burnside’s lemma to the group
H = AutGT and the ﬁnite H-set X = HomG(T ,U), we see that
 =
∑
UT
∑
∈AutGT
#
(
HomG(T ,U)〈〉
)
{#T/#U}U
=
∑
∈AutGT
∑
UT
#(〈〉\T ,U) {#T/#U}U .
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But since AutGT acts freely on T, we have #T = #〈〉#(〈〉\T ), so
 =
∑
∈AutGT
⎛⎝ ∑
U 〈〉\T
#(〈〉\T ,U) {#(〈〉\T )/#U}U
⎞⎠{#〈〉}
= (lw′())T .
Therefore the diagram is commutative. Finally, that k and l are additive homomorphisms
is clear, and they are both bijections since the Tth coordinates of both k() and l()
have leading terms equal to T . 
Proof of Proposition 2.5. By Propositions 2.3 and 2.6, we have
Coker b = Coker w′Coker w′′.
But
Coker w′′ =
∏
T ∈F(G)
Z[M]/(#AutGT )Z[M],
and since #AutGT divides #G for all T, and #AutGG = #G, it follows that the exponent
of Coker w′′ is #G. Therefore the exponent of Coker b is #G as well. 
We may use Proposition 2.6 to give an explicit description of the image of the
Burnside homomorphism in terms of congruences.
Corollary 2.7. The image of the homomorphism b : BM(G) −→ Z[M]F(G) is equal to
the set of all  ∈ Z[M]F(G) such that
∑
∈AutGT
{#〈〉}〈〉\T ≡ 0 (mod (#AutGT )Z[M])
for all T ∈ F(G).
Note that Corollary 2.7 generalizes [3, Theorem 2.7.3].
2.4. Functoriality of G-sets
We extend the usual functoriality of G-sets (projection, inﬂation, restriction, induction,
and coinduction) to our case where G has the topology of a proﬁnite group. In what
follows, G-sets denotes the category of G-sets (discrete with continuous G-action, not
necessarily almost ﬁnite).
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Let N be a closed normal subgroup of G. If X is a (discrete) G-set, then the set
ProjGG/NX := XN
of N-invariant elements of X is naturally a (discrete) G/N -set. Thus we have a (co-
variant) functor
ProjGG/N : G-sets −→ G/N -sets
called projection from G to G/N .
There is an obvious left adjoint InfGG/N to projection, called inﬂation from G/N to
G. However, we will see in Section 4 that inﬂation, unlike projection, does not yield
functoriality of WG. (See Remark 4.2 and Proposition 4.7.)
Next let H be a closed (or, equivalently, a proﬁnite) subgroup of G. Any G-set
X is automatically by restriction an H-set, which we shall denote by ResGHX. Since
morphisms are preserved under this association, there is a functor
ResGH : G-sets −→ H -sets
called restriction from G to H.
If H is open in G, then ResGH has a familiar left adjoint, called induction, de-
noted IndGH . Openness is required for H because elements of the transitive G-set
IndGH (H/H) = G/H must have open stabilizer groups.
In general, for all closed subgroups H of G, the functor ResGH has a right adjoint,
called coinduction, deﬁned as follows. If Y is an H-set, then the discrete set
CoindGHY := HomH (G, Y )
of continuous H-equivariant maps from G (where G is in its proﬁnite topology and H
acts by left-multiplication) to the H-set Y forms a G-set under the continuous G-action
deﬁned by
(g)(g′) = (g′g)
for all g, g′ ∈ G. If  : Y −→ Y ′ is a morphism of H-sets, then the map
CoindGH () : Coind
G
HY −→ CoindGHY ′
 −→ 
is a morphism of G-sets. Moreover, the map
G-sets(X,CoindGHY)
∼−→ H -sets(ResGHX, Y )
 −→ (x −→ (x)(1))
is a bijection and therefore CoindGH is a right adjoint for ResGH .
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Table 2
Maps between Burnside rings
Map From To Rule
BProjG
G/N
BM(G) BM(G/N) X −→ XN , ‖(G/N)x‖ = ‖Gx‖
BResG
H
BM(G) BM(H) [T ,m] −→
∐
U∈H\T
[
U,m[G:H ]#U/#T
]
BIndG
H
BM(H) BM(G) [U,m] −→ [IndGHU,m]
BCoindG
K
BM(K) BM(G) unknown
pG
G/N
Z[M]F(G) Z[M]F(G/N)  −→ (T )T ∈F(G/N)
rG
H
Z[M]F(G) Z[M]F(H)  −→ (IndG
H
U
)U∈F(H)
iG
H
Z[M]F(H) Z[M]F(G)  −→
⎛⎜⎜⎜⎝ ∑U∈H\T
IndG
H
U
∼−→T
U
⎞⎟⎟⎟⎠
T ∈F(G)
cG
K
Z[M]F(K) Z[M]F(G)  −→
( ∏
U∈K\T
U
)
T ∈F(G)
Lemma 2.8. Let N be a closed normal subgroup of G, let H be an open subgroup of
G, and let K be a closed subgroup of G. Then the functors ProjGG/N , ResGH , IndGH , and
CoindGK preserve almost ﬁniteness.
2.5. Maps between Burnside rings
Next, we show how projection, restriction, induction, and coinduction induce mor-
phisms between BM(G) for varying G. The induction and coinduction morphisms ob-
tained in Propositions 2.12 and 2.14 below are the main technical machinery that will
be used in Section 3.1 in our proof of Propositions 1.9 and 1.10. For convenience, all
of the maps and their rules deﬁned in this section are summarized in Table 2.
Let N be a closed normal subgroup of G. By Lemma 2.8, the functor
ProjGG/N : G-sets −→ G/N -setsX −→ XN
preserves almost ﬁniteness. Let M be a monoid. Setting
‖(G/N)x‖ := ‖Gx‖
for every G-string X over M and every x ∈ XN , we obtain a functor
ProjGG/N : G-StringsM −→ G/N -StringsM.
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This functor preserves disjoint unions and cartesian products and therefore induces a
homomorphism
BProjGG/N : BM(G) −→ BM(G/N)
of Grothendieck rings.
Applying this construction to the quotient G/N ′ of G/N for open normal subgroups
N ′ ⊃ N of G yields a projective system
BProjG/N
G/N ′ : BM(G/N) −→ BM(G/N ′)
of homomorphisms with respect to which
BM(G) lim←−
N
BM(G/N). (2.6)
Proposition 2.9. Let N be a closed normal subgroup of G. The coordinate projection
pGG/N : Z[M]F(G) −→ Z[M]F(G/N)
(where F(G/N) is naturally a subset of F(G)) is the unique ring homomorphism for
which the square
BM(G)
b

BProjGG/N
 BM(G/N)
b

Z[M]F(G)
pGG/N
 Z[M]F(G/N)
is commutative.
Proof. This is a straightforward computation. Uniqueness follows for ﬁnite G by Propo-
sition 2.5, and for arbitrary G by taking a projective limit. (See (2.6).) 
Now, let H be an open subgroup of G. By Lemma 2.8, the functor
ResGH : G-sets −→ H -sets
preserves almost ﬁniteness. If X is a G-string over M, we can make ResGHX an H-string
over M by setting
‖Hx‖ := ‖Gx‖[Gx :Hx ]
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for all Hx ∈ H\ResGHX, which is well-deﬁned since the integer
[Gx : Hx] = [G : H ]#(Hx)#(Gx)
is independent of the choice of x in its H-orbit. This association preserves morphisms
of strings and therefore deﬁnes a functor
ResGH : G-StringsM −→ H -StringsM.
This functor has a left adjoint described as follows. By Lemma 2.8, the functor
IndGH : H -sets −→ G-sets
preserves almost ﬁniteness. If Y is an H-set, then there is a bijection
H\Y ∼−→ G\IndGHY
Hy −→ G[1, y].
Therefore, if Y is an H-string over M, then we may deﬁne
‖G[1, y]‖ := ‖Hy‖
for all G-orbits G[1, y] of IndGHY . This makes IndGHY into a G-string over M. Under
this association, the functor IndGH preserves morphisms of strings over M, and the
functor
IndGH : H -StringsM −→ G-StringsM
is a left adjoint to ResGH .
Since restriction and induction of strings respect disjoint unions, they induce natural
additive maps
BResGH : BM(G)−→+ BM(H)
and
BIndGH : BM(H)−→+ BM(G)
of Grothendieck rings. As with BProjGG/N , we seek to lift these maps to maps between
the codomains of the respective Burnside homomorphisms.
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Proposition 2.10. The map
rGH :
Z[M]F(G) −→ Z[M]F(H)
 −→ (IndGHU )U∈F(H)
is the unique ring homomorphism for which the square
BM(G)
b

BResGH
+
 BM(H)
b

Z[M]F(G)
rGH
 Z[M]F(H)
commutative. In particular, BResGH is also a ring homomorphism.
Proof. Let X be an effective G-string over M. If U ∈ F(H), then
bU BResGH (X) =
∑
∈HomH (U,ResGHX)
‖U‖#U/#U
ResGHX
=
∑
∈HomH (U,ResGHX)
‖GU‖[G:H ]#U/#(GU)X
=
∑
∈HomG(IndGHU,X)
‖IndGHU‖#Ind
G
HU/#Ind
G
HU
X
= bIndGHUX
= (rGHbX)U .
Uniqueness follows as in the proof of Proposition 2.9. 
To prove the corresponding result for induction we will need Lemma 2.11 below. If
U is an H-orbit of T ∈ F(G), we will write
IndGHU
∼−→ T (2.7)
if the G-map
IndGHU −→ T
[g, u] −→ gu (2.8)
is a G-isomorphism. (This is equivalent to requiring that Gu be contained in H for all
u ∈ U , or, equivalently, for some u ∈ U .)
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Lemma 2.11. If U is an H-orbit of T ∈ F(G) for which IndGHU
∼−→ T , then every
H-map U −→ Y lifts uniquely, via the G-isomorphism IndGHU −→ T , to a G-map
T −→ IndGHY . Thus we have a map∐
U∈H\T
IndG
H
U
∼−→T
HomH (U, Y ) −→ HomG(T , IndGHY),
and this map is a bijection.
Proof. The map
HomG(T , IndGHY) −→
∐
U∈H\T
IndG
H
U
∼−→T
HomH (U, Y )
 −→ (U,) =
(
−1Y,|U
)
is an inverse to the given map. 
Proposition 2.12. The map
iGH :
Z[M]F(H) −→+ Z[M]
F(G)
 −→
⎛⎜⎜⎝ ∑
U∈H\T
IndG
H
U
∼−→T
U
⎞⎟⎟⎠
T ∈F(G)
(see (2.7) and (2.8)) is the unique additive map for which the square
BM(H)
b

BIndGH
+
 BM(G)
b

Z[M]F(H)
iGH
+
 Z[M]F(G)
commutative.
Proof. Let Y be an effective H-string over M. If T ∈ F(G) then we have
bT BIndGH (Y ) =
∑
∈HomG(T ,IndGHY)
‖T ‖#T/#T
IndGHY
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=
∑
U∈H\T
IndG
H
U
∼−→T
∑
∈HomH (U,Y )
‖U‖#U/#UY
=
∑
U∈H\T
IndG
H
U
∼−→T
bUY
= (iGHbY )T ,
where the second equality follows from Lemma 2.11 and the deﬁnition of IndGH . Unique-
ness follows as in the proof of Proposition 2.9. 
Finally, let K be a closed subgroup of G. By Lemma 2.8, the functor
CoindGK : K-sets −→ G-sets
preserves almost ﬁniteness. We extend this functor to a functor
CoindGK : K-SetsM −→ G-SetsM
by setting
||CoindGKY := |(1)|Y
for any M-valued K-set Y and for every  ∈ CoindGKY = HomK(G, Y ).
Let VM(G)+ denote the set of effective M-valued G-sets. Coinduction induces a
natural map
VCoindGK :
VM(K)+ −→
set
VM(G)+
Y −→ CoindGKY,
Let cGK denote the map
cGK :
Z[M]F(K) −→× Z[M]
F(G)
 −→
( ∏
U∈K\T
U
)
T ∈F(G)
,
which is clearly multiplicative.
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Lemma 2.13. The square
VM(K)+
v

VCoindGK
set
 VM(G)+
v

Z[M]F(K)
cGK
×
 Z[M]F(G)
is commutative.
Proof. Let Y be an effective M-valued K-set. If T ∈ F(G) then we have
vT VCoindGK(Y ) =
∑
∈HomG(T ,CoindGKY)
∏
t∈T
|(t)(1)|Y
=
∑
∈HomK(ResGKT ,Y )
∏
t∈ResGKT
|t |Y
=
∏
U∈K\T
∑
∈HomK(U,Y )
∏
u∈U
|u|Y
=
∏
U∈K\T
vUY
= (cGKvY )T .
This completes the proof. 
Proposition 2.14. There is a unique map
BCoindGK : BM(K)−→set BM(G)
for which the square
BM(K)
b

BCoindGK
set
 BM(G)
b

Z[M]F(K)
cGK
×
 Z[M]F(G)
is commutative. Moreover, the map BCoindGK is multiplicative.
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Proof. First we suppose G is ﬁnite. By the injectivity of b, it sufﬁces to show that
cGK(Im b) ⊂ Im b.
Therefore, since Im b = Im v by (2.2), it sufﬁces to show that
cGK(Im v) ⊂ Im v.
Let y = Y − Y ′ be a virtual M-valued K-set. Let
Z := Y + (#G − 1)Y ′,
so Z is an effective M-valued K-set congruent to y modulo #G. Since the maps v
and cGK preserve congruences modulo #G, we have
cGK(vy) ≡ cGK(vZ) (mod #G).
Moreover, since Z is effective, we have
cGK(vZ) = v(VCoindGKZ),
by Lemma 2.13. Therefore
cGK(vy) ≡ v(VCoindGKZ) (mod #G).
Now, by Proposition 2.5 the cokernel of v has exponent #G as an abelian group, so
cGK(vy) − v(VCoindGKZ) ∈ Im v.
Therefore
cGK(vy) ∈ Im v.
This proves the ﬁrst statement of the proposition in the case G is ﬁnite.
For the general case of proﬁnite G, we construct BCoindGK by taking a projective
limit of the projective system
BCoindG/NK/K∩N : BM(K/K ∩ N)−→× BM(G/N)
of maps over all open normal subgroups N of G. (These maps form a projective system
of multiplicative maps because the maps cG/NK/K∩N do.) The map BCoindGK satisﬁes the
properties required by the proposition, and uniqueness follows trivially. 
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Remark 2.15. An explicit rule deﬁning the map BCoindGK is unknown.
In the case K = 1, which is the only case we will need for our proof of Propositions
1.9 and 1.10, we have the following.
Corollary 2.16. The diagram
Z[M]
BCoindG1
×

cG1
× 		




BM(G)
b

Z[M]F(G)
is commutative, where
cG1 :  −→
(
#T
)
T ∈F(G)
for all  ∈ Z[M].
In Table 2, we provide a summary of the maps deﬁned in this section.
3. The proof
3.1. Proof of main propositions
By Proposition 2.3, there is a unique isomorphism b′ of additive groups for which
the diagram
Z[M]F(G)
w′
+ 



BM(G)
b′
+
   
b

Z[M]F(G)
is commutative, where w′ is given as in (2.4). This result resembles Proposition 1.10,
except w is replaced by w′ and the top arrow is in the reverse direction.
We shall ﬁnd a formula b′−1. More importantly, our method for doing so will lead
to (1.1) and (1.2), which will imply Propositions 1.9 and 1.10. First we need a couple
of lemmas.
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Lemma 3.1. Let H be an open subgroup of G. Let x ∈ BM(H) and T ∈ F(G).
(1) b′T BIndGH (x) = 0 unless T G/H .
(2) b′T BIndGH (x) =
∑
IndGHUT
b′Ux.
(3) b′G/HBIndGH (x) = b′H/Hx = bH/Hx.
If Z[M]F(G) has the product topology, where Z[M] has the discrete topology, then
b′ induces a group topology on BM(G).
Lemma 3.2. Let H be a set of representatives of the conjugacy classes of open sub-
groups of G.
(1) If xH ∈ BM(H) for every H ∈ H, then the sum ∑
H∈H
BIndGH (xH ) converges in
BM(G).
(2) If sH , for every H ∈ H, is a set-theoretic section of the homomorphism bH/H :
BM(H) −→ Z[M], then the map
s :
Z[M]F(G) −→
set
BM(G)
 −→ ∑
H∈H
BIndGH (sHG/H )
is a bijection.
Proof. Part (1) follows easily from Lemma 3.1(1). To prove (2), it sufﬁces to show
that b′s is bijective. By Lemma 3.1(2) and the continuity of b′ we have
b′s :
Z[M]F(G) −→ Z[M]F(G)
 −→
⎛⎝ ∑
H∈H
G/H  T
∑
IndGHUT
b′UsHG/H
⎞⎠
T ∈F(G)
.
Thus the ‘leading’ term (when G/H = T ) of the T th coordinate of b′s() is T . It
follows easily that b′s is bijective. 
There are two natural choices for the sections sH . First is the ring homomorphism
BInfH1 : Z[M] −→ BM(H)
induced by inﬂation from 1 = H/H to H (which sends a 1-string over M to the
corresponding H -string over M with trivial H -action). Second, by Corollary 2.16,
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is the map
BCoindH1 : Z[M]−→× BM(H)
induced by coinduction from 1 ⊂ H to H . In the ﬁrst case, composition with the
Burnside homomorphism b yields the ring homomorphism
bBInfH1 : Z[M] −→ Z[M]
F(G)
 −→ ({#T })T ∈F(G)
(see (2.5)), while in the second case it yields the multiplicative map
bBCoindH1 :
Z[M] −→× Z[M]
F(G)
 −→ (#T )T ∈F(G).
It is easy to see that the map
i′ :
Z[M]F(G) −→+ BM(G)
 −→ ∑
H∈H
BIndGH
(
BInfH1 (G/H )
)
is the inverse of the additive isomorphism b′ and therefore the diagram
Z[M]F(G)
i′
+

w′
+ 



BM(G)
b

Z[M]F(G)
is commutative. This result is analogous to Proposition 1.10, which we now prove.
Proof of Proposition 1.10. By Lemma 3.2, the map i is a well-deﬁned bijection. Let
T ∈ F(G). We compute
bT i() =
∑
H∈H
∑
U∈H\T
IndG
H
U
∼−→T
bU BCoindH1 (G/H )
=
∑
H∈H
∑
U∈H\T
IndG
H
U
∼−→T
#UG/H
=
∑
H∈H
G/H  T
#(T ,G/H) #T/#(G/H)G/H
= wT (),
350 J. Elliott /Advances in Mathematics 203 (2006) 319–363
where the ﬁrst equation follows from the Proposition 2.12, the second from Corollary
2.16, and the third from Lemma 2.11. This completes the proof. 
Proof of Proposition 1.9. This follows easily from Proposition 1.10. 
Remark 3.3. The bijection
j : Z[M]F(G) −→
set
Z[M]F(G)
of Proposition 1.9 acts by
j :  −→
⎛⎜⎝∑
H∈H
∑
IndGHUT
b′U BCoindH1 (G/H )
⎞⎟⎠
T ∈F(G)
,
by the proof of Lemma 3.2.
3.2. Proof of main theorem
Proposition 1.10 is the main ingredient to our proof in this section of Theorems 1.2
and 1.7.
Let Rings denote the category of rings (commutative with identity). Let MRings
denote the full subcategory of Rings whose objects consist of monoid rings over Z.
Proposition 1.10 allows us to deﬁne the functor WG on the category MRings. More
precisely, it implies the following.
Proposition 3.4. Let (−)F(G) denote the direct product functor from Rings to Rings,
and let (−)F(G)|MRings denote its restriction to MRings. There is a unique functor
WG : MRings −→ Rings
such that
(1) WG is equal on underlying sets to the functor (−)F(G)|MRings;
(2) there is a unique morphism w : WG −→ (−)F(G)|MRings of functors which is given
on underlying sets by (2.1).
Proof. Let WG(Z[M]) denote the ring with underlying set Z[M]F(G) making the
bijection
i : WG(Z[M]) −→ BM(G)
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of Proposition 1.10 an isomorphism of rings. If  : Z[M] −→ Z[N ] is a homomorphism
(resp., isomorphism) of rings, then there is an obvious induced set-map (resp., bijection)
WG(Z[M])
set
WG()
 WG(Z[N ]).
Moreover, the square
WG(Z[M])
set
WG()


w

WG(Z[N ])

w

Z[M]F(G)
F(G)
 Z[N ]F(G)
is commutative, the vertical arrows being ring homomorphisms by Proposition 1.10
and the deﬁnition of WG. Therefore the ring WG(Z[M]) is uniquely determined by
G and the monoid ring Z[M] (justifying the notation), and the map WG() is a ring
homomorphism. By construction there is a commutative diagram
WG(Z[M])
w




i
 BM(G)
b

Z[M]F(G)
of ring homomorphisms. This proves existence, and uniqueness follows easily from
Lemma 2.1. 
Theorems 1.2 and 1.7 now follow immediately from Proposition 1.10 and the fol-
lowing result.
Proposition 3.5. (1) The functor WG : MRings −→ Rings of Proposition 3.4 extends
uniquely to a functor WG : Rings −→ Rings that is equal on underlying sets to the
functor (−)F(G).
(2) The morphism w : WG −→ (−)F(G)|MRings extends uniquely to a morphism
w : WG −→ (−)F(G), and both are given on underlying sets by (2.1).
Proof. The category MRings is a full subcategory of Rings. Moreover, the functors WG
and (−)F(G)|MRings are left-represented by the polynomial ring Z[XT : T ∈ F(G)] in
MRings. One thus can apply Yoneda’s lemma to construct universal polynomials for
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WG and w. These polynomials can then be used to extend the given functor and the
given morphism as in (1) and (2).
Alternatively, the proposition is proved in the appendix from a general lemma,
following from Yoneda’s lemma, concerning the extension problem for ring-valued
functors. 
4. Further constructions
4.1. Maps between Witt–Burnside rings
Theorem 1.7 and the results of Section 2.5 leave open the question of whether
the projection, restriction, induction, and coinduction morphisms between the functors
B(−)(G) induce morphisms between the Witt–Burnside functors WG. The answer to
this question is a resounding “Yes.” To prove this, it is useful to ﬁnd a general criterion
for functoriality of BM(G) in G to carry over to WG.
Let G and G′ be ﬁxed proﬁnite groups, and let
Bf : BM(G)−→
set
BM(G′)
be any set-morphism, or natural transformation of underlying sets, that is functorial in
M . (We use the notation Bf for such a transformation because the particular transfor-
mations that we will consider, such as BResGH , are induced by some functor f .) We say
that Bf is well-behaved with respect to Witt–Burnside rings if there is a set-morphism
Wf (functorial in A, and necessarily unique) for which the square
BA×(G)


Bf
set
 BA×(G′)


WG(A)
Wf
set
 WG′(A)
is commutative for all rings A, where A× and  are as in Theorem 1.11. Likewise, we
say that Bf is well-behaved with respect to product rings if there is a set-morphism
Pf (necessarily unique) for which the square
BA×(G)


Bf
set
 BA×(G′)


AF(G)
Pf
set

AF(G′)
is commutative for all rings A.
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Proposition 4.1. Let Bf : BM(G)−→
set
BM(G′) be a set-morphism functorial in M . If
Bf is well-behaved with respect to product rings, then Bf is well-behaved with respect
to Witt–Burnside rings, and Wf is the unique set-morphism for which the square
WG(A)
w

Wf
set
 WG′(A)
w

AF(G)
Pf
set

AF(G′)
is commutative for all rings A. Moreover, the set-morphisms Bf , Wf , and Pf are all
additive (resp., multiplicative, or ring homomorphisms), or none of them is.
Proof. By Lemma A.1 in the appendix, it sufﬁces to prove this proposition when all
functors and morphisms are restricted to the category of torsion-free rings. Suppose
Bf is well-behaved with respect to product rings. We construct the morphism Wf as
follows. If A is a torsion-free ring, then Ker w = 0 over A, for G and for G′. With a
little diagram chasing one easily shows that there is a commutative diagram
BA×(G)
Bf
set


		






BA×(G′)








WG(A)
w 




Wf
set
 WG′(A)
w



AF(G)
Pf
set

AF(G′).
Therefore Bf is well-behaved with respect to Witt–Burnside rings. The rest of the
proposition can be reduced to the case where A is a Q-algebra, and then it is obvious
from the commutative diagram above. 
Remark 4.2. Let N be a closed normal subgroup of G. The ring homomorphism
BInfGG/N : BM(G/N) −→ BM(G)
induced by inﬂation, which is the functor sending X as a G/N -string over M to X
as a G-string over M , where ‖Gx‖ = ‖(G/N)x‖ for all x ∈ X, is generally not
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well-behaved with respect to Witt–Burnside rings (or product rings). For example, the
homomorphism
BInfG1 : Z[M] −→ BM(G)WG(Z[M])
is not well-behaved with respect to Witt–Burnside rings if G = Zp.
The converse of Proposition 4.1 does not hold. For let g : WG −→
set
WG′ be any
set-morphism that is not well-behaved with respect to product rings, in the obvious
sense. (For example, let G = G′ be a ﬁnite non-trivial group and let g permute the
ﬁrst and last coordinates.) Theorem 1.7 allows us to deﬁne a unique set-morphism
Bf : BM(G)−→
set
BM(G′) that is well-behaved with respect to Witt–Burnside rings and
for which g = Wf . But Bf is not well-behaved with respect to product rings, since
g is not.
There is, however, a partial converse to Proposition 4.1.
Proposition 4.3. Any natural transformation BM(G) −→ BM(G′) of ring homomor-
phisms (functorial in M) which is well-behaved with respect to Witt–Burnside rings is
well-behaved with respect to product rings.
Proof. Any morphism from WG to the identity functor (yielding ring homomorphisms)
is equal to wT for some T ∈ F(G). This follows easily from Yoneda’s lemma. It follows
that any morphism WG −→ WG′ is well-behaved with respect to product rings. Thus
any natural transformation BM(G) −→ BM(G′) of ring homomorphisms which is well-
behaved with respect to Witt–Burnside rings is well-behaved with respect to product
rings. 
Lemma 4.5 below gives a uniqueness property for additive functorial maps from
WG(A) to WG′(A)—but ﬁrst, we include a lemma from [7] describing a general
situation where “functoriality implies continuity.”
Lemma 4.4. Let I and J be sets, and let
f : AI −→
set
AJ
be a system of maps functorial in A. Then f is continuous for every ring A (where A
has the discrete topology and AI and AJ have the product topologies); in fact, for each
j ∈ J there is a ﬁnite subset Ij ⊂ I such that, for all A, there exists a commutative
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diagram
AI
f
set


AJ

AIj  A,
where the vertical maps are the obvious projections (the projection on the right being
the projection onto the j th coordinate).
Proof. The functor A −→ AI from Rings to Sets is left-represented by the polynomial
ring Z[Xi : i ∈ I ]. By Yoneda’s lemma, the natural transformation f corresponds to a
ring homomorphism Z[Xi : i ∈ I ] ←− Z[Xj : j ∈ J ]. The lemma now follows from
the fact that for every j ∈ J there is a ﬁnite subset Ij ⊂ I such that the image of Xj
lies in the subring Z[Xi : i ∈ Ij ] of Z[Xi : i ∈ I ]. 
For all T ∈ F(G) and all a ∈ A, let T (a) denote the vector in WG(A) with T th
component a and all other components 0. For all a ∈ WG(A), one has
a =
∑
T ∈F(G)
T (aT ), (4.1)
where the sum is interpreted topologically.
Lemma 4.5. Let G and G′ be proﬁnite groups. Let
WG(A)−→+ WG′(A)
be a system of additive maps functorial in A. Then each is continuous and is completely
determined by its effect on the vectors T (a) for T ∈ F(G) and a ∈ A.
Proof. This follows from (4.1) and Lemma 4.4. 
Remark 4.6. We have
T (a)U(b) =
∑
S∈G\(T×U)
S
(
a#S/#T b#S/#U
)
(4.2)
for all T ,U ∈ F(G) and all a, b ∈ A. This, along with functoriality and (4.1), com-
pletely determines multiplication in WG(A).
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Table 3
Maps between Witt–Burnside rings
Map From To Rule
WProjG
G/N
WG(A) WG/N (A) a −→ (aT )T ∈F(G/N)
WResG
H
WG(A) WH (A) T (a) −→
∑
U∈H\T
U
(
a[G:H ]#U/#T
)
WIndG
H
WH (A) WG(A) U (a) −→ IndG
H
U
(a)
WCoindG
K
WK(A) WG(A) unknown
PProjG
G/N
AF(G) AF(G/N) a −→ (aT )T ∈F(G/N)
PResG
H
AF(G) AF(H) a −→ (aIndG
H
U
)U∈F(H)
PIndG
H
AF(H) AF(G) a −→
⎛⎜⎜⎜⎝ ∑U∈H\T
IndG
H
U
∼−→T
aU
⎞⎟⎟⎟⎠
T ∈F(G)
PCoindG
K
AF(K) AF(G) a −→
( ∏
U∈K\T
aU
)
T ∈F(G)
4.2. Truncation, Frobenius, Verschiebung, and Teichmüller
We construct generalized truncation (projection), Frobenius (restriction), Verschiebung
(induction), and Teichmüller (coinduction) morphisms on Witt–Burnside rings. All of
these maps are summarized in Table 3.
Proposition 4.7. Let N be a closed normal subgroup of G. The natural transformation
BProjGG/N : BM(G) −→ BM(G/N) is well-behaved with respect to both Witt–Burnside
rings and product rings. For any ring A, the map PProjGG/N is a ring homomorphism
and is given by the coordinate projection AF(G) −→ AF(G/N). The map WProjGG/N
is also a ring homomorphism and is given on underlying sets by the same coordinate
projection.
Proof. This is immediate from Propositions 2.9 and 4.1. 
If N ′ ⊃ N are open normal subgroups of G, then Proposition 4.7 gives us a projective
system
WProjG/N
G/N ′ : WG/N(A) −→ WG/N ′(A)
of ring homomorphisms with respect to which
WG(A) lim←−
N
WG/N(A).
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In particular, as a projective limit, the ring WG(A) is naturally a topological ring,
where each WG/N(A) is given the discrete topology. This topology is the same as the
product topology on the set WG(A) =
set
AF(G), where A is given the discrete topology.
Next, we construct the generalized Frobenius morphisms.
Proposition 4.8. Let H be an open subgroup of G. The natural transformation BResGH :
BM(G) −→ BM(H) is well-behaved with respect to both Witt–Burnside rings and
product rings. For any ring A, the map PResGH is a ring homomorphism and is given
by
PResGH : A
F(G) −→ AF(H)
a −→ (aIndGHU )U∈F(H).
The map WResGH is also a ring homomorphism, and it is the unique additive mapfunctorial in A which acts by
WResGH : T (a) −→
∑
U∈H\T
U
(
a[G:H ]#U/#T
)
for all T ∈ F(G) and all a ∈ A.
Proof. All but the last statement are immediate from Propositions 2.10 and 4.1. To
prove the last statement, we note ﬁrst that
ResGH [T ,m] =
∐
U∈H\T
[
U,m[G:H ]#U/#T
]
for any transitive G-string [T ,m] over M , by the deﬁnition of the functor
ResGH : G-StringsM −→ H -StringsM.
(See Section 2.5.) The last statement therefore follows for A = Z[M] by Theorem 1.7,
and for general rings A by functoriality. Uniqueness follows from Lemma 4.5. 
For G = Ẑ or G = Zp, the generalized Frobenius morphisms WResGH can be
considered endomorphisms of the ring WG(A) because every open subgroup of Ẑ is
isomorphic to Ẑ, and likewise for Zp. The same is true for the generalized Verschiebung
morphisms deﬁned in the following proposition.
Proposition 4.9. Let H be an open subgroup of G. The natural transformation BIndGH :
BM(H)−→+ BM(G) is well-behaved with respect to both Witt–Burnside rings and
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product rings. For any ring A, the map PIndGH is additive and is given by
PIndGH :
AF(H) −→+ A
F(G)
a −→
⎛⎜⎜⎝ ∑
U∈H\T
IndG
H
U
∼−→T
aU
⎞⎟⎟⎠
T ∈F(G)
(see (2.7) and (2.8)). Moreover, the map WIndGH is the unique additive map functorial
in A which acts by
WIndGH : U(a) −→ IndGHU (a)
for all U ∈ F(H) and all a ∈ A.
Proof. The proof is similar to the proof of Proposition 4.8. 
Finally, we construct generalized “Teichmüller” maps.
Proposition 4.10. Let K be a closed subgroup of G. The natural transformation
BCoindGK : BM(K)−→× BM(G) is well-behaved with respect to both Witt–Burnside
rings and product rings. For any ring A, the map PCoindGK is multiplicative and is
given by
PCoindGK :
AF(K) −→× A
F(G)
a −→
( ∏
U∈K\T
aU
)
T ∈F(G)
,
and the map WCoindGK is also multiplicative.
Proof. This is immediate from Propositions 2.14 and 4.1. 
An explicit rule deﬁning the map WCoindGK is unknown.
When applied to universal Witt vectors, Proposition 4.10 yields the following col-
lection of multiplicative maps that have not been studied before.
Corollary 4.11. Let n0, and let tn denote the multiplicative map
tn :
∏∞
m=1 A −→×
∏∞
m=1 A
a −→
(
a
(m,n)
m/(m,n)
)∞
m=1 .
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There is a unique set-map Tn which is functorial in A and for which the square
W(A)
w

Tn
set
 W(A)
w
∏∞
m=1 A
tn
×
 ∏∞
m=1 A
is commutative for all A, and Tn is also multiplicative. The Tn satisfy
Tm ◦ Tn = Tmn
for all m, n0.
Proof. The corollary is immediate from Proposition 4.10 and Remark 4.13 below. 
The map T0 is given by
T0(a) = (a1, 0, 0, 0, . . .),
and T1 is the identity on W(A). The formula for T2, however, is more complicated:
T2(a) = (a1, 0, a3, a22 + a2a21, a5, a23 + a3a31, a7, 2a24 + 2a4a22 + a4a41 − a32a21, . . .).
An application of these maps Tn, for example, to 	-rings, is unknown.
We conclude this section with some identities between the maps WProjGG/N , WResGH ,
WIndGH , and WCoind
G
K . We also include a summary of the maps deﬁned in this section
in Table 3.
Remark 4.12. Let H be an open subgroup of G and K an open subgroup of H . Then
WResHK WRes
G
H = WResGK.
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Moreover, for every closed normal subgroup N of G, the diagram
WG(A)
WProjGG/N

WResGH
 WH (A)
WProjH
H/N ′

WG/N(A)
WResG/N
H/N ′
 WH/N ′(A)
is commutative, where N ′ = H ∩ N .
Remark 4.13. A statement analogous to Remark 4.12 holds for WIndGH , and likewise
for WCoindGK .
Remark 4.14. Let H be an open subgroup of G. The map
WIndGH WRes
G
H : WG(A)−→+ WG(A)
is a homomorphism of WG(A)-modules; in other words, it is equal to multiplication
by WIndGH WResGH (1) = G/H (1).
Remark 4.15. Let H be an open subgroup of G. We have
WIndGH WCoind
H
1 = G/H .
Thus we have
a =
∑
H
WIndGH
(
WCoindH1 (aG/H )
)
for all a ∈ WG(A), by (4.1), where the sum is over a set of representatives H of the
conjugacy classes of open subgroups of G.
Appendix A. On ring-valued functors
In this appendix, we give a more detailed proof of Proposition 3.5 from a general
lemma concerning the extension problem for ring-valued functors.
Let D be a category. Then there is a category D-Sets of all (left-)representable
functors D −→ Sets, called D-sets, and their morphisms. This is so because the class
of morphisms between any two such functors is a set. More generally, suppose D is
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a full subcategory of a category C. Then there is a category C-SetsD of all functors
C −→ Sets represented by some object in D, called C-sets represented in D. Restriction
to D yields a functor
−|D : C-SetsD −→ D-Sets.
Similarly, replacing “Sets” with “Rings,” we obtain a category D-Rings of D-rings and
a category C-RingsD of C-rings represented in D. (Here, a functor C −→ Rings is
“represented” by X ∈ D if its composition with the forgetful functor Rings −→ Sets is
so represented.) Moreover, we have a commutative diagram
C-RingsD
−|D


D-Rings

C-SetsD
−|D
 D-Sets
(A.1)
of functors, where the vertical arrows are the forgetful functors.
Lemma A.1. Let D be a full subcategory of a category C. Suppose that ﬁnite coprod-
ucts exist in C and that D is closed under ﬁnite coproducts in C. Then the commutative
diagram (A.1) of functors is cartesian, and the restriction functors C-SetsD −→ D-Sets
and C-RingsD −→ D-Rings are faithful and full. In other words,
(1) for any C-sets S and T represented in D, the restriction map
C-SetsD(S, T ) −→ D-Sets(S|D, T |D)
is bijective;
(2) for any D-ring A and any C-set S represented in D restricting to the D-set of A,
there is a unique C-ring restricting to A with C-set S;
(3) for any C-rings A and B represented in D, the restriction map
C-RingsD(A,B) −→ D-Rings(A|D,B|D)
is bijective.
Proof. If two functors S : C −→ Sets and T : C −→ Sets are represented respectively
by X and Y , then the (cartesian) product S × T of these two functors is represented
by the coproduct of X and Y . Therefore the hypotheses on C and D imply that ﬁnite
products exist in the categories C-SetsD and D-Sets.
(1) Suppose that S is represented by X ∈ D and T by Y ∈ D. By Yoneda’s lemma, the
sets C-SetsD(S, T ) and D-Sets(S|D, T |D) are canonically isomorphic to the set
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C(Y,X) = D(Y,X), and the statement follows. Note, therefore, that any diagram
of morphisms of C-sets represented in D commutes if and only if it commutes
when restricted to D.
(2) A D-ring A with D-set S|D consists of two morphisms of functors
(S × S)|D = S|D × S|D −→ S|D
(addition and multiplication), two morphisms
{∗}|D −→ S|D
(the zero element and the unit element), and a morphism
S|D −→ S|D
(negation). That A is a D-ring can then be expressed by a collection of commuta-
tive diagrams of morphisms of D-sets coming from C-sets represented in D. (For
example, each of the two associative laws can be expressed by saying that two
morphisms (S ×S ×S)|D −→ S|D are the same.) Now, by (1), all ﬁve morphisms
giving the D-ring structure of A extend uniquely to morphisms between the corre-
sponding C-sets, and all necessary diagrams remain commutative. This then deﬁnes
a unique C-ring restricting to A with C-set S.
(3) Let S and T be the C-sets of A and B, respectively. A morphism  : A|D −→ B|D
of D-rings is nothing but a morphism S|D −→ T |D of D-sets that respects addition,
multiplication, and the unit elements in A|D and B|D. These three conditions are
expressed by three commutative diagrams of morphisms of D-sets coming from
C-sets represented in D. By (1), all these morphisms extend uniquely to morphisms
between the corresponding C-sets, and all necessary diagrams remain commutative.
Thus we get a unique morphism A −→ B restricting to . 
Proof of Proposition 3.5. The category MRings of monoid rings over Z is by deﬁnition
a full subcategory of Rings. Also, the category MRings is closed under ﬁnite coproducts,
since Z[M] ⊗Z Z[N ]Z[M ⊕ N ] for any monoids M and N . Thus the proposition
follows from Proposition 3.4 and Lemma A.1. 
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