The specific Euler number is an important topological characteristic in many applications. It is here considered for the case of random networks, which may appear in microscopy either as primary objects of investigation or as secondary objects describing in an approximate way other structures such as e.g. porous media.
Introduction
Topological characteristics become more and more important in modern spatial statistics, in particular in investigations related to physics and materials science.
voxel case. The determination of N V is much easier for a network than for a voxel structure. So the network approach may be indeed a valuable alternative.
The pore network of a given porous medium (or, if given, a network corresponding to the solid phase) will be considered as a realization of a random network. For a random network, the number and the positions of vertices and the connectedness properties of the vertices follow some random distribution.
Note that there are also situations in which a random network is given a priori, where it is not a structure associated to a primary structure, see, e.g.,
Wooten (2002).
The specific Euler number N V of a random network is determined by the marked point process which consists of the vertices (points) of the network and their order (marks), i.e. the number of adjacent segments, see Mecke & Stoyan (2001) . This leads to a natural unbiased estimatorN V for the specific Euler number N V of random networks. A measure of the accuracy of this estimator is its variance, the so-called estimation variance. The present paper investigates second-order properties ofN V with the aim to determine its estimation variance.
The application of methods for estimating the accuracy ofN V is demonstrated for two examples of networks of quite different topology. At first, networks corresponding to the pore phase of a Fontainebleau sandstone microstructure are investigated, which were provided by Mark A. Knackstedt; see also Sok et al. (2002) . Secondly, a network corresponding to the solid phase of a human forearm (radius) trabecular bone structure is investigated, which was provided by For the purpose of this paper it suffices to consider only the vertices and their orders, i.e. the number of adjacent segments.
Let λ be the mean number of all vertices per unit volume, the vertex intensity. Let p k be the probability that an arbitrarily chosen vertex has the order
is the mean order of the typical vertex or the mean coordination number.
The specific Euler number N V of the random network Φ is determined by the formula
see Mecke & Stoyan (2001) . This formula shows indeed that only the vertices and their orders are needed for determining the specific Euler number. No further information on the connectivity pattern is needed. This clearly shows a limitation of the concept of N V in topological studies.
Formula (2) is a natural base for the estimation of N V for random networks.
Let W be an observation window in d-dimensional space, where both cases d = 2 and d = 3 are of practical interest. Let V denote the area respectively volume of W . Let n k be the number of observed vertices of order k in W , and let n be the total number of observed vertices, where
Then, unbiased estimatorsλ for λ,μ for µ andN V for N V are given bŷ For simplicity, first isotropic networks will be considered.
Estimation variance of the specific Euler number for isotropic networks
Within this section Φ is a motion-invariant, i.e. stationary and isotropic, random network.
At first the special case is considered where the vertices of the random network Φ form a Poisson process of intensity λ and where the orders of the vertices are completely independent, distributed according to occurrence probabilities p k . (We do not discuss the problem whether really a reasonable network model exists with these properties.) This means that there are no spatial correlations between the vertices and their orders.
In this simple case the estimation variance VarN V ofN V is given by
where σ 2 is the variance of the order of the typical vertex, i.e.
Equation (6) is a consequence of formula (17) , which is a special case of the general formula (10) for VarN V given later in this section. Within this paper equation (6) will be referred to by the phrase Poisson approximation. After replacing the unknown quantities in equation (6) by their estimators, a simple estimator VarN V for the estimation variance VarN V is given by
with
In practice there are spatial correlations between the vertices. For instance, there may exist a hardcore distance between the vertices or inhibition of vertices of high order. However, the interaction radius of the system of vertices is usually much smaller than the observation window W . In such cases, equation (6) may still serve as an approximation.
In the general case, the estimation variance VarN V is given by
where (10) is given in the Appendix.
Note that the quantities arising in (11) are well-known point process characteristics and statistically easy to estimate, see for instance Stoyan & Stoyan (1994) . In particular the following estimatorsĝ(r) for g(r) andp kl (r) for p kl (r) are used within this paper: In the case where the network Φ has only vertices of one certain order, say k = 3 or k = 4, equation (10) simplifies to
where
In (15) the second factor can be interpreted as the variance of the vertex intensity estimatorλ.
For the rest part of this section it is again assumed that the orders of the vertices are completely independent, i.e. p kl (r) = p k p l for all k, l and r. Then it is
i.e.
where q(W ) is given by (16) .
In the computation of q(W ) the shape of the window W is taken into account by the set covariance function γ W (r). There are formulas for γ W (r) for the frequent cases where W is a rectangle (d = 2) or a parallelepiped (d = 3), see for instance Ohser & Mücklich (2000) .
For large windows W it holds
Hence, in this case q kl (W ) and q(W ) do not depend on the volume or shape of W . The application of (18) on formula (10) gives
where c only depends on first-and second-order characteristics of the point process of vertices.
In many applications it is g(r) = 1 for r > R, where R is some radius of interaction. Thus the integral occurring in q(W ) has to be computed only for r < R.
Furthermore, in many practical applications it is g(r) < 1 respectively g(r) > 1 on certain intervals. The case g(r) < 1 corresponds to disliked distances between the vertices, while g(r) > 1 corresponds to preferred distances.
The intervals where g(r) < 1 lead to a reduction of estimation variance in comparison to the Poisson approximation (6) . This is for instance the case if there is a hard core distance h between the vertices, where g(r) = 0 for r < h. Correspondingly, intervals where g(r) > 1 lead to an increase of estimation variance.
Such intervals occur for instance in the case where the vertices of the network Φ form a cluster process.
If the vertices of Φ form a Poisson process, then it is g(r) = 1 for all r and consequently q(W ) = 0, which yields the Poisson approximation (6).
The practical application of the formulas is only possible if the model parameters λ, µ and σ 2 and the pair correlation function g(r) are known. Usually this is not the case. Therefore, as in other situations of applied statistics, a pilot analysis is necessary which leads to approximations of the model characteristics.
These approximations can then be used to predict the estimation variance and to study its dependence on the volume V of the sampling window. Choosing an optimal sampling window is an important problem of experimental design.
A note on the anisotropic case
In the anisotropic case, the calculations become more complicated. In particular, the d-dimensional integral in (34) in the Appendix has to be computed.
However, approximation arguments can be used in order to justify the use of the formulas in the isotropic case also in the anisotropic case.
In the special case where the window W is spherical, equations (10), (14) and (17) remain valid. Notice that g(r) and p kl (r) have then to be interpreted as isotropized quantities. The estimators given by (12) and (13) yield in the anisotropic case just these averages. In practical applications it may be possible to treat cubic windows as spherical.
Furthermore for large windows W the approximations (18) and (19) also remain valid in the anisotropic case where again g(r) and p kl (r) have to be interpreted as isotropized quantities.
Examples

Fontainebleau sandstone
The first example is a network which corresponds to the pore network of a The network data are given in four pieces of irregular shape. We will consider these data as the result of a pilot analysis.
For the estimation of the specific Euler number N V it is necessary to have 
where s 2 = 1.72 was used. For V = 3 mm 3 , which corresponds to the size of the observation windows W i , the estimation standard deviation is VarN V = 8.5 mm −3 . For V = 12.1 mm 3 , which corresponds to the total sampling volume, the estimation standard deviation is VarN V = 4.25 mm −3 .
The precise formula for the estimation variance is (10) . Its application needs the computation of the quantities q kl (W ), which reflect second-order properties of the marked point process related to the system of vertices and their orders. The estimated pair correlation functionĝ(r) is shown in Figure 4 (b). In order to compute the integral (16), the pair correlation function g(r) was simply approximated by some smooth functions, by a polynomial for r < 115 µm and by a sinus function for 115 µm ≤ r < 300 µm. The graph ofĝ(r) suggests the assumption that g(r) = 1 for r > 300 µm. Hence the integral (16) has only to be computed for r < 300 µm, where g(r) = 1. The chosen approximation is also shown in Figure 4 (b).
Formula (17) yields the estimation variance. Figure 5 shows the depen- While the hard core distance between the vertices leads to a reduction of the Poisson approximation, since g(r) < 1 for r < 34 µm, the two maxima at 57 µm and 225 µm lead to an increase. Observation of the numerical values shows that the influence of the hard core distance and the first maximum is relatively low.
The biggest part of the difference between is owed to the second maximum at 225 µm. It is plausible that long range correlations may have a large influence on estimation variances, while short range correlations can be neglected.
Note that the isotropized set covariance function γ W (r) of the total sampling window W is given for r less than the minimum distance between any two observation windows W i and W j , i = j, by
where γ Wi (r) is the isotropized set covariance function for the observation window W i . Hence, it is also possible to compute the estimation standard deviation corresponding to the total sampling window W , which is
Trabecular bone structure
The second example is a network corresponding to the bone phase of a human forearm (radius) trabecular bone. The bone structure is shown in Figure 3 This means that almost all vertices are of order 3.
Since W is quite large and its cubic shape is not very far from that of a sphere, the same formulas for the estimation variance of N V as in the case of isotropic networks can be used.
The Poisson approximation formula for VarN V (8) yields
where s 2 = 0.3 was used. In particular for V = 373.2 mm 3 , the standard estimation deviation is VarN V = 0.0706 mm −3 .
Since there are only a few vertices of higher order, equation (14) can be used to determine the estimation variance. For this purpose one has to know the pair correlation function g(r). Its estimatorĝ(r) is shown in Figure 6 .
It suggests that there is a pole at r = 0. Here, smooth rational functions were used to approximate g(r). The result is shown in Figure 6 . Using this approximation, equation (14) yields the estimation variance. The corresponding standard estimation variance is shown in Figure 7 for cubic observation windows with side length a. Figure 7 also shows the corresponding graph for the Poisson approximation. Again, the Poisson approximation yielded smaller values. In particular using approximation (14) it is VarN V = 0.1694 mm −3 for V = 373.2 mm 3 . The largest part of the difference between the two estimations is due to the slowly decreasing pair correlation function for r > 0.5 mm.
Discussion
The formulas presented in Section 3 help to improve the use of the Euler- 
Appendix
The proof of equation (10) Clearly VarN V satisfies
The equations (3) - (5) implyN
Consequently
where E n k V = λp k was used. In order to compute the term E n k n l we need the second-order factorial moment measure α kl with respect to the points with marks k and l. It is given by
where W 
Thus
The application of the two-point refined Campbell theorem for marked point processes (see Stoyan, 1984) to equation (29) yields
There p kl (h) is the probability that the point o has the mark k and the point h has the mark l, under the condition that in o and h there are indeed points of the marked point process. K(·) is the second reduced moment measure, see The set covariance γ W (h) is defined by
where ν d (·) denotes the d-dimensional Lebesgue measure. Consequently
Since only motion-invariant marked point processes are considered, this takes the form
Here K(·) denotes the second reduced moment function, which is defined by , r) ) for r > 0, where b(o, r) denotes the sphere of radius r centered at o; g(r) is the pair correlation function.
The relation
see e.g. Schneider & Weil (2000) , yields
Combination of (38) and (31) yields equation (10). (14) .
