Transcriptional regulation is one of the most important means of gene regulation. Uncovering transcriptional regulatory networks helps us to understand the complex cellular process. In this paper, we describe a statistical approach for constructing transcriptional regulatory networks using data of gene expression, promoter sequence, and transcription factor binding sites. Our simulation studies show that the overall and false positive error rates in the estimated transcriptional regulatory networks are expected to be small if the systematic noise in the constructed feature matrix is small. Our analysis based on 658 microarray experiments on yeast gene expression programs and 46 transcription factors suggests that the method is capable of identifying significant transcriptional regulatory interactions and uncovering the corresponding regulatory network structures.
INTRODUCTION
T he transcriptional regulatory network is an important part of the gene interaction networks. It specifies the interactions among regulatory genes and between regulatory genes and their target genes. Transcriptional regulatory genes produce transcription factors (TF), which are regulatory proteins that regulate the expression levels of target genes by recognizing and binding to specific noncoding DNA segments (so-called TF binding sites or regulatory motifs) of target genes and initiating the transcription process. Transcriptional regulation is one of the most important means for gene regulation. Uncovering the transcriptional regulatory network, therefore, helps us to understand the underlying mechanism of complex cellular processes.
Methods have been proposed for discovering transcriptional regulatory networks systematically. Lee et al. (2002) used genomewide location analysis (Ren et al., 2000) to investigate how yeast transcription factors bind to promoter sequences across the genome and then used the gene-specific TF binding information to identify the transcriptional regulatory network motifs and network structure. Their approach is mainly experiment based. It provides more convincing evidence of TF binding activities. However, evidence of physical binding does not directly imply transcriptional functional activity. Moreover, location analysis Division of Biostatistics, School of Public Health, University of California, Berkeley, CA 94720.
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is typically based on a particular growth condition (e.g., rich medium). As a result, TF binding patterns specific to other growth conditions may not be observed. Bar-Joseph et al. (2003) described the GRAM (genetic regulatory modules) algorithm for discovering regulatory networks of gene modules, which employs location analysis to identify initial gene modules, then expands them by searching genes with similar expression profiles. Their method relies on the same experimental approach as that of Lee et al. (2002) , but it recognizes the importance of using gene expression data in finding the transcriptional regulatory networks.
There is a rich literature in computational methods for inferring regulatory networks based on gene expression data, for example, reverse engineering approaches (Somogyi et al., 1997; Liang et al., 1998; D'Haeseleer et al., 2000) , differential equations (Chen et al., 1999; D'Haeseleer et al., 1999) , Bayesian networks (Friedman et al., 2000; Yoo et al., 2002) , machine learning by SVM (Qian et al., 2003) , etc. These methods may work for certain problems or situations, but they usually require large number of time-course data or rely on very greedy computational strategies.
Some other computational methods attempt to integrate gene expression data, DNA sequences, and functional annotations into a comprehensive framework for discovering transcriptional regulatory networks. Pilpel et al. (2001) described a method for finding combinatorial regulation by examining the synergistic motif combinations. Segal et al. (2003) proposed a unified model for constructing transcriptional modules characterized by motif profiles. Beer and Tavazoie (2004) described a Bayesian-network-based approach for learning the complex combinatorial code under gene expression using gene expression data and DNA sequence features. These methods allow one to infer motif-to-gene networks but not gene-to-gene networks. Some of the methods also rely on greedy computational algorithms (Segal et al., 2003; Beer and Tavazoie, 2004) . Wang et al. (2002) described a method for constructing transcriptional modules for individual transcription factors using DNA sequence data and gene expression data obtained from the so called transcription factor perturbation experiments (TFPE), in which the only perturbation is deletion, mutation, or overexpression of a transcription factor. The use of TFPEs is to characterize the transcription modules by the transcription factors perturbed. However, due to the complex nature of the transcriptional regulatory network and the discrete nature of the measurements on a time scale, a TFPE does not guarantee that the gene expression changes are attributable solely and directly to the TF being perturbed. The authors themselves also noted that "the most significant motif identified in a TFPE might not necessarily be the motif directly bound by the factor (perturbed)." We think that it is more appropriate to view a microarray experiment as a realization of a certain part of the underlying transcriptional regulatory network, which is activated under the experimental condition. Even with a perturbation experiment in which a TF is overexpressed, the activated part of the transcriptional regulatory network should consist of a bunch of regulatory genes functioning via a network structure rather than just the one being perturbed. Therefore, we think that constructing modules for individual TFs and inferring the network structure by examining interactions between modules based on correlation analysis may not be effective for uncovering the underlying network structure as a whole.
In the next section, we describe a statistical method for constructing transcriptional regulatory networks based on gene expression data, promoter sequences, and knowledge of TF binding sites. The method identifies active TFs and estimates the corresponding active part of the transcriptional regulatory network under each experimental condition, then averages over different experiments to infer the overall network structure. We conduct simulation studies to demonstrate the performance of the proposed method. The results are summarized in Section 3. In Section 4, we apply the method to the yeast data to study the yeast transcriptional regulatory network. We conclude with a discussion of the advantages and limitations of the proposed method in Section 5.
METHOD
Consider a transcriptional regulatory network consisting of T regulators and J genes, which may be represented by a connectivity matrix B = (B jt ∈ {0, 1} : j = 1, . . . , J ; t = 1, . . . , T ), where B jt = 1 means regulator t directly regulates gene j and 0 otherwise. We describe a statistical method for inferring the network structure B by estimating the strength that regulator t regulates gene j for all j and t. 
Feature matrix X
The feature matrix X, which measures gene-specific TF binding motif abundance, is created by matching TF binding motif W to the sequence data S. The simplest way to construct X is to define X jt as the count of the occurrences of the t-th binding motif in the j -th sequence, i.e.,
where ω(t) = |W t | is the length of the t-th motif, h(W t ) denotes a set of words corresponding to the degenerated representation of W t and its reverse complements, and l is updated by l + ω(t) if the indicator function I (·) returns 1. Alternatively, X may be constructed by incorporating information on both counts and locations of binding sites (Keles et al., 2002) or using a position-specific weight matrix and a background model with Markov dependency (Conlon et al., 2003) . For the purpose of regulatory motif detection, using a position-specific weight matrix and a Markov background model may improve the sensitivity and specificity. However, for the purpose of scoring known TF binding sites, defining X as in Equation (1) is timewise more efficient since we do not need to search for coregulated genes and train the position-specific weight matrices. Bussemaker et al. (2001) , Keles et al. (2002) , and Conlon et al. (2003) have shown that by regressing genomewide gene expression measures over gene-specific oligomer motif abundance measures, one can identify the motifs (and thereby the corresponding transcription factors) that are likely to be active and responsible for the dramatic changes in the expression levels of their target genes under a given experimental condition. We adopt the same idea and describe two approaches for identifying active transcription factors under an experimental condition.
Identifying active transcription factors

Multiple linear regression model selected by a loss-based V-fold cross-validation model selector.
The basic idea of this approach is to build a multiple linear regression model as follows using a single gene expression experiment and the motif abundance measure matrix X to identify the most significant motifs and the corresponding transcription factors under the given experimental condition:
where y j is the absolute value of the expression level for the j -th gene, X jt is the binding motif abundance measure for the t-th transcription factor in the promoter region of the j -th gene, β's are the regression coefficients, j is gene-specific random error, E( ) = 0, and j 's are pairwise independent, τ (i) ⊆ {1, . . . , T } is the set of transcription factors that are active under the i-th experiment condition, and j = 1, . . . , J . Note that using the absolute value of gene expression measure enables us to model the situation in which a transcription factors serves as both an activator to some genes and a repressor to some other genes under the same experimental condition.
An explicit assumption is that a transcription factor is active under the current experimental condition if its binding motif is significantly associated with the changes in the genomewide gene expressions.
We use a loss-based V -fold cross-validation model selector to find the best model for a given experiment. A natural choice of the loss function for the conditional mean model as Equation (2) is the squared error loss function given by
where ψ is a function mapping from covariate space into outcome space. For the model selection purpose, we wish to estimate the true parameter, ψ 0 , which minimizes the expected loss (i.e., risk)
with respect to the unknown true data-generating distribution
The basic idea of the V -fold cross-validation model selection is that the data is randomly divided into V mutually exclusive and exhaustive sets, each used in turn as the validation set and the remaining sets used as the training set. Denote the random split vector by S n = {S n,i : i = 1, . . . , n}, where S n,i = 0 if the i-th observation is in the training set and S n,i = 1 if it is in the validation set. For the V -fold cross-validation, we have V realizations of S n which satisfies that i S v n,i ≈ n/V and v S v n,i = 1, and each of the V split vectors has a probability mass of 1/V .
Let P 0 n,S n and P 1 n,S n denote the empirical distributions of the training and validation sets, respectively. For the conditional mean model as defined by Equation (2) with the squared error loss function used, the loss-based V -fold cross-validation model selector can be explicitly written aŝ
where V is the number of splits, S v n is the v-th split vector, and ψ k (·|P 0 n ) ∈ , k = 1, . . . , K, is a collection of candidate estimators of ψ 0 (·) that are obtained based on only the training set. The expected loss is evaluated using only the validation set.
There are many ways to generate a set of candidate estimators for ψ 0 . Here we describe a forward selection algorithm to generate a sequence of nested candidate models. The procedure goes as follows: Begin with the null model (with only intercept). First identify the variable that, if added to the model, contributes the most to the reduction in mean square error (MSE). Keep the variable and obtain a nested supermodel. Repeat this procedure until reaching the user-specified model size K. In this way, we generate a set of nested models with increasing dimensions. Index the candidate models by k = 1, . . . , K.
We then use the cross-validation procedure to select from the candidate models the one that best minimizes the expected loss. The selected model identifies the set of TFs (denoted by τ (i)) that are significantly associated with the gene expression changes and are thus assumed to be active under the given experimental condition.
The loss-based cross-validation model selector is asymptotically optimal. We refer to Breiman et al. (1984) , Gyorfi et al. (2002) , van der Laan and Dudoit (2003) , and Dudoit and van der Laan (2003) for more detailed theoretical discussions. The cross-validation procedure is often computationally intensive, depending on the complexity in training and validation and the number of data splits. It can be shown that V -fold cross-validation is in first order equivalent to the much more computationally intensive Monte Carlo cross-validation schemes randomly splitting off a proportion (1/V ) of data as the validation sample . We have also noted that in some contexts the sensitivity to the choice of V is quite low (see, e.g., van der Laan et al. [2003] ). In our analysis, we use a two-fold cross-validation procedure.
Simple linear regression model followed by a multiple testing procedure.
Alternatively, we can identify active TFs by fitting simple linear models and using a multiple testing procedure. The idea is first
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to fit a simple linear model as follows for every TF for a single gene expression experiment:
where y j is the absolute value of the expression level of the j -th gene in the i-th experiment, X jt is the motif abundance measure for the t-th transcription factor in the promoter of the j -th gene, β's are the regression coefficients, jt is the random error, and j = 1, . . . , J and t = 1, . . . , T . We take the "p-value" of a model as a statistic indicating the significance of the association between the TF and the gene expression changes. For computational convenience, we may simply assume a normal model to calculate the p-value. In this way, we obtain a vector of p-values for all the TFs for a given experiment. Denote it by p = (p t : t = 1, . . . , T ).
Next, we take p as an input and employ a multiple testing procedure to select a subset of the TFs that are significantly associated with the gene expression changes by a specified criterion. Candidate multiple testing procedures include those single-or multiple-step procedures controlling for the (generalized) familywise error rate, false discovery rate (FDR), etc. Storey, 2003; van der Laan et al., 2004) .
Here we describe a simple procedure to control the false discovery rate (defined as the expected proportion of false rejections) proposed by Benjamini and Hochberg (1995 
Define
τ (i) is the rejection set for the i-th experiment. The transcription factors in τ (i) are significantly associated with gene expression changes by the specified multiple testing control criterion and thus assumed to be active under the experimental condition.
Remarks.
Transcriptional regulation is usually in a combinatory and gene-specific manner. Both of the two approaches are highly simplistic because none of them attempts to characterize all these genespecific mechanism. Since the genomewide gene expression measures are used in building the regression models, both approaches can identify only those transcription factors that potentially cause dramatic changes in the expression levels in target genes and therefore result in significant changes in the genomewide gene expression profile. Both methods may fail to identify those transcription factors that have only subtle effects on the changes in the genomewide gene expression profile.
Since the second approach is timewise much more efficient, we recommend to use the first approach only when the number of experiments and the numbers of TFs involved in the analysis are small or moderate. Otherwise, we recommend the use of the second approach.
Estimating transcriptional regulatory interactions based on a single experiment
The necessary conditions that a gene is significantly regulated by a transcription factor under a particular experimental condition include at least the following: (1) the upstream region of the gene must be abundant with the transcription factor specific binding motif(s), for example, containing at least one copy of the binding motif; (2) the transcription factor is active under the experimental condition; and (3) the expression level of the gene is significantly different from zero, e.g., a two-fold change.
Motivated by this reasoning, we propose the following procedures to estimate the transcriptional regulatory interactions between active TFs and their potential target genes for a given experimental condition.
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Gene expression data transformation. Denote the gene expression data for the i-th experiment by
where τ (i) ⊆ {1, . . . , T } is the set of transcription factors that are active under the i-th experimental condition (see Section 2.3.1 for definition). As a result, the nonzero entries of the t-th column of matrix Z (i) are the potential target genes regulated by the t-th transcription factor under the i-th experimental condition.
Estimating transcriptional regulatory interactions using a normal mixture model.
Since not all the potential target genes are significantly regulated by an active transcription factor under a particular experimental condition, we propose a classification procedure to identify those genes that are likely to be significantly regulated by the TF under the experimental condition using a three-component normal mixture model. The normal mixture model is used because of its computational convenience.
The basic idea is that the nonzero entries of a column of Z (i) are seen as generated from a mixture of three normal distributions, which characterize the model for the target genes that are repressed, not significantly regulated, and induced under the experimental condition, respectively. Let M ∈ {1, 2, 3} denotes these three situations (classes). Variable M is not observed at all and is treated as a missing variable.
Denote the t-th column of
t . For simplicity we write it as Z t . If the t-th transcription factor is not active under the i-th experimental condition, the elements in Z t are all zero and no further classification procedure is needed. Otherwise, let Z * t be the vector of nonzero elements of Z t . Let θ = {π m , µ m , σ 2 m : m = 1, 2, 3} be the parameter of the mixture model, where π m , µ m , and σ 2 m are the mixing proportion, mean, and variance for the m-th component distribution, respectively, subjected to the constraint that 3 m=1 π m = 1. For convenience, we assume that the observations are independent and the true class labels are missing at random. (Although the actual gene expression data are not independent, we believe the independence assumption will not compromise the classification accuracy too much.) Then we can write the density of the marginal distribution of Z * jt given θ as follows:
where φ(·) denotes the density function of the normal distribution, and m ∈ {1, 2, 3} indexes the three components of the mixture. The observed data log-likelihood is given by
and the complete data log-likelihood is given by
An EM algorithm (Dempster et al., 1977) can be used to estimate the model parameters iteratively. The algorithm iterates by alternately repeating the so-called E-step and M-step. In the E-step, the expected complete data log-likelihood given the current parameter θ (k) is computed as follows:
is the conditional expectation of M = m given data and the current parameter. In the M-step, the parameter is updated by
The initial parameters need to be set appropriately depending on data used. For example, for gene expression measured by log 2 (Ratio), we may set θ (0) = {π = (0.25, 0.5, 0.25), µ = (−2, 0, 2), σ = (0.25, 0.5, 0.25)} to characterize the "repressed," "not significantly regulated," and "induced" classes, respectively, and initialize the estimation. The iteration stops when convergence is reached or when some other stopping rule is satisfied. We then classify the potential target genes of an active transcription factor into three classes: "repressed," "not significantly regulated," and "induced," based on the posterior probabilities γ jm = P (M * jt = m|Z * jt ,θ), whereθ is the estimated model parameter. If a potential target gene of an active transcription factor is classified as either repressed or induced, we say that there is a transcriptional regulatory interaction between the TF and the gene under the given experimental condition. This definition assumes that a TF serves as both an inducer and a repressor in the same experiment. If we assume that a TF plays primarily a single role as an inducer or a repressor but not both in one experiment, we can first determine whether a TF is primarily an inducer or a repressor by fitting a multiple linear model using the selected TFs with the dependent variable being the original expression value, then looking at the sign of the regression coefficient corresponding to the TF of interest. If the coefficient is positive, we say that the TF is an inducer, and we infer that the genes in the induced class are transcriptionally regulated by the TF. If the coefficient is negative, we say that the TF is a repressor, and we infer that the genes in the repressed class are transcriptionally regulated by the TF.
After implementing this classification procedure to every column of the matrix Z (i) , we obtain an experiment-specific transcriptional regulatory interaction matrix, denoted byB (i) = (B (i) jt : j = 1, . . . , J ; t = 1 . . . , T ), whereB (i) jt is the posterior probability that the j -th gene is transcriptionally regulated by the t-th transcription factor under the i-th experimental condition.
Constructing the overall transcriptional regulatory interaction matrix
Due to the complexity of the transcriptional regulatory network and the discrete nature of the gene expression experiments on a time scale, a single microarray experiment carries information only on a particular part of the transcriptional regulatory network, which involves only a subset of TFs that are active under the experimental condition. Accordingly, we view the experiment-specific transcriptional regulatory interaction matrixB (i) as a partial realization of the overall transcriptional regulatory interaction matrix B. More specifically, we viewB (i) as a realization of a particular set of columns of B, which correspond to the transcription factors that are active under the i-th experimental condition.
Suppose we have a collection of I experiments. We perform the above procedures to obtain an experimentspecific transcriptional regulatory interaction matrixB (1) , . . . ,B (I ) , and an experiment-specific set of active transcription factors τ (1), . . . , τ (I ) (see Section 2.3.1 for definition of τ (i)).
is a count of how many times the t-th transcription factor is active among the I experiments. We then estimate B as follows:
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Note thatB jt estimated using formula (8) is the experiment-weighted measure of the strength with which the t-th transcription factor transcriptionally regulates the j -th gene. We can further transform the matrix into a binary matrix by lettinĝ
where I (·) is an indicator function and c ∈ (0, 1) is a user-specified cutoff. The bigger c is, the more conservative we are in characterizing the transcriptional regulatory interactions. The binary version of the overall transcriptional regulatory interaction matrixB is an estimate of the connectivity matrix B that represents the underlying transcriptional regulatory network.
Finding network motifs
Network motifs are the simplest units of the network architecture, which suggest models for regulatory mechanism that can be tested. Lee et al. (2002) described six regulatory network motifs in terms of binding (see Fig. 1 ) and algorithms to find them. We redefine the network motifs in terms of transcriptional regulatory interaction as follows: (a) the auto-regulation motif, in which a regulator gene regulates its own expression; (b) the feed-forward loop motif, in which a master regulator regulates the second regulator and both regulate a common target gene; (c) the multicomponent loop motif, in which regulator(1) regulates regulator(2), . . . , regulator(n-1) regulates regulator(n), and regulator(n) regulates regulator(1), where n ≥ 2; (d) the single-input motif, in which a single regulator uniquely regulates a set of target genes; (e) the multiinput motif, in which a set of regulators regulate a set of target genes together; and (f) the regulator chain motif, in which regulator(1) regulates regulator (2), . . . , regulator(n-1) regulates regulator(n), where n ≥ 2 and the chain ends if regulator(n) does not directly regulate any other regulator that is not on the chain.
We adopted the same idea as did Lee et al. (2002) and developed R/S-plus based programs to find the network motifs. The input data is the binary version of the overall transcriptional regulatory interaction matrixB, which can be obtained using the method described in Section 2.5. A square matrix R, also referred as to the regulator matrix, is extracted fromB in a way such that the rows of R correspond to the set of genes that produce the transcription factors in the columns of R, listed in the same order. So R ⊂B. The algorithms to find the transcriptional regulatory network motifs are as follows:
1. Auto-regulation motif: Find all t such that t ∈ {1, . . . , T } and R tt = 1. In other words, find all nonzero entries on the diagonal of matrix R. Each of them is an auto-regulatory motif. 2. Feed-forward loop motif: Find all (t 1 , t 2 , j) such that R t 2 ,t 1 = 1,B j,t 1 = 1, andB j,t 2 = 1, where t 1 , t 2 ∈ {1, . . . , T }, t 1 = t 2 and j ∈ {1, . . . , J }. In other words, for each column of R (master regulator t 1 ), find all rows of R (secondary regulators) that t 1 regulates. For each master and secondary regulator pair (t 1 , t 2 ), find all rows (i.e., genes indexed by j ) in matrixB regulated by both regulators. 3. Multicomponent loop motif: Find all (t 1 , . . . , t n ) such that R t 2 ,t 1 = 1,. . . , R t n ,t n−1 = 1 and R t 1 ,t n = 1, where t 1 , . . . , t n ∈ {1, . . . , T } and t 1 = . . . = t n . In other words, for each regulator (column of R), find its target regulators (rows of R). For each of the target regulators (corresponding column of R), find the target regulators (rows of R) of the target regulator. Repeat this until the target regulator is the same as the original. 4. Single input motif (SIM):
Step 1, find the set ω = {j : j ∈ {1, . . . , J } and ( T t=1B jt ) = 1}, which are genes that are uniquely regulated by a regulator. This is equivalent to taking the subset of rows ofB such that the row sum is 1.
Step 2, find the set ω (t) = {j : j ∈ ω andB jt = 1}, which are genes that are uniquely regulated by regulator t. If the size |ω (t) | ≥ 1, then (t, ω (t) ) is a single input motif. Repeat
Step 2 and find single-input motifs for all t ∈ {1, . . . , T }.
Multiinput motif (MIM):
Step 1, find the set ν = {j : j ∈ {1, . . . , J } and ( T t=1B jt ) > 1}, which are genes that are regulated by more than one regulator. This is equivalent to taking the subset of rows ofB such that the row sum is > 1.
Step 2, find the set ν ( t) ⊂ ν such thatB l· =B m· for any row l, m ∈ ν ( t) and l = m. Then ( t, ν ( t) ) is a multiinput motif. This is equivalent to finding the genes (rows) in ν that are regulated by the same set of regulators ( t). After identifying a MIM, let ν = ν − ν ( t) , then repeat
Step 2 until all possible MIMs are found. 6. Regulator chain motif: Find all (t 1 , . . . , t n ) such that R t 2 ,t 1 = 1, . . . , R t n ,t n−1 = 1, and R l,t 1 = 0 for all l ∈ {1, . . . , T } except for l = t 1 , R m,t n = 0 for all m ∈ {{1, . . . , T } − {t 1 , . . . , t n }}, where t 1 , . . . , t n ∈ {1, . . . , T } and t 1 = . . . = t n . The algorithm involves the following steps:
Step 1, find a possible starting regulator (t 1 ) of the chain such that it is regulated by no other regulators in the list except for itself.
Step 2, find the target regulator t k for regulator t k−1 . The recursive procedure stops when the regulator at the end of the chain does not directly regulate any other regulator that is not on the chain except for itself or some earlier regulators on the chain.
SIMULATION STUDIES
We conduct simulations to show how the proposed computational approach performs in re-constructing the underlying regulatory network structure. The parameter of interest is the connectivity matrix B, which represents the transcriptional underlying regulatory network. Matrix B is constructed in simulations but not known in practice. We wish to estimate B using the above described approach and assess the error in the estimation.
Constructing a fictitious regulatory network
We consider a fictitious transcriptional regulatory network consisting of 10 TFs and 150 genes. For simplicity, suppose that five of the TFs are inducers and the other five are repressors. Also suppose that 50 genes are regulated by at least one inducer but no repressors, another 50 regulated by at least one repressor but no inducers, and the remaining 50 genes regulated by none of the 10 TFs. We randomly construct a binary-valued connectivity matrix B, which satisfies the above condition.
Constructing a fictitious feature matrix
Next we construct a fictitious feature matrix X, which measures the abundance of binding sites of the 10 fictitious TFs. A necessary condition for the t-th TF to transcriptionally regulate the j -th gene is that the j -th gene must have at least one binding site for the t-th TF. In other words, B jt = 1 implies that X jt > 0. It is also true that X jt = 0 implies that B jt = 0. Assuming that transcriptional regulatory interaction
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between a TF and a gene is positively related to the abundance of the TF-specific binding sites, we then use the following rules to construct the feature matrix X:
Note the situation that B jt = 0 and X jt > 0 (i.e., a TF does not regulate a gene even though the gene promoter is abundant with binding sites of the TF) is regarded as systematic noise. We consider three values for δ, i.e., δ = 0.10, 0.30, 0.50, representing small, moderate, and large systematic noise in the feature matrix X, respectively.
Estimation with a single experiment
We first wish to see how the method estimates the partial transcriptional regulatory network under one experimental condition. We randomly choose a subset of TFs, denoted by τ * , assuming the size of τ * is |τ * | ∼ Uniform {3, . . . , 7}. Subset τ * represents a particular experimental condition in which only the TFs in τ * are active. The true connectivity matrix corresponding to τ * , denoted by B * , is a partial realization of the overall connectivity matrix B, which satisfies that B * jt = B jt if t ∈ τ * and B * jt = 0 otherwise. We generate one set of fictitious gene expression data using a multiple linear model as follows:
where j indexes genes, t indexes TFs, β's are coefficients, and j is the gene-specific random error. We estimateB * based on the generated data and compute the overall error rate and false positive rate as defined in Section 3.5. We repeat the procedures 100 times and get average estimates of the error rates.
Estimation with a collection of experiments
Next we generate data that resemble the situation that we have a collection of I = 50 experiments. Each experiment is seen as a realization of a particular part of the true underlying regulatory network. Thus, by averaging over all the experiments, we wish to uncover the overall connectivity matrix B.
To do so, for each i = 1, . . . , I , we draw a random subset τ (i) ⊆ {1, . . . , T }, with a random size
The fictitious gene expression data are generated using a multiple linear model as follows:
where i indexes experiments, τ (i) is the set of TFs that are active under the i-th experiment, and other notations are the same as before. We estimateB by averaging over all experiments and compute the error rates. We repeat the procedures 100 times and obtain the average error rates.
Error in estimation
To assess the error in estimation, we define the overall error rate as A small false positive rate implies fewer error nodes in the constructed network. A small false positive rate plus a small overall error rate imply that the constructed network is more complete and has fewer error nodes.
Simulation results
The simulation results are shown in Table 1 , where ∼ N(0, σ 2 ) denotes random error in gene expression measurements, with σ = 0.25, 0.5, 0.75, for small, moderate, and large random error, respectively, and δ = 0.1, 0.3, 0.5, for small, moderate, and large systematic error in the feature matrix X, respectively.
In the first case, we are trying to estimate a particular part of the underlying transcriptional regulatory network that is active under one experimental condition. In the second case, we are trying to estimate the overall transcriptional regulatory network based on a collection of 50 experiments. In both cases, we see that both the overall error rate and the false positive rates increase as the systematic error increases. They also tend to increase as the random error increases for the estimations based on a single experiment, but seem not to change much for the estimations based on a set of different experiments. The overall error rate is pretty small even when the systematic and/or random error is large. The false positive rate is also small when the systematic and random errors are small. But it can be moderately big when the systematic and random errors become large. The false positive error rate also tends to be smaller for the estimation based on a collection of experiments than for the one based on a single experiment.
In the simulation, we used c = 0.5 as a cutoff to convert the estimated regulatory interaction probability matrix into an indicator matrix. We noted that the choice of cut-off value plays a very important role in both the direction and magnitude of the error rates. A conservative choice of the cut-off value tends to result in small false positive rates and may increase the overall error rates if the proportion of genes that are significantly regulated by the TFs is relatively big. A less conservative cut-off value tends to result in increased false positive rates and may reduce the overall error rates if the proportion of genes that are significantly regulated by the TFs is relatively big.
In real world, we do not know the magnitude of the systematic error in the feature matrix with respect to the relationship between motif abundance and transcriptional regulatory interaction. If the systematic error is very large, we would not expect the regression approach (Bussemaker et al., 2001; Keles et al., 2002; Conlon et al., 2003) to work well in detecting regulatory motifs. These studies imply that the assumption of a small or moderate systematic error may be realistic in real data analysis.
For each TF, if the genes that are not significantly regulated by the TF dominate the experiment, the overall error rate in the estimated transcriptional regulatory interaction matrices tends to be small since the genes without necessary binding conditions and not significantly expressed are more accurately classified during the estimation procedure and they dominate the error rates. It is often true that a large proportion of genes are not significantly expressed in an actual DNA microarray experiment. This implies that the overall error rate should usually be small or moderate in real data analysis. 
DATA ANALYSIS: TRANSCRIPTIONAL REGULATORY NETWORK IN YEAST
We apply our method to study the transcriptional regulatory network in S. Cerevisiae (budding yeast) based on analysis of a large collection of DNA microarray experiments.
Data
4.1.1. DNA microarray experiments. We collect 658 DNA microarray experiments on yeast gene expression programs under various conditions: 7 on diauxic shift (DeRisi et al., 1997) , 10 on sporulation , 60 on cell cycle (Spellman et al., 1998) , 4 on adaptive evolution (Ferea et al., 1999) , 173 on environmental stress (Gasch et al., 2000) , 6 on copper regulation (Gross et al., 2000) , 300 on diverse mutations and chemical treatments (Hughes et al., 2000) , 8 on pho metabolism (Ogawa et al., 2000) , 12 on SNF/SWI mutants (Sudarsanam et al., 2000) , 26 on FKH1 and FKH2 roles during cell cycle (Zhu et al., 2000) , and 52 on DNA damage (Gasch et al., 2001) .
Prior to analysis, the data are normalized by subtracting the genomewise median for every experiment. In addition, the log 2 -ratios are truncated by ± log 2 (20).
Promoter sequences.
We extract 700 bps of promoter sequences in the upstream region at [−700, −1] for 6,136 ORFs using the SCPD database (Zhu and Zhang, 1999) .
TF binding motifs.
We collect 46 yeast TFs with known binding sites from SCPD (Zhu and Zhang, 1999) , TRANSFAC (Wingender et al., 1996) , and YPD of the Incyte Proteome BioKnowledge Library (Hodges et al., 1999 ) (see Table 2 ).
Constructing the feature matrix X.
The feature matrix X is constructed as described in Section 2.2 using the promoter sequence data and TF binding motif data. Note that a transcription factor may bind to a family of similar but distinct motifs. For example, the yeast transcription factor HSF1p binds the heat-shock dependent element which has at least four similar but distinct forms: GAANNTCC, GAANNNTCC, TTCNNGAA, or TTCNNNGAA (SCPD: Zhu and Zhang, 1999) . Thus, we need to transform the feature matrix X by combining those columns that correspond to the same TF. As a result of this transformation, the columns of X map to distinct transcription factors.
Analysis results
We estimate the overall transcriptional regulatory interaction matrix by averaging over the 658 experiments and then use it to find the network motifs and overall network structure.
Estimated transcriptional regulatory interactions.
The estimated number of transcriptional regulatory interactions between TFs and genes is a function of the cut-off value used. Table 3 shows the results at different cut-off levels.
We found that the weighted probability of regulatory interaction between a TF and its target gene often falls well below 0.5. One explanation is that an active TF is likely to significantly regulate only a subset of its target genes, depending on the specific experimental condition. In other words, a particular target gene of a TF may or may not be significantly regulated by the TF even when the TF is active. For example, our analysis of the α factor synchronized cell cycle data (Spellman et al., 1998) shows that MBP1p is active in 17 out of the 18 time points; however, the yeast gene CDC2, a known target gene induced by MBP1p, seems to be significantly regulated by MBP1p (i.e., the probability of transcriptional regulatory interaction is ≥ 0.6) only at three time points (t = 21, 70, and 77 minutes) with a probability of 0.676, 0.997, and 0.680, respectively. The probability of MBP1p-CDC2 interaction at the other time points is mostly less than 0.1. As a result, averaging over the 17 time points when MBP1p appears to be active brings down the weighted probability of MBP1p-CDC2 interaction to 0.253 (based on analysis of only the 18 α factor synchronized experiments).
We recommend selecting a cutoff such that the intensity of the estimated transcriptional regulatory interactions is comparable to those in published studies. In our analysis, we choose c = 0.25 as a cutoff, ABF1  TCRNNNNNNACG  ABF1  ACE2  GCTGGT  ACE2  ADR1  TCTCC  ADR1  ATF1  ACGTCA  ATF  BAS2  TAATRA, TAANTAA  BAS2  CBF1  TCACGTG  CPF1  FKH2  GTMAACAA  SFF  FKH1  GTMAACAA  SFF  GAL4  CGGNNNNNNNNNNNCCG  GAL4  GCN4  TGANTN  GCN4  GCR1  CWTCC  GCR1  HAP1  CGGNNNTANCGG  HAP1  HSF1  GAANNTCC, GAANNNTCC,  HSE  TTCNNGAA, TTCNNNGAA  HSE  INO2  ATGTGAAWW  UASINO  INO4  ATGTGAAWW  UASINO  LEU3  CCGNNNNCGG, GGCNNNNGCC  LEU3  MAC1  GAGCAAA  CuRE  MATalpha2  CRTGTWWWW  MATalpha2  MBP1  WCGCGW  MCB  MCM1  CCNNNWWRGG  MCM1  MIG1  CCCCRNNWWWWW  MIG1  MSN2  AGGGG  STRE  MSN4  AGGGG  STRE  NDT80  CRCAAAW  MSE  PDR3  TCCGYGGA  PDR3  PHO4  CACGTK  PHO4  PUT3  CGGNNNNNNNNNNCCG  PUT3  PPR1  TTCGGNNNNNNCCGAA  PPR1  RAP1  RMACCCA  RAP1  REB1  YYACCCG  REB1  RFA1  TAGCCGCCGA  URS1  RFA2  TAGCCGCCGA  URS1  RFA3  TAGCCGCCGA  URS1  RME1  GAACCTCAA  RME1  ROX1  YYNATTGTTY  ROX1  RTG1  GGTCAC  RTG  RTG3  GGTCAC  RTG  STE12  TGAAACA  PRE  SWI4  CNCGAAA  SCB  SWI5  KGCTGR  SWI5  SWI6  CNCGAAA, WCGCGW  SCB/MCB  SUM1  CRCAAAW  MSE  TBP1  TATAWAW  TBP  TEA1  CGGNNNNNNNNNNCCG  TEA1  UME6  CTTCCT, TAGCCGCCGA  UARPHR/URS1  YAP1  TTANTAA which is comparable to using 0.01 < p < 0.05 as a P-value threshold in Lee et al. (2002) . A larger and more stringent cutoff could be used, but it may reduce the power of the analysis to detect true TF-gene regulatory interactions.
Network motifs.
We found 4 auto-regulated genes, 34 feed-forward loops, 0 multicomponent loops, 23 single-input modules, 168 multiinput modules, and 35 regulator chains, based on the estimated transcriptional regulatory interactions matrix for 46 TFs and 6,136 genes, at a cut-off value of c = 0.25.
To assess the significance of the findings, we compared our results with published results from Lee et al. (2002) . Our analysis involves 46 TFs; the analysis of Lee et al. (2002) involves 106 TFs. We have 33 TFs in common. However, the presence of additional TFs affects the finding of almost all the network motifs, particularly the single-input and multiinput modules and regulator chains (a result of the network motif finding algorithm). So the comparison focuses on only the auto-regulation motif and feed-forward loop motif.
At c = 0.25, we found 4 regulator genes (out of 46) that are likely to be auto-regulated: ROX1, STE12, PDR3, and NDT80. Among these, STE12 was already identified as auto-regulated by Lee et al. (2002) and Ren et al. (2000) .
The ROX1 gene encodes a heme-induced repressor of hypoxic genes in yeast. Experiments indicated that ROX1p is capable of binding to its own upstream region and represses its own expression (Deckert et al., 1995) . ROX1p was included by Lee et al. (2002) , but was not identified as auto-regulated.
NDT80p functions at pachytene of yeast gametogenesis (sporulation) to activate transcription of a set of genes required for both meiotic division and gamete formation. There is evidence that NDT80p activates its own transcription through an upstream MSE consensus site Lindgren et al., 2000) .
The yeast PDR3 gene, which encodes a zinc finger transcription factor implicated in certain drug resistance phenomena, is under positive auto-regulation by PDR3p. DNase I footprinting analyses using bacterially expressed PDR3p showed specific recognition by this protein of at least two upstream activating sequences in the PDR3 promoter (Delahodde et al., 1995; Simonics et al., 2000) .
In addition to STE12, among the 33 common TFs involved in both analyses, SWI4, SUM1, and RAP1 were identified as auto-regulated by Lee et al. (2002) , but not in our analysis at the 0.25 cut-off level. At a lower cut-off level of 0.20, our analysis suggests SWI4 is auto-regulated, but SUM1 and RAP1 are still not. Searching the literature, we did not find significant evidence that SUM1 is auto-regulated. RAP1p is capable of binding to its own promoter, but it has been shown that the role of RAP1p in the transcriptional regulation of RAP1 may be very limited (Graham and Chambers, 1994) .
We found 34 feed-forward loops involving 28 TFs at the 0.25 cut-off level. Among these, FKH2-ACE2, FKH2-SWI5, MCM1-SWI, and MCM1-SWI5, were also identified by Lee et al. (2002) .
Overall transcriptional regulatory network
We assembled the overall yeast transcriptional regulatory network based on the estimated transcriptional regulatory interactions matrix for 46 TFs and 6,136 genes. of the 46 TFs involved in the analysis has its own set of potential target genes, which are not shown in the graph for the sake of clarity.
The constructed network shows two subnetwork structures: the right side is related to the cell cycle process and the left side is related to the stress-responsive regulation. This is a consequence of the data collection: a big proportion of the microarray experiments used in the analysis are on environmental stress response and the cell cycle, and the transcription factors involved in the analysis cover only limited functional areas.
The analysis results show that the proposed statistical approach is capable of identifying significant transcriptional regulatory network structures. For example, the constructed transcriptional regulatory network directly connects most of the regulators that are known to regulate the yeast cell cycle process, such as MBP1, RME1, SWI4, SWI5, SWI6, ACE2, MCM1, FKH1, and FKH2, to form a subnetwork for cell cycle regulation. Among the estimated cell cycle related transcriptional regulatory interactions, some have already been experimentally confirmed. For example, SWI5 and ACE2 both induce the meiosis repressor RME1 (Toone et al., 1995; McBride et al., 1999) ; MCM1 induces both SWI5 and SWI4 (Althoefer et al., 1995; Svetlov and Cooper, 1995; Fitch et al., 2003) ; MCM1 and FKH2 protein are both capable of binding SWI5 and ACE2 as determined by location analysis (Lee et al., 2002) ; and MCM1 and FKH2 form a transcription factor complex to regulate cell cycle dependent expression of the CLB2 cluster of genes, which include SWI5 and ACE2 (Boros et al., 2003) .
The proposed method does not distinguish competitive binding. But it is capable of revealing the transcriptional regulatory network structure that is not obvious under a single experimental condition. For example, our analysis suggests that SUM1p transcriptionally regulates NDT80 and that NDT80 is autoregulated. In fact, SUM1p and NDT80p bind competitively to the MSE sites in the promoter region of NDT80 and result in very different consequences: NDT80p activates the expression of NDT80, but SUM1p represses the expression of NDT80 (Pak and Segall, 2002) . The cross link between SUM1 and NDT80 may not be observed in a location analysis based on only one kind of growth condition.
DISCUSSION
We described a statistical approach for constructing transcriptional regulatory networks using data on gene expression, promoter sequence, and transcription factor binding sites. This procedure describes a class of parameters which are indexed by various choices, such as the number of data splits in cross-validation model selection, the level of false discovery rate in multiple testing, the choice of mixture models, and the cut-off values for inferring transcriptional regulatory interactions. This is analogous to the typical clustering algorithm, which is often indexed by various choices, such as measures of dissimilarity, criteria to minimize, and ways to minimize them. We believe that our class of algorithms is sensible for finding interesting transcriptional networks. Our simulation studies show that the overall and false positive error rates in the estimated transcriptional regulatory networks are expected to be small if the systematic noise in the constructed feature matrix is small. Our analysis based on 658 microarray experiments on yeast gene expression programs and 46 transcription factors suggests that the method is capable of identifying significant transcriptional regulatory interactions and uncovering the corresponding network structures.
Our method is advantageous over some existing methods at least in the following aspects. The computational approach is based on available gene expression and sequence data, so it is timewise and resourcewise more efficient than the experiment-based methods (e.g., location analysis). It is especially suitable for mining the quickly accumulating microarray data on gene expressions under various experimental conditions. The method treats each microarray experiment as a partial realization of the overall transcriptional regulatory network process, which may be more appropriate and effective than the single TF perturbation experiment based method, especially when a TF perturbation experiment does not guarantee that the gene expression changes are attributable solely and directly to the TF being perturbed. As compared with the method based on location analysis data, the use of gene expression data may be more appropriate for modeling transcriptional regulatory networks since gene expression data is a direct result of a certain transcriptional regulatory network process while evidence of physical binding may not directly imply transcriptional regulation. Moreover, our method is particularly advantageous over location analysis and TF perturbation experiment based approaches for its capability of finding the transcriptional regulatory network structure that is not fully observable under a single experimental condition, for example, the interaction between SUM1 and NDT80.
The method has at least two limitations. First, it may fail to estimate the regulatory interactions of a transcription factor that results in only subtle change in the genomewide gene expression profile. Second, the method relies on knowledge of transcription factor binding sites. The number of TFs with known consensus binding sites is small and their functional coverage is somewhat limited. However, this may not be a problem when more and more TF binding sites are characterized and added to our knowledge. Also, we may use putative TF binding sites in the analysis. Using putative TF binding sites will increase the error rates in estimation, but the constructed networks should suggest more models for further testing.
