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Abstract
We consider a nonlinear homogenization problem for a Ginzburg–Landau functional with a (pos-
itive or negative) surface energy term describing a nematic liquid crystal with inclusions. Assuming
that inclusions are separated by distances of the same order ε as their size, we find a limiting func-
tional as ε approaches zero. We generalize the variational method of mesocharacteristics to show
that a corresponding homogenized problem for arbitrary, periodic or non-periodic geometries is
described by an anisotropic Ginzburg–Landau functional. We obtain computational formulas for
material characteristics of an effective medium. As a byproduct of our analysis, we show that the
limiting functional is a Γ -limit of a sequence of Ginzburg–Landau functionals. Furthermore, we
prove that a cross-term corresponding to interactions between the bulk and the surface energy terms
does not appear at the leading order in the homogenized limit.
 2004 Elsevier SAS. All rights reserved.
Résumé
Nous considérons un problème non-linéaire d’homogénéisation pour une fonctionnelle de
Ginzburg–Landau avec un terme correspondant à l’énergie de surface (positive ou négative) décrivant
un milieu cristallin liquide avec des inclusions. On suppose que la distance ε entre les inclusions est
comparable à leur taille. Nous pouvons alors appliquer la méthode des mésocharactéristiques pour
* Corresponding author.
E-mail addresses: berlyand@math.psu.edu (L. Berlyand), cioran@ann.jussieu.fr (D. Cioranescu),
dmitry@math.uakron.edu (D. Golovaty).
0021-7824/$ – see front matter  2004 Elsevier SAS. All rights reserved.
doi:10.1016/j.matpur.2004.09.013
98 L. Berlyand et al. / J. Math. Pures Appl. 84 (2005) 97–136
trouver une fonctionnelle limite lorsque ε converge vers zéro. Nous démontrons que le problème
homogénéisé pour des géométries arbitraires (périodiques ou non), est décrit par une fonctionnelle
de Ginzburg–Landau anisotrope. Nous donnons des formules pour calculer les charactéristiques
effectives des matériaux ainsi obtenus. Enfin, nous montrons que la fonctionnelle limite est une
Γ -limite d’une suite de fonctionnelles de Ginzburg–Landau.
 2004 Elsevier SAS. All rights reserved.
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1. Introduction
Intermediate between ordered solids and amorphous liquids, liquid crystals possess both
special structure and unique optical properties. The simplest kind of liquid crystal, known
as a nematic, is composed of rod-like molecules exhibiting local orientational order. That
is, the molecules locally orient themselves along some preferred direction, while maintain-
ing the ability to move around freely. The preferred direction can vary from point to point
and coincides locally with the direction of the optic axis. As for any heterogeneous, opti-
cally uniaxial medium, the overall optical properties of a nematic material are determined
by the spatial distribution of the direction of the optic axis.
Because positions of their molecules are not constrained, nematic liquid crystals can
flow like liquids. At the same time, spatially non-uniform orientational order can pro-
duce elastic interactions that lead to complex nematic structures with elaborate patterns
and topological defects. These structures can be subsequently manipulated by influencing
molecular orientations with external electromagnetic forces. The corresponding changes in
optical characteristics drive most of the current practical uses of liquid crystal materials.
Although in their “pure” form liquid crystals have been widely used in a variety of
important applications, most notably liquid crystal displays, a significant research effort
has been concentrated recently on liquid crystal-based composites. These new materials
are of considerable interest for display technologies based upon changing the light scatter-
ing properties of composite systems via external fields. Such systems can have distorted
or multiply-connected random geometries [14], such as those produced by the polymer-
dispersed liquid crystals (PDLC) [13], or dispersions of agglomerations of silica spheres
in a nematic host [18].
A structure of a liquid crystal-based composite depends strongly on whether or not a
liquid crystal is used as its host material. For example, in a direct nematic emulsion [14] a
nematic dispersed in water separates into distinct, nearly spherical drops. The drops have
simple structures dependent on the boundary conditions at the nematic-water interface.
For this reason, direct liquid crystal emulsions have been used as a model medium to study
topological defects [14].
An inverse nematic emulsion [21] differs from a direct emulsion in that isotropic water
droplets are dispersed in a nematic host. Structures of inverse emulsions are significantly
more complex than direct emulsions. In inverse nematic emulsions and, more generally, in
colloid suspensions in nematic liquid crystals, the interactions between foreign inclusions
in a nematic host lead to formation of a variety of novel ordered and disordered structures.
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A defining impact on formation of new structures is made by both anchoring conditions on
the surfaces of inclusions and the global geometry of a liquid crystalline matrix.
Furthermore, although no significant rheological effects have been observed in ther-
motropic nematic liquid crystals containing small volume fractions of inclusions [26],
these effects can be very pronounced when the volume fraction of inclusions is high. In
fact, a soft solid with a significant storage modulus was obtained in [22] by mixing model
colloidal particles with a thermotropic nematic liquid crystal. The suspended particles with
the radii ∼ 250 nm, behaving as nearly-perfect hard spheres, constituted up to 20% of the
mixture. The colloid–liquid–crystal composite described in [22] is a switchable electro-
optical solid material, giving it significant advantages in handling and processing over the
conventional, free-flowing liquid crystals.
In this paper we consider a mathematical model for a class of nematic liquid crystal
composites with a high volume fraction of small inclusions. Within this model, a nematic
liquid crystal is described by the Ginzburg–Landau functional (2.3) with a (positive or
negative) surface energy term. We assume that both the surface energy density and the sizes
of inclusions are controlled by the same small parameter ε. The intensity of the surface
energy density is chosen to model weak anchoring conditions on an inclusion-nematic
host interface. In this case, both the surface and the bulk energy terms provide comparable
contributions to the overall energy of the composite. To model composites with a high total
volume fraction of inclusions, we suppose that the average distances between inclusions
are of order ε as well.
A similar problem for a geometry characterized by a small volume fraction of inclusions
(dilute limit [19,25]) was introduced in [6] and [8]. It was shown that the presence of
inclusions can be accounted for by an effective potential that was computed explicitly as
a function of material parameters and geometric characteristics of inclusions. Two main
control parameters were introduced—the average size of inclusions and the intensity of the
surface energy. The effective potential was represented as a sum of two terms responsible
for the surface and the bulk energy of a thin boundary layer around inclusions, respectively.
The analytic formulas for the effective potential that were obtained in [8] do not require the
solution of a cell problem. (Cell problems for linear elliptic problems are defined in [2].)
An additional geometric condition under which the homogenization procedure was carried
out in [6,8], was that the inclusions cannot form clusters.
The presence of the surface energy term in the variational formulation of our problem,
implies that the minimizer (which solves the nonlinear Ginzburg–Landau equation) is sub-
ject to a Robin boundary condition on surfaces of inclusions. For linear scalar problems
(Laplace operator) a homogenization problem for perforated domains with a Robin bound-
ary condition on the boundaries of holes has been studied by several authors. In [5,7] the
case of large holes, where the homogenized operator becomes anisotropic has been con-
sidered by using the method of mesocharacteristics. This method, which is also employed
in this paper, has been successfully applied to a large class of problems [16,9].
In [11,12] several possible relations between a parameter in the Robin boundary con-
dition and the size of periodically arranged holes, have been studied and classified. In the
same works, a version of the multiple scale method [1,2,17,23], suitable for the analysis of
Robin boundary condition on surfaces of holes, has been developed.
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The results of our paper are proved under rather general conditions. We assume that the
inclusions remain sufficiently far apart (the ratio of the size of an inclusion to the distance
between it and other inclusions is bounded). We do not require domains to have periodic
geometry, and we do not assume a non-negative surface energy term in (2.3). The main
consequence of the lack of non-negativity is that there is no a priori lower bound on the
energy, and this bound has to be established independently.
Given our assumptions on the functional and the geometry of the domain, we show that
we can account for inclusions by an anisotropy of the homogenized differential operator
and an effective potential. The potential can be viewed as an effective external field. Fur-
thermore, we establish that a “cross-term” of the form cikj ui∂uk/∂xj is not present in the
homogenized energy (see Theorem 4.2 and Lemma 4.6 for precise details). However, such
a cross-term may appear for more general domains, where distances between inclusions
can be much smaller than their sizes. At present this is an interesting open question.
In the absence of the cross-term, the only contribution of the surface energy to the
homogenized energy is through the effective potential which accounts for misalignment of
molecules on surfaces of inclusions. Physically, when the anchoring is weak, there are no
significant bulk elastic distortions that can be attributed to surface effects. Furthermore, if
adjacent inclusions are sufficiently far apart, there are no interactions between distributions
of molecules on surfaces of neighboring inclusions. If, however, the surface anchoring is
strong, or spacings between inclusions are small relative to their sizes, then the molecular
configurations on surfaces of adjacent inclusions begin to influence one another through
elastic distortions in the bulk. These interactions between inclusions are described by the
tensor cikj and should contribute to the effective energy whenever the cross-term is not
identically zero.
The paper is organized as follows. Following the statement of the problem in Section 2,
in Section 3 we prove compactness of a sequence of minimizers of Ginzburg–Landau func-
tionals on domains with an increasing number of holes. In Section 4 we describe and
prove the main result of the paper. We extend the method of mesocharacteristics to our
problem in order to find the limiting functional as ε approaches zero. We prove that the ho-
mogenized problem is described by an anisotropic Ginzburg–Landau-type functional and
provide computational formulas for the material characteristics of an effective medium.
Then we show that the limiting functional is a Γ -limit of the sequence of Ginzburg–Landau
functionals. Finally, in Section 5, we consider a particular case of periodically distributed
inclusions of equal size.
2. Statement of the problem
Suppose that Ω ∈ R3 is a bounded region with a smooth boundary ∂Ω and that, for
every ε > 0, we have a collection {Bεi}Nεi=1 of balls,
Bεi = B(xεi, rεi ),
that satisfies:
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2εC1 min
{
min
j
dist(xεi,xεj ),dist(xεi, ∂Ω)
}
 2εC2, (2.1)and
εC3  rεi  εC4, (2.2)
for every 1 i Nε , uniformly in ε, where C3 <C4 <C1 <C2.
Note that the spherical shape of the inclusions is considered here for simplicity only.
As a matter of fact, our technique can easily be extended to the case of arbitrary convex
inclusions that do not form clusters.
Set
Ωε = Ω \
⋃
i
Bεi, Sεi = ∂Bεi, Sε =
⋃
i
Sεi,
and consider the functional:
Eε[u] =
∫
Ωε
{
1
2
|∇u|2 + 1
4δ2
(|u|2 − 1)2}dx + qε
2
∫
Sε
(u,n)2 dσ, (2.3)
where qε is a parameter to be chosen. The bulk term in this functional corresponds to the
equal elastic constants case in the Ericksen’s model for nematic liquid crystals with variable
degree of orientation in the absence of flow [15]. The boundary term is the Rapini–Papoular
phenomenological surface free energy [24].
Let uε be a minimizer of Eε[u] over the class
H 1U(Ωε) :=
{
u ∈ H 1(Ωε)
∣∣ (u − U)|∂Ω = 0},
where the function U ∈ C2(Ω) :R3 → R3. The minimizer of (2.3) satisfies the Euler–
Lagrange equation:
−uε + 1
δ2
(|uε|2 − 1)uε = 0, (2.4)
and the natural boundary condition on the surfaces of inclusions:
∇uεn + qε(uε,n)n = 0 on Sε, (2.5)
where n is the unit vector, normal to Sε . There exists at least one global minimizer of the
problem (2.3) in H 1U(Ωε), that is also a solution of (2.4)–(2.5), we refer the reader to [20]
for details.
Next, we choose an appropriate form for the parameter qε . Under assumptions (2.1)
and (2.2) on the radii and the distribution of the inclusions, the bulk term in (2.3) is of
order 1, while the surface term is of order qε/ε. In order for both terms to have comparable
contributions to the limiting energy as ε → 0 and to satisfy the weak anchoring conditions,
we choose qε = εq for some q ∈R.
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Our goal is to find the partial differential equation satisfied by an asymptotic limit of
the minimizers of Eε[u] in order to obtain a homogenized description of the problem (2.3)
as ε → 0. The main difficulty comes from the fact that the parameter q is allowed to be
negative. Indeed, in this case, there are no immediate bounds on the H 1(Ωε)-norm of uε
that would normally follow from (2.1)–(2.2).
3. Compactness
We begin by proving compactness as ε → 0, of a sequence of minimizers {uε}ε>0 for
the functionals:
Eε[uε] =
∫
Ωε
{
1
2
|∇uε|2 + 14δ2
(|uε|2 − 1)2}dx + εq2
∫
Sε
(uε,n)
2 dσ. (3.1)
First, we consider the more difficult case when q < 0. We need to obtain an estimate on
the boundary term in (3.1). To do so, we will make use of the following result [8]:
Lemma 3.1. Given two concentric balls B1 and B2 with radii r1 and r2 with r1 < r2,
one has: ∫
∂B1
|u|2 dσ  2r1
∫
B2\B1
|∇u|2 dx + 6r
2
1
r32 − r31
∫
B2\B1
|u|2 dx.
For every ball Bεi , we choose a larger one,
B̂εi = B(xεi,Rε), with Rε = (C1 +C4)ε2 ,
where C1,C4 are given by (2.1) and (2.2), respectively. Then, by Lemma 3.1,
1
2
∫
Sε
(uε,n)
2 dσ 
∑
i
{
rεi
∫
B̂εi\Bεi
|∇uε|2 dx + 3r
2
εi
R3ε − r3εi
∫
B̂εi\Bεi
|uε|2 dx
}
. (3.2)
Using (2.1) and (2.2), we get:
3r2εi
R3ε − r3εi
 A
ε
, where A = 24C
2
4
(C1 +C4)3 − 8C33
.
Combining this with (3.2), we have:
ε|q|
2
∫
⋃
i Sεi
(uε,n)
2 dσ  |q|
∑
i
{
C4ε
2
∫
B̂εi\Bεi
|∇uε|2 dx +A
∫
B̂εi\Bεi
|uε|2 dx
}
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 Cε2
∫
|∇uε|2 dx +C
∫
|uε|2 dx, (3.3)
Ωε Ωε
for some C > 0 uniformly in ε. Using (3.3) in (3.1), by Hölder’s inequality we obtain:
Eε[uε] C1
∫
Ωε
|∇uε|2 dx + C2
∫
Ωε
|uε|4 dx − C3
∫
Ωε
|uε|2 dx
 C1
∫
Ωε
|∇uε|2 dx + C2|Ωε|
[ ∫
Ωε
|uε|2 dx
]2
− C3
∫
Ωε
|uε|2 dx, (3.4)
where
C1 = 12 −Cε
2, C2 = 14δ2 , C3 = C +
1
2δ2
.
Observe that for ε small, one has C1 > 0. On the other hand,
Eε[uε]Eε[U], (3.5)
where U is a continuous function having the same value on the boundary as uε .
Assume that ε is small enough to have C1 > 1/4. Then, by combining (3.4) and (3.5),
we have:
1
4
∫
Ωε
|∇uε|2 dx + C2|Ωε|
[ ∫
Ωε
|uε|2 dx
]2
− C3
∫
Ωε
|uε|2 dx C, (3.6)
where C > 0 is a constant independent of ε. Consequently,
1
4
{∫
Ωε
|∇uε|2 dx +
∫
Ωε
|uε|2 dx
}
 (1 + 4C3)
2
64C2 |Ωε| +C 
(1 + 4C3)2
64C2 |Ω | +C = C,
uniformly in ε.
Due to our assumptions on the distributions and the radii of the balls Bεi , the do-
mains in the sequence Ωε are strongly connected [16]. This implies that for every function
v ∈ H 1(Ωε), there exists an extension operator P ∈L(H 1(Ωε);H 1(Ω)) such that
‖Pv‖H 1(Ω)  C‖v‖H 1(Ωε), (3.7)
where C is independent of ε. Note that a sufficient condition to have (3.7) was proposed
in [3] and [4]. According to this condition, (3.7) holds as long as there is a “security layer”
around each inclusion, having a thickness comparable with the diameter of the inclusion
as ε → 0.
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From (3.7) it follows that the sequence of extended minimizers {Puε}ε>0 is uniformly
bounded in H 1(Ω) so that, up to a subsequence, there exists u0 ∈ H 1(Ω) such that
Puε ⇀ u0 weakly in H 1(Ω), and so Puε → u0 strongly in L2(Ω). (3.8)
By the trace theorem, (u0 − U)|∂Ω = 0. The extension of this result to the case q > 0 is
trivial.
4. Main result
The method we present here, is based on the ideas introduced in [16] and [7]. First, we
define a mesocharacteristic that describes the homogenized solution. Set:
T (ε,h,xα,A, 
) = min
w∈H 1(Kαh ∩Ωε)
[ ∫
Kαh ∩Ωε
{|∇w|2 + h−2−θ ∣∣w − 
− A(x − xα)∣∣2}dx
+ εq
∫
∂Ωαεh
(w,n)2 dσ
]
; (4.1)
here θ > 0, both the vector 
 ∈ R3 and the matrix A ∈ M3×3 are arbitrary, Kαh = Kh(xα)
is an 3-dimensional cube with a side of length h and centered at a given xα ∈ Ω .
Depending on the sign of the parameter q , we will distinguish between the following
two choices for Ωαεh:
when q > 0, Ωαεh = Ωε ∩ Kαh ,
when q < 0, Ωαεh =
⋃
µ
Bεµ,
where the union is taken over all balls Bεµ having centers xεµ ∈ Kαh , such that
dist
{
xεµ, ∂K
α
h
}
 C1ε.
Note that, when q < 0, we disregard contributions from surfaces of the inclusions that lie
too close to ∂Kαh . An equivalent definition is to introduce an “extended” cube consisting
of the original cube Kαh supplemented by a layer of thickness ≈ C1ε around the inclusions
that penetrate the surface of Kαh . We neither assume that inclusions are absent from the
boundary layer near ∂Kαh , nor try to “move” inclusions outside of the same boundary layer.
The distinction between the definitions of Ωαεh for different choices of q is necessary
because the boundary term in the definition of T can become very large when q is negative.
The corresponding large interactions between inclusions and ∂Kαh are completely artificial
due to the arbitrary choice of Kαh .
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Consider this situation from a physical point of view. If we are interested in bulk prop-
erties of a liquid crystal composite near a given point xα , we can measure them in a small
cubic sample Kαh that was taken from the composite at xα . Although this procedure works
quite well when q is positive, it fails when q is negative, because the optimal structure of
the cubic sample is different depending on whether or not it is a part of the bulk. Con-
sequently, the material properties measured in such a sample cannot be extrapolated to
describe the average properties of the composite.
This problem can be avoided if a new sample is cut out of the material so that the
boundary of the sample does not intersect any of the inclusions. It turns out that, in fact, the
cubic sample still can be used, provided that the inclusions that intersect its boundary have
been discarded from consideration. The two samples are equivalent since the contribution
to the overall energy of the sample from the inclusions that are O(ε)-close to ∂Kαh (when
the sample is considered as a part of the bulk) is of order o(h3), and hence can be neglected.
The notion of mesocharacteristic is motivated by this experimental sampling technique.
Formally, a sequence of extended minimizers {v˜ε}ε>0 of the functionals {Eε}ε>0 converges
to its limit weakly in H 1(Ω) and strongly in L2(Ω) as ε → 0. The limit of this sequence
of minimizers is itself a minimizer of a homogenized functional yet to be determined. If
the limiting minimizer is smooth, then it can be approximated by a linear function 
 +
A(x − xα) in some small neighborhood of a given point xα . Then, given a cell Kαh , the
minimizers {vε}ε>0 of the functionals {Eε}ε>0 converge to the linear function 
+A(x−xα)
in L2(Kαh ∩ Ωε) (up to an order o(h) correction). Since we only have weak convergence
of gradients, in order to determine the homogenized functional it is necessary to find the
limit when ε → 0 of the Dirichlet integral ∫
Ωε
|∇vε|2 dx combined with the surface energy
term εq
∫
Sε
(vε,n)
2 dσ .
Instead of considering the minimizers of the energy over the entire domain Ωε , we
consider a local minimization problem for the functional:
1
h3
{ ∫
Kαh ∩Ωε
{|∇wε|2 + h−2−θ ∣∣wε − 
− A(x − xα)∣∣2}dx + εq ∫
Kαh ∩Sε
(wε,n)
2 dσ
}
,
(4.2)
where the penalty term h−5−θ |wε − 
− A(x − xα)|2 enforces the closeness of minimizers
wε to the linear function 
 + A(x − xα) in L2(Kαh ∩ Ωε) when h is small. If we can show
that, for some θ > 0, the penalty term is of order o(1) when ε → 0, then the asymptotic
limit of the local functional (4.2) should yield an effective density in terms of A and 
 when
ε,h → 0.
The minimization problem for T admits a unique solution. More precisely, the min-
imizer for the functional corresponding to T (ε,h,xα,A, 
) satisfies the Euler–Lagrange
equation,
−wε,h,αA,
 + h−2−θwε,h,αA,
 = h−2−θ
(

+ A(x − xα)
)
, (4.3)
subject to the Neumann boundary condition,
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∂wε,h,αA,
 = 0 on ∂{Kαh ∩ Ωε}\∂Ωαεh, (4.4)∂n
and the Robin boundary condition,
∂w
ε,h,α
A,

∂n
+ εq(wε,h,αA,
 ,n)n = 0 on ∂Ωαεh. (4.5)
The existence of a solution to (4.3)–(4.5) follows by direct methods of the calculus of
variations.
To show uniqueness, suppose that wε,h,αA,
 and w˜
ε,h,α
A,
 are two solutions of (4.3)–(4.5).
Integrating by parts, we obtain:∫
Kαh ∩Ωε
{∣∣∇(wε,h,αA,
 − w˜ε,h,αA,
 )∣∣2 + h−2−θ ∣∣wε,h,αA,
 − w˜ε,h,αA,
 ∣∣2}dx
+ εq
∫
∂Ωαεh
(
w
ε,h,α
A,
 − w˜ε,h,αA,
 ,n
)2 dσ = 0. (4.6)
Then the uniqueness for q > 0 follows immediately; when q < 0, we can use (3.3) to
conclude that
(
1 − ε2C) ∫
Kαh ∩Ωε
∣∣∇(wε,h,αA,
 − w˜ε,h,αA,
 )∣∣2 dx
+ (h−2−θ −C) ∫
Kαh ∩Ωε
∣∣wε,h,αA,
 − w˜ε,h,αA,
 ∣∣2 dx 0, (4.7)
hence wε,h,αA,
 = w˜ε,h,αA,
 , whenever h and ε are small.
Let {ei}3i=1 be an orthonormal basis in R3. With the standard notation eik = ei ⊗ ek ,
notice that in the matrix (eik)1i,j3 the only non-zero element is at the intersection of the
ith row and the kth column, and is equal to 1.
Denote by wε,h,α0i a minimizer of (4.1) when A = 0 and 
 = ei and by wε,h,αik a minimizer
of (4.1) when A = (eik)1i,j3 and 
 = 0. Then wε,h,α0i and wε,h,αik satisfy, respectively:
−wε,h,α0i + h−2−θwε,h,α0i = h−2−θ ei in Kαh ∩ Ωε,
∂
∂n
w
ε,h,α
0i + εq
(
w
ε,h,α
0i ,n
)
n = 0 on ∂Ωαεh,
∂
∂n
wε,h,α0i = 0 on ∂{Kαh ∩ Ωε}\∂Ωαεh,
(4.8)
and
L. Berlyand et al. / J. Math. Pures Appl. 84 (2005) 97–136 107−wε,h,αik + h−2−θwε,h,αik = h−2−θ eik(x − xα) in Kαh ∩ Ωε,∂ ( ) ∂n
wε,h,αik + εq wε,h,αik · n n = 0 on ∂Ωαεh,
∂
∂n
w
ε,h,α
ik = 0 on ∂{Kαh ∩ Ωε}\∂Ωαεh.
(4.9)
By the linearity of problem (4.3)–(4.5), the minimizer of (4.1) corresponding to an
arbitrary matrix A = aikeik and a vector 
 = 
jej, is given by:
w
ε,h,α
A,
 = 
jwε,h,α0j + aikwε,h,αik , (4.10)
where the summation over repeated indices is assumed. Substituting (4.10) back into (4.1),
gives
T (ε,h,xα, aikeik, 
jej) = tε,hikmn(xα)aikamn + cε,hikj (xα)aik
j + rε,hjp (xα)
j 
p, (4.11)
where
t
ε,h
ikmn(xα) =
∫
Kαh ∩Ωε
(∇wε,h,αik ,∇wε,h,αmn )dx + εq ∫
∂Ωαεh
(
wε,h,αik ,n
)(
wε,h,αmn ,n
)
dσ
+ h−2−θ
∫
Kαh ∩Ωε
(
w
ε,h,α
ik − eik(x − xα),wε,h,αmn − emn(x − xα)
)
dx,
(4.12)
c
ε,h
ikj (xα) =
∫
Kαh ∩Ωε
(∇wε,h,αik ,∇wε,h,α0j )+ εq ∫
∂Ωαεh
(
wε,h,αik ,n
)(
wε,h,α0j ,n
)
dσ
+ h−2−θ
∫
Kαh ∩Ωε
(
wε,h,αik − eik(x − xα),wε,h,α0j − ej
)
dx, (4.13)
and
r
ε,h
jp (xα) =
∫
Kαh ∩Ωε
(∇wε,h,α0j ,∇wε,h,α0p )+ εq ∫
∂Ωαεh
(
wε,h,α0j ,n
)(
wε,h,α0p ,n
)
dσ
+ h−2−θ
∫
Kαh ∩Ωε
(
wε,h,α0j − ej
)(
wε,h,α0p − ep
)
dx, (4.14)
for every i, j, k,m,n,p = 1,2,3.
Assume now that for every xα ∈ Ω and i, j, k,m,n,p = 1,2,3, there exist s, tikmn, and
rjp such that
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(ii) lim
h→0 limε→0
t
ε,h
ikmn(xα)
h3
= lim
h→0 limε→0
t
ε,h
ikmn(xα)
h3
= tikmn(xα),
(iii) lim
h→0 limε→0
r
ε,h
jp (xα)
h3
= lim
h→0 limε→0
r
ε,h
jp (xα)
h3
= rjp(xα),
(4.15)
uniformly in h for some θ ∈ (0,2), where:
• the functions s, tikmn, and rjp are continuous at xα ∈ Ω ,
• the tensor T = (tikmn)1i,k,m,n3, is positive definite in Ω , i.e.,
tikmnaikamn  γ aikaik, where γ > 0.
The function s in (4.15)(i), characterizes the porosity of the material. Positive definite-
ness of the tensor T is imposed in order to enforce the ellipticity of the homogenized
problem.
Note that (4.15)(i) is equivalent to the following convergence:
lim
h→0
(
lim
ε→0
1
|Kαh |
∫
Kαh
χΩε dx
)
= s(xα). (4.16)
As a direct consequence of (4.16), we have:
Proposition 4.1. Assume that (4.15)(i) holds. Then
χΩε ⇀ s weakly  in L
∞(Ω).
Proof. Obviously, χ
Ωε
is bounded in L∞(Ω) independently of ε, so that there exists g ∈
L∞(Ω) such that (up to a subsequence)
χΩε ⇀ g weakly  in L
∞(Ω),
so that, in particular,
lim
ε→0
1
|Kαh |
∫
Ω
χΩε(x)χKαh (x)dx =
1
|Kαh |
∫
Ω
g(x)χKαh (x)dx, (4.17)
where χ
Kα
h
is the characteristic function of Kαh . Observe that (4.17) can be written as
lim
ε→0
1
|Kαh |
∫
Kαh
χΩε(x)dx =
1
|Kαh |
∫
Kαh
g(x)dx.
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On the other hand, since g ∈ L1loc(Ω), by Lebesgue theorem, one has:lim
h→0
1
|Kαh |
∫
Kαh
g(x)dx = g(xα).
Hence
lim
h→0
(
lim
ε→0
1
|Kαh |
∫
Kαh
χΩε(x)dx
)
= g(xα),
which, together with (4.15)(i) and (4.16) ends the proof. 
The following theorem, the main result of this paper, describes the problem satisfied by
the asymptotic limit of minimizers of Eε[u] as ε → 0.
Theorem 4.2. Suppose that the sequence of domains {Ωε}ε>0 satisfies conditions (4.15).
Then the sequence of minimizers {uε}ε>0 of the functionals Eε[uε] converges in the sense
of (3.8) to the solution u0 of the problem:−
∂
∂xk
(
tikmn(x)
∂u0m
∂xn
)
+ rik(x)u0k +
s(x)
δ2
(|u0|2 − 1)u0i = 0 in Ω,
u0 − U = 0 on ∂Ω,
(4.18)
for i = 1,2,3, where tikmn, rjp, and s are as defined in (4.15).
Moreover, conditions (4.15) are satisfied for all θ > 0.
Remark 4.3. Convergence of uε in the sense of (3.8) is formulated for the extended se-
quence {Puε}. Definitions (4.12) and (4.14) of “homogenized coefficients”, as well as
(4.15)(ii)–(4.15)(iii), show that actually neither the limit problem (4.18), nor the “homog-
enized solution” u0, depend of the choice of the extension operator P .
Remark 4.4. The tensor T = (tikmn)1i,k,m,n3 provides a set of effective elastic constants
for the homogenized problem. Even though the elastic constants are equal for the nematic
host, this is no longer the case for the composite nematic material. Furthermore, the ef-
fective contributions from the bulk and the surface energy terms described, respectively,
by the tensor T and the functions rik (i, k = 1,2,3) are completely decoupled and there
are no elastic interactions between inclusions under our assumptions on their distribution.
Thus the anchoring effects (surface misalignment) are fully accounted for in the potential
terms riku0k .
Remark 4.5. Note that Eq. (4.18) does not contain a contribution from an asymptotic limit
of cε,hikj . As we prove in the next lemma, this limit vanishes under our assumptions on the
sequence of domains {Ωε}ε>0. For more general domains it may be possible that
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lim lim
c
ε,h
jkj (xα) = lim lim c
ε,h
ikj (xα) = cikj (xα) = 0,h→0 ε→0 h3 h→0 ε→0 h3
for some i, j, k = 1,2,3. We conjecture that the limiting equation will then take the form,
− ∂
∂xk
(
tikmn(x)
∂u0m
∂xn
+ cikj (x)u0j
)
+ ckji (x)∂u0k
∂xj
+ rik(x)u0k
+ s(x)
δ2
(|u0|2 − 1)u0i = 0 (i = 1,2,3),
where the cross-terms cikj describe the elastic interactions between inclusions. Indeed,
in the absence of this term, the only effect of the surface energy term is to account for the
misalignment of the molecules on the surfaces of inclusions through the effective potential.
When cikj is not identically zero, the surface misalignment “propagates” into the bulk
resulting in appreciable elastic effects.
Lemma 4.6. Suppose that the sequence of domains {Ωε}ε>0 satisfies conditions (4.15).
Then
lim
h,ε→0
1
h3
c
ε,h
ikj = 0.
Proof. We multiply equation (4.9) by wε,h,α0j , integrate by parts over Kαh , and use equation
(4.8) as well as definition (4.13), to obtain:
c
ε,h
ikj = εq
∫
∂Ωαεh
(
w
ε,h,α
ik ,n
)
(ej ,n)dσ.
The integral term can be rewritten in the form:
∫
∂Ωαεh
(
w
ε,h,α
ik ,n
)
(ej ,n)dσ =
∫
∂Ωαεh
(
Wε,h,αik ,n
)
(ej ,n)dσ +
∫
∂Ωαεh
(
eik(x − xα),n
)
(ej ,n)dσ,
(4.19)
where Wε,h,αik = wε,h,αik − eik(x − xα).
Using (3.3) and estimates (4.65) in the first integral on the right side, by Hölder’s in-
equality one has:
εq
∫
∂Ωαεh
(
Wε,h,αik ,n
)
(ej ,n)dσ 
[ ∫
∂Ωαεh
(
Wε,h,αik ,n
)2 dσ]1/2[ ∫
∂Ωαεh
(ej ,n)
2 dσ
]1/2
L. Berlyand et al. / J. Math. Pures Appl. 84 (2005) 97–136 111
O
(
h3/2
)[
ε2
∫ ∣∣∇(Wε,h,α)∣∣2 dx + ∫ ∣∣Wε,h,α∣∣2 dx]1/2
Kαh ∩Ωε
ik
Kαh ∩Ωε
ik
= O(h4+θ/2). (4.20)
By the same arguments, for the second integral on the right side of (4.19), we have:
εq
∫
∂Ωαεh
(
eik(x − xα),n
)
(ej ,n)dσ
= εq
∫
∂Ωαεh
(xk − xαk)(ei ,n)(ej ,n)dσ
O
(
h3/2
)[
O
(
ε2
)+C ∫
Kαh ∩Ωε
(xk − xαk)2 dx
]1/2
= O(h4). (4.21)
Consequently, from (4.19) it follows that cε,hikj = O(h4), when ε is small. This concludes
the proof. 
Proof of Theorem 4.2. We let q < 0 and consider the energy (3.1) related to uε ,
Eε[uε] =
∫
Ωε
{
1
2
|∇uε|2 + 14δ2
(|uε|2 − 1)2}dx + εq2
∫
⋃
i Sεi
(uε,n)
2 dσ. (4.22)
The proof consist of two main steps: we will obtain an upper bound (Step I) and then a
lower bound (Step II) on the energy of the asymptotic limit of minimizers of uε .
Step I. Upper bound of the energy
In this step we prove the following inequality:
lim
ε→0Eε[uε] F [z], (4.23)
for every z ∈ C2(Ω), where
F [z] :=
∫
Ω
{∑
ikmn
tikmn
∂zi
∂xk
∂zm
∂xn
+ +
∑
jp
rjpzj zp + s(x)4δ2
(|z|2 − 1)2}dx.
Since C2(Ω) is dense in H 1(Ω), (4.23) will hold for every z ∈ H 1(Ω).
To prove (4.23), we will approach any function z ∈ C2(Ω) by a sequence of functions
written in terms of wε,hε,αik and w
ε,hε,α
0i defined in (4.8) and (4.9), respectively. To do so,
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let us fix two small numbers h > h0 > 0 and introduce a lattice of points {xα} in R3 with
the period h− h0. Consider two families of overlapping cubes centered at xα—a covering
{Kαh } of Ω by the cubes with the side h, and a covering of {Kαhε } of Ω by the cubes with
the side hε = h+ 4C1ε (where C1 is the constant introduced in (2.1)).
Let {φα} be a partition of unity associated with the covering {Kαh }, that is a collection
of infinitely differentiable functions φα :R3 → R such that 0  φα(x) 1 for all x ∈ R3,∑
α φα(x)≡ 1,
φα(x)=
{0 when x /∈ Kαh ,
1 when x ∈ Kαh \{
⋃
γ =α K
γ
h }, (4.24)
and
∣∣∇φα(x)∣∣ C
h0
, (4.25)
for every α in the collection.
Let z ∈ C2(Ω) and set:
Zε,h(x)= z(x)+ zε,h(x)− zh(x), (4.26)
where {
zh(x)=∑α φα(x){z(xα)+ ∇z(xα)(x − xα)},
zε,h(x) =∑α φα(x)zε,h,α(x), (4.27)
with
zε,h,α(x) =
∑
i
zi (xα)w
ε,hε,α
0i (x)+
∑
j,k
∂zj
∂xk
(xα)w
ε,hε,α
jk (x). (4.28)
Essentially, the function Zε,h(x) near a point xα is the same as z(x), except that the linear
part of z is modified to look like a minimizer of T (ε,hε,xα,∇z(xα), z(xα)) (see defini-
tion (4.1)), corresponding to A = ∇z(xα) and 
 = z(xα).
The idea now is to compute Eε[Zε,h] and estimate all the terms herein. We have from
definition (3.1) that
Eε
[
Zε,h
]= 1
2
∫
Ωε
∣∣∇Zε,h∣∣2 dx + ∫
Ωε
1
4δ2
(∣∣Zε,h∣∣2 − 1)2 dx + εq
2
∫
Sε
(
Zε,h,n
)2 dσ.
(4.29)
We will now estimate in succession the three integral terms in this expression.
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I.1. Estimate of ∫Ωε |∇Zε,h|2 dx
Combining (4.26) and (4.29), we rewrite Zε,h in the form:
Zε,h(x)= z(x)+
∑
α
φα(x)Zε,h,α(x),
where
Zε,h,α(x) =
∑
i
zi (xα)
(
w
ε,hε,α
0i (x)− ei
)+∑
j,k
∂zj
∂xk
(xα)
(
w
ε,hε,α
jk (x)− ejk(x − xα)
)
.
(4.30)
Then a simple computation shows that ∇Zε,h = I1 + I2 + I3, where
I1 = ∇z(x)−∑α φα(x)∇z(xα) =∑α φα(∇z(x)−∇z(xα)),
I2 =∑α Zε,h,α(x)⊗ ∇φα(x),
I3 =∑α φα(x)(∑i zi (xα)∇wε,hε,α0i (x)+∑j,k ∂zj∂xk (xα)∇wε,hε,αjk (x))
=∑α φα∇zε,h,α,
(4.31)
where zε,h,α is defined in (4.28). With this notation and using Minkowski’s inequality, we
actually have:( ∫
Ωε
∣∣∇Zε,h∣∣2 dx)1/2  ( ∫
Ωε
|I1|2 dx
)1/2
+
( ∫
Ωε
|I2|2 dx
)1/2
+
( ∫
Ωε
|I3|2 dx
)1/2
.
(4.32)
I.1a. Estimate of ∫
Ωε
|I1|2 dx. Since the support of φα can intersect with the supports of
at most 26 other functions in the partition of unity {φα}, we have:
∫
Ωε
|I1|2 dx =
∑
α
βαk∑
β=βα1
∫
Ωε∩Kαh ∩Kβh
φαφβ
(∇z(x)− ∇z(xα),∇z(x)− ∇z(xβ))dx

∑
α
Ch5 = O(h2), (4.33)
as h → 0. Here the constant C depends on ‖z‖C2(Ω) only.
I.1b. Estimate of ∫
Ωε
|I2|2 dx. By (4.24), the support of ∇φα lies within Kαh ∩{
⋃
γ =α K
γ
h }
for every α. Then, setting:
ω
α,β
ε,h = Ωε ∩
{
Kαh ∩
{⋃
γ =α
K
γ
h
}}
∩
{
K
β
h ∩
{⋃
γ =β
K
γ
h
}}
,
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we can rewrite our integral term in the form:∫
Ωε
|I2|2 dx =
∑
α
βαk∑
βα1
∫
Ωε
(
Zε,h,α,Zε,h,β
)
(∇φα,∇φβ)dx
=
∑
α
βαk∑
βα1
∫
ω
α,β
ε,h
(
Zε,h,α,Zε,h,β
)
(∇φα,∇φβ)dx.
Then (4.24) and Hölder’s inequality yield:
∫
Ωε
|I2|2  Ch−20
∑
α
βαk∑
βα1
[ ∫
ω
α,β
ε,h
∣∣Zε,h,α∣∣2 dx]1/2[ ∫
ω
α,β
ε,h
∣∣Zε,h,β ∣∣2 dx]1/2. (4.34)
In order to proceed further, we need to find a suitable bound for [∫
ω
α,β
ε,h
|Zε,h,β |2 dx]1/2.
Recalling definition (4.31) of Zε,h,α , by using Minkowski’s inequality, we have:[ ∫
ω
α,β
ε,h
∣∣Zε,h,α∣∣2 dx]1/2 ∑
i
[ ∫
ω
α,β
ε,h
∣∣zi(xα)(wε,hε,α0i (x)− ei)∣∣2 dx
]1/2
+
∑
j,k
[ ∫
ω
α,β
ε,h
∣∣∣∣∂zj∂xk (xα)(wε,hε,αjk (x)− ejk(x − xα))
∣∣∣∣2 dx
]1/2
 C
∑
i
[ ∫
ω
α,β
ε,h
∣∣(wε,hε,α0i (x)− ei)∣∣2 dx
]1/2
+C
∑
j,k
[ ∫
ω
α,β
ε,h
∣∣(wε,hε,αjk (x)− ejk(x − xα))∣∣2 dx
]1/2
, (4.35)
where the constant C depends only on ‖z‖C1(Ω).
Estimates (4.65) from Lemma 4.11 below, used in (4.35), lead to,[ ∫
ω
α,β
ε,h
∣∣Zε,h,α∣∣2 dx]1/2 = o(h5+θ ),
so that, from (4.34), we obtain:
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∫
|I |2 dxCh−2
∑ βαk∑
o
(
h5+θ
)= Ch−2O(h−3)o(h5+θ )
Ωε
2 0
α βα1
0
= o(h2+θ h−20 ), (4.36)
valid when ε and h are small. Here we used the fact that the range of summation in β is
uniformly bounded by 26. Hence, if we choose the parameter h0 = O(h1+θ/2), we have:∫
Ωε
|I2|2 dx = o(1), (4.37)
when ε and h are small.
I.1c. Estimate of ∫Ωε |I3|2 dx. From definition (4.31), this integral term defined in (4.31),
can be rewritten in the form:
∫
Ωε
|I3|2 dx =
∑
α
βαk∑
β=βα1
∫
Kαh ∩Kβh ∩Ωε
φαφβ
(∇zε,h,α,∇zε,h,β)dx
+
∑
α
∫
Kαh ∩Ωε
φ2α
∣∣∇zε,h,α∣∣2 dx. (4.38)
We now estimate the terms on the right-hand side of this expression. Using (4.24) and
Hölder’s inequality, for the first term we have:
∑
α
βαk∑
β=βα1
∫
Kαh ∩Kβh ∩Ωε
φαφβ
(∇zε,h,α,∇zε,h,β)dx

∑
α
βαk∑
β=βα1
[ ∫
Kαh ∩Kβh ∩Ωε
∣∣∇zε,h,α∣∣2 dx]1/2[ ∫
Kαh ∩Kβh ∩Ωε
∣∣∇zε,h,β ∣∣2 dx]1/2. (4.39)
Then, taking into account definition (4.28) of zε,h,α , one has:[ ∫
Kαh ∩Kβh ∩Ωε
∣∣∇zε,h,α∣∣2 dx]1/2  C∑
i
[ ∫
Kαh ∩Kβh ∩Ωε
∣∣∇wε,hε,α0i (x)∣∣2 dx
]1/2
+C
∑
j,k
[ ∫
Kαh ∩Kβh ∩Ωε
∣∣∇wε,hε,αjk (x)∣∣2 dx
]1/2
, (4.40)
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where C depends on ‖z‖C1(Ω) only. From assumptions (4.67) on the partition {Kαh }, we
know that
Kαh ∩ Kβh ∩ Ωε ⊂ Ωε ∩Kαh \Kαh−2h0,
so, we can use estimates (4.66) from Lemma 4.11, to get:
[ ∫
Kαh ∩Kβh ∩Ωε
∣∣∇zε,h,α∣∣2 dx]1/2 = o(h3/2).
Consequently, from (4.40) we get:
∑
α
βαk∑
β=βα1
∫
Kαh ∩Kβh ∩Ωε
φαφβ
(∇zε,h,α,∇zε,h,β)dx = O(h−3)o(h3)= o(1). (4.41)
It remains to evaluate the last term in (4.38). Notice first that it can decomposed as follows:
∑
α
∫
Kαh ∩Ωε
φ2α
∣∣∇zε,h,α∣∣2 dx =∑
α
∫
Kαh ∩Ωε
∣∣∇zε,h,α∣∣2 dx −∑
α
∫
Kαh ∩Ωε
(
1 − φ2α
)∣∣∇zε,h,α∣∣2 dx.
In view of (4.65) and properties (4.24), (4.25) of φα and using the same procedure as in
(4.39)–(4.40), we obtain:
∑
α
∫
Kαh ∩Ωε
(
1 − φ2α
)∣∣∇zε,h,α∣∣2 dx =∑
α
∫
Ωε∩Kαh \Kαh−2h0
∣∣1 − φ2α∣∣∣∣∇zε,h,α∣∣2 dx

∑
α
∫
Ωε∩Kαh \Kαh−2h0
∣∣∇zε,h,α∣∣2 dx = o(1),
whence ∑
α
∫
Kαh ∩Ωε
φ2α
∣∣∇zε,h,α∣∣2 dx∑
α
∫
Kαh ∩Ωε
∣∣∇zε,h,α∣∣2 dx + o(1). (4.42)
Substituting (4.41) and (4.42) into (4.38), gives the required estimate, i.e.,∫
Ωε
|I3|2 dx
∑
α
∫
Kαh ∩Ωε
∣∣∇zε,h,α∣∣2 dx + o(1). (4.43)
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In the previous steps we have established estimates for all terms in (4.23). According to
(4.33), (4.37) and (4.43), we finally have:∫
Ωε
∣∣∇Zε,h∣∣2 dx∑
α
∫
Kαh ∩Ωε
∣∣∇zε,h,α∣∣2 dx + o(1). (4.44)
I.2. Estimate of the boundary term εq ∫Sε (Zε,h,n)2 dσ
Using the notation of (4.26)–(4.28), we have:
εq
∫
Sε
(
Zε,h,n
)2 dσ = T1 + T2 + T3, (4.45)
where
T1 = εq
∫
Sε
(
z − zh,n)2 dσ,
T2 = εq
∫
Sε
(
zε,h,n
)2 dσ (4.46)
T3 = 2εq
∫
Sε
(
z − zh,n)(zε,h,n)dσ.
We now estimate the terms T1, T2 and T3.
I.2a. Estimate of T1
By the definition (4.27) of zh, we have:
T1  ε|q|
∫
Sε
(
z −
∑
α
φα
{
z(xα)+ ∇z(xα)(x − xα)
}
,n
)2
dσ.
Introduce the function
Ẑα(x) = z(xα)+ ∇z(xα)(x − xα).
Then,
T1  ε|q|
∑
αβ
∫
Sε
φαφβ
(
z − Ẑα,n
)(
z − Ẑβ,n
)
dσ
= ε|q|
∑
αβ
∫
Sε∩Kαh ∩Kβh
φαφβ
(
z − Ẑα,n
)(
z − Ẑβ,n
)
dσ
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= ε|q|
∑ βαk∑ ∫
φ φ
(
z − Ẑ ,n)(z − Ẑ ,n)dσ.α β=βα1 Sε∩Kαh ∩Kβh
α β α β
Due to our assumptions on the geometry of Ω , we get:
T1  ε|q|h4‖z‖2C2(Ω)
∑
α
βαk∑
β=βα1
∫
Sε∩Kαh ∩Kβh
dσ = O(h4), (4.47)
when ε and h are small.
I.2b. Estimates of T2 and T3. Using the same technique as in the previous step, we can
show that
T2  ε|q|
∑
α
βαk∑
β=βα1
∫
Sε∩Kαh ∩Kβh
φαφβ
(
zε,h,α,n
)(
zε,h,β,n
)
dσ
+ ε|q|
∑
α
∫
Sε∩Kαh
(
1 − φ2α
)(
zε,h,α,n
)2 dσ + ε|q|∑
α
∫
Sε∩Kαh
(
zε,h,α,n
)2 dσ
 ε|q|
∑
α
βαk∑
β=βα1
[ ∫
Sε∩Kαh ∩Kβh
(
zε,h,α,n
)2 dσ]1/2[ ∫
Sε∩Kαh ∩Kβh
(
zε,h,β,n
)2 dσ]1/2
+ ε|q|
∑
α
∫
Sε∩Kαh
(
1 − φ2α
)(
zε,h,α,n
)2 dσ + ε|q|∑
α
∫
Sε∩Kαh
(
zε,h,α,n
)2 dσ.
(4.48)
Hence we need to find a bound on
∫
Sε∩Kαh ∩Kβh (z
ε,h,α,n)2 dσ . Recalling definition (4.28) of
zε,h,α and using Minkowski’s inequality, one has:[ ∫
Sε∩Kαh ∩Kβh
(
zε,h,α,n
)2 dσ]1/2  C∑
i
[ ∫
Sε∩Kαh ∩Kβh
(
w
ε,hε,α
0i ,n
)2 dσ]1/2
+
∑
j,k
[ ∫
Sε∩Kαh ∩Kβh
(
w
ε,hε,α
ik ,n
)2 dσ]1/2,
where C depends on ‖z‖C1(Ω) only. We can use (4.67) and estimates (4.65)–(4.66) to show
that
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w
ε,hε,α
0i ,n
)2 dσ = o(h3),
Sε∩{Kαh \Kαh−2h0}∫
Sε∩{Kαh \Kαh−2h0}
(
w
ε,hε,α
0i ,n
)2 dσ = o(h3).
These bounds, along with (4.27) imply that
ε|q|
∫
Sε∩Kαh ∩Kβh
(
zε,h,α,n
)2 dσ = o(h3), (4.49)
when ε and h are small. Here we also used the fact that(
Sε ∩Kαh ∩Kβh
)⊂ (Sε ∩ {Kαh \Kαh−2h0}).
Similarly, for small ε and h
ε|q|
∫
Sε∩Kαh
(
1 − φ2α
)(
zε,h,α,n
)2 dσ = o(h3). (4.50)
Substituting (4.49) and (4.50) into (4.48), we obtain:
T2  εq
∑
α
∫
Sε∩Kαh
(
zε,h,α,n
)2 dσ + o(1). (4.51)
The following estimate is obtained by the same arguments:
T3 = o(1). (4.52)
Estimates (4.47), (4.51) and (4.52) when combined with (4.45), finally yield:
εq
∫
Sε
(
Zε,h,n
)2 dσ = εq∑
α
∫
Sε∩Kαh
(
zε,h,α,n
)2 dσ + o(1). (4.53)
I.3. Estimate of the term ∫
Ωε
(|Zε,h|2 − 1)2 dx
We start by considering the integral
∫
Ωε
|Zε,h − z|2 dx. Recalling (4.26)–(4.28), we
rewrite it in the form:
∫
Ωε
∣∣Zε,h − z∣∣2 dx = ∑
α =β
βαk∑
β=βα1
∫
Ωε∩Kαh ∩Kβh
φαφβ
(
Zε,h,α − z,Zε,h,β − z)dx
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+
∑ ∫
φ2α
∣∣Zε,h,α − z∣∣2 dx. (4.54)α
Ωε∩Kαh
Hence∫
Ωε
∣∣Zε,h − z∣∣2 dx

∑
α =β
βαk∑
β=βα1
[ ∫
Ωε∩Kαh ∩Kβh
∣∣Zε,h,α − z∣∣2 dx]1/2[ ∫
Ωε∩Kαh ∩Kβh
∣∣Zε,h,β − z∣∣2 dx]1/2
+
∑
α
∫
Ωε∩Kαh
∣∣Zε,h,α − z∣∣2 dx.
Then, using (4.27)–(4.28) and the same arguments as above, we obtain:∫
Ωε∩Kαh
∣∣Zε,h,α − z∣∣2 dx 2 ∫
Ωε∩Kαh
∣∣z − z(xα)− ∇z(xα)(x − xα)∣∣2 dx
+ 2
∫
Ωε∩Kαh
∣∣∣∣∑
i
zi (xα)
(
w
ε,hε,α
0i − ei
)
+
∑
j,k
∂zj
∂xk
(xα)
(
w
ε,hε,α
jk − ejk(x − xα)
)∣∣∣∣2 dx
 C
{
h7 +
∑
i
[ ∫
Ωε∩Kαh
∣∣wε,hε,α0i − ei∣∣2 dx
]1/2
+
∑
j,k
[ ∫
Ωε∩Kαh
∣∣wε,hε,αjk − ejk(x − xα)∣∣2 dx]1/2
}2
,
where the constant C depends ‖z‖C2(Ω) only. Now, by using estimates (4.65)–(4.66), we
deduce that ∫
Ωε∩Kαh ∩Kβh
∣∣Zε,h,α − z∣∣2 dx ∫
Ωε∩Kαh
∣∣Zε,h,α − z∣∣2 dx = O(hmin (7,5+θ)),
which, when substituted in (4.54) leads to:
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Ωε
when h is small and ε → 0.
According to estimate (4.43), zε,h,α is bounded in H 1(Ωε) uniformly in h and ε. Due to
the strong connectedness of Ωε (see (3.8)), the extended functions Pzε,h,α are uniformly
bounded in H 1(Ω) as well and there exists a (relabeled) subsequence {Pzε,h,α} and z˜ in
H 1(Ω) such that
Pzε,h,α ⇀ z˜ weakly in H 1(Ω).
Moreover, by the Sobolev embedding theorem,
Pzε,h,α → z˜ strongly in Lp(Ω), 1 p  6,
whence, from Proposition 4.1 ∫
Ω
∣∣Pzε,h,α − z˜∣∣pχΩε dx → 0.
Again by Proposition 4.1, ∫
Ω
|z|pχΩε dx →
∫
Ω
|z|ps(x)dx.
Finally, from (4.55) it follows that
1
4δ2
∫
Ωε
(∣∣Zε,h∣∣2 − 1)2 dx → 1
4δ2
∫
Ω
(|z|2 − 1)2s(x)dx, (4.56)
as ε,h → 0.
I.4. Estimate of the energy
Now we can combine (4.44) and (4.53) to obtain:∫
Ωε
∣∣∇Zε,h∣∣2 dx + εq ∫
Sε
(
Zε,h,n
)2 dσ

∑
α
∫
Kαh ∩Ωε
{∣∣∇zε,h,α∣∣2 + h−2−θ ∣∣zε,h,α − z(xα)− ∇z(xα)(x − xα)∣∣2}dx
+ εq
∑
α
∫
Kαh ∩Sε
(
zε,h,α,n
)2 dσ + o(1), (4.57)
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when ε and h are small. For a fixed h, there exists an ε(h) such that∑
α
∫
Kαh ∩Ωε
{∣∣∇zε,h,α∣∣2 + h−2−θ ∣∣zε,h,α − z(xα)− ∇z(xα)(x − xα)∣∣2}dx
+ εq
∑
α
∫
Kαh ∩Sε
(
zε,h,α,n
)2 dσ = T (ε,h,xα,∇z(xα), z(xα))
=
∑
α
{∑
ikmn
tikmn(xα)
∂zi
∂xk
(xα)
∂zm
∂xn
(xα) +
∑
jp
rjp(xα)zj (xα)zp(xα)
}
h3 + o(h3),
when ε  ε(h). Then, from (4.57) we obtain:
lim
ε,h→0
{∫
Ωε
∣∣∇Zε,h∣∣2 dx + εq ∫
Sε
(
Zε,h,n
)2 dσ}

∫
Ω
{∑
ikmn
tikmn
∂zi
∂xk
∂zm
∂xn
+
∑
jp
rjpzj zp
}
dx
which, together with (4.56), gives the upper bound of the energy (4.23).
Step II. Lower bound of the energy
In the second step of the proof we will find a lower bound on the energy of the asymp-
totic limit of uε . We fix a small number h > 0 and introduce a lattice of points {xα} in R3
with the period h and consider a system of cubes {Kαh } centered at xα with the side h. If
u0 ∈ C2(Ω) is the asymptotic limit of {uε}, then
∑
α
∫
Kαh ∩Ωε
{|∇uε|2 + h−2−θ ∣∣uε − u0(xα)− ∇u0(xα)(x − xα)∣∣2}dx
+ εq
∑
α
∫
Kαh ∩Sε
(uε,n)
2 dσ 
∑
α
T
(
ε,h,xα,∇u0(xα),u0(xα)
)+ o(1).
Here we used the fact that we can neglect the surface integrals over the spheres whose
centers lie at a distance less than 2C1ε from the boundary of Kαh , since their contribution
for a fixed h vanishes as ε → 0. Indeed, if we let ⋃i Shεi to be the union of all spheres with
centers at a distance less than 2C1ε from at least one of the planes in the partition {Kαh },
then, due to (3.3), we have:
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ε|q|
2
∫
(uε,n)
2 dσ  Cε2
∫
|∇uε|2 dx +C
∫
|uε|2 dx⋃
i Sεi Ωε Ωε
 Cε2
∫
Ωε
|∇uε|2 dx + 2C
∫
Ωεh
|u0|2 dx + 2C
∫
Ωε
|uε − u0|2 dx,
where Ωεh is the region that consists of the slabs having thickness 6C1ε and centered on
the planes formed by the partition {Kαh }. Notice that |Ωεh| → 0 as ε → 0 for a fixed h and,
hence,
ε|q|
2
∫
Sε
(uε,n)
2 dσ → 0.
On the other hand,∫
Kαh ∩Ωε
∣∣uε − u0(xα)− ∇u0(xα)(x − xα)∣∣2 dx
 2
∫
Kαh∩Ωε
|uε − u0|2 dx + 2
∫
Kαh∩Ωε
∣∣u0 − u0(xα)− ∇u0(xα)(x − xα)∣∣2 dx
O(1)+ 2h7‖u0‖2C2(Ω),
when ε → 0. Hence,
h−2−θ
∑
α
∫
Kαh ∩Ωε
∣∣uε − u0(xα)− ∇u0(xα)(x − xα)∣∣2 dx = O(h2−θ ),
when ε → 0 and h is small. Consequently,
∑
α
∫
Kαh ∩Ωε
{|∇uε|2 + h−2−θ ∣∣uε − u0(xα)− ∇u0(xα)(x − xα)∣∣2}dx
+ εq
∑
α
∫
Kαh ∩Sε
(uε,n)
2 dσ
= O(h2−θ )+∑
α
∫
Kαh ∩Ωε
|∇uε|2 dx + εq
∑
α
∫
Kαh ∩Sε
(uε,n)
2 dσ,
hence
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|∇uε|2 dx + εq
∫
(uε,n)
2 dσ =
∑ ∫
|∇uε|2 dx + εq
∑ ∫
(uε,n)
2 dσΩε Sε
α
Kαh ∩Ωε α Kαh ∩Sε

∑
α
T
(
ε,h,xα,∇u0(xα),u0(xα)
)+ o(1)− O(h2−θ ).
Furthermore,
lim
ε→0
{∫
Ωε
|∇uε|2 dx + εq
∫
Sε
(uε,n)
2 dσ
}

∑
α
lim
ε→0T
(
ε,h,xα,∇u0(xα),u0(xα)
)+ o(1)− O(h2−θ )
=
∑
α
{
h3
∑
ikmn
tikmn(xα)
∂u0i
∂xk
(xα)
∂u0m
∂xn
(xα)+ h3
∑
jp
rjp(xα)u0j (xα)u0p(xα)
}
+
∑
α
o
(
h3
)+ o(1)− O(h2−θ ),
so that
lim
h→0 limε→0
{∫
Ωε
|∇uε|2 dx + εq
∫
Sε
(uε,n)
2 dσ
}
=
∫
Ω
[∑
ikmn
tikmn
∂u0i
∂xk
∂u0m
∂xn
+
∑
jp
rjpu0ju0p
]
dx, (4.58)
as h → 0. Analogously to Step I.3, we can show that
1
4δ2
∫
Ωε
(|uε|2 − 1)2 dx → 14δ2
∫
Ω
(|u0|2 − 1)2s dx,
as ε,h → 0. This, together with (4.58), yield:
lim
ε→0Eε[uε] F [u0]. (4.59)
This inequality was proved under the assumption that u0 ∈ C2(Ω). By a standard density
argument, (4.59) actually holds for u0 ∈ H 1(Ω).
By combining (4.59) and (4.23), we arrive at the statement of the theorem:
lim
ε→0Eε[uε] = F [u0].
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When q > 0, the same proof works, once it is observed that the bounds of H 1(Ωε)-norms
ε,h,α ε,h,αof wik , w0i , and the corresponding boundary terms can be obtained automatically,
without the need of (3.3).
The fact that the assumptions of Theorem 4.2 are independent of θ , can be proved by
following the arguments of [16], to which we refer the reader for the details. 
Remark 4.7. Multiply Eq. (4.8) for wε,h,α0j by wε,h,α0p and Eq. (4.8) for wε,h,α0p by wε,h,α0j ,
integrate by parts, and use definition (4.14) to obtain that
r
h,ε
jp =
εq
2
∫
∂Ωαεh
{(
wε,h,α0j ,n
)
(ep,n)+
(
wε,h,α0p ,n
)
(ej ,n)
}
dσ.
We observe with the help of (3.3) that
ε|q|
2
∫
Kαh ∩Sε
(
w
ε,h,α
0i − ei ,n
)2 dσ  Cε2 ∫
Kαh ∩Ωε
∣∣∇wε,h,α0i ∣∣2 dx
+C
∫
Kαh ∩Ωε
∣∣wε,h,α0i − ei∣∣2 dx.
Then, using the same argument as in the proof of Lemma 4.11, we get:
rjp(xα) = lim
h→0 limε→0
εq
h3
∫
∂Ωαεh
(ej ,n)(ep,n)dσ.
Hence, when all inclusions have a spherical shape, the matrix (rjp)1j,p3 reduces to the
identity matrix multiplied by a scalar; the same is not necessarily true in the case of general
convex inclusions.
Next we prove the following lemma:
Lemma 4.8. For every A, 
, and xα , one has:
lim
h→0 limε→0h
−5−θ
∫
Kαh ∩Ωε
∣∣wε,h,αA,
 − 
− A(x − xα)∣∣2 dx = 0. (4.60)
Proof. We use what is essentially a rescaling argument. Fix xα and Kαh , where h is small
enough to have Kα4h ⊂ Ω . Assume for simplicity, that the inclusions lie at a distance at
least 2C1ε from the boundary of any cube in partitions considered below; otherwise, the
more general case can be easily treated in the same way as in the main theorem.
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Set βijk = xα + h(ie1 + je2 + ke3), where i, j, k = −1,0,1. Fix h0 < h and consider
βijk ⋃ βijkKh+2h0 , then ijk Kh+2h0 = Kα3h+2h0 . Using a partition of unity {φijk} associated with the
covering {Kβijkh+2h0} of Kα3h+2h0 , we construct the function:
vε,h,αA,
 = 
+ A(x − xα)+
∑
ijk
φijk
(
w
ε,h+2h0,βijk
A,
 − 
− A(x − xβijk )
)
,
where wε,h+2h0,βijkA,
 is defined as in (4.3)–(4.5). Then, analogous to (4.55),∫
Kα3h+2h0∩Ωε
∣∣∇vε,h,αA,
 ∣∣2 dx + εq ∫
Kα3h+2h0∩Sε
(
v
ε,h,α
A,
 ,n
)2 dσ = o(h3)
+
∑
ijk
∫
K
βijk
h+2h0∩Ωε
∣∣∇wε,h+2h0,βijkA,
 ∣∣2 dx + εq∑
ijk
∫
K
βijk
h+2h0∩Sε
(
w
ε,h+2h0,βijk
A,
 ,n
)2 dσ.
(4.61)
Next, using the same arguments as the ones that led to (4.65)–(4.66), we get:∫
Kα3h+2h0∩Ωε
∣∣vε,h,αA,
 − 
− A(x − xα)∣∣2 dx o((h+ 2h0)5+θ )
+
∑
ijk
∫
K
βijk
h+2h0∩Ωε
∣∣wε,h+2h0,βijkA,
 − 
− A(x − xβijk )∣∣2 dx. (4.62)
Then, for ε small enough,
27h3
[∑
ikmn
tikmn(xα)aikamn +
∑
jp
rjp(xα)lj lp
]
+ o(h3)
= T (ε,3h+ 2h0,xα,A, 
)
=
∫
Kα3h+2h0∩Ωε
∣∣∇wε,3h+2h0,αA,
 ∣∣2 dx + εq ∫
Kα3h+2h0∩Sε
(
w
ε,3h+2h0,α
A,
 ,n
)2 dσ
+ (3h+ 2h0)−2−θ
∫
Kα3h+2h0∩Ωε
∣∣wε,3h+2h0,αA,
 − 
− A(x − xα)∣∣2 dx

∫
Kα3h+2h0∩Ωε
{∣∣∇vε,h,αA,
 ∣∣2 + (3h+ 2h0)−2−θ ∣∣vε,h,αA,
 − 
− A(x − xα)∣∣2}dx
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+ εq
∫ (
vε,h,αA,
 ,n
)2 dσ = I. (4.63)Kα3h+2h0∩Sε
At the same time, by (4.61), (4.62), and the continuity of tikmn and rjp , when ε and h are
small enough, one also has:
I 
∑
ijk
[ ∫
K
βijk
h+2h0∩Ωε
∣∣∇wε,h+2h0,βijkA,
 ∣∣2 dx + εq ∫
K
βijk
h+2h0∩Sε
(
w
ε,h+2h0,βijk
A,
 ,n
)2 dσ]
+
∑
ijk
∫
K
βijk
h+2h0∩Ωε
(3h+ 2h0)−2−θ
∣∣wε,h+2h0,βijkA,
 − 
− A(x − xβijk )∣∣2 dx + o(h3)
=
∑
ijk
[
T (ε,h+ 2h0,xβijk ,A, 
)− C
∫
K
βijk
h+2h0∩Ωε
∣∣wε,h+2h0,βijkA,
 − 
− A(x − xβijk )∣∣2 dx
]
+ o(h3),
where C = (h + 2h0)−2−θ − (3h+ 2h0)−2−θ . Observe now that
I  27h3
∑
ikmn
tikmn(xα)aikamn + 27h3
∑
jp
rjp(xα)lj lp + o
(
h3
)
−
[
1 − 1
22+θ
]
(h+ 2h0)−2−θ
∑
ijk
∫
K
βijk
h+2h0∩Ωε
∣∣wε,h+2h0,βijkA,
 − 
− A(x − xβijk )∣∣2 dx,
(4.64)
since
(3h+ 2h0)−2−θ  122+θ (h+ 2h0)
−2−θ ,
when h is small. It now follows from (4.63) and (4.64) that
lim
h→0 limε→0h
−3(h + 2h0)−2−θ
∫
K
βijk
h+2h0∩Ωε
∣∣wε,h+2h0,βijkA,
 − 
− A(x − xβijk )∣∣2 dx = 0,
for all i, j, k = −1,0,1. Since h and h0 were chosen arbitrarily and α = β000, we conclude
that
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lim
h→0 limε→0h
−5−θ
∫ ∣∣wε,h,αA,
 − 
− A(x − xα)∣∣2 dx = 0,Kαh ∩Ωε
for all A, 
, and α. 
Corollary 4.9. The functional F is a Γ (H 1(Ω))-limit of the sequence Eε .
Proof. A sequence of functionals {In}n∈N Γ (H 1(Ω))-converges to a functional I if:
(i) For every sequence un ⇀ u weakly in H 1(Ω), one has,
lim
n→∞
In[un] I [u].
(ii) For every u ∈ H 1(Ω) there exists a sequence un ⇀ u weakly in H 1(Ω) such that
lim
n→∞ In[un] = I [u].
We now show that these conditions are satisfied for the sequence Eε . Note that, by using
(4.60) and Step I in the proof of Theorem 4.2, for every function z ∈ H 1(Ω), there exists a
H 1(Ωε)-uniformly bounded sequence {Zε}ε>0 = {Zε,h(ε)}ε>0 convergent to z in the sense
of (3.8). Hence ∫
Ωε
|Zε − z|2 dx → 0,
as ε → 0 and
lim
ε→0Eε[Z
ε] = F [z].
Let vε = Zε − z. Then, we can extend vε to Pvε (cf. (3.8)) so that
‖Pvε‖H 1(Ω)  C‖vε‖H 1(Ωε).
Set zε = Pvε + z. Then, up to a subsequence, zε ⇀ z weakly in H 1(Ω) and strongly in
L2(Ω) as ε → 0. At the same time, since zε = Zε on Ωε ,
lim
ε→0Eε[z
ε] = F [z].
In addition, by using a density argument, it follows from Step II of Theorem 4.2 that
lim
ε→0
Eε[zε] F [z],
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for every zε ⇀ z weakly in H 1(Ω). We conclude that the functional F is a Γ (H 1(Ω))-
limit of the sequence Eε . 
Remark 4.10. Eq. (4.60) can also be obtained by using the independence of the conditions
of Theorem 4.2 on θ . The independence on θ is shown in [16] under the assumption that
both, the upper and lower bounds of Theorem 4.2 have already been proved, that is the
argument relies on the convergence of the family of functionals Eε . Our proof, however, is
local in character and is based on a rescaling argument only.
We conclude this section by proving an important technical lemma that was used in
establishing the main results of this paper.
Lemma 4.11. Let wε,hε,αik and w
ε,hε,α
0i be defined by system (4.8) and (4.9), respectively.
Then the following estimates hold when ε and h are small:∫
Kαhε
∩Ωε
∣∣∇wε,hε,α0i ∣∣2 dx Ch3,
∫
Kαhε
∩Ωε
∣∣∇wε,hε,αik ∣∣2 dx Ch3,
(4.65)
h−2−θ
∫
Kαhε∩Ωε
∣∣wε,hε,α0i − ei∣∣2 dx Ch3,
h−2−θ
∫
Kαhε
∩Ωε
∣∣wε,hε,αik − eik(x − xα)∣∣2 dx Ch3.
Here C is independent of ε, h, or xα , and their gradients in L2(Kαh ). Moreover, when ε
and h are small, one also has:∫
Ωε∩Kαhε\Kαh−2h0
∣∣∇wε,hε,α0i ∣∣2 dx = o(h3),
∫
Ωε∩Kαhε\Kαh−2h0
∣∣∇wε,hε,αik ∣∣2 dx = o(h3),
(4.66)
h−2−θ
∫
Ωε∩Kαhε\Kαh−2h0
∣∣wε,hε,α0i − ei ∣∣2 dx = o(h3),
h−2−θ
∫
Ωε∩Kαhε\Kαh−2h0
∣∣wε,hε,αik − eik(x − xα)∣∣2 dx = o(h3).
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Proof. Consider again Eq. (4.3) and the underlying functional (4.2). On one hand, by using
estimate (3.3), we immediately have:∫
Kαhε∩Ωε
{∣∣∇wε,hε,αA,
 ∣∣2 + h−2−θε ∣∣wε,hε,αA,
 − 
− A (x − xα)∣∣2}dx + εq ∫
∂Ωαεhε
(
w
ε,hε,α
A,
 ,n
)2 dσ

∫
Kαhε
∩Ωε
{(
1 −Cε2)∣∣∇w∣∣2 + (h−2−θε −C)∣∣w − 
− A(x − xα)∣∣2}dx
for every w ∈ H 1(Kαhε ∩Ωε). Both terms in the last integral are positive when ε and hε are
small. On the other hand, assumptions (4.15) on the geometry of Ωε imply that∫
Kαhε
∩Ωε
{∣∣∇wε,hε,αA,
 ∣∣2 + h−2−θε ∣∣wε,hε,αA,
 − 
− A(x − xα)∣∣2}dx + εq ∫
∂Ωαεhε
(
w
ε,hε,α
A,
 ,n
)2 dσ
 C
(|A|)h3ε.
Estimates (4.65) follow immediately by observing that wε,h,α0i corresponds to A = 0 and

 = ei , and wε,h,αik to A = (eik)1i,j3 and 
 = 0.
Observe now that the cubes {Kαh−2h0} forms a non-overlapping family such that
Kαh−2h0 = Kαh \
⋃
γ =α
K
γ
h . (4.67)
Suppose that h1 = h−2h0 and h1ε = h1 −4C1ε. Then, using definition (4.1) and estimates
(4.65), we get:
T (ε,hε,xα,0, ei) − T (ε,h1,xα,0, ei )

∫
Ωε∩Kαhε \Kαh1
{∣∣∇wε,hε,α0i ∣∣2 + h−2−θ ∣∣wε,hε,α0i − ei∣∣2}dx
+ εq
∫
∂Ωαεhε \∂Ωαεh1
(
w
ε,hε,α
0i ,n
)2 dσ + O(h0h2)

∫
Ωε∩Kαhε \Kαh1
{∣∣∇wε,hε,α0i ∣∣2 + h−2−θ ∣∣wε,hε,α0i − ei∣∣2}dx
−C
∫
Ωε∩Kαhε \Kαh1ε
{
ε2
∣∣∇wε,hε,α0i ∣∣2 + ∣∣wε,hε,α0i ∣∣2}dx + O(h0h2), (4.68)
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where C is independent of ε, h, or xα and both h0/h and ε are small. By Minkowski’s
inequality, it follows that∫
Ωε∩Kαhε\Kαh1ε
∣∣wε,hε,α0i ∣∣2 dx
[( ∫
Ωε∩Kαhε \Kαh1ε
∣∣wε,hε,α0i − ei∣∣2 dx
)1/2
+
( ∫
Ωε∩Kαhε \Kαh1ε
|ei |2 dx
)1/2]2
 2
∫
Ωε∩Kαhε\Kαh1ε
∣∣wε,hε,α0i − ei∣∣2 dx + 2∣∣Ωε ∩ Kαhε\Kαh1ε ∣∣.
Substituting this estimate into (4.68), leads to:
T (ε,hε,xα,0, ei )− T (ε,h1,xα,0, ei )

∫
Ωε∩Kαhε \Kαh1
{∣∣∇wε,hε,α0i ∣∣2 + h−2−θ ∣∣wε,hε,α0i − ei∣∣2}dx
−C
∫
Ωε∩Kαhε\Kαh1ε
{
ε2
∣∣∇wε,hε,α0i ∣∣2 + 2∣∣wε,hε,α0i − ei∣∣2}dx
+ 2∣∣Ωε ∩ Kαhε\Kαh1ε ∣∣+ O(h0h2).
Since C is independent of ε or h, in view of (4.65), we can always choose both ε and h
small enough so that the second integral is negligible with respect to the first one. Hence∫
Ωε∩Kαhε\Kαh1
{∣∣∇wε,hε,α0i ∣∣2 + h−2−θ ∣∣wε,hε,α0i − ei∣∣2}dx
D
∣∣Ωε ∩Kαhε\Kαh1ε ∣∣+D(T (ε,hε,xα,0, ei )− T (ε,h1,xα,0, ei))
+ O(h0h2),
where D is a constant independent of ε, h, and xα . Then from (4.11) and (4.12)–(4.14),
one has ∫
Ωε∩Kαhε \Kαh−2h0
{∣∣∇wε,hε,α0i ∣∣2 + h−2−θ ∣∣wε,hε,α0i − ei∣∣2}dx
O
(
h0h
2)+ o(h3)= o(h3),
when ε and h are sufficiently small. Estimates (4.66) are now straightforward. 
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5. The periodic caseTheorem 4.2 was proved under the very general assumption that the limits (4.15) exist.
This assumption holds for a wide array of composite materials. In this section we show
that these limits exist and can be explicitly calculated for periodic geometries. Note that, by
applying the techniques developed in [8], one can compute the homogenized coefficients
for random distributions of the locations and the radii of the inclusions that are described
by a set of finite-dimensional distribution functions.
Suppose now that the centers xεi of the spheres {Bεi}Nεi=1 are at the nodes of a periodic
lattice with a period γnε in the direction en, where n = 1,2,3. Assume also that the radii
of all spheres in the collection {Bεi}Nεi=1 are the same, that is rεi = rε for all i = 1, . . . ,Nε
where 2r < minn γn. Then we can choose a cell Gεi in Ω by removing the ball Bεi of the
radius rε from the parallelepiped with sides γ1ε, γ2ε, γ3ε, and centered at the point xεi . By
fixing the origin at xεi and rescaling the cell by the factor rε, we obtain the parallelepiped
Γ = {x ∈ Ω : |xn| < γn/(2r), n = 1,2,3} with the ball B = B(0,1) removed from it.
The following computation for the bulk term is a direct extension of [16]. Let Π = Γ \B
and for every i, k = 1,2,3, consider the problem:
uik = 0 in Π,
uik = ±γk2r ei on ∂Γ ∩ {xk = ±γk/(2r)},
∂uik
∂n
= 0 on ∂Γ \{xk = ±γk/(2r)}.
(5.1)
Set:
Aikmn =
∫
Π
(∇uik,∇umn)dx, (5.2)
where i, j, k, l = 1,2,3. By taking into account the symmetry of problem (5.1), we con-
clude that
Aikmn = 0,
whenever i = j or k = l. Let now show that
tikmn = r
3
γ1γ2γ3
Aikmn. (5.3)
Suppose that Kαh ⊂
⋃
ν Gεν , where the union is taken over the (relabeled) cells Gεν ,
centered at the points,
xεν = xα +
3∑
n=1
γnνnen.
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For every i, k,m = 1,2,3, we define the following auxiliary functions:u˜εik = rεuik
(
x − xεν
rε
)
+ (xενk − xαk)ei ,
whenever x ∈ Gεν . Then, by symmetry, the function u˜εik is continuous on Kαh and it has
continuous normal derivatives across the boundaries of cells. It follows that u˜εik satisfies
the equation u˜εik = 0 in Kαh ∩ Ωε and ∂u˜
ε
ik
∂n = 0 on
⋃
i ∂B(x
ν
ε , rε).
Set:
vεik = wε,h,αeik,0 − u˜εik.
From (4.9), (4.60), (4.20) and (4.21), we derive that vεik has to minimize the functional:
I
[
vεik
]= ∫
Kαh ∩Ωε
{∣∣∇vεik∣∣2 + h−2−θ ∣∣vεik∣∣2}dx + 2 ∫
∂Kαh∩Ωε
∂ u˜εik
∂n
vεik dσ
+ 2h−2−θ
∫
Kαh ∩Ωε
(
u˜εik − eik(x − xα),vεik
)
dx + O(h5+θ/2).
Since I (0) = O(h5+θ/2), one has:
∫
Kαh ∩Ωε
{∣∣∇vεik∣∣2 + h−2−θ ∣∣vεik∣∣2}dx
 2
∫
∂Kαh∩Ωε
∣∣∣∣∂ u˜εik∂n vεik
∣∣∣∣dσ
+ 2h−2−θ
∫
Kαh ∩Ωε
∣∣u˜εik − eik(x − xα)∣∣∣∣vεik∣∣dx + O(h5+θ/2). (5.4)
We now have the following estimate:
∫
Kαh ∩Ωε
∣∣u˜εik − eik(x − xα)∣∣2 dx = ε2r2∑
ν
∫
Kαh ∩Gεν
∣∣∣∣uik(x − xενrε
)
− (xk − x
ε
νk)ei
rε
∣∣∣∣2 dx
≈ h
3r5
γ1γ2γ3
ε2
∫
Π
∣∣uik(ξ) − ξei∣∣2 dξ. (5.5)
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Moreover, by considering the partition of Kαh by {Gεν} and taking into account the contri-
αbution from the cells that intersect ∂Kh , we obtain:∫
∂Kαh ∩Ωε
∣∣∣∣∂ u˜εik∂n
∣∣∣∣2 dσ  2h2r2 γ1 + γ2 + γ3γ1γ2γ3 maxτ
∫
τ∩Π
∣∣∣∣∂uik∂n
∣∣∣∣2 dσ, (5.6)
where the maximum is taken over all planes τ that are parallel to coordinate planes, that is
τ := {x ∈R3: xk = t} is such that −γk/(2r) t  γk/(2r) and k = 1,2,3. The following
result is proved in [16]:
Proposition 5.1 [16]. Suppose that z ∈ H 1(Kh), where Kh is a cube with the side h. Then,∫
∂Kh
|z|2 dσ  6µ
∫
Kh
|∇z|2 dx + 6(µ−1 + h−1)∫
Kh
|z|2 dx,
where µ > 0 is arbitrary.
By choosing µ = h1+θ/2, and Proposition 5.1, we obtain:
∫
∂Kh
∣∣vεik∣∣2 dσ  Ch1+θ/2
[ ∫
Kh
∣∣∇vεik∣∣2 dx + h−2−θ ∫
Kh
∣∣vεik∣∣2
]
dx.
It now follows from (5.4)–(5.6) and the Hölder’s inequality that
2
∫
∂Kαh∩Ωε
∣∣∣∣∂ u˜εik∂n vεik
∣∣∣∣dσ + 2h−2−θ ∫
Kαh ∩Ωε
∣∣u˜εik − eik(x − xα)∣∣∣∣vεik∣∣dx
 C
(
εh(1−θ)/2 + h(6+θ)/4)[ ∫
Kαh ∩Ωε
{∣∣∇vεik∣∣2 + h−2−θ ∣∣vεik∣∣2}dx
]1/2
.
Then (5.4) yields: ∫
Kαh ∩Ωε
{∣∣∇vεik∣∣2 + h−2−θ ∣∣vεik∣∣2}dx = o(h3),
hence (5.3) holds due to (4.12) and the definition of vεik .
Furthermore, by using Remark 4.7, we have that
rjp = qr
2
γ1γ2γ3
∫
∂B
(ej ,n)(ep,n)dσ = 4πqr
2
3γ1γ2γ3
δjp,
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and from the definition (4.15)(i) of the porosity function:s = 1 − 4πr
3
3γ1γ2γ3
.
We conclude that the homogenized problem corresponds to an anisotropic Ginzburg–
Landau functional:
F [u] =
∫
Ω
{
3vΓ
4π
∑
ikmn
Aikmn
∂ui
∂xk
∂um
∂xn
+ qvΓ
r
|u|2 + 1 − vΓ
4δ2
(|u|2 − 1)2}dx, (5.7)
where
vΓ = 4πr
3
3γ1γ2γ3
,
is a volume fraction of void in the periodicity cell Γ and Aikmn is defined in (5.1)–(5.2).
The minimization problem for (5.7) is a vector-valued singular perturbation problem
and we expect that, as the parameter δ → 0, the minimizers of F converge in some sense
to a map u∗ :Ω → S2 with possible point or line defects. Locations of these defects is
determined by the interplay between the anisotropic gradient term and the boundary con-
ditions on ∂Ω (see, e.g., [10] for the corresponding results in the isotropic case).
Remark 5.2. Note that the results of this section will remain unchanged if we replace both
parameters q and r by continuous functions of x. In fact, we could also assume, without
loss of generality, that q depends continuously on x throughout this paper.
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