In this paper we study the number of critical points that the period function of a center of a classical Liénard equation can have. Centers of classical Liénard equations are related to scalar differential equations x + x + f (x)ẋ = 0, with f an odd polynomial, let us say of degree 2 − 1. We show that the existence of a finite upperbound on the number of critical periods, only depending on the value of , can be reduced to the study of slow-fast Liénard equations close to their limiting layer equations. We show that near the central system of degree 2 − 1 the number of critical periods is at most 2 − 2. We show the occurrence of slow-fast Liénard systems exhibiting 2 − 2 critical periods, elucidating a qualitative process behind the occurrence of critical periods. It all provides evidence for conjecturing that 2 − 2 is a sharp upperbound on the number of critical periods. We also show that the number of critical periods, multiplicity taken into account, is always even.
Introduction
This paper deals with the period function of (classical) polynomial Liénard equations of center type. The period T (h) of periodic orbits of a vector field, parametrized by a coordinate h on a transverse section, may have one or more critical points. It is well known (see [1] ) that any given polynomial vector field of center type has a finite number of critical periods on a period annulus contained in a compact region. The method of proof in [1] is to show that the derivative of the period tends to +∞ as the periodic orbits approach a boundary of the annulus of periodic orbits which contains both regular and singular points. This boundary may be chosen on the compactification of the phase space, i.e. a boundary at infinity is permitted in the proof under rather mild conditions. In the case of the classical Liénard equations it is quite easy, based on the techniques presented in [1] , to prove that individual systems have a finite number of critical periods.
A natural question that comes up is whether or not there is a uniform bound on the number of critical points of the period function, depending only on the degree of the polynomial vector field. This question relates to the result in [1] much like the Hilbert 16th problem relates to Dulac's theorem concerning the finiteness of the number of limit cycles of polynomial vector fields.
Our choice to study this kind of finiteness problem first inside the class of classical polynomial Liénard equations can be well motivated: there is only one singular point, we can express in a straightforward way that it is a center, the behavior of these equations at infinity is well-studied (see [2] ), and last but not least: there is an elegant way of compactifying the space of polynomial Liénard equations of given degree; we refer to [3] , but similar ideas can be found in [4] . Together with a compactification of the phase plane (by means of a Poincaré-Lyapunov compactification) the above-mentioned finiteness problem can now be dealt with systematically.
Essentially, the space of Liénard equations is compactified by adding singular perturbation problems to them. In view of the finiteness problem of critical periods, we will see that precisely the study of these "slow-fast Liénard equations" will prove to be representative.
The finiteness of the number of critical periods of local periodic orbits perturbing from the origin has already been studied in [5] : if h = 0 describes the origin, then the order of zero of the Taylor development of T (h) at h = 0 can be used to bound the number of critical periods. We would like to stress that the results in our paper are global in the sense that the entire annulus of periodic orbits is considered.
Periodic orbits of slow-fast Liénard equations are close to so-called limit periodic sets. Such limit periodic sets are formed by glueing together slow trajectories and fast orbits (see Section 3). We will see that, generically, the derivative of the period function is related to the way these limit periodic sets change in shape. Using this point of view, we are able to give a clear geometric proof for a lower bound on the number of critical periods.
In a way, in the opposite of the boundary provided by singular slow-fast Liénard systems, we find perturbations of the so-called central system ẋ = y, y = −x − yx n , n odd (see Section 2 for an explanation). Following the ideas of Chicone and Jacobs in [5] , we study local critical periods of such perturbations by calculating the Taylor expansion of the period function at the origin, and we prove that all critical periods are visible locally i.e. no other critical periods appear outside the origin. The upperbound that follows from this study coincides with the lower bound that was obtained using singular perturbation theory. In [5] , some criteria are formulated to show the exactness of the presented upper bound. Unfortunately, these criteria are not satisfied for perturbations of the central system within the given class of vector fields. This is essentially, but not solely, the consequence of the lack of a sufficient number of parameters. We nevertheless show the exactness of the upperbound in this case as well. We also make clear that a natural way of proving the result near the central system is in fact qualitatively related to the construction that we present for the slow-fast Liénard systems. These facts lead to a conjecture concerning the (existence of a) maximum number of critical periods for classical Liénard equations of given degree. We will also prove that each individual equation has an even number of critical points, if we take the multiplicity into account.
Let f (x) be a polynomial of degree n = 2 − 1, then we consider the Liénard equation
It is well known that such an equation is of center type if and only if f is an odd polynomial, i.e. if and only if the above system has a symmetry (x, t) → (−x, −t). It is also well known that upon writing F (x) = x 0 f (s) ds and replacing y with y − F (x) the system (1) becomes
where F (x) is an even polynomial of degree n + 1 = 2 with F (0) = 0. It is quite easy to prove (and will become clear in the further analysis) that:
Lemma 1. If f (x) is a nonzero odd polynomial then there is a unique analytic function ψ(x),
defined for x ∈ R, so that y = ψ(x) is an invariant curve of (2) and so that the region
is an annulus of periodic orbits around the origin.
We now choose the positive y-axis as a transverse section and for each h > 0 we let Γ h be the periodic orbit of (2) through (0, h). Define
Definition 2.
A critical period h 0 of the Liénard system (2) is a value h 0 > 0 so that T (h 0 ) = 0.
It is well known that this notion is coordinate-free, i.e. if we choose another transverse section and or another regular parameter on it to parametrize the orbits, then orbits with critical periods will correspond to one another.
As mentioned before one can easily prove that for each fixed polynomial F the number of critical periods of (2) is finite. We in fact provide a proof of this fact when proving the stronger statement announced in Theorem 5. Using singular-perturbation theory we give an elegant proof for the following result: Theorem 3. For each choice of n (n is an odd integer), there exists a polynomial F of degree n + 1 = 2 so that the system (2) has at least n − 1 = 2 − 2 critical periods. This upper bound is obtained by studying perturbations of slow-fast Liénard equations (see Section 3). We expect that the maximum number of critical periods that can appear from such slow-fast equations is exactly n − 1 = 2 − 2. Any upperbound on the critical periods of perturbations of slow-fast Liénard equations will lead to a uniform upperbound (we refer to Theorem 5 in Section 2). This uniform bound could be higher than n − 1, but this is not what we expect: Conjecture 4. For any odd n an upperbound for the number of critical periods that a classical Liénard system of degree n + 1 can have is given by n − 1.
As an extra motivation for this conjecture, we study perturbations of the central system, which lie in the opposite of the slow-fast Liénard systems in parameter space, and find back the same upperbound. We refer to Theorems 11 and 12 in Section 4.
Compactification
It is shown in [3] that any Liénard system (2) of degree exactly 2 is linearly equivalent to some S ,a :
or to some
In these systems, we keep a = (a 2 , a 4 , . . . ,
We can freely choose 0 : if we lower 0 , it suffices to increase K to cover the entire Liénard space. Near = 0, we observe the so-called slow-fast Liénard equations. Compactification of the space of Liénard equations is achieved by adding (3)| =0 :
The limit system (5) needs special treatment: it is a layer system and no longer of Liénard type. If we keep away from this kind of limiting system, there is no problem in obtaining uniform upperbounds for the number of critical periods; in fact the next theorem reduces a proof of the existence-part of such a uniform finite upperbound to a study of slow-fast systems: Proof. Given 0 , we choose K so that the families (3) and (4) cover the space of classical Liénard systems of the given degree completely. We then only have to prove that there is a uniform upperbound for the number of critical periods in the family (4) .
Fix λ 0 ∈ B(0, K), and denote by T (h; λ) the period function near λ = λ 0 , letting h denote the intersection coordinate of the periodic orbit with the y-axis. We observe that T (h; λ) is analytic w.r.t. (h, λ) for all h (including h = 0) and for λ near λ 0 . If we hence show that ∂T ∂h (h; λ) tends uniformly to +∞ as h → ∞, then it follows that ∂T ∂h has a finite number of zeros, uniformly bounded for λ near λ 0 . We can then cover up B(0, K) and show the theorem using a compactness argument. Let us now give the required study at infinity.
To study the phase space near infinity, we consider the following transformation:
with r > 0 and (x, y) ∈ S 1 . The phase space is compactified by adding the line at infinity r = 0 to it. The study of the compactified phase space is then performed in charts. In the chart y = 1, system L λ yields
After multiplication by r 2 −1 , this becomes a regular o.d.e. with isolated singularities (r, x) = (0, ±1) ( = 0). These two points are semi-hyperbolic and have a one-dimensional center manifold. The period function tends in a locally uniform way monotonously to +∞ as the periodic orbit approaches the semi-hyperbolic singularities. For the proof of this fact we can use a reasoning as used in [1] for a similar but not identical problem. We will present it in a somewhat different and simpler way than in [1] . It suffices to prove that near (r, x) = (0, ±1) both the time T and | ∂T ∂h | tend to ∞ for r → 0; in fact near the points (0, x) with x ∈ (−1, 1) it is easy to prove-in a way similar to what we will do near |x| = 1-that both T and ∂T ∂h tend to zero, while near the points in the finite plane we for sure know that T as well as ∂T ∂h stay bounded. It of course suffices merely to consider x = 1. We can write
where M λ has a semi-hyperbolic singularity at (r, x) = (0, 1). In [2] has been shown that the behavior of M λ on the center manifold is starting with terms of order r 4 −1 .
For any r > 0, we know, by [6] , that M λ near (r, x) = (0, 1) is C r -equivalent to
where a(λ) is a polynomial in λ. In going to the normal form, the time might get changed by a strictly positive factor. We will see in the subsequent calculation that this is no problem in proving the claim by using the normal form. Let us take any λ 0 and keep λ ∼ λ 0 , in order to get results that are uniform in λ for λ sufficiently close to λ 0 . In the same coordinates as used in (7) we see that L λ gets an expression, denoted by L λ and given by
where h is a C r function with h(0, 0) = 1.
In the chart (s, z) we choose an initial transverse segment Σ 1 = {z = 1} and Σ 2 = {s = 1}, and restrict our analysis to the positive quadrant. We can for sure use a linear dilatation in s, followed by a linear dilatation in z and a constant time scale in order to assure that for (s, z)
Orbits of M λ , and hence also for L λ , are given by
where we write a instead of a(λ). For further use, we also observe that (for s 0 ∼ 0):
In the coordinates (s, z), the time T spent in between Σ 1 and Σ 2 , in the positive quadrant, is clearly given by
for some C r function f with f (0, 0) = 0 and
, and where z(s 0 , s) is as given in (10). T clearly tends to infinity for s 0 → 0. Deriving (11) we get The first term clearly tends to −∞ for s 0 → 0. We will now show that the second term tends to zero for s 0 → 0, implying the claim in Remark. In case = 2, it follows from Theorem 5 that it only remains to prove that slow-fast Liénard equations of the form
with > 0, ∼ 0, have a finite number of critical periods. We in fact expect that these systems have exactly two critical periods, which are both simple. We can even limit x ∈ [−1 + δ, 1 + δ] for any δ > 0 (restricting accordingly).
Study of slow-fast Liénard equations

Limit periodic sets
Periodic orbits in slow-fast Liénard equations S ,a are perturbations of slow-fast limit periodic sets. Such limit periodic sets are formed by fast orbits of S 0,a , together with compact pieces of the "critical curve"
(see Fig. 1 ). Let us explain this behavior. The layer system S 0,a has a trivial dynamics: orbits are horizontal and move (asymptotically) from one point of the critical curve to the next. Observe that the critical curve intersects these "fast orbits" transversally, almost everywhere. In a finite number of points, e.g. points (x, F (x)) where F (x) = 0, will the critical curve be tangent to these fast orbits. These points are called contact points.
For small nonzero values of , the system S ,a shows a behavior similar to that of S 0,a , at least if one keeps away from the critical curve. Near the critical curve, the -perturbation is no longer negligible and it is known that orbits tend to follow a part of the critical curve, at least outside contact points. The dynamics is governed by the so-called slow system
which is found by putting y = F (x), calculatingẏ and dividing the time by .
(A more precise construction using center manifolds in (x, y, )-space can be found in [7] .) In the right halfplane x > 0, the slow dynamics can be easily interpreted as follows: there is a movement alongside the critical curve from top to bottom (since y = F (x), we find y = F (x)x = −x < 0). At a local minimum of the critical curve, one finds a contact point.
In general, the behavior of singularly perturbed vector fields near contact points can be quite complicated. For the systems S ,a , the contact points are however all jump points (except the origin): at a jump point, orbits repel away immediately from the critical curve and again follow the fast dynamics given by S 0,a .
The origin is, whenever it is a contact point, not a jump point but rather a turning point, permitting a canard behavior: orbits will not leave the critical curve but will keep following it beyond the contact. It is easy to see that the origin has this property, since S ,a has a symmetry {x → −x, t → −t}.
Time analysis
It should immediately be clear that the period function will be mostly governed by the time spent near the critical curve, at least for small values of . The period function will increase if a longer distance is traveled along the critical curve and will decrease if the distance traveled along the critical curve becomes shorter. This heuristic argument might seem incomplete at first sight, since we do not take into consideration the speed along the orbits. However the singular nature of the problem induces that in the limit, for = 0, the (slow) movement follows a single orbit, on the critical curve, so that indeed only the distance matters.
In the sequel, we will limit the study to classical Liénard systems of Morse type, i.e. we assume that the critical points of F (x) are simple (contact points (x, y) have the property F (x) = 0). We furthermore assume that all "critical levels" are distinct, i.e. when (x 1 , y 1 ) and (x 2 , y 2 ) are contact points on the critical curve (with x 1 > x 2 0) then y 1 = y 2 .
Choose a compact vertical open section Σ (in the right halfplane x > 0) with the property that the image by the fast flow (in positive and negative time) contains no contact points of the critical curve. Such open sections can be found either above or below the critical curve, see Fig. 2 . Let Σ be parametrized by the σ , which coincides with the y-coordinate (we prefer not to use y but a different letter σ , since later we will parametrize periodic orbits by the y-coordinate of their intersection with the y-axis). Let Γ 0 σ be the corresponding limit periodic set passing through Σ at the given point, also called slow-fast cycle. Associated to Γ 0 σ we can define a total slow time by adding together the contributions of the slow time at all slow parts of this limit periodic set. Denote it by T 0 (σ ).
Remark. Because of the time reversibility it is clear that T 0 (σ ) is equal to twice the time spent inside {x 0}. From now on we will sometimes work with the half time function H 0 (σ ) = 3 . Blowing up all contact points. We study the passage near a contact point in parts, by studying the maps from Σ towards the sections Σ , Σ and Π separately.
Proposition 6. For > 0 small enough the period function T (σ, ) is given by
Furthermore,
Proof. Choose a section Σ transversally cutting the critical curve at a point beneath the fast fibers passing through Σ (see Fig. 3 ). The passage from Σ to Σ is pretty regular and is an exponential contraction. Using C k -normal form theory, one can prove (see for example [7] ) that the transition time from Σ to Σ is as follows
where the O( )-term is C ∞ -smooth w.r.t. (σ, ) and where T 0 Σ is the slow time, measured up to the intersection of the critical curve with the section Σ .
To continue beyond the contact point, we first introduce as an independent variable and study the 3-dimensional system X:
We blow up each contact point (x 1 , y 1 , 0) , i.e. we make a coordinate change
where we keep u 0 and (x, y, ) ∈ S 2 (and 0). Geometrically, think of the contact point as being replaced with a (half)sphere; (u; (x, y, )) are then just a set of spherical coordinates. Looking from above in the blown up space, we get pictures as in Fig. 3 . Note that this blow up transformation is persistent under small perturbations in the vector field, because the contact point is assumed to be of Morse type and is hence sufficiently generic. We study the case where (x 1 , y 1 ) is a local minimum (and keep x 1 > 0); the local maximum case is treated identically. By putting y = 1 in the above coordinate transformation formula, we study the part of the sphere where y is big w.r.t. (x, ) (one says to work in the {y = 1}-chart):
Since F reaches a local minimum of quadratic order at x 1 , we find y 1 − F (x 1 + ux) = −cu 2 x 2 + O(u 3 ) for some c > 0. After division by u, we hence find
Orbits coming from Σ approach the contact point near (x, u, )
, 0, 0). The passage through this point has been studied well: the orbit through Σ with coordinate y lies inside a C ∞ center manifold x = ψ(u, ; y). Furthermore, the transition time from Σ towards a transverse section Σ : { = 0 > 0} is of the form
. We refer to [7] for details. Away from the circle { = 0}, we can study the vector field in the chart { = 1}. In this chart, the vector field yields (after division by u):
It is clear that no singularities appear for u 0 small enough. The transition time is hence O(u −1 ), and can be written in the same form as (13). Orbits approach the equator { = 0} again near (x, y) = (−1, 0). The passage from Σ towards a section Π: {x = x 0 < 0} (see Fig. 3 ) can hence be studied in the chart {x = −1}:
Near (u, , y) = (0, 0, 0) we find a resonant hyperbolic saddle. We find that the transition time between a section { = 0 } and a section {u = u 0 } yields
where we write y = ψ(u, ) = ψ(u, /u 3 ). Since y = o(1) as (u, ) → 0, we can choose 0 and u 0 small enough to find that |y + O(u)| c 2 . We find
With similar means, we can bound the derivative of the time function near this resonant saddle. 2
The sign of T 0 (σ ) can be determined from the location of the segment Σ : 
Proposition 7. For > 0 small enough, the sign of
∂T ∂σ (σ, ) is fixed, coincides with that of T 0 (σ ) and is determined by the location of the transverse section Σ : let ω(Σ) (respectively α(Σ)) be the image of ω-limits (respectively α-limits) of points of Σ w.r.t. the fast vector field. Then we distinguish 4 cases:
where y * is the nearest local minimum of y = F (x) to the right of x = ϕ(y). Case 3 is similar, but there
where y * is the nearest local maximum of y = F (x) to the left of x = ϕ(y).
In the first two cases, Σ lies between two segments x = ϕ 1 (y) and x = ϕ 2 (y) of the critical curve y = F (x) (with ϕ 1 (y) < ϕ 2 (y)). It is easily verified that in case 1:
where y min is the nearest local minimum of y = F (x) to the left of x = ϕ 1 (y) and where y max is the nearest local maximum of y = F (x) to the left of x = ϕ 2 (y). Hence
In case 2:
where y min is the nearest local minimum of y = F (x) to the left of x = ϕ 1 (y) and where y max is the nearest local maximum of y = F (x) to the left of x = ϕ 2 (y). 2
Proof of Theorem 3
We choose F (x) to be the Legendre polynomial of degree 2 , i.e.
(Rodrigues presentation). Such polynomial is even, has 2 − 1 critical points, all of which lie inside the interval ]−1, 1[ (see for example [8] ). This class of polynomials is interesting to us, (1) to (5) the size of a slow-fast cycle increases. At each step the arrow shows the change of the slow time.
Furthermore the y-coordinate on the sections Σ i can be used to parametrize the orbits, with
and
Proof. This is geometrically clear. We can proceed this way and finally find at least the requested number of critical periods when > 0 is small enough. In Fig. 6 we indicate with arrows how for ∼ 0, > 0, the time function changes near the different slow-fast cycles, for increasing size of the slow-fast cycle. We also can see the approximate shape the periodic orbits will have for the slow-fast Liénard equations that are sufficiently close to the limiting layer equation.
Perturbations of the central system
From (3) and (4), it can be seen that perturbations of the central system
lie diametrically opposed to the singular slow-fast systems. We choose to study the critical periods of these perturbations, i.e. of (4) (h, λ) . From this point of view, one might expect to find at most − 1 zeros in an ( − 1)-dimensional unfolding. We will nevertheless see that twice as much zeros can be found. We first claim that critical periods only appear near the origin. Indeed, we already know that they are absent near ∞; from the next proposition follows that they are absent in any compact set of ]0, ∞[ as well: Proof. We study X c in polar coordinates {x = r cos θ, y = r sin θ }:
First observe thatθ < 0 inside the annulus of periodic orbits. Indeed, one easily checks thaẗ θ |θ =0 = −(2 − 1)r 2 −1 cos 2 +1 θ < 0, meaning that a transition from a negativeθ to positivė θ does not occur if we keep
. As a consequence, we can use θ , or ϕ := −θ , to parametrize the orbits:
. This orbit is a graph r =r(ϕ; h). Exploiting the symmetry (x, t) → (−x, −t) we find that the time period is given by
dϕ.
It follows that
where 
We postpone the proof of it, and continue with F a (h):
, we find thatr(−θ ; h) >r(θ; h):
whence On the other hand, we find
It follows that
Claim (14) follows if we show that the integrand is strictly negative:
This finishes the proof of the proposition. 2
To study the period function of (4) Remark. When we add an (even) O(x 2 +2 ) perturbation term toẋ in X c , the expression for T (s) is still valid, i.e. d 4 −2 remains unchanged. As such, as a consequence of Proposition 4, we see that the number of critical points, multiplicity taken into account, of any system (1) has to be even. Indeed, the period function is monotonously increasing for s ∼ 0, while, as we already know from the proof of Theorem 5, is also monotonously increasing for s → ∞.
Proof. We again use polar coordinates and put θ = −ϕ:
Orbits are graphs r =r(ϕ; s), where s is the coordinate of the orbit intersecting with the x-axis. Observe thatr is 2π -periodic in ϕ and is analytic in (ϕ; s), and also thatr(ϕ; 0) = 0, sõ r(ϕ; s) = O(s 
The number of zeros ofT (s) is hence bounded by 4 − 3. Since the origin is always a zero (and does not correspond to a critical period) and sinceT (s) is even, the number of critical periods is hence bounded by
Combining this with Proposition 9 (and the fact that near ∞ no critical periods are found) we find Theorem 11. The vector field (4) has at most 2 − 2 critical periods for λ small enough.
The remainder of the paper deals with the proof of the next theorem:
Theorem 12. For any δ > 0 there exists a choice of λ with λ < δ so that (4) has exactly 2 − 2 critical periods.
In order to prove this result, we first study one-parameter perturbations of the form
where C > 0 is fixed. 
where P , Q and R are strictly positive (and specified in the proof below).
Remark.
In the proof, we use polar coordinates to study the system and parametrize time by the angle. This is only possible when a 0 (φ can have zeros when a < 0). Nevertheless, the above result is also valid for a < 0 due to the analyticity of the period function.
Proof. We first claim that P = d 4 −6 and R = C 2 d 4 −2 , with notations as in Proposition 10. Indeed, to study R we put a = 0 and use a linear transformation
to reduce to the form of the central system. It automatically leads to the result. Similarly, to study P , we first observe that the Cx 2 -perturbation term has no effect here and we can hence use a similar linear transformation technique to find the required result. Let us now calculate Q . In polar coordinates (r, θ ) = (r, −ϕ), the system yields
Orbits are graphs r =r(ϕ; s, a). We writẽ
where γ (ϕ) is the coefficient of order s 2 −2 ofr 1 . It is readily checked (using a technique as in Proposition 10) that
It can be seen from these expressions that Q is strictly positive. 2
Lemma 14. The numbers
are strictly positive for all 2.
We postpone a proof of this property until the end of the paper. 
Proof. We have
withP := (4 − 6)P ,Q := (4 − 4)Q andR := (4 − 2)R . These numbers have the property that they are strictly positive andQ
Clearly has two simple critical points for λ 2 −2 small enough. By choosing λ 2 −2 small enough we can make the position of the critical points as close as we want to the origin. Fix now a choice of λ 2 −2 and the critical points s 1 and s 2 . Using the same argument (using the properties of T (C, s, a) of systems of lower degree and with C = λ 2 −2 and a = λ 2 −4 ), we find that has two extra simple critical points for λ 2 −4 small enough (and they do not coincide with the previous ones if we take λ 2 −4 small enough). We can continue this way. At each step we obtain two distinct critical points, which persist under subsequent perturbations if we keep these perturbations small enough, and hence obtain this way in total at least 2 − 2 critical points. Since this is the proven maximum, we have shown Theorem 12.
Proof of Lemma 14
The number of D is quadratic in C, so it suffices to show the lemma for C = 1. We then have P = R −1 ; Q = 4I Using the well-known recursion formula cos n u du = 1 n sin u cos n−1 u + n − 1 n cos n−2 u du (applied to the integrals ϕ 0 . . . du) one is able to reduce I (2) k , I
k and I (4) k to an integral of the form I (1) k . The same recursion formula allows to reduce I (1) k to I .
We then find, after some calculation:
.
To conclude, we are now able to calculate D :
which is clearly strictly positive for all > 1.
