We introduce regularized wavelet-based methods for nonlinear regression modeling when design points are not equispaced. A crucial issue in the model building process is a choice of tuning parameters that control the smoothness of a fitted curve. We derive model selection criteria from an information-theoretic and also Bayesian approaches. The use of the generalized cross-validation is discussed by showing that the estimated wavelet coefficients are a linear smoother. Monte Carlo simulations are conducted to examine the performance of the proposed wavelet-based modeling technique.
Introduction
Smoothing methods in nonparametric regression have received considerable attention and many methods such as kernel, splines and basis expansions have been proposed for function estimation (see, for example, Green and Silverman [12] , Eubank [10] , Härdle [15] , Hastie et al. [16] and references given therein). These procedures are known to be effective when underlying functions are sufficiently smooth.
In contrast wavelet methods provide a useful tool for analyzing data with intrinsically local properties and have drawn a large amount of attention in statistics. Wavelets have advantages over traditional Fourier expansions in the situations where the signal contains discontinuous and sharp spike, since they offer a simultaneous localization of a function in time and frequency domains.
Theoretical and practical developments in statistics have been made by Donoho et al. [8, 9] , Hall and Patil [13] , Johnston and Silverman [17] among others. These papers focused on density estimation and regression estimation for i.i.d. model, and demonstrated remarkable local adaptivity against large classes of irregular functions. It might be noticed that the vast majority of waveletbased regression estimation have been conducted within the setting that the design points are decimal and equally spaced, and that smoothing methods with non-linear fashions such as "hard thresholding" and "soft thresholding" have been mainly used.
For the case that the design points are irregularly spaced, the corresponding design matrix is no longer orthogonal and wavelet decomposition procedure can not be directly applied. Several different approaches for irregular design points have been made by Hall and Patil [13] , Hall and Turlach [14] , Antoniadis and Fan [2] and Pensky and Vidakovic [22] among others.
The aim of the present paper is to propose linear shrinkage methods to wavelet smoothing within the setting of non-equally spaced and non-decimal design points. We first consider the wavelet density estimate to modify the irregularity of design points, which differs from the methods based on interpolation and averaging. The linearity of the proposed wavelet estimator makes it possible to select smoothing parameters by using the generalized cross-validation (Craven and Wahba [5] ).
Second we propose nonlinear regression modeling via regularized wavelet-based methods when the design points are not equispaced. Choosing several tuning parameters is a crucial point in the model building process. We derive model selection criteria from an information-theoretic and Bayesian view points. This paper is organized as follows. In section 2 we describe the wavelet-based regression model with the basic concept of wavelets. The modified linear shrinkage estimator is given. In section 3 we present a regularized wavelet-based method for nonlinear regression modeling when design points are not equispaced, and obtain model selection criteria to choose smoothing parameters. Section 4 includes Monte Carlo simulations to investigate the performance of our modeling techniques and model selection criteria. Some concluding remarks are given in Section 5.
Wavelet methods

Nonlinear regression models
Suppose we have L observations {(x l , t l ) ; l = 1, . . . , L}, where x 1 , . . . , x L are observed values at irregular design points t 1 . . . , t L respectively. It is assumed that the data are generated from a regression model
where the errors ε l are the sequence of independent random variables with mean 0 and Var(ε l ) < ∞, and
is an unknown regression function. Then h(t) is estimated from the data by using some smoothing techniques. The unknown function h(t) is assumed to be included in some class of functions spanned by a set of basis functions {φ k (t)}, for which we use wavelets bases in the situation that the design points are not equispaced.
Wavelets
We briefly describe the basic concepts of wavelets. Let φ(t) and ψ(t) be respectively the father and mother wavelets. Assume that φ(t) be the orthonormal function with compact support on R, which satisfies
where δ 0l is the Kronecker delta and {p k } is a finite sequence such that k∈Z p k = 2, k∈Z p k p k+2l = 2δ 0l and k∈Z (−1) k p 1−k = 0. Define the mother wavelet ψ by
where {p k } is the same sequence as in the father wavelet φ(t). It follows that ψ has compact support on R and that
There exist several families of wavelet basis. It remains an issue about which pair of wavelet bases should be chosen in nonlinear regression modeling (see e.g. Matsushima et al. [21] for this issue).
As the translations about scale j ∈ Z and shift k ∈ Z of φ and ψ, define
It follows that φ jk (t) and ψ jk (t) are orthonormal, i.e.
Using φ jk (t) and ψ jk (t) as basis functions, any function h ∈ L 2 (R) can be expressed as a series expansion
with arbitral resolution level j 0 ∈ Z. This is called the wavelet expansion of h in L 2 (R). From the orthonormality, each coefficient in (4) is uniquely expressed by the L 2 -products of h and φ jk , and of h and ψ jk , respectively as follows;
For details we refer Chui [4] and Daubechies [6] .
Wavelet-based regression models
In the sequel, we discuss a wavelet-based regression modeling. Without loss of generality, we rescale the points {t l ; l = 1, . . . , L} to be contained in [0, 1] . In the regression model in equation (1), we first assume that unknown function h(t) may be expressed as
where φ j1k (t) are the father wavelet bases with some resolution level j 1 ∈ Z. Then it follows from the orthonormality of {φ j1k (t), k ∈ Z} that each coefficient is uniquely determined as
It is often the case in wavelet estimate that observational points {t l ; l = 1, . . . , L} are assumed to be decimal and equally spaced with respect to the computational aspects. For the case that the design points are irregularly spaced, Hall and Turlach [14] and Antoniadis and Fan [2] proposed to approximate the design points by the elements of some dyadic points {l/2
J ≥ L, by using the wavelet interpolation. On the other hand, Hall and Patil [13] and Antoniadis and Pham [3] relaxed the restrictions by assuming that the observational points are independent random variables with identical density function w(t). The estimator given by Hall and Patil [13] isĥ(t) =ĝ(t)/ŵ(t) in which the density w(t) and g(t) = h(t)w(t) are separately estimated using nonlinear wavelet estimate. This method might be unfavorable in practice because one needs to determine the degree of smoothness separately for w(t) and g(t) and in consequence the behavior of the estimatorĥ(t) could be unstable. Another approach to the wavelet density estimate is to use the equation
. This type of empirical coefficient estimators was introduced by Pensky and Vidakovic [22] , in which the kernel density estimate of w(t) was used.
It follows from
] that the wavelet density estimator is given byŵ
Hence we use the estimators of wavelet coefficients given bỹ
withŵ(t) in equation (5), for the regression model with non-equally spaced design points. It is known as the discrete wavelet transform that the 2 scale relations of (2) and (3) yield the following decomposition
where j 0 ∈ Z indicates the lowest resolution level.
Amato and Vuza [1] introduced the shrinkage rule in high resolution coefficients of ψ jk (t) with j ≥ j 0 by smoothing parameter γ and level dependent constants d j = 2 (j−j0+1) as follows;
This shrinkage estimator differs from nonlinear thresholding rules named "hard thresholding"c * jk = c jk δ(|c jk | > γ) and "soft thresholding"c * jk = sgn(c jk )(|c jk | − γ) δ(|c jk | > γ), which have been mainly used in wavelet based estimates (Donoho et al. [8, 9] , Hall and Patil [13] among others).
Tuning parameter selection
We denoteĥ ν (t) by the L-dimensional vector of the fitted valuesĥ ν (t l ) at each design point t l . It follows from (6) thatĥ ν (t) can be written aŝ
where B is the basis matrix with each element
, W is the matrix of inverse discrete wavelet transform, translating the coefficients of wavelet expansion with {φ j0k (t) ; k ∈ Z} and {ψ jk (t) ; k ∈ Z} j1−1 j=j0 into the coefficients of {φ j1k (t) ; k ∈ Z}'s, and [24] for detail.
For the selection of smoothing parameters ν = (j 0 , j 1 , γ), we use the cross-validation in the form
where H ν (l,l) are diagonal elements of the so-called smoother matrix given by
By using the smoother matrix H ν the generalized cross-validation (Craven and Wahba [5] ) is given in the form
Another type of criterion is Mallow's C p statistic (Mallows [20] )
). Fujikoshi and Satoh [11] investigated the asymptotic properties of C p and AIC in Gaussian linear regression models.
Regularized wavelet-based methods
In this section, we present nonlinear regression models based on regularized wavelet-based method, and give model selection criteria for the choice of smoothing parameters.
Estimation
It is assumed that errors ε l in (1) are independently, normally distributed with mean 0 and variance σ 2 . The regression model is then expressed as
where
T is the vector of wavelet basis and α = (α 1 , . . . , α 2 j 1 ) T is the vector of the corresponding wavelet coefficients.
We estimate the coefficients of wavelet bases by maximizing the regularized log-likelihood function
where the weights ω l =ŵ −1 (t l ) are the densities estimated at irregular design points. The maximization of equation (8) yields
On the other hand, the wavelet estimator in equation (7) can be rewritten, using
. This estimator coincides with the result in equation (9) with γ = Lσ 2 γ * , K = WSW T and the replacement of B T Ω B by identity matrix I.
Noting that W
T α is the discrete wavelet transform that gives the vector of coefficients in the wavelet expansion of {φ j0k (t)} and {ψ jk (t)} j1−1 j=j0 from α, the penalty term in equation (8) can be expressed as
where α * j denotes the vector of coefficients corresponding to {ψ jk (t)} and the constant d j = 2 (j−j0+1) is proportional to |ψ ′′ jk (t)| 2 dt, which is considered as the degree of oscillation in ψ jk (t).
Selection of smoothing parameters
It might be noted that the estimator ϑ = (α 1 , . . . ,α 2 j 1 ,σ 2 ) T obtained by maximization of equation (8) can be considered as an M-estimator defined as the solution of the implicit equations
Hence by using the result given in Konishi and Kitagawa ( [19] , p. 889), we have the model selection criterion for evaluating the statistical model f (x l | t l ; α,σ 2 ) estimated by the regularized wavelet-based method in the following;
where (2 j1 + 1) × (2 j1 + 1) matrices of R and Q are given by
[18] extended Schwarz's BIC (Schwarz [23] ) to the evaluation of models fitted by the maximum penalized likelihood method. Using the result given in Konishi et al. ([18] , p. 30) and taking the prior density for the unknown parameter vector ϑ to be a multivariate normal distribution given by
where K p is a p×p matrix of rank p−k and |K p | + denotes the product of p−k non-zero eigenvalues of K p , we have
where R is given by (10) . We choose the optimal values of the smoothing parameters included in wavelet estimator (7) by minimizing GIC or GBIC criterion.
Numerical examples
We use a real data example and Monte Carlo simulation to investigate the properties of the proposed nonlinear regression modeling. At first, we consider the problem of choosing the smoothing parameters through the analysis of the motorcycle impact data. By using our regularized wavelet procedure, we estimate regression function h(t) from given data, in which the the smoothing parameters ν = (j 0 , j 1 , γ) are selected by using five different criteria CV, GCV, C p , GIC and GBIC. We used wavelet basis of the symmlet-5 which satisfies the 5th order moment condition. The same resolution parametersĵ 0 = 1 andĵ 1 = 4 were chosen by all criteria, but the smoothing parametersγ were slightly different; CV, GCV, C p , GIC and GBIC selected the valueŝ γ × 10 2 = 1.215, 1.420, 1.523, .908 and 3.093, respectively. Figure 1 shows the curve estimated by GBIC, and Figure 2 shows the comparison of the curves with respect to the smoothing parameter γ for five criteria, in which the vertical ranges are different for each criterion.
The second example is the analysis of the simulated data in which the true regression curve is given. The "heavisine" is a sinusoid function with jumps at .3 and .72 which has been studied in Donoho and Johnston [7] and it is explicitly given by
For 1000 trials of Monte Carlo simulation, we repeatedly produced the data {(x l , t l ) ; l = 1 . . . , 100} with true regression model x l = h(t l ) + ε i , in which the errors {ε i } were generated independently from normal distribution with the variances σ 2 = .2 and σ 2 = .4. In all trials, we used a fixed set of the design points {t l ; l = 1, . . . , 100} of which we produced from uniform distribution on [0, 1]. Figure 3 illustrates the plots of generated data with corresponding true regression function.
We compared the average squared errors (ASE) ASE = 100 l=1 {h(t l ) −ĥ(t l )} 2 forĥ estimated by using the criteria CV, GCV, C p , GIC and GBIC. The most frequently selected resolution parameters wereĵ 1 = 5 andĵ 0 = 3 in all situations, so we fixed these parameters in simulation. Table 1 summarizes the Monte Carlo results for heavisine regression function, in which the notation MEAN and SD denote the average value and standard deviation of smoothing parameterγ over the trials. Figure 4 shows the boxplot ofγ for each criterion. The goodness of fit can be compared by the averaged ASE values in the Table. For both cases of σ 2 = .2 and σ 2 = .4, the GBIC gave the smallest ASE values in the criteria, and the comparison of SD indicates that both GIC and GBIC gave stable estimates of parameter γ. 
Concluding remarks
The main aim of the present paper is to introduce nonlinear regression modeling based on a regularized wavelet method when the design points are not equispaced. In order to select the optimum values of smoothing parameters, we obtain model selection criteria GIC and GBIC. We observed that our regularized wavelet-based nonlinear modeling strategies with GIC and GBIC perform well for analyzing noisy data with irregular design points. 
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