There are many ways to numerical represent of chemical systems in order to compute their electronic structure. Basis functions may be localized either in real-space (atomic orbital), localized in momentum-space (plane waves), or may be local in both components of phase-space. Such phase-space localized basis functions in the form of wavelets, have been used for many years in electronic structure. In this paper, we turn to a phase-space localized basis set first introduced by K. G. Wilson. We provide the first full study of this basis and its numerical implementation. To calculate electronic energies of a variety of small molecules and states, we utilize the sum-of-products form, Gaussian quadratures, and introduce methods for selecting sample points from a grid of phase-space localized Wilson basis. Both full configuration interaction and Hartree-Fock implementations are discussed and implemented numerically. As with many grid based methods, describing both tightly bound and diffuse orbitals is challenging so we have considered augmenting the Wilson basis set as projected Slater-type orbitals. We have also compared the Wilson basis set against the recently introduced wavelet transformed Gaussians (gausslets). Throughout, we give comments on the implementation and use small atoms and molecules to illustrate convergence properties of the Wilson basis. 1 arXiv:1812.09335v1 [physics.chem-ph]
2. m, Index for location of phase-space basis function in position space at m∆x, not necessarily an integer but m has integer spacing.
3. k, Index for location of phase-space basis function in momentum space. 4 . n, Signifies phase space basis function composite index n = m, k. 8. L, Total number of one dimensional phase space functions.
9. N , Size of basis.
10. H, Matrices will be capital letters in bold and non-italicized.
11. v, Vectors will be small letters in bold and non-italicized.
I(O),
The integral for the operator O.
13. G (A, B, C, D, µ, x), The combination of two Gaussians.
14. g (A, B, C, D), The integral of G (A, B, C, D, µ, x) over all x.
I. INTRODUCTION
Computation of the electronic structure of a fixed nuclear potential occupies a swath of academic and commercial research in both the quantum and classical computational domains. In all cases, the basis set used to represent the possible locations of electrons plays a large role in the reach of a finite computational device. Both plane wave computations and spatially local basis functions form the major approaches. A key alternative, which includes the present study, makes use of basis functions localized in both momentum and real space. Such phase-space localized (PSL) basis functions in the form of wavelets have been used in electronic structure calculations with some success for a number of years.
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However, these basis functions are, with one exception, 9 defined only on a grid which makes obtaining analytic matrix elements very difficult for the unbounded Coulomb potential. In 1987, K. G. Wilson introduced a basis which is analytic everywhere and localized in phase space.
10,11
Ref. 11 was the first to consider Wilson basis functions for electronic structure and suggests that PSL functions should have certain advantages over other grid basis methods.
This early work only considered only a one-dimensional electronic problem and hints at the methodology for performing numerical calculations in real space. Here we develop the full machinery necessary to utilize the Wilson basis sets for electronic structure calculations. The sum-of-products form of the full Hamiltonian in the Wilson basis allows the Hamiltonian to be decomposed into the separate Cartesian directions. This reduces memory requirements and can be used to perform matrix-vector products more efficiently using sequential summation. 12 We also use Gaussian quadrature to numerically evaluate the Hamiltonian terms. Throughout we use a variety of small electronic systems using both exact diagonalization (i.e. full configuration interaction) and the Hartree-Fock approximation. Further, our paper finds and describes reasonable numerical parameters and procedures for the Wilson basis and its extensions.
The organization of the paper is as follows. The Wilson basis is introduced in Section II.
The representation of the operators in the Wilson basis is computed in Section III as closed form expressions. We then describe the evaluation of the Coulomb integrals using Gaussian quadrature in Section IV. Next, in Section V, we combine the integrals over the Wilson basis with sampling techniques to yield a complete computational procedure for calculating electronic energies. Then the parameters of algorithm are varied and tested on the exactly solvable one-electron hydrogen atomic system in Section VI. Section VII examines the Wilson basis applied to multiple states of the two-electron helium and molecular hydrogen systems.
Section VIII discusses how Hartree-Fock calculations with the Wilson basis can be performed by using the methodology developed in the paper. In the penultimate section, Section IX, gausslet basis sets and standard Slater-type orbital basis sets are considered as possibilities to extend the Wilson basis. We summarize our conclusions and give an outlook in Section X.
Atomic units ( = m e = a 0 = 4π 0 = 1) are used throughout.
II. WILSON BASIS FUNCTIONS
The Wilson basis functions are a product of 1D PSL functions that are of the form We can further simplify notation by defining
and considering each the positive and negative momentum term separately in Eq. (2) using
which results in d n (x) = α
To form a multidimensional basis, a product of the 1D basis functions of Eq. (2) for each of the D dimensions is used. The number of dimensions is either three or six. In this section we are considering one electron integrals so D = 3 but when considering the two electron integrals D = 6. In both cases, the basis function is written as
where there is a composite index n i for each of the i = 1, 2, ..., D dimensions.
III. OPERATOR REPRESENTATION INTEGRALS
This section outlines all the integrals needed to define the Hamiltonian representation in the Wilson basis. The one and two-body Coulomb integrals can be calculated advantageously as a sum-of-products. In electronic structure, the sum-of-product form has been previously used to assist in the evaluation of exchange and Coulomb integrals, 14 as well as evaluating the
Møller-Plesset perturbation second order correction. 15 Exploiting grid based basis sets and a sum-of-product decomposition of the Hamiltonian into its three Cartesian product, has been applied to electronic structure, using a multi-resolution disjoint Legendre polynomial basis, 3 and a tensor decomposed sinc function basis. 16 Like the Wilson basis, the sinc functions are analytic. However, the Wilson basis functions are also localized in phase space which has advantages for representing the cusps of electronic wavefunctions.
Due to the sum-of-products form, the overlap matrix and the Cartesian kinetic energy operator can be defined using a product of 1D matrix elements. All operator O integrals will be performed using the notation of I (a a) n n (O) which refers to the pair α a n , α a n with a , a ∈ {+, −} except for the overlap integral denoted S (a a) n n . The integral then includes four pairs of momentum combinations which are (+k , +k), (+k , −k), (−k , +k), and (−k , −k). The The overlap matrix for two basis functions in three dimensions is n = n x , n y , n z and
while the portion of the Cartesian Laplacian with second derivative in dimension j is written as
Throughout we will be using Gaussian integrals heavily so let us establish notation. We will always represent Gaussian integrals in the form
where
with A, B, C, D, µ are real constants. The integration of Eq. (8) results in
The integrals of x and x 2 are also presented as they are used to efficiently calculate the
and
A. Overlap Integral
The overlap integral that needs to be evaluated for all four (a , a) combinations is given
where either (−1) For Eq. (13), the appropriate values of A, B, C, D for the product of α a n (x) and α a n (x) are
where m ± = m ± m and k (a a) ± = a k ± ak. Thus, the overlap integral for a given a , a combination evaluates tõ
Each of the a , a combinations are added together to form the full overlap matrix element
where the appropriate (−1) 
B. 1D Kinetic energy operator All 1D operators examined here can be written as
where I (a a) n n (O) are the partial integrals for operator O.
When evaluating the integrals associated with the kinetic energy operator, the values of (15) will be the same since the kinetic energy operator applied to a complex Gaussian results in the same Gaussian multiplied by a second degree polynomial. Therefore we will also need to integrate against the x and x 2 operators to evaluate the Laplacian.
Using (11) and (12), the necessary partial integrals are given in terms of the overlap integral as
where S (a a) n n are defined in Eqs. (17) (18) (19) (20) with a, a ∈ {+, −}. To evaluate the integral of the −∇ 2 operator, we will use the Cartesian representation
dz 2 ) and perform 1D integrals for x, y, z. For greater symmetry in the integrals, we will act with the derivative operator to the left and to the right with form
Using the S (a a) n n , I
(a a) n n (x) and I (a a) n n (x 2 ) derived above and simplifying results in
One can then use Eq. (22) to obtain the complete integral by summing over the four possible values of a , a, to obtain
which can be stored in an L × L matrix T and is the same for x, y, z.
C. Coulomb integral
The Coulomb integral is more challenging and will be the focus of the remainder of this section. We evaluate the integrals in closed form using the error function, erf(x) = 2π −1/2 x 0 exp(−t 2 )dt, as well as discuss the use of numerical quadrature to evaluate the functions quickly. The numerical integration is, in the end, preferred since it allows the integration to be done component-wise. As we will see below, the input to the error function has all Cartesian components combined.
To exploit the fact that our multi-dimensional basis functions, Eq. (5), are products of each Cartesian dimension, the form of the Coulomb operator we use is
where r = [x, y, z] and r = [x , y , z ]. We will use Eq. (30) , to perform the electron-nuclear and electron-electron integrations in close form.
Electron-nuclear Coulomb integral
The electron-nuclear integrals are performed using r = r A = [R x , R y , R z ] as the fixed nuclear position. We will evaluate the integral using the form Eq. The required integral is given by I a , a n n
The constants for G j (r) = G(A j , B j , C j , D j , µ j , r) are the same as those given in Eq. (15) .
In general, these constant will depend on which direction is being discussed, hence the subscript.
We can simplify notation here and in subsequent sections by performing the integral over the individual spatial coordinates before simplifying the Gaussian expression which then remains parameterized by t. Consider for j = x, y, z the integration
The constants for the final Gaussian integral are given by
Anticipating the final integration, we perform a change of variables to further convert the integral over t ∈ (0, ∞) to v ∈ (−1, 1) with
Performing the change of variables in Eq. (32) and integrating over q results in
where c
Our final definition for V removes the prefactor
The full 3D integral for a given n, a, n , a is then reduced to I a , a n n
The complete integral for a nucleus at r for a basis function n = n x , n y , n z with n = [n x , n y , n z ] is then
where the sum is performed over all 64 combinations of a x , a y , a z , a x , a y , a z which can each be plus or minus. Evidently, the 3D Coulomb integral can be written in the multidimensional form of Eq. (22) with an additional integration over variable v. Eq. (38) can be evaluated in closed form to,
Two-electron Coulomb integral
The form of the Coulomb operator for the two-electron integral is similar to Eq. (37) but
Here
is the product of Gaussian corresponding to different dimensions i = x, y, z and a one-dimensional electron coordinate k = 1, 2 along that that direction. To use this function we need to perform the integrals over x 1 , y 1 , z 1 , x 2 , y 2 , z 2 and then perform the integral over t. The change of variables here is v = π−2∆x 2 t 2 π+2∆x 2 t 2 which results in
where b
The full 6-dimensional integral is given as a sum of 4 6 = 4096 terms in closed form as
Note that ∆x only appears as a prefactor to the integral. Thus, the Coulomb integrals do not need to be re-evaluated when changing the spatial distance between adjacent Wilson basis functions in real space.
IV. EVALUATING COULOMB MATRIX ELEMENTS USING GAUSSIAN QUADRATURE
In the previous section, we have evaluated all the overlap, kinetic and Coulomb integrals in closed form using the error function. However, the error function is not separable since the x, y, z components are combined in the argument of the error function. In order to use a much larger number of basis functions, it is important to a) not store the full matrix b)
increase the efficiency of matrix-vector products.
We can accomplish this using Gaussian quadrature over each dimension separately to get the Hamiltonian into a sum-of-products form. The overlap integral and the kinetic energy integrals are already a sum-of-products of one-dimensional operators so we only need to consider the Coulomb integrals.
Let us consider integrals of the form Eq. (38) which is in the form
with a = −0.5 and b = 0. Integrals of this form can be evaluated using Gauss-Jacobi quadrature 17 where the integral is approximated using
Here N p is the number of quadrature points p α and their corresponding weights are w α .
This allows us to accurately convert the integral Eq. (37) into a sum-of-products form with N p terms such that,
where 
with each element being a sum of 4 2 = 16 terms. It is not possible to separate x 1 , x 2 in any obvious fashion analytically. This means that storing the two-electron matrix elements grows rapidly with the size of 1D sampling grid, and is responsible for most of the memory usage. The V (2) (p α ) are the same for x, y, z so only one matrix for each of the N p quadrature points need to be stored in memory.
The main value of these transformations is that we can now make use of the well established technique of performing sums sequentially, which is of common usage in the calculation of vibrational energy levels. The advantage is only realized for a "normal" (i.e. not generalized) eigenvalue problem. The basis of Eq. (2) is a generalized eigenproblem unless we orthogonalize or biorthogonalize the representation. For the one-electron case, the Hamiltonian can be written in a sum-of-products form as
is a 1D operator which is either the kinetic energy integral (of Eq. (29)), the overlap integral (of Eq. (21)) or one of the Coulomb terms (of Eq. (46)). The number of terms in the Hamiltonian representation is N t = 3+N n N p with factor of three for the kinetic energy operator directions, N n is the number of nuclei, and N p is the number of quadrature points used to evaluate each nuclei-electron Coulomb term. Each O
This means that the full generalized eigenvalue problem can be written as
where Z is the matrix of eigenvectors, and E is the diagonal matrix of eigenvalues. The total memory requirements to store the sum-of-products matrix representation is 3N p L 2 which is much less than the full matrix which requires L 6 . The Z and E are of size L 3 × L 3 . Eq. (50) can easily be converted to an eigenvalue problem with no overlap matrix by either using
with
with U = (S ⊗ S ⊗ S)Z. Both forms have been used successfully in previous vibrational calculations. 18 Eq. (51) Similarly, the two-body Coulomb term can be orthogonalized as
or biorthogonalized as
where O (t)
as elements and
It is clear that i 1 , i 2 are not separable but we can do each pair {x 1 , x 2 }, {y 1 , y 2 }, {z 1 , z 2 } separately.
V. CALCULATING ENERGIES
In order to calculate eigenvalues efficiently, it is important to perform matrix-vector products sequentially. In order to simplify the notation, we restrict this attention to the one-electron problem and define B (t)
x S −1 such that the Hamiltonian is now
where the first summation is over all the terms and t is an arbitrary labelling of the term. The full matrix vector product for one coefficient u n corresponding to indices n = [n x , n y , n z ] is given as
with the sum performed over all L values on the grid for each of x, y, z. The total summation performed naively using Eq. (56) requires a scaling of L 6 since, for each of the L 3 components of w, one must sums over all L 3 components of u. One can instead perform matrix-vector products sequentially using Eq. (57). This is performed by using intermediate vectors u and u . First, u is formed by performing the sum over z first such that,
which involves a sum over L terms for L 3 indices. Then u is generated by taking u as an input for the sum over y such that,
n y ny u nx,ny,n z (59) which involves another sum over L terms for each L 3 indices. The sum is then performed over x using u as an input which results in
Two advantages can be noted. First, the three step process of Eq. (58)-Eq. (60) requires 3L 4 operations compared to L 6 for Eq. (56) with the resulting vectors u n being equivalent.
This is the computational benefit of having a sum-of-products Hamiltonian. The other key benefit is memory usage. One only needs to store a number of L × L matrices compared to the full Hamiltonian of L 3 × L 3 size.
For the two-electron problem, the matrices are not separable for j 1 , j 2 ∈ {x, y, z}. This means that the sum that needs to be performed is
the Coulomb term was not separated into 3 products, the total cost of the matrix-vector product would be L 12 . Storing these L 2 × L 2 matrices is the major RAM requirement of these calculations since a fairly large grid is required to converge eigenvalues. Storing the full matrix would not be feasible.
The direct product basis for a two-electron problem has L 6 components but even this becomes intractable quickly. Therefore, instead of using the full direct product grid, we only include basis functions that have significant overlap with the desired wavefunction(s). We call this set of basis function labels, n, as β. The size of β is the number of one-electron basis functions denoted M . Using a general pruned basis β complicates the matrix-vector products significantly. The matrix representation is now
where P β is a rectangular matrix that projects out the appropriate matrix elements for basis β. The sequential summation is now,
where n z (n x , n y ) denotes that the summation for dimension z is performed only over those values of n z that are in the set β that have corresponding n y , n z values. This is the effect of the projector P β . The second summation is performed over all values of n y (n x ) which indicates that only n y values that have a corresponding n x are included while n z can be any value in β. The final summation is performed over all n x in β but only generate the output for n ∈ β which is the effect of the projector P T β . This means that in order to perform matrix-vector products sequentially, intermediate vectors u , u will have a larger size than M .
If
There is also an approximation that can be made such that intermediate vectors are always the same size. This is the product approximation where the matrix-representation of Eq. (51) is replaced by,
z S −1/2 P β where I i is the identity operator for coordinate i. Performing matrix-vector products is now
The main disadvantage of the product approximation is that the Hamiltonian representation is no longer Hermitian. To justify this claim, consider an approximate sum-of-products approximation where H trunc. = i h i h i+1 with Hermitian conjugate H † trunc. ≈ j h i+1 h i . The action of the operator and its dual are only the same when h i h i+1 = h i+1 h i . This can be rectified by taking the transpose of the original ordering of the above matrices such that
19 for the first numerical application to molecular physics. However, in our context, this approach doubles the computational cost and as will be shown later in Section VI, is not necessary for accurate calculations to be made. One simply needs to use Arnoldi iterations as opposed to Lanczos iterations to calculate eigenvalues/eigenvectors 20 . This does increase memory requirements as a set of basis vectors need to be stored but, for the calculations performed here, the main memory costs are from storing the Hamiltonian matrix elements for the two-electron Coulomb terms.
A. Choosing basis functions
It is impossible to know a priori the overlap of the basis functions d n (x) with the desired eigenfunctions. Choosing functions that are centered in the classically allowed region can provide semi-quantitative accuracy, 21 however this is difficult to do in multiple dimensions.
A better method is to iteratively improve the basis function by starting with a small basis (motivated by classical phase-space energies) and progressively add more functions around the most important basis functions to improve the description of the wavefunction.
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In this study, the functions included in set β are determined by considering the diagonal elements of the density matrix for the eigenstate.
Consider first the case where we are interested in the ground state and we will generalize to cases where we consider more than one state subsequently. At the start of the computation, For all calculations in this paper, we are using basis functions in x, y, z that can be symmetry adapted with respect to inversion of single coordinate e.g. f (−x, y, z) = ±f (x, y, z).
All systems studied in this paper have symmetry about the origin in at least two coordinates and therefore fewer basis functions will be needed to represent their wavefunction. This is true even though the full wavefunction (including correlation) does not respect this single-coordinate inversion symmetry. The asymmetry introduced by correlation is a much smaller portion of the total wavefunction and therefore requires fewer anti-symmetric basis functions to describe it accurately. This means that at the origin, k ∈ 2Z are symmetric functions while k ∈ 2Z + 1 are anti-symmetric functions. All other functions are localized in four positions in phase space (±m∆x, ±kπ/∆x) except for k = 0 which is localized at two points. The indices are then relabeled such that positive m means moving outward from the origin in symmetric functions while a decrease in negative m from means moving outward from the origin in anti-symmetric functions.
VI. ONE-ELECTRON CALCULATIONS
There are three parameters that one controls, the lattice spacing in position space ∆x, the number (and type) of quadrature points used for the Coulomb terms, and whether the Her- However, 13 quadrature points were used for all multi-electron calculations consistent with our findings in the next subsection.
A. Convergence of quadrature approximation
The convergence of the Gauss-Jacobi quadrature approximation can be seen in Fig. 2 and Fig. 3 quadrature points which is more than enough to achieve chemical accuracy without the quadrature error entering the calculation. One can also use Gauss-Legendre quadrature but the number of points required to achieve chemical accuracy is generally larger by about 50%.
B. Hermitian vs Product Approximation
For the 1S state of hydrogen with a position spacing ∆x = √ π, the comparison between the Hermitian (of Eq. (63)) and product approximated form (of Eq. (65)) is shown in Fig. 4 .
It is clear that the product approximation only manifests when high accuracy is required.
For this calculation, that occurs after chemical accuracy has been achieved. This is not the case if ∆x = 2 √ π for which the difference is evident when the error is approximately 0.002 E h and error below 0.001 E h requires a larger basis. Even with this disadvantage, the speed of the calculation using the product representation is much faster as intermediate basis sizes
can be upwards of six times larger than the retained basis.
FIG. 4.
Convergence of 1S state of hydrogen atom using a grid spacing of √ π using the Hermitian and Product approximation.
C. Convergence 1S, 2S, and 2P hydrogen energy levels using different grid spacing The S orbitals are determined with only even basis functions for x, y, z while the 2P state is determined by using even basis functions for x, y and odd basis functions for z. Without symmetry adaption, the number of basis functions would be 8 = 2 3 times larger.
The convergence of hydrogen energy levels is determined by growing the basis using only the wavefunction from the desired state (see Subsection V A). The convergence has been examined for the spacing of ∆x = √ π and ∆x = 2 √ π with each state being optimized independently. The discontinuous derivative of the 1S and 2S states results in a slower convergence than for the 2P state. For ∆x = √ π (shown in Fig. 5 
VII. TWO-ELECTRON CALCULATIONS
To perform two-electron calculations, we simply take the set of one electron basis functions and make a direct-product to add the other three dimensions.
where n 1 = [n 1 , n 2 , n 3 ] and n 2 = [n 4 , n 5 , n 6 ] are both contained in the pruned basis function set β. This means that no product approximation is made in the individual two-electron Coulomb terms for x, y, z regardless of whether one uses Eq. (63) or Eq. (65). The benefit of using Eq. (66) is that spin can be taken into account if desired.
For example, one can differentiate between singlet and triplet states by enforcing symmetry under exchange. This is explicitly written as,
for the singlet state and
for the triplet state. Even when using the product approximation (and Arnoldi iterations), symmetry adaptation isolates singlet and triplet states effectively as the product approximation error is small.
If one uses Eq. (63) then singlet/triplet labels can be obtained with a single matrix-vector product for each Lanczos iteration using symmetry adapted Lanczos. 25 This is because the symmetry projection operator P commutes with the Hamiltonian such that PHv = HPv.
Therefore, a sum of vectors with different symmetries applied to the Hamiltonian, followed by the symmetries then being projected out is equivalent to applying the Hamiltonian to each vector with distinct symmetry separately. One then stores, and calculates eigenvalues from, separate Lanczos tridiagonal matrices for each symmetry. Note that symmetry adapted
Lanczos was not implemented in this pilot study. 
We also performed calculations on the hydrogen molecule at a distance of 0.74Å and 
VIII. HARTREE-FOCK
Hartree-Fock or mean-field ansatz is also possible using the Wilson basis functions. This is because the Coulomb basis is not truncated but rather remains a direct product of basis functions, Eq. (66). The Hartree-Fock equations are derived by taking the gradient of the energy functional of charge density matrices. The resulting operator is the Fock matrix given in standard notation as
with ( n 1 n 1 | n 2 n 2 ) = I n 1 n 2 , n 1 n 2 (|r 1 − r 2 | −1 ). We can achieve a more efficient algorithm by rearranging the action of the second term as follows
This second form allows us to perform the action of the Fock operator without constructing the matrix. In some cases, the first form could be more efficent if the number of electrons is very high but the second form is what has been implemented. The integral driven procedure scales as 3N e (N 2 + N 8/3 )/2. If instead one first forms the charge density matrix, P λσ = Ne/2 a C λa C σa , then performs the remaining summations in Eq. (70), a cost of (N 2 )(3N 4/3 )/2 is expected. It is therefore cheaper to use the density matrix approach only when the number of electrons is less than N 2/3 . For all calculations performed here, N e N 2/3 , so the integral driven approach was utilized.
The convergence of the Hartree-Fock calculation of the helium atom is shown in Fig. 8 .
The convergence using the symmetric basis is N −1.561 which is essentially the same convergence as the full two electron calculation, but N is denoted by the size of the one-electron basis here. The most accurate value obtained is −2.86012 E h using a basis of 2525 functions.
The exact value is −2.8618 for an error of less than 0.002 E h . A. Four electron system using Hartree-Fock Using Eq. (71), we study the four-electron system LiH at a spacing of 3 a 0 with H at −0.75 a 0 and Li at 2.25a 0 . The system geometry is such that both atoms are on the x-axis. We performed the calculations using 16 cores of a Xeon(R) E5-2640 processor with 64GB RAM, part of Dartmouth's Discovery Cluster. To obtain STO-3G accuracy took 10.3 hours while obtaining 3-21G accuracy took approxmately 38 hours.
IX. EXTENSIONS OF THE WILSON BASIS SET
The necessity of describing both diffuse and tightly bound eigenfunctions simultaneously complicates the usage of Wilson basis functions. Therefore, the Wilson basis will probably be more successful when combined with pseudopotentials. Instead of using pseudopotentials, two alternative ideas are tested.
The first is to utilize a multiresolution basis and the second is to augment the Wilson basis with projected Slater type orbitals. The multiresolution gausslets 9 are more effective at describing both diffuse and tightly bound eigenfunctions but, as we point out in the next subsection, there are cases where the Wilson basis remains better.
The second method makes use of the sum-of-products form of the STO-nG basis. We showed that accurate energies of one electron in a LiH 2 potential can be obtained by replacing high momentum functions with the STO-6G basis centered on the Li nuclei. This second technique will likely be most useful when using an expansion of the eigenfunction as a sum-of-products described in Ref. 28 and Ref. 16 .
We will close this section with a tour through other ideas for improving the overall numerical implementation. The final subsection will highlight several paths for improvement that were not done in this study.
A. Using gausslets
It has been shown 8 that using multiresolution wavelets for Coulomb potentials compared to the Wilson basis can provide a significant reduction in the number of basis functions required. However, most wavelets used previously are only defined on a grid, and as the electron-nuclei and electron-electron potentials are unbounded, the Hamiltonian representations become non-trivial when performing quadrature due to the singulaity at various points in space. One then either needs to use a pseudo-potential 7 or soften the discontinuity 8 .
In another approach to this problem, White 9 developed a wavelet theory using "gausslets" that are defined as certain linear combinations of a equally spaced grid of Gaussians. This allows a multi-resolution wavelet transform to be performed on a grid of Gaussian functions.
Starting from a single wavelet, a set of three transformations can be used to decrease the resolution systematically: a transformation to an even function, a transformation to an odd, and a scaling transform. The even/odd symmetries are defined by inversion about the center of the gausslet. Here we consider a calculation for the electronic energy of the hydrogen atom.
The grid of Gaussians is defined as
with δx between each Gaussian on the grid. For each cartesisan direction, we consider a one-dimensional grid with i ranging between −4208 and 4208. The overlap integral for two
Gaussians on the grid is
The kinetic energy operator integral is
and the one-electron Coulomb integral for each Legendre quadrature point p α is
The full Coulomb operator is
We use the G 10 gausslet with application of the W 652 wavelet transform repeated 4 times and a Gaussian grid spacing of δx = 0.015. This choice was found to give the best results using the methodology described in the present paper. The matrix elements were calculated by generating the transformation matrix G for each basis function at position n = (m, k) We generate the basis by starting with gausslet G 10 , 9 defined by the coefficient vector G (10) with non-zero elements from i = [−68, 68] and centered at x = 0. The odd W 652 wavelet transform is applied to G (10) to obtain the G (m=1/2,k=8),i coefficients, the even W 652 wavelet transform is applied to obtain the G (m=1/2,k=7),i coefficients. We obtain another gausslet denoted G (10, 6) also centered at x = 0 with lower resolution by applying the W 652 scaling transform to the original G 10 . This process is repeated, by applying the odd, even, and scaling transforms G (10, 6) , to to obtain G (m=1/2,k=6),i , G (m=1/2,k=5),i and G (10, 6, 6) respectively, which are now spaced 27δx apart. The resolution is further decreased using the same three transforms (odd, even and scaling) to obtain G (m=1/2,k=4),i , G (m=1/2,k=3),i and G (10, 6, 6, 6) with spacing 81δx. After the final set of transforms, we obtain G (m=1/2,k=2),i ,G (m=1/2,k=1),i and G (10, 6, 6, 6, 6) with spacing 243∆x. Then G m=0,k=0,i is defined as G (10, 6, 6, 6, 6) . To obtain other m The calculation of the matrix elements is then simply a contraction of the full operator matrices as
where O is one of T (g) or C (g) described by Eq. (74) and Eq. (75) respectively, and G has elements G ni as generated from wavelet transforms and translations. Clearly, very large matrices are needed in one dimension to calculate matrix elements in this fashion. However, the matrices are banded due to all matrix elements depending on the banded S The other issue is that a larger number of quadrature points are required to calculate accurate energy levels. With the Wilson basis, as few as seven Gauss-Jacobi quadrature points are needed for the quadrature error to be less than 0.001a 0 . For the gausslet basis, 51
Gauss-Legendre quadrature points are required to achieve the same precision. If a smaller δx spacing is used than even more quadrature points are required. Also, Gauss-Jacobi quadrature does not work for gausslets, most likely due to the discontinuity in V The bracketed values indicate which states were optimized simultaneously. One can see that there is only a small decrease in accuracy when optimizing both the 1S and 2S state as opposed to only the 1S state.
accuracy of both 1S and 2S states requires 2974 functions. Therefore, using gausslets should allow fewer necessary basis functions for describing multiple states at once. Symmetry adapted wavelets were used in the calculation along with Hermitian matrix-vector products.
B. Augmenting the Wilson basis with Gaussian Slater type orbitals
Another possible improvement is the ability to combine the Wilson basis with well developed quantum chemistry basis sets. As an example, we will find the ground state of one-electron in a potential of a Li nuclei at the origin and two H nuclei at ±3a 0 . The first thing to note is that the STO-nG is a basis in sum-of-products form such that
Next, we can expand each of the exp [−(x − R i ) 2 ] Gaussians in terms of the Wilson basis.
We wish to describe the portion of phase space that has contributions from all three nuclei with the Wilson basis set. Therefore, we partition phase space such that the high momentum region (k greater than cutoff k c ) will be described by the projection of the STO-nG basis into the k > k c Wilson basis functions. Thus, for k > k c the STO-nG basis is expanded as
These states are then combined with the Wilson basis set for k < k c .
These functions are orthogonal to the k ≤ k c Wilson basis but are not orthogonal to each other, therefore orthogonalization needs to be performed in order to use this new basis iteratively. This is done using Gram-Schmidt starting with the smallest α i and working upwards. The small values of α correspond to diffuse, delocalized orbitals while large values of α correspond to tight, localized orbitals. Thus, the larger values of α will contain higher momentum components. The Gram-Schmidt orthogonalization procedure preserves the ordering of the momentum when the input states are sorted by α i .
We can separate the sum of products and use individual components, mz,kz>kc s
mz,kz p mz,kz (z) representations as 1D basis functions. For this calculations, n = 6 and we use the projected STO-nG basis functions only for the high momentum part of the Lithium nuclei. The two smallest values of α i are diffuse and the part of phase-space these functions describe is described by the Wilson basis. This means that the basis used for the calculation is now The use of the STO-nG basis' sum-of-products form presented here would most likely be even more useful if one represented the wavefunction as a sum-of-products basis. The reason is that the region of phase-space represented by the STO-nG basis only requires the addition of n basis functions. Here, the n basis functions had to be added in each dimension and then coupled into the rest of the basis so the savings was much smaller. That being said, the improvement in basis size is still substantial. The main downside is that calculating the necessary two-body Coulomb matrix elements for a fixed grid is no longer independent of the nuclear configuration. This is due to centering of the STO-nG basis functions on the nuclei.
C. Other extensions
There are a few directions one could pursue to increase the efficiency of the Wilson basis:
further exploits of the locality, the symmetry, and extending the extrapolation methods to estimate complete basis set limits.
First, it would be beneficial to take advantage of the fact that the individual matrices in the sum-of-products expansion of the Coulomb operator are banded in the sense that the off-diagonal elements decay exponentially. This is somewhat non-trivial to leverage as the bandedness depends on the quadrature point the matrix is evaluated at. In both Eq. (46) and Eq. (48), p α closer to minus one is more diagonal in position space while v closer to one is more diagonal in momentum space. Taking advantage of the bandedness would speed up the calculation and also assist with the troublesome memory usage of L 4 .
Second, there room to further exploit the symmetries of the problem. As mentioned in Section VII, the translational symmetry in position space for the two-electron matrix elements has not been exploited here . It may also be useful to use a linear combination of Wilson basis functions that have arguments of the pairs of coordinates (x 1 , x 2 ), (y 1 , y 2 ) and (z 1 , z 2 ) instead of only x i , y i and z i . First, symmetry adaptation of the basis would be more effective since it respects the symmetry of the fully correlated wavefunction. Second, as there is no obvious way to separate the x 1 , x 2 matrix of Eq. (48), the use of these basis functions would not decrease the speed of the calculation.
Third, expanding the basis using the technique of Section V A produced convergence of the calculated energies that can be fitted to a function with form aM b . This should make it possible to extrapolate to the complete basis set limit although this was not done in the present study.
The use of phase-space localized (PSL) basis functions has garnered some attention to assist in the calculation of vibrational with an applied magnetic field, the extension to complex basis functions must be done and this is relatively straight-forward. Our preliminary computations suggests that the inclusion of a magnetic field does not greatly increase the number of basis functions needed for convergence although ∆x must be adjusted.
In this paper we have only looked at small molecular systems but there is an opportunity to study the electronic properties of solids with the Wilson basis functions. Since the Wilson basis functions are phase space localized, the techniques used in this paper can equally be applied to calculations in momentum space.
A final application area of the Wilson basis function is quantum simulation algorithms for quantum computing. To utilize the power of quantum computation for electronic structure theory, it is crucial to map fermions to qubits optimally. Efficient mapping allows the number of overall quantum gates applied to be reduced, which is especially important given the current limitations of quantum computing hardware. While there are multiple fermion-to-qubits mappings [32] [33] [34] [35] [36] [37] , our most recent work has highlighted the potential of the Bravyi-Kitaev Super-Fast mapping 37 as well as its robustness against certain quantum noise processes 38 . This mapping, which has connections to lattice gauge theory 39 , simulates the gauge fields rather than standard mappings that simulate the fermionic fields themselves.
Because of the close connect to lattice gauge theories, our group has noticed strong dependence on the choice of basis set 40 . Future work will be in applying the Wilson functions described here to fermion encodings that require localized wave functions.
