We analyze the charge and spin distributions induced in an interacting electron system confined inside a semiconductor quantum wire with spin orbit interaction in the presence of an external magnetic field. The wire, assumed to be infinitely long, is obtained through lateral confinement in three different materials: GaAs, InAs, and InSb. The spin-orbit coupling, linear in the electron momentum is of both Rashba and Dresselhaus type. Within the Hartree-Fock approximation the many-body Hamiltonian is diagonalized directly and its eigenfunctions and single-particle spectra are obtained selfconsistently. Further, we calculate charge, and spin densities, as well as the charge and spin currents and compare them with those obtained in the absence of the interaction. Thus we observe an enhancement of the spin polarization associated with the spin-orbit intreractions, on account of the exchange Coulomb effects, in GaAs, but not in InAs and InSb. However, in the later materials the direct Coulomb interaction may amplify or modify the spin currents.
Introduction
The geometric superposition between lateral confinement and spin-orbit effects in quantum wires has attracted a lot of attention recently on account of the spin-dependent phenomenology predicted theoretically and discovered experimentally. Subjected to an intense investigation in the last decade on account of the potential manipulation of the electron spin by exclusive electric means, the spin-orbit interaction (SOI) is known to originate in semiconductor structures either in the quantum well asymmetry (Rashba) [1] or in the inversion asymmetry of the crystal (Dresselhaus) [2] . In quantum wires, the SOI coupling when constrained by the spatial confinement was shown to generate a lateral spin accumulation [3] , while along certain spatial directions coherent spin propagation was registered in the presence of both Rashba and Dresselhaus couplings [4] .
In parallel, many-body electronic properties were extensively analyzed for isotropic two-dimensional (2D) systems with spin-orbit coupling, in the presence of a neutralizing background and no magnetic field. Based on the Fermi liquid model, studies of quasiparticle properties [5] , interacting single-particle energies [6] or plasmon modes [7, 8] were performed in the heigh-density limit where perturbative expansions are accurate. The total energy of a 2D electron liquid with SOI was calculated in several different approaches and approximations. Numerical results were obtained in the random phase approximation (RPA) in a spin-dependent density functional approach [9] , while analytical [10] and numerical quantum Monte Carlo calculations [11] were used in the Hartree-Fock approximation (HFA). The conclusion
The System Description
In the following considerations we focus on a system of N interacting electrons superimposed on a positive background enclosed in a quantum wire of width L and length L situated in the − plane. Hard wall confinement is realized in the direction, centered at = 0, while free electron motion is assumed parallel to the wire. The single particle Hamiltonian in this simple description, henceforth denoted by H 0 , incorporates the kinetic term and the hard wall potential V ( ) = λ [θ( + L /2) − θ( − L /2)] where θ is the Heaviside function. The eigenstates generated by H 0 are labeled by = 1 2 , the principal quantum number determined by the confinement along the axis, the component of the electron momentum parallel to the wire, and the spin projection along the axis σ = ±1. Thus we write,
were the wave number has quasi-continuous real values and the length of the wire L is assumed quasi-infinite and will be later incorporated in the electron density. These functions provide a basis in the Hilbert space of the full Hamiltonian,
Eq. (2) illustrates several distinct contributions to the dynamics of the problem that we add to H 0 .
In order, V soft ( ) is an additional lateral confinement potential intended to describe more realistic, softer walls. Commonly, the confinement of quantum wires is reasonably approximated by a parabolic potential. This does though depend on the type of the wire, whether it is defined by gate potentials, etching or other means. In practice we believe a Gaussian model may simulate better realistic "hard-walls" imposed by etched structures. Nevertheless, the results of the present paper do not depend essentially on the exact type of the soft walls. We consider Gaussian function at each boundary
, respectively. The chosen height at the boundaries is V 0 = 60E 0 , where
is the ground energy due to the lateral hard walls, and the chosen width away from the boundaries is = 0 1L , such that V soft ( ) is practically zero over at least 0 5L inside the wire.
In the presence of an external magnetic field H B describes the orbital contribution of the magnetic field in the direction B , while H Z is the Zeeman term. H R and H D describe the linear Rashba and Dresselhaus spin-orbit interactions (SOI's),
Coul is an effective one-body Hamiltonian incorporating the Coulomb interaction which we describe within the Hartree-Fock approximation (HFA).
The eigenfunctions of the full Hamiltonian will be calculated in the basis (1) when they are expressed in terms of a set of coefficients { σ }:
where = 1 2 is a newly introduced band index that incorporates the electron spin which on account of the spinorbit interaction is not a good quantum number any more as the σ = ±1 are being mixed in each particular band. Obviously, due to the translational invariance in the direction states with different wave numbers do not mix up. The computation of all matrix elements is straightforward with the exception of the Coulomb term detailed below.
In the HFA the single-particle effective Coulomb Hamiltonian is written as the sum between the direct interaction with the electrostatic (Hartree) potential created by a charge density ρ(r) and the Fock or exchange short-range, non-local self-energy. In terms of the bare Coulomb interaction that appears in a material of dielectric constant κ,
where the charge density is defined as ρ(r) = ( ) − . The particle density ( ) = ψ † (r)ψ (r), being the Fermi function of a particle with quantum numbers defined in Eq. (3), is referred to its mean value , such that the second term corresponds to a positive background of charge to guarantee the charge neutrality of the system. In practice the positive charge may be defined e. g. by the ionized donors which injected electrons into the 2D layer.
The non-local exchange energy is calculated as,
Eqs. (4) and (5) create the single particle HFA Hamiltonian,
After carrying the integration in the direction in Eqs. (4-6) the Coulomb potential 1/|r − r | of the electron system, which is homogeneous along the direction, becomes the effective potential − ln (| − |/L ). The numerical solution for the eigenvectors (3) and for the corresponding eigenvalues E are found iteratively, i. e. by recalculating the Coulomb matrix elements (which depend on the eigenstates), together with the chemical potential, in each iteration. The chemical potential is obtained by fixing the mean electron density , and, for numerical stability, a finite temperature of 1 K. The basis (1) is truncated to a finite set sufficiently large for ensuring the convergence for all energies and wave numbers of interest.
The spin polarization in the quantum wire is obtained from
whereσ denote the Pauli matrices along the three spatial directions = . The operator describing the charge current density is defined as
where r is the position of observation and r 0 is the position of the particle. The letters h. c. stand for the Hermitian conjugation. v = v(r 0 ) is the velocity operator, which is the time derivative of the position,
To obtain the operator corresponding to the spin current density one needs to replace the electron charge with the electron spin /2σ , just like in the charge vs. spin densities themselves. So the spin-current-density operator is defined as
The expected value of the current density, with propagation in the direction, i. e. along the wire, but as a function of the position across the wire, is obtained after calculating the commutator in Eq. (9) for all terms of the full Hamiltonian [22, 23] :
where for the charge current we use = and the electric charge = , and for the spin currents we use = and the "spin charge" = ( /2)σ , respectively. Note that the position operator does not commute with the exchange term of the Coulomb self energy. However, the resulting contribution to the expected currents density vanishes after the summation over all occupied states.
We note that our model incorporates a spin-orbit coupling that is uniform inside the wire. In reality, however, it is possible that an additional random Rashba-type SOI can be generated by the random variations in the donor impurity concentration in the well [24] . While small, this contribution may generate up to 5 − 10% corrections to the transport coefficients [25] . In the context of this work we consider that such corrections to the single particle spectrum are small when compared with those induced by the Coulomb effects. But in principle fluctuations of the SOI could also be absorbed in our calculations which are based on a direct diagonalization of the Hamiltonian without any presumptions on relative strengths of the several interactions involved.
Results

Symmetric quantum wire with a magnetic field in the direction
Following the algorithm described above, we present numerical results for the single particle energies, density profiles and electric and spin currents in wires made out of three different materials, GaAs, InAs and InSb, whose parameters relevant for our calculation -effective mass eff , effective gyromagnetic factor eff , Rashba coupling constant α, Dresselhaus coupling constant β are listed in Table 1 . In particular the SOI coupling constants are not only material parameters, but rather sample dependent, and we can only chose some plausible values [26, 27] . In our calculations the electron density is the same in all samples, = 2 × 10 11 cm
, while the width of the wire is fixed to L = 200 nm. We begin by discussing the density profile and the single-particle energy spectra in a GaAs quantum wire with a symmetric confinement, in a magnetic field along the (vertical). For a field strength B = 2 4 T, on account of the small -factor, the spin splitting is not observable in both the non-interacting (NI) and in the Hartree approximation. Figs. 1a -c show that in the presence of the interaction single particle energies increase on account of the repulsion between electrons. At the same time, lateral maxima appear in the density profile as the interaction pushes the electrons towards the edges of the wire symmetrically while it flattens out in the center, as shown in Fig. 2a . These lateral maxima are known to correspond to minimum points of the self-consistent electrostatic potential (not shown) [28] [29] [30] . Their relative height may also depend on the steepness of the lateral confinement since they appear to be more prominent for the Gaussian model of the lateral soft walls than for the parabolic choice. For the parabolic confinement we can only obtain much weaker lateral shoulders of the density profile (not shown).
Because of the lateral peaks of the charge density, the energy spectrum forms a sort of pockets on either side and a hill in the middle. In the Hartree-Fock approximation (HFA), the exchange term increases the slope of the spectra near the intersections of the energy bands with the chemical potential as shown by the arrows in Fig. 2c . This effect results from the negative sign of the exchange self energy and its short-range nature [13] . This negative amount of energy is thus added to all states with a given wave vector self-consistently with the number of occupied states with that particular . Another consequence of the increased energy dispersion due to the exchange interaction is the increase of the (otherwise tiny) spin gap of GaAs [14] . This situation is known as exchange enhancement of the spin splitting and was studied initially in the 1970's by Ando and Uemura [12] for the homogeneous two-dimensional electron gas in perpendicular magnetic field. The analog effect in the presence of lateral potentials was also studied in several papers using Hartree-Fock theory [14] or density-functional methods [15, 16] . To the best of our knowledge the spin-orbit interaction was not previously considered in this context.
The spin-densities profiles across the quantum wire are shown in Fig. 2(b-d) for the directions. As before, our results reflect the three levels of approximation for the Coulomb interaction, NI, HF and HFA. We notice that the magnitude of the spin polarization is enhanced by the exchange interaction in all directions, a consequence of the renormalization of both the -factor and the Rashba and the Dresselhaus coupling constants by the Coulomb interaction. Moreover, these results depend on the relative position of the chemical potential within the energy spectrum, which changes with the magnetic field (to be shown later).
As shown in Fig. 2a -d , in the symmetric wire, the electron density and ( ) are both even functions of . In the absence of SOI the in-plane spin densities would be zero, as all the spins will be aligned with the direction. When only one SOI exists, say Rashba, the electron spins tilt in the direction leading to ( ) = 0 while ( ) ≡ 0. In the case of Dresselhaus SOI only [31] , ( ) = 0 and ( ) ≡ 0. With both SOI couplings, the in-plane spin densities are odd functions of . The spin angle of a particular state with wave vector , relative to the axis, is positive or negative depending on whether the velocity in the direction is positive or negative, as dictated by the sign of ∂E /∂ .
The single particle states discussed above are used in the calculation of spin currents shown in Fig. 3 . The charge-current density ( ) and the -polarized spin-current density ( ) are both odd in , whereas the -andpolarized spin-current densities ( ) and ( ), are even. This implies that the total charge current J = 0 and the total spin current J = 0, with potential non-zero values for the in-plane polarized spin currents J = 0 and J = 0. In other words, on account of SOI, a permanent spin current may exist in the quantum wire in equilibrium, carrying an in-plane spin component. Because of the exchange effects the in-plane spin currents for GaAs may be amplified, just like the in-plane spin polarization, at least for the present magnetic field strength.
The energy spectra for an InAs quantum wire placed in a magnetic field B = 3 5 T are presented in Fig. 4 . In this case the Coulomb effects are relatively weaker than for GaAs. In the absence of the Coulomb effects energy gaps proportional to 1/ eff appear on account of the confinement, and thus larger than for GaAs (Table 1) . At the same time the direct Coulomb energy remains proportional to 2 /(κL ) and does not depend on the mass. Therefore the perturbation of the noninteracting states is reduced. In addition it is even further reduced in InAs due to the slightly increased dielectric constant. The exchange interaction (in HFA) has also smaller relative effect than in GaAs. This can be explained by considering the short range nature of the exchange which occurs over a a distance comparable to the wavelength of the single particle wave functions. In the case of a quantum wire with a parabolic confinement of frequency ω, the wave functions have spatial oscillations proportional to λ = /( eff ω), leading to exchange effects roughly on the energy scale 2 /(κλ), i. e. proportional to √ eff irrespective of the soft confinement potential. Consequently, one expects the disappearance of the exchange effects when the effective mass decreases, as it happens in InAs vs. GaAs. A compounding factor is also the large bare value in InAs that leads to an insignificant enhancement of the spin gap, at least for these quantum wire and magnetic field strengths. Therefore changes of the spin polarization in InAs, if any, are attributed to the direct, Hartree interaction, at least for the present model. The same situation occurs when using the material parameters of InSb ( eff = 0 014, results not shown). In the presence of a variable magnetic field the amplitude of the spin density S = max | ( )|, and the total spin current J are shown in Figs. 5 and 6, respectively. When the external magnetic field is increased the energy intervals between the energy bands widen, the range of the wave vectors increases, and the position of the chemical potential decreases relatively to the bottoms of the bands. S and J have maxima when the chemical potential touches the bottom of a band and when it is midway between two band minima, respectively. This explains oscillations of both with B .
For GaAs we notice the exchange effects, i. e. the amplified oscillations in the HFA, which are nearly absent for InAs. The spin splitting of the energy bands is however not directly resolved in Fig. 5 , but exchange enhancement reflects the steepness of the energy dispersion. But the spin is splitting is explicitely resolved for InAs, Fig. 6 . Nevertheless we see common features in both cases the HA. The oscillations of S and J become slightly denser due to the Coulomb interaction. The reason is the increase of the effective width of the quantum wire due the widening of the charge density. Therefore the separation between the energy bands become smaller (being roughly proportional to the inverse square of the width of the quantum wire).
A slight increase of the oscillation amplitude of the spin current in the HA can also be noticed. This effect can be again interpreted in terms of the charge redistribution on the energy spectrum. Due to the resulting energy "pockets" the slope of the energy dispersion at the Fermi level increases already in the HA. (And may further increases in HFA, depending on the material parameters.) Therefore the velocity becomes slightly higher even in HA, and thus the spin currents may increase.
In Figs. 5 and 6 we only show the results for the spin polarization. The results for the spin projection are qualitatively very similar, and only quantitatively different, according to the relative magnitude of the Dresselhaus vs. Rashba SOI. We also did similar calculations for the InSb material parameters and obtained qualitatively similar results as for InAs (not shown). 
Asymmetric quantum wire with magnetic field in direction
Now the quantum wire with an asymmetric confinement is considered. To do that, instead of the Gaussian soft walls, a potential bias of V = 40 mV is assumed in the direction , making the the lateral confinement triangular. Such a confinement can either be created during the growth process, or it may possibly be controlled by a variable external electric field in the direction produced with metallic gates or other types of electrodes. In Figs. 7 and 8 we show examples of energy spectra for GaAs and InAs, without and with Coulomb interaction. In the HA the relatively smooth dispersion of the electrostatic potential across the wire leads to the relatively flat regions in the energy spectrum in the space, for ≈ 0 1 nm
in GaAs, and ≈ −0 2 nm
in InAs, respectively. This is essentially the "pinning" of the energy dispersion at the Fermi level described in Ref. 29 which later evolved under the name of "compressible strip" [32] . Similar tendencies can also be seen in Fig. 1 and Fig. 4 . Such effects are nevertheless specific to smooth confinement potentials on the magnetic length scale, which is not really the case here. For a sufficiently steep potential, like in our case, the exchange interaction (HFA) tends to destroy this effect by introducing a step at these points, and opens the spin gap in GaAs. But as before, the exchange interaction has only a small effect in InAs (and similarly in InSb).
Nevertheless, in both cases the interval of wave vectors corresponding to occupied states increases due the Coulomb interaction. In Fig. 9 the total current with spin can be seen for GaAs, InAs, and InSb, for a varying magnetic field. The enhancement of the amplitudes is still largest by far for the GaAs in the HFA, but now all the Hartree enhancements become evident, also for InAs and InSb. The reason is the broadened velocity (or ) interval. The total (net) charge and -spin currents are still zero, in spite of the asymmetric confinement. Such currents can only occur due to a motion of the electrons transversal to the wire and under the action of the Lorentz force, like in the Hall effect. But the motion in the direction is in fact frozen by the confinement.
Symmetric quantum wire with longitudinal magnetic field
In this section we discuss the situation with an in-plane magnetic field in the direction, i. e. along the wire, of variable strength B . As before, we first show an example of energy spectrum, this time for material parameters of InSb, shown in Fig. 10 . At zero magnetic field the the energy bands with opposite spin chiralities cross at = 0. With a finite in-plane magnetic field in the direction (or in the direction as well), the crossing point opens (becoming "anti-crossing"), but also shifts to = 0.
In this case the spatial symmetries of the charge and spin densities are identical: the charge and spin and distributions are even functions of , and also the charge and the and current densities are even functions of too. Only the spin together with the current densities are odd functions of . This results are qualitatively unchanged if the direction of the magnetic field is along the (instead of the ) direction, as also shown by other works [3] . Nevertheless, the total charge current and spin current are still zero.
The total spin currents for a variable field B is shown in In Fig. 11 again for noninteracting electrons, and in HA, and HFA. For InSb, Fig. 11c we obtain oscillations, but occurring over much larger intervals of the magnetic field than before, when the field was in the direction. To understand them we look at the energy spectrum which is calculated for B = 2 T for noninteracting electrons, Fig. 10a . The chemical potential is situated close to the bottom of the energy band = 14, counted in the increasing energy order. At this magnetic field the spin current for InSb in the noninteracting case is close to a minimum, as before, i. e. it is carried by (maximally) uncompensated spins. At a lower or higher magnetic fields, e. g. B = 1 T or B = 3 T, the chemical potential is higher or lower relatively to the bottom of the band 14, and thus (not shown), and thus the degree of spin compensation increases, and the current diminishes.
The oscillations are obtained over a larger magnetic field scale than with the magnetic field in the direction because the energy dispersion, and thus the chemical potential, vary much slower with the magnetic field B than with B , the difference being that the former does not couple to the orbital motion. The variation of the chemical potential occurs through the spin degree(s) of freedom, characterized by the specific material parameters. Therefore a larger magnetic field is needed to see the same current minimum for InAs, Fig. 11b , and probably a lot larger for GaAs, where we can see only a very week current, Fig. 11a .
The Coulomb effects are again visible. In Fig. 10b (HA) the chemical potential is slightly above the bottom of band 14, almost like for a lower field in the NI case. The reason is again the inflation of the charge distribution in the direction, the reduction of the energy gaps corresponding to the lateral quantization, and thus a relative shift upwards of the chemical potential. Therefore the minima of the spin currents shift to higher fields.
Summary, Conclusions, Remarks
We have shown numerical results for the electronic states, spin polarization, and spin currents in a quantum wire where we incorporated the Coulomb electron-electron interaction in the Hartree and Hartree-Fock approximations, the linear spin-orbit interactions, and an external magnetic field. The quantum wire has been defined with a two-dimensional electron gas with lateral hard walls, but softened by Gaussian potentials.
The influence of the Coulomb interaction on the electronic states depends on the material parameters of the heterostructure where the quantum wire is grown. We have found the strongest effects for typical parameters of GaAs, then of InAs, and then of InSb. The Coulomb interaction influences the energy dispersion in two ways, via (1) the direct and (2) the exchange contributions, respectively.
(1) The direct (Hartree) contribution leads to a lateral expansion of the electron density and to charge accumulation at the edges of the wire, which further leads to a steeper energy dispersion of the effective one-body states. Consequently the spin currents may be amplified in the presence of a magnetic field perpendicular to the electrons' plane (i. e. in the direction). This kind of amplification may further increase if the quantum wire becomes laterally asymmetric, due to an additional in-plane electric field.
(2) The exchange (Fock) contribution further enhances the energy dispersion, increasingly with increasing the strength of the magnetic field in the direction. This effect is prominent in GaAs, where it may also lead to the enhancement of the spin gap. The spin polarizations, both out-of-plane and in-plane, and the spin currents, may be strongly enhanced in this case, to values much larger than the bare values obtained when the Coulomb interaction is ignored. However in InAs and InSb the exchange effects are much weaker and not visible, at least for the situations studied in this work.
We have also shown results with variable magnetic fields perpendicular to the plane of the wire, and also in-plane, along the wire. In both cases the spin polarizations and the spin currents have oscillations reflecting the relative position of the Fermi energy within the energy bands. The Coulomb interaction may reduce the separation between the bands, because of the increase of the effective width of the wire due to the lateral expansion of the electron density, and may also change the Fermi wave vector(s), i. e. the intervals of occupied states in the momentum space. Consequently, the maxima (or minima) of the spin currents may shift due to the electron-electron interaction. In particular, if the magnetic field is oriented along the wire, the oscillations of the spin currents occur over larger intervals of the magnetic field than if the magnetic field is perpendicular to the plane. In the former case the chemical potential varies only slowly with the strength of the magnetic field. In addition, the spin currents in a longitudinal magnetic field are weaker, of the order of µeV, than with magnetic field in the direction when they may be of the order of meV in InAs and InSb.
An important issue is the measurability of the spin polarization and of the spin currents. In principle the spin polarization can be observed using Kerr rotation microscopy, i. e. analyzing the rotation of the polarization direction of light [33] . The observation of spin currents is more difficult, and even the concept of spin current is controversial because the transported spin polarization is not a conserved quantity. However the spin current can still be interpreted as a physical flow with sources [23] . In some cases the spin currents can lead to observable spin density which is easier to detect [34] . In other cases the spin currents may lead to a detectable electric polarization due to magnetoelectric effect [35] .
