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Abstract - Wireless Sensor Networks (WSNs) can be used in many real applications 
(environmental monitoring, habitat monitoring, health, etc.). The energy consumption of each 
sensor should be as lower as possible, and methods for grouping nodes can improve the network 
performance. In this work, we show how organizing sensors in cooperative groups can reduce the 
global energy consumption of the WSN. We will also show that a cooperative group-based 
network reduces the number of the messages transmitted inside the WSNs, which implieasa 
reduction of energy consumed by the whole network, and, consequently, an increase of the 
network lifetime. The simulations will show how the number of groups improves the network 
performance. 
Keywords - Wireless Sensor Networks, Cooperative Group-based network, Saving 
Energy, Efficient communications. 
Introduction 
A WSN can be defined as a network of small embedded devices strategically 
located in a physical environment that are able to gather data from it. This type of 
structure usually consists of sensor nodes that take measurements from the 
environment and send the information to the base station that usually has greater 
processing capacity and storage [1]. The base station is considered the gateway 
between the sensor network and the data network. WSNs offer many good 
features for the users such as easy to deploy, mobility, flexibility, cost reduction 
and scalability [2]. The improvements in the wireless technology and the lower 
cost of the sensors have helped the WSN market growth. 
There are many applications where the WSN could be used. Some examples are: a 
monitoring system for fire detection [3], for habitat monitoring [4], a fish farm 
monitoring and control [5], etc. 
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However, when we want to cover large extensions and areas with difficult access, 
there are certain technical limitations that require an exhaustive network design, 
and study, to choose the appropriate communication algorithm and a good 
network topology. One of the main concerns of the researchers and developers is 
the whole network power consumption because devices are powered with 
batteries, and low maintenance is desired. 
In order to reduce the power consumption, the hardware design is very important. 
Some of the techniques employed are related to knowing when the device must be 
in one mode (active mode, sleep mode or idle mode) or in another [6], thereby 
achieving to reduce unnecessary power consumption. But it also ensures 
minimum levels of quality of information flowing through the network. There are 
many systems, architectures, and protocols that can be used for WSN [7], but in 
our previous works, we have demonstrated that wireless sensors group-based 
topologies and networks improve the performance and the efficiency of the whole 
network [8][9]. Group-based topologies allow the sensor to operate more flexibly, 
efficiently and less energy consuming than regular network topologies [10]. 
Moreover, in one of our previous works we propose a group-based protocol for 
large wireless ad hoc and sensor networks [11].  
In this paper, we demonstrate that cooperative group-based networks have very 
good features to be used in WSNs. Cooperative networks improve WSNs by 
saving energy and providing efficient communications to the WSNs.  
The rest of this paper is organized as follows. Section 2 shows others architectures 
for saving energy in WSNs. The features of cooperative group-based networks 
and the differences between the regular networks are explained in Section 3. 
Section 4 describes our cooperative group-based architecture. A mathematical 
analysis to prove that cooperative group-based networks save more energy is 
provided in Section 5. Section 6 describes our proposal using the graph theory, 
and shows the number of messages needed for cooperative group-based networks. 
A simulation test using a network simulator is presented in Section 7. This 
performance test let us improve the analytical results shown in previous sections. 
Finally, Section 8 shows the conclusion and future work. 
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Related Work 
No one of the papers found in the related literature analyze the power 
consumption and the communications using the group-based strategy (except the 
in a paper from the same authors [12], where we introduce these ideas). On one 
hand, some works show that organizing the sensors into groups provide greater 
benefits than doing otherwise. On the other hand, some works are focused on 
network architectures to decrease the energy consumption, but without forgetting 
the communications efficiency. 
The paper with reference [13] shows that grouping nodes in WSN gives better 
performance to the group and to the global system, because the system avoids 
unnecessary message forwarding and additional overhead. In this paper, we can 
see the efficiency of MANET routing protocols when the nodes are organized in 
groups. To do this, the authors simulate several protocols such as DSR, AODV 
and OLSR and study the advantages of grouping the individual nodes in each 
protocol for fixed and mobile networks (mobile nodes with a random behavior). 
Grouping nodes increase the productivity and the network performance providing 
low overhead and low traffic. Therefore, good scalability can be achieved in 
group-based networks.  
J. Lloret et al. propose a new group-based protocol for WSN in [14]. First, they 
compare some wireless technologies (IEEE 802.11a/b/g, Bluetooth and Zigbee) 
for their use in WSNs. Then, they estimate the number of sensor nodes that would 
be needed to cover a large area and propose an analytical model comparing the 
energy consumed by each device over time. Finally, they compare their new 
group-based protocol with other protocols such as DSDV, AODV and DSR. The 
simulations show that the proposed protocol sends less number of packets to the 
network and consequently there is less energy consumption. Following these 
works, we see that the use of group-based networks provide benefits such as 
traffic, delay, etc. in networks. 
There are also several published works related with the analysis of energy 
consumption and energy saving mechanisms in WLANs. These types of analysis 
may help us know some power saving issues when they are used in WSNs.  
The paper in reference [15] describes several techniques to reduce the dynamic 
energy consumption in WLAN IEEE 802.11n standard systems in order to 
increase the battery life in mobile systems. They propose to reduce the devices 
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consumption from their initial design by building smaller devices because they 
consume less energy. 
V. Raghunathan et al. describe in [16] some considerations about the architecture 
and protocols to be considered in order to make an energy-efficient design of a 
sensor node in a WSN. The paper shows an analysis of the energy consumption 
characteristics of a node, using multihop architectures. Moreover, they identify 
the key factors that can affect the life of the global system. They show the sensor 
energy consumption, the power-aware computing, the energy-aware software, the 
power management of wireless communication, the energy-aware packet 
forwarding and traffic distribution, among others. This work is important to know 
what the most important factors are, in order to take them into account when a 
system is developed.  
In paper [17], the authors discuss the required key technologies for low-energy 
distributed microsensors and present a power aware Application Programming 
Interface (API) to calibrate the energy efficiency of various parts of the 
application. They took care of the power aware computation/communication 
component technology, low-energy signaling and networking, system partitioning 
considering computation and communication trade-offs, and a power aware 
software infrastructure. This work also shows some analytical models of the 
device behavior and the results of applying different parameters, such as the 
number of sensors, type of protocol used to communicate the sensors, the system 
power consumption by controlling when they should enter a sleep mode and 
applying dynamic voltage scaling. These models will help us to develop our 
models.  
Reference [18] shows the relationship between the power usage and the number of 
neighbors in a WSN. They state that many of the topologies proposed for wired 
networks cannot be used for wireless networks because wireless networks depend 
on the physical neighborhood and the transmission power while in a wired 
network depends on the physical connections among nodes. A. Salhieh et al. 
analyze various 2D and 3D structures with different numbers of nodes. They 
measured the network performance for different network topologies and the 
node's power dissipation in order to determine what the best topology is for a 
WSN. But, they assume that they control the placement of these sensors and the 
sensor locations are fixed respect to each other. Moreover, the authors do not 
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consider the effects of communication with a base station. They conclude that the 
best power efficiency in 2D topologies is achieved with four neighbors, and 
although 3D topology is better, it may not be feasible for some applications. 
The energy consumption must not deteriorate the communications quality. We 
have found some works that attempt to improve the efficiency of the 
communications in WSNs, but trying to reduce energy consumption. Many of 
them are related with the development of protocols at the MAC layer. Here, we 
present some works. 
In [19], S. Jayashree et al. present a MAC protocol that takes into account the 
state of the battery and improves its efficiency. The main objectives of this 
protocol are to reduce energy consumption, to extend the battery life and to have 
higher performance. They present the BAMAC model battery that is based on 
Markov chain process. Each node contains a table with the information of the 
battery charge of each neighbor that is from a jump. The information in the table 
organizes battery charges in descending order. RTS, CTS, Data and ACK packets 
carry information of the remaining battery charge of the node that originated the 
packet. A node that listens one of these packets, collects and stores the 
information in its table. The simulation results, of this work, show that the battery 
life is prolonged in about 70% and reduces the nominal battery consumption for 
packet transmission by 21% compared with IEEE 802.11 MAC protocols DWOP. 
In [20], the authors present sensor-MAC (S-MAC), a new MAC protocol 
designed for WSN. First, the authors identify the main causes of energy 
consumption: (1) when a transmitted packet is corrupted and it has to be discarded 
because retransmissions increase the energy consumption, (2) the overhearing (a 
node picks up packets that are destined to other nodes), (3) the control packets due 
to the repetitive sending and receiving, and (4) being listening because 
measurements have shown that this functional mode consumes around 50–100% 
of the energy required for receiving. The main goal of this MAC protocol is to 
reduce the energy consumption by taking care of these main causes, while 
supporting good scalability and collision avoidance. The authors show that their 
protocol achieves a reduction of the 30% in the device consumption and the 
protocol has the ability to make trade-offs between energy. 
C. Ching and C. Schindelhauer, presented in [21] a proposal that takes into 
account the power consumption of both the motion and the radio communications 
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because they are the primary energy consumers. In order to achieve their goal, 
they used a scenario with a series of robots and several antennas that 
communicate among themselves. Each robot is assigned to different tasks 
(searching, exploring, sensing, foraging, etc.). The authors reduce the energy 
consumption in mobile receivers within a WSN considering a hybrid wireless 
network formed by two scenarios: a single autonomous mobile node 
communicating with multiple static relays through single hop, and secondly, a 
single mobile node communicating with a static base station via a mobile relay. 
The mobile node interacts with the relays within its vicinity by continuously 
transmitting high-bandwidth data. The authors introduce Radio-Energy-Aware 
(REA) path computation strategy and propose a novel energy-aware that finds the 
best paths. The energy consumption for both mobility and communications is 
minimized for mobile receivers and for the devices that keep communications in 
all mobile nodes. They compare their method REA with Motion-Energy-Aware 
(MEA) method. The simulation results show that their proposed strategy improves 
the energy efficiency of mobile nodes. 
The paper with reference [22], authored by Q. Gao et al., show the relationship 
between optimal radio range and traffic. The authors adjust the communication 
systems properties, according to some optimum strategies, in order to save the 
average power. They carry out different approaches and mathematical 
developments in order to adjust the maximum performance of a sensor node 
model. The formulae used are made taking into account factors such as: the 
network size, and the distance between nodes and between the nodes and the base 
station. The authors proved that a good design and node's positioning choice 
inside the WSN could lead to double the network lifetime because of the 
significant reduction of the energy consumption. 
In [23], the authors analyze the broadcast routing according to the energy cost. In 
this case, the energy cost is defined as the sum of each individual node energy 
cost that transmits broadcast messages. So, in order to solve this problem, the 
authors try to minimize the number of broadcast messages. They use three 
centralized heuristic methods to minimize it. According to their simulations, we 
can see that there are some algorithms better than others. But the main problem of 
these solutions is that all of them are based on centralized solutions and nowadays 
the architectures are evolving to decentralized solutions.  
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Tiago Camilo et al. present in [24] a new routing protocol specially designed to 
maximize the life time of the sensor nodes in WSNs. This protocol is based on 
Ant Colony Optimization (ACO) metaheuristic method. In this protocol, the 
communication with the next network node is selected according to a probability 
(which is function of the node energy and the number of nodes of the path). In 
order to check the truthfulness of their proposal, they present some simulations 
that compare their protocol with other ant-routing protocols. The main drawback 
of this type of protocols is the management of the ants (the backbone of routing 
protocol). 
In [25], the authors show that the cluster-based sensor networks have a better 
energetic behavior than regular sensor networks. They present a routing protocol 
for managing the sensor network with the main objective of extending the life of 
the sensors in a particular cluster. Their proposal uses a gateway node which acts 
as a cluster-based centralized network manager that sets routes for sensor data, 
monitors latency throughout the cluster, and arbitrates medium access among 
sensors. Finally they present some simulations that show the benefits of their 
algorithm. 
Another type of sensor lifetime extension mechanism is the one based on 
deployment strategies. In [26], the authors explore these strategies. They propose 
a general framework for the analysis of the network lifetime for several network 
deployment strategies, and the authors consider the extra costs associated with 
each deployment strategy to determine the best overall strategy for a given 
scenario. This is an important work because it shows several issues that influence 
the node's lifetime, and demonstrates and disagrees some intuitions. 
Finally, another work where the authors present an energy-efficient deployment 
algorithm based on Voronoi diagrams is [27]. Three different deployment 
methods are proposed by the authors. The first one is a deployment algorithm for 
mobile nodes where each node is equally important and a peer-based structure is 
obtained. The second one uses the clustering idea to increase the amount of local 
control. The third one uses the algorithm based on Voronoi diagrams to provide 
an estimation of the lifetime of each node in a distributed fashion. They simulate 
their algorithm and check its benefits, but the main problem of this research is that 
it is only based on one-hope architecture and nowadays almost all networks are 
multi-hop networks. 
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None of the previous works have used cooperative group-based sensor network 
strategies in order to save energy or improve the communications in the WSN. For 
this reason, we presented a main idea in [12]. In this paper, we show the analytical 
model and its simulations which describe the improvement of cooperative group-
based systems versus regular architectures. 
Differences between Regular WSNs, Group-based 
WSNs and Cooperative Group-based WSNs 
In this section we review the main differences between regular WSNs and 
cooperative group-based WSNs. 
Regular WSNs are networks where all nodes have the same function from the 
point of view of the network level. Each node measures a parameter, then, it is 
processed and, finally, the information is sent to its neighbors. Its neighbors will 
send the sensed information to their neighbors in order to reach the base station or 
the sink.  
Passive WSNs are those ones whose sensors sense the environment and send the 
information to a sink without taking any other action. In an active WSN, when an 
event occurs, it is notified to the sink and/or to the manage center (MC). Then, the 
MC sends the necessary information to all nodes (or to some selected nodes) of 
the network in order to take the appropriate action (send the information to other 
nodes, sense more variables, etc.).  
Currently passive WSN are not useful because in many environments an 
intelligent WSN is required. Sometimes, when an event occurs inside the WSN 
certain tasks should be carried out to perform a specific reply. For example, if we 
build a WSN to detect fire, the sensors should be able to sense different variables 
in order to verify the fire and even to monitor it (temperature, CO2, humidity, 
wind direction, etc.). In this case, sensors may collect these variables and, after 
some data processing, send the necessary information to a higher processing 
capacity node in order to activate the appropriate fire fighting mechanisms. 
Figure 1 shows the differences between passive and active WSNs. Red arrows 
indicate the messages from sensor nodes to the MC and the blue arrows indicate 
the communication from the MC to the sensor nodes in order to take the 
appropriate actions. Blue arrows only exist in active WSNs. 
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Figure 1. Passive WSN vs. Active WSN 
 
Cooperative group-based sensor networks do not work in the same way. First, 
they are group-based networks, so the network is logically divided into several 
small networks (groups). A group is defined as a small number of interdependent 
nodes with complementary operations that interact in order to share resources or 
computation time, or to acquire content or data and produce joint results. In a 
wireless group-based architecture, a group consists of a set of nodes that are close 
to each other (in terms of geographical location, coverage area or round trip time) 
and neighboring groups could be connected if a node of a group is close to a node 
of another group. In [12], we can see that the group-based WSNs provide many 
benefits. Moreover, cluster-based networks could be considered as a subset of the 
group-based networks, because every cluster could be a group [28][11]. But, a 
group-based network is capable of having any type of topology inside the group, 
not only clusters. Furthermore, in a group-based network, each group could use a 
different type of routing protocol. A cluster-based network is made of a CH, 
Gateways, and Cluster Members (CM). In a cluster, CH nodes fully control the 
cluster, while in group-based networks, no node controls the group.  
Cooperative group-based sensor networks imply cooperation between nodes from 
the same group and cooperation between nodes from different groups. Thus, the 
information may be shared only between the most appropriate nodes (from the 
same groups or from different groups). An event produced by a sensor will imply 
the exchange of information between different nodes in order to take a final 
decision and produce an action in the same place or in other location of the 
network. Moreover, in a cooperative WSN only those parameters that can affect 
Passive WSN Active WSN
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the final decision, i.e. the information coming from the neighboring groups of the 
group that generated the alert, are considered. Following the example of the WSN 
deployment for fire detection, when a sensor detects a fire, the alert message is 
sent to all nodes in its group, and, after processing the information, and taking into 
account other parameters such as wind direction, the alert is sent to the affected 
neighboring groups. Affected neighboring groups will perform the appropriate 
actions that other groups will not have to do. 
From the point of view of the network messages and energy consumed, in a 
regular WSN, when a node registers an alert, it transmits the alert to all its 
neighbors, these neighbors transmits the alert to their neighbors and so on, the 
alert is spread to the entire WSN without control. Moreover, a node could receive 
several times the alert message from different neighbors (see Figure 2a). This 
situation leads to excessive energy consumption. A collaborative group-based 
WSN is built based on defined areas or as a function of the nodes’ features. 
Moreover, each group is formed by nodes that interact to share resources or to 
acquire data to produce joint results [29]. In this case, when a sensor detects a new 
event, this sensor sends the information to all the members of the group and, 
depending on the case, the neighboring groups could share this information in 
order to reach all sensors of the WSN or just some groups. Only the closest 
sensors to the edge of the group will transmit the information to the sensors of 
other groups (see Figure 2b). This fact avoids raising considerably the global 
energy consumption of the WSN, which is very important to enlarge the lifetime 
of the WSN. 
 
Figure 2. Regular WSN vs. Cooperative group-based WSN. 
a) b)
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Although we are mainly talking about collaborative group-based WSN with fixed 
sensors, they could be mobile sensors. In our study we will consider group-based 
WSNs where mobile sensors move only inside the boundaries of the groups. 
Failures could happen in each group. In this case, the mobility will affect in the 
same manner as in a non-group-based WSN. 
In [11] we presented an example of cooperative group-based sensor network. The 
WSN formation is performed in the same manner of a group-based network but 
introducing cooperation issues. In addition, each group selects the best connection 
between sensor nodes taking into account the proximity and the nodes’ capacity 
[30]. In order to have an efficient group-based wireless sensor network, the groups 
have to communicate with their neighboring groups. When a node detects an 
event, it warns the alert, jointly with the parameters measured, to the nodes of its 
groups and, routing the information, to its neighboring groups (not to all groups) 
based on the location of each group or any other parameter. The location of the 
sensors could be entered manually or using GPS [31], and a position-based 
routing algorithm [32] could be used to send the message to the appropriate 
situation. Neighboring groups could reply to the group that firstly sent the alert if 
any of the parameters that caused the alert is changed, in order to take the 
appropriate actions. Cooperation with other groups could change the direction of 
the alert propagation and the level of the alert. 
Figure 3 a) shows a group-based topology example. In a group-based WSN, all 
groups will be aware of an event produced inside the Group 1. The network 
efficiency would be yet higher than in a regular topology [10]. But, in cooperative 
group-based networks this efficiency is greater, because the decision is taken 
based on the information shared and only the neighboring groups will be aware of 
it. The other groups could be in sleep mode. Sleep groups will be saving energy 
and they would not transmit unnecessary information. Figure 3 b) shows that the 
neighboring cooperative groups of group 1 are group 2 and 5. In this case they are 
the physical neighbors. An example is explained in more detailed in [29]. 
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Figure 3. Comparison of group-based WSN and cooperative group-based WSN. 
Energy Analysis 
This section analyzes the energy needed to transmit packets in a cooperative 
group-based WSNs architecture and we compare it with a regular WSN 
architecture. 
The notation used in our analysis is shown in table 1. ϕ11, ϕ12 and ϕ2 are constant 
radio parameters, typical values are ϕ11=50 nJ/bit, ϕ12= 50 nJ/bit, ϕ2 = 10 
pJ/bit/m2 (when n = 2) or 0.0013 pJ/bit/m4 (when n = 4). 
Table 1. Notation and definition. 
Parameter Definition Parameter Definition 
ϕ11 Power required to turn on the transmitter r Bit rate (bits per second) 
ϕ12 Power required to turn on the receiver R Average area radius of a WSN 
ϕ1 ϕ11 + ϕ12 Ri Average area radius of the 
groupi 
ϕ2 Power required to transmit s # of sensors in the WSN 
d Distance between 2 communicating 
sensors 
Si # of sensors in the groupi 
dopt Optimum distance between 2 sensors Jm # of cooperative groups 
n Path loss exponent (typical values: 2 or 4) J # of groups, m Є [1,J] 
 
We follow the model presented in [33]. The energy consumed by a sensor to 
transmit and receive a data packet between two nodes is given by (1).  
 
P = ϕ11 + ϕ12( )⋅ r + ϕ2 ⋅ (d n )⋅ r  (1)
 
Where d is the distance between both nodes.  
Group 1
Group 2
Group 3
Group 4
Group 5 event
a) Group-based WSN
Group 1
Group 2
Group 3
Group 4
Group 5 event
b) Cooperative Group-based WSN
Cooperative
groups
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Let be D the distance between the sending node of a group and the closest node 
from other group. Thus, P(D) ≥ P opt (D), being P opt (D)  the minimum power to 
transmit a data packet from the node to the other group. Popt (D)  is equal to (2) if 
and only if D is multiple integer of 
( )nopt nd 1·2
1
−= ϕ
ϕ , as we can see in [34]. 
P opt D( ) = ϕ1 ⋅ nn − 1 ⋅
D
d opt
− ϕ12
⎛ 
⎝ 
⎜ ⎜ 
⎞ 
⎠ 
⎟ ⎟ ⋅ r  (2)
P opt (D)  is the lower bound of energy consumption in the flat scheme without data 
aggregation, which indicates an ideal case where the per-hop distance for 
transmission is dopt meters. According to the energy model in [33] and the 
previous assumptions, the expected energy consumption per second of a group is 
given by (3). 
 
( ) ( ) rDr
n
RSP n
n
i
i ⋅⋅++⋅⎟⎟⎠
⎞
⎜⎜⎝
⎛
+
⋅⋅+⋅−= 21121 2
21 ϕϕϕϕ  (3)
We assume that there are J groups in the network and each regular node only 
needs to transmit its data packet to the central node or to the border node of its 
group. The average radius of each m group can regard it as mJR , and the 
expected energy consumption per second in all regular nodes will be given by (4). 
 
( ) r
J
R
n
JsP
n
mrn ⋅⎥⎥⎦
⎤
⎢⎢⎣
⎡ ⎟⎠
⎞⎜⎝
⎛⋅+⋅+−= 2
2· 211 ϕϕ  (4)
The energy consumption for all border nodes is given by (5). 
 
( ) r
J
RJrJsP
n
mmbor ⋅⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞⎜⎜⎝
⎛⋅+⋅+⋅⋅−= 21112 ϕϕϕ  (5)
 
In order to evaluate the energy consumed in a network without cooperative 
groups, we consider (4) and (5) for a single group (J=1), and only one sink node. 
Then, we obtain the equations (6) and (7) respectively. 
 
( ) rR
n
sP nrn ⋅⎥⎦
⎤⎢⎣
⎡ ⋅+⋅+⋅= 2
2
211 ϕϕ  (6) 
rnRsPbor ⋅⎥⎦
⎤⎢⎣
⎡ ⋅++⋅= 21112 ϕϕϕ  (7)
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The global energy consumption in both cases cooperative network and a network 
without cooperative groups is given by equation (8). 
borrnT PPP +=  (8)
Another important issue that we have noticed is the importance of the number of 
group nodes (high J) than the number of cooperative groups (Jm). If the number of 
cooperative groups is greater, the consumption will be lower, but this 
consumption decreases more quickly if we create more groups. 
Analytical comparison 
In order to observe the energy-saving improvements provided by a cooperative 
group-based WSN compared to regular WSN, we have taken into account 
equation 8 for both cases (regular WSN and cooperative group-based WSN). 
Following the typical values of the constants that appear at the beginning of this 
section (ϕ11=50 nJ/bit, ϕ12= 50 nJ/bit, ϕ2 = 10 pJ/bit/m2), we have used n=2 
because it is the most appropriate value for outdoor communications. 
Furthermore, we have chosen m=2, our network has 100 nodes (s=100) and the 
network radius equals to 200 meters (R=200). We have programed the above 
equations and varying analytically the number of groups and bitrate we obtain the 
Figure 4. Figure 4 shows the global energy consumption for different values of Jm. 
When Jm=1, we talk about just one group (the whole WSN), so we can see that the 
energy consumption is higher than in any other value of Jm (higher values of Jm 
imply more groups). By increasing Jm we see that consumption decreases, but 
each time the difference of the slope is lower. 
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Figure 4. Energy of the cooperative group-based WSN.  
Communication Analysis  
In a cooperative group-based WSN all nodes are alike from of the point of view of 
network level and may be mobile. There are not base stations, sinks or 
management nodes. For this reason, all nodes can make decisions of their 
connections according to an algorithm. In our case the algorithm is defined in 
[29]. Moreover, all communications between the sensor nodes are done by 
wireless links.  
As usual, we can model a WSN using the graph theory, where a WSN is defined 
as ( )ESG ,= , where S is the set of sensor nodes ( sS = ) and e = i, j( )∈ E  
represents a wireless link between the nodes i and j only if they are in their 
communication range. 
Any two nodes that are connected by an edge are neighbors to each other. Nodes 
in G can send (and receive) messages to (from) their neighbors. Every node Sv ∈  
has a unique identity ID(v). Each node initially knows its own identity and the 
identities of its neighbors in one jump inside G. 
The size of a group is the number of nodes belonging to it. According to the 
definition of our WSN, there are three types of nodes: central, intermediate and 
border nodes [10]. For example, the central node of the group k is defined as ( )kC . 
The number of border nodes in the group is B, where B is smaller than n. 
Other parameters that are used for defining communications in sensor networks is 
the distance between two nodes, d i, j( ), it is the Euclidean distance between the 
nodes i and j. As it is a group-based network, each group will be defined as ( )kG , 
in this case this is the group k.  
From the graph theory textbook [35] we will denote Γk i( ) the k-neighborhood of a 
node i, e.g., ( ) ( ){ }kjidSvik ≤<∈=Γ ,0  and we will denoteδk i( ) = Γk i( ) . 
Besides, we will denote e i /G( ) = maxv∈G(i) d i, j( )( ) the eccentricity of a node i 
inside its group. Thus the diameter of a group will be D G i( )( )= maxv∈G( i) e v /G( )( ). 
Once the definition of a group-based WSN has been done, we analyze the number 
of messages sent inside the network when an event occurs and this information 
has to be sent to other nodes. According to [36], in the worst situation, the number 
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of messages in a regular network when there is an alert is ( )sO , while in a 
cooperative group-based network the number of messages is O m +1( )B2( ), where 
m is the average number of cooperative groups in the network.  
If sB <<  we can affirm that the number of messages in a group-based network 
will be less than in regular networks, for this reason ( )( ) ( )sOBmO <<+ 21 . 
Analytical comparison 
In order to validate this analysis, we performed a simulation test. There were s 
nodes distributed in a square area of length l units. The nodes are randomly 
placed. The average density of nodes per unit length is 2/ ls . In this model, the 
nodes have a link with another node if and only if they are within a distance d 
units of each other. Consequently, a node will have an average of ( ) 1/ 22 −lsdπ  
neighbors. This leads to an edge probability of ( ) ( )1/1/ 22 −− slsdπ  which is the 
probability that two nodes chosen at random in the network are connected by a 
link. In particular, for a large value of s, the edge probability is approximately 
equal to πd2 /l2. 
Table 2 shows the average number of border nodes, the average number of 
groups, the likelihood of border nodes, the number of messages that will be in the 
case of l = 25 units of length and d = 1 unit and the percentage of improvement 
respect to a regular architecture (without groups). The observed data in this table 
have been obtained using the previous boot parameters and applying the formulas 
presented in this section. We have used a mathematical program where the 
formulas have been programed and then we have introduced the different starting 
values for obtaining these results (see Table 2). We have estimated all these 
parameters when B has 1, 2, 4, 8 and 16 nodes, with an average number of 
cooperative groups (m) ranging from 0 to 5 (we have selected 0, 1, 3 and 5), and 
when the number of nodes in the whole WSN has 100, 200 and 500. 
 
Table 2. Results of the communication analysis. 
 s 
Average 
number of 
border nodes 
Average 
number of 
groups 
Likelihood 
of border 
nodes 
Number of 
messages 
Percentage 
of 
improvement 
B=1, 250 0.256 - 0.0001028 250 - 
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m=0 500 1.512 - 0.00303 500 - 
1000 4.024 - 0.00403 1000 - 
B=2, 
m=1 
250 0.256 125 0.0001028 8 96.8 % 
500 1.512 250 0.00303 8 98.4 % 
1000 4.024 500 0.00403 8 99.2 % 
B=4, 
m=3 
250 0.256 62.5 0.0001028 64 74.4 % 
500 1.512 125 0.00303 64 87.2 % 
1000 4.024 250 0.00403 64 93.6 % 
B=8, 
m=3 
250 0.256 31.25 0.0001028 256 
No 
improvement 
500 1.512 62.5 0.00303 256 48.8 % 
1000 4.024 125 0.00403 256 74.4 % 
B=16, 
m=5 
250 0.256 15.625 0.0001028 1536 
No 
Improvement 
500 1.512 31.25 0.00303 1536 
No 
improvement 
1000 4.024 62.5 0.00403 1536 
No 
improvement 
 
According to the results shown in Table 2, when we have a cooperative group-
based WSN with B=4 and m=3 or B=8 and m=3, the average number of nodes is 
adequate, but when there are many border nodes the efficiency of the 
collaborative group-based WSN is low (in red in table 2, e.g. B=16 and m=5). 
This happens because when the groups are large, B ↑↑, so the WSN becomes a 
regular WSN and moreover the architecture needs more control messages to 
manage the collaborative group-based architecture. There is a tradeoff between 
the number of network nodes and the appropriate number of groups, so a group-
based network is better than the regular network. 
Figure 5 shows the maximum number of broadcasting messages needed when we 
have several sizes of groups and several average cooperative groups. In this case 
the number of nodes s was 1000 and l was 25 units. In this figure we can observe 
that increasing the group size (B) and the number of cooperative groups, it 
increases the number of messages in the WSN. The simulation shows that when a 
high number of messages is expected in the WSN, it is better a group-based WSN 
with a low B and with few cooperative groups. This happens with the 
broadcasting messages, but if we look the management messages, when we have 
small groups there are a lot control messages to create and manage the groups. For 
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this reason, there has to be a compromise between the group size, the number of 
cooperative groups and the number of broadcasting messages. Seeing the figure 5, 
the best solution could be a group size between 4 and 6 and an average number of 
cooperative groups between 3 and 5. 
 
Figure 5. Maximum number of broadcasting messages for different group size and varying the 
average number of cooperative groups. 
Cooperative group-based network test with mobility 
In order to evaluate the system proposed in this paper. We have simulated several 
scenarios using the OPNET Modeler network simulator [37]. In next simulations 
we are going to see the behavior of the cooperative group-based WSN according 
to the number of groups in network. The test scenario has 100 sensor nodes placed 
in 500x500 meters. We have increased the number of groups in each simulation. 
We have chosen DSR as routing protocol because in [14] we saw that this 
protocol has the worst behavior. We select the worst routing protocol because we 
want to show the positive aspects of our system, even using poor conditions. 
Instead of a standard structure we have chosen a random topology. The nodes can 
move randomly during the simulation. The physical topology does not follow any 
known pattern. The obtained data neither depend on the initial topology of the 
nodes nor on their movement pattern because all of it has been fortuitous. 
The sensor nodes have a 40MHz processor, 512KB RAM memory, a radio 
channel bandwidth of 1Mbps and their working frequency is 2.4GHz. Their 
maximum coverage radius is 50 meters. This is a conservative value because 
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usually the nodes in sensor networks have larger coverage radius, but we 
preferred to have lower transmitting power for the sensor devices in order to 
enlarge their lifetime. 
The traffic load used in the simulations is MANET traffic generated by OPNET. 
We inject this traffic 100 seconds after the beginning. The traffic follows a 
Poisson distribution (for the arrivals) with a mean time between arrivals of 30 
seconds. The packet size follows an exponential distribution with a mean value of 
1024 bits. The injected traffic has a random destination address, obtaining a 
simulation that does not depend on the traffic direction. In Figure 6 we see that the 
traffic injected into the simulation follows the same pattern for all scenarios. The 
average traffic is 100 Kbps (an adequate traffic for WSNs).  
 
Figure 6. Injected traffic comparison. 
 
Figure 7 and 8 show the total traffic in the WSN. In figure 7, the total traffic in the 
network is too high compared with the topology that uses collaborative groups. 
When the network does not have collaborative groups, the average total traffic is 
around 6500 Kbps, when we have 2 cooperative groups it decreases 95%. In 
figure 8, we only see the cooperative group-based topologies in order to show 
better the results. The total traffic decreases when the number of groups increases. 
As we can see in Figure 8, when we have 2 groups the average total traffic is 
around 310 Kbps, but when we have more groups (e.g. 6 groups), the total traffic 
decreases down to 140 Kbps. This demonstrates that collaborative group-based 
WSNs have lower traffic. 
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Figure 7. Total traffic comparison. 
 
Figure 8. Total traffic comparison of cooperative group-based WSNs. 
 
Figure 9 and 10 show the delay in the network. In Figure 9, we can see that the 
difference between cooperative group-based WSNs and a regular WSN is very 
high. In a regular WSN, the delay is around 120 seconds (which is too high for 
any application). This high value is obtained because the mobility of nodes. 
Constant mobility causes that the nodes need to compute their routing table 
constantly, and this process takes more time to arrive at the convergence state. 
This delay could change according to the used routing protocol. Anyway, its 
difference with cooperative group-based WSN is high.  
In Figure 10 we can see the delay when we apply cooperative groups in the WSN. 
In all cases the delay is lower than 0.05 seconds. There is a peak at around 100 
samples, because in this moment the simulation starts. Then, when the WSN 
converges the delay is lower and very constant. There is quite difference between 
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cooperative group-based WSN and regular WSN. When there are not 
collaborative groups, the nodes are not segmented, and, for this reason, we need 
more resources to manage the network. When the WSN is divided into 
cooperative groups, the management process is also divided, for this reason we 
need less resources. 
 
Figure 9. Delay comparison. 
 
Figure 10. Delay comparison of cooperative group-based WSNs. 
In Figure 11, we show the average number of hops needed to arrive to a 
destination when we are using groups and when we are not. As we can see, when 
we have a regular WSN, the average number of hops is around 6, so we need to 
cross 6 nodes to arrive to the destination. When we have collaborative groups in 
the network, the average number of hops is the half. We need 3 hops to arrive to 
the destination when we use collaborative group-based topologies. 
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Figure 11. Hops per route needed to arrive to the destination. 
 
In figure 12 and 13 we analyze the number of ACKs sent in regular and group-
based WSNs. In these cases we observe the same behavior as in previous figures. 
The regular architecture needs more ACKs (2400) than the cooperative group-
based architectures (see Figure 12). This is because regular WSNs need more 
messages to manage the architecture.  
In order to better see the total number of ACKs sent in cooperative group-based 
WSNs, we show figure 13. In this figure we can see that the number of ACKs sent 
follow the same pattern for all topologies independently of the number of groups, 
although each topology inserts more or less ACKs. When we have 2 groups, 
where each group manages 50 sensor nodes, the average total ACKs sent is 
around 400. This number drops to half when the number of groups is equal to 4. 
But, figure 13 shows that although we increase the number of groups, the total 
ACKs sent will not be less than a certain value. In this case, for a topology with 6 
or 12 groups, the total number of ACK sent approximately equals 75. 
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Figure 12. Total number of ACKs sent. 
 
Figure 13. Total number of ACKs sent in cooperative group-based WSNs. 
 
Figures 14 and 15 show the retransmission attempts for all cases aforementioned. 
In figure 14 we see that the regular WSN needs approximately 1.5 retransmission 
packets to guarantee the correct running of the system. But this retransmission is 
not needed when our system is based on collaborative groups, because the 
required management is done by cooperative group-based WSN. 
When we increase the number of groups we need less number of retransmissions. 
When we have two groups, the average number of retransmissions is less than 0.1 
packets, so it is negligible (see Figure 15). We can notice that when the number of 
groups is less than 4, the retransmission packets could be zero. Observing these 
simulations (Figure 14 and 15) we can affirm that when we use cooperative 
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groups in our WSNs, we needs less retransmissions, even they could be zero, 
depending of the system. 
 
Figure 14. Retransmission Attempts. 
 
Figure 15. Retransmission Attempts in cooperative group-based WSNs. 
 
Finally, in Figure 16, we present the load processed by a collaborative group. In 
this figure we only focus on the group-based WSNs, because, as we have seen in 
the previous figures, the regular WSN has worse performance. In this figure we 
see that when we have 2 groups in our network, the load is around 150 Kbps, this 
load decreases down to 60 Kbps when we have 4 groups, 25 Kbps for 6 groups, 
and less than 10 kbps for 12 groups. This happens because when we have more 
collaborative groups, the number of nodes managed per group is lower. When we 
have a lot of collaborative groups in the WSN, we need more control information 
to manage it correctly. For this reason, when we select the number of groups, we 
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should think several issues: to take into account the efficiency at network level, 
and take care of the management information needed to create and manage each 
collaborative group. 
 
Figure 16. Load processed by a group. 
Conclusion and Future Work 
In this paper we have analyzed cooperative group-based WSNs. In this type of 
WSNs when a sensor detects a new event, the alert is sent to its group and it is 
distributed to an appropriate neighboring groups based on the information shared 
between sensors. Cooperation between groups could be used to change the 
direction of the alert propagation and the level of the alert in order to take the 
appropriate actions. 
Using several analytical analyses we have proved that the cooperative group-
based WSNs save energy and improve the efficiency of the WSN 
communications. Moreover, we have seen that there are some WSN topologies 
that have better results than others. For this reason, our future work is based on 
this issue. We will analyze the best collaborative group-based WSN topology. 
Moreover, in future works we will study the energy issues related with mobile 
sensors and the communication procedures of joining and leaving the groups.    
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