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INTRODUCCIO´N
Muchas variedades importantes son constru´ıdas como cocientes por acciones de grupos en otras
variedades, y esto proporciona una manera u´til de entender los espacios que han sido constru´ıdos por
otros medios. Como ejemplo ba´sico, la botella de Klein se puede definir como el cociente de S1 × S1
por la accio´n de un grupo de orden 2, el cual se puede asumir como Z2. Tambie´n el espacio proyectivo
se puede definir como el cociente de la n-esfera por la accio´n del grupo Z2.
Pero la definicio´n conjuntista de accio´n no se queda all´ı solamente, cuando el grupo y el conjunto son
dotados de estructuras topolo´gicas, se puede inferir un poco sobre el comportamiento de la accio´n, y
se pueden formular ciertos interrogantes y dar cuenta de cuando el espacio cociente es un espacio
Hausdorff, o mejor au´n, bajo que condiciones el cociente de un espacio topolo´gico por un grupo
topolo´gico siempre es un espacio Hausdorff. Ma´s au´n, cuando estos espacios son dotados de una
estructura diferenciable (variedades diferenciables), se puede investigar que propiedades preserva y
bajo que condiciones lo hace la variedad cociente.
Una condicio´n necesaria y suficiente para que el cociente sea Hausdorff (condicio´n necesaria para
obtener una variedad) es que la accio´n sea propia, pero cuando se recurre a diferentes textos para
conocer la definicio´n de accio´n propia, se pueden encontrar pequen˜as diferencias, las cuales son tratadas
en este trabajo con detalle para llegar a las equivalencias entre ellas.
En este trabajo se busca brindar una herramienta para estudiar y comprender la literatura existente
sobre el tema para estudiantes y futuros investigadores, y adema´s mostrar desde distintos contextos
matema´ticos como obtener variedades a partir del cociente de la variedad por un grupo, algunas de las
consecuencias que se obtienen al hacer este tipo de identificaciones y conocer las diferentes definiciones
de accio´n propia y sus implicaciones.
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Cap´ıtulo 1
Accio´n de grupos, una resen˜a
histo´rica
Cuando se busca sobre el origen de la teor´ıa de grupos, se pone en evidencia (sin haberse definido
para la e´poca) la accio´n de un grupo sobre un conjunto. Se podr´ıa decir que el primer matema´tico que
estudio´ los problemas de teor´ıa de grupos fue Lagrange, al estudiar las permutaciones de las variables
en un polinomio, en su memoria de 1771,“Re´fle´xions sur la Re´solution Alge´brique des Equations”,
que trata sobre los me´todos para resolver por radicales las ecuaciones polino´micas de grado menor
que 4 que no valen para ecuaciones de grado mayor. Esto lleva a considerar funciones racionales de
las ra´ıces y su comportamiento bajo permutaciones de las ra´ıces. Cuando se toma el caso general
del polinonio de grado n, la idea de Lagrange es considerar funciones racionales de las ra´ıces y los
coeficientes. Si x1, x2. . . . , xn son las ra´ıces del polimonio de grado n, dos funciones racionales de estas
ra´ıces g(x1, . . . , xn) y h(x1, . . . , xn) se dice que son similares si todas las permutaciones de las ra´ıces que
dejan invariante a g tambie´n dejan invariante a h. En terminolog´ıa actual la pregunta de Lagrange se
puede formular de la siguiente manera: Sea σ ∈ Sn, donde Sn es el grupo de permutaciones, defina´nse
los polinomios
pσ(x1, . . . , xn) = p(xσ1, . . . , xσn);
dado el polinomio p, cua´ntos polinomios distintos pσ existen?. Obse´rvese que esta es la accio´n del
grupo de simetr´ıas sobre el conjunto de polinomios de n variables. Luego desde sus inicios, la teor´ıa
de grupos estaba relacionada con la accio´n de grupo sobre un conjunto. Aunque Lagrange no dio una
prueba para la no solucio´n por radicales de la qu´ıntica, sus ideas fueron fuente de inspiracio´n para
Evaristo Galois. La resolucio´n de ecuaciones fue el problema por el que Galois desarrollo´ la teor´ıa de
grupos. Galois demostro´ que no existe alguna solucio´n por radicales para polinomios de grado n ≥ 5.
Todo polinomio de grado n tiene asociado un subgrupo de Sn, al cual se le llama grupo de Galois
del polinomio. Luego se podr´ıa decir que histo´ricamente la primera accio´n de grupo estudiada fue la
accio´n del grupo de Galois en las ra´ıces de un polinomio.
Aunque la idea fundamental para el concepto de grupo abstracto fue sembrada en muchas ramas
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de matema´ticas como la geometr´ıa, la teor´ıa de nu´meros; pero fue en la teor´ıa de ecuaciones, en la
bu´squeda de soluciones radicales a ecuaciones algebraicas, donde los grupos abstractos evolucionaron
con las ideas de Lagrange, Abel y Galois.
Al observar que existen propiedades de los objetos que permanecen invariantes respecto a algunos
movimientos o transformaciones, la nocio´n ba´sica de grupo abstracto evoluciona a la teor´ıa del grupo
de transformaciones. Reconocer la importancia de describir un conjunto de transformaciones como
un grupo se origino´ en la teor´ıa de Galois. La nocio´n moderna de grupo se puede remontar a dicha
teor´ıa donde fue por vez primera introducido el concepto en su forma presente. Si se considera un
conjunto X dotado con alguna estructura matema´tica, el grupo de transformaciones, es el conjunto
de transformaciones que preservan esta estructura. En la teor´ıa de Galois, por ejemplo, el conjunto X
es tambie´n un campo 1 , y cada transformacio´n es un automorfismo 2 del campo. Como otro ejemplo,
X puede ser un espacio topolo´gico y cada transformacio´n una aplicacio´n continua. A partir de los
grupos de transformaciones no solo se estudian los elementos geome´tricos, sino tambie´n los algebraicos
o anal´ıticos.
El pa´rrafo anterior es un prea´mbulo para adentrarse a los trabajos de Sophus Lie y Felix Klein.
El primero de ellos quer´ıa conseguir para las ecuaciones diferenciales en derivadas parciales una
teor´ıa semejante a la que Galois hab´ıa conseguido para las ecuaciones algebraicas, es decir, relacionar
la teor´ıa de grupos con las ecuaciones diferenciales en derivadas parciales. Penso´ en obtener una
teor´ıa geome´trica a partir de encontrar invarianzas por ciertas transformaciones que caracterizaran
a estas ecuaciones. A una ecuacio´n diferencial en derivadas parciales le asocio´ una familia finita
de transformaciones, de esta manera Lie desarrollo su teor´ıa de grupos continuos finitos de
transformaciones, (llamadas as´ı por el mismo Lie), en los an˜os 1874-1893. Es de anotar que para
Lie, un grupo de transformaciones es una familia de aplicaciones
y = f(x, a)
donde x, la variable independiente, var´ıa sobre una regio´n en un espacio euclideano real o complejo,
para cada valor fijo a, la identidad y = f(x, a) describe una aplicacio´n invertible, la coleccio´n de
para´metros a tambie´n var´ıa en una regio´n de Rn o Cn, y f como funcio´n de ambos x y a, es anal´ıtica
real o compleja. Ma´s importante au´n, la familia es cerrada bajo la operacio´n composicio´n. Para dos
para´metros distintos a, b, la composicio´n de las correspondientes aplicaciones pertenece a la familia, es
decir
f(f(x, a), b) = f(x, c)
con c = φ(a, b) que depende anal´ıticamente de a y b, pero no de x. 3
Las familias que Lie hab´ıa encontrado son lo que actualmente se conocen con el nombre de grupos
de Lie (todos ellas de dimensio´n finita). De este modo, buscaba una clasificacio´n de las ecuaciones
1Un campo o cuerpo es un anillo de divisio´n conmutativo, es decir un anillo donde se cumple la conmutatividad con
la propiedad que todo elemento distinto del elemento neutro para la suma tiene rec´ıproco bajo el producto
2Un automorfismo es un isomorfismo del conjunto en s´ı mismo
3Estas relaciones definen la accio´n de grupos anal´ıtica. Y se define un grupo de transformaciones como una tripla
(G,X, φ), donde G es un grupo, X es un conjunto y φ es una accio´n del grupo sobre el conjunto.
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diferenciales en derivadas parciales a partir de los grupos continuos finitos de transformaciones.
Referente a Klein cabe resaltar la famosa e importante conferencia “A Comparative Review of Recent
Researches in Geometry”, que entrego´ en 1872 para su admisio´n a la facultad de la universidad de
Erlangen. Dicha conferencia ahora clamada como el programa de Erlangen, era la clasificacio´n de la
geometr´ıa como el estudio de las propiedades que son invariantes bajo un grupo de transformaciones
dado (otra forma de decirlo es el estudio de las propiedades que son invariantes bajo cierta accio´n de
grupo). De esta manera, Klein al usar los grupos, dio orden y definio´ lo que se entend´ıa por geometr´ıa.
Los grupos continuos finitos de transformaciones, introducidos por Sophus Lie, llamados actualmente
grupos de Lie pueden definirse como aquellos grupos que admiten un sistema de coordenadas locales
respecto del cual las operaciones de grupo multiplicacio´n e inversio´n son anal´ıticas, han abarcado ramas
diversas de las matema´ticas y la f´ısica, mucho ma´s de lo esperado por el mismo Lie. Esta teor´ıa ha
despertado grandes inquietudes, por ejemplo el quinto problema de Hilbert, de la lista de problemas
de Hilbert dada en el an˜o 1900 en el Segundo Congreso Internacional de Matema´ticas, celebrado en
Paris, titulada “Problemas Matema´ticos”. Hilbert presento´ una lista de problemas extra´ıdos de diversas
ramas de la matema´tica que, segu´n e´l, sus soluciones significar´ıan un gran avance para la ciencia. De
los problemas propuestos por Hilbert el quinto problema se relaciona con la clasificacio´n de los grupos
de Lie, y fue enunciado por e´l as´ı: 4 El concepto de Lie sobre grupo continuo de transformaciones sin
asumir la diferenciabilidad de las funciones que definen el grupo. 5
Si se toman literalmente los detalles te´cnicos que acompan˜an el enunciado de este problema, lo
preguntado por Hilbert es falso, (si se considera que faltaron 50 an˜os ma´s para que estuviera lista
la definicio´n de variedad, la cual es fundamental para la nocio´n actual de grupo de Lie),en [40] pg. 144
aparece una explicacio´n de esta aseveracio´n. En consecuencia, por consenso general, lo que la comunidad
matema´tica asumio´ como el quinto problema de Hilbert es en te´rminos simples: ¿Es cualquier grupo
localmente eucl´ıdeo un grupo de Lie?.
En los an˜os veinte del siglo XX se introduce el concepto general de grupo topolo´gico. El primer
resultado importante lo dio´ John von Neumann “Die Einf uhrung analytischer Parameter in
topologischen Gruppen, Ann.of Math.34(1933),170-190 ” para grupos compactos, los cuales ya en
este instante hab´ıan sido bastante estudiados. En el caso de grupos abelianos localmente compactos
fue solucionado en 1934 por Lev Pontryagin “Topological Groups, Princeton Univ. Press,1939 ” y la
resolucio´n final, al menos en esta interpretacio´n de lo que Hilbert quizo decir, aparecio´ en dos art´ıculos
publicados en el Annals of Mathematics de 1952, uno por Andrew Gleason “Groups without small
subgroups, Ann. of Math. 56 (1952), 193-212 ”, y otro por Deane Montgomery y Leo Zippin “Small
subgroups of finite-dimensional groups, Ann. of Math.56(1952), 213-241 ”.
Una versio´n un poco distinta y ma´s general del problema formulado por Hilbert, es enunciada de la
siguiente manera: “Suponga que G es un grupo topolo´gico localmente eucl´ıdeo y M es un espacio
4La versio´n en ingle´s es: “Lie’s concept of a continuous group of transformations without the assumption of the
differentiability of the functions defining the group”. Aunque el problema fue inicialmente planteado en Alema´n.
5La versio´n ma´s comu´n del quinto problema de Hilbert pregunta si cada grupo topolo´gico localmente eucl´ıdeo es un
grupo de Lie. Ma´s precisamente, si G es un grupo topolo´gico localmente eucl´ıdeo, existe una Cω-estructura en G tal que
las operaciones de grupo sean Cω
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topolo´gico localmente eucl´ıdeo, sea θ : G ×M → M una accio´n continua de G en M . ¿Es posible
entonces elegir las coordenadas en G y M de tal modo que la accio´n θ sea anal´ıtica real?. En otras
palabras ¿Es posible dar a las variedades topolo´gicas G y M estructuras anal´ıticas reales de manera
que θ sea anal´ıtica real?
En el caso especial cuando G = M y θ : G×G→ G es la multiplicacio´n en el grupo G la respuesta a
la pregunta de Hilbert es afirmativa y este es el caso descrito previamente.
La respuesta a la pregunta si la accio´n θ puede volverse anal´ıtica real, es en general no. R.H. Bing en
su articulo “A homeomorphism between the 3-sphere and the sum of two solid horned spheres, Ann.of
Math.56 (1952), 354-362 ” construyo´ un ejemplo de una accio´n continua de Z2 en R3 que no pod´ıa ser
diferenciable y por lo tanto ni siquiera anal´ıtica. En 1954 Montgomery y Zippin en el articulo “Examples
of transformation groups, Proc. Amer. Math. Soc.5(1954),460-465 ” ampliaron el ejemplo de Bing para
dar un ejemplo de una accio´n continua de S1 en R4 que no pod´ıa ser diferenciable. En efecto la respuesta
a la pregunta de Hilbert si se puede volver anal´ıtica real es no hasta en el caso cuando G es el grupo
trivial {e}, ya que existen variedades topolo´gicas que no pueden tener ninguna estructura diferenciable,
y por lo tanto ninguna estructura anal´ıtica real, M.A. Kervaire muestra esto en “A manifold which
does not admit any differentiable structure, Comment. Math. Helv. 34(1960),257-270”.
Para ampliar el desarrollo del problema de Hilbert, conside´rese lo siguiente: Se dice que una accio´n de
un grupo de Lie G, en un espacio localmente compacto X, es propia si el subconjunto GK = {g ∈ G :
gK ∩K 6= ∅} es un subconjunto compacto de G para cada subconjunto compacto K de X. Tambie´n
una accio´n de G en X es llamada de Cartan, si cada punto en X tiene una vecindad compacta tal que
GK sea compacto, como consecuencia cada accio´n propia es de Cartan, pero el rec´ıproco no siempre
se cumple. Adema´s, en el caso cuando G es un grupo discreto la nocio´n de una accio´n propia coincide
con la nocio´n cla´sica de una accio´n propiamente discontinua. En 1995 S. Illman en su art´ıculo “Every
proper smooth action of a Lie group is equivalent to a real analytic action: a contribution to Hilbert’s
fth problem , Ann. of Math. Stud. 138 (1995), 189-220 ”. En el cual se formula y demuestra el siguiente
teorema: “Sea G un grupo de Lie que actu´a en una variedad M por una accio´n suave C1 y Cartan.
Entonces existe una estructura anal´ıtica real en M , compatible con la estructura suave dada, tal que la
accio´n de G se vuelve anal´ıtica real.” Este resultado da una respuesta positiva a la pregunta general en
el quinto problema de Hilbert, se hace necesaria la hipo´tesis ya que existen acciones C∞ no de Cartan
de grupos de Lie que no pueden volverse anal´ıticas reales. Es de anotar que el Teorema en particular
se aplica en caso de acciones propias, y as´ı cuando G es un grupo discreto, en el caso de acciones
propiamente discontinuas. El caso cuando G es compacto (y as´ı cada accio´n de G es propia), fue
probado por T. Matumoto y M. Shiota en “Unique triangulation of the orbit space of a differentiable
transformation group and its applications in: Homotopy Theory and Related Topics, Adv. Stud. Pure
Math., vol. 9 , Kinokuniya, Tokyo, 1986, 41-55 ”. y por R.S. Palais en “C1 actions of compact Lie
groups on compact manifolds are C1-equivalent to C1 actions, Amer. J. Math. 92 (1970), 748-760 ”
aunque el me´todo de su prueba no puede ser aplicado al caso G no compacto.
El paso del estudio de grupos de Lie compactos al caso no compacto:
Si G es un grupo topolo´gico entonces por un G-espacio se quiere decir un espacio completamente
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regular X junto con una accio´n fija de G en X. Al considerar la restriccio´n de que los grupos de
Lie sean compactos entonces se desarrolla una teor´ıa importante de los G-espacios. Sin embargo, al
eliminar esta restriccio´n y se permite que G sea ma´s que un grupo de Lie compacto, los teoremas
sobre los G-espacios dejan de ser ciertos y disminuyen los resultados. Un resultado importante cuando
G es un grupo de Lie compacto obtenido por Gleason [35], Koszul [36], Montgomery y Yang [37] y
finalmente en plena generalidad plena por Mostow [38], es la existencia de una “rebanada”( “slice”)
6 por cada punto de un G-espacio. La teor´ıa de acciones propias de grupos de Lie fue introducida en
Palais (1961) [31], en su art´ıculo donde utiliza la definicio´n de accio´n propia para demostrar el teorema
del “slice” en el caso cuando el grupo es no compacto, y en este art´ıculo demostro´ que esta hipo´tesis
es suficiente para afirmar que las propiedades principales de grupos de Lie compactos las acciones se
satisfacen. Las cuales como se menciono previamente, fueron obtenidas con anterioridad por Gleason,
Koszul, Montgomery y Yang, y Mostow.
Se observa as´ı como las acciones propias surgen de la necesidad de extender resultados obtenidos para
espacios con acciones de grupos de Lie compactos. Cuando G es un grupo discreto la nocio´n de propia
coincide con la nocio´n cla´sica propiamente discontinua y esto posiblemente condujo a la escogencia
de su nombre. En te´rminos de Bourbaki [9], la denominacio´n de accio´n propia proviene de que la
aplicacio´n G × X → X × X que env´ıa el par (g, x) en (g · x, x) es propia en sentido geome´trico, es
decir, cerrada y tal que la preimagen de cada punto es compacta, esta denominacio´n es ma´s general
que la presentada por Palais en [31]. 7
El intere´s por la teor´ıa de acciones propias aumento´ desde la formulacio´n de la conjetura de
Baum-Connes, que como es reformulada en [2], establece lo siguiente:
Conjetura: Sea G un grupo topolo´gico localmente compacto, Hausdorff y segundo numerable, y sea
EG 8 el ejemplo universal para acciones propias de G, entonces los K-grupos algebraico-topolo´gicos
de la C∗-a´lgebra de G, denotados por Kj(C∗r (G))
9 , son isomorfos a los grupos de K-homolog´ıa
equivariante de Kasparov, denotados por KGj (EG), para j = 0, 1.
10
Pero no solo los trabajos de investigacio´n se limitan a la conjetura de Baum-Connes. La teor´ıa
de Grupos de Lie tuvo´ grandes avances en el siglo XX, entre estas las generalizaciones del caso
compacto al no compacto, de variedades Riemannianas a pseudo-Riemannianas, representaciones finitas
a representaciones infinitas, que junto con esto y nuevos me´todos de investigacio´n, se produndizo´ en
varias area´s de la matema´tica como ecuaciones diferenciales, ana´lisis funcional, geometr´ıa diferencial y
geometr´ıa algebra´ıca. Con esto se suma el desarrollo de la teor´ıa de grupos cuya accio´n es propiamente
discontinua (grupos discretos cuya accio´n es propia) en variedades pseudo-Riemannianas inicialmente
estudiado por Toshiyuki Kobayashi, a mediados de la de´cada de 1980. Ahora las ideas acerca de la
accio´n de este tipo de grupos en espacios homoge´neos no Riemannianos se han relacionado con muchas
6Para la definicio´n y formulacio´n del teorema de “slice”, se puede consultar el art´ıculo de R.S. Palais [31]
7En este trabajo, la nocio´n de aplicacio´n propia dada por Bourbaki [9], corresponde a la definicio´n de aplicacio´n
perfecta, (definicio´n 3.20).
8Un ejemplo universal para las acciones propias de G, denotado por EG, es un G-espacio con la siguiente propiedad:
Si X es cualquier G-espacio propio, entonces existe una u´nica G-aplicacio´n f : X → EG, salvo por G-homotop´ıa.
9C∗r (G) denota la C∗-a´lgebra reducida de G.
10Para las definiciones respectivas presentadas en esta conjetura se recomiendan leer [2] y [29]
6 Accio´n de grupos, una resen˜a histo´rica
a´reas de las matema´ticas, por ejemplo, no solo la teor´ıa de grupos Lie y la teor´ıa de grupo discretos, sino
tambie´n geometr´ıa diferencial, a´lgebra, teor´ıa ergo´dica, sistemas meca´nicos, teor´ıa de representacio´n
unitaria y otros.
Algunos de los art´ıculos de Kobayashi se centran acciones propias en un espacio homo´geneo de tipo
reductivo ([19],[20],[21]), donde logra dar una caracterizacio´n de las acciones propias para este tipo de
espacios.
Cap´ıtulo 2
La accio´n de un grupo sobre un
conjunto
Definicio´n 2.1. Sea X un conjunto y G un grupo. Una accio´n (por la izquierda) de G en X es una
funcio´n θ : G×X → X, (g, x) 7→ θ(g, x), tal que satisface las siguientes dos condiciones:
(i) θ(e, x) = x para todo x ∈ X, donde e es la identidad de G y
(ii) θ(g1, θ(g2, x)) = θ(g1g2, x) para todo x ∈ X y g1, g2 ∈ G.
Observacio´n. Cuando se escribe g1g2, se usa la notacio´n de producto para la operacio´n de grupo.
Adema´s como no importa la notacio´n (desde que no haya lugar a confusio´n) se puede escribir g · x
para θ(g, x), lo cual permite reescribir los axiomas de accio´n de grupo como:
(i) e · x = x para todo x ∈ X,
(ii) g1 · (g2 · x) = (g1g2) · x para todo x ∈ X y g1, g2 ∈ G.
Dada una accio´n θ : G × X → X, si se fija g ∈ G, se tiene la funcio´n θg : X → X definida por
θg(x) = θ(g, x) para todo x ∈ X, y as´ı se puede escribir los axiomas como:
(i) θe = IdX , la identidad sobre conjunto X, y
(ii) θg1 ◦ θg2 = θg1g2 para g1, g2 ∈ G.
Ana´logamente se puede definir accio´n por la derecha como sigue:
(i) θ(x, e) = x para todo x ∈ X, y
(ii) θ(θ(x, g1), g2) = θ(x, g1g2) para todo x ∈ X y g1, g2 ∈ G.
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Para cualquiera de los casos indistintamente se dice que G actu´a en X, y cuando es necesario se resalta
si es a derecha o a izquierda, donde esta u´ltima es la ma´s comu´n.
Las condiciones impuestas para una accio´n garantizan la compatibilidad de la accio´n del grupo G en
X con la operacio´n de grupo en G.
Se requiere adema´s que e ∈ G actu´e como la aplicacio´n identidad en X, mientras que dada la accio´n,
los elementos g y g−1 ∈ G actu´an en X mutuamente como aplicaciones inversas de X en s´ı mismo. En
particular es inmediato que la accio´n de cualquier g ∈ G en X es una aplicacio´n biyectiva, en efecto,
(θg)−1 = θg−1 , puesto que θg ◦ θg−1 = θe = IdX . Por lo tanto, se pueden considerar las nociones accio´n
a izquierda y derecha como sigue:
Sea End(X) el grupo de las biyecciones de X en s´ı mismo (esto es, el grupo de permutaciones), como
grupo bajo la composicio´n, con la aplicacio´n identidad de X como el neutro del grupo. Sea X un
conjunto y sea G un grupo que actu´a por la izquierda sobre X. Entonces existe un homomorfismo de
grupos, λ : G→ End(X), tal que para cualquier x ∈ X y g ∈ G, se tiene que λ(g)(x) = λg(x) = g · x.
Para cualquier g ∈ G se define λ(g) : X → X dada por λ(g)(x) = g · x, donde λ(g) es la funcio´n que
representa la accio´n de g. Ahora para cualquier x ∈ X, λ(g)(g−1 · x) = g · (g−1x) = e · x = x, entonces
λ(g) es sobre. Tambie´n, supo´ngase que λ(g)(x1) = λ(g)(x2), en otras palabras g ·x1 = g ·x2, al realizar
la accio´n por g−1 a ambos lados, se obtiene que x1 = x2, entonces λ(g) es inyectiva. Por lo tanto es
una biyeccio´n, es decir, λ(g) ∈ End(X) para cualquier g ∈ G. Entonces λ esta´ bien definida. Adema´s
para g, h ∈ G, λ(gh) = λ(g) ◦ λ(h) dice que (gh) · x = g · (h · x). Por abreviacio´n, se esbribe λg para
λ(g), entonces λe = IdX , y λg ◦ λh = λgh. Mientras que una accio´n a derecha de G sobre X es un
anti-homomorfismo de grupos, ρ : G→ End(X) definido por ρ(g)(x) = ρg(x) = x · g, ρ es en efecto un
anti-homomorfismo puesto que
ρ(gh)(x) = ρgh(x) = x · (gh) = (x · g) · h = ρh(ρg(x)) = ρ(h) ◦ ρ(g)(x)
para todo g, h ∈ G, x ∈ X.
Las nociones de accio´n a izquierda y derecha son equivalentes, es decir si φ : X × G → X, es una
accio´n a derecha, entonces θ(g, x) = φ(x, g−1) define una accio´n por izquierda, con x ∈ X y g ∈ G.
Las acciones a izquierda tienen la ventaja de que la ley de composicio´n es similar a la composicio´n de
funciones, como se ilustro´ en el pa´rrafo anterior. En este trabajo se considerara´n acciones izquierdas,
y a menos que se especifique lo contrario, siempre se entendera´ que los grupos actu´an a izquierda. Sin
embargo es de resaltar que en algunas ocasiones la accio´n aparece naturalmente como una accio´n a
derecha.
En seguida se muestran algunos ejemplos de acciones de grupos:
Ejemplo 2.2.
1. Conside´rese el grupo abeliano G = {Id, A} (G es isomorfo al grupo Z2 = {1,−1} bajo la operacio´n
multiplicacio´n), donde A es la aplicacio´n antipodal A : Rn → Rn, definida como A(x) = −x y
donde Id es la aplicacio´n identidad (figura 2.1). La operacio´n del grupo es la composicio´n de
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aplicaciones, y sea X = Sn = {x ∈ Rn+1 : ‖x‖ = 1} ⊂ Rn+1, con la norma eucl´ıdea. G actu´a
sobre X con la accio´n θ : G ×X → X, dada por θ(A, x) = A(x) y θ(Id, x) = x, que env´ıa cada
punto de la esfera a su ant´ıpodo (el u´nico punto donde la l´ınea Rx ⊂ Rn+1 se corta con la esfera)
y la aplicacio´n de e´l dos veces da la identidad (A◦A = Id). La aplicacio´n θ es una accio´n, puesto
que satisface las condiciones de la definicio´n 2.1. En efecto,
(i) θ(Id, x) = Id(x) = x, y las dema´s opciones:
(ii) θ(A, θ(Id, x)) = θ(A, x) = A(x) = A ◦ Id(x) = θ(A ◦ Id, x),
θ(Id, θ(A, x)) = θ(Id,−x) = Id(−x) = Id ◦A(x) = θ(Id ◦A, x),
θ(A, θ(A, x)) = θ(A,−x) = A(−x) = A ◦A(x) = θ(A ◦A, x),
θ(Id, θ(Id, x)) = θ(Id, x) = θ(Id ◦ Id, x).
x = Id(x)
A(x) = −x
Figura 2.1: Aplicacio´n antipodal A.
2. Sea V un R-espacio vectorial finito-dimensional, y sea L subespacio Z-lineal generado por una
base {e1, . . . , en} de V , esto es, L =
{∑
i
aiei : ai ∈ Z
}
. L es llamado un enrejado (lattice) en
V . Si se trabaja con las {ei}−coordenadas, se puede considerar que V = Rn y L = Zn.
Sea X = V y G = L, cada λ ∈ G actu´a en X por la traslacio´n
θ : G×X → X, θ(λ, v) = v + λ.
Se cumplen los axiomas de accio´n:
(i) Se tiene θ(0, v) = v + 0 = v es la identidad en X y
(ii) θ(λ1, θ(λ2, v), ) = v + (λ1 + λ2) = θ(λ1 + λ2, v), para todo λ1, λ2 ∈ G y v ∈ X.
3. Conside´rense las ra´ıces n-e´simas de la unidad ω0 = e0i, ω1 = ei/n, . . . , ωn−1 = e(n−1)i/n (figura
2.2). Sea G = Zn el grupo de los enteros mo´dulo n bajo la adicio´n y X = C. La aplicacio´n
θ : Zn ×C→ C dada por θ(k, z) = ωkz con 0 ≤ k < n, define una accio´n de Zn sobre C, la cual
rota en sentido horario a z sobre una circunferencia de radio |z| al nu´mero z un a´ngulo 2kpi/n
(figura 2.3).
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ω0 = 1
ω1
ω2
ω3
ω4
ω5
ω6
ω7
ω8
Figura 2.2: Ra´ıces novenas de la unidad.
ω0z = z = |z|eiφ
ω1z
ω3z
ω4z
ω5z
ω6z
ω7z
ω8z
θ(ω2, z) = ω2z
= |z|ei(4pi/9+φ)
|z|
Figura 2.3: Accio´n θ aplicada a z ∈ C.
En efecto es una accio´n, porque
(i) Se cumple que el neutro 0 ∈ Zn actu´a como la identidad, θ(0, z) = ω0z = z y,
(ii) Si se rota por
2pik1
n
, y despue´s por
2pik2
n
, es la misma rotacio´n hecha directamente por
2pi(k1 + k2)
n
.
En teor´ıa de grupos las acciones aparecen como simples aplicaciones del grupo en s´ı mismo, hecho que
tiene importancia dentro de esta teor´ıa. A continuacio´n se ilustrara´n algunas de ellas:
Ejemplo 2.3.
1. Un grupo G actu´a sobre s´ı mismo por traslacio´n a izquierda, es decir θ : G × G → G, para
θ(g, x) = gx
2. Similarmente un grupo G actu´a sobre s´ı mismo por una traslacio´n a derecha θ : G × G → G,
para θ(g, x) = xg−1
3. Si N es un subgrupo normal de G, la operacio´n conjugacio´n es una accio´n de G sobre N , dada
por θ : G×N → N , para θ(g, x) = gxg−1
Las acciones consideradas en el ejemplo anterior conducen a demostraciones sencillas de algunos
teoremas importantes en teor´ıa de grupos, como por ejemplo el teorema de Cayley o los teoremas de
Sylow. Para ver ma´s aplicaciones de las acciones es conveniente considerar las siguientes definiciones:
Definicio´n 2.4. Dada una accio´n θ : G×X → X para cada elemento x ∈ X, se define su estabilizador
como el conjunto
Gx = {g ∈ G : g · x = x}.
Al estabilizador tambie´n se le llama grupo de isotrop´ıa y se suele denotar tambie´n por StabG(x).
Proposicio´n 2.5. Para cada x ∈ X, Gx es un subgrupo de G.
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Demostracio´n. El elemento neutro esta´ en Gx porque e · x = x, si g ∈ Gx entonces g · x = x al aplicar
la accio´n de g−1 en esta igualdad se obtiene x = g−1 ·x por lo que g−1 ∈ Gx, y finalmente si g, h ∈ Gx
entonces (gh) · x = g · (h · x) = g · x = x por lo que gh ∈ Gx por lo tanto es subgrupo de G para todo
x ∈ X.
En general, Gx no es un subgrupo normal de G. Se observa tambie´n que:
Proposicio´n 2.6. Los estabilizadores de x y g · x son conjugados entre s´ı, es decir:
Gg·x = gGxg−1,
para todo g ∈ G y todo x ∈ X.
Demostracio´n. Se sigue de la siguiente cadena de igualdades
Gg·x = {h ∈ G : h · (g · x) = g · x}
= {h ∈ G : (g−1hg) · x = x}
= {h ∈ G : k · x = x, k = g−1hg}
= {gkg−1 ∈ G : k · x = x}
= gGxg−1
Entonces, los estabilizadores de x y g · x son conjugados cada uno del otro.
Algunos estabilizadores desempen˜an un papel importante en la teor´ıa de grupos finitos, aunque son
mejor conocidos por otros nombres:
Ejemplo 2.7.
1. Dado x ∈ G el estabilizador de la accio´n dada por conjugacio´n es el conjunto Gx = {g ∈ G :
gxg−1 = x}, llamado centralizador de x en G y se denota por CG(x).
2. De manera similar, dado un subconjunto H de G, el estabilizador de la accio´n dada por
conjugacio´n es GH = {g ∈ G : gHg−1 = H}, es el normalizador de H en G denotado por
NG(H).
Se dara´n a continuacio´n la definicio´n de accio´n efectiva y accio´n libre, y se explicara´ la diferencia entre
ellas.
Definicio´n 2.8. Sea G un grupo, una accio´n efectiva es una accio´n de G en un conjunto X tal que la
interseccio´n de todos los estabilizadores es el elemento neutro del grupo. En otras palabras, la accio´n
es efectiva si y solo si para cualquier x ∈ X, si g · x = x, entonces g = e. Es decir, ningu´n elemento
distinto al neutro estabiliza a todos los puntos de X.
Definicio´n 2.9. Una accio´n libre es una accio´n tal que el estabilizador de cada punto es trivial (el
elemento neutro del grupo). Si se fija x, Gx = {e}. Esto es, la accio´n es libre de puntos fijos, puesto
que g · x 6= x, para todo g ∈ G− {e}.
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Observacio´n. Existe gran diferencia entre accio´n libre y efectiva. Sea G un grupo que actu´a sobre un
conjunto X:
Si θ(g, x) = x para cierto x ∈ X implica g = e, la accio´n es libre; esto quiere decir que el elemento
neutro es el u´nico elemento de G para el cual la aplicacio´n θg tiene puntos fijos.
Si θ(g, x) = x para todo x ∈ X implica g = e, la accio´n es efectiva; esto quiere decir que el neutro
define la accio´n trivial θ(g, x) = x para todo x ∈ X.
Es inmediato que si la accio´n es libre implica que la accio´n efectiva, pero no al contrario. Como ejemplo
conside´rese la accio´n de G = Z2 = {−1, 1} con la multiplicacio´n sobre X = R por multiplicacio´n, esta
accio´n es efectiva pero no libre. En caso de tomar X = R− {0}, la accio´n es efectiva y libre.
El siguiente ejemplo da otra ilustracio´n para las acciones libres y efectivas.
Ejemplo 2.10. Conside´rese el ejemplo 2.2.3, X = C − {0}, G = Zn, entonces para cada z ∈ C, se
tiene que el u´nico elemento de Zn que deja fijo a z es la identidad de Zn, luego esta accio´n es libre.
Se puede ver que esto no ocurre si se elige a X = C, puesto que como 0 ∈ C, se tiene que todos
los elementos de Zn estabilizan el origen, esto es, para todo g ∈ Zn, g · 0 = 0 (El origen rota sobre
s´ı mismo). Para este ejemplo la accio´n es siempre efectiva.
Definicio´n 2.11. Sea G un grupo, dada una accio´n en X, θ : G ×X → X, se define la G-o´rbita de
x ∈ X como el conjunto
G · x = {y ∈ X : g · x = y, para todo g ∈ G}.
(Tambie´n es usual denotar G · x por OrbG(x)).
Para un subconjunto S ⊂ X y un elemento g ∈ G, la g-traslacio´n gS es el conjunto de puntos x ∈ X
de la forma x = g · s para un cierto s ∈ S y g ∈ G (no necesariamente u´nico). El conjunto de las
G-o´rbitas se denotara´ por X/G.
Definicio´n 2.12. Una accio´n θ : G × X → X es transitiva si para x, y ∈ X existe g ∈ G tal que
y = g · x, en otras palabras las acciones transitivas son aquellas que inducen una sola o´rbita en X.
Obse´rvese que en particular cualquier accio´n es transitiva en cada una de sus o´rbitas.
Lema 2.13. Sea G un grupo que actu´a transitivamente sobre un conjunto X. Entonces para todo
x, y ∈ X, se tiene que Gx es isomorfo a Gy.
Demostracio´n. Sea x 6= y , entonces existe g ∈ G tal que g · x = y. Se define φ : Gx → Gy, dada por
φ(k) = g−1kg, φ es el isomorfismo buscado. La verificacio´n de aca´ en adelante es fa´cil, en efecto:
Sean a, b ∈ Gy, as´ı φ(a) = φ(b) implica g−1ag = g−1bg de lo cual a = b, es decir φ es inyectiva,
la sobreyectividad se sigue del hecho que la accio´n es transitiva. Y finalmente preserva la operacio´n
puesto que φ(ab) = g−1abg = (g−1ag)(g−1bg) = φ(a)φ(b).
Luego en el caso en que un grupo actu´a transitivamente sobre un conjunto, se puede hablar del grupo
de isotrop´ıa como el grupo de isotrop´ıa de cualquier punto del conjunto.
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Con el concepto de o´rbita de un elemento, se puede hablar del conjunto cociente X/G, cuyos elementos
son las o´rbitas de la accio´n. Adema´s, el concepto de o´rbita establece una relacio´n entre los elementos
de un conjunto X, se dira´ que x ∼ y si y ∈ G · x. Los puntos x, y ∈ X esta´n en la misma G-o´rbita si y
solo si y = g · x para algu´n g ∈ G. En efecto, supo´ngase que x e y esta´n en la misma G-orbita de un
punto z ∈ X, entonces x = g0 · z y y = g1 · z, para cualesquier g0, g1 ∈ G. Al tomar g = g1g−10 , se tiene
que
g · x = g1 · (g−10 · x) = g1 · z = y
De esto u´ltimo se tiene que, si dos o´rbitas se intersecan entonces deben coincidir. Adema´s esto muestra
(es fa´cil de verificar) que se trata de una relacio´n de equivalencia en X y por lo tanto induce una
particio´n en X cuyas clases de equivalencia son precisamente las G-o´rbitas de la accio´n dada, con esto
se quiere decir que X/G = X/ ∼.
Al construir X/G se divide X por G en el sentido que se identifican dos puntos de X si y solo si,
difieren por los homomorfismos x 7→ g · x. La aplicacio´n pi : X → X/G que env´ıa x ∈ X a su G-o´rbita
es llamada la aplicacio´n cociente.
Ejemplo 2.14.
1. En el ejemplo 2.2.1, las o´rbitas son los pares de puntos antipodales, para cada x ∈ X, se tiene
que G · x = {x,−x} y Gx = {Id}. Tambie´n se tiene que la accio´n es efectiva, libre, pero no
transitiva.
2. En el ejemplo 2.2.2 si v =
∑
viei con {ei} una base para V , la o´rbita de v es el enrejado
trasladado L · v = v + L = {∑(vi + ai)ei : ai ∈ Z}, as´ı que en particular la o´rbita del origen
es L. Como caso particular, si V = R y L = Z, entonces para visualizar una Z-o´rbita, se debe
pensar en una de ellas como el conjunto de nu´meros reales con una parte fraccionaria fija. El
estabilizador de v ∈ V , Lv = {
∑
0ei} solo contiene al elemento neutro. La accio´n es efectiva y
libre pero no es transitiva.
3. Para el ejemplo 2.2.3, la o´rbita de un punto distinto a cero z ∈ C consiste en espacios de n puntos
igualmente distanciados sobre la circunferencia de radio |z| centrado en el origen, mientras que
la o´rbita del origen es un conjunto de un solo punto, el mismo origen. La accio´n es efectiva pero
no libre, tampoco es transitiva.
4. El grupo SO(2) de rotaciones en el plano (conjunto de matrices ortogonales de taman˜o 2 × 2
con determinante de valor 1) actu´a en la esfera S2 como las rotaciones de a´ngulos de longitud1.
Las o´rbitas son c´ırculos de latitud y el espacio cociente SO(2)/S2 por esta accio´n es isomorfo al
intervalo cerrado [−1, 1]. Esta accio´n no es transitiva puesto que no induce una sola o´rbita, no
es libre, por ejemplo el polo norte es estabilizado por todos los elementos de SO(2), pero si es
efectiva por que la identidad de SO(2) es el u´nico elemento que deja fijos a todos los elementos
x ∈ S2.
1El grupo SO(2) es isomorfo al circulo S1, el isomorfismo env´ıa el nu´mero complejo eiθ a la matriz ortogonal(
cos(θ) − sen(θ)
sen(θ) cos(θ)
)
. Luego esta´ accio´n se puede ver como la accio´n de S1 sobre S2
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5. Sea G = R y X = R, G actu´a sobre X mediante la traslacio´n t ·x = x+ t. En este caso G ·x = R,
es decir existe una sola o´rbita, por lo tanto la accio´n es transitiva, tambie´n es libre y por lo tanto
efectiva.
Para tener una visualizacio´n del conjunto cociente no´tese que X/G convierte cada una de las G-o´rbitas
en un punto. Aunque es una buena forma de pensar, no siempre esto puede llevar a una visualizacio´n
correcta, por ejemplo conside´rese la accio´n del grupo Z sobre R por traslaciones aditivas (ejemplo
2.14.2), el cociente R/Z puede verse desde el punto de vista de la teor´ıa de conjuntos como [0, 1), puesto
que cada nu´mero real difiere por un nu´mero entero de un u´nico nu´mero en [0, 1) (la parte fraccionaria
del nu´mero), pero desde la teor´ıa de conjuntos, se podr´ıa tambie´n utilizar [0, 1/2) ∪ [3/2, 2) en vez de
[0, 1), sin embargo, en te´rminos topolo´gicos, ambos no proporcionan una descripcio´n acertada para el
cociente, a continuacio´n se vera´ una descripcio´n adecuada para esta accio´n de Z sobre R, y de aqu´ı sin
ma´s se aceptara´ este isomorfismo como el cociente.
Ejemplo 2.15. Conside´rese otra vez la accio´n de traslacio´n en R por Z. El cociente R/Z se identifica
con el c´ırculo unitario S1 ⊂ R2. En efecto, por simple trigonometr´ıa se define la funcio´n
t 7→ (cos(2pit), sen(2pit)) = e2piit, ∀t ∈ R
(Por simplicidad, la u´ltima igualdad ve a la circunferencia como el conjunto de nu´meros complejos de
mo´dulo uno) y un punto de la imagen depende u´nicamente de la Z-o´rbita de t (es decir, t1, t2 ∈ R
tienen la misma imagen en el plano si y solamente si esta´n en la misma Z-o´rbita). Por lo tanto, se
consigue una biyeccio´n bien definida de R/Z sobre S1. Esto ma´s que un simple isomorfismo entre
conjuntos es un homeomorfismo entre espacio topolo´gicos (proporciona una descripcio´n topolo´gica ma´s
acertada para R/Z ).
En algunos ejemplos se observa como la accio´n θ es realizada por un subgrupo H sobre un grupo G.
Para el caso general, se puede citar un ejemplo:
Ejemplo 2.16. Sea G un grupo topolo´gico y H un subgrupo de G. La multiplicacio´n de H en G por
traslaciones derechas (el conjunto de clases por traslaciones derechas es G/H = {gH : g ∈ G}) hacen
de G un H-espacio.
Este ejemplo desempen˜a un papel importante cuando los grupos son grupos de Lie, y se toma a
X = G/H = {gH : g ∈ G}, el conjunto de clases laterales derechas de G mo´dulo H.
Ejemplo 2.17. El grupo G actu´a en G/H por la traslacio´n a izquierda: G×G/H → G/H, (g1, g2H) =
(g1g2)H, donde g1, g2 ∈ G. Esta accio´n es transitiva y adema´s el estabilizador de gH es gHg−1.
2.1. Aplicaciones G-equivariantes
Definicio´n 2.18. Sean X e Y dos conjuntos dotados de acciones por izquierda por G. Una aplicacio´n
f : X → Y es G-equivariante (o f es una G-aplicacio´n) si f(g ·x) = g · f(x) para todo x ∈ X y g ∈ G.
Ana´logamente es G-equivariante por derecha si se tiene que f(x · g) = f(x) · g, para todo g ∈ G.
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Equivalentemente, si θ y φ son dos acciones dadas de X e Y por G, respectivamente, f es G-equivariante
si el siguiente diagrama conmuta para cada g ∈ G
X Y
X Y
-f
?
θg
?
φg
-f
Una forma de expresar esta condicio´n es decir que f entrelaza las dos G-acciones.
Ejemplo 2.19. Sea G = Z2 = {−1, 1} y X = Z2 × R, G actu´a sobre X mediante la accio´n
g · (h, x) = (gh, x)
para todo g ∈ G y todo (h, x) ∈ X. Sea Y = R2, y G actu´a sobre Y mediante
g · (x, y) = (x,−y)
para el elemento no neutro de G y para todo (x, y) ∈ R2. Las funciones p, q : X → Y definidas por
p(1, x) = (x, 1) y p(−1, x) = (x,−1), y q(1, x) = (x, x) y q(−1, x) = (x,−x), para todo x ∈ R, se puede
afirmar que son G-equivariantes, en efecto, para el elemento neutro es inmediato que p(e · (h, x)) =
p(h, x) = e · p(h, x), de manera similar q, solo falta probar para el elemento no trivial del grupo, de lo
cual se tiene que:
p(−1 · (1, x)) = p(−1, x) = (x,−1) = −1 · (x, 1) = −1 · p(1, x) y
p(−1 · (−1, x)) = p(1, x) = (x, 1) = −1 · (x,−1) = −1 · p(−1, x)
y para q,
q(−1 · (1, x)) = q(−1, x) = (x,−x) = −1 · (x, x) = −1 · q(1, x) y
q(−1 · (−1, x)) = q(1, x) = (x, x) = −1 · (x,−x) = −1 · q(−1, x).
Adicional se tiene que cualquier aplicacio´n G-equivariante f : X → Y debe llevar la G-o´rbita de
x ∈ X en la G-o´rbita de f(x) ∈ Y , luego existe una aplicacio´n f : X/G → Y/G bien definida que
env´ıa la o´rbita de x a la o´rbita de f(x). Las aplicaciones f y f son compatibles con las proyecciones
piX : X → X/G y piY : Y → Y/G en el sentido que f ◦ piX = piY ◦ f . Se dice que f es la aplicacio´n
inducida por f .
X Y
X/G Y/G
-f
?
piX
?
piY
-f
Ejemplo 2.20. Sea X = R y G = Z, G actu´a en X por traslacio´n aditiva. La aplicacio´n f : X → X
dada por f(x) = x+ c para cierto c ∈ R es G-equivariante puesto que f(n ·x) = f(x+n) = x+ c+n =
n · f(x) para todo x ∈ R y n ∈ Z, y adema´s se tiene la aplicacio´n inducida f : S1 → S1 que es la
rotacio´n por un a´ngulo 2pic, esto es f ◦ pi(x) = pi ◦ f(x) = ei(x+c).
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Lema 2.21. Supo´ngase que un grupo G actu´a en dos conjuntos X,Y y sea f : X → Y una aplicacio´n
G-equivariante, que es una biyeccio´n, entonces f−1 : Y → X es G-equivariante.
Demostracio´n. Sean g ∈ G, y ∈ Y . Entonces se tiene que
f(f−1(g · y)) = g · y
y tambie´n que
f(g · f−1(y)) = g · f(f−1(y)) = g · y,
puesto que f es G-equivariante. Adema´s por la inyectividad de f se cumple que
f−1(g · y) = g · f−1(y).
Lema 2.22. Supo´ngase que un grupo G actu´a en dos conjuntos X,Y y sea f : X → Y una aplicacio´n
G-equivariante, y sea x ∈ X. Entonces
Gx ⊂ Gf(x).
Demostracio´n. Supo´ngase que h ∈ Gx. Entonces
h · f(x) = f(h · x) = f(x),
lo que muestra que h ∈ Gf(x).
Lema 2.23. Supo´ngase que un grupo G actu´a en dos conjuntos X,Y y sea f : X → Y una aplicacio´n
G-equivariante, que es un isomorfismo. Entonces
Gx = Gf(x).
Demostracio´n. Si x ∈ X, entonces Gx ⊂ Gf(x) por lema 2.22. Por lema 2.21 f−1 : Y → X es tambie´n
G-equivariante, y nuevamente por lema 2.22 Gf(x) ⊂ Gf−1((f(x)) = Gx. As´ı Gx = Gf(x).
Cap´ıtulo 3
La accio´n de un grupo topolo´gico
sobre un espacio topolo´gico
Ma´s que las acciones de un grupo G sobre cualquier conjunto X, interesa que estas acciones obren bien
con la topolog´ıa del conjunto X. Inicialmente, tanto el grupo G como el conjunto X son dotados de
una estructura topolo´gica, luego detalladamente se ilustra como por medio de la aplicacio´n cociente, se
usa una accio´n de grupo para obtener nuevos espacios topolo´gicos, si se considera en algunas ocasiones
el caso ma´s simple, esto es, al dotar al grupo con la topolog´ıa discreta (cada punto es un conjunto
abierto). Esto u´ltimo se hace debido a que mientras los espacios discretos no son muy interesantes
desde el punto de vista topolo´gico, se busca construir fa´cilmente espacios con mejores propiedades a
partir de estos, es decir, se deja que toda la estructura geome´trica a estudiar este´ en X.
Para comenzar se dara´n algunas definiciones y ejemplos:
3.1. Grupos topolo´gicos y acciones continuas
Definicio´n 3.1. Un grupo topolo´gico es un grupo G dotado con una topolog´ıa tal que las aplicaciones
producto e inversio´n de la operacio´n de grupo de G, µ : G×G→ G y ι : G→ G dadas por
µ(g1, g2) = g1g2, ι(g) = g−1
son continuas, es decir, es un grupo que adema´s es un espacio topolo´gico.
Adema´s se dira´ que un grupo discreto es un grupo topolo´gico que tiene la topolog´ıa discreta. (Todo
grupo puede ser convertido en un grupo topolo´gico si es dotado con la topolog´ıa discreta).
Ejemplo 3.2. Cada uno de los siguientes grupos es un grupo topolo´gico.
1. La recta real R con la estructura de grupo aditivo y la topolog´ıa eucl´ıdea.
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2. El conjunto R∗ = R−{0} de nu´meros reales diferentes al cero con la multiplicacio´n, y la topolog´ıa
relativa de R.
3. El conjunto C∗ = C−{0} de nu´meros complejos diferentes al cero bajo la multiplicacio´n compleja,
con la topolog´ıa relativa de C.
4. El grupo lineal general GL(n,R), que es el conjunto de matrices reales invertibles de n × n con
la multiplicacio´n de matrices, con la topolog´ıa relativa heredada de Rn2 .
5. Cualquier grupo dotado con la topolog´ıa discreta.
Lema 3.3. Cualquier subgrupo de un grupo topolo´gico es un grupo topolo´gico con la topolog´ıa relativa.
Cualquier producto de grupos topolo´gicos es un grupo topolo´gico con la estructura de grupo de producto
directo y la topolog´ıa producto.
Demostracio´n. Sea H un subgrupo de un grupo topolo´gico G, la restriccio´n de la multiplicacio´n y la
inversio´n a H, es continua, y H es subespacio topolo´gico con la topolog´ıa relativa, luego es un subgrupo
topolo´gico de G.
Ahora sea {Gi : i ∈ I} una familia de grupos topolo´gicos, sea G =
∏
i
Gi con las operaciones
multiplicacio´n µ =
∏
i
µi, e inversio´n ι =
∏
i
ιi, donde µi e ιi son la multiplicacio´n e inversio´n de Gi para
cada i, respectivamente. Sea tambie´n pii :
∏
i
Gi → Gi, la proyeccio´n continua sobre el i-e´simo factor.
Las operaciones multiplicacio´n e inversio´n son continuas puesto que satisfacen que pii ◦µ = µi(pii×pii)
y pii ◦ ι = ιi(pii), para cada i.
Ejemplo 3.4. En vista del lema anterior, cada uno de los siguientes grupos es un grupo topolo´gico:
1. El grupo ortogonal O(n), que es el subgrupo de GL(n,R) que consiste en las matrices A tales que
AAt es la identidad.
2. El c´ırculo S1 ⊂ C∗ bajo la multiplicacio´n compleja, con la topolog´ıa relativa.
3. El espacio Euclidiano Rn como un grupo bajo la adicio´n de vectores.
4. El n-toro Tn = S1 × · · · × S1 con la estructura de grupo del producto directo.
Definicio´n 3.5. Si G es un grupo topolo´gico, se dice que una accio´n de G en un espacio X es continua
si la aplicacio´n θ : G×X → X es continua.
Observacio´n. Esto significa, en particular que para cada g ∈ G la accio´n θg : X → X definida por
θg(x) = g ·x es una aplicacio´n continua de X en s´ı mismo, esto u´ltimo puesto que θg es la restriccio´n de
la accio´n al subespacio {g}×X. Adema´s cada aplicacio´n es un homeomorfismo, porque la definicio´n de
la accio´n de un grupo garantiza que la aplicacio´n dada por θg−1 que es la inversa, tambie´n es continua.
Adema´s cuando G es un grupo discreto, la aplicacio´n G × X → X es continua cuando se usa la
topolog´ıa producto en G × X. En otras palabras, cuando G esta´ dotado de la topolog´ıa discreta, la
accio´n es continua si y solo si para cada g ∈ G la aplicacio´n θg(x) = g · x es continua.
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En el siguiente ejemplo se muestra que todo grupo topolo´gico actu´a continuamente en s´ı mismo, bajo
traslaciones.
Ejemplo 3.6. Sea G un grupo topolo´gico, para cada g ∈ G se define la traslacio´n a izquierda como la
aplicacio´n,
Lg : G→ G,
dada por Lg(h) = gh, para todo h ∈ G, y la traslacio´n a derecha como la aplicacio´n,
Rg : G→ G,
dada por Rg(h) = hg, para todo h ∈ G. Obse´rvese que Lg−1 es el inverso de Lg y del mismo modo,
Rg−1 es el inverso de Rg. Cuando la multiplicacio´n es continua, Lg y Rg son continuas porque son la
restriccio´n de la aplicacio´n multiplicacio´n a {g} ×G. Adema´s, como poseen inversas continuas, estas
aplicaciones son homeomorfismos.
Como una consecuencia, si U es un subconjunto abierto de G, entonces se tiene que gU = Lg(U)
(respectivamente Ug = Rg(U)), es un abierto, para todo g ∈ G. Por lo tanto, la topolog´ıa de un
grupo topolo´gico (es decir, la familia de conjuntos abiertos) es determinada por el conocimiento de los
subconjuntos abiertos que contienen la identidad e del grupo G.
Se dan a continuacio´n algunas acciones continuas de grupos:
Ejemplo 3.7.
1. El grupo lineal general GL(n,R) actu´a continuamente a la izquierda en Rn por multiplicacio´n
de matrices, con cada vector en Rn considerado como un vector columna. Como cualquier vector
distinto a cero en Rn puede ser enviado a otro por medio de una transformacio´n lineal invertible,
so´lo hay dos o´rbitas: Rn − {0} y {0}.
2. El grupo ortogonal O(n) actu´a continuamente en Rn por multiplicacio´n de matrices; esta es
so´lo la restriccio´n de la accio´n de la parte 1. a O(n) × Rn ⊂ GL(n,R) × Rn. Dado que las
transformaciones ortogonales preservan la longitud de los vectores, y cualquier vector puede ser
enviado a cualquier otro de la misma longitud por medio de una transformacio´n ortogonal, las
o´rbitas son: {0} y las esferas centradas en 0.
3. La restriccio´n de la accio´n de O(n) a la esfera unitaria de Rn produce una accio´n transitiva en
Sn−1.
4. El grupo R∗ actu´a en Rn − {0} por la multiplicacio´n escalar. La accio´n adema´s de ser continua,
es libre, y las o´rbitas son las l´ıneas que pasan por el origen (sin incluir el origen).
5. Cualquier grupo topolo´gico G actu´a libre y transitivamente en s´ı mismo por traslaciones a
izquierda: g · g′ = Lg(g′) = gg′. Del mismo modo, G actu´a en s´ı mismo por traslaciones a
derecha.
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3.2. G-espacios
Definicio´n 3.8. Sea G un grupo topolo´gico y θ una accio´n continua sobre un espacio topolo´gico X,
al par (X, θ) se le llamara´ G-espacio (De manera ana´loga se puede considerar un G-conjunto o una
G-variedad).
Adema´s si la accio´n o el espacio posee cierta propiedad, al G-espacio se le agregara´ dicha propiedad,
por ejemplo, por un G-espacio libre se entendera´ que la accio´n es libre, o un G-espacio Hausdorff se
entendera´ que el espacio es Hausdorff.
Esta notacio´n simplifica bastante la escritura, ya que en vez de enunciar: Sea G un grupo topolo´gico que
actu´a continuamente sobre un espacio topolo´gico X, se puede decir simplemente: Sea X un G-espacio.
Algunos autores hacen referencia a un grupo topolo´gico de transformaciones como una tripla (G,X, θ),
donde G es un grupo, X es espacio topolo´gico y θ es una accio´n del grupo sobre el espacio.
3.3. Espacio cociente
Dado un espacio X, como se mostro´ en el cap´ıtulo 2, pa´gina 13, la accio´n de un grupo G en X induce
una particio´n. Se formara´ el espacio cociente (o espacio de identificacio´n) X/G de la siguiente manera,
los puntos de X/G son los elementos de la particio´n, y si pi : X → X/G es la aplicacio´n cociente, que
env´ıa a cada elemento x ∈ X a la correspondiente o´rbita, pi(x) = G · x, la topolog´ıa para X/G es la
topolog´ıa ma´s grande para la cual pi es continua, es decir, V ⊂ X/G es abierto si y solo si pi−1(V ) es
abierto en X. Esta topolog´ıa se llama la topolog´ıa cociente o de identificacio´n. (En otras palabras, se
ha tomado la nocio´n conjuntista del cociente X/G y se le ha dotado de una topolog´ıa).
La coleccio´n de todas las G-o´rbitas de X forman una particio´n de X en conjuntos disjuntos. La
coleccio´n de las o´rbitas con la topolog´ıa cociente es habitualmente llamado el espacio orbital de la
G-accio´n sobre X y la proyeccio´n pi : X → X/G es llamada tambie´n como la aplicacio´n orbital.
En el siguiente teorema, se dotara´ el conjunto X/G de una topolog´ıa que sea inducida por la topolog´ıa
del espacio X, es decir la topolog´ıa cociente.
Teorema 3.9. Sea X un G-espacio. Existe una u´nica topolog´ıa en X/G tal que la aplicacio´n cociente
pi : X → X/G es una aplicacio´n continua sobreyectiva. Adema´s pi es una aplicacio´n abierta.
Demostracio´n. Primero se mostrara´ la unicidad para despue´s mostrar su existencia. Supo´ngase que
X/G esta´ dotado de una topolog´ıa tal que pi : X → X/G es continua y sobreyectiva.
Para cualquier abierto V ⊂ X/G, la continuidad de pi implica que su preimagen pi−1(V ) ⊂ X debe
ser abierta. El rec´ıproco tambie´n es cierto, es decir, si V ⊂ X/G es un subconjunto cuya preimagen
pi−1(V ) es un abierto en X, V debe ser abierto en X/G. En efecto, primero por la sobreyectividad de
la aplicacio´n cociente, V es la imagen de su preimagen pi(pi−1(V )); falta mostrar que para cualquier
abierto U ⊂ X su imagen en pi(U) ⊂ X/G es un abierto, es decir, pi−1(pi(U)), la preimagen de la imagen
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sea abierta en X. Como pi(U) es una coleccio´n de clases de equivalencia, y el conjunto pi−1(pi(U)) es
justo la unio´n de clases de equivalencia que pertenecen a pi(U), es decir,
pi−1(pi(U)) =
⋃
g∈G
gU,
y como la restriccio´n de la accio´n θg : X → X, θg(x) = g · x es un homeomorfismo de X en s´ı mismo
para cada g ∈ G (obs. def. 3.5), por la continuidad de la accio´n de G en X, se sigue que todos los
subconjuntos gU son abiertos, de ah´ı que su unio´n sea abierta.
No´tese que se ha dado una caracterizacio´n de los conjuntos abiertos en X/G desde el punto de vista
de la topolog´ıa en X, estos abiertos son los subconjuntos cuya preimagen bajo pi en X es abierta. Esto
prueba la unicidad para la topolog´ıa en X/G, que es inducida por la topolog´ıa de X.
Ahora se probara´ la existencia de la topolog´ıa cociente. Conside´rese el subconjunto V ⊂ X/G, se
dira´ que es un abierto si y solo si su preimagen en X es un abierto. As´ı se obtiene una topolog´ıa que
hace de pi : X → X/G una aplicacio´n continua sobreyectiva y abierta.
Que es topolog´ıa, se prueba inmediatamente, los conjuntos ∅ y X/G son abiertos pues pi(∅) = ∅ y
pi(X/G) = X, las otras dos condiciones se siguen de las identidades
pi−1
⋃
j∈J
Uj
 = ⋃
j∈J
pi−1(Uj) pi−1
(
n⋂
i=1
Ui
)
=
n⋂
i=1
pi−1(Ui)
La continuidad es inmediata, pues conjuntos abiertos en X/G tienen preimagenes abiertas, por la
caracterizacio´n dada previamente.
Gran parte del trabajo se centra en los espacios Hausdorff, as´ı que conviene tener presente que X/G no
es necesariamente Hausdorff aunque X y G lo sean. Para esto, el siguiente criterio permite determinar
cuando un espacio es Hausdorff.
Teorema 3.10 (Criterio de la diagonal). Un espacio topolo´gico X es Hausdorff si y solo si la diagonal
∆X = {(x, x) : x ∈ X} es cerrada en X ×X.
Demostracio´n. Si ∆X es cerrada y x, y son puntos distintos en X, entonces (x, y) /∈ ∆X , luego existe
un abierto ba´sico tal que (x, y) ∈ U × V , (U × V ) ∩∆X = ∅. Esto u´ltimo implica que U ∩ V = ∅. La
implicacio´n contraria es similar.
Proposicio´n 3.11. Sea G un grupo topolo´gico y H ⊂ G un subgrupo topolo´gico de G (con la topolog´ıa
relativa). H actu´a sobre G por traslaciones derechas (2.16). Entonces la proyeccio´n cano´nica pi : G→
G/H es continua y abierta. Adema´s, G/H es Hausdorff si y so´lo si H es cerrado.
Demostracio´n. La demostracio´n es consecuencia de los teoremas 3.9 y 3.10.
La accio´n continua θ de un grupo G sobre un espacio topolo´gico X, para cada x ∈ X induce una
aplicacio´n de movimiento θx : G → G · x dada por θx(g) = g · x, esta aplicacio´n es continua y
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equivariante y adema´s su imagen es la o´rbita de x, G ·x. El ejemplo 2.17 muestra que el grupo G actu´a
(continuamente) en el espacio de clases laterales derechas por traslacio´n, entonces se puede considerar
el espacio cociente de clases laterales G/Gx con la accio´n g1(g2Gx) = g1g2Gx. Con base a lo anterior
se puede enunciar la siguiente proposicio´n
Proposicio´n 3.12. La aplicacio´n de movimiento θx : G → G · x determina una aplicacio´n continua
biyectiva y equivariante θx del espacio G/Gx sobre la o´rbita G · x, dada por θx(gGx) = g · x.
Demostracio´n. La inyectividad de la funcio´n θx se tiene del hecho que θx(g) = θx(h) si y solo si
h−1g ∈ Gx. La sobreyectividad es inmediata. La continuidad de la aplicacio´n se obtiene del siguiente
diagrama conmutativo
G G · x
G/Gx
?
piG
-θ
x
 
 
 
θx
donde piG es la proyeccio´n natural. Adema´s es equivariante, puesto que para todo g, h ∈ G
θx(g(hGx)) = θx(ghGx) = (gh) · x = g · (h · x) = g · θx(hGx).
La aplicacio´n de movimiento permite obtener otros resultados importantes
Proposicio´n 3.13. 1. Si G es compacto o conexo, las o´rbitas son compactas o conexas,
respectivamente.
2. Si X es T1 1, para todo x ∈ X, el estabilizador Gx es un grupo cerrado.
3. Si G es compacto y X es Hausdorff la aplicacio´n biyectiva equivariante θx : G/Gx → G · x es un
homeomorfismo.
Demostracio´n. Para probar 1. como la imagen directa de compactos o conexos por aplicaciones
continuas es compacta o conexa respectivamente, el resultado se sigue de la continuidad de la aplicacio´n
θx y del hecho que θx(G) = G · x.
Para 2. y 3. se tiene: Si X es T1 el conjunto {x} es un cerrado de X, entonces por la continuidad de
θx se tiene que (θx)−1({x}) = Gx es un cerrado en G.
Finalmente cuando G es compacto y X es Hausdorff la aplicacio´n θx es cerrada y por lo tanto es un
homeomorfismo.
1Un espacio topolo´gico X se dice es T1 si y solo si para cualquier par de puntos x, y de X existen conjuntos abiertos
Ux, Uy , tal que x ∈ Ux, pero x /∈ Uy , y adema´s y ∈ Uy , pero y /∈ Ux. Una equivalencia importante es que X es T1 si y
solo si los subconjuntos unipuntuales de X son cerrados.
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3.4. Aplicacio´n Recubridora
Como se menciono´, a partir de la aplicacio´n cociente se puede construir una topolog´ıa sobre el
cociente X/G (la topolog´ıa cociente), y en el caso en que el grupo y el espacio sean Hausdorff
localmente compactos, la aplicacio´n cociente pi : X → X/G es un homeomorfismo local. Adema´s
este homeomorfismo local es una aplicacio´n recubridora.
La siguiente definicio´n y algunas de las propiedades de los espacios recubridores, es extra´ıda de Munkres
[30, §53.], la cual es una de las herramientas ma´s usuales para calcular algunos grupos fundamentales
no triviales, adema´s para el estudio de superficies de Riemann y variedades complejas. El estudio de
esta herramienta se sale del objetivo propuesto y se recomienda como lectura la bibliograf´ıa dada.
Servira´ u´nicamente para ver algunas aplicaciones de acciones cuando estas son libres y propias, de lo
cual se hablara´ posteriormente.
Definicio´n 3.14. Sea f : X → Y una aplicacio´n continua y sobreyectiva. Un subconjunto abierto U
de Y se dice que esta regularmente cubierto por f si la imagen inversa f−1(U) puede escribirse
como una unio´n disyunta de conjuntos abiertos Vi de X tales que para cada i, la restriccio´n de f a
Vi es un homeomorfismo de Vi en U . La coleccio´n {Vi} sera´ denominada una particio´n de f−1(U) en
rebanadas.
Si U es un abierto que esta´ regularmente cubierto por f , frecuentemente se dibuja el conjunto f−1(U)
como una “pila de tortillas”, cada una con la misma forma y taman˜o que U , la cual flota en el aire sobre
U ; la aplicacio´n f las comprime a todas sobre U (Ver fig. 3.1). Obse´rvese que si U esta´ regularmente
cubierto por f , y W es un abierto que contiene a U , entonces W esta´ tambie´n regularmente cubierto
por f .
f
U
f−1(U)
Figura 3.1: Aplicacio´n recubridora.
Definicio´n 3.15. Sea f : X → Y una aplicacio´n continua y sobreyectiva. Si todo punto y ∈ Y
tiene un entorno U que esta´ regularmente cubierto por f , entonces f se dice que es una aplicacio´n
recubridora y X un espacio recubridor de Y .
Teorema 3.16. Sean f : X → Y y f ′ : X ′ → Y ′ dos aplicaciones recubridoras, entonces
f × f ′ : X ×X ′ → Y × Y ′
es una aplicacio´n recubridora.
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Demostracio´n. Dados x ∈ X, x′ ∈ X ′, sean U, U ′ vecindades de x y x′ respectivamente, que esta´n
regularmente cubiertos por f y f ′, respectivamente. Sean {Vi} y {V ′j } particiones en rebanadas de
f−1(U) y (f ′)−1(U ′), respectivamente. Entonces la imagen inversa mediante f×f ′ del conjunto abierto
U × U ′ es la unio´n de todos los conjuntos Vi × V ′j , y cada uno de ellos se aplica homeomo´rficamente
sobre U × U ′ por f × f ′.
Ejemplo 3.17.
1. La aplicacio´n exponencial de R→ S1 dada por t 7→ e2piit, es una aplicacio´n recubridora.
2. La aplicacio´n potencia n-e´sima pn : S1 → S1 dada por pn(z) = zn es tambie´n una aplicacio´n
recubridora. Para cualquier z0 ∈ S1, el conjunto U = S1 − {−z0} tiene la preimagen igual a
{z ∈ S1 : zn 6= −z0}, que tiene n componentes, cada una de las cuales es un arco abierto
aplicado homeomo´rficamente por pn sobre U .
3. Def´ınase E : Rn → Tn por
E(t1 . . . , tn) = (e2piit1 , . . . , e2piitn),
Puesto que el producto de aplicaciones recubridoras es una aplicacio´n recubridora.
4. Def´ınase la aplicacio´n pi : Sn → Pn (n > 1) que env´ıa a cada punto x en la esfera a la l´ınea que
pasa por el origen y x, pensado como un punto en Pn. Entonces pi es una aplicacio´n recubridora.
Si f : X → Y es una aplicacio´n recubridora, entonces f es un homeomorfismo local entre X y Y . Es
decir, cada punto x de X tiene un entorno que se aplica por f homeomo´rficamente sobre un conjunto
abierto de Y . Sin embargo, la condicio´n de que f sea un homeomorfismo local no es suficiente para
que f sea una aplicacio´n recubridora, (el siguiente contraejemplo es tomado nuevamente de [30, ejem.
2 §53.]), como lo ilustra el siguiente ejemplo:
Ejemplo 3.18. La aplicacio´n f : R+ → S1 dada por la ecuacio´n
f(x) = (cos 2pix, sen 2pix)
es sobreyectiva y es un homeomorfismo local (ve´ase fig. 3.2 ). Sin embargo, no es una aplicacio´n
recubridora, ya que el punto (1, 0) no tiene un entorno U que este´ regularmente cubierto por f . El t´ıpico
intervalo U de (0, 1) tiene una imagen inversa consistente en pequen˜os entornos Vn de cada entero n,
para n ≥ 0, junto con un pequen˜o intervalo V0 de la forma (0, ε). Cada uno de los intervalos Vn, para
n ≥ 0, se aplica homeomo´rficamente sobre U por la aplicacio´n f , pero el intervalo V0 esta´ u´nicamente
embebido en U mediante f .
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Figura 3.2: Aplicacio´n no recubridora.
3.5. Accio´n propia
Para algunas aplicaciones, la exigencia de compacidad para el grupo puede ser demasiado fuerte y en
ocasiones innecesaria, pero puede ser sustituida por una condicio´n ma´s de´bil, esta sera´ que la accio´n
sea propia.
Las acciones propias son una generalizacio´n importante de acciones de grupos compactos. El art´ıculo
de Biller [7], hace e´nfasis en las definiciones dadas por Bourbaki [9], Palais [31] y Baum-Connes y
Higson [2] para accio´n propia, donde las clasifica como accio´n propia, accio´n Palais-propia, accio´n
fuertemente-propia. Logra entonces al imponer ciertas condiciones la equivalencia entre las distintas
definiciones, presentadas por e´l.
Pero estos nombres clasificados as´ı por e´l, no son esta´ndar, y la definicio´n de accio´n propia que presentan
los autores dependen del contexto en que trabajan cada uno. En la literatura (ver por ejemplo [10],[9],
[11],[12], [18], [21],[13],[26],[27] [31]) es comu´n encontrar otro tipo de definiciones de acciones propias,
en lo que sigue se dara´ la equivalencia entre las distintas definiciones; algunas de ellas se consiguen al
debilitar hipo´tesis y otras son simplemente consecuencias. La definicio´n ma´s comu´n de accio´n propia
que aparece en los textos de variedades diferenciables (por ejemplo [26, pag.84]) es equivalente (por
ser las variedades topolo´gicas localmente Hausdorff) a la definicio´n dada por Bourbaki [9, cap.I, §10
No.3 prop.6], la cual ha tenido gran aceptacio´n.
Para poder unificar el concepto se dara´n ahora las definiciones necesarias:
Definicio´n 3.19. Una aplicacio´n f : X → Y entre espacios topolo´gicos se dice que es propia si para
cada compacto K de Y , f−1(K) es un compacto de X.
La definicio´n de aplicacio´n perfecta se puede derivar de la siguiente pregunta, ¿Es el producto de
dos aplicaciones cerradas (abiertas), siempre cerrado (abierto)?. Cuando las aplicaciones son abiertas,
su producto tambie´n lo es, pero esto no ocurre siempre si son cerradas, conside´rese por ejemplo las
aplicaciones f : R → R, f(x) = 0 y la identidad de R en s´ı mismo, IdR : R → R. Ambas aplicaciones
son cerradas, entonces la aplicacio´n f × IdR : R2 → R2 es un producto de aplicaciones cerradas que
no es cerrada, para ver esto conside´rese el conjunto cerrado C = {(x, y) ∈ R2 : xy = 1}, y su imagen
f× IdR(C) = {0}×(R−{0}), la cual no es cerrada en R2. Con base en esto se da la siguiente definicio´n
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Definicio´n 3.20. Una aplicacio´n continua f : X → Y entre espacios topolo´gicos se dice que es
perfecta si:
Para todo espacio topolo´gico Z, la aplicacio´n f × IdZ : X × Z → Y × Z es cerrada. O
equivalentemente 2
es cerrada, y si su fibra f−1(y) es compacta para cada y ∈ Y .
Observacio´n. Las aplicaciones perfectas tienen muchas propiedades especiales:
1. La composicio´n de aplicaciones perfectas, es perfecta.
2. El producto de aplicaciones perfectas es perfecta.
3. Para todo cerrado C de X, la restriccio´n f
∣∣
C
de una aplicacio´n perfecta f es perfecta.
4. Para todo cerrado C de Y de una aplicacio´n perfecta f , su restriccio´n f ′ : f−1(C) → C es
perfecta.
Adema´s, preserva algunas propiedades topolo´gicas de los espacios, por ejemplo, si f : X → Y es
perfecta e Y es compacto, entonces X es compacto; los mismos resultados se obtienen si se sustituye
compacto por paracompacto. Por otra parte, si X es Hausdorff, entonces Y tambie´n lo es, se obtienen
resultados similares si sustituye Hausdorff por regular, localmente compacto o segundo numerable.
Algunos resultados necesarios son los siguientes
Lema 3.21. Sea f : X → Y una aplicacio´n cerrada.
1. Sea y ∈ Y , y U un abierto en X tales que f−1(y) ⊂ U , entonces existe un abierto W ⊂ Y que
contiene a y que satisface que f−1(W ) ⊂ U .
2. Sea V algu´n subconjunto Y , y U un abierto en X tales que f−1(V ) ⊂ U , entonces existe un
abierto W ⊂ Y que contiene a V que satisface que f−1(W ) ⊂ U .
Demostracio´n. Para demostrar 1., conside´rese y ∈ Y tal que f−1(y) ⊂ U , luego y /∈ f(X − U), siendo
f(X − U) un cerrado en Y . Por ser y punto interior de f(U), existe un abierto W ⊂ Y que contiene
a y y es disyunto de f(X − U), es decir, f−1(W ) ⊂ U . Para probar 2., sea y ∈ V , luego por 1. para
cada punto y ∈ V existe una vecindad Wy tal que f−1(Wy) ⊂ U . La unio´n W =
⋃
y∈V Wy es entonces
un abierto que contiene a V con f−1(W ) ⊂ U .
Para algunos autores la definicio´n de aplicacio´n propia es la presentada aqu´ı como aplicacio´n perfecta,
por ejemplo Bourbaki [9, CapI, §10 No.1, Def. 1. §10 No.2 teo. 1.], mientras que en [13, Cap 3, 3.7]
preserva el mismo nombre pero an˜ade la hipo´tesis de espacio Hausdorff al dominio X. Se ha realizado
2La equivalencia de estas condiciones, as´ı como las propiedades de las aplicaciones perfectas que se dan, pueden
encontrarse [9, cap. I,§10].
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esta distincio´n y se mostrara´ la equivalencia entre las definiciones, puesto que en textos de variedades
o grupos de Lie donde aparece la definicio´n de accio´n propia es diferente tambie´n a la presentada por
Bourbaki [9], pero como las variedades son espacios Hausdorff, localmente compactos, en este caso las
distintas nociones son equivalentes. Segu´n la observacio´n a la definicio´n 3.20, parece ma´s coherente el
porque de esta diferenciacio´n en los nombres dados. Para aclarar, se dara´n las relaciones entre ambas
definiciones.
Lema 3.22. Toda aplicacio´n perfecta es propia.
Demostracio´n. Supo´ngase que f : X → Y es una aplicacio´n perfecta. Sea K un subconjunto compacto
de Y . Sea {Ui} un cubrimiento por abiertos de f−1(K). Dado y ∈ K, el conjunto f−1(y) puede ser
cubierto por una subcoleccio´n finita de {Ui}, como f es cerrada, existe una vecindad Wy de y (ver lema
3.21.1) tal que f−1(Wy) es cubierto por esos mismos elementos. Adema´s K puede ser cubierto por una
cantidad finita de tales Wy (lema 3.21.2), entonces sus ima´genes inversas cubren a f−1(K).
Definicio´n 3.23. Un espacio X se dice que esta´ compactamente generado si satisface la siguiente
condicio´n: Un conjunto A es abierto en X si A ∩K es abierto en K, para cada subespacio compacto
K de X.
Esta condicio´n es equivalente a decir que un conjunto C es cerrado en X si C∩K es cerrado en K, para
todo compacto K de X. Muchos espacios esta´n compactamente generados, por ejemplo, los espacios
localmente compactos y tambie´n los espacios que satisfacen el primer axioma de numerabilidad. (ver
[30, lema 46.3]). Con esta definicio´n se puede establecer una relacio´n ma´s de´bil que la localidad
compacta, entre aplicaciones propias y perfectas.
Lema 3.24. Sea f : X → Y una aplicacio´n continua. Si Y es un espacio de Hausdorff compactamente
generado, y f es propia, entonces f es una aplicacio´n cerrada.
Demostracio´n. Sea C un conjunto cerrado en X. Para mostrar que f(C) es cerrado, es suficiente
mostrar que f(C) ∩ K es cerrado en K para cada compacto K de Y . Esto, en efecto se cumple,
primero obse´rvese que
f(C) ∩K = f(f−1(K) ∩ C),
luego como f−1(K) es compacto puesto que f es propia, entonces el subconjunto cerrado f−1(K)∩C
tambie´n es compacto. La imagen de este conjunto bajo f que es continua es compacta, y es por lo
tanto cerrado en Y , por ser este u´ltimo Hausdorff.
La condicio´n que f sea cerrada es necesaria para decir cuando una aplicacio´n propia es perfecta,
el siguiente teorema permite otra relacio´n un poco ma´s fuerte que 3.24 entre aplicaciones propias y
cerradas.
Teorema 3.25. Supo´ngase que f : X → Y es una aplicacio´n continua entre espacios Hausdorff
localmente compactos. Si f es propia, entonces es una aplicacio´n cerrada.
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Demostracio´n. Sea C ⊂ X un conjunto cerrado. Se mostrara´ que f(C) contiene todos sus puntos
frontera. Si y ∈ Y es un punto frontera de f(C), sea U una vecindad precompacta 3 de y. Adema´s
y tambie´n es un punto frontera de f(C) ∩ U . Puesto que f es propia, f−1(U) es compacto, lo cual
implica que C ∩ f−1(U) es compacto. Por continuidad, f(C ∩ f−1(U)) = f(C)∩U es compacto y por
lo tanto cerrado en Y . En particular, y ∈ f(C) ∩ U ⊂ f(C), por lo tanto f(C) es cerrado.
Se puede ahora enunciar un teorema que diga cuando una aplicacio´n es propia y perfecta.
Teorema 3.26. Si f : X → Y es una aplicacio´n perfecta, entonces es propia. Rec´ıprocamente, si
f : X → Y es una aplicacio´n continua y propia, y si Y es espacio Hausdorff compactamente generado,
entonces f es perfecta.
Demostracio´n. La primera parte es probada en el lema 3.22.
Para mostrar que f es perfecta cuando se cumplen las hipo´tesis se debe probar primero que f−1(y) es
compacto, y esto se sigue de que el conjunto {y} es compacto y que f es propia. Lo segundo es que f
sea cerrada y esto se sigue de 3.24.
Como consecuencia inmediata del teorema es el siguiente corolario.
Corolario 3.27. Sea f : X → Y una aplicacio´n propia, entonces f es perfecta si y solo si Y es
Hausdorff localmente compacto.
Demostracio´n. Se sigue de la demostracio´n del teorema 3.26, y del hecho que si Y es Hausdorff
localmente compacto, entonces es compactamente generado.
Despue´s de aclarar la diferencia entre las aplicaciones perfectas y propias, y cuando las nociones son
equivalentes se dira´ ahora cuando la accio´n de un grupo sobre un espacio es propia.
Dado un G-espacio X conside´rese la funcio´n Φ : G × X → X × X, dada por Φ(g, x) = (g · x, x) y
la imagen de esta aplicacio´n es el conjunto Ppi = {(x, y) ∈ X × X : y = g · x, para todo g ∈ G} =
{(x, y) ∈ X ×X : pi(x) = pi(y)}, donde pi : X → X/G es la proyeccio´n natural. Con la aplicacio´n Φ se
dara´ de definicio´n de accio´n propia y accio´n de Cartan 4.
Definicio´n 3.28. Sea G un grupo topolo´gico y X un espacio topolo´gico. Se dira´ que una accio´n
continua θ : G × X → X es propia cuando la aplicacio´n Φ : G × X → X × X es una aplicacio´n
perfecta, es decir es cerrada con fibras compactas. (Esta definicio´n es la usada en [9], [39], [7].)
Adema´s se dira´ que una accio´n θ : G × X → X es de Cartan cuando la restriccio´n de Φ sobre su
imagen
Φ′ : G×X → Ppi, Φ′(g, x) = Φ(g, x) = (g · x, x)
es perfecta.
3Un subconjunto en un espacio topolo´gico es precompacto si su clausura es compacta.
4Esta definicio´n y algunas de sus consecuencias son tomadas de [28], la cual es ma´s general que la accio´n de Cartan
dada en [31].
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Si X es un G-espacio propio, se dice que G actu´a propiamente en X
Observacio´n.
1. Cuando G es Hausdorff localmente compacto y X es un espacio de Tychonoff, coincide con la
nocio´n de G-espacio de Cartan introducida por Palais [31], es ma´s, solo es necesario que X sea
Hausdorff.
2. Cuando X es Hausdorff localmente compacto, la accio´n θ es propia si y solo si la aplicacio´n
Φ : G × X → X × X es propia, esto lo garantiza el teorema 3.26. Y as´ı la nocio´n de accio´n
propia coincide con la nocio´n dada en [27] o [17].
3. El hecho que la accio´n sea propia recae sobre la aplicacio´n Φ, entonces para que la accio´n sea
propia no se requiere que la aplicacio´n θ que define la accio´n sea una aplicacio´n propia o perfecta.
Es inmediato que toda accio´n propia es una accio´n de Cartan, pero no se tiene el rec´ıproco, puesto que
cuando la accio´n es propia se garantiza que Ppi es un cerrado de X × X, y esto no se puede afirmar
cuando la accio´n es de Cartan. Entonces ser´ıa bueno saber bajo que condiciones una accio´n de Cartan
es propia. Pero, bajo ciertas consideraciones, se puede saber cuando el cociente es un espacio Hausdorff,
lo cual es esencial para establecer cuando un G-espacio de Cartan es un G-espacio propio. La siguiente
proposicio´n sera´ clave para este paso.
Proposicio´n 3.29. Sea X un G-espacio. Entonces X/G es Hausdorff, si y solo si Ppi = {(x, y) :
pi(x) = pi(y)} es cerrado en X ×X.
Demostracio´n. Supo´ngase inicialmente que X/G es Hausdorff. Conside´rese la aplicacio´n
pi × pi : X ×X → X/G×X/G
la cual es continua (con respecto a la topolog´ıa producto) puesto que pi es continua. Obse´rvese adema´s
que (pi × pi)−1(∆X/G) = Ppi donde ∆X/G = {(x, x) : x ∈ X/G} es la diagonal de X/G. Ahora por el
criterio de la diagonal (3.10) como X/G es Hausdorff la diagonal ∆X/G es cerrada en X/G ×X/G y
su preimagen Ppi es cerrada en X ×X por la continuidad de pi × pi.
Rec´ıprocamente, como pi es una aplicacio´n abierta, entonces pi× pi tambie´n lo es. Como Ppi es cerrado
entonces (X × X) − Ppi es un conjunto abierto de X × X cuya imagen bajo pi × pi es abierta. Esta
imagen es (X/G×X/G)−∆X/G. De ah´ı ∆X/G es cerrado, y por tanto por el criterio de la diagonal
X/G es Hausdorff.
Corolario 3.30. Si X es un G-espacio propio entonces X/G es Hausdorff.
Demostracio´n. Por la proposicio´n 3.29 para que X/G sea Hausdorff es necesario que Ppi sea un cerrado
en X ×X, pero esto se tiene por la definicio´n de accio´n propia.
Corolario 3.31. Un G-espacio de Cartan X es un G-espacio propio si y solo si X/G es Hausdorff.
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Demostracio´n. Por el corolario anterior es inmediato que si el G-espacio es propio entonces X/G es
Hausdorff. Rec´ıprocamente, si X es G-espacio de Cartan con X/G Hausdorff, el conjunto Ppi es cerrado
y por lo tanto X es G-espacio propio.
Ahora se enunciara´n algunas de las cualidades de las acciones de Cartan, las cuales se encuentran el
[31, prop. 1.1.5, prop. 1.1.6].
Proposicio´n 3.32. Si X es un G-espacio de Cartan entonces para x ∈ X se tiene que
1. Si X es T1, G · x es un subconjunto cerrado de X (es decir, X/G es un espacio T1).
2. Gx es un subgrupo compacto de G.
3. La aplicacio´n movimiento θx : G→ G · x, dada por g 7→ g · x es abierta y perfecta.
4. La aplicacio´n θx : G/Gx 7→ G · x, dada por gGx 7→ g · x es un homeomorfismo, donde θx es la
aplicacio´n inducida por θx (prop. 3.12).
Demostracio´n. La restriccio´n a cerrados de aplicaciones perfectas es aplicacio´n perfecta. Como Φ′ :
G×X → Ppi es perfecta, la restriccio´n a G×{x} tambie´n lo es, es decir Φ′′ : Φ−1(G·x×{x})→ G·x×{x}
es perfecta, luego la o´rbita de x, G · x, es cerrada.
Ahora, puesto que la composicio´n de aplicaciones perfectas es perfecta, se tiene 2. dado que la aplicacio´n
θx : G → G · x es la composicio´n de las aplicaciones perfectas g 7→ (g, x) 7→ (g · x, x) 7→ g · x. Este
resultado sirve para probar 3. Puesto que θx es perfecta entonces la preimagen de x (θx)−1(x) = Gx
es un conjunto compacto.
So´lo falta probar que la aplicacio´n biyectiva equivariante θx es cerrada. Para esto conside´rese un cerrado
C de G/Gx y la proyeccio´n p : G → G/Gx, ahora θx(C) = θx ◦ p(p−1(C)) = θ(p−1(C)), y por 1., se
tiene que θ es perfecta y por esto, θ(p−1(C)) es un cerrado de G · x.
Para incrementar algunos resultados es conveniente imponer ciertas condiciones, que permitan saber
si una accio´n dada es de Cartan o propia, ya que a simple vista no es obvio. Para esto es u´til tener
algunas caracterizaciones alternativas de acciones de Cartan y propias que son de utilidad, por ejemplo
cuando se tiene localidad compacta en el grupo y el espacio es de Hausdorff. Esto u´ltimo permite dar
interpretaciones distintas y un poco ma´s geome´tricas del significado de estas acciones.
Para simplificar la terminolog´ıa se usara´ la siguiente notacio´n.
Definicio´n 3.33. Sea X un G-espacio y sean A,B ⊆ X, se define GA,B como el subconjunto de G
tal que
GA,B := {g ∈ G : g ·A ∩B 6= ∅}.
Cuando A = B, solo se denotara´ por GA.
Proposicio´n 3.34. Sea G un grupo Hausdorff localmente compacto y X un G-espacio Hausdorff,
entonces se tienen las siguientes equivalencias:
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1. X es un G-espacio de Cartan.
2. Para cada x ∈ X existe una vecindad Ux tal que GUx tiene clausura compacta en G.
3. Para cada x ∈ X existe una vecindad Ux tal que cada punto y ∈ G ·x tiene una vecindad Vy para
la cual GUx,Vy tiene clausura compacta en G.
Demostracio´n. Supo´ngase que X es un G-espacio de Cartan. Sea G∗ = G ∪ {∞} la compactacio´n
de G por un punto, ahora como X es Hausdorff y la accio´n del grupo es continua, la gra´fica de la
accio´n Γ′ = {(g, x, g · x) : g ∈ G, x ∈ X} es un conjunto cerrado de G × X × X, ahora el conjunto
Γ = {(g, g · x, x) : g ∈ G, x ∈ X} es homeomorfo a Γ′ por un cambio de coordenadas, es tambie´n un
cerrado de G ×X ×X, y por lo tanto es un cerrado de G × Ppi. Se mostrara´ que Γ es un cerrado de
G∗ ×Ppi, en efecto, por un argumento similar la gra´fica D = {(g, g) : g ∈ G} de la aplicacio´n inclusio´n
G ↪→ G∗ es cerrada en G∗×G. Como la accio´n es de Cartan, Φ′ es perfecta y tambie´n lo es la aplicacio´n
IdG∗ ×φ′ : G∗ ×G×X → G∗ × Ppi, (h, g, x) 7→ (h,Φ′(g, x)) = (h, g · x, x). Por la tanto el conjunto
IdG∗ ×Φ′(D ×X) = {(g,Φ′(g, x)) : g ∈ G, x ∈ X} = Γ
es un cerrado de G∗ × Ppi.
Ahora puesto que el conjunto (∞, x, x) /∈ Γ, existen vecindades V de ∞ y Ux de x tales que (V ×Ux×
Ux) ∩ Γ = ∅. Por la definicio´n de G∗ se puede elegir V = G∗ −K donde K es algu´n compacto de G,
as´ı para todo g ∈ G−K el conjunto ({∞}× Ux × Ux) ∩ Γ = ∅, de donde se tiene que gUx × Ux = ∅,
para los g ∈ G−K, y por lo tanto GUx = {g ∈ G : gUx ∩ Ux 6= ∅} ⊂ K.
Para mostrar que 2. implica 3., conside´rense el punto (x, y) ∈ Ppi, luego h−1x = y para algu´n h ∈ G.
Ahora para cada x ∈ X existe una vecindad Ux de x talque GUx tiene clausura compacta. Si se toma
el conjunto Vy = h−1Ux, entonces gUx ∩ Vy = h−1(hgUx ∩ Ux), de esto resulta que gUx ∩ Vy = ∅ si y
solo si hg ∈ GUx , de donde GUx,Vy ⊂ hGUx , siendo este u´ltimo compacto, por lo tanto se tiene 2.
Obse´rvese que 3. se puede obtener directamente de 1. si se considera en la primera parte que (∞, y, x) /∈
Γ, donde y ∈ G · x.
Para finalizar conside´rese una sucesio´n {(gi, xi) : i ∈ I} en G×X, para la cual la sucesio´n Φ′(gi, xi) =
(gi · xi, xi) converge a Ppi, entonces Φ′ es perfecta si existe un punto de acumulacio´n de esta sucesio´n
en G ×X que pertenezca al conjunto (Φ′)−1(x, y). Como se tiene 3., existe una vecindad Ux × Vy de
(x, y) tal que la clausura de GUx,Vy es un compacto de G, para esta vecindad de (x, y) existe un ı´ndice
i0 de manera que (gi · xi, xi) ∈ Ux × Vy para todo i ≥ i0. Debido a que xi ∈ g−1i Ux ∩ Vy para todo
i ≥ i0, gi ∈ (GUx,Vy )−1 y entonces existe una subsucesio´n {gi(j)} de {gi : i ≥ i0} la cual converge a
un elemento g ∈ (GUx,Vy )−1. Por hipo´tesis xi → y luego gi · xi → g · y, pero tambie´n por hipo´tesis
esta subsucesio´n converge a x. Luego g · y = x. En consecuencia (g, y) es un punto de acumulacio´n de
{(gi, xi) : i ∈ I} que pertenece a (Φ′)−1(x, y) = G× {y}.
Como se ilustro´ previamente, en el caso Hausdorff localmente compacto para el grupo y Hausdorff
para el espacio, que se obtienen grandes equivalencias para los G-espacios de Cartan, los cuales no
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ser´ıan posibles en espacios ma´s generales, y esto mismo se puede extender a G-espacios propios, como
lo ilustra la siguiente proposicio´n.
Proposicio´n 3.35. Sea G un grupo topolo´gico Hausdorff localmente compacto y X un G-espacio
Hausdorff, entonces se tienen las siguientes equivalencias:
1. X es un G-espacio propio.
2. Para cada par de puntos x, y ∈ X, existen vecindades Ux de x y Vy de y en X tal que GUx,Vy =
{g ∈ G : gUx ∩ Vy 6= ∅} es relativamente compacto en G.
Demostracio´n. Supo´ngase que la accio´n es propia, por lo tanto X tambie´n es un G-espacio de Cartan,
luego por 2. de la proposicio´n 3.34, si x, y esta´n en la misma o´rbita se cumple 2., en caso contrario,
es decir y /∈ G · x, como X/G es Hausdorff, existen vecindades disyuntas V,W de G · x y G · y
respectivamente, para los cuales se cumple que Ux = pi−1(V ) y Vy = pi−1(W ) son vecindades disyuntas
e invariantes, por lo tanto {g ∈ G : gUx ∩ Vy 6= ∅} = ∅, el cual tiene clausura compacta y 2. es
satisfecho.
Ahora supo´ngase que se tiene 2., la proposicio´n 3.34.2. implica que X es un G-espacio de Cartan, falta
probar que Ppi es un cerrado en X ×X. Si (x, y) ∈ Ppi, entonces existe una sucesio´n (gi · xi, xi) en Ppi
que converge a (x, y) ∈ X ×X. Para Ux, Vy, vecindades de x e y tales que GUx,Vy es un compacto de
G, existe un ı´ndice i0 con la propiedad que para todo i ≥ i0 el punto gi · yi ∈ Ux, con yi ∈ Vy. Puesto
que yi ∈ g−1i Ux ∩ Vy, g−1i ∈ (GUx,Vy )−1, por lo tanto existe una subsucesio´n {gi(j)} que converge a
algu´n punto g de (GUx,Vy )
−1, as´ı (gi, yi) → (g, y). Al aplicar la accio´n sobre la sucesio´n se tiene que
(gi, yi) converge a g · y y por hipo´tesis tiende tambie´n a x, por lo tanto (x, y) = (g · y, y) ∈ Ppi.
Nota. Las definiciones de G-espacio de Cartan y G-espacio propio en el sentido de Palais [31],
requieren la hipo´tesis que el espacio sea Tychonoff. Entonces para el caso accio´n de Cartan en el
sentido de Palais debe cumplirse la condicio´n 2. de la proposicio´n 3.34, y para el caso accio´n propia
en el sentido de Palais (Palais-propia), para todo punto x ∈ X existe una vecindad fija Ux tal que
para cada y ∈ X exista una vecindad Vy, tal que el conjunto GUx,Vy tiene clausura compacta en G,
esta condicio´n es ma´s fuerte que la impuesta en la proposicio´n 3.35.2. Mientras que la condicio´n de
la proposicio´n 3.35.2 (Bourbaki-propia) se encuentra por ejemplo en Bourbaki [9, Cap.III,§4, No.4,
prop.7] o en tom Dieck [39, prop 3.21]. Adema´s esta proposicio´n es equivalente a la dada por Biller
[6, prop. 2.1]. Entonces se tiene lo siguiente: Las acciones Palais-propias son Bourbaki-propias, y las
Bourbaki-propias son de Cartan.
Se pueden tener otras equivalencias para acciones propias si se incorpora la hipo´tesis de Hausdorff
localmente compacto tanto al grupo G como al espacio X, las cuales se muestran en la proposicio´n
3.36, corolario 3.37 y proposicio´n 3.38. En este caso se puede reemplazar que la aplicacio´n Φ sea
perfecta por propia, pero cuando los espacios son Hausdorff localmente compactos las nociones son
equivalentes (ver corolario 3.27).
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Proposicio´n 3.36. Supo´ngase que G es un grupo topolo´gico Hausdorff localmente compacto y X un
G-espacio Hausdorff localmente compacto, y sean K,L subconjuntos compactos de X. La accio´n es
propia si y solo si
GK,L = {g ∈ G : gK ∩ L 6= ∅}
es un conjunto compacto.
Demostracio´n. Sea Φ : G × X → X × X la aplicacio´n definida por Φ(g, x) = (g · x, x). Supo´ngase
primero que es propia. Entonces para cualesquier conjuntos compactos K,L ⊂ X, se comprueba que:
GK,L = {g ∈ G : gK ∩ L 6= ∅}
= {g ∈ G : g · x ∈ L para algu´n x ∈ K}
= {g ∈ G : Φ(g, x) ∈ K × L para algu´n x ∈ X}
= piG(Φ−1(K × L)),
donde piG : G×X → G es la proyeccio´n sobre G. Como K,L son compactos, K ×L es compacto, por
ser la accio´n propia, Φ−1(K×L) es compacto, y como piG es continua, se tiene que GK,L es compacto.
Rec´ıprocamente, supo´ngase que GK,L es compacto para cada par de conjuntos compactos K,L ⊂ X.
Si C ⊂ X ×X es cualquier compacto, sean K = pi1(C) ⊂ X y pi2(C) ⊂ X, donde pi1, pi2 : X ×X → X
son las proyecciones de C en el primer y segundo factor, respectivamente. Entonces
Φ−1(C) ⊂ Φ−1(K × L) ⊂ {(g, x) : g · x ∈ L y x ∈ K} ⊂ GK,L ×K
Por continuidad Φ−1(C) es subconjunto cerrado del conjunto compacto GK,L×K, y como estos u´ltimos
son Hausdorff, es tambie´n compacto.
Observacio´n. Para la condicio´n necesaria, no se usa la localidad compacta del grupo, esta condicio´n
se impone para garantizar el rec´ıproco. Este teorema se puede encontrar en Bourbaki [9, CapIII,§4
No.5 teo 1]. Adema´s, como GK,L ⊂ GK∪L,K∪L ([9, CapIII,§4 No.5 obs. teo 1]), se tiene el siguiente
corolario.
Corolario 3.37. Supo´ngase que G es un grupo topolo´gico Hausdorff localmente compacto y X un
G-espacio Hausdorff localmente compacto, y sea K un subconjunto compacto de X. La accio´n es propia
si y solo si
GK = {g ∈ G : gK ∩K 6= ∅}
es un conjunto compacto de G.
Demostracio´n. La demostracio´n se sigue de la proposicio´n 3.36 y del hecho que GK,L ⊂ GK∪L,K∪L.
Que GK sea un conjunto compacto cuando K es compacto se puede expresar en te´rminos de sucesiones:
Corolario 3.38. Supo´ngase que G es un grupo topolo´gico Hausdorff localmente compacto y X un
G-espacio Hausdorff localmente compacto. La accio´n de G en X es propia si y solo si para cada
sucesio´n convergente xi ∈ X, y para cada sucesio´n gi ∈ G talque gi ·xi ∈ X converge, entonces gi tiene
una subsucesio´n convergente.
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Demostracio´n. Supo´ngase que la accio´n es propia, es decir, la aplicacio´n Φ : G × X → X × X dada
por Φ(g, x) = (g · x, x) es propia, y sean xi ∈ X y gi ∈ G sucesiones que satisfacen la hipo´tesis. Sean
U y V vecindades precompactas de lim
i→∞
xi y lim
i→∞
gi · xi, respectivamente. Entonces para cierto i lo
suficientemente grande, Φ(gi, xi) ∈ U × V , es decir, (gi, xi) ∈ Φ−1(U × V ). Como Φ−1(U × V ) es
compacto, (gi, xi) contiene una subsucesio´n convergente, y en particular gi contiene una subsucesio´n
convergente. Ahora supo´ngase que se cumple el rec´ıproco y sea K ⊂ X × X un conjunto compacto.
Sea (gi, xi) una sucesio´n en Φ−1(K). Entonces Φ(gi, xi) ∈ K y as´ı al pasar a subsucesiones, xi y gi · xi
convergen. Entonces como gi tiene una subsucesio´n convergente, la sucesio´n inicial (gi, xi) ∈ Φ−1(K)
tambie´n posee una subsucesio´n convergente. Como Φ−1(K) es cerrado, el l´ımite de esta subsucesio´n
convergente tambie´n pertenece a Φ−1(K), lo que demuestra que Φ−1(K) es compacto.
Un caso especial en el cual la condicio´n GK = {g ∈ G : gK ∩K 6= ∅} es un conjunto compacto, se
cumple inmediatamente cuando el grupo es compacto, lo cual se garantiza en el siguiente corolario:
Corolario 3.39. Cualquier accio´n continua por un grupo Hausdorff compacto G en un espacio
topolo´gico Hausdorff localmente compacto X es propia.
Demostracio´n. Sea C ⊂ X × X un compacto. Es posible encontrar un compacto K ⊂ X tal que
C ⊂ K ×K, al hacer K = pi1(C) ∪ pi2(C), donde pi1 y pi2 son las proyecciones en el primer y segundo
factor respectivamente. Φ−1(C) es un conjunto cerrado por la continuidad de Φ y por ser C compacto
en un espacio Hausdorff. Adema´s Φ−1(C) es compacto, en efecto
Φ−1(C) ⊂ Φ−1(K ×K) =
⋃
k∈K
Φ−1(K × {k}),
=
⋃
k∈K
{(g, x) : (g · x, x) ∈ K × {k}},
=
⋃
k∈K
{(g, k) : g · x ∈ K},
⊂
⋃
k∈K
(G× {k}) = G×K,
Luego Φ−1(C) es un subconjunto cerrado del conjunto compacto G×K y por lo tanto es compacto.
El corolario anterior deja entender porque las acciones propias no son tan interesantes cuando el grupo
es compacto.
Si la accio´n es propia entonces el espacio cociente es Hausdorff. Como nuevo interrogante se tendr´ıa:
¿Bajo que hipo´tesis el cociente es localmente compacto?.
Lema 3.40. Sea X un G-espacio. Si X es segundo contable, entonces tambie´n lo es X/G. Si X es
localmente compacto, entonces X/G es un espacio localmente compacto.
Demostracio´n. Sea pi : X → X/G la aplicacio´n orbital. Supo´ngase que {Un} es una base contable de
conjuntos abiertos en X, sea Vn = pi(Un) y V es un abierto en X/G con y ∈ V . Esco´gase x ∈ X tal
que x ∈ pi−1(y). Por la continuidad de pi, pi−1(V ) es una vecindad de x, y entonces existe una vecindad
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Un tal que x ∈ Un ⊂ pi−1(V ). Entonces y ∈ Vn ⊂ V , y {Vn} es una base contable para la topolog´ıa en
X/G.
Ahora supo´ngase que X es localmente compacto. El argumento anterior muestra que la imagen de una
base en X es una base en X/G. Como X tiene una base de conjuntos compactos, y como la imagen
continua de compacto es compacta se sigue que X/G tiene una base de conjuntos compactos. Por lo
tanto X/G es localmente compacto.
Proposicio´n 3.41. Sea X un G-espacio propio localmente compacto, entonces X/G es un espacio
Hausdorff localmente compacto.
Demostracio´n. Como la accio´n es propia, el cociente es Hausdorff por 3.30, y como X es localmente
compacto, el cociente tambie´n lo es por 3.40.
El corolario 3.30, da una condicio´n suficiente para que el cociente sea Hausdorff, pero no es necesaria,
es decir, se pueden encontrar acciones no propias con cociente Hausdorff, como lo ilustra el siguiente
ejemplo:
Ejemplo 3.42. Sea G = R y X = C, R actu´a sobre C, mediante x · z = e2piixz. La o´rbita del origen
consiste del mismo origen u´nicamente. Ahora si z = reiφ, la o´rbita de z, G · z = {ω ∈ C : |ω| = r} con
0 < r ∈ R, es decir la o´rbita de z 6= 0 es una circunferencia de radio igual a su norma. De esta manera
el espacio cociente se puede identificar con el eje real no negativo R+ ∪ {0}, el cual es un espacio
Hausdorff con la topolog´ıa natural, entonces C/R es Hausdorff. Pero la accio´n no es propia, como C
y R son Hausdorff localmente compactos se puede usar el corolario 3.37. Sea K = {z ∈ C : |z| ≤ 1}
y xK = {e2pixk : k ∈ K}, para cualquier x ∈ X y cualquier k ∈ K, x · k ∈ K, as´ı RK = {x ∈ R :
xK∩K 6= ∅} = R, el cual no es acotado y por lo tanto no es compacto, es decir la accio´n no es propia.
3.6. Aplicacio´n a sistemas dina´micos
El que la accio´n de un grupo Hausdorff localmente compacto G en un espacio Hausdorff X sea de
Cartan es una propiedad local, puesto que cada punto x esta´ contenido en un conjunto abierto U tal
que el conjunto GU = {g ∈ G : gU ∩ U 6= ∅} tiene clausura compacta en G. Por otro lado que la
accio´n sea propia es una propiedad global. Los ejemplos 3.44 y 3.45, presentados en [3, ejem 1.14] y [15,
pag.174], los cuales son una modificacio´n del ejemplo de Palais [31, pag.298], muestra que ser accio´n
propia no implica ser de Cartan, esto es, existen acciones de Cartan que no son propias. Pero antes,
para una mejor compresio´n, se explicara´ un caso muy especial e importante de accio´n de grupos como
son los sistemas dina´micos.
Se puede pensar en un sistema dina´mico como la evolucio´n de un sistema f´ısico a trave´s del tiempo,
como por ejemplo el movimiento de los planetas bajo la influencia de las fuerzas gravitacionales. De
manera ma´s formal, la definicio´n ma´s general de un sistema dina´mico, es una accio´n de un grupo G
sobre un espacio (variedad diferenciable) X, llamado espacio fase. Cuando G = Z se obtiene un sistema
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dina´mico discreto, si G = R un sistema dina´mico continuo y el espacio de todos los posibles sistemas
dina´micos es el grupo de difeomorfismos de X. Un caso particular muy estudiado es cuando X = Rn.
Sea V un campo vectorial suave en Rn y x ∈ Rn. Supo´ngase que las soluciones a la ecuacio´n diferencial
x′ = V (x) esta´n siempre definidas, y sean x0 ∈ Rn un vector fijo y φx(t) la solucio´n con condicio´n
inicial x(0) = x0. Se puede definir la funcio´n φt : Rn → Rn dada por φt(x) = φx(t). Entonces φt
es un difeomorfismo de Rn. (Si se considera la aplicacio´n φ : R × Rn → Rn, φ(t, x), esta aplicacio´n
define la accio´n de R sobre Rn) y adema´s φt ◦ φs = φt+s, y φ0(x) = x0 por ser la condicio´n inicial.
Se llama al conjunto {φt : t ∈ R} un flujo en Rn. Rec´ıprocamente, si {φt} induce en Rn una accio´n,
se le puede asociar un campo vectorial V en Rn (el generador infinite´simo de la accio´n) definido por
V (x) =
d
dt
φt(x)
∣∣∣
t=0
. Para relacionar la terminolog´ıa de los sistemas dina´micos con la presentado en el
trabajo se dara´ la siguiente definicio´n:
Definicio´n 3.43. Sea U un abierto de Rn, x0 ∈ U y sea x(t) la solucio´n u´nica 5 de la ecuacio´n
x′ = V (x) con la condicio´n inicial x(0) = x0.
1. La curva integral de x0 es el conjunto {(t, x) ∈ R× U : x = x(t)}.
2. La trayectoria de x0 es el conjunto {x ∈ U : x = x(t), t ∈ R}, (es decir la trayectoria es la o´rbita
de x0).
3. El flujo de la ecuacio´n x′ = V (x) es la aplicacio´n
φ : R× U → U, φ(t, x0) = φt(x0) = x(t)
(en otras palabras, el flujo define la accio´n de R sobre U ⊂ Rn)
Geome´tricamente, la o´rbita es una curva en el abierto U que contiene a x0 tal que el campo vectorial
V (x) es tangente a la curva en cualquier punto x de la curva. La unicidad de la solucio´n significa que
existe una sola o´rbita por cualquier punto en el abierto U .
Por definicio´n, se cumple que es efectivamente una accio´n. Se tiene que φ0(x0) = x0 para todo x0 ∈ U ,
y la unicidad de soluciones implica que φt ◦φs(x0) = φt+s(x0). Estas propiedades pueden ser reescritas
como
φ0 = Id, φt ◦ φs = φt+s.
Conside´rese el siguiente ejemplo (tomado de [3]):
Ejemplo 3.44. Sea X = R2 y G = R. La idea es definir la accio´n de R en R2 por el flujo del
campo vectorial suave en R2 dado por V (x, y) = (cosx, senx). Este campo vectorial es invariante
con respecto a las traslaciones verticales. Se construira´ una ecuacio´n expl´ıcita que describa la accio´n
de R sobre R2. Si se considera el sistema (x′, y′) = (cosx, senx), sus curvas integrales son l´ıneas
verticales (se llamara´n o´rbitas especiales) para x =
pi
2
+npi, n ∈ Z, y curvas que satisfacen la ecuacio´n
γ′(x) =
senx
cosx
= tanx (se llamara´n o´rbitas regulares).
5La solucio´n existe y es u´nica por el teorema de existencia y unicidad de la solucio´n de un sistema de ecuaciones,
sujeto a una condicio´n inicial.
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Entonces la ecuacio´n de las curvas integrales es γ(x) = ln | cosx|−1 + c, c ∈ R si x 6= pi
2
+ npi, o
x =
pi
2
+ npi, n ∈ Z, (ver figura 3.3).
Figura 3.3: Trayectorias de la accio´n.
En las o´rbitas especiales, es inmediato que la accio´n sea simplemente la traslacio´n vertical hacia arriba
o abajo. Para una o´rbita regular, se quiere determinar la posicio´n de un punto arbitrario a lo largo
de la trayectoria como una funcio´n del punto inicial (x, y) y la longitud t de la curva que une a los
dos puntos. (Por construccio´n, la longitud de la curva es el elemento del grupo R por el cual el punto
inicial (x, y) se desplaza hasta un punto arbitrario sobre la o´rbita). Obse´rvese que dada una o´rbita
regular en particular, todas las o´rbitas regulares pueden ser obtenidas por una traslacio´n vertical de la
o´rbita elegida, esto implica que la primera coordenada de un punto arbitrario sobre una o´rbita depende
u´nicamente de la primera coordenada x del punto inicial y del elemento t del grupo R. Denotemos
la primera coordenada del punto arbitrario por φ(t, x). Segu´n lo descrito, se tiene por la ecuacio´n de
longitud de arco que ∫ φ(t,x)
x
√
1 + (γ′(s))2ds = t.
Cuya solucio´n viene dada por
φ(t, x) =

sen−1(φ0(t, x)) + 2pin, si x ∈
(
−pi
2
+ 2pin,
pi
2
+ 2pin
)
, n ∈ Z
pi − sen−1(φ0(t, x)) + 2pin, si x ∈
(
pi
2
+ 2pin,
3pi
2
+ 2pin
)
, n ∈ Z
donde φ0(t, x) =
et(1 + senx)− e−t(1− senx)
et(1 + senx) + e−t(1− senx) .
No´tese que φ esta´ bien definido incluso en los valores especiales de x, es decir, para x =
pi
2
+ pin,
n ∈ Z, es decir, la aplicacio´n es continua en todos estos puntos y es independiente de t. Esta aplicacio´n
concuerda con la accio´n en las o´rbitas especiales.
Ahora se debe encontrar el comportamiento de la segunda coordenada bajo la accio´n de grupo, obse´rvese
para esto, que la segunda coordenada del punto puede ser escrita como y + φ˜(t, x), donde (x, y) es el
punto inicial, t es el elemento del grupo bajo el cual el punto inicial ha sido movido, y
φ˜(t, x) = γ(φ(t, x))− γ(x) = ln
(
et(1 + senx) + e−t(1− senx)
2
)
Otra vez, la invarianza vertical hace irrelevante que o´rbita regular se ha tomado. As´ı se ha llegado a
una ecuacio´n expl´ıcita para la accio´n continua:
θ : R× R2 → R2, θ(t, (x, y)) = (φ(t, x), y + φ˜(t, x))
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El que sea accio´n se satisface directamente de la comprobacio´n que:
φ(t1, φ(t2, x)) = φ(t1 + t2, x), φ˜(t1, φ˜(t2, x)) = φ˜(t1 + t2, x), y
φ(0, x) = x, φ˜(0, x) = 0.
Adema´s la accio´n es libre, en efecto, para cualquier x ∈ R, si φ(t, x) = x y φ˜(t, x) = 0, entonces t = 0.
En este ejemplo, la aplicacio´n Φ : G × X → X × X dada por Φ(g, x) = (g · x, x) es continua, y por
ser la accio´n libre es inyectiva, pero no es una aplicacio´n propia, esto se manifiesta en no poseer la
propiedad de ser Hausdorff el espacio cociente X/G = R2/R. Las vecindades de las o´rbitas especiales
no pueden ser separadas por ningu´n conjunto abierto.
El ejemplo anterior, permitira´ entender un poco mejor el siguiente ejemplo (tomado de [15]) , pero en
este no se dara´ una fo´rmula expl´ıcita para la accio´n.
Ejemplo 3.45. Conside´rese la accio´n de R en R2 (un sistema dina´mico) que tiene la siguiente
propiedad: las trayectorias son las curvas x = b para |b| ≥ 1 y γc(x) = 11− x2 + c para c ∈ R
(figura 3.4), y bajo esta accio´n un punto atraviesa su o´rbita con velocidad unitaria, (como el ejemplo
anterior). Esta accio´n no es propia: Sea K una vecindad de (−1, 0) y sea L una vecindad de (1, 0),
ambas lo suficientemente pequen˜as.
-1
-1
1
1
O
Figura 3.4: Trayectorias de la accio´n.
Entonces las trayectorias γc a partir de cierto c < 0 se intersectan con K y L. As´ı, la distancia de K
a L a lo largo de γc se vuelve arbitrariamente grande, cuando c toma valores arbitrariamente grandes.
Entonces el subconjunto GK,L de R no es acotado. Por otro lado la restriccio´n de la accio´n a cada uno
de los abiertos x < 1 y x > −1 es propia.
3.7. Accio´n propiamente discontinua
Cuando el grupo G es un grupo discreto, simplifica muchos resultados, para este caso se introducira´ la
definicio´n de accio´n propiamente discontinua.
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Definicio´n 3.46. Una accio´n propia de un grupo discreto G sobre un espacio topolo´gico X es llamada
propiamente discontinua 6.
Cuando el grupo G es discreto, obtiene propiedades topolo´gicas especiales, por ejemplo, es Hausdorff,
compacto (y localmente compacto). Luego en este caso se cumplen muchos de los teoremas citados
previamente.
Al comparar las nociones de accio´n propia y accio´n propiamente discontinua, se tiene la siguiente
equivalencia:
Proposicio´n 3.47. La accio´n de G sobre un espacio topolo´gico X es propiamente discontinua si y
so´lo si G actu´a propiamente, y G es un grupo discreto.
Demostracio´n. Si el grupo G es discreto es por lo tanto compacto y as´ı la accio´n es propia. El rec´ıproco
es consecuencia de la definicio´n.
As´ı, a fin de determinar si la accio´n de un grupo discreto es propiamente discontinua, es suficiente
determinar si la accio´n es propia. El siguiente resultado se deriva, por lo tanto, de considerar que la
accio´n es propia y el grupo es discreto.
Corolario 3.48. Sea G un grupo discreto y X un G-espacio Hausdorff. X es un G-espacio propiamente
discontinuo si y solamente si para cada par de puntos x, y ∈ X, existen vecindades Ux de x y Vy de y,
tal que {g ∈ G : gUx ∩ Vy 6= ∅} es finito.
Demostracio´n. La demostracio´n se sigue de la proposicio´n 3.35, donde {g ∈ G : gUx ∩ Vy 6= ∅} es un
conjunto de clausura compacta de G, y como G es discreto es finito.
Corolario 3.49. Sea G un grupo discreto y X un G-espacio Hausdorff. X es un G-espacio propiamente
discontinuo si y solamente si para cada subconjunto compacto K ⊂ X, el conjunto GK = {g ∈ G :
gK ∩K 6= ∅} es finito.
Demostracio´n. La demostracio´n se sigue de la proposicio´n 3.36 y la observacio´n a dicha proposicio´n,
GK es compacto en un grupo discreto, es por lo tanto finito.
Au´n ma´s, conside´rese la siguiente proposicio´n, (la cual corresponde a la definicio´n de accio´n
propiamente discontinua dada por Boothby [10, def. 8.1], es de considerar que en este texto esta
definicio´n se da para grupos de Lie y variedades diferenciables):
Proposicio´n 3.50. Supo´ngase que G es un grupo discreto y X un G-espacio Hausdorff. La accio´n es
propiamente discontinua si y so´lo si se cumplen las siguientes condiciones:
(a) Para cada x ∈ X, existe una vecindad U tal que {g ∈ G : gU ∩ U 6= ∅} es un conjunto finito.
6El te´rmino propiamente discontinua se contradice a s´ı mismo, puesto que las acciones de grupo propiamente
discontinuas son, despue´s de todo, continuas.
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(b) Si x, y ∈ X no esta´n en la misma G-o´rbita, entonces existen vecindades Ux de x y Vy de y tal
que gUx ∩ Vy = ∅ para todo g ∈ G.
Demostracio´n. Al tomar x = y como en el corolario 3.48, para x se tienen vecindades Ux y Vx tales
que gUx ∩ Vx = ∅ para todo g ∈ G excepto para un nu´mero finito de ellos. Sea U = Ux ∩ Vx, como
gU ⊂ gUx y U ⊂ Vx, se sigue gU ∩ U ⊂ gUx ∩ Vx, y por lo tanto se satisface la primera condicio´n.
Ahora supo´ngase que x, y ∈ X esta´n en o´rbitas distintas. Por corolario 3.48 existen vecindades Ux de
x y Vy de y con gUx∩Vy = ∅ excepto para un nu´mero finito de g, sean estos g1, g2, . . . , gk, sin perdida
de generalidad se puede asumir que todos son distintos. Como x e y no esta´n en la misma G-o´rbita,
se tiene que gi · x 6= y para i = 1, 2, . . . , k. Ahora por ser X un espacio Hausdorff existen conjuntos
abiertos disjuntos W1, . . . ,Wk,Wy, con gi · x ∈Wi e y ∈Wy. Por la continuidad de la accio´n se puede
elegir W de manera que giW ⊂ Wi para todo i = 1, 2, . . . , k, y si se elige W ′ = Wy ∩ Vy se tiene que
gW ∩W ′ = ∅ para g = g1, g2, . . . , gk y por tanto para todo g ∈ G.
Rec´ıprocamente, supo´ngase que se satisfacen (a) y (b), se debe probar que la accio´n es propia, para
este caso, que satisface las condiciones del corolario 3.49. Para cada x ∈ X existe U tal que {g ∈ G :
gU ∩ U 6= ∅} es un conjunto finito por (a), sea entonces y = gi · x para algunos g1, g2, . . . , gk y sea
y ∈ U ′ ⊂ giU , por tanto {g ∈ G : gU ∩U ′ 6= ∅} es finito. Luego si x, y no esta´n en la misma G-o´rbita,
por (b) se puede elegir U y U ′ tal que {g ∈ G : gU ∩ U ′ 6= ∅} = ∅ y este conjunto es ciertamente un
conjunto finito.
Una consecuencia importante de estas equivalencias es la siguiente caracterizacio´n de las acciones libres
y propiamente discontinuas que algunos autores como por ejemplo Docarmo [11, pag.22], la dan como
definicio´n de accio´n propiamente discontinua.
Proposicio´n 3.51. Sea un grupo discreto G el cual actu´a en un espacio Hausdorff X, supo´ngase que
la accio´n es libre y propiamente discontinua, entonces para cada punto x ∈ X existe una vecindad U
tal que gU ∩ U = ∅ para todo g ∈ G excepto para g = e.
Demostracio´n. Al tomar x = y en la Proposicio´n 3.48, existen vecindades Ux y Vx de x tales que
gUx ∩ Vx = ∅ excepto para un nu´mero finito de elementos, sean ellos g0 = e, g1, . . . , gk ∈ G. Ya que la
accio´n es libre y X es Hausdorff, para cada gi existen vecindades disjuntas Wi de x y W ′i de gi · x. Sea
U = Ux ∩ Vx ∩W1 ∩ (g−11 W ′1) ∩ · · · ∩Wk ∩ (g−1k W ′k).
Se mostrara´ que U tiene las propiedades requeridas, en efecto: Primero conside´rese g = gi para algu´n
i ≥ 1. Si x ∈ U ⊂ g−1i W ′i , entonces gi · x ∈ W ′i , el cual es distinto de Wi y por lo tanto de U .
As´ı gU ∩ U = ∅. Por otro lado, si g ∈ G no es la identidad y no es alguno de los gi, entonces para
cualquier x ∈ U ⊂ Ux, se tiene que g · x ∈ gU , el cual es disyunto con Vx y por lo tanto tambie´n con
U .
Cuando un grupo G es finito, la accio´n siempre es propiamente discontinua. Si la accio´n es propiamente
discontinua no tiene por que ser libre. Si la accio´n es libre, no necesariamente es propiamente
La accio´n de un grupo topolo´gico sobre un espacio topolo´gico 41
discontinua, en seguida se presentan algunos ejemplos para observar el comportamiento de las acciones
libres y propiamente discontinuas.
Ejemplo 3.52. Sea X = S1 y sea la accio´n de G = Z como potencias de una rotacio´n irracional,
es decir, la accio´n rota por
a
2pi
con a irracional. Esto es, se tiene la accio´n (n, e2piit) 7→ e2piiteina =
e2pii(t+na/2pi). Esta accio´n es libre, pero no propiamente discontinua, en efecto conside´rese el compacto
K = {e2pit ∈ S1 : 0 ≤ t ≤ 1/4}, ahora hay infinitos n ∈ Z tales que n ∈ N tales nK ∩K 6= ∅.
Nota. La accio´n propiamente discontinua obliga a la o´rbita G · x a ser un subconjunto discreto de
X (para cualquier x). Sin embargo, hay acciones libres con o´rbitas discretas que no son propiamente
discontinuas. Ve´ase el ejemplo 3.53.
Ejemplo 3.53. Sea G = Z el cual actu´a continuamente sobre el espacio topolo´gico X = R2 − {(0, 0)}
por las potencias de
2 0
0
1
2
. Es decir:
(n, (x, y)) 7→ (2nx, 2−ny)
Entonces las Z-o´rbitas esta´n en las hipe´rbolas xy = cte, o en los ejes coordenados.
Para ver que la accio´n no es propiamente discontinua conside´rese el punto (1, 0) y el compacto K =
{(x, y) : (x− 1)2 + y2 ≤ 1}, entonces nK ∩K 6= ∅ para todo n ∈ Z, como muestra la figura 3.5.
Figura 3.5: Accio´n no propiamente discontinua
El intere´s en las acciones libres y propiamente discontinuas esta´ en que para tales acciones en el caso
Hausdorff localmente compacto se puede encontrar un abierto U alrededor de cada x ∈ X tal que
U es disjunto con gU siempre que g 6= e, y rec´ıprocamente, cuando esto se tiene, la accio´n es desde
luego libre y propiamente discontinua. As´ı, para tales acciones podemos decir que en X/G se puede
identificar puntos en la misma G-o´rbita, con este proceso de identificacio´n no se cruza el espacio X
por identificacio´n de los puntos de X que esta´n arbitrariamente cercanos unos de otros. Un ejemplo
donde se nota que no se tiene una buena identificacio´n es el siguiente:
Ejemplo 3.54. Conside´rese la accio´n de G = Q sobre R por traslaciones aditivas (Q dotado con la
topolog´ıa discreta, para que encaje en la descripcio´n de un grupo discreto). Esta es una accio´n continua,
pero el cociente R/Q no se comporta muy bien, ya que se tiene que cualesquier dos Q-o´rbitas en R
contienen puntos arbitrariamente cercanos.
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Sin embargo, existen otros ejemplos que presentan dificultades en cosas ma´s sutiles:
Ejemplo 3.55. Conside´rese el ejemplo 2.2.3. Para cualquier z ∈ C distinto de cero, su o´rbita
consiste en n puntos igualmente separados en la circunferencia de radio |z| centrado en el origen.
Es geome´tricamente obvio (y por lo tanto es fa´cil dar una prueba rigurosa) que para una bola abierta
euclidiana B(x) centrada en z con radio  lo suficientemente pequen˜o (del orden de |z|pi/n), B(z) es
disjunta de sus traslaciones por los elementos del grupo no triviales; es decir, al hacer girar B(z) sobre
el origen por a´ngulos 2pik/n con k ∈ Z se consiguen conjuntos disjuntos de B(z), excepto cuando n
divide a k. Por lo tanto, en C − {0} la accio´n es libre y propiamente discontinua. Sin embargo, para
el origen es muy diferente (cuando n > 1): el origen es fijado por el grupo entero, y as´ı cada vecindad
del origen encuentran su traslacio´n por cualquier elemento del grupo. As´ı, la accio´n en todo C no es
libre debido a las dificultades en el origen, sin embargo es propiamente discontinua.
A continuacio´n se dan ejemplos de acciones libres y propiamente discontinuas:
Ejemplo 3.56. En el ejemplo de la accio´n de Z sobre R por traslaciones aditivas. Esta accio´n es
continua para la topolog´ıa discreta en Z, que sea libre se sigue de la ecuacio´n x = x + n, la cual es
cierta solo para n = 0. Para mostrar que es propiamente discontinua para cada x ∈ R to´mese un
abierto U = (x− ε, x+ ε) con ε > 0, de donde se tiene que nU ∩ U = ∅ para todo n 6= 0.
Ejemplo 3.57. La aplicacio´n ant´ıpodal en Sn visto como una accio´n del grupo Z2, es libre y
propiamente discontinua. Que sea libre es claro por la continuidad, y para cualquiera x ∈ Sn los
puntos cerca a x todos tienen sus ant´ıpodos bastante lejos.
Ejemplo 3.58. La traslacio´n aditiva en un espacio vectorial finito dimensional V por un enrejado
(lattice) L ⊂ V es libre y propiamente discontinua. En realidad, la continuidad de la accio´n (relativa
a la topolog´ıa discreta en L) es clara, y desde el punto de vista de coordenadas lineales (al tomar el
isomorfismo de espacios vectoriales de V con Rn y de L con Zn) por ser libre y propiamente discontinua
se puede notar que para cada x ∈ Rn una pequen˜a vecindad de x es disjunta de sus traslaciones por
elementos diferentes de cero en Zn; si x = (t1, . . . , tn) entonces la vecindad abierta (n-cubo de lados
unitarios) (
t1 − 12 , t1 +
1
2
)
× · · · ×
(
tn − 12 , tn +
1
2
)
⊂ Rn
alrededor de x es disjunta de sus traslaciones.
Ejemplo 3.59. Sea T = S1 × S1 el toro, donde la circunferencia
S1 = {z ∈ C : ‖z‖ = 1}
es vista como un grupo topolo´gico, su topolog´ıa es inducida por el plano complejo y su estructura de
grupo es la que le proporciona la multiplicacio´n de los nu´meros complejos
S1 × S1 → S1
(eiθ, eiφ) 7→ ei(θ+φ)
S1 → S1
eiθ 7→ e−iθ
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donde las dos funciones multiplicacio´n e inversio´n respectivamente son continuas.
La aplicacio´n continua (z, w) 7→ (1/z,−w) = (z,−w) toma la primera circunferencia y la refleja por
el eje x (en la figura 3.6, se divide en dos cilindros, y se identifica el superior con el inferior), toma la
segunda y la hace girar 180 grados (en la figura 3.7 se visualiza el giro sobre los bordes del cilindro),
adema´s es su propio inverso (si se aplica dos veces da la identidad). As´ı, se tiene una accio´n por el
grupo G = Z2 sobre el toro T , como en el caso de la aplicacio´n ant´ıpodal en la esfera, la accio´n es
libre y propiamente discontinua, porque una vecindad pequen˜a de un punto (z0, w0) en S1 se mueve
bastante lejos de s´ı mismo bajo la aplicacio´n de esta accio´n por el u´nico elemento no trivial de G,
debido al hecho que w0 es girado 180 grados. Se ha dado entonces el cociente asociado al toro S1×S1,
bajo X/G = S1 × S1/Z2, este cociente se llamara´ la botella de Klein.
Figura 3.6: Identificacio´n
superior e inferior.
Figura 3.7: Giro sobre los bordes.
Esta definicio´n de la botella de Klein esta´ relacionada con la vizualizacio´n tradicional, dada como el
espacio cociente del recta´ngulo [0, 1] × [0, 1] por la relacio´n de equivalencia que identifica los puntos
(x, 0) ∼ (x, 1) y (0, y) ∼ (1, 1 − y), con 0 ≤ x, y ≤ 1, o un poco ma´s general como el cociente de R2
por la relacio´n de equivalencia definida por (x, y) ∼ (x+ n, (−1)ny +m) para n,m ∈ Z. La botella de
Klein se muestra en las figuras 3.7 y 3.8.
Figura 3.8: Identificacio´n de
puntos en el recta´ngulo.
Figura 3.9: Visualizacio´n
tradicional.
Ejemplo 3.60. To´mese la accio´n R × R2 → R2 dada por (t, (x, y)) 7→ (x + ty, y), el grupo R con
la operacio´n suma. Aqu´ı todas las o´rbitas son cerradas. Pero para cada x1, x2 ∈ R, cualquier dos
vecindades fijas de (x1, 0) y (x2, 0) en el cociente R2/R se intersectan una a otra y esto hace que el
cociente no sea Hausdorff.
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El pro´ximo lema muestra que la forma en que se construyo´ la topolog´ıa cociente en X/G es la adecuada,
en el sentido que le permite a la aplicacio´n cociente la siguiente propiedad universal.
Lema 3.61. Sea X un espacio topolo´gico localmente Hausdorff con una accio´n libre y propiamente
discontinua por un grupo G. Sea pi : X → X/G la aplicacio´n cociente abierta sobreyectiva y continua.
Sea f : X → Y una aplicacio´n continua a un espacio topolo´gico Y , y asu´mase que f satisface que
f(g · x) = f(x) para todo x ∈ X y g ∈ G. Entonces existe una u´nica aplicacio´n continua f˜ : X/G→ Y
que satisface
f˜(pi(x)) = f(x) para todo x ∈ X
Demostracio´n. Como pi es una aplicacio´n sobreyectiva, implica la unicidad de f˜ . Para verificar la
existencia, se define f˜ de forma que env´ıe la G-o´rbita pi(x) de x ∈ X a f(x). Esta aplicacio´n esta´ bien
definida y adema´s es continua. En efecto, la hipo´tesis que f(g · x) = f(x) implica que f(x) = f(y)
cuando x, y ∈ X esta´n en la misma G-o´rbita, as´ı que f˜ esta´ bien definida. Para verificar la continuidad,
sea U ⊂ Y un abierto, f˜−1(U) es abierto en X/G, puesto que por la definicio´n de la topolog´ıa cociente,
se satisface que pi−1(f˜−1(U)) es un abierto en X, y siendo (f˜ ◦ pi)−1(U) con f˜ ◦ pi = f : X → Y se
cumple la condicio´n, por la hipo´tesis de la continuidad de f .
La aplicacio´n cociente, cuando el grupo es discreto, permite tambie´n que sea una aplicacio´n recubridora,
como se prueba en el siguiente teorema.
Teorema 3.62. Sea X un espacio Hausdorff localmente compacto y supo´ngase que la accio´n del grupo
G es libre y propiamente discontinua sobre X. Entonces X/G es Hausdorff y ma´s au´n, la aplicacio´n
cociente pi : X → X/G es una aplicacio´n recubridora.
Demostracio´n. Claramente pi es sobreyectiva y continua. Para mostrar que pi es una aplicacio´n
recubridora, sea x ∈ X y U˜ una vecindad de x, tal que gU˜ ∩ U = ∅ para todo g 6= e. Sea U = pi(U˜),
el cual es un abierto en X/G por ser pi una aplicacio´n abierta. Ahora pi−1(U) es la unio´n de conjuntos
abiertos disjuntos gU˜ para g ∈ G. Para mostrar que pi es un recubrimiento solo falta mostrar que pi es
un homeomorfismo de cada uno de estos conjuntos sobre U .
Puesto que para cada g ∈ G, se tiene que g : U˜ → gU˜ es un homeomorfismo y el diagrama
U˜ gU˜
U
-g
@
@
@R
pi
?
pi
conmuta, es suficiente mostrar que pi : U˜ → U es un homeomorfismo. Es sobre, continua y abierta,
adema´s es inyectiva puesto que pi(U) = pi(U ′) para u, u′ ∈ U˜ implica u′ = g · u para cierto g ∈ G,
as´ı u = u′ por tenerse que gU˜ ∩ U˜ = ∅ para g 6= e. Esto prueba que pi es una aplicacio´n recubridora.
Para mostrar que el espacio cociente es Hausdorff consideremos Φ(g, x) = (g · x, x) como en la prueba
del corolario 3.48. Como Φ es propia, es una aplicacio´n cerrada, as´ı Φ(G × X) es un subconjunto
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cerrado de X ×X.
Sean y, y′ ∈ X × G dos puntos distintos, si se escoge x, x′ ∈ X tales que pi(x) = y, pi(x′) = y′, el
hecho que y 6= y′ quiere decir que (x, x′) /∈ Φ(G × X), entonces (x, x′) tiene una vecindad producto
U ×U ′ ⊂ X×X disjunta de Φ(G×X). Como pi es una aplicacio´n abierta pi(U) y pi(U ′) son vecindades
de y e y′ respectivamente. Luego cualquier punto z ∈ pi(U)∩pi(U ′) debe satisfacer que z = pi(u) = pi(u′)
para algu´n u ∈ U , u′ ∈ U ′. Pero esto quer´ıa decir que u = g·u′ para algu´n g ∈ G, as´ı (u, u′) = (g·u′, u′) ∈
Φ(G×X), lo cual contradice el hecho que U ×U ′ es disjunto de la imagen de Φ. As´ı pi(U)∩pi(U˜) = ∅,
lo cual muestra que X/G es Hausdorff.
Ejemplo 3.63. Conside´rese la accio´n de Z2 sobre la n-esfera unitaria Sn ⊂ Rn+1 por la aplicacio´n
ant´ıpodal (ejemplo 3.57). En este caso, el cociente es identificado con el n-espacio proyectivo Pn(R) y
como Sn es Hausdorff y la accio´n es libre y propiamente discontinua, Pn(R) es Hausdorff.
Ejemplo 3.64. En el ejemplo de la accio´n de Z sobre R por traslaciones aditivas. Esta accio´n es
continua para la topolog´ıa discreta en Z y es libre y propiamente discontinua (ejemplo 3.56), luego el
cociente R/Z es Hausdorff. Adema´s, como cada punto de R difiere de cierto elemento de [0, 1) por
un elemento de Z, el subconjunto compacto [0, 1] ⊂ R es sobreyectivo en R/Z. Como la aplicacio´n
pi : R→ R/Z es continua, la restriccio´n de pi a [0, 1] es continua y sobre, entonces R/Z es un espacio
Hausdorff compacto.
Observacio´n. Geome´tricamente, la situacio´n descrita en el ejemplo anterior es ma´s simple. Al
conjunto [0, 1] se le identifica el punto final con el inicial y le es asignada la topolog´ıa del circulo
(topolog´ıa inducida al circulo por la topolog´ıa de R2). Para ser ma´s precisos, conside´rese la aplicacio´n
f : R→ S1 ⊂ R2 dado por t 7→ e2piit, esta es una aplicacio´n continua en S1 que es Z-invariante por la
accio´n sobre R (es decir, satisface f(g · x) = f(x)), as´ı por el lema 3.61 existe la aplicacio´n continua
y sobreyectiva f˜ : R/Z → S1, adema´s f˜ es inyectiva puesto que los puntos de R con una imagen
comu´n en S1 son exactamente las Z-o´rbitas. Por lo tanto, f˜ : R/Z → S1 es una biyeccio´n continua
entre espacios compactos Hausdorff, es por lo tanto un homeomorfismo. 7 La trigonometr´ıa ayuda a
formar una imagen geome´trica de R/Z como un c´ırculo, pero la idea general es considerar R/Z como
un “circulo abstracto” sin especificar un encajamiento en algu´n plano.
El ejemplo anterior se puede generalizar au´n ma´s como se vera´ a continuacio´n
Ejemplo 3.65. Sea V un R-espacio vectorial finito dimensional y sea L ⊂ V un enrejado (lattice).
La accio´n de L en V (por traslaciones aditivas) es continua para la topolog´ıa discreta en L y adema´s
es libre y propiamente discontinua tambie´n. As´ı, conside´rese el cociente topolo´gico V/L. Es inmediato
que la aplicacio´n continua f : Rn → (R/Z)n es Zn-invariante con respecto a traslaciones aditivas,
as´ı que, por el lema 3.61 induce la aplicacio´n continua f˜ : V/L = Rn/Zn → (R/Z)n que es biyectiva.
As´ı, V/L es siempre un Hausdorff compacto (puesto que R/Z lo es y el producto de un nu´mero finito
de compactos es compacto), entonces es homeomorfo al producto de n c´ırculos.
7El siguiente teorema garantiza el homeomorfismo: Sea f : X → Y una funcio´n continua y biyectiva. Si X es compacto
e Y es Hausdorff, entonces f es un homeomorfismo. Para ver su demostracio´n referirse a [30]
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Como caso particular to´mese el caso V = R2 y L = Z2. Para visualizar a R2/Z2 conside´rese el
recta´ngulo compacto R = [0, 1] × [0, 1]. La aplicacio´n f : R → R2/Z2 es sobreyectiva e identifica los
lados opuestos de R en la misma direccio´n. As´ı se ha conseguido una descripcio´n de R2/Z2, esto es,
el cociente es homeomorfo a S1 × S1. Este cociente es llamado un toro (o ma´s bien, un 2-toro).
Al tomar el caso general, la descripcio´n para el cociente Rn/Zn, se verifica que es homeomorfo a
S1 × S1 × · · · × S1︸ ︷︷ ︸
n−productos
.
Ejemplo 3.66. Conside´rese nuevamente la botella de Klein. La cual fue considerada previamente
como el cociente de S1 × S1 por la accio´n del grupo Z2 para el cual el elemento no trivial actu´a por
(z, w) 7→ (1/z,−w). Si se considera a S1 como R/Z (por medio de t 7→ e2piit). Se vio´ previamente
que esta accio´n es libre y propiamente discontinua, y as´ı se consigue una estructura topolo´gica en el
cociente, esta es llamada la botella de Klein K. Como el compacto X = S1 × S1 aplica continua y
sobreyectivamente sobre K, se sigue que K debe ser compacto y luego se verifica tambie´n que K es
Hausdorff.
Ejemplo 3.67. Sea a ∈ R, a > 0, X = (−a, a)× S1 y sea G = Z2 que actu´a sobre X, con la accio´n
del elemento no trivial como (t, w) 7→ (−t,−w). Es fa´cil verificar que es una accio´n continua para
la topolog´ıa discreta de Z2, y es libre y propiamente discontinua. El cociente (−a, a) × S1/Z2 = Ma
es la banda de Mo¨bius de altura 2a, la aplicacio´n t 7→ −t hace una rotacio´n alrededor del eje x y
la aplicacio´n w 7→ −w gira la circunferencia 180◦. Esta definicio´n es equivalente a las definiciones
usuales de la banda de Mo¨bius, como el espacio cociente de [0, 1]× [0, 1] por la relacio´n de equivalencia
(0, y) ∼ (1, 1 − y) con 0 < y < 1, o ma´s generalmente como el cociente de R2 por la relacio´n de
equivalencia (x, y) ∼ (x+ n, (−1)ny).
Figura 3.10: Identificacio´n de
puntos.
Figura 3.11: Cinta de Mo¨bius.
Para verificar que la banda de Mo¨bius es Hausdorff, se cumple que la accio´n es libre y propiamente
discontinua y por lo tanto (−a, a)× S1 es Hausdorff.
Se puede hacer lo mismo al usar X = R × S1, y entonces el resultado es el cociente Hausdorff M∞
llamada la banda de Mo¨bius de altura infinita.
Cap´ıtulo 4
Variedades por accio´n de grupos
Para concluir la discusio´n, se dotara´ de una estructura diferenciable tanto al grupo como al conjunto,
y se dara´n las condiciones para que el cociente de la variedad y el grupo tambie´n lo sea.
4.1. Variedades Topolo´gicas y diferenciables
Inicialmente se dara´ la definicio´n de variedad topolo´gica, para llegar a variedades suaves, aunque se
ignorara´n resultados importantes, pero pueden ser encontrados en la bibliograf´ıa recomendada. El
lector interesado en las variedades topolo´gicas, definiciones y propiedades puede referirse a los textos
[10] o [26], donde hacen una descripcio´n detallada de estos espacios topolo´gicos. Para una introduccio´n
a variedades suaves se recomienda ver [10] y [27].
Definicio´n 4.1. Se dira´ que un espacio topolo´gico M es una variedad topolo´gica de dimensio´n n, o
una n-variedad topolo´gica si satisface las propiedades siguientes:
1. M es un espacio Hausdorff. Para cada par de puntos p, q ∈M , existen abiertos disjuntos U, V ⊂
M , tal que p ∈ U y q ∈ V .
2. M es segundo contable. Existe una base contable para la topolog´ıa de M .
3. M es localmente Euclidiano de dimensio´n n. Para cada punto existe una vecindad que es
homeomo´rfica a un subconjunto abierto de Rn.
Es de resaltar que algunos autores obvian la condicio´n de ser Hausdorff, o de ser segundo contable en la
definicio´n de variedad topolo´gica. Como consecuencia de esta definicio´n, se tiene el siguiente teorema
Teorema 4.2. Una variedad topolo´gica M es localmente conexa, localmente compacto, y una unio´n
de una coleccio´n contable de subconjuntos compactos; adema´s, es normal y metrizable. 1
1Sea X un espacio topolo´gico. Se dice que X es normal, si dados A y B cerrados disjuntos de X, existen U y V
abiertos disjuntos de X tales que A ⊂ U y B ⊂ V . Se dice que X es metrizable, si existe una me´trica d sobre X, tal que
la topolog´ıa inducida por d sea igual a a la topolog´ıa de X.
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La demostracio´n se sale del objetivo del trabajo, pero ella se puede encontrar en Boothby [10, teo.3.6].
Definicio´n 4.3. Sea M una n-variedad topolo´gica. Una carta coordenada (o simplemente una carta)
en M , es un par (U, φ), donde U es un subconjunto abierto de M y φ : U → U˜ es un homeomorfismo
de U a un subconjunto U˜ de Rn.
La definicio´n de variedad topolo´gica implica que cada punto p ∈ M esta´ contenido en el dominio de
alguna carta (U, φ). Si φ(p) = 0, se dice que la carta esta´ centrada en p. Dado p ∈ M y cualquier
carta (U, φ) cuyo dominio contiene a p, se puede obtener una nueva carta centrada en p al restar el
vector constante φ(p). Dada una carta (U, φ), se llama al conjunto U un dominio coordenado, o una
vecindad coordenada. La aplicacio´n φ es llamada una aplicacio´n coordenada (local), y las funciones
componentes de φ son llamadas las coordenadas locales en U . Es usual escribir “(U, φ) es una carta
que contiene a p” como abreviacio´n de (U, φ) es una carta cuyo dominio U contiene a p.
Se hace el uso de la palabra “suave” para referirse a C∞ o infinitamente diferenciable.
Una variedad suave no puede ser simplemente una variedad topolo´gica con una propiedad especial,
porque la propiedad de “suavidad” no es invariante bajo homeomorfismos.
Definicio´n 4.4. Una estructura suave en una n-variedad topolo´gica M es un atlas suave ma´ximal.
Una variedad suave es un par (M,A), donde M es una variedad topolo´gica y A es una estructura suave
en M . Cuando se sobreentiende cual es la estructura suave, por lo general se omite la mencio´n de ello
y so´lo se dice que M es una variedad suave. Las estructuras suaves, tambie´n son llamadas estructuras
diferenciables o estructuras clase C∞.
Definicio´n 4.5. Si M es un variedad suave, una funcio´n f : M → Rk es suave si, para cada carta
suave (U, φ) en M, la funcio´n compuesta f ◦φ−1 es suave en el subconjunto abierto φ(U) ⊂ Rn. El caso
especial ma´s importante es cuando se toman funciones de valor real suaves f : M → R, el conjunto de
todas estas funciones es denotado por C∞(M).
Sean M y N variedades suaves, y sea F : M → N cualquier aplicacio´n. Se dice que F es suave si
para cualesquier cartas suaves (U, φ) para M y (V, ψ) para N , la aplicacio´n composicio´n ψ ◦ F ◦ φ−1
es suave desde φ(U ∩ F−1(V )) hasta ψ(V ).
Definicio´n 4.6. Sea M una variedad suave y sea p ∈M un punto. Un aplicacio´n lineal X : C∞(M)→
R es llamada una derivacio´n en p si satisface
X(fg) = f(p)Xg + g(p)Xf,
para todo f, g ∈ C∞(M), el conjunto de todas las funciones suaves en M . El conjunto de todas las
derivaciones de C∞(M) en p es un espacio vectorial llamado el espacio tangente a M en p, y es
denotado por TpM . Un elemento de TpM es llamado un vector tangente en p.
Para relacionar el espacio tangente abstracto que se ha definido en una variedad con los espacios
tangentes geome´tricos en Rn, se busca como los vectores tangentes se comportan como aplicaciones
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suaves. Si M y N son variedades suaves y F : M → N es un aplicacio´n suave, para cada p ∈ M se
define una aplicacio´n F∗ : TpM → TF (p)N , llamada la diferencial de F , dada por
(F∗X)(f) = X(f ◦ F ).
Lema 4.7 (Propiedades de la diferencial). Sea F : M → N una aplicacio´n suave y p ∈M , luego:
1. F∗ : TpM → TF (p)N es lineal.
2. Si F es un difeomorfismo, entonces F∗ : TpM → TF (p)N es un isomorfismo.
Definicio´n 4.8. Si F : M → N es una aplicacio´n suave, se define el rango de F en p ∈ M como
el rango de la aplicacio´n lineal F∗ : TpM → TF (p)N , que es el rango de la matriz de las derivadas
parciales de F en cualquier carta coordenada, o la dimensio´n de ImF∗ ⊂ TF (p)N . Si F tiene el mismo
rango k en cada punto, se dice que tiene rango constante, y se escribe ranF = k.
Definicio´n 4.9. Una inmersio´n es una aplicacio´n suave F : M → N con la propiedad que F∗ es
inyectivo en cada punto (o equivalentemente ranF = dimM).
Del mismo modo, una submersio´n es una aplicacio´n suave F : M → N tal que F∗ es sobreyectivo en
cada punto (equivalentemente, ranF = dimN).
Un encajamiento es una inmersio´n inyectiva F : M → N que es un homeomorfismo de M en N , es
decir que F es un homeomorfismo de M en su imagen F (M), con su topolog´ıa de subespacio de N . La
imagen de un encajamiento es llamada una variedad encajada.
Definicio´n 4.10. Sea F : M → N una aplicacio´n entre variedades suaves. Una seccio´n de F es una
funcio´n G : N →M tal que F ◦G es la identidad en el dominio de G.
Proposicio´n 4.11. Una submersio´n es una aplicacio´n abierta
Demostracio´n. Sea U un conjunto abierto que esta´ en el dominio de una submersio´n F : M → N .
Dado un punto q ∈ F (U), sea p ∈ U tal que F (p) = q y sea G una seccio´n diferenciable de F tal que
G(q) = p. Dado que G es continua, G−1(U) es una vecindad de q y esta´ en F (U) puesto que G es una
seccio´n de F . Por tanto F (U) es abierto en N .
Proposicio´n 4.12. Sean M y N variedades suaves de dimensiones m y n respectivamente, y F :
M → N es una submersio´n. Si m = n, cada fibra de F es un conjunto discreto de puntos. Si m > n,
cada fibra tiene la estructura de una subvariedad regular de M de dimensio´n m− n.
Teorema 4.13 (Teorema del rango). Supo´ngase que M y N son variedades suaves, de dimensiones
m y n, respectivamente, y F : M → N es una aplicacio´n suave con rango constante k. Para cada
p ∈M existen coordenadas (x1, · · · , xm) centrada en p y (v1, · · · , vn) centrada en F (p) en que F tiene
la siguiente representacio´n coordenada:
F (x1, · · · , xm) = (x1, · · · , xm, 0, · · · , 0)
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La demostracio´n de este teorema se puede encontrar en [27, teo. 5.13].
Proposicio´n 4.14. Sea F : M → N una aplicacio´n suave de rango constante. Si F es inyectiva,
entonces F es una inmersio´n.
Demostracio´n. Sea m = dimM , y n = dimN , y supo´ngase que F tiene rango constante k. Si F no
es una inmersio´n, entonces k < m. Por el teorema del rango, en una vecindad de cualquier punto hay
una carta en la cual F tiene la representacio´n coordenada
F (x1, · · · , xm) = (x1, · · · , xx, 0, · · · , 0)
Resulta que F (0, · · · , 0, ε) = F (0, · · · , 0, 0) para cualquier ε lo suficientemente pequen˜o, as´ı F no es
inyectiva.
Proposicio´n 4.15. Supo´ngase que F : M → N es una inmersio´n inyectiva. Si se cumple alguna de
las siguientes aseveraciones, entonces F es un encajamiento con imagen cerrada.
1. F es una aplicacio´n cerrada.
2. F es una aplicacio´n propia.
3. M es compacto.
Demostracio´n. Como F es inyectiva existe una aplicacio´n inversa F−1 : F (M) → M , y F es un
encajamiento si y so´lo si F−1 es continua. Si F es cerrada, entonces para cada conjunto cerrado
V ⊂M , (F−1)−1(V ) = F (V ) es cerrada en N y por lo tanto tambie´n en F (M). Esto implica que F−1
es continua, y demuestra 1. Para probar 2., cada aplicacio´n propia entre variedades es cerrada (prop.
3.25), entonces 1. implica 2. Finalmente, como cada aplicacio´n continua de un espacio compacto a un
espacio Hausdorff es cerrada, entonces 1. implica 3. tambie´n.
Proposicio´n 4.16. Supo´ngase que M , N , y P son variedades suaves, G : M → N es una submersio´n
sobreyectiva, y F : N → P es cualquier aplicacio´n. Entonces F es suave si y so´lo si F ◦G es suave:
M
N P
?
G
@
@
@R
F◦G
-
F
Demostracio´n. Si F es suave, entonces F ◦ G es suave por ser la composicio´n de aplicaciones suaves.
Rec´ıprocamente, supo´ngase que F ◦ G es suave. Para cualquier q ∈ N , sea σ : U → M una seccio´n
suave de G definida en una vecindad U de q. Entonces G ◦ σ = IdU implica
F
∣∣
U
= F ◦ IdU = (F ◦G) ◦ σ,
es una composicio´n de aplicaciones suaves. Esto muestra que F es suave en una vecindad de cada
punto, por lo cual, es suave.
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Para hablar de acciones de grupos sobre variedades suaves, antes que nada se debe dotar al grupo de
una estructura diferenciable, estos grupos reciben el nombre de grupos de Lie. En la siguiente seccio´n
se dara´ la definicio´n formal, ejemplos y resultados sobre grupos de Lie.
4.2. Grupos de Lie
Una de las ideas subyacentes en la nocio´n de grupo de Lie es la de movimiento. El grupo de Lie por
excelencia es el de los movimientos r´ıgidos en el espacio, los cuales no so´lo forman un grupo, pues
la composicio´n de dos movimientos es un nuevo movimiento, sino que adema´s el nuevo movimiento
depende “diferenciablemente” de los dos dados.
Un grupo de Lie es una variedad suave G que es tambie´n un grupo en el sentido algebraico, con la
propiedad que la aplicacio´n multiplicacio´n µ : G×G → G y la aplicacio´n inversio´n ι : G → G, dados
por
µ(g, h) = gh, ι(g) = g−1
son ambas suaves. Como las aplicaciones suaves son continuas, un grupo de Lie, es en particular, un
grupo topolo´gico.
En un grupo Lie G, la aplicacio´n de traslacio´n a izquierda Lg (o derecha Rg), donde g ∈ G es fijo, es
suave, puesto que Lg(h) = gh puede ser escrito como la composicio´n de aplicaciones suaves
G G×G
G
-ig
@
@
@
@R
Lg
?
µ
donde ig : G → G ×G es la aplicacio´n inclusio´n dada por ig(h) = (g, h) y µ es la multiplicacio´n, por
lo tanto resulta que Lg es suave. Adema´s se tiene que es un difeomorfismo de G, puesto que Lg−1 es el
inverso y tambie´n es suave. Del mismo modo, se tiene para Rg. Obse´rvese que, al considerar cualesquier
dos puntos g1, g2 ∈ G, hay una traslacio´n u´nica de G que toma g1 y lo env´ıa a g2, la traslacio´n es por
supuesto g2g−11 . Se dara´n enseguida algunos ejemplos:
Ejemplo 4.17. Cada una de las siguientes variedades es un grupo de Lie con la operacio´n de grupo
indicada.
1. El grupo lineal general GL(n,R) es el conjunto de matrices invertibles de n × n con entradas
reales. Es un grupo con la multiplicacio´n usual de matrices, y es una subvariedad abierta del
espacio vectorial M(n,R) de las matrices cuadradas n×n. La multiplicacio´n es suave porque las
entradas de una matriz producto AB son polinomios en las entradas de A y B. La inversio´n es
suave porque la regla de Cramer expresa las entradas de A−1 como funciones racionales de las
entradas de A.
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2. El grupo lineal general complejo GL(n,C) es el grupo de matrices complejas de n × n bajo la
multiplicacio´n de matrices. Esto es un subvariedad abierta de M(n,C) y as´ı una variedad suave
2n2-dimensional, y esto es un grupo de Lie porque los productos de la matriz y los inversos son
funciones suaves de las partes reales e imaginarias de las entradas de la matriz.
3. Si V es cualquier espacio vectorial real o complejo, sea GL(V ) el grupo de transformaciones
lineales invertibles de V en s´ı mismo. Si V es un espacio finito-dimensional, cualquier base para
V determina un isomorfismo de GL(V ) con GL(n,R) o GL(n,C), con n = dimV , entonces
GL(V ) es un grupo de Lie.
4. El conjunto R∗ de nu´meros reales distintos de cero es un grupo de Lie 1-dimensional bajo la
multiplicacio´n. (En efecto, puesto que es GL(1,R) si se identifica la matriz 1× 1 con el nu´mero
real correspondiente). El subconjunto R+ de nu´meros reales positivos es un subgrupo abierto, y
es as´ı un grupo de Lie 1-dimensional.
5. El conjunto C∗ de nu´meros complejos distintos de cero es un grupo de Lie 2-dimensional con la
multiplicacio´n compleja, que puede ser identificado con GL(1,C).
6. El c´ırculo S1 ⊂ C∗ es una variedad suave y un grupo bajo la multiplicacio´n compleja. El uso
del a´ngulo apropiado funciona como coordenadas locales en subconjuntos abiertos de S1, la
multiplicacio´n y la inversio´n tienen las expresiones coordenadas suaves dadas por (θ1, θ2) 7→
θ1 + θ2 y θ 7→ −θ, y por lo tanto S1 es un grupo de Lie, llamado el grupo del c´ırculo.
7. Cualquier producto de grupos de Lie es un grupo de Lie con la estructura de variedad producto y
la estructura de grupo producto.
8. El n-toro Tn = S1 × · · · × S1 es un grupo de Lie abeliano n-dimensional.
9. Cualquier grupo finito o contable con la topolog´ıa discreta es un Grupo de Lie cero-dimensional.
Nuevamente se llamara´ este tipo de grupos como grupo de Lie discreto.
Un subgrupo de Lie de un grupo de Lie G es un subgrupo de G dotado con una topolog´ıa y estructura
suave que lo hace un grupo de Lie y una variedad inmersa de G. La siguiente proposicio´n muestra que
los subgrupos encajados son subgrupos de Lie.
Proposicio´n 4.18. Sea G un grupo de Lie, y supo´ngase que H ⊂ G es un subgrupo que es tambie´n
una subvariedad encajada. Entonces H es un subgrupo de Lie cerrado de G.
La prueba de esta proposicio´n se encuentra en [27, prop.5.41], y adema´s un importante rec´ıproco
llamado el teorema del subgrupo cerrado, [27, teo.15.29].
Teorema 4.19 (Teorema del Subgrupo Cerrado). Supo´ngase que G es un grupo de Lie y H ⊂ G es
un subgrupo que es tambie´n un subconjunto cerrado. Entonces H es un subgrupo de Lie encajado.
Por esta razo´n se considerara´n los subgrupos de Lie cerrados.
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Definicio´n 4.20. Si G es un grupo de Lie, se dice que una accio´n de G en una variedad M es suave
si la aplicacio´n de G ×M en M es suave, es decir si, θg(p) depende suavemente de (g, p). Si es as´ı,
entonces para cada g ∈ G, la aplicacio´n θg : M →M es un difeomorfismo, cuya inversa es θg−1 .
La importancia de los grupos de Lie proviene principalmente de sus acciones en variedades. Los
siguientes ejemplos ilustran acciones de grupos de Lie sobre variedades.
Ejemplo 4.21.
1. La accio´n natural de GL(n,R) en Rn es la accio´n izquierda dada por multiplicacio´n de matrices:
(A, x) 7→ Ax, donde x ∈ Rn es considerado como un vector columna. Esta es una accio´n porque
la accio´n de la identidad preserva el vector y la multiplicacio´n de matrices es asociativa: (AB)x =
A(Bx). Es suave porque las componentes de Ax dependen polino´micamente de las entradas de la
matriz de A y las componentes de x. Como cualquier vector distinto de cero puede ser tomado por
cualquier otro mediante una transformacio´n lineal, hay exactamente dos o´rbitas: {0} y Rn−{0}.
2. La restriccio´n de la accio´n natural de GL(n,R) a O(n) × Rn → Rn define una accio´n suave de
O(n) en Rn. En este caso, las o´rbitas son el origen y las esferas centradas en el origen. Para ver
por que´, no´tese que cualquier transformacio´n lineal ortogonal preserva normas, entonces O(n)
toma la esfera de radio r y la env´ıa en s´ı misma; por otra parte, cualquier vector de longitud r
puede ser tomado por cualquier otro por medio de una matriz ortogonal.
3. Adema´s si se restringe la accio´n natural de O(n) a la esfera Sn−1, es decir, O(n)×Sn−1 → Sn−1,
se obtiene una accio´n transitiva de O(n) en Sn−1. Es suave porque Sn−1 es una subvariedad
encajada de Rn.
4. Si la accio´n de O(n) sobre la esfera Sn−1 se restringe a una accio´n de SO(n) en Sn−1. Cuando
n = 1, esta accio´n es trivial porque SO(1) es el grupo trivial el cual consiste en la matriz (1)
solamente. Pero cuando n > 1, SO(n) actu´a transitivamente en Sn−1. Para ver esto, es suficiente
mostrar que para cualquier v ∈ Sn−1, existe una matriz A ∈ SO(n) que toma el primer vector de
la base esta´ndar e1 y lo env´ıa a v. Como O(n) actu´a transitivamente, existe una matriz A ∈ O(n)
si se toma e1 y lo env´ıa a v. Si detA = 1, entonces A ∈ SO(n), pero si detA = −1, en este
caso a la matriz obtenida despue´s de multiplicar la u´ltima columna de A por −1 esta´ en SO(n)
y todav´ıa tambie´n toma e1 y lo env´ıa a v.
5. Cualquier representacio´n de un grupo de Lie G en un espacio vectorial finito-dimensional V es
una accio´n suave de G en V .
6. Cualquier grupo de Lie G actu´a suave, libre, y transitivamente en s´ı mismo por traslaciones a
izquierda o derecha. Ma´s generalmente, si H es un subgrupo de Lie de G, entonces la restriccio´n
de la multiplicacio´n H ×G→ G define una accio´n izquierda suave, libre (pero generalmente no
transitiva) de H en G, del mismo modo, se puede hablar de una accio´n a derecha.
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7. Una accio´n de un grupo discreto G en una variedad M es suave si y so´lo si para cada g ∈ G,
la aplicacio´n p 7→ g · p es una aplicacio´n suave de M en s´ı mismo. As´ı por ejemplo, Zn actu´a
suavemente a la izquierda en Rn por la traslacio´n
(m1, · · · ,mn) · (p1, · · · , pn) = (m1 + p1, · · · ,mn + pn).
Otro resultado importante es que los estabilizadores son subvariedades.
Proposicio´n 4.22. Sea G un grupo de Lie que actu´a suavemente en una variedad suave M . Si p ∈M
se tiene que el estabilizador de p, Gp, es un subconjunto cerrado y un subgrupo de G. Esto significa
que Gp es un subgrupo de Lie.
Demostracio´n. Se tiene que el estabilizador de p, Gp, es un subgrupo de G por la proposicio´n 2.5.
Adema´s todos los estabilizadores son cerrados en G por la proposicio´n 3.13. Por lo tanto es un subgrupo
de Lie.
4.3. Variedades cociente por accio´n de grupos de Lie
Sea G un grupo de Lie que actu´a sobre una variedad suave M , el conjunto de o´rbitas M/G (sec. 3.3),
con la topolog´ıa cociente es llamado el espacio orbital de la accio´n, o que equivalentemente, M/G es
el espacio cociente de M determinado por la relacio´n de equivalencia q = g · p, para p, q ∈ M . La
proyeccio´n cano´nica pi : M → M/G, env´ıa a cada punto p ∈ M a su correspondiente o´rbita. Si el
conjunto M/G es dotado de una estructura de variedad suave, de manera que pi es una submersio´n,
entonces M/G se dice que es una variedad cociente.
Las o´rbitas (es decir, las clases de equivalencia de G) de la accio´n son las fibras de proyeccio´n natural
pi : G × X → X. Cuando M/G tiene estructura de variedad cociente, la proposicio´n 4.12, permite
conocer algo sobre las o´rbitas y nos da alguna informacio´n sobre estas clases de equivalencia.
El hecho que un grupo de Lie G actu´e sobre la variedad suave M no implica que el cociente M/G sea
una variedad suave. El objetivo de esta seccio´n consiste en encontrar las condiciones necesarias para
que el espacio cociente M/G, pueda ser dotado de una estructura suave. El siguiente ejemplo ilustra
como un espacio cociente no puede ser variedad cociente, el cual es tomado de [8].
Ejemplo 4.23. Conside´rese el grupo multiplicativo G = R∗ de todos los nu´meros reales no nulos.
G actu´a en la variedad M = Rn+1, mediante la accio´n dada por θ : R∗ × Rn+1 → Rn+1 definida
por (a, x) 7→ ax. Las G-o´rbitas son las l´ıneas que pasan por el origen excluye´ndolo, y la o´rbita del
origen consiste en el origen mismo. Como estas G-o´rbitas no son todos conjuntos de puntos discretos
de Rn+1, la proposicio´n 4.12 muestra que la dimensio´n de la variedad cociente debe ser menor que
n+ 1. Pero no podemos definir ninguna C∞-estructura en el origen u´nicamente, entonces se sigue de
la proposicio´n 4.12 que el conjunto cociente Rn+1/R∗ no puede admitir ninguna estructura de variedad
cociente.
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Para llegar al resultado principal de esta seccio´n, el teorema de variedades cocientes, se dara´n algunos
resultados preliminares que simplifican la demostracio´n de dicho teorema, el cual se encuentra en [27,
teo.7.10 ].
Corolario 4.24. Si θ : G×M →M es una accio´n propia, entonces M/G es Hausdorff.
Demostracio´n. Este hecho se cumple por corolario 3.30.
Teorema 4.25 (Teorema del rango Equivariante). Supo´ngase que F : M → N es suave y que un grupo
de Lie G actu´a tanto en M como en N , donde la accio´n en M es transitiva. Si F es G-equivariante
entonces tiene rango constante.
Demostracio´n. Sean θ y φ las acciones de G en M y N respectivamente. Sean p1, p2 ∈ M dos puntos
cualquiera. Como G actu´a transitivamente en M existe un g ∈ G con θg(p1) = p2. Por hipo´tesis, el
siguiente diagrama es conmutativo
M N
M N
?
θg
-F
?
φg
-F
es decir φg ◦ F = F ◦ θg, entonces el siguiente diagrama conmuta:
Tp1M TF (p1)N
Tp2M TF (p2)N
?
θg∗
-F∗
?
φg∗
-F∗
Como las aplicaciones θg∗ y φg∗ en este diagrama son isomorfos, entonces las diferenciales F∗ en p1 y
p2 del diagrama tienen el mismo rango. En otras palabras, como p1 y p2 son arbitrarios entonces el
rango de F∗ es constante, as´ı el rango de F es constante en M .
Lema 4.26. Sea G un grupo de Lie que actu´a sobre una variedad M . Supo´ngase que la accio´n es
propia y libre, entonces las G-o´rbitas son subvariedades encajadas cerradas de M , difeomorfas a G.
Demostracio´n. Para cualquier p ∈M , sea θ : G×M →M , la aplicacio´n que define la accio´n, def´ınase
la aplicacio´n suave θ(p) : G→M dada por θ(p)(g) = g ·p. No´tese que la imagen de θ(p) es exactamente
la o´rbita de p. Se mostrara´ que θ(p) es un encajamiento, en efecto, primero se probara´ la inyectividad,
si θ(p)(g′) = θ(p)(g), entonces g′ · p = g · p, lo cual implica (g−1g′) · p = p. Como por hipo´tesis la accio´n
de G en M es libre, esto pasa si y solo si g−1g′ = e, que es lo mismo que g = g′; as´ı θ(p) es inyectiva.
Obse´rvese tambie´n que
θ(p)(g′g) = (g′g) · p = g′ · (g · p) = g′ · θ(p)(g),
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es decir θ(p) es G-equivariante con respecto a la traslacio´n a izquierda en G, Lg y la accio´n dada en
M .
G M
G M
?
Lg
-θ
(p)
?
θg
-
θ(p)
Como G actu´a transitivamente en s´ı mismo, por el teorema del rango equivariante 4.25 se tiene que
θ(p) tiene rango constante. Como tambie´n es inyectiva es una inmersio´n por la proposicio´n 4.14.
Adema´s θ(p) es una aplicacio´n propia, si K ⊂ M es un conjunto compacto, entonces (θ(p))−1(K) es
cerrado en G por continuidad, y adema´s esta´ contenido en GK∪{p}, este conjunto es compacto por ser
la accio´n propia y por la proposicio´n 3.36, entonces (θ(p))−1(K) es compacto. Se ha mostrado que θ(p)
es una inmersio´n inyectiva propia, entonces es un encajamiento con imagen cerrada por la proposicio´n
4.15.
Definicio´n 4.27. Sea M una (n+ k)-variedad y G un grupo de Lie de dimensio´n k. Se dira´ que una
carta coordenada (U, φ) en M , con funciones coordenadas (x, y) = (x1, . . . , xk, y1 . . . , yn), es G-carta
adaptada si
(i) φ(U) es un conjunto producto abierto U1 × U2 ⊂ Rk × Rn, y
(ii) Si una o´rbita tiene interseccio´n no vac´ıa con U , entonces tal intercepcio´n tiene la forma
{y1 = c1, . . . , yn = cn}
para algunas constantes c1, . . . , ck.
Teorema 4.28. Si θ : G ×M → M es una accio´n libre y propia de un grupo de Lie, entonces para
cada p ∈M existe una G-carta adaptada centrada en p.
Demostracio´n. Sea p ∈ M un punto dado, se debe demostrar que existe una coordenada adaptada
centrada en p. Para demostrar esto, como G ·p es una subvariedad de M , sea (U, φ) una carta centrada
en p. Sean (u1, . . . , uk, v1, . . . , vn) las funciones coordenadas de φ, se elige (U, φ) de manera que (G·p)∩U
es dada por {v1 = · · · = vn = 0} en U . Sea S una subvariedad de U definida por {u1 = · · · = uk = 0}.
(Esta subvariedad es “ortogonal” a la o´rbita en estas coordenadas.) As´ı TpM se descompone como una
suma directa como sigue:
TpM = Tp(G · p)⊕ TpS,
donde Tp(G · p) es el espacio generado por (∂/∂ui) y TpS es espacio generado por (∂/∂vi).
Sea ψ : G×S →M la restriccio´n de la accio´n θ a G×S ⊂ G×M . Para probar que ψ es un difeomorfismo
en una vecindad de (e, p) ∈ G × S se usara´ el teorema de la funcio´n inversa. Sea ip : G → G × S el
encajamiento dado por ip(g) = (g, p). La aplicacio´n o´rbital θ(p) : G→M es igual a la composicio´n
G
ip→ G× S ψ→M
Variedades por accio´n de grupos 57
Como θ(p) es un encajamiento cuya imagen es la o´rbita G·p, resulta que θ(p)∗ (TeG) es igual al subespacio
Tp(G · p) ⊂ TpM , y as´ı la imagen de ψ∗ : T(e,p)(G × S) → TpM contiene a Tp(G · p). Similarmente,
si je : S → G × S es el encajamiento je(q) = (e, q), entonces la inclusio´n ι : S ↪→ M es igual a la
composicio´n
S
je→ G× S ψ→M
Por lo tanto, la imagen de ψ∗ tambie´n incluye TpS ⊂ TpM . Como Tp(G · p) y TpS juntos generan a
TpM , ψ∗ : T (e, p)(G × S) → TpM es sobreyectiva, y por motivos dimensionales, es biyectiva. Por el
teorema de la funcio´n inversa, existe una vecindad (que podemos asumir que es una vecindad producto)
X ×Y de (e, p) en G×S y una vecindad U de p en M tal que ψ : X ×Y → U es un difeomorfismo. Al
Tomar X e Y lo suficientemente pequen˜os, se puede asumir que X e Y son conjuntos precompactos
que son difeomorfos a bolas euclidianas en Rk y Rn, respectivamente. Se necesita mostrar que Y puede
tomarse lo suficientemente pequen˜o de manera que cada G-o´rbita intercepte a Y en al menos un punto.
Por contradiccio´n, supo´ngase que esto no es cierto, entonces si {Yi} es una base contable para Y en
p (esto es, una secuencia de bolas Euclidianas cuyos dia´metros tienden a cero), para cada i existen
puntos distintos pi, p′i ∈ Yi que esta´n en la misma o´rbita, es decir, gi ·pi = p′i para algu´n gi ∈ G. Ahora,
todos los puntos Φ(gi, pi) = (gi · pi, pi) = (p′i, pi) esta´n en el conjunto compacto Y × Y , as´ı por ser Φ
propia, sus ima´genes inversas (gi, pi) deben estar en un conjunto compacto L ⊂ G×M . As´ı todos los
puntos gi esta´n en el conjunto compacto piG(L) ⊂ G. Al pasar a subsucesiones, se puede asumir que
gi → g ∈ G. No´tese tambie´n que ambas sucesiones {pi} y {p′i} convergen a p, como pi, p′i ∈ Yi y {Yi}
es una base en p. Por continuidad, se tiene que,
g · p = lim
i→∞
gi · pi = lim
i→∞
p′i = p.
Como G actu´a libremente, esto implica que g = e. Cuando i toma valores lo suficientemente grandes,
entonces gi ∈ X. Pero esto contradice el hecho de que θ es inyectiva en X × Y , porque
θgi(pi) = p
′
i = θe(p
′
i),
y se asumio´ que pi 6= p′i.
Escoja´nse difeomorfismos α : Bk → X y β : Bn → Y (Donde Bk y Bn son esferas abiertas en Rk y
Rn, respectivamente), y def´ınase γ : Bk × Bn → U por γ(x, y) = θα(x)(β(y)). Puesto que γ es igual a
la composicio´n de difeomorfismos
Bk ×Bn α×β→ X × Y ψ→ U,
γ es un difeomorfismo. La aplicacio´n θ = γ−1 es por lo tanto una aplicacio´n coordenada en U , la
cual es una G-carta adaptada, en efecto, la condicio´n (i) es obvia de la definicio´n 4.27. Obse´rvese
que cada conjunto de la forma y =constante esta´ contenido en una sola o´rbita, porque es de la forma
θ(X × {p0}) ⊂ θ(G × {p0}) = G · p0, donde p0 ∈ Y es el punto cuya y-coordenada es la constante
dada. As´ı, si una o´rbita arbitraria intercepta a U , lo hace en una unio´n de conjuntos de la forma y =
constantes. Sin embargo, como una o´rbita puede interceptar a Y al menos una vez, y cada conjunto
y = constante tiene un punto en Y , se sigue que cada o´rbita intercepta a U en exactamente un conjunto
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de la forma {y1 = c1, . . . , yn = cn}, para ciertas constantes arbitrarias c1, . . . , cn. Esto completa la
prueba que las G-cartas coordenadas adaptadas existen.
Teorema 4.29 (Teorema de Variedades Cociente). Supo´ngase que un grupo de Lie G actu´a suave,
libre, y propiamente en una variedad suave M . Entonces el espacio de o´rbitas M/G es una variedad
topolo´gica de dimensio´n dimM − dimG, y tiene una estructura suave u´nica con la propiedad que la
aplicacio´n cociente pi : M →M/G es una submersio´n suave.
Demostracio´n. Primero se probara´ la unicidad de la estructura suave. Supo´ngase que M/G tiene dos
estructuras suaves diferentes, tal que pi : M → M/G es una submersio´n suave. Se denotara´ (M/G)1
y (M/G)2 para M/G con la primera y segunda estructura suave, respectivamente. Por la proposicio´n
4.1, la aplicacio´n identidad es suave desde (M/G)1 a (M/G)2:
M
(M/G)1 (M/G)2
?
pi
Q
Q
Q
QQs
pi
-
Id
El mismo argumento muestra que tambie´n es suave en direccio´n contraria, entonces las dos estructuras
suaves son ide´nticas. Ahora se probara´ que M/G es una variedad topolo´gica. G actu´a por la izquierda,
y sea θ : G×M →M la aplicacio´n que denota la accio´n y Φ : G×M →M ×M la aplicacio´n propia
(g, p) = (g · p, p). Para cualquier conjunto abierto U ⊂ M , pi−1(pi(U)) es igual a la unio´n de todos
los conjuntos de la forma θg(U) donde g var´ıa en G. Como θg es un difeomorfismo, cada uno de estos
conjuntos es abierto, y por lo tanto pi−1(pi(U)) es abierto en M . Como pi es una aplicacio´n cociente,
esto implica que pi(U) es abierto en M/G, y por lo tanto pi es un mapa abierto.
Si {Ui} es una base contable para la topolog´ıa de M , entonces {pi(Ui)} es una coleccio´n contable de
subconjuntos abiertos de M/G, en efecto, si V es un abierto en M/G, entonces pi−1(V ) =
⋃
j Uj para
alguna subfamilia de {Ui}, y V = pi(pi−1(V )) =
⋃
j pi(Uj). As´ı se ha obtenido que {pi(Ui)} es una base
contable para M/G. Adema´s M/G es Hausdorff por la proposicio´n 4.24.
Falta probar que M/G es localmente euclidiano, para verificar que M/G es una variedad topolo´gica.
Sea k = dimG y n = dimM − dimG. Sea q = pi(p) un punto arbitrario de M/G. Por el teorema 4.28
existe una G-carta adaptada (U, φ) centrada en p, con φ(U) = U1×U2 ⊂ Rk×Rn. Sea V = pi(U), que
es un subconjunto abierto de M/G porque pi es una aplicacio´n abierta. Las funciones coordenadas de
φ se escriben como (x1, . . . , xk, y1, . . . , yn), de la misma forma que en la prueba del teorema 4.28, sea
Y ⊂ U de la forma {x1 = · · · = xk = 0}. No´tese que pi : Y → V es biyectiva por la definicio´n de una
G-carta adaptada. Adema´s, si W es un subconjunto abierto de Y , entonces
pi(W ) = pi({(x, y) : (0, y) ∈W})
es abierto en M/G, y as´ı pi
∣∣
Y
es un homeomorfismo. Sea σ = (pi
∣∣
Y
)−1 : V → Y ⊂ U , la cual es una
seccio´n local de pi.
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Def´ınase la aplicacio´n η : V → U2 que env´ıa la clase de equivalencia de un punto (x, y) a y, la
cual esta´ bien definida por la definicio´n de G-carta adaptada. Formalmente, η = pi2 ◦ φ ◦ σ, donde
pi2 : U1 × U2 → U2 ⊂ Rn es la proyeccio´n en el segundo factor. Como σ es un homeomorfismo de V
a Y y pi2 ◦ σ es un homeomorfismo de Y a U2, resulta que η es un homeomorfismo. Esto completa la
prueba de que M/G es una n-variedad topolo´gica.
Finalmente, se mostrara´ que M/G tiene una estructura suave tal que pi es una submersio´n. Al usar el
atlas que consiste en todas las cartas (V, η) como se construyo´ en el pa´rrafo anterior. Con respecto a
cualquier carta para M/G y la correspondiente G-carta adaptada para M , pi tiene la representacio´n
coordenada pi(x, y) = y, la cual es claramente una submersio´n. As´ı se necesita so´lo mostrar que
cualquier dos cartas para M/G son suavemente compatibles.
Sea (U, φ) y (U˜ , φ˜) dos cartas adaptadas para M , y sean (V, η) y (V˜ , η˜) las cartas correspondientes para
M/G. Primero conside´rese el caso en que las dos G-cartas adaptadas esta´n ambas centradas en el mismo
punto p ∈ M . Si las coordenadas adaptadas como (x, y) y (x˜, y˜), el hecho que las coordenadas sean
adaptadas de la G-accio´n quiere decir que dos puntos con la misma y-coordenada esta´n en la misma
o´rbita, y por lo tanto tambie´n tienen la misma y˜-coordenada. Esto significa que la aplicacio´n transicio´n
entre estas coordenadas puede ser escrita como (x˜, y˜) = (A(x, y), B(y)), donde A y B son aplicaciones
suaves definidas en alguna vecindad del origen. La aplicacio´n transicio´n η˜◦η−1 es justamente y˜ = B(y),
que es claramente suave.
En el caso general, supo´ngase que (U, φ) y (U˜ , φ˜) son cartas adaptadas para M , y p ∈ U , p˜ ∈ U˜ son
puntos tal que pi(p) = pi(p˜) = q. Al modificar ambas cartas y an˜adir vectores constantes, se puede
asumir que ellos esta´n centrados en p y p˜, respectivamente. Ya que p y p˜ esta´n en la misma o´rbita,
existe un elemento del grupo g tal que g · p = p˜. Como θg es un difeomorfismo env´ıa o´rbitas en o´rbitas,
resulta que φ˜′ = φ˜ ◦ θg es otra carta adaptada centrada en p. Adema´s, σ˜′ = θ−1g ◦ σ˜ es la seccio´n local
correspondiente a φ˜′, y por lo tanto η˜′ = pi2 ◦ φ˜′ ◦ σ˜′ = pi2 ◦ φ˜ ◦ θg ◦ θ−1g ◦ σ˜ = pi2 ◦ φ˜ ◦ σ˜ = η˜. De esta
manera se ha regresado a la situacio´n precedente, y las dos cartas son suavemente compatibles.
El teorema anterior es ma´s fa´cil de probar cuando el grupo de Lie G, es discreto, y la accio´n es
propiamente discontinua, el teorema formulado de esta manera y su demostracio´n se pueden encontrar
en [10, teo.8.3], o [8, prop.6.5.1]. Como por definicio´n, la dimensio´n de un grupo de Lie discreto G es
cero, entonces la variedad cociente M/G tiene la misma dimensio´n de M .
En el pro´ximo ejemplo se dan algunas acciones propias y libres de grupos de Lie discretos
Ejemplo 4.30.
1. Dado R2 con la estructura diferenciable usual, el grupo aditivo Z de los enteros actu´a en R2
mediante la accio´n
θ : Z× R2 → R2, (n(x, y)) 7→ θ(n, (x, y)) = (x+ n, y)
El espacio cociente R2/Z admite una estructura de variedad cociente, en efecto, la accio´n es libre,
por que θ(n, (x, y)) = (x, y), es decir (x + n, y) = (x, y) ocurre solo si n = 0, la identidad de Z
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bajo la adicio´n. Adema´s la accio´n es propiamente discontinua. Sea K ⊂ R2 un compacto, luego
se puede suponer que K ⊂ [a, b]× [c, d], as´ı
{n ∈ Z : nK ∩K 6= ∅} ⊂ {n ∈ Z : ([a+ n, b+ n]× [c, d]) ∩ ([a, b]× [c, d]) 6= ∅},
y este u´ltimo es finito, por el teorema 4.29 admite una estructura de variedad cociente y es de
dimensio´n 2.
La aplicacio´n f : R → S1 dada por f(t) = (sen 2pit, cos 2pit) es un difeomorfismo local y es por
lo tanto una submersio´n. Al hacer uso que el producto de submersiones es una submersio´n, se
sigue que f × IdR : R2 → S1 × R es una submersio´n. Conside´rese el diagrama
R2 R2/Z
S1 × R
-pi
@
@
@@R
f×IdR
?
h
(x, y) pi(x, y)
(f(x), y)
-pi
@
@
@
@R
f×IdR
?
h
donde h es definido por h(pi(x, y)) = (f(x), y). No´tese que la construccio´n tiene sentido porque si
(x0, y0) y (x1, y1) esta´n en la misma o´rbita, se tiene que y0 = y1, x0 = x1+n, entonces f(x0, y0) =
f(x1, y1), adema´s h no depende del representante de la o´rbita. h es el difeomorfismo buscado,
en efecto, h es inyectiva, porque si (f(x0), y0) = (f(x1), y1) entonces sen 2pix0 = sen 2pix1,
cos 2pix0 = cos 2pix1, entonces x0 = x1 + n, y0 = y1, as´ı pi(x0, y0) = pi(x1, y1). Tambie´n es
sobreyectiva puesto que h ◦ pi lo es.
2. Sea M = R2 con la estructura diferenciable usual, el grupo aditivo G = Z de los nu´meros enteros,
Z actu´a suavemente en R2 mediante la accio´n
θ : Z× R2 → R, (n(x, y)) 7→ θ(n, (x, y)) = (x+ n, (−1)ny)
La accio´n es suave, puesto que la accio´n θn(x, y) = (x+n, (−1)ny) es un difeomorfismo para un n
fijo. El espacio cociente R2/Z admite una estructura de variedad cociente, en efecto, primero, Z es
grupo discreto, adema´s la accio´n es libre, por que θ(n, (x, y)) = (x, y), es decir (x+n, (−1)ny) =
(x, y) ocurre solo si n = 0. Adema´s la accio´n es propiamente discontinua. Sea K ⊂ R2 un
compacto, luego se puede suponer que K ⊂ [a, b]× [c, d] ⊂ [a, b]× [−e, e], donde e = ma´x{|c|, |d|}
as´ı
{n ∈ Z : nK ∩K 6= ∅} ⊂ {n ∈ Z : ([a+ n, b+ n]× [−e, e]) ∩ ([a, b]× [−e, e]) 6= ∅},
y este u´ltimo es finito, por el teorema 4.29 admite una estructura de variedad cociente y es de
dimensio´n 2.
Este cociente es difeomorfo a la banda de Mo¨bius infinita.
3. El grupo de Lie discreto Zn actu´a suave y libremente en Rn por traslacio´n aditiva (Ejemplo
3.56). Comprobar que la accio´n es propia, se puede hacer al verificar que existen abiertos lo
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suficientemente pequen˜os disjuntos alrededor de p y q, con p, q ∈M . La variedad cociente Rn/Zn
es homeomo´rfico al n-toro Tn, y el teorema 4.29 dice que existe una u´nica estructura en Tn que
hace de la aplicacio´n cociente una aplicacio´n suave.
4. El grupo Z2 actu´a en Sn como la aplicacio´n ant´ıpodal para el elemento no nulo de Z2. Esta
accio´n es obviamente suave y libre, es propia porque el grupo Z2 es compacto. Esta define una
estructura suave en Sn/Z2. En efecto, esta variedad cociente es difeomorfa a Pn, la cual es de
dimensio´n n.
5. El grupo G = R − {0} actu´a en M = Rn+1 − {0} por la multiplicacio´n: t · x = tx. Se tiene que
dimG = 1 y dimM = n + 1, adema´s esta accio´n es propia y libre, por lo tanto M/G es una
variedad suave de dimensio´n n, esta variedad tambie´n es difeomorfa a Pn.
6. Conside´rese M = Rn y una accio´n de G = Zn sobre M , definida por:
(t1, . . . , tn) · (x1, . . . , xn) = (x1 + t1, . . . , xn + tn).
Esta accio´n es propia y libre, por lo tanto el cociente M/G es una variedad n dimensional, por
ser Zn un grupo discreto. Este espacio con la estructura suave definida en el Teorema 4.29 es
llamado el n-toro y es denotado por Tn. Esta variedad es difeomorfa a la variedad producto
S1 × · · · × S1 y, cuando n = 2, es difeomorfa al toro de revolucio´n en R3.
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Cap´ıtulo 5
Conclusiones
En este trabajo se ha presentado una breve introduccio´n histo´rica de la evolucio´n del concepto de
accio´n de grupos. Como pasa de la teor´ıa de ecuaciones algebraicas a la teor´ıa de transformaciones
continuas finitas (grupos de Lie) con los aportes de Sophus Lie, cuya teor´ıa a su vez, al requerir
la diferenciabilidad de las operaciones de grupo, permite a Hilbert formular sobre la necesidad
de la diferenciabilidad de estas operaciones para que el grupo sea grupo de Lie, en su lista de
problemas matema´ticos en 1900 (quinto problema). Tanto la formulacio´n como la solucio´n al
quinto problema de Hilbert se generaliza, hasta llegar al art´ıculo de S. Illman “Every proper
smooth action of a Lie group is equivalent to a real analytic action: a contribution to Hilbert’s
fth problem, Ann. of Math. Stud. 138 (1995), 189-220”, en el cual presenta la demostracio´n a un
problema ma´s general que el propuesto por Hilbert. En el art´ıculo de Illmann aparece el concepto
de accio´n propia, la cual es necesaria para ampliar a grupos no compactos algunos resultados que
se hab´ıan obtenido para grupos compactos. El intere´s de la definicio´n de accio´n propia aumenta,
al aparecer en la conjetura de Baum-Connes, un tema de la teor´ıa de C∗-a´lgebras, mencionado
en la resen˜a histo´rica y en las investigaciones de Toshiyuki Kobayashi sobre la caracterizacio´n de
acciones propias en espacios homoge´neos de tipo reductivo.
En el segundo cap´ıtulo, se consideran acciones de grupos sobre conjuntos, ambos sin estructuras
matema´ticas algunas, y se obtienen resultados importantes, que luego sirven de base para algunos
teoremas que se obtienen al dotar el grupo y el conjunto de una estructura topolo´gica.
En el tercer cap´ıtulo se da una introduccio´n a los grupos topolo´gicos, en este caso la accio´n sobre
un espacio topolo´gico es continua. Cuando el grupo topolo´gico es adema´s compacto, se obtienen
propiedades especiales y au´n ma´s si el espacio tambie´n es Hausdorff, las cuales no todas pueden
ser generalizadas al caso no compacto. Algunas de estas se pueden lograr cuando la accio´n del
grupo sobre el espacio topolo´gico es propia.
Cuando se aborda el tema de accio´n propia, dependiendo del autor que se elija, se encuentran
diferentes definiciones, para aclarar esto, se ha hecho la distincio´n entre aplicaciones propias y
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perfectas, la definicio´n de aplicacio´n perfecta es usual encontrarla en textos de topolog´ıa como
[12], [13], en el u´ltimo se hace un estudio detallado de sus propiedades, y unas notas histo´ricas
de como aparecio´ y evoluciono´ la definicio´n, en [9] la definicio´n ya aparece con el nombre de
“Applications propres” en la versio´n en france´s y “proper mappings” en la versio´n en ingle´s. La
definicio´n de aplicacio´n propia como preimagen compacta de compactos, es ma´s usual encontrarla
en los textos de variedades como por ejemplo [26],[27].
Se considera´n tres tipos de acciones cuando el grupo no es compacto: acciones de Cartan, acciones
propias (Bourbaki-propias) y accciones Palais-propias. Para el caso de una accio´n de Cartan debe
cumplirse que para todo x en el espacio, existe una vecindad Ux, tal que el conjunto GUx = {g ∈
G : gUx ∩ Ux 6= ∅} tenga clausura compacta en G, para el caso de una accio´n Bourbaki-propia,
para todo par de puntos x, y en el espacio existen vecindades Ux y Vy, de x e y respectivamente
tales que GUx,Vy = {g ∈ G : gUx ∩ Vy 6= ∅} tiene clausura compacta en G, y para el caso de una
accio´n de Palais-propia, para todo punto x ∈ X existe una vecindad fija Ux tal que para cada
y ∈ X exista una vecindad Vy, tal que el conjunto GUx,Vy = {g ∈ G : gUx∩Vy 6= ∅} tiene clausura
compacta enG. Entonces se tiene lo siguiente: Las acciones Palais-propias son Bourbaki-propias, y
las Bourbaki-propias son de Cartan. Con esto se logra encontrar una unificacio´n de las definiciones
de acciones propias presentadas por diferentes autores.
Cuando el grupo y el espacio son Hausdorff localmente compactos, se tiene que la accio´n es propia
si y solo si GK = {g ∈ G : gK ∩K 6= ∅} es compacto en G para todo compacto K del espacio.
Y esta es la definicio´n usual de accio´n propia en los textos de variedades diferenciables.
En el cuarto cap´ıtulo, cuando el espacio M es una variedad diferenciable, el hecho que una accio´n
de un grupo de Lie G sobre M sea propia y libre, garantiza que el espacio cociente M/G sea
tambie´n variedad diferenciable cuya dimensio´n es menor o igual que la dimensio´n de M . Este
resultado permite entonces la construccio´n de nuevas variedades.
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