Function space integrals are useful in many areas of mathematics and physics. Physical problems often give rise to function space integrals depending on a parameter and the asymptotics with respect to the parameter yield important information about the original problem. The purpose of this note is to describe the asymptotic expansions of a wide class of Gaussian function space integrals. Related work has been done by [Varadhan] . All asymptotic expansions previously obtained assume a nondegeneracy condition which assures that one never strays too far from the realm of Gaussian processes. Our results cover both the nondegenerate case and the degenerate case, the analysis of the latter being much more subtle. In the degenerate case, the leading asymptotic behavior is non-Gaussian.
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Let P A be a mean zero Gaussian probability measure with covariance operator A on a separable Hubert space tf. Our methods can also handle certain Banach spaces, such as C[0, 1], which are important in applications. Let # and F be suitably bounded, real C°° functionals on H. We study the asymptotics of REMARK. In (6), we must multiply J n by exp(«G(Y*)) in order to cancel the contribution of G(F*) when (4) is substituted into (2). This also applies to the degenerate case (see (13)). Only even powers of n~V 2 appear in (6) since P B is mean zero. We now discuss the degenerate case. When K := ker(G"(^*)) is nonempty, the above analysis completely breaks down and we can no longer expand around a Gaussian measure. Let us assume for simplicity that dim^) = 1. In such a case, we say that Y* is simply degenerate. Let U € K be a unit vector and let r denote the orthogonal projection onto K . We write Y G H in the form This is the correct analogue of (4) in the simply degenerate case. This approximate decoupling of G along the directions K and K is the basic intuition behind Theorem 2. We emphasize that $(zU) can be computed to any order in z by a straightforward iteration and that X and k are also readily determined. We see that in the simply degenerate case, the asymptotic expansion is obtained by expanding around a non-Gaussian measure in the degenerate direction K and around a Gaussian measure in the nondegenerate directions K .
We 
On the set \\n~^2Y-Y*\\ < ô, we argue formally. Provided 6 is sufficiently small, we may change variables on this set from Y to w 1 / 2 (F* 4-W n {z) 4-X/n lf2 ), where W n (z) = zU/n 1^ 4-^(zU/n^k). Write S n for the set {z, X: \\W n (z) + X/nV 2 \\ < 6} and ty n for the expression involving \JJ in (14). Using (12) with explicit forms for the error terms, we see that formally
