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Abstract
This article is devoted to the asymptotic expansion of the generalized
Harish Chandra-Itzykson-Zuber matrix integral for non-unitary symmetries
characterized by a parameter β (as usual β = 1, 2 and 4 correspond to the
orthogonal, unitary and symplectic group integrals).
The results are of the form
∑
perm. exp(
∑
xiλi)f(τij)/[
∏
i<j τij ]
β−1, in which
xi and λi are the eigenvalues of the two k×k matrices, and τij = (xi−xj)(λi−
λj) . A WKB-expansion for f is derived from the heat kernel differential
equation, for general values of k and β. From an expansion in terms of zonal
polynomials, one obtains an expansion in powers of the τ ’s for β = 1, and
generalizations are considered for general β. A duality relation, and a trans-
formation of products of pairs of symmetric functions into τ polynomials, is
used to obtain the expression for f(τij) for general β.
1Unite´ Mixte de Recherche 8549 du Centre National de la Recherche Scientifique et de
l’E´cole Normale Supe´rieure.
1 Introduction
We study the HIZ-integral I
I(X,Λ) =
∫
exp(tr gXg−1Λ)dg (1)
where g is one of the Lie groups O(k), U(k) or Sp(k), and dg is the corre-
sponding Haar measure.
The k × k matrices X and Λ are Hermitian (real, complex and quater-
nion). This integral appears at several key points in random matrix theory.
When g varies over the unitary group, the result is well-known : due to
Harish-Chandra [11], it has been rederived in the context of random matrix
applications by Itzykson and Zuber [12]. The HIZ result turns out to be
”WKB exact” in the unitary case, i.e. to be equal to the sum of Gaussian
integrals over the k! saddle-points of the integrand.
For non-unitary cases, this semi-classical property is no longer true. How-
ever the full WKB expansion is needed in several problems arising in random
matrix theory, for instance in the study of universal short-distance correla-
tions of the eigenvalues. There are several studies of those non-unitary cases.
For instance, in the orthogonal case the result is known as an expansion
in terms of zonal polynomials Zp(x1, ..., xk) [15], which are symmetric poly-
nomials in the xi. However, the expressions in terms of zonal polynomials
do not provide the desired WKB expansion around the saddle-points, which
involves combinations of the form
∏
i<j(xi − xj). Furthermore there is no
explicit expression for zonal polynomials of arbitrary order.
For general β, zonal polynomials are generalized, and known under the
name of Jack polynomials [13] but the situation is not improved. In this
article we extend the HIZ result to non-unitary groups and obtain expressions
of the form
e
∑
xiλiχ(τij)/
∏
τ
β/2
ij
or
e
∑
xiλif(τij)/
∏
τβ−1ij ,
where τij = (xi − xj)(λi − λj), with the parameter β corresponding to the
O(k),U(k) and Sp(k) group integrals for β = 1, 2 and 4, respectively. Al-
though the group integrals correspond to those three values, the expressions
may be continued to arbitrary β through the differential equation for I(X,Λ).
The fact that, once the exponential prefactor e
∑
xiλi is extracted, the result
may be expressed in terms of the variables τ ’s is far from trivial. Although it
follows from this paper, through a first representation in terms of extended
zonal polynomials, and further identities on products of symmetric functions
in the variables xi and λj, an a priori proof would be welcome.
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Recently, a similar expansion, using the formalism of Baker-Akhiezer
functions, has been considered for I(X,Λ) by Berest [2].
However this is still not in terms of the τij , and it involves differential
operators which make the calculation of I(X,Λ) difficult, except in simple
cases.
In the case of the symplectic group (β = 4), we have found earlier that the
WKB expansion for I(X,Λ) terminates after a finite number of terms[4, 5].
We have obtained these explicit finite expansions for k=2,3 and 4. In this
article we study the coefficients of this expansion for general k ; however the
structure for arbitrary k is still only partially known. Again a proof of the fact
that the WKB expansion terminates after a finite number of terms would be
welcome. Recently the problem has been considered by Ben Said and Ørsted
[1] but they have simply verified like ourselves this amazing property.
For other even integer values of β, (β = 6, 8, 10, ...), similarly the WKB
series stops after a finite number of terms. In this article we discuss also the
coefficients of these expansions, but again proofs of the finiteness are lacking.
The expressions that we have obtained are of the form
Iβ(x, λ) =
∑
perm.ofλi
1
[
∏k
i<j(xi − xj)(λi − λj)]
β−1
e
∑k
i=1
xiλif(τij) (2)
where f is given as a series in terms of the τij = (xi − xj)(λi − λj),
f(τij) = 1 + c1
∑
i<j
τij +O(τ
2). (3)
and the successive coefficients c1, c2, · · · are functions of β and k. The
”perm.” in (2) means a sum over the k! permutations of the λi’s.
In the case k = 3, β = 4, we have
f(τij) = 1−
1
3
(τ12 + τ23 + τ13) +
1
6
(τ12τ23 + τ23τ13 + τ13τ12)
−
1
12
τ12τ23τ13. (4)
In the case k = 4, β = 4, the result is again a similar finite polynomial which
is given in [4]. Our aim is to find similar compact expressions for general
values of k and β.
Let us note that in the cases β = 2m(m = 2, 3, ...), since the function
f(τij) is a polynomial, it means that the HIZ integrals may be written as
Iβ =
∑
perm.
e
∑
xiλi
1
[∆(x)∆(λ)]
β
2
[1 + a1
∑ 1
τij
+O(
1
τ 2
)] (5)
which is a WKB expansion corrected by a finite number of terms.
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The integral I is also known to be expressible as an infinite sum over
extended zonal polynomials Zp(x), with a parameter α =
2
β
[15, 13, 16]
Iβ =
∞∑
m=0
1
m!
1∏m−1
q=0 (1 + qα)
∑
p
χp(1)
Zp(X)Zp(Λ)
Zp(I)
(6)
where χp(1) is a character, and Zp(I) is a dimensional constant which depends
upon k. (Explicit values of Zp(x), χp(1), Zp(I) are given in Appendix A for
the lower orders).
To extract the WKB-exponential e
∑
xiλi factor in (2), we shift X → X˜ =
X − 1
k
trX . Then, the above expression becomes
Iβ = e
∑
xiλi−
1
k
∑
i<j
τij
∞∑
m=0
1
m!
1∏m−1
q=0 (1 + qα)
∑
p
χp(1)
Zp(X˜)Zp(Λ˜)
Zp(I)
(7)
In the case β = 1, the power of the Vandermonde factor in the denomi-
nator of (2) vanishes. Therefore one may compare directly the expression of
(7) with (2) ; consequently the expression for f(τij) is obtained by rewriting
the products of symmetric functions in terms of polynomials in the τ ’s.
In the other cases, β 6= 1, one needs to extract the Vandermonde fac-
tor. For instance if β is an even integer, this factor is antisymmetric under
permutations of the xi and it makes the problem difficult.
In this article a dual representation is derived , which solves the problem
of the Vandermonde factor. The duality comes from another expression of
the integral Iβ in terms of extended zonal polynomials. Namely, we can write
the series (7) as
Iβ =
∑
perm.
[
e
∑
xiλi
∏
i<j [(xi − xj)(λi − λj)]
β−1
× e−
1
k
∑
i<j
τij
∞∑
m=0
1
m!
1∏m−1
q=0 (1 + qα)
∑
p
χp(1)
Zp(X˜)Zp(Λ˜)
Zp(I)
] (8)
where the parameter α is now 2
2−β
instead of 2
β
. This is a duality transforma-
tion of β → 2−β. Note that it is the dual invariant product β(β
2
−1), which
appears as a coefficient of the inverse square potential in the Calogero-Moser
model. The expression (8) is close to the desired expression (2). The WKB-
exponential term e
∑
xiλi and the correct power of the Vandermonde term are
already present in (8). The two expressions (7) and (8), are dual under the
transformation β → 2− β. Then if one writes the subsequent series in terms
of the variables τ , one obtains the desired WKB expansion.
This article is organized as follows:
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In section two, we discuss the differential equation satified by the integral
I(X,Λ).
In section three, the series expansion in terms of τij = (xi − xj)(λi − λj)
is obtained by consideration of residues (residual equations).
In section four, the case β = 4 is investigated separately; the τ -expansion
of f is discussed. (The result up to fourth order is given in Table A).
In section five, we extend the τ expansion to arbitrary β. The residual
equations are also used at this effect. (The coefficients C[graph] are given in
Table B). We find that the residual equations have no β dependence.
In section six, we derive the τ expansion directly for β = 1 from the zonal
polynomial expansion of the integral I, based on the expression (7). ( These
results are expressed in Table C).
In section seven, we extend the result of the section six to general β,
using the extended zonal polynomials (Jack polynomial). We find a duality
relation of the type (8). By the duality trasformation α = 2
β
→ 2
2−β
, the
expressions for C[graph] given in section five (Table B) are rederived. The
residual equation of section five, is shown to be also valid for the coefficients
of C[graph], which is determined from the extended zonal polynomials.
In section eight, we discuss the case β = 4 by taking α = −1 in (8). In
the denominator of (8), one has to deal with the divergent factor 1
1+α
. This
divergence is cancelled by the sum over the partition of the zonal polynomials.
We explicitly evaluate (8) up to order six in the limit α → −1. We find the
large k behavior of this expansion.
In section nine, the case β = 2, where the duality transformation becomes
singular, is discussed.
In section ten, the large k limit and large β limits are discussed briefly.
Finally, a summary and discussions are given. The application of this τij
expansion to the random matrix theory is briefly mentioned [10].
In Appendix A, the extended zonal polynomials in terms of the classical
symmetric functions sn, a sum of powers, are given up to order six for general
α. The characters χp(1) and the dimensional constants Zp(I) are explicitly
given.
In Appendix B, the expression of paired products of classical symmetric
functions, sn(x˜)sn(λ˜), as polynomials in τ , is investigated with the help of
differential operators Di1,i2,...j1,j2,..., which act on τ series. This technique is used
to prove various identities which appear in the τ transformations.
In Appendix C, we discuss some cubic and quartic identities for the vari-
ables τij . In view of these identities, the τ expansion has some freedom which
is used to fix some of the coefficients in the expansion arbitrarily.
In Appendix D, we characterize each τ terms by the unique factors
xp1i1 x
p2
i2 · · ·λ
q1
j1λ
q2
j2 · · ·, which are picked up by the differentials D
i1i2...
j1j2.... Using
these unique characteristic differentials, we obtain the coefficients of τ ex-
4
pansion for f .
2 Differential equations for the HIZ-integrals
The Laplacian operator with respect to the matrix elements
L =
∑
i,j
∂2
∂X2ij
. (9)
(a short-hand notation for the appropriate group invariant Laplacian) acts
on the integrand of I(x, λ) in (1) by
LetrΛX = (trΛ2)etrΛX. (10)
Given that I(x, λ) is a function of the eigenvalues xi of the matrix X , the
equation (10) reads [3],
[
k∑
i=1
∂2
∂x2i
+ β
k∑
i=1,(i 6=j)
1
xi − xj
∂
∂xi
]I = ǫI , (11)
with the eigenvalue ǫ
ǫ =
k∑
i=1
λ2i (12)
Note that the integral I is manifestly symmetric under interchange of the
matrices Λ and X , but the procedure is dissymetric. The solutions will of
course restore this property, which is far from obvious if one considers the
equation (11) alone. The x-dependent eigenfunctions of this Schro¨dinger-like
operator have a scalar product given by the measure
〈ϕ1|ϕ2〉 =
∫
dx1 · · · dxk|∆(x1 · · ·xk)|
β ϕ∗1(x1 · · ·xk)ϕ2(x1 · · ·xk) (13)
The measure becomes trivial if one multiplies the wave function by |∆|β/2 .
Thus if, for some given ordering of the xi’s, one changes I(x) to
ψ(x1 · · ·xk) = |∆(x1 · · ·xk)|
β/2I(x1 · · ·xk), (14)
one obtains the quantum Hamiltonian,
[
k∑
i=1
∂2
∂x2i
− β(
β
2
− 1)
∑
i<j
1
(xi − xj)2
]ψ = ǫψ. (15)
This Schro¨dinger equation is a simple Calogero-Moser model.
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For a given ordering of the xi’s, pulling out of (15) the exponential factor
which is the value of the integrand at its saddle-point, one obtains
ψ0 = e
λ1x1+···+λkxkχ (16)
where χ satisfies
[
k∑
i=1
∂2
∂x2i
+ 2
k∑
i=1
λi
∂
∂xi
− y
∑
i<j
1
(xi − xj)2
]χ = 0 (17)
in which y stands for
y = β(
β
2
− 1). (18)
In [5] an expansion of χ for large τ ’s
χ = 1−
y
2
(
k∑
i<j
1
τij
) +
y
2
(−1 +
y
4
)(
K∑
i<j
1
τ 2ij
) + · · · (19)
has been introduced.
For even integer values of β, this expansion terminates after a finite num-
ber of terms. The term of highest degree is [
k∏
i<j
τij ]
−β/2+1. Therefore, one
may write the whole expression as
χ =
fβ
[
∏k
i<j τij ]
β/2−1
(20)
From the definitions of ψ and χ in (14,16), the integral I is then expressed
as
Iβ(x, λ) =
∑
perm.ofλi
1
[
∏
i<j τij ]
β−1
e
∑k
i=1
xiλifβ (21)
in which we have normalized fβ such that fβ = 1 +O(τij).
Continuing from even integer β’s to arbitrary real numbers, we consider
below the expression of fβ for arbitrary β and arbitrary k.
3 Expansion in powers of τ
We now perform an expansion in powers af the variables τ . Let us begin with
the simple case β = 4, and k = 3 . The differential equation for ψ, defined
by (15), is
Pˆψ = 0 (22)
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where the operator Pˆ is
Pˆ =
k∑
i=1
∂2
∂x2i
−
∑
i<j
4
(xi − xj)2
−
k∑
i=1
λ2i . (23)
The expression of ψ in terms of τij consists, in this simple k=3 case, of the
sum of four terms of increasing degrees:
ψ = ψ0 + ψ1 + ψ2 + ψ3 (24)
ψ0 =
1
∆(x)∆(λ)
e
∑
xiλi (25)
ψ1 = C1e
∑
xiλi
1
∆(x)∆(λ)
[τ12 + τ23 + τ13] (26)
ψ2 = C2e
∑
xiλi
1
∆(x)∆(λ)
[τ12τ23 + τ23τ31 + τ31τ12] (27)
ψ3 = C3e
∑
xiλi
1
∆(x)∆(λ)
[τ12τ23τ13]
= C3e
∑
xiλi (28)
where ∆(x) = (x1 − x2)(x1 − x3)(x2 − x3) and τ12 = (x1 − x2)(λ1 − λ2).
The unknown coefficients Cn may be obtained from the differential equation.
Applying Pˆ on ψ0 and ψ1, we have
Pˆψ0 = −2
1
∆(x)∆(λ)
e
∑
xiλi[
λ1 − λ2
x1 − x2
+
λ1 − λ3
x1 − x3
+
λ2 − λ3
x2 − x3
]. (29)
Pˆψ1 = C1e
∑
xiλi [−
2
(x3 − x1)(x2 − x3)τ13τ23
−
2
(x1 − x2)(x2 − x3)τ12τ23
−
2
(x1 − x2)(x3 − x1)τ12τ13
−
4
(x1 − x2)2τ13τ23
−
4
(x1 − x3)2τ12τ23
]
−
4
(x2 − x3)2τ12τ13
−
2
(x1 − x3)2τ23
−
2
(x2 − x3)2τ13
−
2
(x1 − x2)2τ23
−
2
(x2 − x3)2τ12
−
2
(x1 − x2)2τ13
−
2
(x1 − x3)2τ12
] (30)
where the first three terms are generated by
d2
dx2i
, and the next three ones
from the factor −4
∑ 1
(xi − xj)2
in Pˆ . The last six terms are obtained by
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the differentiations both of exp[
∑
λixi] and
1
τij
. Note that Pˆψ1 consists of
terms of order O(1/x4) and O(1/x3).
The unknown coefficients Cn are determined by the condition Pˆψ = 0.
Since xi and λi are arbitrary variables, we have the freedom of taking any
particular limit ; for instance x1 → x2. From the condition Pˆψ = 0,
the pole term of 1/(x1 − x2) present in Pˆψ0 should be cancelled by the
term coming from Pˆψ1. This requirement is sufficient to fix the coeffi-
cient C1. Indeed In Pˆψ0, the residue of this pole is proportional to λ1,
Pˆψ0 ∼ −2
λ1
(x1 − x2)∆(x)∆(λ)
. From the second and the fourth terms in
Pˆψ1, we have −6C1
λ1
(x1 − x2)∆(x)∆(λ)
term. Therefore, the required can-
cellation fixes the coefficient C1 to be −1/3.
The term of −2
C1
(x1 − x2)2τ23
in Pˆψ1 is cancelled by the term in Pˆψ2.
Indeed we have
Pˆψ2 = C2e
∑
xiλi[−
4
τ12
(
1
(x1 − x3)2
+
1
(x2 − x3)2
)
−
4
τ23
(
1
(x1 − x3)2
+
1
(x1 − x2)2
)−
4
τ13
(
1
(x1 − x2)2
+
1
(x2 − x3)2
)
−
2
(x1 − x2)2
−
2
(x1 − x3)2
−
2
(x2 − x3)2
] (31)
The pole term −2
C1
(x1 − x2)2τ23
should be cancelled, and thus
2C1 + 4C2 = 0. (32)
Thus one obtains C2 = 1/6 . The last term ψ3 is
ψ3 = C3e
∑
xiλi (33)
Pˆψ3 = C3e
∑
xiλi(−
4
(x1 − x2)2
−
4
(x2 − x3)2
−
4
(x1 − x3)2
) (34)
The cancellation of the double pole 1/(x1 − x2)
2 requires
2C2 + 4C3 = 0 (35)
i.e. C3 = −1/12.
We have thus determined the coefficients of the various terms in the
expansion for β = 4 , k = 3. The results obtained in this manner coincide
with our earlier results [4] ; this justifies the expression (4) given in the
introduction.
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The remarkable point is that the cancellation conditions connect linearly
the term Cn−1 and the n-th order term Cn as
ACn−1 +BCn = 0. (36)
It turns out that this structure holds for arbitary k and β, and it turns out
that the coefficients A and B hereabove are functions of k and not of β.
4 The τ-expansion for the symplectic case β =
4.
The group parameter β remains equal to 4 in this section. (In the next
section, we will consider general β). Generalizing the simple k = 3 example
of the previous section, we examine the cancellation of the pole 1/(x1 − x2)
when x1 → x2 for arbitrary k. Let us focus on a specific pole term in the
various pieces of Pˆψ.
(i) In Pˆψn−1, the action of
∂2
∂x21
+
∂2
∂x22
on e
∑
λixi and 1/(x1 − x2) yields
−2
λ1 − λ2
x1 − x2
[e
∑
λixi
1
∆(x)∆(λ)
∏
τlm].
(ii) In Pˆψn, the multiplication by −4
1
(x1 − x2)2
gives
−4
λ1 − λ2
x1 − x2
[e
∑
λixi
1
∆(x)∆(λ)
∏
τlm].
(iii)The derivative
d2
dx22
of ψn yields −2
1
(x1 − x2)(x2 − xm)
(where m 6=
1, 2). This term may be written as
e
∑
λixi
1
∆(x)∆(λ)
[−2
τ1m
(x1 − x2)(x2 − xm)
′∏
τij ]. Since τ1m/(x2− xm) reduces
to λ1 − λm in the limit x1 → x2, we are left with the pole term
−2
λ1 − λm
x1 − x2
e
∑
λixi
1
∆(x)∆(λ)
∏
τij in this limit.
(iv)Leaving aside the overall factor e
∑
λixi
1
∆(x)∆(λ)
, the pole terms in
(i),(ii) and (iii) must cancel. The residue of 1/(x1 − x2) is the combination
of λ1
∏
τij with unknown coefficients C for each monomial in ψn.
For instance, in the case of k=3, n=1, from (i),(ii) and (iii), we would
find
−2C0
λ1
x1 − x2
− 4C1
λ1
x1 − x2
− 2C1
λ1
x1 − x2
= 0 (37)
and the cancellation imposes C0 + 3C1 = 0 (C0 = 1). The pole term in
Pˆψ is always a single pole, once we factor out the Vandermonde factor in
the denominator.
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This method of selecting pole terms is simple but at increasing orders
there are many terms and many coefficients. A graphical characterization of
those terms is thus necessary, in order to extract the various contributions
to the pole terms of Pˆψn. For the general problem of order k one has
ψ = e
∑
λixi
1
∆(x)∆(λ)
[C[0] + C[I](τ12 + τ13 + · · ·) + C[Λ](τ12τ13 + · · ·)
+ C[I,I](τ12τ34 + · · ·) +O(τ
3)] (38)
We represent the terms which are products of τij by a graph in which one
draws a line between the points (i) and (j) whenever a factor τij is present.
For a given graph, a graph-dependent coefficient characterizes its weight in
the function fβ . For instance the graph [graph]= [I,I], has a weight C[I,I],
which is the coefficient of the sum Στn1n2τn3n4, where the ni are all different.
The graph [∧] consists of two lines meeting at one point, and it comes with
a coefficient C[∧] in front of the sum Στn1n2τn1n3 in which the three ni are
different.
One may now apply the rules (i)-(iii).
at first order: We consider the pole term of the form
λ1
x1 − x2
. From ψ[0]
the operation (i) gives −2C[0] = −2. The rule (ii) gives the same pole with
the coefficient −4C[I]. The rule (iii), from the terms −2(λ1 − λm)/(x1 − x2)
, where m is not equal to 1 or 2 we obtain a term −2(k − 2)C[I]
λ1
x1 − x2
.
Therefore the cancellation yields the relation
−2C[0] − 4C[I] − 2(k − 2)C[I] = 0 (39)
which gives C[I] = −
1
k
.
at order two: There are two coefficients corresponding to the two graphs of
that order, namely C[Λ] and C[I,I].
To determine C[Λ], we compare the pole term λ1τ13
1
x1 − x2
or equivalently
−λ1λ3x1
1
x1 − x2
term in ψ1 and ψ2. Applying (i) for ψ1 yields −2(λ1−λ2)τ13.
Applying (ii) for ψ[Λ], we have −4(λ1 − λ2)τ13. Applying (iii) for ψ[Λ] term,
we get −2(λ1 − λm)τ13, where m is not equal to 1,2 or 3. Thus wefind the
relation
−2C[I] − 4C[Λ] − 2(k − 3)C[Λ] = 0 (40)
which leads to C[Λ] =
1
k(k−1)
.
To determine C[I,I], we collect the pole terms of the form −2
λ1 − λ2
x1 − x2
τ34.
In τ34 = (λ3 − λ4)(x3 − x4), we look at the term λ3x4, and thus select the
pole term λ1λ3x4/(x1 − x2). From (i), one obtains a coefficient 2C[I] for this
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pole (fig.2 (i)). Since we are looking at terms containing λ1λ3x4, they arise
from ψ[Λ] as −2(λ1 − λ4)τ34 with the coefficient C[Λ] (fig.2(iii)). Finally from
ψ[I,I], we have three type of contributions; the first one is Fig.2(ii),it gives
−4(λ1 − λ2)τ34C[i,i]. the second one is 2(λ2 − λ3)τ14C[I,I] (fig.2 (iv)), and the
last one is −2(λ1 − λm)τ34C[I,I] (Fig.2 (v)). In this term m should be larger
than 4, and a factor (k − 4) arises when one sums over all possible values of
m.
From these terms (fig.2 (i)-(v)), we obtain the pole terms λ1λ3x4/(x1−x2).
Thus adding these terms, one finds the relation
2C[I] + (4 + 2 + 2(k − 4))C[I,I] + 2C[Λ] = 0 (41)
✡
✡✡
. . . 12
3
(i)
✡
✡
✡
2 1
3
(ii)
✡
✡
✡▲
▲
▲
. . . 12
3 m
(iii)
Fig.1, three contributions of pole terms from the graph C[Λ].
(i) −2(λ1 − λ2)τ13, (ii) −4(λ1 − λ2)τ13, (iii) −2(λ1 − λm)τ13.
From this equation we find
C[I,I] =
k − 2
k(k − 1)2
(42)
. . . 12
3 4
(i)
2 1
3 4
(ii)
❊
❊❊
. . . 12
3 4
(iii)
. . . 1
☞
☞
☞ ▲
▲
▲3
2
4
(iv)
. . . 12
❏
❏m4 3
(v)
Fig.2, five contributions of pole terms from the graph C[Λ] and C[I,I].
(i) −2(λ1 − λ2)τ34C[I,I], (ii) −4(λ1 − λ4)τ34C[Λ], (iii) −2(λ1 − λ4)τ34C[Λ],
(iv) −2(λ2 − λ3)τ14C[I,I], (v) −2(λ1 − λm)τ34.
at third order:
At order three , there are five different graphs contributing to ψ3.
ψ3 = ψ[Y] + ψ[N] + ψ[∆] + ψ[Λ,I] + ψ[I,I,I] (43)
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The method for obtaining the coefficients C[Y], C[N], C[∆], C[Λ,I], C[I,I,I] is the
same as for the second order calculation. For instance, to obtain C[Y ], we
look at the pole λ1λ3λ4x
2
1/(x1 − x2). This singularity is obtained from the
three graphs of fig.3. Adding these three terms, one finds
−2C[Λ] − 4C[Y] − 2(k − 4)C[Y] = 0 (44)
which leads to
C[Y] = −
1
k − 2
C[Λ] = −
1
k(k − 1)(k − 2)
(45)
✡
✡
✡▲
▲
▲
. . . 12
3 4
(i)
✡
✡
✡▲
▲
▲
12
3 4
(ii)
✡
✡
✡❊
❊❊
. . . 12
3 4
❚
❚❚m
(iii)
Fig.3, graphs for the determination of C[Y].
For C[N ], we concentrate over the combination λ1λ
2
3x1x4, contained in the
term (λ1 − λ2)τ31τ34 for instance. The relevant graphs are
✡
✡
✡
. . . 12
3 4
(i)
✡
✡
✡
12
3 4
(ii)
✡
✡
✡▲
▲▲
. . . 12
3 m4
(iii)
▲
▲▲✡
✡✡❇❇❇
. . . 12
3 4
(iv)
Fig.4, graphs for the determination of C[N].
These four graphs give −2(λ1 − λ2)τ31τ34, −4(λ1 − λ2)τ13τ34, −2(λ1 −
λm)τ13τ34(m > 4),and 2(λ2 − λ3)τ31τ14, respectively. We extract the pole
term λ1λ
2
3x1x4/(x1−x2) from these contributions, and the cancellation yields
−2C[Λ] − 4C[N] − 2(k − 4)C[N] − 2C[N] = 0 (46)
or
C[N] = −
1
k − 1
C[Λ] = −
1
k(k − 1)2
(47)
For C[∆], we consider the cancellation of the pole terms with the residue
λ1λ
2
3x1x2. The cancellation gives
2C[Λ] + 4C[∆] + 2(k − 3)C[N] = 0 (48)
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which determines C[∆]
C[∆] = −
1
k(k − 1)2
(49)
For C[Λ,I], the second order term gives −2(λ1−λ2)τ34τ35 as residue. There-
fore, we look at λ1λ
2
3x4x5 for residue. There are six different graphs which
contribute to this residue.
Adding these terms, the cancellation gives
−2C[Λ] − 4C − 2(k − 5)C[Λ,I] − 4C[Λ,I] + 4C[N] − 4C[N] − 2C[Y] = 0 (50)
which determines C[Λ,I]
C[Λ,I] = −
k − 3
k(k − 1)2(k − 2)
(51)
The last coefficient C[I,I,I] needs 7 graphs when we consider the cancella-
tion of the residue λ1λ3λ4x5x6. The cancellation reads
−4C[I,I] − 4(k − 2)C[I,I,I] − C[Λ,I] = 0 (52)
which determines C[I,I,I]
C[I,I,I] =
1
k − 2
(−C[I,I] − 2C[Λ,I])
= −
k2 − 6k + 10
k(k − 1)2(k − 2)2
(53)
Note that this coefficient C[I,I,I] has a nontrivial numerator, which is not a
product of simple factors. This term is characterized as a non-intersecting,
three lines graph. When the graphs are made of non-intersecting lines, the
expression for C becomes more complex, and there is no obvious simple
structure. In other words, for graphs with non-intersecting lines, the de-
composition rule found in ref.[5] for n=4 does not hold. For graphs with
connecting lines, we find that the decomposition rule does hold.
at fourth order:
we have computed the coefficients of every graph up to order four. How-
ever wed have not been able to find an a priori rule giving the weight of an
arbitrary graph. In Table A, the coefficients C are listed.
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Table A: WKB-expansion coefficients for β = 4
C[I] = −
1
k
l=1
l=2 C[Λ] =
1
k(k−1)
, C[I,I] =
k−2
k(k−1)2
l=3 C[∆] = C[N] = −
1
k(k−1)2
, C[Y] = −
1
k(k−1)(k−2)
C[Λ,I] = −
k−3
k(k−1)2(k−2)
, C[I,I,I] = −
k2−6k+10
k(k−1)2(k−2)2
C[✷] = C[☎] = C[ 6 6 ] =
1
k(k−1)2(k−2)
l=4
C[M] =
k−3
k(k−1)2(k−2)2
, C[X] =
1
k(k−1)(k−2)(k−3)
C[△,I] = C[N,I] =
(k−3)2
k(k−1)2(k−2)3
, C[Y,I] =
k−4
k(k−1)2(k−2)(k−3)
C[∧,∧] =
k−4
k(k−1)2(k−2)2
C[∧,I,I] =
k3−10k2+34k−38
k(k−1)2(k−2)3(k−3)
C[I,I,I,I] =
k4−14k3+76k2−188k+174
k(k−1)2(k−2)3(k−3)2
5 The τ-expansion for β= 2m, (m=2,3,4,· · ·)
Hereabove we have dealt with β = 4. For β = 2m, m=2,3,4,..., again we
found that the WKB expansion for f terminates after a finite number of
terms. However a given τij may now appear non linearly, up to degree (m−
1). Therefore, the graphical representations may have now multiple lines
connecting the two points (i) and (j) (with a mulitiplicity at most equal to
(m − 1)).Therefore there are now new types of graphs which did not occur
for β = 4(m = 2).
From the equation
Pˆ =
k∑
i=1
∂2
∂x2i
− β(
β
2
− 1)
∑
i<j
1
(xi − xj)2
−
k∑
i=1
λ2i . (54)
Pˆψ = 0 (55)
We expand ψ as
ψ =
e
∑
λixi
[∆(x)∆(λ)]β/2−1
[1+C[I](τ12+· · ·)+C[‖](τ
2
12+τ
2
13+· · ·)+C[∧](τ12τ13+· · ·)+· · ·]
(56)
Pˆψ = 0 connects the terms in ψ of degree (n-1) to those of degree n.
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From ψˆ0, we have a pole term of
Pˆψ0 =
C0
[∆(λ)∆(x)]β/2−1
[−2(
β
2
− 1)
λ1 − λ2
x1 − x2
] (57)
From Pˆψ[I], we obtain
Pˆψ[I] =
C[I]
[∆(λ)∆(x)]β/2−1
[−4(
β
2
− 1)− 2(
β
2
− 1)(k − 2)]
λ1
x1 − x2
(58)
Thus we obtain the first order result,
C[I] = −
1
k
. (59)
It is remarkable that this result is the same as for β = 4 but now it holds
for arbitrary β. Every residue had the same factor (β
2
− 1) and thus β drops
from the equation. This property holds to all orders, and this characteristics
will become important when we discuss the duality relation for zonal poly-
nomials. Therefore, the cancellation of the pole terms gives the same results
as for β = 4, except that there are now new terms coming with the multiple
lines.
We list here the results of the cancellation conditions which determine
the coefficients characterizing the τ -expansion. They are valid for arbitrary
β, and in fact they do not depend on β.
Second order:
C[I] + (k − 1)C[I,I] + C[Λ] = 0 (60)
C[I] + (k − 1)C[Λ] + 2C[II] = 0 (61)
(60) is same as (41), and (61) is different from (40) by the double line term
C[II].
Third order:
C[I,I] + (k − 2)C[I,I,I] + 2C[Λ,I] = 0 (62)
C[II] + 3C[III] + (k − 1)C[ 6 ] = 0 (63)
C[Λ] + (k − 1)C[Λ,I] + C[Y] = 0 (64)
C[Λ] + (k − 2)C[Y] + 4C[ 6 ] = 0 (65)
C[Λ] + (k − 2)C[N] + C[△] + C[II,I] + C[ 6 ] = 0 (66)
C[Λ] − C[II] + 2C[△] − C[ 6 ] + (k − 3)C[N] − (k − 3)C[II,I] = 0 (67)
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Fourth order:
C[I,I,I] + (k − 3)C[I,I,I,I] + 3C[Λ,I,I] = 0 (68)
C[Λ,I] + (k − 2)C[Λ,I,I] + C[Y,I] + C[Λ,Λ] = 0 (69)
C[Λ,I] + (k − 3)C[Λ,Λ] + 2C[M] + 2C[Λ,II] = 0 (70)
2C[I,I,I] + 8C[N,I] − C[Λ,I] + 4C[II,I,I]
−C[Λ,Λ] − 3C[Y,I] + (k − 6)C[Λ,I,I] = 0 (71)
These equations are obtained from the cancellation conditions of the
residues of the pole 1
x1−x2
proportional to λ1λ3λ4λ5x6x7x8, λ1λ3λ4λ5x
2
6x7,
λ21λ
2
3x4x5x6, λ
2
1λ2λ3x4x5x6, respectively.
Further, from the residue of the form λ21λ
2
3x4x
2
5, one finds
C[II,I] + C[N] + 3C[⊒] + 2C[II,II] + C[✷]
+(k − 2)C[Λ,II] + (k − 2)C[M] = 0 (72)
From the vanishing of the residue containing λ21λ3λ4x
3
5, one obtains
C[Y] + 2C[☎] − 2C[∐] + 2C[ 6 ,I] + 2C[|=] + (k − 3)C[ 6 6 ] = 0 (73)
and we have
C[ 6 ,I] = C[ ∐ ] (74)
However, starting with order three and higher, the coefficients of the τ
expansion are not determined uniquely, since the τ variables are not inde-
pendent. Starting with degree three there are identities, i.e. polynomials
vanishing identically. In the appendix C, we discuss the origin of these iden-
tities and derive the cubic identity and the quartic identities.
The cubic one is
I3 = [II, I]− [N] + (k− 3)[△] = 0. (75)
and the quartic ones are
2[II, I, I]− [N, I] + (k− 5)[△, I] = 0 (76)
and
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[III, I] + 2[II, II]− [☎] + (k− 3)[△ ]− 4[✷]− [ ∐ ] = 0 (77)
and
[Λ, II]− [M] + 2[△, I] + (k− 4)[✷]−
1
2
(k− 4)[II, II] = 0 (78)
and
[6 , I]− 2[ 6 6 ]− 2[△, I] + (k− 4)[☎ ]− 2(k− 4)[✷] + (k− 4)[II, II] = 0 (79)
Those identities give some freedom in writing the above expansion. In-
deed one may add one of those identities multiplied by an arbitrary coefficient
to the τ expansion of the HIZ-integral. For the third order, the coefficients
CII,I,CN and C△ may be shifted as
CII,I → CII,I + α
CN → CN − α
C△ → C△ + (k − 3)α (80)
where α is arbitrary.
At order four, from (76), (77),(78) and (79), the following shifts leave the
expansion unchanged
CII,I,I → CII,I,I + 2γ4
CN,I → CN,I − γ4
CIII,I → CIII,I + γ1
CII,II → CII,II + 2γ1 −
1
2
(k − 4)γ2 + (k − 4)γ3
C☎ → C☎ − γ1 + (k − 4)γ3
C△ → C△ + (k − 3)γ1
C✷ → C✷ − 4γ1 + (k − 4)γ2 − 2(k − 4)γ3
C△,I → C△,I + 2(k − 4)γ2 − 2(k − 4)γ3 + (k − 5)γ4
C∐ → C∐ − γ1
CM → CM − γ2
C 6 ,I → C 6 ,I + γ3
C 6 6 → C 6 6 − γ3 (81)
where γ1,γ2 and γ3 are arbitrary numbers, arising as multiplicative factors
of the quartic identities.
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In Table B, we give the coefficients C[graphs]. For the coefficients, which
have ambiguities due to the above identities, we use a fixing rule which will
be discussed in the next section.
The values of Table B are also derived systematically by the τ -trasformation
of the Jack polynomial series as discussed later in Appendix B and Appendix
D. In Table B, we use the parameter α instead of β. The parameter α is a
parameter of Jack polynomial, and in Table B, α is given by α = 2
2−β
. For
β = 4, α becomes −1, and the values in Table B coincide with the values in
Table A.
Table B: WKB-expansion coefficients for β = 2m
C[I] = −
1
k
l=1
l=2 C[∧] =
1
k(k+α)
C[I,I] =
1
k(k+α)
(1 + α
k−1
)
C[II] =
1+α
2k(k+α)
l=3 C[Y] = −
1
k(k+α)(k+2α)
C[∧,I] = −
1
k(k+α)(k+2α)
(1 + 2α
k−1
)
C[III] = −
(1+α)(1+2α)
6k(k+α)(k+2α)
C[ 6 ] = −
1+α
2k(k+α)(k+2α)
C[I,I,I] = −
1
k(k+α)(k+2α)
(1 + 3α
k−1
+ 2α
2
(k−1)(k−2)
)
C[II,I] = −
1+α
2k(k+α)(k+2α)
(1 + 2α
k−1
)
C[N] = −
1
k(k+α)(k+2α)
(1 + α
k−1
)
C[△] = −
1
k(k+α)(k+2α)
(1− α
2
k−1
)
(The last three coefficients C have arbitrariness due to the cubic identity)
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l=4C[X] =
1
k(k+α)(k+2α)(k+3α)
C[Y,I] =
1
k(k+α)(k+2α)(k+3α)
(1 + 3α
k−1
)
C[Λ,Λ] =
1
k(k+α)(k+2α)(k+3α)
(1 + α
k+α−1
)(1 + 3α
k−1
)
C[Λ,I,I] =
1
k(k+α)(k+2α)(k+3α)
(1− 2α
k+α−1
+ 7α
k−1
+ 6α
2
(k−1)(k−2)
− 2α
2
(k−2)(k+α−1)
)
C[I,I,I,I] =
1
k(k+α)(k+2α)(k+3α)
(1 + 6α
k+α−1
+ 9α
2
(k−1)(k+α−1)
+ 8α
2
(k−2)(k+α−1)
+ 25α
3
(k−1)(k−3)(k+α−1)
− 8α
3
(k+α−1)(k−2)(k−3)
+ 6α
4
(k−1)(k−2)(k−3)(k+α−1)
)
C[⊒] =
1+α
2k(k+α)(k+2α)(k+3α)
(1 + 2α
k−1
)
C[≪] =
(1+α)2
4k(k+α)(k+2α)(k+3α)
C[|=] =
1+α
2k(k+α)(k+2α)(k+3α)
C[ 6 ] =
(1+α)(1+2α)
6k(k+α)(k+2α)(k+3α)
C[ IIII ] =
(1+α)(1+2α)(1+3α)
24k(k+α)(k+2α)(k+3α)
(These 10 coefficients are determined without ambiguities)
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C[ ∐ ] =
1+α
2k(k+α)(k+2α)(k+3α)
(1 + α
k−1
)
C[ △ ] =
1+α
2k(k+α)(k+2α)(k+3α)
(1− 2α
2
k−1
)
C[ 6 6 ] =
1
k(k+α)(k+2α)(k+3α)
(1 + 2α
k−1
)
C[☎] =
1
k(k+α)(k+2α)(k+3α)
(1− α(α−1)
k−1
)
C[ 6 ,I] =
1+α
2k(k+α)(k+2α)(k+3α)
(1 + 3α
k−1
)
C[Λ,II] =
1+α
2k(k+α)(k+2α)(k+3α)
(1 + α
k+α−1
)(1 + 3α
k−1
)
C[II,I,I] =
1+α
2k(k+α)(k+2α)(k+3α)
(1− 2α
k+α−1
+ 7α
k−1
+ 6α
2
(k−1)(k−2)
− 2α
2
(k−2)(k+α−1)
)
C[II,II] =
(1+α)2
4k(k+α)(k+2α)(k+3α)
(1 + 4α
k−1
+ 2α
2(2+α)
(1+α)(k−1)(k+α−1)
)
C[III,I] =
(1+α)(1+2α)
6k(k+α)(k+2α)(k+3α)
(1 + 3α
k−1
)
C[✷] =
1
k(k+α)(k+2α)(k+3α)
(1 + 2α
k−1
)
C[M] =
1
k(k+α)(k+2α)(k+3α)
(1 + α
k+α−1
)(1 + 2α
k−1
)
C[N,I] =
1
k(k+α)(k+2α)(k+3α)
(1 + 8α
k−1
− 4α
k−2
− α
2
(k+α−1)(k−2)
+ α(1+α)(4k+3α−4)
(k−1)(k−2)(k+α−1)
)
C[△,I] =
1
k(k+α)(k+2α)(k+3α)
(1− α(α−3)
k+α−1
− α
2(4α−3)
(k−2)(k+α−1)
− α
2(3α2−2α+3)
(k−1)(k−2)(k+α−1)
)
(These 13 coefficients involve arbitrariness due to 4 quartic identities.
The determinations of these coefficients are given in Appendix D.)
✡✡ ❏
[ 6 ]
✡❏❏ ✡
[ ∐ ]
✡✡❏
[△ ]
✡✡❏
[|=]
✡✡❏ ❏
[ 6 , I]
✡❏ ❏
[6 6 ]
✡❏
[☎]
Fig.5. symbols for the several graphs.
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6 The τ-expansion from zonal polynomials for
β = 1
The Table B shows the first coefficients of the WKB-expansion for general β.
It was derived pertubatively assuming that β was an even integer. However
the expression may be analytically continued to all integers. In this section
we consider β = 1, which is of practical importance since it is the case of a
measure invariant under the orthogonal group (the matrices X and Λ being
real and symmetric).
The HIZ integral (1) may be expanded in a series involving products of
zonal polynomials Zp(X) and Zp(Λ), as
Iβ=1 =
∫
O(k)
[exp tr(XgΛg−1)dg
=
∞∑
m=0
1
m!
∫
O(k)
[tr(XgΛg−1)]mdg
=
∞∑
m=0
1
m!
2mm!
(2m)!
∑
p(m)
χp(1)
∫
O(k)
Zp(XgΛg
−1)dg
=
∞∑
m=0
2m
(2m)!
∑
p(m)
χp(1)
Zp(X)Zp(Λ)
Zp(Ik)
(82)
where p(m) is the partition of order m ; Zp(X), the zonal polynomial, is a
symmetric homogeneous polynomial of degree p in the k eigenvalues of X
[15]. The third equality in (82) follows from the identity
(trM)q = cq
∑
p
χp(1)Zp(M) (83)
where cq =
∑
χp(1). The sum over p runs over the partitions of the number
q, i.e. over all Young tableaux with q boxes. For the orthogonal group cq =
2qq!/(2q)!. The function Zp(M) is a symmetric function of the eigenvalues of
M of degree q.
In the unitary case, a similar expression in terms of a character expansion
is well known ; it is used explicitly in [12] ; there χp(1) is the dimension of
the representation of the permutation group of p objects corresponding to a
given Young tableau. (In an appendix, we give the general expression of this
integral for arbitary β, including the unitary case.)
The zonal polynomial Zp(X) beeing an homogeneous symmetric function
of x1, ..., xk, may be expressed in terms of the sums sn (n=1,2,3,...),
sn = trX
n = xn1 + x
n
2 + · · ·+ x
n
k . (84)
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The zonal polynomial Zp(X), the constants χp(1), and Zp(I), which is ob-
tained by setting all xi = 1, are listed up to order five in the Appendix A,
when one takes α = 2
β
= 2.
From (21) and (82), we have the relation,
e
∑k
i=1
xiλifβ=1 = Iβ=1(xi, λi) (85)
For β=1,the Vandermonde factor disappears, since it is raised to the power
is β−1. For arbitrary β there is a sum in (1) over the k! permutations of the
λi. However, if one expands in powers both the exponential term, together
with fβ=1, it turns out that each term of given order is a symmetric function
of the λi and of the xi. Therefore the sum over permutations in (21) is not
necessary for β = 1.
In the previous section, using the coefficients C of the Table B, setting
β = 1,we have obtained the τ -expansion for fβ=1. The same result may be
derived from the zonal polynomial expansion for β = 1.
fβ=1 = 1−
1
k
(τ12 + · · ·) +
3
2k(k + 2)
(τ 212 + · · ·) +
1
k(k + 2)
(τ12τ23 + · · ·)
+
k + 1
k(k + 2)(k − 1)
(τ12τ34 + · · ·) +O(x
3) (86)
Indeed, using the explicit values of the character χp(1),the zonal polyno-
mial expansion (82) reads
Iβ=1 = 1 +
s1(x)s1(λ)
k
+
1
6
[
((s1(x))
2 + 2s2(x))((s1(λ))
2 + 2s2(λ))
k(k + 2)
+ 2
((s1(x))
2 − s2(x))((s1(λ))
2 − s2(λ))
k(k − 1)
]
+
1
90
[
Z[3](x)Z[3](λ)
k(k + 2)(k + 4)
+ 9
Z[21](x)Z[21](λ)
k(k + 2)(k − 1)
+ 5
Z[13](x)Z[13](λ)
k(k − 1)(k − 2)
]
+ · · · (87)
For a comparison of this expansion with our earlier expressions fβ=1 , one
must still expand the exponential factor e
∑
xiλi . But this exponential factor
has no explicit k dependence ; thus the k -dependent coefficients in fβ=1
will not be modified when one expands the exponential. For instance, at
first order, the coefficient 1
k
is present both in (86) and (87) ; expanding the
exponential e
∑
xiλi, we do find that the two expansions coincide. At order
two, one writes the coefficient of τ12τ34 as
k + 1
k(k + 2)(k − 1)
=
1
3k
(
1
k + 2
+
2
k − 1
), (88)
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then the terms of degree two in e
∑
xiλifβ=1 have coefficients which are either
1
k(k+2)
or 1
k(k−1)
; they are exacly the inverse of the dimensional constant
Z[p](I) in (87).
At order three, consider for instance τ12τ34τ56 (three non-intersecting
lines). Taking in Table B the coefficient of this term, one may decompose it
as
k2 + 3k − 2
k(k + 2)(k + 4)(k − 1)(k − 2)
=
1
15k(k + 2)(k + 4)
+
9
15k(k + 2)(k − 1)
+
5
15k(k − 1)(k − 2)
(89)
which is the sum of
1
15Z[3](Ik)
+
9
15Z[21](Ik)
+
5
15Z[13](Ik)
.
The numerators of these terms are in the ratios 1:9:5, which are also the
ratios of the characters χ[3](1) : χ[21](1) : χ[13](1). (We will soon find the
reason for this coincidence.)
Let us return to the derivation of the τ -expansion from zonal polynomials.
We first shift the diagonal matrices X and Λ to make them traceless,
Λ =
1
k
trΛ + Λ˜ (90)
X =
1
k
trX + X˜ (91)
In terms of eigenvalues, it is
λ˜a =
1
k
∑
b
(λa − λb) (92)
Noting that tr Λ˜ = tr X˜ = 0, the HIZ integral is
Iβ=1 = e
1
k
(trΛ)(trX)
∫
dgetrΛ˜gX˜g
T
= e
1
k
(trΛ)(trX)
∞∑
m=0
2m
(2m)!
∑
χp(1)
Zp(Λ˜)Zp(X˜)
Zp(I)
(93)
From the expressions of zonal polynomials in terms of the symmetric
functions sn given in Appendix A, noting that s1 =
∑
x˜a = 0, and using
simple identities such as 1
k
(
∑
λi)(
∑
xi) =
∑
λixi −
1
k
∑
i<j(λi − λj)(xi − xj),
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the integral becomes
I = e
∑
λixi−
1
k
∑
i<j
τij [1 +
1
(k + 2)(k − 1)
s2(x˜)s2(λ˜)
+
4k
3(k + 2)(k + 4)(k − 1)(k − 2)
s3(x˜)s3(λ˜)
+
2k(k2 + k + 2)
(k + 1)(k + 2)(k + 4)(k + 6)(k − 1)(k − 2)(k − 3)
s4(x˜)s4(λ˜)
+
k4 + 5k3 − 6k2 − 36k + 72
2k(k + 1)(k + 2)(k + 4)(k + 6)(k − 1)(k − 2)(k − 3)
(s2(x˜)s2(λ˜))
2
−
2(2k2 + 3k − 6)
(k + 1)(k + 2)(k + 4)(k + 6)(k − 1)(k − 2)(k − 3)
× ((s2(x˜))
2s4(λ˜) + s4(x˜)(s2(λ˜))
2) + (x5)]. (94)
The paired product s2(x˜)s2(λ˜) is expressed in terms of the τij as
s2(x˜)s2(λ˜) = [
1
k
∑
i<j
(xi − xj)
2][
1
k
∑
i<j
(λi − λj)
2]
=
(k − 1)2
k2
∑
i<j
τ 2ij −
2(k − 1)
k2
∑
τijτik +
2
k2
∑
τijτkl (95)
The second sum is restricted to j < k and i, j, k all different. The last
sum is restricted to i < j, k < l and i, j, k, l all different. The identity
(95) holds for arbitrary xi and λi. In order to fix the coefficients of this
identity, one may choose simple values of X and Λ. Let us, for instance, take
X = Λ = (1, 1, ..., 1, 0, ...0), where the eigenvalue one is q-fold degenerate,
and zero (k − q). Then we find
s2(x˜)s2(λ˜) =
q2(k − q)2
k2
(96)
Note that
q2(k − q)2
k2
is invariant under the replacement q → k − q. The
three terms of the products of τ in the r.h.s. of (95) become q(k − q),
q(k−q)(k−2)/2 and q(q−1)(k−q)(k−q−1)/2 respectively. These numbers
are also invariant by q → k − q. Then with three unknown coefficients, a,b
and c, we write
q2(k − q)2
k2
= a[q(k− q)]+ b[
q(k − q)(k − 2)
2
]+ c[
q(q − 1)(k − q)(k − q − 1)
2
].
(97)
This relation fixes the three unknown coefficients : a =
(k − 1)2
k2
, b = −
2(k − 1)
k2
and c =
2
k2
.
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In the Appendix B, we derive this identity with the help of differential
operators. In the same appendix, we discuss the general expression of product
of symmetric functions sn(x˜)sn(λ˜) in terms of τ .
Remarkably, as may be checked in the explicit expressions hereabove for
the second order, although each of the three quadratic expressions in τ in
(95) is not invariant under the permutations of λi, the combination of the
three types of products of τij is a totally symmetric function as it should. To
study further this invariance under permutation, we consider
X = (1, ..., 1, 0, ......, 0)
Λ = (0, ......, 0, 1, ..., 1) (98)
where the eigenvalue one is q-fold degenerate, and we choose q < k. This is
a particular permutation of the previous choice of X = Λ = (1, ...1, 0, ..., 0).
We assume q < k/2. The various τ are not the same as in (97) ; the three
quadratic terms are now respectively [q2], [q2(q − 1)] and [q2(q − 1)2/2]. For
this particular permutation of the λi, the identity
q2(k − q)2
k2
=
(k − 1)2
k2
[q2]−
2(k − 1)
k2
[q2(q − 1)] +
2
k2
[
q2(q − 1)2
2
] (99)
is indeed consistent with (95).
The equation (99) is interesting since, in this choice of permutation, the
value of the τ ’s are all function of q and not of k.If we set k=q, this equation
shows a non-trivial cancellation for three terms, since the left hand side
vanishes ; in this case the right hand side of ((99) vanishes as
(1− 2 + 1)q2(q − 1)2 = 0 (100)
To summarize we have found a method to write s2(x˜)s2(λ˜) in terms of τ ’s.
Given that it is a function of the τ ’s the method consists of (i) evaluation of
s2(x˜)s2(λ˜) for the choice X = (1, ..., 1, 0, ..., 0), Λ = (0, ..., 0, 1, ..., 1), where 1
is q-fold degenerate.(ii) Decompose this value as q
2
k2
[(k−1)2−2(q−1)(k−1)+
(q−1)2]. (iii)Evaluate the τ terms for this same choice as a function of q. (iv)
The comparison with the expansion of (iii) fixes the unknown coefficients.
Similar identities expressing the symmetric functions sn(X˜)sn(Λ˜) in terms
of τ ’s hold at higher order. At order three since s1(X˜) = 0, Zp(X˜) is given
only by s3(X˜) (see Appendix A). In order to express s3(x˜)s3(λ˜), into the
τij = (xi−xj)(λi−λj) polynomials, in the Appendix B, we present a method
for deriving these identities based on a differential operator Di,j,kl,m,n. Let us
for instance quote the result for the third order
s3(X˜)s3(Λ˜) = −
1
k4
(k − 1)2(k − 2)2(τ 312 + · · ·)
25
+ 3
(k − 1)(k − 2)2
k4
(τ 212τ23 + · · ·)
+ 3
(k − 2)3
k4
(τ12τ23τ13 + · · ·)
− 12
(k − 1)(k − 2)
k4
(τ12τ13τ14 + · · ·)
− 6
(k − 2)2
k4
(τ12τ23τ34 + · · ·)
− 3
(k − 2)2
k4
(τ 212τ34 + · · ·)
+ 12
(k − 2)
k4
(τ12τ23τ45 + · · ·)
−
24
k4
(τ12τ34τ56 + · · ·).
(101)
In this expression we have used the freedom given by the cubic identity among
the τ ’s to remove the ambiguities.
However the result may be obtained also by the direct method which was
used above for the quadratic case. One first choose X = Λ = (1, .., 1, 0, ..., 0)
with eignevlue one q-fold degenerate ; then s3(X˜)s3(Λ˜) = q
2(q − k)2(2q −
k)2/k4, which is invariant by the substitution of q → k − q. For instance,
the last term of non-intersecting graph of(τ12τ34τ56 + perm.) becomes q(q −
1)(q − 2)(k − q)(k − q − 1)(k − q − 2)/6. Each of the 8 terms is invariant by
the substitution of q → k− q. Therefore the coefficients have to be functions
of k only. Then, we apply again the permutation Λ = (0, ..., 0, 1, ..., 1). The
various τ terms are polynomial in q. The remarkable factorization identity,
q2(q − k)2(2q − k)2
k4
= −
24
k4
[
1
6
q2(q − 1)2(q − 2)2]
+ 12
k − 2
k4
[q2(q − 1)2(q − 2)]− 9
(k − 2)2
k4
[q2(q − 1)2]
− 12
(k − 1)(k − 2)
k4
[
1
3
q2(q − 1)(q − 2)] + 3
(k − 1)(k − 2)2
k4
[2q2(q − 1)]
−
(k − 1)2(k − 2)2
k4
[q2] (102)
extension of the analogous quartic identity, fixes the unknown coefficients.
As discussed in the previous section, the cubic identity
I3 = [τ
2
12τ34]− [τ12τ23τ34] + (k − 3)[τ12τ13τ24] = 0 (103)
where [τ 212τ34] = τ
2
12τ34+ · · · leads to an ambiguity, since one may add I3 with
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an arbitrary coefficient α. At order three, one has from (94),
I˜(3) =
1
6k(k + 2)(k + 4)(k − 1)(k − 2)
×[(k2 + 3k − 2)q6 + (−12k − 24)q5 + (6k2 + 12k + 56)q4 − 48q3 + 8k2q2]
(104)
By taking the choice X = (1, ..., 1, 0, ...., 0) and Λ = (0, ..., 0, 1, ..., 1), we
evaluate [τ12τ34τ56] =
1
6
q2(q− 1)2(q− 2)2. By comparing the highest order of
q, q6, we find
C[I,I,I] = −
k2 + 3k − 2
k(k + 2)(k + 4)(k − 1)(k − 2)
(105)
Subtracting this C[I,I,I][τ12τ34τ56] from I˜
(3), we have
I˜
(3)
q5 =
1
6k(k + 2)(k + 4)(k − 1)(k − 2)
× [(6k + 18)q5 + (−7k − 41)q4 + (12k + 12)q3 + (4k − 4)q2](106)
The quantity [τ12τ13τ45] becomes q
2(q − 1)2(q − 2) and it is order q5. Thus
we determine its coefficient C[Λ,I] from the q
5 term in (106),
C[Λ,I] = −
(k + 3)
k(k + 2)(k + 4)(k − 1)
(107)
We subtract C[Λ,I][τ12τ13τ45] from (106), and we obtain
I˜
(3)
q4 = −
(17k + 31)q4 + (−18k − 78)q3 + (16k + 32)q2
6k(k + 2)(k + 4)(k − 1)
(108)
The terms, which give order q4, are [τ 212τ34] = q
2(q−1)2, [τ12τ13τ34] = q
2(q−1)2
and [τ12τ13τ14] =
1
3
q2(q − 1)(q− 2). ([τ12τ23τ13] becomes vanishing.) Thus we
have
1
3
C[Y] + C[II,I] + C[N] = −
17k + 31
6k(k + 2)(k + 4)(k − 1)
(109)
Since C[Y] is
C[Y] = −
1
k(k + 2)(k + 4)
(110)
we have
C[II,I] + C[N] = −
5k + 11
2k(k + 2)(k + 4)(k − 1)
(111)
We write
5k + 11
2k(k + 2)(k + 4)(k − 1)
=
9
10k(k + 2)(k + 4)
+
8
5k(k + 2)(k − 1)
(112)
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In principle, the coefficients C[II,I], C[N] and C[△] have ambiguities, since there
is an identity of (103). One method of fixing this ambiguity may be large k
assumption: We assume
C[II,I] = −
3
2
[
a
k(k + 2)(k + 4)
+
1− a
k(k + 2)(k − 1)
] (113)
and
C[N] = −[
c
k(k + 2)(k + 4)
+
1− c
k(k + 2)(k − 1)
] (114)
We assume that C[II,I] ∼
3
2
1
k3
in the large k limit The factor 3
2
is the degereracy
factor = (β/4− 1)/(β/2− 1) for β = 1 ( in the next section, we will discuss
this factor by the substitution of α = 2/(2−β)) . And C[N] ∼
1
k3
also. Then,
the comparison with (112) gives
3
2
a + c =
9
10
(115)
Still one parameter a or c remains undetermined. The coefficient C[△] is de-
termined by the residual equation of (113). However, the ambiguity constant
a remains. When we consider the case β = 4, we have a definite value of
C[△], since there is no double line in β = 4, and no cubic equation exists. For
the general value of C[△], extending the case of β = 4, we write
C[△] = −
1
k(k + α)(k + 2α)
[1−
α2
k − 1
] (116)
Then, using the residual equation of (66), and (67), we determine the con-
stant a and c in (113) and (114) as
a =
1
5
, c =
3
5
(117)
which also satisfy the large k limit condition (115). In other words, we
have assumed the value of C[△] as (116), since we are free to choose of the
coefficients of the cubic identity.
Note that when we subtract [C[II,I]+C[N]]q
2(q−1)2 from (108), we obtain
∆I(3) =
2q4 + 12q3 + q2
6k(k + 2)(k + 4)
(118)
where there is no 1
k−1
factor. This quantity coincides with the sum of
C[III][τ
3
12], C[ 6 ][τ
2
12τ13] and C[Y][τ12τ13τ14], since they are
C[III] = −
5
2
1
k(k + 2)(k + 4)
(119)
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C[ 6 ] = −
3
2
1
k(k + 2)(k + 4)
(120)
C[Y] = −
1
k(k + 2)(k + 4)
(121)
where [τ 312] = q
2,[τ 212τ34] = 2q
2(q − 1) and [τ12τ13τ14] =
1
3
q2(q − 1)(q − 2).
It may be interesting to investigate the fourth order term. In (94), we use
the choice that X = Λ = (1, ..., 1, 0, ..., 0) where 1 enries q-times, 0 entries
(k-q) times. Then, noting that s2(x˜)s2(λ˜) =
q2(k − q)2
k2
,
s3(x˜)s3(λ˜) =
q2(q − k)2(2q − k)2
k4
, s4(x˜)s4(λ˜) =
q2(k − q)2(k2 − 3kq + 3q2)2
k6
,
[s2(x˜)s2(λ˜)]
2 =
q4(k − q)4
k4
,
(s2(x˜))
2s4(λ˜) + s4(x˜)(s2(λ˜))
2 =
2q3(k − q)3(k2 − 3kq + 3q2)
k5
,
we have the fourth term together with the expansion of e−
1
k
∑
i<j
τij = e
q2
k ,
I˜(4) =
1
24k(k + 1)(k + 2)(k + 4)(k + 6)(k − 1)(k − 2)(k − 3)
× [(k4 + 7k3 + k2 − 35k − 6)q8 + (−24k3 − 144k2 − 72k + 144)q7
+ (12k4 + 72k3 + 308k2 + 1064k + 864)q6
+ (−240k3 − 1008k2 − 2304k − 1728)q5
+ (44k4 + 188k3 + 1944k2 + 2064k + 96)q4
+ (−576k3 − 672k2 − 192k)q3 + (48k4 + 48k3 + 96k2)q2] (122)
There are 23 terms in the fourth order for the τ expansion as shown
in Table B. For the choice of X = (1, ..., 1, 0, ..., 0), Λ = (0, ..., 0, 1, ..., 1),
each τ terms are evaluated as they are polynomials of q, and each terms
have different orders of q. The highest order of q is obtained from the term
[τ12τ34τ56τ78], (here [τ · · ·] means the sum of the permutation of the indecies).
It becomes
[τ12τ34τ56τ78] =
1
4!
q2(q − 1)2(q − 2)2(q − 3)2 (123)
The order q8 term is only this term. Then, from (122), we obtain the coeffi-
cient of this term [τ12τ34τ56τ78], as
C[I,I,I,I] =
(k + 3)(k2 + 6k + 1)
k(k + 1)(k + 2)(k + 4)(k + 6)(k − 1)(k − 3)
=
1
k(k + 2)(k + 4)(k + 6)
[1 +
12
k − 1
+
40
(k − 1)(k − 3)
+
4
(k + 1)(k − 3)
]
(124)
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This result is expressed by the use of the dimensional constant Zp(I) and by
the constant χp(1), which appear in the zonal polynomial expansion,
C[I,I,I,I] =
1
105
∑
p
χp(1)
Zp(I)
(125)
The next highest order term of q7 is [τ12τ13τ45τ67], which has a factor
C[Λ,I,I]. The value of [τ12τ13τ45τ67] is
1
2
q2(q − 1)2(q − 2)2(q − 3). Then from
the coefficient of q7 in (122), we obtain the coefficient C[Λ,I,I],
1
2
C[Λ,I,I] −
1
2
C[I,I,I,I] =
1
24k(k + 1)(k + 2)(k + 4)(k + 6)(k − 1)(k − 2)(k − 3)
×(−24k3 − 144k2 − 72k + 144) (126)
which reads
C[Λ,I,I] =
k3 + 8k2 + 13k − 2
k(k + 1)(k + 2)(k + 4)(k + 6)(k − 1)(k − 2)
=
1
k(k + 2)(k + 4)(k + 6)
[1 +
10
k − 1
+
20
(k − 1)(k − 2)
+
4
(k + 1)(k − 2)
]
(127)
We note here that the following relation of (68), which was derived for
the arbitrary value of β in the section 5, is satisfied by above two expressions,
C[I,I,I] + 3C[Λ,I,I] + (k − 3)C[I,I,I,I] = 0 (128)
since we have from Table B, (β = 1), C[I,I,I] = −
1
k(k+2)(k+4)
(1 + 6
k−1
+
8
(k−1)(k−2)
). The pole term 1
k+1
in C[I,I,I,I] is cancelled by the pole term of
C[Λ,I,I]. This
1
k+1
factor comes only from the dimension of the zonal polyno-
mial Z[22], and it appears first in the fourth order terms.
For the terms, which give order q6, new 4 terms [τ12τ13τ34τ56] = q
2(q −
1)2(q− 2)2, [τ12τ13τ14τ56] =
1
3
q2(q− 1)2(q− 2)(q− 3), [τ12τ13τ45τ46] =
1
4
q2(q−
1)2(q − 2)2(2q − 5), [(τ12)
2τ34τ56] =
1
2
q2(q − 1)2(q − 2)2 appear.
From (122), after the subtraction of the contribution of [τ12τ34τ56τ78] and
[τ12τ13τ45τ67], the q
6 part of (122) becomes
Cq6 =
31k3 + 196k2 + 119k − 310
12k(k + 1)(k + 2)(k + 4)(k + 6)(k − 1)(k − 2)
(129)
which have to be the sum of these four terms. to determine these four coef-
ficients, we fist fix two coefficients C[Y,I] and C[Λ,Λ] by the residual equation
of (69).
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These are satisfied by the values of
C[Y,I] =
1
k(k + 2)(k + 4)(k + 6)
(1 +
6
k − 1
) (130)
C[Λ,Λ] =
1
k(k + 2)(k + 4)(k + 6)
(1 +
8
k − 1
+
8
(k − 1)(k + 1)
) (131)
Then, we subract these two contributions from (129), and the remaining
two coefficients are
C[N,I] +
1
2
C[II,I,I] =
7k3 + 48k2 + 51k − 30
4k(k + 1)(k + 2)(k + 4)(k + 6)(k − 1)(k − 2)
(132)
From the residual equation of (71), we are able to confirm above result.
There are ambiguities in the fourth order by the 4 quartic identities as
shown in appendix C ((282) ∼ (285)). Due to the quartic identity (282), it
is free to choose the value of C[II,I,I]. Here we assume that C[II,I,I] is same as
C[Λ,I,I] except a factor of the multiple line,
3
2
.
C[II,I,I] = (
3
2
)
k3 + 8k2 + 13k − 2
k(k + 1)(k + 2)(k + 4)(k + 6)(k − 1)(k − 2)
(133)
Then we have
C[N,I] =
k3 + 6k2 + 3k − 6
k(k + 2)(k + 4)(k + 6)(k + 1)(k − 1)(k − 2)
(134)
These two values satisfy (132).
The limit of q → 1 in (122) determines uniquely the coefficient of the
term (τ12)
4, which is four line degeneracy, and it has a value q2. Other terms
are proportional to q − 1. The coefficient, therefore, becomes
C[IIII] =
35
8k(k + 2)(k + 4)(k + 6)
. (135)
The limit q → 2, in (122), after the subtractions of [τ12]
4, becomes
I˜(4) =
125k2 + 320k + 291
2k(k + 1)(k + 2)(k + 4)(k + 6)(k − 1)
(136)
which is the sum of [τ12τ23τ14τ34], [τ12(τ13)
2τ34], [(τ12)
2τ23τ34], [(τ12τ13)
2], [(τ12)
3τ13],
[(τ12)
3τ34],[(τ12)
2(τ34)
2], which have values of 1
4
q2(q − 1)2,q2(q − 1)2,2q2(q −
1)2,q2(q− 1),2q2(q− 1),q2(q− 1)2, and 1
2
q2(q− 1)2,respectively. By the sum-
mation of these terms with the coefficients we have for q=2,
I˜(4) =
1
k(k + 2)(k + 4)(k + 6)
[(1 +
4
k − 1
) + 6(1 +
2
k − 1
)
+ 12(1 +
4
k − 1
) + 9 + 20 + 10(1 +
6
k − 1
) +
9
2
(1 +
8
k − 1
+
32
3(k − 1)(k + 1)
)]
(137)
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where 7 terms are added respectively. We derive the following expression,
which involves 1
k+1
pole. Other terms are easily derived.
C[II,II] =
9
4
1
k(k + 2)(k + 4)(k + 6)
(1 +
8
k − 1
+
32
3(k − 1)(k + 1)
) (138)
and
C[III,I] =
5
2k(k + 2)(k + 4)(k + 6)
(1 +
6
k − 1
) (139)
We have following equations,
C[III] + 2C[ 6 ] − C[ △ ] + C[ ∐ ] + (k − 2)C[III,I] = 0 (140)
C[ 6 ] − C[III] + (k − 3)C[ ∐ ] − (k − 3)C[III,I] + 2C[ △ ] = 0 (141)
One could eliminate the coefficientof C[ △ ], the triangle diagram with one
double line. Then, we know that C[III,I] has no pole of
1
k+1
. This is consistent
with the expression (139).
We have up to now confirmed 14 terms at fourth order. The number
of fourth order graphs is 23, and among them, three graphs exist, which
contain the triangles. These terms are vanishing for the present choice of
X and Λ. Thus, 6 terms still have not yet been determined. These 6
terms are [τ12τ13τ14τ15],[τ12τ13τ14τ45], [τ12τ23τ34τ45],[(τ12)
2τ13τ14],[(τ12)
2τ13τ45]
and [τ12τ13(τ45)
2]. They have values of 1
12
q2(q−1)(q−2)(q−3), q2(q−1)2(q−
2),q2(q−1)2(q−2),q2(q−1)(q−2), 2q2(q−1)2(q−2), and 2q2(q−1)2(q−2).
The sum of these 6 terms should be the value of (122), once one subtracts
the subtractions the previous 14 terms.
From the equations of the residues, we obtain
C[Λ,II] + C[M] =
(k + 3)(5k + 21)
2k(k + 1)(k + 2)(k + 4)(k + 6)
(142)
which satisfy the residue equation of (70). Note that C[M] is not uniquely
determined in views of the quartic identity discussed in appendix C.
For fixing this ambiguity, we take the value of C[Λ,II] to be the same as
C[Λ,Λ] within a factor
3
2
,
C[Λ,II] =
3
2
k3 + 6k2 − k − 38
k(k + 1)(k + 2)(k + 4)(k + 6)
(143)
Note there is no 1
k−2
factor in the expression as same as (142). From (142),
C[M] is determined as
C[M] =
(k + 3)2
k(k + 2)(k + 4)(k + 6)(k + 1)(k − 1)
(144)
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In the next section and in Appendix D, we discuss other terms for general
β (or α).
As a summary of this section, from the zonal polynomial expansion of the
HIZ-integral, we have obtained the series given by the symmetric polynomials
of (94). By writing these symmetric polynomials sn(x˜) in terms of τ , we have
obtained the τ -expansion of the HIZ-integral in the form e
∑
xiλif , where f
is given as (86). We have found that the coefficients are expressed by sums
of the inverse of the dimensional constants. We have shown that e
∑
xiλif
is invariant under the permutations of λi. Therefore, the summation of the
permutation contained in (8) is not necessary for β = 1.
7 Character expansion for general β and a
duality
In this section, we generalize the results of the previous section to arbitrary β,
and we discuss the derivations of the τ -expansion using a dual representation.
We write the zonal (Jack) polynomial expansion for the integral Iβ,
Iβ = e
∑
xiλi−
1
k
∑
i<j
τij [
∞∑
m=0
1
m!
1∏m−1
q=0 (1 + qα)
∑
p
χp(1)
Zp(X˜)Zp(Λ˜)
Zp(I)
] (145)
where we have shifted xi → x˜i = xi −
1
k
∑k
i=1 xi (subtraction of the mean).
The generalized zonal polynomial Zp(X) has a parameter α, which is
equal to the present 2
β
. This polynomial is called as Jack polynomial. As for
β = 1, we expand in a power series for small X and Λ. The quantity, which
is an generalization of the integral (1) to arbitrary β, is a symmetric function
by interchange of the xi and λi. We shall write this quantity Iβ in terms of
τij = (xi − xj)(λi − λj).
Iβ = e
∑k
i=1
xiλi [1 +D[I][τ12] +D[I,I][τ12τ34] + · · ·] (146)
This expansion is different from the form discussed in section 2, which
was
Iβ =
∑
perm.
e
∑
xiλi
∏k
i<j(τij)
β−1
[1 + C[I][τ12] + C[I,I][τ12τ34] + · · ·] (147)
The differences are that (147) has a Vandermonde determinant, and also it
has a sum about the permutations of the λi. The expression (146) has no
Vandermonde term and no sum over permutations. Therefore, the coefficients
C[graph] and D[graph] are not the same in these two expansion. (The β = 1
case is exceptional since there the two expansions coincide).
To obtain the coefficients D in the expansion (146), we take X and Λ as
X = (1, ..., 1, 0, ..., 0) and Λ = (0, ..., 0, 1, ..., 1), where 1 is q-fold degenerate,
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and q < k/2. Since
∑
i<j τij becomes −q
2, with this choice, we have up to
second order,
I = e
∑
xiλi[1 +
q2
k
+
q4
2k2
+ · · ·]
× [1 +
1
2
1
(1 + α)
(χ[2](1)
Z[2](X˜)Z[2](Λ˜)
Z[2](I)
+ χ[12](1)
Z[12](X˜)Z[12](Λ˜)
Z[12](I)
) + · · ·]
= e
∑
xiλi[1 +
q2
k
+
q4
2k2
+
α
2(k + α)(k − 1)
s2(x˜)s2(λ˜) +O(x
3)] (148)
The symmetric functions sn(x) =
∑
xni are easily evaluated within this
choice of X , and we obtain s2(x˜) = q(1−
q
k
)2 + (k − q)(−
q
k
)2 =
q(k − q)
k
,
and thus s2(x˜)s2(λ˜) =
q2(k − q)2
k2
.
Thus we have
I = e
∑
xiλi [1 +
q2
k
+ [
q4
2k2
+
αq2(q − k)2
2(k + α)(k − 1)k2
] +O(x3)] (149)
We denote
∑
perm.(τ12 + · · ·) by [τ12]. Under this choice of X and Λ, we
find that [τijτkl · · ·] are polynomials in q.
We evaluate them at order two as [τ12τ34] =
1
2
q2(q−1)2, [τ12τ13] = q
2(q−1),
[(τ12)
2] = q2. From (146) and (148), we write
1 +D[I][τ12] +D[I,I][τ12τ34] +D[Λ][τ12τ13] +D[II][(τ12)
2] + · · ·
= 1 +D[I](−q
2) +D[I,I](
1
2
q2(q − 1)2) +D[Λ]q
2(q − 1) +D[II]q
2 + · · ·
(150)
By comparing the powers q4,q3 and q2 in this expression with the expan-
sion of (149), we find,
D[I] = −
1
k
(151)
D[I,I] =
1
1 + α
(
1
k(k + α)
+
α
k(k − 1)
) (152)
D[Λ] =
1
k(k + α)
(153)
D[II] =
1 + α
2k(k + α)
(154)
When α = 2, they reduce to the previous β = 1 result. These coefficients are
written in terms of the inverse dimensional constants 1
Z[p](I)
. The coefficients
1 and α in (152) are the characters χp(1) as shown in the appendix A.
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As we remarked, these coefficients D[I,I], D[Λ] and D[II] are the coefficients
of (146), and not of (147). For instance, the value of D[Λ] at β = 4 is different
from the value of C[Λ] of (147) as
D[Λ] =
1
k(k + α)
|β=4 =
1
k(k + 1
2
)
6=
1
k(k − 1)
(155)
The residual recursion equations, which gives the recursive relations between
the coefficients, are derived for the coefficients of (147). However, we find
that the following relations are also valid for the expressions of (151) - (154),
which are the coefficients in (146),
D[I] + (k − 1)D[I,I] +D[Λ] = 0 (156)
D[I] + (k − 1)D[Λ] + 2D[II] = 0 (157)
The reason for the remarkable fact that the residual equations are satisfied,
is that the residual equation is independent of the value of β, and thus of the
value of α. It means that the residual equation holds independently of the
existence of the Vandermonde factor in (147).
Therefore, for an arbitrary parameter α, we have found expressions for
the coefficients which satisfy the residual equation. The coefficients C[graph]
in (147) satisfies the same recursive equation. We have assumed that α = 2
β
.
However, if we take this value of α as
α =
2
2− β
(158)
the coefficients D[graph] in (146) for the case of β become the coefficient C[graph]
in (147) for the same β.
For instance, the previous D[Λ] becomes, after substitution of α =
2
2−β
,
D[Λ] =
1
k(k + α)
=
β
2
− 1
k((β
2
− 1)k − 1)
(159)
which is indeed the value of C[Λ] in (147) as shown in Table B. Similarly, we
find that D[I,I] in (152) and D[II] in (154) are the expressions given in Table
B after the substitution of α = 2
2−β
,
D[I,I] =
1
1 + α
[
1
k(k + α)
+
α
k(k − 1)
] =
(β
2
− 1)
k((β
2
− 1)k − 1)
[1−
1
(β
2
− 1)(k − 1)
]
(160)
D[II] =
1 + α
2k(k + α)
=
(β
4
− 1)
k((β
2
− 1)k − 1)
(161)
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The relation (158) is a duality relation, and by this relation, we obtain
explicit expressions of the WKB expansion of the integral. This transfor-
mation α = 2
β
→ 2
2−β
becomes an identity for the case of β = 1. For the
value of β = 2, this transformation becomes singular, and it needs special
consideration (We will discuss this case in section nine).
Ar order three, we have to consider the next order in (148). It becomes
q6
6k3
+
q2
k
α
2(k + α)(k − 1)
s2(x˜)s2(λ˜)
+
1
6(1 + α)(1 + 2α)
(χ[3](1)
Z[3](x˜)Z[3](λ˜)
Z[3](I)
+ χ[21](1)
Z[21](x˜)Z[21](λ˜)
Z[21](I)
+χ[13](1)
Z[13](x˜)Z[13](λ˜)
Z[13](I)
)
=
q6
6k3
+
q2
k
α
2(k + α)(1 + 2α)
s2(x˜)s2(λ˜)
+
α2k
3(k + α)(k + 2α)(k − 1)(k − 2)
s3(x˜)s3(λ˜) (162)
Using the values of s2(x˜) =
q(k − q)
k
, s3(x˜) =
q2(q − k)2(2q − k)2
k4
, it be-
comes
I˜(3) =
1
6k(k + α)(k + 2α)(k − 1)(k − 2)
q2(2α2k2 − 12α2kq + 14α2q2
−6αkq2 + 6α2kq2 + 3αk2q2
+12αq3 − 12α2q3 − 6αkq3
+2q4 − 6αq4 + 2α2q4 − 3kq4 + 3αkq4 + k2q4) (163)
When we put α = 2 in the above quantity, it becomes the same as (104).
This quantity I˜(3) should be equal to the following sum of 8 terms,
I˜(3) = D[I,I,I] · [τ12τ34τ56] +D[Λ,I] · [τ12τ13τ45]
+ D[Y] · [τ12τ13τ14] +D[II,I] · [τ
2
12τ34] +D[N] · [τ12τ13τ34]
+ D[III] · [τ
3
12] +D[ 6 ] · [τ
2
12τ13] +D[△] · [τ12τ23τ13]
= −[D[I,I,I] ·
1
6
q2(q − 1)2(q − 2)2 +D[Λ,I] · q
2(q − 1)2(q − 2)
+ D[Y] ·
1
3
q2(q − 1)(q − 2) +D[II,I] · q
2(q − 1)2 +D[N] · q
2(q − 1)2
+ D[III] · q
2 +D[ 6 ] · 2q
2(q − 1) +D[△] · 0] (164)
Comparing q6 term in (164) with (163), we have
D[I,I,I] = −
k2 + 3(α− 1)k + 2(α2 − 3α + 1)
k(k + α)(k + 2α)(k − 1)(k − 2)
(165)
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By the dimensional constants Zp(I) for general α, it is expressed as
D[I,I,I] = −
1
(1 + α)(1 + 2α)
[
χ[3](1)
Z[3](I)
+
χ[21](1)
Z[21](I)
+
χ[13](1)
Z[13](I)
] (166)
where the characters χ[p](1) and the dimensional constant Zp(I) are given in
Table D. (χ[3](1) = 1, χ[21](1) =
6α(1 + α)
2 + α
, χ[13](1) =
α2(1 + 2α)
2 + α
).
By the dual transformation of (158), this expression becomes
D[I,I,I] = −
(β
2
− 1)2
k((β
2
− 1)k − 1)((β
2
− 1)k − 2)
[1−
3
(β
2
− 1)(k − 1)
+
2
(β
2
− 1)2(k − 1)(k − 2)
] (167)
which coincide, here also with the previous values listed in Table B.
By the comparison of q5 terms in (164) and (163), we obtain the expres-
sion of D[Λ,I] as
D[Λ,I] = −
k + 2α− 1
k(k + α)(k + 2α)(k − 1)
(168)
By the replacement of α = 2/(2− β), it becomes
D[Λ,I] = −
(β
2
− 1)2
k((β
2
k − 1)((β
2
− 1)k − 2)
[1−
2
(β
2
− 1)(k − 1)
] (169)
which coincides with the result in Table B.
By putting q = 1 in (163) and (164), we obtain the expression for D[III]
as
D[III] = −
(1 + α)(1 + 2α)
6k(k + α)(k + 2α)
(170)
and by the dual transformation of (158), it becomes
D[III] = −
(β
4
− 1)(β
6
− 1)
k((β
2
− 1)k − 1)((β
2
− 1)k − 2)
(171)
which agrees with the value in Table B. Note that for β = 4, this quantity is
vanishing, and it means that for β = 4, there are no multiple line graphs.
Extracting the contributions of D[I,I,I],D[Λ,I] and D[III] from (163) and
(164), we have
D[Y] ·
1
3
q2(q − 1)(q − 2) +D[II,I] · q
2(q − 1)2 +D[N] · q
2(q − 1)2
+D[ 6 ] · 2q
2(q − 1)
= −
q2(q − 1)
6k(k + α)(k + 2α)(k − 1)
[3αkq + 11kq + 6α2q
+9αq − 11q + 3αk − 7k − 6α2 − 15α+ 7] (172)
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Dividing both sides by q2(q − 1) factor, we obtain by putting q = 1,
−
1
3
D[Y] + 2D[ 6 ] = −
6α + 4
k(k + α)(k + 2α)
(173)
From the simple structure of [Y] (no multiple lines), we assume that
D[Y] = −
1
k(k + α)(k + 2α)
= −
(β
2
− 1)2
k((β
2
k − 1)((β
2
− 1)k − 2)
(174)
which is also consistent with the known value for β = 4, k = 4 (D[Y] = −
1
24
[4]). Then, we get
D[ 6 ] = −
1 + α
2k(k + α)(k + 2α)
(175)
The sum of the remaining two terms is
D[II,I]+D[N] = −
1
k(k + α)(k + 2α)(k − 1)
[
1
2
(k−1)(3+α)+α(2+α)] (176)
Since D[II,I] is a coefficient of the term which has a double line in the graphic
representation, it should be proportional to the factor (1 + α)/2, which cor-
responds to the double line multiple factor. Therefore, the sum of (176) is
divided into two parts,
D[II,I] = −
1 + α
2k(k + α)(k + 2α)
[1 +
2α
k − 1
]
= −
1
1 + 2α
[
1 + α
2Z[3](I)
+
α(1 + α)
Z[21](I)
] (177)
D[N] = −
1
k(k + α)(k + 2α)
[1 +
α
k − 1
]
= −
1
(1 + 2α)
[
1 + α
Z[3](I)
+
α
Z[21](I)
] (178)
These two expressions coincide with the values of Table B by the duality
transformation (158). Since there is a cubic identity equation for three terms
[τ 212τ34], [τ12τ23τ34] and [τ12τ23τ13], the coefficients of these terms D[II,],D[N]
and D[△] have ambiguities. We have to fix these ambiguities. Here we used
a fixing assumption for the form of D[II,I], namely that it has
1+α
2
as overall
factor, and a pole at k=1.
The last coefficient D[△] is not determined by the present choice of X and
Λ. One method to determine D[△] is to use the residual equation,
DΛ + (k − 2)D[N] +D[△] +D[II,I] +D[ 6 ] = 0 (179)
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Using the previous expressions, we obtain
D[△] = −
1
k(k + α)(k + 2α)
[1−
α2
k − 1
] (180)
This reads to
D[△] = −
1
1 + 2α
[
(1 + α)2
Z[3](I)
−
α2
Z[21](I)
] (181)
This expression coincides with the value in Table B after the duality trans-
formation (158).
In Appendix D, we have derived the expressions of the coefficients D up
to order fourth, from the extended zonal polynomial expansions. The results
are shown in Table B.
8 Series expansion for β = 4
We have found in the previous section that the integral (1) may be expressed
in two different dual ways,
Iβ = e
∑
xiλi−
1
k
∑
i<j
τij
∞∑
m=0
1
m!
1∏m−1
q=0 (1 + qα)
∑
p
χp(1)
Zp(X˜)Zp(Λ˜)
Zp(I)
(182)
and
Iβ =
∑
perm.
[
e
∑
xiλi
∏
i<j [(xi − xj)(λi − λj)]
β−1
× e−
1
k
∑
i<J
τij
∞∑
m=0
1
m!
1∏m−1
q=0 (1 + qα
′)
∑
p
χp(1)
Zp(X˜)Zp(Λ˜)
Zp(I)
] (183)
where x˜i = xi −
1
k
k∑
j=1
xj , and α =
2
β
, α′ = −1/(
β
2
− 1). The polynomials
Zp(x) are the extended zonal polynomials with parameters α in (182) and α
′
in (183), and χp(1) are the characters.
In the previous section, the zonal polynomials were further expressed as
polynomials in τij as (146) and (147).
The duality means that (182) and (183) give the same expression for the
integral Iβ under the relation of
α =
2
β
, α′ =
2
2− β
(184)
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or equivalently,
β =
2
α
= 2−
2
α′
. (185)
In the case β = 4, 6, ..., 2m for the even integers, α′ becomes −1,−1
2
, ...,
− 1
m−1
. The zonal polynomial for α′ = −1 was discussed before in a different
context [16]. In such cases, the value of α′ is negative, and the factor in the
denominator
m−1∏
q=0
(1 + qα′) in (183) vanishes, although the whole expression
remains finite. Therefore, we need a special treatment for such β = 2m case,
and we briefly discuss the case β = 4 here. The dimensional constants Zp(I)
become degenerate in such cases.
In the case β = 4, the parameter α′ is −1. The dimensional constants
show the degeneracy ; for instance, Z[3](I) = k(k − 1)(k − 2), and Z[13](I) =
k(k − 1)(k − 2). Such degeneracies can be seen in the Table A. In addition
to this degeneracy, the multiple line factors are proportional to (1 + α), and
there are no multiple line graphs in β = 4 in the representation of (183), and
the expansion becomes rather simple for β = 4 as shown in [4, 5].
Here we study the zonal polynomial expansion in the form (183) for the
β = 4 case, without writing it as a function of τ .
The expression (183) may be converted to more useful series in the case
α = −1. In the previous section, we have written it in terms of the symmetric
functions sn for general α. Although there is a divergent factor
1
1+α
in (183),
this divergence is cancelled by the sum of the partitions of p. We investigate
here the case α = −1(β = 4) in higher orders, and obtain a useful expression
for the integral I.
We define φ(x, λ) as
Iβ =
∑
perm.
[
e
∑
xiλi
∏
i<j[(xi − xj)(λi − λj)]β−1
e−
1
k
∑
i<J
τijφ(x, λ)] (186)
φ(x, λ) =
∞∑
m=0
1
m!
1∏m−1
q=0 (1 + qα)
∑
p
χp(1)
Zp(X˜)Zp(Λ˜)
Zp(I)
(187)
Note that we have f = e
1
k
∑
τijφ(x, λ). Using the table of extended zonal
polynomials and characters given in the appendix, we write the zonal poly-
nomials in terms of the symmetric functions sn, and find the expression for
φ, by noting that s1(x˜) = 0.
φ(x, λ) = 1 +
α
2(k + α)(k − 1)
s2(x˜)s2(λ˜)
40
+
α2k
3(k + α)(k + 2α)(k − 1)(k − 2)
s3(x˜)s3(λ˜)
+
α2
8k(k − 1)(k − 2)(k − 3)(k + α− 1)(k + α)(k + 2α)(k + 3α)
× [2αk2(k2 + αk − k + α)s4(x˜)s4(y˜)
+2αk(2k2 + 3αk − 3k − 3α)(s4(x˜)s
2
2(y˜) + s
2
2(x˜)s4(y˜))
+(k4 + 5αk3 − 5k3 + 6α2k2 − 18αk2 + 6k2 − 18α2k
+18αk + 18α2)s22(x˜)s
2
2(y˜)]
+ O(x5) (188)
There is no divergence in the limit α → −1 in this expression. Thus we
obtain for β = 4, from the table in the appendix, up to order six ,
φ = 1−
1
2(k − 1)2
s2(x˜)s2(λ˜) +
k
3(k − 1)2(k − 2)2
s3(x˜)s3(λ˜)
+
1
8k(k − 1)2(k − 2)3(k − 3)2
[−2k2(k2 − 2k − 1)s4(x˜)s4(λ˜)
+2k(2k2 − 6k + 3)(s4(x˜)s
2
2(λ˜) + s
2
2(x˜)s4(λ˜)
+(k4 − 10k3 + 30k2 − 36k + 18)s22(x˜)s
2
2(λ˜)]
+
k2(k2 − 2k − 5)
5(k − 1)2(k − 2)3(k − 3)2(k − 4)2
s5(x˜)s5(λ˜)
−
k(k2 − 4k + 2)
(k − 1)2(k − 2)3(k − 3)2(k − 4)2
[s2(x˜)s3(x˜)s5(λ˜) + s5(x˜)s2(λ˜)s3(λ˜)]
+
k4 − 14k3 + 48k2 − 48k + 24
6(k − 1)2(k − 2)3(k − 3)2(k − 4)2
s2(x˜)s3(x˜)s2(λ˜)s3(λ˜)
+
1
(−5 + k)2 (−4 + k)2 (−3 + k)4 (−2 + k)3 (−1 + k)2
× {s6(x˜)s6(λ˜)(−
1
6
k)[8− 44 k − 135 k2 + 76 k3 + 6 k4 − 8 k5 + k6]
+ (s2(x˜)s4(x˜)s6(λ˜) + s2(λ˜)s4(λ˜)s6(x˜))[−20 + 70 k − 61 k
2 − 29 k3
+38 k4 − 11 k5 + k6]
+ (s2(x˜)s4(x˜)s2(λ˜)s4(λ˜))
1
8k
[−2400 + 3600 k − 1740 k2 − 240 k3 + 1099 k4
−708 k5 + 196 k6 − 24 k7 + k8]
+ (s3(x˜)
2s6(λ˜) + s3(λ˜)
2s6(x˜))
1
6
[80− 200 k + 251 k2 − 284 k3
+154 k4 − 36 k5 + 3 k6]
+ (s3(x˜)
2s2(λ˜)s4(λ˜) + s3(λ˜)
2s2(x˜)s4(x˜))(−
1
2k
)[−400 + 200 k + 525 k2
−690 k3 + 322 k4 − 66 k5 + 5 k6]
41
+ (s3(x˜)
2s3(λ˜)
2)
1
18k
[−2400− 1200 k + 7890 k2
−8310 k3 + 4461 k4 − 1416 k5 + 264 k6 − 26 k7 + k8]
+ (s2(x˜)
3s6(λ˜) + s2(λ˜)
3s6(x˜))
1
6
[240− 769 k + 882 k2 − 424 k3 + 90 k4 − 7 k5]
+ (s2(x˜)
3s2(λ˜)s4(λ˜) + s2(x˜)
3s2(λ˜)s4(λ˜))
1
8k
[4800− 11180 k + 11480 k2
−6775 k3 + 2384 k4 − 481 k5 + 50 k6 − 2 k7]
+ (s2(x˜)
3s3(λ˜) + s2(λ˜)
3s3(x˜))
1
3k
[−1200 + 2270 k
−1725 k2 + 640 k3 − 115 k4 + 8 k5]
+ s2(x˜)
3s2(λ˜)
3 ·
1
48k
[−25200 + 60960k − 64030k2 + 38192k3
−13976k4 + 3170k5 − 431k6 + 32k7 − k8]}
+ O(x7) (189)
We first check the simple k = 3 case, given in the introduction. Multi-
plyiong by e−
1
3
(τ12+τ23+τ13) to φ, we recover the known result,
e−
1
3
(τ12+τ23+τ13)φ = 1−
1
3
(τ12 + τ23 + τ13)
+
1
6
(τ12τ23 + τ23τ13 + τ13τ12)
−
1
12
τ12τ23τ13 (190)
where the last term is obtained from the identity
−
1
3!33
(τ12 + τ23 + τ13)
3 +
1
24
(τ12 + τ23 + τ13)s2(x˜)s2(λ˜)
+
1
4
s3(x˜)s3(λ˜) = −
1
12
τ12τ23τ13. (191)
The fourth order term in (189) has a divergent coefficient
1
(k − 3)2
. However
the fourth order term is finite in the limit k → 3, and with the exponential
term, it is vanishing at the end. In the fifth order, the same situation occurs.
Therefore, we have recovered exactly (190) to all orders.
The expression (189) is lengthy, however its large k limit becomes simple.
In the large k limit, for each order xl , the coefficients of the products of the
symmetric functions are of order
1
kl
. We take these leading terms,
φ ∼ 1−
1
2k2
s2(x˜)s2(λ˜) +
1
3k3
s3(x˜)s3(λ˜)
42
−
1
4k4
s4(x˜)s4(λ˜) +
1
8k4
s2(x˜)
2s2(λ˜)
2
+
1
5k5
s5(x˜)s5(λ˜) +
1
6k5
s2(x˜)s3(x˜)s2(λ˜)s3(λ˜)
−
1
6k6
s6(x˜)s6(λ˜) +
1
8k6
s2(x˜)s4(x˜)s2(λ˜)s4(λ˜) +
1
18k6
s3(x˜)
2s3(λ˜)
2
−
1
48k6
s2(x˜)
3s2(λ˜)
3
+ O(x7) (192)
There is a rule for the coefficients in (192). Only the combination of the
same symmetric functions for x˜ and λ˜ give the leading terms in the large
k limit. For instance, s2(x˜)
3s2(λ˜) and s2(x˜)s4(x˜)s2(λ˜)s4(λ˜) are of order
1
k6
.
The coefficient of s2(x˜)
3s3(λ˜)
2, which has different symmetric functions, is of
order
1
k9
.
The coefficients of (317) is obtained as follows. For the term of sn(x˜)
psm(x˜)
t,
(n 6= m), the coefficient becomes
C = (−1)n
p+mt 1
p!npt!mt
1
knp+mt
(193)
For the general case, sp1n1s
p2
n2
· · · s
pj
nj , the coefficient is proportional to
1
p1!p2! · · ·pj !n
p1
1 n
p2
2 · · ·n
pj
j
. The order of x˜ is given by np11 + · · ·+ n
pj
j , and if
this order is even, the minus sign has to be included. Thus, we have the large
k expression for φ.
In the large k limit for fixed xi, λj, f is given by e
− 1
k
∑
τij , and φ(x, λ) = 1,
for all values of α, as shown in Appendix D. However, in some problems, in
which sn(x˜) is not order of one, the above large k formula might be important.
9 The HIZ-integral for β = 2 and the char-
acter expansion
We use here the same zonal polynomial method as for β = 1. We define
x˜a = xa −
1
k
∑k
b=1 xb. The integral becomes (α =
2
β
= 1) from the expression
(146),
I = e
∑
xiλi−
1
k
∑
τij [
∑
m
∑
p(m)
1
m!
1∏m−1
q=0 (1 + q)
Zp(x˜)Zp(λ˜)
Zp(I)
] (194)
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This series expansion has to reduce to the simple closed form
Iβ=2 =
∑
perm.ofλi
e
∑k
i=1
xiλi
∏
i<j τij
(195)
in order to reproduce the original HIZ formula [11, 12]..
In other words one must prove the identity,
∑
perm.
e
1
k
∑
τij
∏
τij
=
∑
m
∑
p
1
m!
1∏m−1
q=0 (1 + q)
Zp(x˜)Zp(λ˜)
Zp(I)
(196)
The proof of this identity is easily done by writing the zonal polynomials,
which are Shur functions, as the ratio of the determinants,
Zp(x) =
det[x
lj
i ]
det[xj−1i ]
(197)
The product of the determinants is also a determinant, it is simply det[exiλj ],
from the Binet-Cauchy theorem [18].
This identity leads to interesting equations. The right hand side of (196)
is written by the terms of τ , as shown in the case of β = 1.
For the case k=2, the proposition (196) is easily proved by expanding the
exponent. For k=3, we have the following identity : for instance,
∑
perm.
(τ12 + τ23 + τ13)
p
τ12τ23τ13
= 0 (198)
for p=1,2 and 4. Let us remind the reader here, that the permutations in
this sum are interchanges of the λi’s for fixed xj . For p=3, we have
∑
perm.
(τ12 + τ23 + τ13)
3
τ12τ23τ13
= 81 (199)
For p=5, it becomes
∑
perm.
(τ12 + τ13 + τ23)
5
τ12τ23τ13
=
3645
4
s2(x˜)s2(λ˜)
= 405[(τ 212 + τ
2
23 + τ
2
13)− (τ12τ23 + τ12τ13 + τ23τ13)]
(200)
where the second equality comes from the expression of s2(x˜) of (95). For
p=6, we have
∑
perm.
(τ12 + τ13 + τ23)
6
τ12τ23τ13
= (81)2s3(x˜)s3(λ˜) (201)
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For p=7, ∑
perm.
(τ12 + τ13 + τ23)
7
τ12τ23τ13
= 1701(
3
2
)4[s2(x˜)s2(λ˜)]
2 (202)
where for k=3, we have s4(x˜) =
1
2
[s2(x˜)]
2. For p=8,
∑
perm.
(τ12 + τ13 + τ23)
8
τ12τ23τ13
= 648× (
27
2
)2[s2(x˜)s3(x˜)s2(λ˜)s3(λ˜)]
2. (203)
From these results, one checks the identity (196).
To understand these identities, we divide the left hand side of (200) into
five different types of terms. They are all represented by s2(x˜)s2(λ˜).
∑
perm.
τ 512 + τ
5
23 + τ
5
13
τ12τ23τ13
=
450
4
s2(x˜)s2(λ˜)
∑
perm.
τ 412(τ13 + τ23) + · · ·
τ12τ23τ13
=
225
4
s2(x˜)s2(λ˜)
∑
perm.
(τ 212 + τ
2
23 + τ
2
13) = 18s2(x˜)s2(λ˜)
∑
perm.
(τ 312τ
2
23 + · · ·)
τ12τ23τ13
=
9
4
s2(x˜)s2(λ˜)
∑
perm.
(τ12τ23 + · · ·) =
9
2
s2(x˜)s2(λ˜) (204)
After summing over permutations, the τ -series are expressible by symmetric
functions of x˜ and λ˜, and are given by homogeneous polynomials in τ .
We thus have shown that the zonal (character) polynomial series can give
the expression for f , although f is just one.
The dual representation of (8) is singular for β = 2. The transformation
α = 2
2−β
becomes divergent at β = 2. However, if we write f as a τ expansion
for fixed k, and let α→∞, we have an infinite series, as can be seen in Table
B. There are non-vanishing terms in the limit α = ∞. For instance, at first
order, CI = −
1
k
. This looks quite strange, since we know that f is one. In
the following, we consider this puzzling problem.
Collecting the non-vanishing terms in the limit α→∞ from Table B, we
find the following expression,
Iβ=2 =
∑
perm.ofλi
1∏
τij
e
∑
xiλi [1−
1
k
(τ12 + · · ·) +
1
k(k − 1)
(τ12τ34 + · · ·)
+
1
2k
(τ 212 + · · ·) +O(x
3)]. (205)
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According to this expression, fβ=2 is not one. This discrepancy may be
understood by looking at the simple example k=2. In this k=2 case, we have
Iβ=2 =
∑
perm.ofλi
ex1λ1+x2λ2
τ12
(1−
1
2
τ12 +
1
4
τ 212 + · · ·)
=
ex1λ1+x2λ2
τ12
(1−
1
2
τ12 +
1
4
τ 212 + · · ·)−
ex1λ2+x2λ1
τ12
(1 +
1
2
τ12 +
1
4
τ 212 + · · ·)
(206)
This expansion is divided into two parts;
Iβ=2 =
ex1λ1+x2λ2 − ex1λ2+x2λ1
τ12
−
1
2
[ex1λ1+x2λ2(1−
1
2
τ12 + · · ·) + e
x1λ2+x2λ1(1 +
1
2
τ12 + · · ·)](207)
Remarkably, if one expands this expression in powers of the x’s and the λ’s,
one finds cancellations between the first and second term between brackets,
and agreement with (195).
Thus we find that the limit β = 2 is somehow singular, and the τ -
expansion, with the coefficients of Table B for β = 2, gives one for the
value of the function fβ=2 after summing over the permutations.
We have thus recovered the ordinary HIZ formula of (195). The τ -
expansion for β = 2 of (205) may be useful for a check of the coefficients
for general β, since it should reduce to one for fβ=2.
10 Expansion of fβ for large β, and for large
k and fixed β
We note that the final result for fβ in the large β limit is simple. The
coefficients C involve the products of the inverse of the multiplicity l!. For
instance, the term of τ 212τ
3
24τ23τ13τ34 has a coefficient as
(−1)8
2!3!k8
τ 212τ
3
24τ23τ13τ34 (208)
Namely fβ is
fβ =
∑ 1
l1!l2! · · ·
1
kn
(−1)n
∏
τij (209)
where n is the total number of the bonds τij , and lj is the multiplicity. The
expression (209) is simply equl to
fβ = e
− 1
k
∑
i<j
τij (210)
This formula is valid for large β and for arbitrary k. It may be interesting
to refine above expression. For fixed β and in the large k limit, we have an
expansion in powers of τ . We may thus expand (8) for large k. f is given by
fβ = e
− 1
k
∑
i<j
τij
∞∑
m=0
1
m!
1∏m−1
q=0 (1 + qα)
∑
p
χp(1)
Zp(X˜)Zp(Λ˜)
Zp(I)
] (211)
and as shown in Appendix D, or shown in the Table B, it is transformed into
a τ -series. We find that fβ is given by
fβ =
k∏
i<j
[1−
τij
(β
2
− 1)k
]
β
2
−1 (212)
Of course it reduces again to (210) in the large β limit. The above expression
(212) automatically satisfies the condition that the series of fβ stops at the
order β
2
− 1 in τ when β is an even integer. Thus we have obtained the
improved expression of (212) for fβ , which is valid in the large β limit or in
the large k limit. This asymptotic form (212) may be useful for finite fixed
β (for instance, β = 1) and large k.
In the Appendix D, the large k limit of the coefficients C at l-th order is
investigated. They are given by
C = (−1)l
g∏l−1
m=0(k +mα)
(1 +O(
α
k
)) (213)
where g is a degeneracy factor for the multiple lines. It is remarkable that
the only dimensional factor which appears in the large k limit, is the first
row of the Young tableau, which has the form of (k + mα). For instance
(k − 1),(k + α− 1),..,which are the second row factors, do not appear in the
large k limit.
11 Summary and discussions
In this article, we have given the expression of the integral (1) as series in
the variables τij = (xi − xj)(λi − λj) for the function f defined in (2). As
discussed in section seven, from the extended zonal polynomial expansion
of the integral I, and the use of the dual representation of (158), we have
obtained expressions for this same function f . The coefficients D[graph] of
this τ expansion are expressed through the dimensional constant Z[p](I) of the
extended zonal polynomials (Jack polynomials). The results for these C[graph]
coincide with the direct perturbational calculations developed in the section
five, where the residual equations among various coefficients C[graph] are used.
It is remarkable that these recursive residual equations are indpendent of the
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parameter β. We have found the explicit expression for the WKB expansion
by this duality.
In this paper, we have proved that the extended Harish-Chandra-Itzykson-
Zuber integral for the general β case is expressed by the variables of τij . The
proof is given in two stages; the first is the expression of the Harish-Chandra-
Itzykson-Zuber integral by the zonal polynomial expansion with the param-
eter α, which is 2
2−β
by the duality. The second is the transformations of the
products of the symmetric functions sn(x˜) in the zonal polynomial expansion
into the τ variables. This transformation is discussed in Appendix B, and in
Appendix D in detail. We found that there are identities among the τ terms.
For instance, we have found explicitly these cubic and quartic identities in
the appendix C. These identities give a sort of gauge freedom to choose the
values of the coefficients of the τ expansion. We have considered a fixing
of these ambiguities from the large k behavior by imposing definite asymp-
totic forms. For the β = 4 case, only single line graphs appear, and for this
reason, there are no ambiguities for the coefficients C, which are uniquely
determined.
The integral (1) is important for the investigation of the random matrix
theory, specially in the presence of an external matrix source, as shown for
the β = 2 in [3, 7, 8, 9]. We will discuss in a separate paper the applications
of the present results [10].
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Appendix A: Extended zonal polynomials (Jack polynomials)
We have uses the expansions of the extended zonal polynomials ( named
Jack polynomials) in section seven, and we have derived the expression for
f from the extended zonal polynomial expansion of the HCIZ-integral Iβ by
duality. Therefore, in this appendix, we give the needed important quantities,
the characters χp(1), and the dimensional constants Zp(I) [13, 14, 16].
The lower Jack symmetric polynomials Z[p](X) and their dimensions
Z[p](I) are
Z[1](X) = s1, Z[1](I) = k, χ[1](1) = 1
Z[2](X) = s
2
1 + αs2, Z[2](I) = k(k + α), χ[2](1) = 1
Z[12](X) = s
2
1 − s2, Z[12](I) = k(k − 1), χ[12](1) = χ[12](1) = α
Z[3](X) = s
3
1 + 3αs1s2 + 2α
2s3,
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Z[3](I) = k(k + α)(k + 2α), χ[3](1) = 1
Z[21](X) = s
3
1 + (α− 1)s1s2 − αs3,
Z[21](I) = k(k + α)(k− 1), χ[21](1) =
6α(1 + α)
2 + α
Z[13](X) = s
3
1 − 3s1s2 + 2s3, Z[13](I) = k(k− 1)(k− 2)
χ[13](1) =
α2(1 + 2α)
2 + α
(214)
where α = β/2. The classical symmetric functions are denoted by sn, sn =∑
xni .
Then one has the relation,
(trX)q =
1∏q−1
m=1(1 + mα)
[
∑
p
χp(1)Zp(x)] (215)
where p is a partition of the integer q, when α = 2/β = 2.
The dimensional constants Zp(I) are obtained by putting X = I in the
zonal polynomials Zp(X). They are factorized as a polynomial in k.
From the constants given in (214), and the sum rule (215), we find the
HIZ-integral for general β :
Iβ =
∞∑
m=0
1
m!
1∏m−1
q=0 (1 + qα)
∑
p
χp(1)
Zp(X)Zp(Λ)
Zp(I)
(216)
If Λ=I, it becomes
Iβ = e
trX (217)
which is the correct expression by definition. The values in the following
tables of coefficients of the zonal polynomials come from [14] (with a minor
correction). The characters χp(1), are then evaluated on the basis of these
values. It agrees with [15] when α = 2 up to sixth order.
The extended zonal polynomial (Jack polynomial)Zp(x) with a
parameter α and its coefficient of the symmetric functions
χp(1) is a character and Zp(I) is a dimensional constant.
l = 1
s1 χp(1) Zp(I)
Z[1] 1 1 k
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l = 2
s21 s2 χp(1) Zp(I)
Z[2] 1 α 1 k(k + α)
Z[12] 1 -1 α k(k − 1)
l = 3
s31 s1s2 s3 χp(1) Zp(I)
Z[3] 1 3 α 2 α
2 1 k(k + α)(k + 2α)
Z[2,1] 1 α− 1 −α
6α(1+α)
2+α
k(k + α)(k − 1)
Z[13] 1 - 3 2
α2(1+2α)
2+α
k(k − 1)(k − 2)
l = 4
s41 s
2
1s2 s
2
2 s1s3 s4 χp(1)
Z[4] 1 6 α 3α
2 8α2 6α3 1
Z[3,1] 1 3α− 1 −α 2α
2 − 2α −2α2 6α(1+2α)
1+α
Z[22] 1 2α− 2 α
2 + α + 1 −4α α− α2 6α
2(1+3α)
(1+α)(2+α)
Z[212] 1 α− 3 −α 2− 2α 2α
6α2(1+2α)(1+3α)
(1+α)(3+α)
Z[14] 1 −6 3 8 −6
α3(1+2α)(1+3α)
(2+α)(3+α)
Zp(I)
Z[4] k(k + α)(k + 2α)(k + 3α)
Z[3,1] k(k + α)(k + 2α)(k − 1)
Z[22] k(k + α)(k + α− 1)(k − 1)
Z[212] k(k + α)(k − 1)(k − 2)
Z[14] k(k − 1)(k − 2)(k − 3)
l = 5
s51 s
3
1s2 s1s
2
2 s
2
1s3 s2s3 s1s4 s5
Z[5] 1 10 α 15α
2 20α2 20α3 30 α3 24 α4
Z[4,1] 1 6α− 1 3α(α− 1) α(8α− 3) −5α
2 6α2(α− 1) −6α3
Z[32] 1 2(2α− 1) 3α
2 − α + 1 2α(α− 3) 2α(α2 + 1) −α(7α− 1) −2α2(α− 1)
Z[312] 1 3(α− 1) −5α 2(α− 1)
2 −2α(α− 1) −4α(α− 1) 4α2
Z[22,1] 1 2(α− 2) α
2 − α + 3 −2(3α− 1) −2(α2 + 1) −α(α− 7) 2α(α− 1)
Z[213] 1 α− 6 −3(α− 1) −(3α− 8) 5α 6(α− 1) −6α
Z[15] 1 −10 15 20 −20 −30 24
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χp(1) Zp(I)
Z[5] 1 k(k + α)(k + 2α)(k + 3α)(k + 4α)
Z[4,1]
20α(1+3α)
2+3α
k(k + α)(k + 2α)(k + 3α)(k − 1)
Z[32]
30α2(1+4α)
(1+α)(2+α)
k(k + α)(k + 2α)(k − 1)(k + α− 1)
Z[312]
30α2(1+2α)(1+3α)(1+4α)
(1+α)(3+2α)(2+3α)
k(k + α)(k + 2α)(k − 1)(k − 2)
Z[22,1]
30α2(1+3α)(1+3α)(1+4α)
(1+α)(2+α)(3+α)
k(k + α)(k − 1)(k + α− 1)(k − 2)
Z[213]
20α3(1+2α)(1+3α)(1+4α)
(2+α)(4+α)(3+2α)
k(k + α)(k − 1)(k − 2)(k − 3)
Z[15]
α4(1+2α)(1+3α)(1+4α)
(2+α)(3+α)(4+α)
k(k − 1)(k − 2)(k − 3)(k − 4)
l=6
s61 s
4
1s2 s
2
1s
2
2 s
3
2 s
3
1s3
Z[6] 1 15 α 45α
2 15α3 40α2
Z[5,1] 1 10α− 1 3α(5α− 2) −3α
2 4α(5α− 1)
Z[42] 1 7α− 2 9α
2 − 5α + 1 α(3α2 + α+ 1) 8α(α− 1)
Z[32] 1 3(2α− 1) 3(3α
2 − α + 1) −(5α2 + 3α + 1) 4α(α− 3)
Z[412] 1 6α− 3 3α(α− 4) −3α
2 2(4α2 − 3α+ 1)
Z[321] 1 4(α− 1) 3(α− 1)
2 −α(α− 1) 2α2 − 9α + 2
Z[313] 1 3α− 6 −3(4α− 1) 3α 2(α
2 − 3α + 4)
Z[23] 1 3(α− 2) 3(α
2 − α + 3) α(α2 + 3α+ 5) −4(3α− 1)
Z[2212] 1 2α− 7 α
2 − 5α + 9 −(α2 + α + 3) −8(α− 1)
Z[214] 1 α− 10 −3(2α− 5) 3α −4(α− 5)
Z[16] 1 -15 45 -15 40
(continued)
s1s2s3 s
2
3 s
2
1s4 s2s4
Z[6] 120α
3 40 α4 90α3 90α4
Z[5,1] 20α
2(α− 1) −8α3 6α2(5α− 2) −18α3
Z[42] 4α(2α− 1)(α− 1) −2α
2(α− 1) α(6α2 − 17α+ 1) α2(6α2 − α + 5)
Z[32] 12α(α
2 + 1) 2α2(2α2 + 3α+ 3) −3α(7α− 1) −3α(4α2 + α+ 1)
Z[412] −6α(3α− 1) 4α
2 6α(α− 1)2 −6α2(α− 1)
Z[321] (α− 1)(α− 2)(2α− 1) −α(2α
2 + α + 2) −9α(α− 1) −2α(α− 1)2
Z[313] −6α(α− 3) 4α
2 −6(α− 1)2 6α(α− 1)
Z[23] −12(α
2 + 1) 2(3α2 + 3α+ 2) −3α(α− 7) −3α(α2 + α + 4)
Z[2212] −4(α− 1)(α− 2) 2α(α− 1) −(α
2 − 17α+ 6) 5α2 − α + 6
Z[214] 20(α− 1) −8α 6(2α− 5) −18α
Z[16] -120 40 -90 90
(continued)
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s1s5 s6 χp(1)
Z[6] 144α
4 120α5 1
Z[5,1] 24α
3(α− 1) −24α4 15α(1+4α)
1+2α
Z[42] −4α
2(5α− 1) −6α3(α− 1) 90α
2(1+2α)(1+5α)
(1+α)2(2+3α)
Z[32] −12α
2(α− 1) −2α2(α− 1)(2α− 1) 30α
3(1+4α)(1+5α)
(1+α)2(2+α)(1+2α)
Z[412] −12α
2(α− 1) 12α3 10α
2(1+3α)(1+4α)(1+5α)
(1+α)2(1+2α)
Z[321] −α(2α
2 − 13α+ 2) 4α2(α− 1) 720α
3(1+α)(1+3α)(1+4α)(1+5α)
(2+α)2(1+2α)(3+2α)(2+3α)
Z[313] 12α(α− 1) −12α
2 10α
3(1+2α)(1+3α)(1+4α)(1+5α)
(1+α)2(2+α)2
Z[23] 12α(α− 1) 2α(α− 2)(α− 1)
30α4(1+3α)(1+4α)(1+5α)
(1+α)2(2+α)2(3+α)
Z[2212] 4α(α− 5) −6α(α− 1)
90α4(1+2α)(1+3α)(1+4α)(1+5α)
(1+α)2(3+α)(4+α)(3+2α)
Z[214] −24(α− 1) 24α
15α4(1+2α)(1+3α)(1+4α)(1+5α)
(2+α)2(3+α)(5+α)
Z[16] 144 −120
α5(1+2α)(1+3α)(1+4α)(1+5α)
(2+α)(3+α)(4+α)(5+α)
Zp(I)
Z[6] k(k + α)(k + 2α)(k + 3α)(k + 4α)(k + 5α)
Z[5,1] k(k + α)(k + 2α)(k + 3α)(k + 4α)(k − 1)
Z[42] k(k + α)(k + 2α)(k + 3α)(k − 1)(k + α− 1)
Z[32] k(k + α)(k + 2α)(k − 1)(k + α− 1)(k + 2α− 1)
Z[412] k(k + α)(k + 2α)(k + 3α)(k − 1)(k − 2)
Z[321] k(k + α)(k + 2α)(k − 1)(k + α− 1)(k − 2)
Z[313] k(k + α)(k + 2α)(k − 1)(k − 2)(k − 3)
Z[23] k(k + α)(k − 1)(k + α− 1)(k − 2)(k + α− 2)
Z[2212] k(k + α)(k − 1)(k + α− 1)(k − 2)(k − 3)
Z[214] k(k + α)(k − 1)(k − 2)(k − 3)(k − 4)
Z[16] k(k − 1)(k − 2)(k − 3)(k − 4)(k − 5)
Appendix B: The transformation of the paired products of sym-
metric functions sn(x˜) (power sum) to τ-polynomials
We consider the transformation of the paired products of the classical
symmetric function sn(x˜), and sn(λ˜) to the τ -polynomials, where x˜i = xi −
1
k
∑
xj , and τij = (xi − xj)(λi − λj), and sn(x˜) =
∑
x˜ni .
At oprder two, s2(x˜)s2(λ˜) is expressed in terms of τij by
s2(x˜)s2(λ˜) = σII · [τ
2
ij ] + σΛ · [τ12τ13] + σI,I · [τ12τ34] (218)
where the coefficients σ are functions of k. We apply the differential operators
Di,jk,l =
∂4
∂xi∂xj∂λk∂λl
on both sides of the above equation. We obtain
D1,12,2[τ
2
12] = 4, D
1,1
2,2[τ12τ13] = D
1,1
2,2[τ12τ34] = 0 (219)
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We use the notation [τ 212] for
∑
i<j τ
2
ij , [τ12τ13] for
∑
i<j<k τi,jτi,k,etc. For the
symmetric function s2(x˜)s2(λ˜), we have
D1,12,2(s2(x˜)s2(λ˜)) =
4(k − 1)2
k2
(220)
Therefore, we obtain the coefficient of [τ 212] as σII =
(k−1)2
k2
. Similarly, we
apply D1,12,3 and D
1,3
2,4, and then we find the coefficients of [τ12τ13] and [τ12τ34],
D1,12,3[τ
2
12] = 0, D
1,1
2,3[τ12τ13] = 2, D
1,1
2,3[τ
2
12] = 0, D
1,1
2,3(s2(x˜)s2(λ˜)) = −
4(k − 1)
k2
(221)
These equations give the coefficient of [τ12τ13] as σΛ = −
2(k−1)
k2
.
D1,32,4[τ
2
12] = 0, D
1,3
2,4[τ12τ13] = 0, D
1,3
2,4[τ12τ3,4] = 2, D
1,3
3,4(s2(x˜)s2(λ˜)) =
4
k2
(222)
These equations give the coefficient of [τ12τ34] as σI,I =
2
k2
. These results give
(95).
We have examined all possible differential operators of order two for (218)
; they are D1122, D
11
12, D
12
12, D
11
11, D
11
23, D
12
13, D
12
34. These operators confirm the
equation (218) with the coefficients determined hereabove. ‘ We have thus
established the identity (218).
At order three, we transform s3(x˜)s3(λ˜) to τ -polynomials.
s3(X˜)s3(Λ˜) = σIII · [τ
3
12] + σ6 · [τ
2
12τ13] + σ△ · [τ12τ13τ23]
+ σY · [τ12τ13τ14] + σN · [τ12τ13τ34] + σII,I · [τ
2
12τ34]
+ σΛ,I · [τ12τ13τ45] + σI,I,I · [τ12τ34τ56] (223)
By applying D1,1,12,2,2 =
∂6
∂x31∂λ
3
2
on both sides of (223), we find two non-vanishing
contributions :
D1,1,12,2,2[τ
3
12] = −36, D
1,1,1
2,2,2(s3(x˜)s3(λ˜)) = 36
(k − 1)2(k − 2)2
k4
(224)
From this result, we obtain σIII = −
(k−1)2(k−2)2
k4
. From D1,1,12,2,3, we obtain
D1,1,12,2,3[τ
2
12τ13] = −12, D
1,1,1
2,2,3(s3(x˜)s3(λ˜)) = −36
(k − 1)(k − 2)2
k4
(225)
which gives σ6 =
3(k−1)(k−2)2
k4
. By the differentiation D1,1,12,3,4, we obtain
D1,1,12,3,4[τ12τ13τ14] = −6, D
1,1,1
2,3,4(s3(x˜)s3(λ˜)) = 72
(k − 1)(k − 2)
k4
(226)
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which reads to σY = −
12
k4
(k− 1)(k− 2). For the differentiation D1,1,42,3,5, noting
that [τ12τ13τ45] includes a sum of the relevant terms τ12τ13τ45 + τ12τ15τ34 +
τ13τ15τ24, we obtain
D1,1,42,3,5[τ12τ13τ45] = −6, D
1,1,4
2,3,5(s3(x˜)s3(λ˜)) = −72
k − 2
k4
(227)
which reads σΛ,I = 12
k−2
k4
. By the differentiation D1,3,52,4,6, we obtain
D1,3,52,4,6[τ12τ34τ56] = −6, D
1,3,5
2,4,6(s3(x˜)s3(λ˜)) = 144
1
k4
(228)
which reads σI,I,I = −
24
k4
. Thus we determine 5 coefficients of σ as the func-
tion of k, uniquely. These coefficients are represented in (101). For other
3 coefficients, σ△, σN, σII,I, we need other differential operators, which give
coupled equations.
By the differentiation D1,1,32,2,4 of (223), two terms of τ are non-vanishing.
D1,1,32,2,4{σN · [τ12τ13τ24] + σII,I · [τ
2
12τ34]} = −4σN − 4σII,I
D1,1,32,2,4(s3(x˜)s3(λ˜)) = 36
(k − 2)2
k4
(229)
which reads
σN + σII,I = −9
(k − 2)2
k4
. (230)
By the differentiation D1,1,23,3,2, we obtain from (223)
8σ6 − 4σ△ + 4(k − 3)σII,I = 36
(k − 2)2
k4
(231)
Using the value of σ6 , we have from above equation,
−σ△ + (k − 3)σII,I =
(15− 6k)(k − 2)2
k4
. (232)
By the differentiation D1,1,22,2,3, we obtain
σ6 + σ△ + (k − 3)σN = 9
(k − 2)2
k4
(233)
Using the obtained value of σ6 , we have from above equation,
σ△ + (k − 3)σN =
3(k − 2)2(4− k)
k4
. (234)
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The three relations of (230),(232) and (234) are not linearly independent.
Indeed if we shift σII,I → σII,I + α, σN → σN − α and σ△ → σ△ + α(k − 3),
these relations are unchanged. It means that there is a cubic identity,
I3 = [II, I]− [N] + (k− 3)[△] = 0. (235)
The proof of this identity is discussed in the appendix C. Therefore, the
coefficients σII,I, σN, σ△ have ambiguities up to a parameter α, which is an
arbitrary constant. One can add a term αI3, i.e. zero, to the expression of
s3(x˜)s3(λ˜).
This may be used to write simple expressions for these coefficients, for
instance,
σII,I = −6
(k − 2)2
k4
, σN = −3
(k − 2)2
k4
, σ△ = 3
(k − 2)2
k4
(236)
We have examined the transformation of (223) by all possible differential
operatorsDi,j,kl,m,n on (223). These operators are,D
111
111, D
111
112, D
111
122, D
112
223, D
111
123, D
111
223,
D113223, D
123
123, D
112
123, D
112
223, D
111
234, D
112
334, D
112
234, D
123
124, D
112
134,D
123
145, D
123
456, D
123
124, D
112
345. This
means that we have proved (223) with explicit coefficients.
In fourth order, the products of symmetric functions (s2(x˜)s2(λ˜))
2,
s2(x˜)
2s4(λ˜) + s4(x˜)s2(λ˜)
2, and s4(x˜)s4(λ˜) appear in the zonal polynomial
expansions. Since s2(x˜)s2(λ˜) is transformed as (218), (s2(x˜)s2(λ˜))
2 is trans-
formed as the square of (218).
We first consider the transformation of s4(x˜)s4(λ˜). It is written as a sum
of 23 possible terms,
s4(x˜)s4(λ˜) = σ[+][τ12τ13τ14τ15] + σ[ 6 6 ][τ12τ13τ34τ35]
+ σ[☎][τ12τ13τ14τ23] + σ[✷][τ12τ13τ24τ34]
+ σ[M][τ12τ13τ34τ45] + σ[N,I][τ12τ13τ34τ56]
+ σ[Y,I][τ12τ13τ14τ56] + σ[△,I][τ12τ13τ23τ45]
+ σ[∧,∧][τ12τ13τ45τ46] + σ[∧,I,I][τ12τ13τ45τ67]
+ σ[I,I,I,I][τ12τ34τ56τ78] + σ[ ∐ ][τ
2
12τ13τ24]
+ σ[⊒][τ
2
12τ13τ34] + σ[ △ ][τ
2
12τ13τ23]
+ σ[≪][τ
2
12τ
2
13] + σ[|=][τ
2
12τ13τ14]
+ σ[ 6 ,I][τ
2
12τ13τ45] + σ[∧,II][τ12τ13τ
2
45]
+ σ[II,I,I][τ
2
12τ34τ56] + σ[II,II][τ
2
12τ
2
34]
+ σ[ 6 ][τ
3
12τ13] + σ[III,I][τ
3
12τ34]
+ σ[ IIII ][τ
4
12] (237)
A systematic way to determine these coefficients σ consists in classifying
the terms by the number l of the points in the graph.
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For l = 8, we make use of the differential operator D12345678, and the graph
is [I, I, I, I]. Then, we find uniquely that
σI,I,I,I =
216
k6
(238)
For l=7, we have two differential operators, D11234567 and D
1234
1567, which act on
the possible two graphs [I, I, I, I] and [Λ, I, I] (other graphs have less than 7
points and do not contribute). From D11234567, we obtain
σΛ,I,I = −72
(k − 3)
k6
(239)
For l=6, in addition to the above two graphs, we have 4 graphs, [N, I],[Y, I],
[Λ,Λ],and [II, I, I]. We have 6 different differential operators, D11123456,D
1123
1456,
D11223456,D
1134
2256, D
1234
1256,and D
1123
2456. From D
1112
3456, we find uniquely,
σ[Y,I] = 72
(k2 − 3k + 3)
k6
(240)
From D11223456, we find
σ[Λ,Λ] = −72
(2k − 3)
k6
. (241)
From D11231456, we have
−24σII,I,I + 12σY,I − 48σN,I − 12(k − 6)σΛ,I,I = −24 · 24 · 3
(k − 3)
k6
(242)
which reads to
σII,I,I + 2σN,I = 36
(2k2 − 10k + 15)
k6
(243)
From D11342256, we obtain the same relation.
From D12341256, we obtain
8σII,I,I+14(k−6)σΛ,I,I+2(k−6)(k−7)σI,I,I,I+4σΛ,Λ+16σN,I = 24·24·9
1
k6
(244)
which gives again,
σII,I,I + 2σN,I = 36
(2k2 − 10k + 15)
k6
(245)
Thus we are unable to find definite valuesfor σII,I,I and σN,I. The reason of
this indefiniteness is the existence of an identity, which is an extension of
the cubic identity. In the appendix C, we have derived the following identity
(282) :
[II, I, I]− [N, I] + (k− 5)[△, I] = 0. (246)
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This identity gives a freedom in the choice of their respective values.
At next order l = 5 (five points), in addition to these 6 graphs, we have
to consider six new graphs, [X],[ 6 6 ],[M],[△, I],[ 6 , I], [Λ, II].
For the differential operators Dmnstijkl , we have the following different kinds
for l = 5,
D11112345, D
1112
2345, D
1122
2345, D
1123
2345, D
1112
3345, D
1122
3345
D12341235, D
1123
1145, D
1123
1245, D
1124
2235, D
1134
2235, D
1112
1345
(247)
where we note that D11231445 = D
1134
1225 = D
1124
2235,D
1223
2345 = D
1123
1345 = D
1123
1245. (the
equal sign means the equivalence for the operator in this problem).
We have uniquely from D11112345,
σX = −72
(k − 1)(k2 − 3k + 3)
k6
(248)
We next obtain the coupled equations. From D11223345, we have
σM + σΛ,II = 36
(k − 3)(2k − 3)
k6
(249)
From D11122345, we obtain
σX + (k − 5)σY,I = −288
(k2 − 3k + 3)
k6
(250)
From D11123345, we obtain
σ6 6 + 2σ6 ,I = −48
(k − 3)(k2 − 3k + 3)
k6
(251)
From D11121345, we have
σX − 6σ6 6 − 3(k − 5)σY,I − 12σ6 ,I = 288
(k2 − 3k + 3)
k6
(252)
which reduces to (251).
From D11222345, we have
2σΛ,II + 2σM + (k − 5)σΛ,Λ = 144
(2k − 3)
k6
(253)
This reduces to (249).
From D11242235, we get
σ6 6 − 6σM − 2(k − 5)σN,I − 2σ△,I − (k − 5)σΛ,Λ
−2σ6 ,I − 2σΛ,II = 144
(k − 3)2
k6
(254)
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From D11342235, we have
−σM+2σ6 6 +(k−5)σN,I−σ△,I+2σ6 ,I+(k−5)σII,I,I+σΛ,II = −144
(k − 3)2
k6
(255)
From D11231145, we have
σX − 8σ6 6 + 8σM + 8(k − 5)σN,I − 4σY,I + 4σ△,I
+(k − 5)(k − 6)σΛ,I,I − 8σ6 ,I + 2(k − 5)σII,I,I = 144
(k − 3)2
k6
(256)
These three equations coincide when we put the known values of the
coefficients.
The last differentiation in (247), D12341235, gives
σX − 12σ6 6 − 12σM − 24(k − 5)σN,I − 4(k − 5)σY,I
−9(k − 5)σΛ,Λ − 12(k − 5)(k − 6)σΛ,I,I − (k − 5)(k − 6)(k − 7)σI,I,I,I
−12σΛ,II − 12(k − 5)σII,I,I − 24σ6 ,I = 5184
1
k6
(257)
However, this leads to known identities rather than to a new relation.
Several coefficients of the terms, which have less than 4 points, are deter-
mined uniquely by the differential operators. We list them here,
σ[IIII] =
1
k6
(k − 1)2(k2 − 3k + 3)2, (D1,1,1,12,2,2,2)
σ[|=] = 12
(k − 1)(k − 3)(k2 − 3k + 3)
k6
, (D1,1,1,12,2,3,4)
σ[≪] = 6
(k − 1)(2k − 3)(k2 − 3k + 3)
k6
, (D1,1,1,12,2,3,3)
σ[ 6 ] = −4
(k − 1)(k2 − 3k + 3)2
k6
, (D1,1,1,12,2,2,3)
σ⊒ = −12
(2k − 3)(k2 − 3k + 3)
k6
, (D11132244). (258)
We have coupled equations by other differential operators. We list them
with the differential operator Dxλ, which are used.
σ[III,I] + σ[ ∐ ] = 16
(k2 − 3k + 3)2
k6
, (D1,1,1,32,2,2,4) (259)
−2σ[ 6 ] − (k − 3)σ[III,I] + σ[△] = 16
(k2 − 3k + 3)2
k6
(D1,1,1,32,2,2,3). (260)
3σ⊒ + 2σ[II,II] + σ[✷] + (k − 4)σM + (k − 4)σΛ,II = −72
(k − 3)(2k − 3)
k6
,
(D1,1,3,32,2,3,4). (261)
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2σ[II,II] + σ[✷] = 36
(2k − 3)2
k6
, (D1,1,3,32,2,4,4). (262)
−2(k − 3)σ☎ + 6σ≪ − 6σ△ + (k − 3)(k − 4)σΛ,II + 2(k − 3)σII,II
+4(k − 3)σ⊒ = 72
(2k − 3)2
k6
, (D1,1,3,32,2,3,3). (263)
(k − 4)σ6 ,I + σ|= − σ☎ + σ∐ = 48
(k − 3)(k2 − 3k + 3)
k6
, (D1,1,1,22,4,3,3). (264)
−2(k − 4)σ6 6 + 4(k − 4)σM + (k − 4)(k − 5)σΛ,Λ + 2(k − 4)σΛ,II
+2σ✷ − 4σ⊒ − 8σ∐ + 4σ|= = 144
(k − 3)(2k − 3)
k6
, (D1,1,2,22,2,3,4). (265)
2(k − 4)σ6 6 + 2σ✷ + 6(k − 4)σM + 8σII,II + 16σ⊒ + 8(k − 4)σΛ,II
+2(k − 4)(k − 5)σΛ,Λ + 8σ∐ − 4σ|= = −432
(2k − 3)
k6
,
(D1,1,2,21,2,3,4) (266)
2σ☎ + (k − 4)σ6 6 − 2σ∐ + 2σ|= = 48
(k − 3)(k2 − 3k + 3)
k6
, (D11122234)
(267)
(k − 3)(k − 4)σ6 6 + 2(k − 3)σ☎ + 4(k − 3)σ∐ + 6σ△
+24σ6 + 4σ≪ + 2(k − 3)σ|= + 2(k − 3)σ⊒
= 48
(2k − 3)(k2 − 3k + 3)
k6
− 48
1
k − 2
σIIII, (D
1112
1122) (268)
These coupled equations are equivalent to the following equations,
2σII,II + σ✷ = 36
(2k − 3)2
k6
,
σIII,I + σ∐ = 16
(k2 − 3k + 3)2
k6
,
−(k − 3)σIII,I + σ△ = −8
(k − 3)(k2 − 3k + 3)2
k6
,
σ△ + (k − 3)σ∐ = 8
1
k6
(k − 3)(k2 − 3k + 3)2.
(269)
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From (268), we obtain by the use of (267),
(k − 3)σ∐ + σ△ = 8
(k − 3)(k2 − 3k + 3)2
k6
(270)
which is same as (269).
We have the following equation by considering D11221233,
6
k − 3
σ△ + σ✷ + 2σ☎ + (k − 4)σM + 2σ⊒ = 72
(2k − 3)
k6
(271)
We find that many coefficients are not determined uniquely. We have 23
coefficients and 10 coefficients are determined uniquely. 13 coefficients are
not determined uniquely. There are 9 linear independent relations among
these undetermined coefficients. These 9 linear independent relations are
(259),(260),(263),(264),(262),(245) ,(249),(251), (255). We find there are 4
quartic identities in appendix C, (282)∼(285). Therefore, we are able to
choose freely 4 coefficients.
For instance, if we choose σM = −36(k − 3)
2, we have
σM = −36(k − 3)
2
σΛ,II = 108(k − 2)(k − 3)
σ6 6 = −24(k − 3)(k
2 − 3k + 3)
σ△,I = −18(k − 1)(2k − 3)
σ6 ,I = −12(k − 3)(k
2 − 3k + 3) (272)
Appendix C: The cubic and quartic identities
There is one cubic identity in the case k = 4 for the variables τij =
(xi − xj)(λi − λj) as shown in [5],
I3 = [τ
2
12τ34]− [τ12τ13τ24] + [τ12τ13τ23] = 0. (273)
which may be conveniently depicted graphically by
I3 = [II, I]− [N] + [△]. (274)
For k > 4, this cubic identity is modified by a factor (k − 3) as
I3 = [τ
2
12τ34]− [τ12τ13τ24] + (k − 3)[τ12τ13τ23] = 0. (275)
We apply the differentiations Dklmabc , where the indices take one of values
among (1,2,3,...,k). By the symmetry, it is enough to consider the values
(1,2,3,4). We find all possible such differentials satisfy this identity,
Dklmabc I3 = 0. (276)
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This is a proof that we have an identity of (275).
The geometric proof is also possible. In the case k=4, we consider the
coincidence of the variable x4 → x1 and λ4 → λ1. In this limit, we obtain
three type 3-point graphs. From [II, I], we obtain [ 6 ], and this [ 6 ] is exactly
cancelled by the same graphs generated from [N] in this coincidence limit.
The graphs [N] also generate the triangle graphs [△], which are cancelled
by the existing triangle graphs of the last term of the identity I3. Thus we
prove that I3 = 0 for k = 4. For k > 4, we can prove this identity by the
inductive method, namely for k = 5, when we take the limit x5, λ5 → x1, λ1,
the graphs reduces to the graphs of k = 4 by the cancellations.
Since we have this identity, the coefficients σII,I, σN, σ△ are not uniquely
determined as we have seen in the appendix B.
In the fourth order (4 line graphs), the identity I3 = 0 at k=4 is general-
ized by the multiplication of [τ12] = τ12+ τ13+ · · ·+ τ3,4. By writing all types
of graphs, we find easily the following identity of k=4,
I4 = I3 × [τ12]
= [III, I] + 2[II, II]− [☎] + [ △ ]− 4[✷]− [ ∐ ] = 0 (277)
This identity of I4 = 0 at k=4 is verified directly by the differentiations
Dklmnabcd (a,b,c,d,k,l,m,n are 1,2,3 or 4).
For the general k (k > 4), we use the cubic identity of (275). Multipling
[τ12] on each terms of the cubic identity, we get (the indices are now from 1
to k),
[II, I][τ12] = 2[II, I, I] + [III, I] + 2[II, II] + [6 , I] + [⊒] + 2[Λ, II] (278)
−[N][τ12] = −2[M]− [N, I]− 2[☎]− [∐]− [⊒]− 4[✷]− 2[ 6 6 ] (279)
(k − 3)[△][τ12] = (k − 3)[△, I] + (k− 3)[ △ ] + (k− 3)[☎] (280)
Adding these three equations, we obtain an identity.
2[II, I, I]− [N, I] + (k− 3)[△, I] + [III, I] + 2[II, II] + [6 , I]− 2[M]
+2[II,Λ] + (k− 5)[☎]− [ ∐ ]− 4[✷]− 2[ 6 6 ] + (k− 3)[ △ ] = 0
(281)
This long identity is devided into 4 sub-identities.
By the analogy of the cubic identity, we extract from (281) an identity,
2[II, I, I]− [N, I] + (k− 5)[△, I] = 0 (282)
This identity is the cubic identity plus a separate line. The factor (k − 5)
means that when k = 5 all terms are vanishing. ([△, I] is nonvanishing,
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therefore it should have a factor (k − 5) as a coefficient, since other two
terms do not exist for k=5.)
This simple (fundamental) identity at fourth order is proved by all possi-
ble differentiationsDxi,...λj ,.... For instance, with the differentials ofD
1123
1123, we find
D11231123[II, I, I] = 4(k−3)(k−4)(k−4), D
1123
1123[N, I] = 16(k−3)(k−4)(k−5) and
D11231123[△, I] = 8(k− 3)(k− 4). These values satisfy (282). All differentiations
which appeared in appendix B satisfy this identity.
The second identity in (281) is a generalization of (277), obtained by
adding a factor (k − 3) for [ △ ],
[III, I] + 2[II, II]− [☎] + (k− 3)[ △ ]− 4[✷]− [ ∐ ] = 0 (283)
This identity is verified by the differentiations of Dklmnabcd , where the indices
take values from one to four. Indeed in appendix B we have evaluated various
differentiations, and we have found the contributions of every graph which
enters in this second identity. We have checked all possible differentiations.
As third identity in (281), we find
2[Λ, II]− 2[M] + 4[△, I] + 2(k− 4)[✷]− (k− 4)[II, II] = 0 (284)
This identity is also proved by the consideration of all possible differentia-
tions.
Subtracting these three identities from (281), we obtain the fourth iden-
tity,
[6 , I]− 2[ 6 6 ]− 2[△, I] + (k− 4)[ ☎ ]− 2(k− 4)[✷] + (k− 4)[II, II] = 0 (285)
We have checked this identity by the evaluation of all differentiations
Dklmnabcd in (247).
Further, we check them by the differentiations Dklmnabcd , (a,b,c,d,k,l,m,n =
1,2,3,4), which appeard in the calculations in appendix B. They areD11122234,D
1112
1122,
D11221234,D
1122
2234,D
1112
2433, D
1133
2233, D
1133
2244, D
1133
2234,D
1113
2223,D
1113
2224.
In the appendix B, we were left with 13 undetermined coefficients C[graph]
. We have 9 linear independent equations for them here. Since 13 - 9 = 4,
given that one has 4 quartic identities (282) ∼ (285) all the coefficients may
be determined at the expense of introducing 4 arbitrary parameters.
In the case β = 4, there are no double or multiple line graphs. Therefore,
we have no cubic or higher order identities, and all coefficients of the τ ex-
pansion are uniquely determined without ambiguities. In the next appendix
D, we discuss the case of β = 4 in a more systematic way.
Appendix D : Characterization of the τ expansion by specific
differentiations
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As discussed in appendix B, the coefficients of the τ expressions for the
products of symmetric functions s4(x˜)s4(λ˜) are determined by focusing on
the monomials xp1i1 x
p2
i2 · · ·λ
q1
j1λ
q2
j2 · · ·. Such terms may be selected with the help
of the differentiations Di1i2···j1j2···. Many terms are thereby uniquely determined
since they are characterized by the existence of particular combinations of
xi and λj. Since each τ term has a specific topological structure when rep-
resented graphically, one may characterize such τ terms by the differentia-
tions Di1i2···j1j2···. For instance, the term [τ
2
12] =
∑
i<j τ
2
ij is uniquely character-
ized by x21λ
2
2, which is equivalent to D
11
22. Other types of τ -terms, such as
[τ12τ13],[τ12τ34], have no such x
2
1λ
2
2 factor. Therefore x
2
1λ
2
2 is a unique factor
which selects [τ12].
Indeed we have used such properties for the determination of σ, which is a
coefficient of the τ expression for s2(x˜)s2(λ˜). We study such correspondences
between the unique differentiations and the τ terms (graphs), because we
can apply these correspondences directly to determine the coefficients C for
the HIZ integrals.
This one-to-one correspondence between τ terms and differentiations D
may be used as follows. We write the function f in (2) as a sum,
f = 1 + f(1) + f(2) + f(3) + · · · (286)
where f(l) is the l-th order term of the τ -expansion. The function f is given
by
f = e
− 1
k
∑
i<j
τij
∞∑
m=0
1
m!
1∏m−1
q=0 (1 + qα)
∑
p
χp
Zp(x˜)Zp(λ˜)
Zp(I)
(287)
which is expanded as
f(1) = −
1
k
∑
i<j
τij
f(2) =
1
2k2
(
∑
ij
τij)
2 +
α
2(k + α)(k − 1)
s2(x˜)s2(λ˜) (288)
Table D-1: Characteristic differentials of τ terms and f
[I] D12[I] = −1, D
1
2(f(1)) =
1
k
l=1
l=2[Λ] D1123[Λ] = 2, D
11
23(f(2)) =
2
k(k+α)
[II] D1122[II] = 4, D
11
22(f(2)) =
2(1+α)
k(k+α)
[I, I] D1234[I, I] = 2, D
12
34(f(2)) =
2
k(k+α)
(1 + α
k−1
)
l=3[I, I, I] D123456[I, I, I] = −6, D
123
456(f(3)) =
6
k(k+α)(k+2α)
[1 + 3α
k−1
+ 2α
2
(k−1)(k−2)
]
[Λ, I] D112345[Λ, I] = −6, D
112
345(f(3)) =
6
k(k+α)(k+2α)
(1 + 2α
k−1
)
[Y] D111234[Y] = −6, D
111
234(f(3)) =
6
k(k+α)(k+2α)
[III] D111222[III] = −36, D
111
222(f(3)) =
6(1+α)(1+2α)
k(k+α)(k+2α)
[ ] D111223[ ] = −12, D
111
223(f(3)) =
6(1+α)
k(k+α)(k+2α)
[II, I], [N] D113224(CII,I[II, I] + CN[N]) = −4CII,I − 4CN,
D113224(f(3)) =
2(α+3)
k(k+α)(k+2α)
+ 4α(α+2)
k(k+α)(k+2α)(k−1)
[△], [II, I], [ ] D112332(C△[△] + CII,I[II, I] + C [ ])
= −4C△ + 4(k − 3)CII,I + 8C ,
D112332(f(3)) =
−2(1+α)k2−4(α2−2)k+(8α2+10α−6)
k(k+α)(k+2α)(k−1)
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When the τ -terms (graphs) are selected by a single differentiation D, the
coefficients of the corresponding term in the τ expansion are given by
C[graph] =
D(f(l))
D[graph]
(289)
For instance, from the above table, we obtain
CΛ =
1
k(k + α)
(290)
The values of the coefficients C[graph] coincide with the values in Table B,
when we put α = 2/(2− β).
The third order term f(3) in (286) follows from the Jack polynomial ex-
pansion,
f(3) = −
1
6k3
(
∑
i<j
τij)
3 −
α
2k(k + α)(k − 1)
(
∑
i<j
τij)s2(x˜)s2(λ˜)
+
α2k
3(k + α)(k + 2α)(k − 1)(k − 2)
s3(x˜)s3(λ˜) (291)
The coefficients of [II, I], [N] have arbitrariness due to the cubic identity,
which has been discussed in the appendix C. We take here the reasonable
constraint that the double line graphs have 1+α
2
as overall factor. This means
that CII,I is proportional to
1+α
2
, and it is vanishing for α = −1(β = 4). For
the single line graphs, their coefficients are simply − 1
k3
in the large k limit,
for the third order terms. With these constraints, we have from the table
D-1,
CII,I = −
1 + α
2k(k + α)(k + 2α)
(1 +
2α
k − 1
) (292)
CN = −
1
k(k + α)(k + 2α)
(1 +
α
k − 1
) (293)
which coincide with the values in Table B by the substitution of α = 2
2−β
.
By the differentiation D112332, we have from Table D-1,
−4C△ = −4(k − 3)CII,I − 8C 6 ,I +D
112
332(f(3)) (294)
Using the value of CII,I in (292), we obtain
C△ = −
1
k(k + α)(k + 2α)
(1−
α2
k − 1
) (295)
which coincides with the value in Table B.
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For the fourth order, we have from the expression of Table in the appendix
A,
f(4) =
1
24k4
(
∑
i<j
τij)
4 +
α
4k2(k + α)(k − 1)
(
∑
i<j
τij)
2s2(x˜)s2(λ˜)
−
α2
3(k + α)(k + 2α)(k − 1)(k − 2)
(
∑
i<j
τij)s3(x˜)s3(λ˜)
+
α2(18α2 + 18αk − 18α2k + 6k2 − 18αk2 + 6α2k2 − 5k3 + 5αk3 + k4)
8k(k + α)(k + 2α)(k + 3α)(k + α− 1)(k − 1)(k − 2)(k − 3)
× (s2(x˜)s2(λ˜))
2
+
α3k(k2 + αk − k + α)
4(k + α)(k + 2α)(k + 3α)(k + α− 1)(k − 1)(k − 2)(k − 3)
s4(x˜)s4(λ˜)
−
α3(2k2 + 3αk − 3k − 3α)
4(k + α)(k + 2α)(k + 3α)(k + α− 1)(k − 1)(k − 2)(k − 3)
× [s2(x˜)
2s4(λ˜) + s4(x˜)(s2(λ˜))
2] (296)
If we apply D11112345 on f(4), we obtain
D11112345(f(4)) =
24
k(k + α)(k + 2α)(k + 3α)
(297)
This D11112345 is a characteristic differentiation of the τ term [X], namely it is
the unique differentiation for [X] term. Since we have D11112345[X] = 24, one
obtains
CX =
1
k(k + α)(k + 2α)(k + 3α)
(298)
which coincides with the value given in Table B, if we put α = 2
2−β
. Other
differentiations of τ terms and f(4) are represented in the following table D-2.
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Table D-2: Characteristic differentiations of τ terms and f(4)
l=4[X] D11112345[X] = 24, D
1111
2345(f(4)) =
24
k(k+α)(k+2α)(k+3α)
[Y, I] D11123456[Y, I] = 24, D
1112
3456(f(4)) =
24(k+3α−1)
k(k−1)(k+α)(k+2α)(k+3α)
[Λ,Λ] D11223456[Λ,Λ] = 24, D
1112
3456(f(4)) =
24(k+2α−1)(k+3α−1)
k(k+α)(k+2α)(k+3α)(k+α−1)(k−1)
[Λ, I, I] D11234567[Λ, I, I] = 24,
D11234567(f(4)) =
24
k(k+α)(k+2α)(k+3α)
(1− 2α
k+α−1
+ 7α
k−1
+ 6α
2
(k−1)(k−2)
− 2α
2
(k−2)(k+α−1)
)
[I, I, I, I] D12345678[I, I, I, I] = 24,
D12345678(f(4)) =
24
k(k+α)(k+2α)(k+3α)
(1 + 6α
k+α−1
+ 9α
2
(k−1)(k+α−1)
+ 8α
2
(k−2)(k+α−1)
+ 25α
3
(k−1)(k−3)(k+α−1)
− 8α
3
(k−2)(k−3)(k+α−1)
+ 6α
4
(k−1)(k−2)(k−3)(k+α−1)
)
[⊒] D11132244[⊒] = 48, D
1113
2244(f(4)) =
24(1+α)
k(k+α)(k+2α)(k+3α)
(1 + 2α
k−1
)
[≪] D11112233[≪] = 96, D
1111
2233(f(4)) =
24(1+α)2
k(k+α)(k+2α)(k+3α)
[|=] D11112234[|=] = 48, D
1111
2234(f(4)) =
24(1+α)
k(k+α)(k+2α)(k+3α)
[ 6 ] D11112223[ 6 ] = 144, D
1111
2223(f(4)) =
24(1+α)(1+2α)
k(k+α)(k+2α)(k+3α)
[IIII] D11112222[IIII] = 576, D
1111
2222(f(4)) =
24(1+α)(1+2α)(1+3α)
k(k+α)(k+2α)(k+3α)
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Table D-3: Characteristic differentiations of τ terms and f(4)
D11123345(C[ 6 6 ][6 6 ] + C[ 6 ,I][ 6 , I]) = 12C[ 6 6 ] + 24C[ 6 ,I]
D11123345(f(4)) =
12
k(k+α)(k+2α)(k+3α)
[(1 + α)(1 + 3α
k−1
) + (1 + 2α
k−1
)]
D11222345(C[Λ,II][Λ, II] + C[M][M] + C[Λ,Λ][Λ,Λ])
= −24C[Λ,II] − 24C[M] − 12(k − 5)C[Λ,Λ]
D11222345(f(4)) = −
12(k+2α−1)(k2+4αk−3k+3α2−9α+2)
k(k−1)(k+α−1)(k+α)(k+2α)(k+3α)
D11132224(C[III,I][III, I] + C[∐][∐]) = 36C[III,I] + 36C[∐]
D11132224(F(4)) =
12(1+α)(αk+2k+3α2+2α−2)
k(k+α)(k+2α)(k+3α)(k−1)
D11332244(C[II,II][II, II] + C[✷][✷]) = 32C[II,II] + 16C[✷]
D11332244(f(4)) =
8(1+a)2
k(k+α)(k+2α)(k+3α)
(1 + 4α
k−1
+ 2α
2(2+α)
(1+α)(k−1)(k+α−1)
)
+ 16
k(k+α)(k+2α)(k+3α)
(1 + 2α
k−1
)
D11132223(C[ 6 ][6 ] + C[III,I][III, I] + C[△][△]) = −72C6 − 36(k− 3)CIII,I + 36C△
D11132223(f(4)) = −
6(1+α)(2αk2+k2+6α2k−αk−5k−12α2−7α+4)
k(k+α)(k+2α)(k+3α)(k−1)
D11231456(C[II,I,I][II, I, I] + C[Y,I][Y, I] + C[N,I][N, I] + C[Λ,I,I][Λ, I, I])
= −24C[II,I,I] + 12C[Y,I] − 48C[N,I] − 12(k − 6)C[Λ,I,I]
D11231456(f(4)) = −12
1+α
(k+α)(k+2α)(k+3α)
[1− 2α
k+α−1
+ 7α
k−1
+ 6α
2
(k−1)(k−2)
− 2α
2
(k−2)(k+α−1)
]
− 48
k(k+α)(k+α)(k+2α)(k+3α)
[1 + 8α
k−1
− 4α
k−2
− α
2
(k+α−1)(k−2)
+ (1+α)(4αk+3α
2−4α)
(k−1)(k−2)(k+α−1)
]
D11122234(C[☎][☎] + C[ 6 6 ][6 6 ] + C[∐][∐] + C[|=][|=])
= −24C[☎] − 12(k − 4)C[ 6 6 ] + 24C[∐] − 24C[|=]
D11122234(f(4)) = −
12(k2+2αk−3k−3α2−7α+2)
k(k+α)(k+2α)(k+3α)(k−1)
D11242235(C[ 6 6 ][6 6 ] + C[M][M] + C[N,I][N, I] + C[△,I][△, I] + C[Λ,Λ][Λ,Λ]
+C[ 6 ,I][ 6 , I] + C[Λ,II][Λ, II])
= 4C[ 6 6 ] − 24C[M] − 8(k − 5)C[N,I] − 8C[△,I] − 4(k − 5)C[Λ,Λ] − 8C[ 6 ,I] − 8C[Λ,II]
D11242235(f(4))
= −4(12−78α+120α
2−36α3−6α4−36k+151αk−120α2k+7α3k+39k2−90αk2+27α2k2−18k3+17αk3+3k4)
k(k−1)(k−2)(k+α−1)(k+α)(k+2α)(k+3α)
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The coefficients in Table D-3 have ambiguities due to the quartic identities
discussed in Appendix C. For the coefficients C[ 6 ,I], C[ 6 6 ], we have
24C[ 6 ,I]+12C[ 6 6 ] =
12
k(k + α)(k + 2α)(k + 3α)
[(1+α)(1+
3α
k − 1
)+(1+
2α
k − 1
)]
(299)
If we assume that C[ 6 ,I] has an overall factor (1 + α), which implies that it
vanishes for β = 4, we uniquely determine these two coefficients as
C[ 6 ,I] =
1 + α
2k(k + α)(k + 2α)(k + 3α)
(1 +
3α
k − 1
) (300)
and
C 6 6 =
1
k(k + α)(k + 2α)(k + 3α)
(1 +
2α
k − 1
). (301)
These values coincide with Table B, and for β = 4, they are consistent with
Table A.
Subtracting the value of −12(k − 5)CΛ,Λ, which was obtained in Table
D-2, from D11222345(f(4)), we obtain
CΛ,II + CM =
1 + α
2k(k + α)(k + 2α)(k + 3α)
(1 +
α
k + α− 1
)(1 +
3α
k − 1
)
+
1
k(k + α)(k + 2α)(k + 3α)
(1 +
α
k + α− 1
)(1 +
2α
k − 1
)
(302)
Normalizing again the double bond with the factor (1+α)/2 which vanishes
for β = 4, we obtain
CΛ,II =
1 + α
2k(k + α)(k + 2α)(k + 3α)
(1 +
α
k + α− 1
)(1 +
3α
k − 1
) (303)
and
CM =
1
k(k + α)(k + 2α)(k + 3α)
(1 +
α
k + α− 1
)(1 +
2α
k − 1
) (304)
We write D11132224(f(4)) as
D11132224(f(4)) =
6(1 + α)(1 + 2α)
k(k + α)(k + 2α)(k + 3α)
(1 +
3α
k − 1
)
+
18(1 + α)
k(k + α)(k + 2α)(k + 3α)
(1 +
α
k − 1
) (305)
Then we find that
CIII,I =
(1 + α)(1 + 2α)
6k(k + α)(k + 2α)(k + 3α)
(1 +
3α
k − 1
) (306)
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and
C∐ =
(1 + α)
2k(k + α)(k + 2α)(k + 3α)
(1 +
α
k − 1
) (307)
We have from Table D-3,
CII,II =
(1 + α)2
4k(k + α)(k + 2α)(k + 3α)
(1 +
4α
k − 1
+
2α2(2 + α)
(1 + α)(k − 1)(k + α− 1)
)
(308)
and
C✷ =
1
k(k + α)(k + 2α)(k + 3α)
(1 +
2α
k − 1
) (309)
For the differentiation D11132223, we use obtained values of C 6 , CIII,I, then we
find uniquely,
C△ =
1 + α
2k(k + α)(k + 2α)(k + 3α)
(1−
2α2
k − 1
) (310)
For D11231456, we subtract the two known expressions of CY,I and CΛ,I,I, and
obtain the following two coefficients,
CII,I,I =
1 + α
(2k + α)(k + 2α)(k + 3α)
[1−
2α
k + α− 1
+
7α
k − 1
+
6α2
(k − 1)(k − 2)
−
2α2
(k − 2)(k + α− 1)
] (311)
CN,I =
1
k(k + α)(k + 2α)(k + 3α)
[1 +
8α
k − 1
−
4α
k − 2
−
α2
(k + α− 1)(k − 2)
+
(1 + α)(4αk + 3α2 − 4α)
(k − 1)(k − 2)(k + α− 1)
] (312)
We have chosen the overall factor of CII,I,I as
1+α
2
. The factor [1 − 2α
k+α−1
+
7α
k−1
+ 6α
2
(k−1)(k−2)
− 2α
2
(k−2)(k+α−1)
] in CII,I,I, is the same as for CΛ,I,I.
For D11122234, we obtain after the subtraction of the known three terms,
C☎ =
1
k(k + α)(k + 2α)(k + 3α)
(1−
α(α− 1)
k − 1
) (313)
This expression becomes (k−3)
k(k−1)2(k−2)
for α = −1, and it is consistent with
the value given in Table A. For D11242235, using the previously determined 6
coefficients, one obtains C△,I as
C△,I =
1
k(k + α)(k + 2α)(k + 3α)
[1−
α(α− 3)
k + α− 1
−
α2(4α− 3)
(k − 2)(k + α− 1)
−
α2(3α2 − 2α + 3)
(k − 1)(k − 2)(k + α− 1)
] (314)
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This expression reduces to (k−3)
2
k(k−1)2(k−2)3
for α = −1, and this agrees with the
result given in Table A.
We have thus obtained explicitely all the coefficeints up to fourth order.
They satisfy a remarkable property. When the parameter α vanishes
∞∑
m=0
1
m!
1∏m−1
q=0 (1 + qα)
∑
p
χp
Zp(x˜)Zp(λ˜)
Zp(I)
becomes unity, and f in (287) is simply given by
f = e−
1
k
∑
i<j
τij . (315)
Then the coefficients are given by
C = (−1)l
g
kl
(316)
wherel is the order of the τ term, and C the corresponding coefficient ; g is
a degeneracy factorfor the multiple lines of the graphs. For the double line,
g = 1/2!, and for the triple line, g = 1/3! etc.
The pole terms with denominators (k − 1),(k − 2),(k + α − 1),..., which
come from 1
Zp(I
in (287) disappear in the expression of the coefficients in the
limit α = 0. This leads to the fact that the pole terms 1
k−1
, 1
k−2
, 1
k+α−1
,...,
always appear with a factor proportional to α or to a power of α. Then, the
coefficients C may be factorized as
C = (−1)l
g
k(k + α)(k + 2α) · · · (k + (l − 1)α)
(1 +O(α)) (317)
where g is a degeneracy factor, and for the single multiple line graph case, it
is given by
g =
∏q−1
m=1(1 +mα)
q!
(318)
q is the number of multiple lines. When there are nmutiple lines, (q1,q2,...,qn)
in a graph, the degeneracy factor g becomes
g =
n∏
i=1
∏qi−1
m=1(1 +mα)
qi!
(319)
For instance, in the case of CII,II, the degeneracy factor g is
(1 + α)2
2!2!
.
The correction of order α in (317) is order of 1
k
in the large k limit.
Therefore, in the large k limit, all the coefficients of the τ -expansion are
given by (317).
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The second remark is about the correction terms to (317). Common
corrections appear when graphs have common structures. For instance, star
graphs have no corrections. As star graphs, we have up to the fourth order,
CI, CΛ,CII, CY,CIII,C 6 , CX,C≪,C|=,C 6 ,CIIII. They are given exactly by the
leading term of (317).
For the graphs with one separate line, the correction terms are agaion
all the same if the remaining part is a star graph. For instance, we find a
common factor for CΛ,I and CII,I, which is (1 +
2α
k − 1
). For CY,I,C 6 ,I,CIII,I,
the common is (1 +
3α
k − 1
).
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