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Remarks on solitary waves and Cauchy problem for a
Half-wave-Schro¨dinger equations
Yakine Bahri1, Slim Ibrahim2 and Hiroaki Kikuchi3
Abstract
In this paper, we study the solitary wave and the Cauchy problem for Half-wave-
Schro¨dinger equations in the plane. First, we show the existence and orbital stability
of the ground states. Secondly, we prove that traveling waves exist and converge to
zero as the velocity tends to 1. Finally, we solve the Cauchy problem for initial data
in L2
x
Hs
y
(R2), with s > 1
2
.
1 Introduction
In this paper, we consider the the following Half-wave-Schro¨dinger equation:
i∂tψ + ∂xxψ − |Dy|ψ + |ψ|p−1ψ = 0, in R× R2, (1.1)
where i =
√−1, 1 < p < 5 and |Dy| :=
√−∂yy.
The equation (1.1) was first considered by Xu [26]. She studied the large time behavior
of solutions to the cubic defocusing Half-wave-Schro¨dinger equation on spatially cylinder
Rx×Ty with small smooth initial data and obtained modified scattering results. However,
it seems that little is known for large initial data. In this paper, we shall consider the
focusing case because it provides particular solutions of type traveling and standing
waves. We first study these two kinds of solitary waves to (1.1).
Let X := H1xL
2
y(R
2) ∩ L2xH
1
2
y (R2) with the norm
‖u‖X :=
{
‖∂xu‖2L2 + ‖|Dy|
1
2u‖2L2 + ‖u‖2L2
} 1
2
.
Concerning the stability of the standing waves, we always assume that (1.1) is locally
well-posed in X. Namely, we assume the following:
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Assumption 1.1. For any ψ0 ∈ X, there exist T = T (‖ψ0‖X) > 0 and a unique local
solution u ∈ C([0, T ),X) to (1.1) with ψ|t=0 = ψ0. Moreover, as long as the solution
exists, the following conservation laws holds;
H(ψ(t)) = H(ψ0), M(ψ(t)) =M(ψ0) for all t ∈ Imax, (1.2)
where Imax is the maximal existence time and
M(u) := 1
2
‖u‖2L2(R2),
H(u) := 1
2
∫∫
R2
(
|∂xu(x, y)|2 + |Dy|u(x, y)u(x, y)
)
dx− 1
p+ 1
∫∫
R2
|u(x, y)|p+1dxdy.
Remark 1.1. As pointed out by Xu [26], the Cauchy problem of Schro¨dinger-half-wave
equations (1.1) is not easy because usual technics are not helpful since its Hamiltonian
energy lies on the Sobolev spaces X = H1xL
2
y ∩ L2xH
1
2
y (R2) (see Remark 1.6 for more
details). However, we can construct a local solution in L2xH
1
2
+ε
y (R2) for any ε > 0 (see
Section 5 below). Thus, we may expect that the equation (1.1) is locally-well posed in the
energy space X.
The equation (1.1) is scale-invariant. Namely, if ψ(t, x, y) is a solution to (1.1),
ψλ(t, x, y) = λ
2
p−1ψ(λ2t, λx, λ2y)
also satisfies (1.1) for all λ > 0. We note that if we put
sp :=
3
2
− 2
p− 1 ,
then we have
‖ψλ|t=0‖H˙spx L2y = ‖ψ0‖H˙spL2y , ‖ψλ|t=0‖L2xH˙
sp
2
y
= ‖ψ0‖
L2xH˙
sp
2
y
for all λ > 0.
Thus, the case p = 7/3 is the so-called L2-critical.
We first study the standing waves to (1.1). By a standing wave, we mean a solution
to (1.1) of the form ψ(t, x, y) = eiωtQω(x, y) (ω > 0). Then, Qω satisfies the following
elliptic equation:
− ∂xxQω + |Dy|Qω + ωQω − |Qω|p−1Qω = 0 in R2. (1.3)
The equation (1.3) also appears in the stationary problem to the Benjamin-Ono-Zakharov-
Kuznetsov equation (see e.g. [8, 9]). We note that if we put
Sω(u) := 1
2
‖∂xu‖2L2 +
1
2
‖|Dy |
1
2u‖2L2 +
ω
2
‖u‖2L2 −
1
p+ 1
‖u‖p+1
Lp+1
,
then we see that Qω ∈ X is a solution to (1.3) if and only if Qω is a critical point of the
functional Sω. We pay our attention to the ground states. The ground state is a solution
to (1.3) which minimizes the corresponding functional Sω for all non-trivial solution to
(1.3). Concerning the existence of the ground states, we obtain the following theorem:
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Theorem 1.1. Let 1 < p < 5 and ω > 0. Then there exist ground states Qω 6= 0 which
minimize the following constrained minimization problem:
mω = inf {Sω(u) | u ∈ X \ {0}, Nω(u) = 0} ,
where
Nω(u) := ‖∂xu‖2L2 + ‖|Dy|
1
2u‖2L2 + ω‖u‖2L2 − ‖u‖p+1Lp+1 .
Remark 1.2. Since the equation (1.3) is anisotropic, we cannot expect that the ground
state to (1.3) is radially symmetric (see Esfahani, Pastor and Bona [9] for the symmetry
of the ground state)
Theorem 1.1 can be obtained as a corollary of Theorem 1.4 below. We will explain it
later.
Next, we are concerned with the stability of standing waves. The stability is defined
by the following:
Definition 1.1. Assume that Assumption 1.1 holds.
(i) Let Σ ⊂ X. We say that Σ is stable if for any ε > 0, there exists δ > 0 such that
if ψ0 ∈ X satisfies infu∈Σ ‖ψ0 − u‖X < δ, then the solution ψ(t) with ψ|t=0 = ψ0
satisfies
sup
t∈R
inf
u∈Σ
‖ψ(t) − u‖X < ε.
Otherwise, we say that Σ is unstable.
(ii) We say that eiωtQω is orbitally stable if its orbit
Oω =
{
eiθQω(·+ τ1, ·+ τ2) | θ ∈ R, (τ1, τ2) ∈ R2
}
(1.4)
is stable.
We first consider the L2-sub-critical case 1 < p < 7/3. In this case, we shall show that
some subset, which includes the orbit of ground states, is stable by using the method of
Cazenave and P.-L. Lions [5]. To state our result, we prepare several notations. For each
µ > 0, we consider the following minimization problem:
I(µ) := inf {H(u) | M(u) = µ} ,
and we denote by Σ(µ) the set of minimizers, that is,
Σ(µ) := {u ∈ X | H(u) = I(µ), M(u) = µ} .
Then, we obtain the following stability result:
Theorem 1.2. Assume that Assumption 1.1 holds. Let 1 < p < 73 . For each µ > 0, the
set Σ(µ) is non-empty and stable under the flow of (1.1).
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Remark 1.3. (i) Let Qω be the ground state to (1.3). Then, we have
Qω(x, y) = ω
1
p−1Q1(
√
ωx, ωy). (1.5)
Thus, putting
ω(µ) =
(
2µ
‖Q1‖2L2
)− 1
sp
for each µ > 0, we see that Qω(µ) ∈ Σ(µ).
(ii) From (i), we see that Oω(µ) ⊂ Σ(µ) for each µ > 0. Thus, in order to obtain the
stability of standing wave eiωtQω from the result of Theorem 1.2, it is enough to
show the uniqueness of the ground state. However, it is challenging problem to
show the uniqueness. Recently, uniqueness of the ground states for the half-wave
equations was proved in [10, 11]. However, at least for the authors, it is not clear
whether we can apply their method to the equation (1.3) because of the anisotropy.
Next, we state our instability result.
Theorem 1.3. Assume that Assumption 1.1 holds. Let 73 < p < 5 and Qω be the ground
state to (1.3). For any ω > 0, the standing wave eiωtQω is unstable.
Grillakis, Shatah and Strauss [15] gave a sufficient condition for stability of solitary
waves for abstract Hamiltonian systems. To apply the result of [15], we need to check
the non-degeneracy of the ground states. As well as the uniqueness, to show the non-
degeneracy is also a challenging problem. To avoid the difficulty, we employ the argument
of [24] and [16], which exploits the variational characterization of the ground state instead
of the spectral properties of the linearized operator.
Finally, we shall study a existence of traveling wave solution. By a traveling wave,
we mean a solution to (1.1) of the form
u(t, x, y) = eiωtQω,v(x, y − vt),
where ω > 0 and v ∈ R. Then, we see that Qω,v satisfies
− ∂xxQ+ |Dy|Q− iv∂yQ+ ωQ− |Q|p−1Q = 0, in R2. (1.6)
If we put
Sω,v(u) = 1
2
∫
R2
{
|∂xu(x, y)|2 + |Dy|u(x, y)u(x, y) − iv∂yu(x, y)u(x, y)
+ ω|u(x, y)|2
}
dxdy − 1
p+ 1
∫
R2
|u(x, y)|p+1dxdy,
then, Sω,v is well-defined on X and u ∈ X is a solution to (1.6) if and only if u ∈ X
is a critical point of Sω,v. We seek a critical point of Sω,v by considering the following
minimization problem:
mω,v := inf {Sω,v(u) | u ∈ X \ {0}, Nω,v(u) = 0} , (1.7)
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where
Nω,v(u) = 〈S ′ω,v(u), v〉
=
∫
R2
{
|∂xu(x, y)|2 + |Dy|u(x, y)u(x, y) − iv∂yu(x, y)u(x, y) + ω|u(x, y)|2
}
dxdy
−
∫
R2
|u(x, y)|p+1dxdy,
(1.8)
We first show the following:
Theorem 1.4. Let ω > 0, v ∈ R with |v| < 1 and 1 < p < 5. Then, there exists a
non-trivial solution Qω,v ∈ X to (1.6) which satisfies Sω,v(Qω,v) = mω,v.
Remark 1.4. Note that in case v = 0, the equations coincides with (1.3). Therefore,
Theorem 1.1 can be obtained as a corollary of Theorem 1.4.
Secondly, we shall study the convergence of the solution Qω,v, which is obtained in
Theorem 1.4, as |v| goes to 1. Concerning with this, we obtain the following:
Theorem 1.5. Let ω > 0, v ∈ R with |v| < 1, 1 < p < 5. and Qω,v ∈ X be the solution
to (1.6) satisfying Sω,v(Qω,v) = mω,v. Then, we have
lim
|v|→1
‖∂xQω,v‖L2 = lim
|v|→1
‖Qω,v‖L2 = 0.
Remark 1.5. (i) We should remark that similar results of Theorem 1.5 were already
observed for the cubic half-wave equation (see [1] and [20]).
(ii) As an extension to [20], Ge´rard, Lenzmann, Pocovnicu and Raphae¨l studied in [12]
the behavior of traveling waves as the velocity v goes to ±1. Using an appropriate
scaling, they obtained a minimizing traveling wave of the cubic Szego¨ equation which
provides the uniqueness of traveling waves for the cubic Half-wave equation.
(iii) Dodson [7] considered the following focusing mass critical nonlinear Schro¨dinger
equations:
i
∂ψ
∂t
+∆ψ + |ψ| 4dψ = 0 in R× Rd. (1.9)
Then, it was shown in [7] that any solution to (1.9) whose L2-norm is below that
of the ground state scatters. Contrary to the equation (1.9), from the result of
Theorem 1.5, we see that there exists a non-dispersive solution to (1.1) whose L2
norm is below that of the ground state.
Finally, we will study the Cauchy problem of (1.1) and show the following theorem:
Theorem 1.6. Assume that 1 < p ≤ 5 and s > 1/2. For any ψ0 ∈ L2xHsy(R2), there
exist Tmax > 0 and a unique local solution u ∈ C((−Tmax, Tmax);L2xHsy(R2)) to (1.1) with
ψ|t=0 = ψ0.
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Remark 1.6. (i) Here, we will show that maximal time of existence Tmax depends
only on ‖ψ0‖L2xHsy(R2) when 1 < p < 5. We do not know whether this is still true
for p = 5 (see the proof of Remark 5.2 for more details).
(ii) In the cubic defocusing case, Xu has shown in [26], as a direct consequence of her
result, the global existence of solutions with small initial datum in L2xH
s
y(R × T)
with s > 12 .
(iii) Unfortunately we are unable to solve the Cauchy problem in the energy spave X.
The difficulty comes from the total absence of dispersion in y variable. Thus, we
cannot hope to loose regularity less then the Sobolev embedding in the Strichartz es-
timate. In addition, the argument used for the 1D Half-wave equation (see Appendix
D in [20] for more details) cannot be applied in this setting due to the embedding of
the energy space X in Lqx,y(R2) for only q ≤ 6. Also, Brezis-Gallouet type estimate
is not useful due to the anisotropic property of the equation (see for example [17]).
The proof relies on the contraction mapping argument using the Duhamel formula
and a suitable Strichartz estimate. For that, we will obtain the Strichartz estimate using
Keel-Tao Lemma in [18] and frequency decomposition in y variable.
This paper is organized as follows. In Section 2, we show the stability of the set
of minimizer. In Section 3, we give a proof of the instability result. In Section 4, we
study the traveling waves to (1.1). In Section 5, we prove the local well-posedness for the
equation (1.1) with initial datum slightly regular than the energy space in y variable. In
the appendix, we recall some regularity results for the ground state and useful tools for
compactness.
We give the notations used in this paper:
(i) For any Ω ⊂ R2, we use (·, ·)L2x,y(Ω) to denote the inner product of L2(Ω):
(f, g)L2x,y(Ω) :=
∫
Ω
f(x, y)g(x, y)dxdy.
(ii) For any Ω ⊂ R2, X(Ω) denotes the Hilbert space equipped with the following inner
product:
(u, v)X(Ω) = (∂xu, ∂xv)L2x,y(Ω) + (|Dy |u, |Dy|v)L2x,y(Ω) + (u, v)L2x,y(Ω).
When Ω = R2, we may write L2 and X in short if there is no risk of confusion.
(iii) We use Uε(Qω) to denote a tubular neighborhood around the orbit {eisQω | s ∈ R},
namely,
Uε(Qω) :=
{
u ∈ X | inf
θ∈R
‖u− eiθQω‖X < ε
}
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(iii) For the space-time Lebesgue norms, we use the following notations:
LrtL
q1
x L
q2
y := L
r(R, Lq1x L
q2
y (R
2))
and
LrTL
q1
x L
q2
y := L
r((−T, T ), Lq1x Lq2y (R2)),
with T > 0 and r, q1 and q2 are in [1,∞].
2 Stability result
In this section, we shall show Theorem 1.2 following Cazenave and P.-L. Lions [5]. To
this end, we prepare several lemmas. We first recall the following anisotropic Gagliardo-
Nirenberg inequality:
Lemma 2.1 (Anisotropic Gagliardo-Nirenberg inequality). Assume that 1 < p < 5.
There exists a constant CGN > 0 such that
‖u‖p+1
Lp+1
≤ CGN‖∂xu‖
p−1
2
L2
‖|Dy| 12u‖p−1L2 ‖u‖
5−p
2
L2
(2.1)
for all u ∈ X.
We note that the best constant is attained by the ground sate to (1.3) (see [8] in
detail).
Lemma 2.2. For each µ > 0. we have −∞ < I(µ) < 0.
Proof. First, we shall show that I(µ) < 0. Let u ∈ X with M(u) = µ. We consider the
following L2-scaling:
Tλ(·, ·) = λ
3
4u(λ
1
2 ·, λ·) (λ > 0). (2.2)
Then, we see that ‖Tλu‖L2 = ‖u‖L2 and
H(Tλu) = λ
2
(
‖∂xu‖2L2 + ‖|Dy |
1
2u‖2L2
)
− λ
3
4
(p−1)
p+ 1
‖u‖p+1
Lp+1
.
Note that 34 (p− 1) < 1 for 1 < p < 73 . Therefore, we can take λ > 0 sufficiently small so
that H(Tλu) < 0. This yields that I(µ) < 0.
Next, we prove that I(µ) > −∞. By the Gagliardo-Nirenberg inequality (2.1) and
M(u) = µ, we have
H(u) = 1
2
(
‖∂xu‖2L2 + ‖|Dy|
1
2u‖2L2
)
− CGN
p+ 1
‖|Dy |
1
2u‖p−1
L2
‖∂xu‖
p−1
2
L2
‖u‖
5−p
2
L2
≥ 1
2
(
‖∂xu‖2L2 + ‖|Dy|
1
2u‖2L2
)
− CGN
p+ 1
M(u) 5−p4
(
‖∂xu‖2L2 + ‖|Dy|
1
2u‖2L2
) 3(p−1)
2
.
7
We remark that 3(p−1)2 < 1 for 1 < p <
7
3 . Thus, by the Young inequality, we have
H(u) ≥ 1
4
(
‖∂xu‖2L2 + ‖|Dy |
1
2u‖2L2
)
− C ≥ −C, (2.3)
where C > 0 is some constant, which is independent on u ∈ X. This implies that
I(µ) > −∞. This completes the proof.
Lemma 2.3. Let {un} ⊂ X satisfy supn∈N ‖un‖X < ∞ and infn∈N ‖un‖Lp+1 > δ0 for
some δ0 > 0. Then, there exist a sub-sequence of {un} (we still denote it by the same
letter), a sequence {(xn, yn)} ⊂ R2 and u∞ ∈ X \ {0} such that
un(·+ xn, ·+ yn)⇀ u∞ in X as n→∞.
Proof. By the Ho¨lder inequality, we have
δ0 < ‖un‖Lp+1 ≤ ‖un‖θL2‖un‖1−θ
L
10
3
. ‖un‖1−θ
L
10
3
,
where θ = 7−3p2(p+1) . Therefore, there exists δ1 > 0, which is independent on n ∈ N, such
that ‖un‖
L
10
3
≥ δ1 for all n ∈ N. We set
Qk,m := (k, k + 1)× (m,m+ 1)
for all (k,m) ∈ Z2. Then, by the Gagliardo-Nirenberg inequality (2.1), we have
‖un‖
10
3
L
10
3 (Qk,m)
≤ CGN‖un‖
4
3
L2(Qk,m)
‖|Dy |
1
2un‖
4
3
L2(Qk,m)
‖∂xun‖
2
3
L2(Qk,m)
≤ C‖un‖
4
3
L2(Qk,m)
(
‖∂xu‖2L2(Qk,m) + ‖|Dy|
1
2u‖2L2(Qk,m)
)
.
Taking a sum on (m,n) ∈ Z2, we have
δ1 < ‖un‖
10
3
L
10
3 (R2)
≤ C
∑
(m,n)∈Z2
‖un‖
4
3
L2(Qk,m)
(
‖∂xu‖2L2(Qk,m) + ‖|Dy |
1
2u‖2L2(Qk,m)
)
≤ C sup
(k,m)∈Z2
‖un‖
4
3
L2(Qk,m)
(
‖∂xu‖2L2(R2) + ‖|Dy|
1
2u‖2L2(R2)
)
≤ C sup
(k,m)∈Z2
‖un‖
4
3
L2(Qk,m)
.
Thus, there exist (kn,mn) ∈ Z2 and δ2 > 0 such that δ2 ≤ ‖un‖L2(Qkn,mn ). If we put
u˜n(·, ·) = un(· + kn, · + mn), we see that limn→∞ ‖u˜n‖X < ∞ and ‖u˜n‖L2(Q0,0) ≥ δ2.
Therefore, there exist a sub-sequence of {un} (we still denote it by the same letter) and
u∞ ∈ X satisfying u˜n ⇀ u∞ in X as n→∞. Moreover, by the Rellich theorem (see e.g.
[22]), we have ‖u∞‖L2(Q0,0) ≥ δ2. Therefore, we see that u∞ 6= 0.
Lemma 2.4. Let θ > 1 and µ > 0. Then, we have I(θµ) < θI(µ).
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Proof. We take u ∈ X satisfying H(u) < I(µ)/2 (< 0) and M(u) = µ. It follows that
1
2
I(µ) ≥ H(u) ≥ − 1
p+ 1
‖u‖p+1
Lp+1
.
This yields that
‖u‖p+1
Lp+1
> 0. (2.4)
From the definition of I(µ), θ > 1 and (2.4), we have
I(θµ) ≤ H(
√
θu)
=
θ
2
(
‖∂xu‖2L2 + ‖|Dy |
1
2u‖2L2
)
− θ
p+1
2
p+ 1
‖u‖p+1
Lp+1
<
θ
2
(
‖∂xu‖2L2 + ‖|Dy |
1
2u‖2L2
)
− θ
p+ 1
‖u‖p+1
Lp+1
= θH(u).
Taking an infimum on u, we have I(θµ) < θI(µ).
Lemma 2.5. Suppose that {un} ⊂ X satisfies limn→∞M(un) = µ and limn→∞H(un) =
I(µ). Then, there exists {(xn, yn)} ⊂ R2 such that {un(·+xn, ·+yn)} is relatively compact
in X. In particular, Σ(µ) is not empty.
Proof. It follows from (2.3) that {un} is bounded in X. This together with (2.4) and
Lemma 2.3 yields that there exists a sub-sequence of {un} (we still denote it by the same
letter), a sequence {(xn, yn)} ⊂ R2 and u∞ ∈ X \ {0} such that un(·+ xn, ·+ yn)⇀ u∞
in X as n → ∞. We shall show that M(u∞) = µ. We put u˜n(·, ·) = un(· + xn, · + yn).
From the weak lower semi-continuity, we have
M(u∞) ≤ lim inf
n→∞
M(un) = µ.
Suppose the contrary that M(u∞) < µ. From the weak convergence, we obtain
lim
n→∞
{‖u˜n‖2X − ‖u˜n − u∞‖2X − ‖u∞‖2X} = 0, (2.5)
lim
n→∞
{M(u˜n)−M(u˜n − u∞)−M(u∞)} = 0 (2.6)
and by Lemma B.1, we have
lim
n→∞
{H(u˜n)−H(u˜n − u∞)−H(u∞)} = 0. (2.7)
We set νn =M(u˜n−u∞) and µ∞ =M(u∞). Since the sequence {νn} ⊂ R≥0 is bounded,
there exist a sub-sequence of {νn} (we still denote it by the same letter) and ν∞ ≥ 0 such
that limn→∞ νn = ν∞. By (2.6), we obtain µ = ν∞ + µ∞. From (2.7), Lemma 2.4 with
θ = µ/νn and µ/µ∞ and limn→∞ νn = ν∞, we have
I(µ) ≥ lim
n→∞
I(νn) + I(µ∞)
> lim
n→∞
νn
µ
I(µ) +
µ∞
µ
I(µ)
=
ν∞
µ
I(µ) +
µ∞
µ
I(µ) = I(µ),
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which is a contradiction. Therefore, we obtain M(u∞) = µ.
It from the definition of I(µ) that I(µ) ≤ H(u∞). From M(u∞) = µ and (2.6),
we obtain limn→∞M(u˜n − u∞) = 0. This together with the boundedness of {u˜n} in
X yields that limn→∞ ‖u˜n − u∞‖Lp+1 = 0. Moreover, it follows from the weak lower
semi-continuity that
H(u∞) ≤ lim inf
n→∞
H(u˜n) = I(µ).
Thus, we see that H(u∞) = I(µ). Namely, u∞ ∈ Σ(µ). Moreover, we obtain
lim
n→∞
1
2
(
‖∂xu˜n‖2L2 + ‖|Dy|
1
2 u˜n‖2L2
)
= lim
n→∞
{
H(u˜n) + 1
p+ 1
‖u˜n‖p+1Lp+1
}
= H(u∞) + 1
p+ 1
‖u∞‖p+1Lp+1
=
1
2
(
‖∂xu∞‖2L2 + ‖|Dy |
1
2u∞‖2L2
)
.
This implies that limn→∞ u˜n = u∞ in X. This completes the proof.
We are now in a position to prove Theorem 1.2.
Proof of Theorem 1.2. From Lemma 2.5, we see that Σ(µ) is non-empty. Thus, it is
enough to show the stability of Σ(µ). We shall show this by contradiction. Suppose the
contrary that Σ(µ) is not stable. Then, there exists ε0 > 0, a sequence {ψ0,n} ⊂ X and
{tn} ⊂ R such that
lim
n→∞
inf
u∈Σ(µ)
‖ψ0,n − u‖X = 0, (2.8)
inf
u∈Σ(µ)
‖ψn(tn)− u‖X ≥ ε0, (2.9)
where ψn(t) is a solution to (1.1) with ψn(0) = ψ0,n. From (2.8) and the conservation
laws (1.2), we have
lim
n→∞
M(ψn(tn)) = lim
n→∞
M(ψ0,n) = µ,
lim
n→∞
H(ψn(tn)) = lim
n→∞
H(ψ0,n) = I(µ).
By Lemma 2.5, there exist a sub-sequence of {ψn(tn)} (we still denote it by the same
letter), {(xn, yn)} ⊂ R2 and ψ∞ ∈ X such that
lim
n→∞
ψn(tn, ·+ xn, ·+ yn) = ψ∞ in X.
This yields that ψ∞ ∈ Σ(µ), which contradicts (2.9). This completes the proof.
3 Instability result
This section is devoted to the proof of Theorem 1.3. From the result of Grillakis, Shatah
and Strauss [15], we can easily obtain the following:
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Lemma 3.1 (Lemma 3.2 of Grillakis, Shatah and Strauss [15]). There exist ε > 0 and
a C2 map θ : Uε(Qω)→ R/2πZ such that for all u ∈ Uε(Qω) and all s ∈ R/2πZ,
(i) ‖eiθ(u)u−Qω‖X ≤ ‖eisu−Qω‖X ,
(ii) (eiθ(u)u, iQω)X = 0,
(iii) θ(eisu) = θ(u)− s,
(iv) θ′(u) = − i(−∂xx+|Dy|+1)−1e−iθ(u)Qω
(Qω ,eiθ(u)u)X
,
(v) iθ′(u) is a C1 function from Uε(Qω) into X,
where
Uε(Qω) =
{
u ∈ X | inf
θ∈R
‖u− eiθQω‖X < ε
}
From the scale invariance of the equation (1.1), we can show the following:
Lemma 3.2. Assume that 7/3 < p < 5. Putting
ψω =
3
4
Qω +
1
2
x∂xQω + y∂yQω, (3.1)
we have 〈S ′′ω(Qω)ψω, ψω〉 < 0 and 〈Qω, ψω〉 = 0.
Proof. For each λ > 0, we see that
Sω(Tλu) = λ
2
(
‖∂xu‖2L2 + ‖|Dy|
1
2u‖2L2
)
+
ω
2
‖u‖2L2 −
λ
3
4
(p−1)
p+ 1
‖u‖p+1
Lp+1
,
where Tλ is the scaling operator defined by (2.2). Then, we can compute
d2
dλ2
Sω(Tλu)|λ=1 = −3(p− 1)(3p − 7)
16(p + 1)
‖u‖p+1
Lp+1
< 0.
We note that ψω ∈ X (see Proposition A.1 below). This together with S ′ω(Qω) = 0,
implies
d2
dλ2
Sω(TλQω)|λ=1 = 〈S ′′ω(Qω)TλQω|λ=1, TλQω|λ=1〉 = 〈S ′′ω(Qω)ψω, ψω〉.
Since ‖TλQω‖2L2 = ‖Qω‖2L2 , we can easily check that 〈Qω, ψω〉 = 0. Thus, we obtain the
desired result.
For u ∈ Uε(Qω), we define
A(u) = −〈eiθ(u)u, iψω〉. (3.2)
Lemma 3.3. Let A(u) be the functional defined by (3.2). Then, we have
(i) A(eisu) = A(u) for all s ∈ R,
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(ii) R(iA′(u)) ⊂ X,
(iii) iA′(Qω) = −ψω,
(iv) 〈u, iA′(u)〉 = 0.
Proof. (i). It follows from Lemma 3.1 (iii) that
A(eisu) = −〈eiθ(eisu)eisu, iψω〉 = −〈eiθ(u)−iseisu, iψω〉 = −〈eiθ(u)u, iψω〉 = A(u).
(ii). From (3.2), we see that
〈A′(u), v〉 = −〈eiθ(u)v, iψω〉 − 〈eiθ(u)u, iψω〉〈iθ′(u), v〉
for v ∈ X. This yields that
A′(u) = −ie−iθ(u)ψω − 〈eiθ(u)u, ψω〉θ′(u). (3.3)
This together with Lemma 3.1 (iv) yields that A′(u) ∈ X.
(iii). Substituting Qω for u in (3.3), we have
A′(Qω) = −ieiθ(Qω)ψω − 〈eiθ(Qω)Qω, ψω〉θ′(Qω) = −iψω − 〈Qω, ψω〉θ′(Qω) = −iψω,
where we have used the fact that θ(Qω) = 0 and 〈Qω, ψω〉 = 0. It follows that iA′(Qω) =
ψω.
(iv). From (i), we obtain
0 =
d
ds
A(eisu)
∣∣∣∣
s=0
= 〈A′(u), iu〉.
This yields that 〈iA′(u), u〉 = 0.
Next, we consider the following differential equation:
dR
dλ
= −iA′(R), R(0) = v ∈ Uε(Qω). (3.4)
We note that thanks to Lemma 3.3, there exist λ0 > 0 and a unique solution R(λ, v) to
the equation (3.4) for |λ| < λ0. We see that
eisR(λ, v) = R(λ, eisv), (3.5)
d
dλ
M(R(λ, v)) = 〈R(λ, v),−iA′(R(λ, v))〉 = 0, (3.6)
d
dλ
R(λ,Qω)|λ=0 = −iA′(Qω) = ψω. (3.7)
Indeed, we find that
eisR(0, v) = eisv = R(0, eisv)
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and it follows from (3.3) and θ′(eisu) = eisθ′(u) that
d
dλ
(eisR(λ, v)) = −ieisA′(R(λ, v)) = −iA′(eisR(λ, v)).
From the uniqueness of the solution, we have (3.5). (3.6) immediately follows from
Lemma 3.3 (iv). By Lemma 3.3 (iii), we see that (3.7) holds.
We put
P(v) = 〈S ′ω(v),−iA′(v)〉.
Then, we can find that P(eiθv) = P(v) for any θ ∈ R. We shall show the following:
Lemma 3.4. There exists a C1 functional
Λ : {v ∈ Uε(Qω) | M(v) =M(Qω)} → R
such that
Sω(Qω) < Sω(v) + P(v)Λ(v) (3.8)
for all v ∈ Uε(Qω) with M(v) =M(Qω) and v 6∈
{
eisQω | s ∈ R
}
.
Proof. By the Taylor expansion, we have
Sω(R(λ, v)) = Sω(v) + P(v)λ + 1
2
R(R(τλ, v))λ2,
where τ ∈ (0, 1) and
R(v) = 〈S ′′ω(v)iA′(v), iA′(v)〉 − 〈S ′ω(v), iA′′(iA′(v))〉.
By Lemma 3.2 and Lemma 3.3 (iii), we have
R(Qω) = 〈S ′′ω(Qω)ψω, ψω〉 < 0.
Thus, for sufficiently small ε0 > 0 and λ0 > 0, we obtain
Sω(R(λ, v)) < Sω(v) + P (v)λ (3.9)
for all |λ| < λ0 and v ∈ B(Qω, ε0). On the other hand, note thatNω(R(λ, v))|(λ,v)=(0,Qω ) =
0 and since iA′(Qω) = −ψω, we have
∂
∂λ
Nω(R(λ, v))|(λ,v)=(0,Qω ) = 〈N ′ω(Qω),−iA′(Qω)〉 = 〈N ′ω(Qω), ψω〉
= −3(p− 1)
4(p+ 1)
‖Qω‖p+1Lp+1 6= 0.
Thus, by the implicit function theorem, there exist sufficiently small ε > 0 and a map
Λ(v) : B(Qω, ε) → R such that Nω(R(Λ(v), v)) = 0. From the variational characteriza-
tion, we have
Sω(Qω) ≤ Sω(R(Λ(v), v)).
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This together with (3.8) yields that
Sω(Qω) < Sω(v) + P(v)Λ(v) (3.10)
for all v ∈ B(Qω, ε). By the gauge invariance of the functional Sω and P, we see that
(3.10) holds for all v ∈ Uε(Qω).
We put
Tε(ψ0) = sup {T > 0 | ψ(t) ∈ Uε(Qω) for all t ∈ [0, T )} , (3.11)
where ψ is a solution to (1.1) with ψ|t=0 = ψ0 ∈ Uε(Qω).
Lemma 3.5. We set
S+ := {u ∈ Uε(Qω) | Sω(u) < Sω(Qω), P(u) > 0} ,
S− := {u ∈ Uε(Qω) | Sω(u) < Sω(Qω), P(u) < 0} .
Then, the sets S± are non-empty invariant under the flow of (1.1). Moreover, for any
ψ0 ∈ S+∪S−, there exists δ0 = δ0(ψ0) > 0 such that |P(ψ(t))| ≥ δ0 for all t ∈ [0, Tε(ψ0)).
Proof. First, we shall show that S± is non-empty. Since P(Qω) = 0, we have, by (3.9),
that
Sω(R(λ,Qω)) < Sω(Qω). (3.12)
Moreover, applying (3.9) for v = R(ν,Qω), we obtain
Sω(R(λ+ ν,Qω)) = Sω(R(λ,R(ν,Qω))) ≤ Sω(R(λ,Qω)) + P(R(λ,Qω))ν.
Taking ν = −λ, we have
Sω(Qω) ≤ Sω(R(λ,Qω))− P (R(λ,Qω))λ.
It follows from (3.12) that
0 < Sω(Qω)− Sω(R(λ,Qω)) ≤ −P(R(λ,Qω))λ.
From this, we see that P(R(λ,Qω)) > 0 for λ < 0, which implies that R(λ,Qω) ∈ S+.
By a similar argument, we find that R(λ,Qω) ∈ S− for λ > 0.
Next, we shall show that the sets S± are invariant. Let ψ0 ∈ S+. Then, from the
conservation laws, we have
Sω(ψ(t)) = Sω(ψ0) < Sω(Qω).
Moreover, it follows from (3.8) that
0 < Sω(Qω)− Sω(ψ(t)) < P(ψ(t))Λ(ψ(t)) ≤ C|P(ψ(t))|. (3.13)
Then, by the continuity dependence of P(ψ(t)) on t, we see that P (ψ(t)) > 0. Conse-
quently, we see that the set S+ is invariant. By a similar argument, we can show that
the set S− is invariant. The last claim follows from (3.13).
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We are now in position to prove Theorem 1.3.
Proof of Theorem 1.3. Let ψ0 ∈ S+ ∪ S−. Then, we shall show that Tε(ψ0) <∞, where
Tε(ψ0) is defined by (3.11). Suppose the contrary that Tε(ψ0) =∞. Then, from Lemma
3.5, there exists δ0 > 0 such that
P(ψ(t)) ≥ δ0 or P(ψ(t)) ≤ −δ0 for all t ∈ [0,∞). (3.14)
It follows from Lemma 3.3 (iv) that
d
dt
A(ψ(t)) = 〈A′(ψ(t)),−iH′(ψ(t))〉 = 〈A′(ψ(t)),−iS ′ω(ψ(t))〉 = P(ψ(t)).
This together with (3.14) yields that limt→∞ |A(ψ(t))| =∞. However, from the definition
(3.2), we see that there exists C1 > 0 such that |A(u)| ≤ C1 for all u ∈ Uε(Qω), which is
a contradiction.
4 Existence of traveling wave solutions
This section is devoted to the traveling wave solutions. First, we shall show the existence
of the traveling wave solutions. Note that if v ∈ R with |v| < 1, we have
〈|Dy|u, u〉 − 〈iv∂yu, u〉 ≥
∫
Rη
{∫
Rξ
|ξ||û(η, ξ)|2 − |v||ξ||û(η, ξ)|2dξ
}
dη
= (1− |v|)〈|Dy |u, u〉 ≥ 0
(4.1)
for all u ∈ X. Thus, if we put
Iω,v(u) = Sω,v(u)− 1
p+ 1
Nω,v(u)
=
(
1
2
− 1
p+ 1
)∫
R2
{
|∂xu(x, y)|2 + |Dy|u(x, y)u(x, y) − iv∂yu(x, y)u(x, y)
+ ω|u(x, y)|2
}
dxdy,
where Nω,v defined in (1.8). Then, we obtain Iω,v(u) ≥ 0 for all u ∈ X. First, we prepare
the following:
Lemma 4.1. Let mω,v be the minimization problem defined in (1.7). For any ω > 0 and
v ∈ R with |v| < 1, we have
mω,v = inf {Iω,v(u) | Nω,v(u) ≤ 0} . (4.2)
Proof. First, denote that we obviously have
mω,v ≥ inf {Iω,v(u) | Nω,v(u) ≤ 0} .
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It is sufficient then to show the other side inequality. Let u ∈ X satisfy Nω,v(u) = 0.
Then, we obtain
Sω,v(u) = Sω,v(u)− 1
p+ 1
Nω,v(u) = Iω,v(u).
Therefore, we have
mω,v = inf {Iω,v(u) | Nω,v(u) = 0} . (4.3)
Suppose that Nω,v(u) < 0. Then, there exists t0 ∈ (0, 1) such that Nω,v(t0u) = 0. This
and (4.3) lead to
mω,v ≤ Iω,v(t0u) < Iω,v(u).
Taking an infimum on u ∈ X, we obtain (4.2). This completes the proof
We are now in position to prove Theorem 1.4.
Proof of Theorem 1.4. Let {un} ⊂ X be a minimizing sequence for mω,v. Then, for
sufficiently large n ∈ N, we have
1 +mω,v ≥ Sω,v(un)− 1
p+ 1
Nω,v(un) = Iω,v(un).
Thus, we see that {un} is bounded in X. Moreover, it follows from Nω,v(un) = 0 and
the Sobolev inequality that there exists a constant C1 > 0 such that
C1‖un‖2Lp+1 ≤
∫
R2
{
|∂xun(x, y)|2 + |Dy|un(x, y)u(x, y) − iv∂yun(x, y)u(x, y)
+ ω|un(x, y)|2
}
dxdy = ‖un‖p+1Lp+1 .
Thus, we have ‖un‖Lp+1 ≥ C1/(p−1)1 . It follows from Lemma 2.3 that there exist {(xn, yn)} ⊂
R
2, a sub-sequence of {un} (we shall denote it by the same letter) and Qω,v ∈ X \ {0}
such that un(·+ xn, ·+ yn) converges to Qω,v weakly in X as n tends to infinity. We put
vn(·, ·) = un(·+ xn, ·+ yn). Then, by Lemma B.1, we have
Iω,v(vn)− Iω,v(vn −Qω,v)− Iω,v(Qω,v)→ 0 as n→∞, (4.4)
Nω,v(vn)−Nω,v(vn −Qω,v)−Nω,v(Qω,v)→ 0 as n→∞. (4.5)
Suppose that Nω,v(Qω,v) > 0. Then, from (4.5) and Nω,v(vn) = Nω,v(un) = 0, we obtain
Nω,v(vn −Qω,v) < 0 for sufficiently large n ∈ N. For such n ∈ N, there exists tn ∈ (0, 1)
such that Nω,v(tn(vn −Qω,v)) = 0. From the definition of mω,v, we see that
mω,v ≤ Iω,v(tn(vn −Qω,v)) < Iω,v(vn −Qω,v).
This yields that mω,v ≤ lim infn→∞ Iω,v(vn − Qω,v). This together with Qω,v 6= 0, (4.4)
and limn→∞ Iω,v(vn) = mω,v yields that
0 < Iω,v(Qω,v) ≤ lim sup
n→∞
{−Iω,v(vn) + Iω,v(vn −Qω,v) + Iω,v(Qω,v)} = 0,
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which is a contradiction. Therefore, we see that Nω,v(Qω,v) ≤ 0. By Lemma 2.2, we have
mω,v ≤ Iω,v(Qω,v). It follows from the weak lower semi-continuity that
mω,v ≤ Iω,v(Qω,v) ≤ lim inf
n→∞
Iω,v(vn) = mω,v.
Therefore, we have Iω,v(Qω,v) = mω,v. Then, from (4.4) and limn→∞ Iω,v(vn) = mω,v,
we have limn→∞ Iω,v(vn − Qω,v) = 0, which implies that vn converges to Qω,v strongly
in X as n tends to infinity. Therefore, we have
Nω,v(Qω,v) = lim
n→∞
Nω,v(vn) = lim
n→∞
Nω,v(un) = 0,
which yields that Qω,v is a minimizer for mω,v. Thus, there exists a Lagrange multiplier
λ ∈ R such that S ′ω,v(Qω,v) = λN ′ω,v(Qω,v). This yields that
0 = Nω,v(Qω,v) = 〈S ′ω,v(Qω,v), Qω,v〉 = λ〈N ′ω,v(Qω,v), Qω,v〉 = −λ(p− 1)‖Qω,v‖p+1Lp+1 .
Since Qω,v 6= 0, we have λ = 0. This yields that S′ω,v(Qω,v) = 0, that is, Qω,v is a solution
to (1.6). Moreover, we see that for any non-trivial solution u ∈ X to (1.6), Nω,v(u) = 0.
It follows from the definition of mω,v that Sω,v(Qω,v) ≤ Sω,v(u). Thus, we find that Qω,v
is a ground state to (1.6).
Next, we shall give a proof of Theorem 1.5. It suffices to show the case where v goes
to 1 because the other case can be proved similarly.
Proof of Theorem 1.5. Let ϕ ∈ X \ {0} satisfy supp ϕ̂ ⊂ [0,∞). This yields that
(|Dy|+ iv∂y)ϕ = (1− v)|Dy |ϕ
for v > 0. For λ > 0, we set ϕλ(x, y) = λϕ(x, λ
αy) (α > 2). Then, we have
Nω,v(ϕλ) = λ2−α‖∂xϕ‖2L2 + λ2(1− v)〈|Dy |ϕ,ϕ〉 + λ2−α‖ϕ‖2L2 − λp+1−α‖ϕ‖p+1Lp+1
= λ2−α
(
‖∂xϕ‖2L2 + λα(1− v)〈|Dy |ϕ,ϕ〉 + ω‖ϕ‖2L2 − λp−1‖ϕ‖p+1Lp+1
)
.
We take λ > 0 sufficiently large so that
‖∂xϕ‖2L2 + ω‖ϕ‖2L2 − λp−1‖ϕ‖p+1Lp+1 < −‖ϕ‖
p+1
Lp+1
.
For λ > 0, we set v = 1− λ−α so that
λ2(1− v)〈|Dy |ϕ,ϕ〉 = λ2−α〈|Dy|ϕ,ϕ〉 <
‖ϕ‖p+1
Lp+1
2
for sufficiently large λ > 0 This yields that
Nω,v(ϕλ) < −λ
2−α
2
‖ϕ‖p+1
Lp+1
< 0.
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By Lemma 2.2, we have
mω,v ≤ Iω,v(ϕλ) =
(
1
2
− 1
p+ 1
){
λ2−α‖∂xϕ‖2L2 + λ2(1− v)〈|Dy |ϕ,ϕ〉 + λ2−α‖ϕ‖2L2
}
.
Since α > 2, we see that
λ2−α‖∂xϕ‖2L2 , λ2−α‖ϕ‖2L2 → 0 as λ→∞.
and
λ2(1− v)〈|Dy |ϕ,ϕ〉 = λ2−α〈|Dy|ϕ,ϕ〉 → 0 as λ→∞.
Therefore, we have limv→1mω,v = 0. Since
mω,v = Iω,v(Qω,v) ≥
(
1
2
− 1
p+ 1
){‖∂xQω,v‖2L2 + ω‖Qω,v‖2L2} ,
we deduce that ‖∂xQω,v‖L2 , ‖Qω,v‖L2 → 0 as v → 1. This completes the proof.
5 Cauchy problem
In this section, we prove Theorem 1.6. To do so, we need several preparations. From the
result of Grafakos and Oh [14, Theorem 1], we see that the following inequality holds:
Lemma 5.1. For every 0 < s < 1, we have
‖|Dy|s(uv)‖L2 . ‖|Dy|su‖L2‖v‖L∞ + ‖u‖L∞‖|Dy|sv‖L2 (5.1)
for every u, v ∈ H˙s ∩ L∞(R).
Secondly, following Tzvetkov and Visciglia [25, Lemma 4.1], we shall prove the fol-
lowing lemma:
Lemma 5.2. For every 0 < s < 1 and 1 < p < 5, we obtain
‖|Dy|s(|u|p−1u)‖L2 . ‖|Dy |su‖L2‖u‖p−1L∞ (5.2)
for every u ∈ H˙s ∩ L∞(R).
Proof. First, we claim that the following identity holds:∫∫
R2
|u(y + h)− u(y)|2
|h|1+2s dydh = C∗‖|Dy |
su‖2L2 , (5.3)
where C∗ > 0 is a constant defined by (5.5) below.
It follows from the Plancharel theorem that∫
R
|u(y + h)− u(y)|2dy =
∫
R
|e−ihyFy[u](η) −Fy[u](η)|2dη,
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where Fy[u] is the Fourier transformation of u with respect to the variable y. This yields
that ∫∫
R2
|u(y + h)− u(y)|2
|h|1+2s dydh
=
∫ ∞
0
|F [u](η)|2
∫
R
|eiηh − 1|2
|h|1+2s dhdη +
∫ 0
−∞
|F [u](η)|2
∫
R
|eiηh − 1|2
|h|1+2s dhdη =: I + II.
(5.4)
We first consider I. Changing the variable r = ηh, we have∫
R
|eiηh − 1|2
|h|1+2s dh =
∫
R
|eir − 1|2 |η|
2s
|r|1+2s dr = C∗|η|
2s,
where
C∗ =
∫
R
|eir − 1|2
|r|1+2s dr. (5.5)
Therefore, we have
I = C∗
∫ ∞
0
|η|2s|F [u](η)|2dη. (5.6)
Next, we consider the case η < 0. Changing the variable r = −ηh, we obtain∫
R
|eiηh − 1|2
|h|1+2s dh =
∫
R
|e−ir − 1|2 |η|
2s
|r|1+2s dr = |η
2s|
∫
R
|eir − 1|2 1|r|1+2s dr = C∗|η|
2s.
This implies that
II = C∗
∫ 0
−∞
|η|2s|F [u](η)|2dη. (5.7)
By (5.4), (5.6) and (5.7), we see that (5.3) holds.
It follows from (5.3) that
C∗‖|Dy|s(|u|p−1u)‖2L2 =
∫∫
R2
∣∣|u|p−1u(y + h)− |u|p−1u(y)∣∣2
|h|1+2s dydh
. ‖u‖2(p−1)L∞
∫
R2
|u(y + h)− u(y)|2
|h|1+2s dydh
= C∗‖u‖2(p−1)L∞ ‖|Dy |su‖2L2 .
This completes the proof.
Next, we recall the following Strichartz estimate stated by Keel and Tao in [18].
Lemma 5.3 ([18]). Suppose that for each time t ∈ R, we have an operator U(t) :
L2(R2)→ L2(R2) which obeys the following estimates :
• For all t and all f ∈ L2(R2) we have
‖U(t)f‖L2x,y . ‖f‖L2x,y . (5.8)
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• For all t 6= s and all g ∈ L1(R2)
‖U(s)(U(t))∗g‖L∞x,y . |t− s|−σA‖g‖L1x,y . (5.9)
where σ,A > 0.
Then the estimates
‖U(t)f‖LqtLrx,y . A
1
r′
− 1
2 ‖f‖L2x,y ,
and ∥∥∥∥∫
t<s
U(t)(U(s))∗F (s)ds
∥∥∥∥
LqtL
r
x,y
. A
1
r′
+ 1
r˜′
−1‖F‖
Lq˜
′
t L
r˜′
x,y
,
hold for all sharp σ-admissible exponent pairs (q, r) and (q˜, r˜) i.e. they satisfy
1
q
+
σ
r
=
σ
2
.
As a consequence, we have the following Strichartz estimates.
Proposition 5.4. Let
S(t) := exp (it(∂xx − |Dy|)) .
Then, for f ∈ L2xHsy(R2) with s > 12 , we have
‖S(t)f‖L4
T
L∞x,y
. ‖f‖L2xHsy (5.10)
and for F ∈ L1TL2xHsy ∥∥∥∥∫ t
0
S(t− s)F (s)ds
∥∥∥∥
L4
T
L∞x,y
. ‖F‖L1
T
L2xH
s
y
. (5.11)
Remark 5.1. The proofs of (5.10) and (5.11) does not seem to follow from 1D-Strichartz
estimate because of a problem of changing x and y spatial norms. Instead, we adapt a
standard proof using a semi-classical approach (for more details, see for example [2], [18],
[23], [28] and the references therein).
Proof. Let ϕ ∈ C∞0 (R) be a cut-off function 0 ≤ ϕ ≤ 1 and h ∈ (0, 1]. Denote by
Sh(t) := S(t)ϕ(h|Dy |),
where the operator ϕ(h|Dy |) is defined by
Fy(ϕ(h|Dy |)f)(ξ) = ϕ(h|ξ|)Fy(f)(ξ).
We recall the Bernstein estimate (see, for example, [19, Lemma 11.4])
‖ei(t−s)|Dy |ϕ(h|Dy |)g1‖Lpy . h
1
p
− 1
q ‖ei(t−s)|Dy |ϕ(h|Dy |)g1‖Lqy , for any p, q ≥ 1,
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and the dispersion estimate for 1D Schro¨dinger operator (see e.g. Cazenave [4, Proposi-
tion 2.3]),
‖ei(t−s)∂xxg2‖L∞x . |t− s|−
1
2 ‖g2‖L1x , for any g2 ∈ L1x(R).
Then, from the two previous estimates with g1 = e
i(t−s)∂xxf and g2 = f and p =∞ and
q = 1, we have
‖Sh(s)(Sh(t))∗f‖L∞x,y . h−1‖ei(t−s)∂xxϕ(h|Dy |)f‖L1yL∞x . |t− s|−
1
2h−1‖f‖L1x,y .
This allows us to apply Lemma 5.3 because Sh is a unitary operator on L
2(R2). Since
(4,∞) and (∞, 2) are sharp 12 -admissible exponent pairs, we obtain
‖Sh(t)f‖L4
T
L∞x,y
. h−
1
2 ‖f‖L2x,y ,
and ∥∥∥∥∫
t<s
Sh(t)(Sh(s))
∗F (s)ds
∥∥∥∥
L4
T
L∞x,y
. h−
1
2 ‖F‖L1
T
L2x,y
.
By choosing ϕ˜ ∈ C∞0 (R \ {0}) satisfying ϕ˜ = 1 near the support of ϕ, we write
Sh(t)f = S(t)ϕ˜(h|Dy |)ϕ(h|Dy |)f.
We apply the two previous estimates with S(t)ϕ˜(h|Dy |) and ϕ(h|Dy |)f instead of Sh(t)
and f , respectively. Then, we obtain
‖Sh(t)f‖L4
T
L∞x,y
. h−
1
2‖ϕ(h|Dy |)f‖L2x,y , (5.12)
and ∥∥∥∥∫
t<s
Sh(t)(Sh(s))
∗F (s)ds
∥∥∥∥
L4
T
L∞x,y
. h−
1
2‖ϕ(h|Dy |)F‖L1
T
L2x,y
. (5.13)
Now, we take h = N−1 with N is a dyadic number i.e. N = 2n, n ∈ N. Note that
S(t)f =
∑
N=2n,n∈N
S(t)ϕ(N−1|Dy|)f,
This together with (5.12) and the Cauchy Schwarz inequality for the sum on N yields
that
‖S(t)f‖L4
T
L∞x,y
.
∑
N=2n,n∈N
‖SN−1(t)f‖L4
T
L∞x,y
.
∑
N=2n,n∈N
N
1
2‖ϕ(N−1|Dy|)f‖L2x,y
≤
 ∑
N=2n,n∈N
N2s‖ϕ(N−1|Dy|)f‖2L2x,y
 12  ∑
N=2n,n∈N
N−2s+1
 12
. ‖f‖L2xHsy ,
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where we have used the fact s > 1/2 in the last inequality. This leads to (5.10). Applying
a similar argument to the above estimate, we infer from (5.13) that∥∥∥∥∫
t<s
S(t)(S(s))∗F (s)ds
∥∥∥∥
L4
T
L∞x,y
.
∑
N
∥∥∥∥∫
t<s
SN−1(t)(SN−1(s))
∗F (s)ds
∥∥∥∥
L4
T
L∞x,y
.
∑
N
N
1
2‖ϕ(N−1|Dy|)F‖L1
T
L2x,y
.
∫ (∑
N
N s‖ϕ(N−1|Dy|)F (t)‖2L2x,y
) 1
2
dt
. ‖F‖L1
T
L2xH
s
y
Thus, we see that (5.11) holds.
Next, we recall the following fundamental result (see for example Theorem 1.2.5 in
[4]).
Lemma 5.5. Consider two Banach spaces X →֒ Y , an open interval I ⊂ R and 1 <
p, q ≤ ∞. Let (un)n∈N be a bounded sequence in Lq(I, Y ) and u : I → Y be such that
un(t)⇀ u(t) in Y as n→∞, for a.a. t ∈ I. If (un)n∈N is bounded in Lp(I,X) and if X
is reflexive, u ∈ Lp(I,X) and ‖u‖Lp(I,X) ≤ lim infn→∞ ‖un‖Lp(I,X).
Using Lemmas 5.1, 5.2, 5.5 and Proposition 5.4, we shall show Theorem 1.6.
Proof of Theorem 1.6. The equation (1.1) with u|t=0 = u0 is equivalent to the following
integral equation:
ψ(t) = S(t)ψ0 + i
∫ t
0
S(t− τ)|ψ|p−1ψ(τ)dτ.
We put
YT := L
4((−T, T );L∞x,y(R2)) ∩ L∞((−T, T );L2xHsy(R2)),
where s > 1/2. Fix T,M > 0, to be chosen later, and consider the set
E :=
{
u ∈ YT | ‖u‖L4
T
((−T,T );L∞x,y(R
2)) ≤M, ‖u‖L∞T ((−T,T );L2xHsy(R2)) ≤M
}
equipped with the distance
d(u, v) = ‖u− v‖L4
T
((−T,T ),L∞x,y(R
2)) + ‖u− v‖L∞T ((−T,T ),L2x,y(R2)).
We will split the proof into two steps. In the first one we will show that (E, d) is a complete
metric space. The second one is dedicated to the contraction mapping argument.
Step 1 : We shall prove that (E, d) is a complete metric space. It is sufficient to show
that E is a closed subspace in L∞((−T, T ), L2x,y(R2)) ∩ L4((−T, T );L∞x,y(R2)) which is a
complete metric space equipped with the distance d.
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Let (un)n∈N be a sequence included into E and satisfying d(un, u) → 0 as n → ∞
for some u ∈ L∞((−T, T ), L2x,y(R2)) ∩ L4((−T, T );L∞x,y(R2)). Our aim is to prove that
u ∈ E. We know that
‖u‖L4
T
L∞x,y
≤M
is a direct consequence of the convergence un → u in L4((−T, T );L∞x,y(R2)) as n → ∞.
It remains to show that
u ∈ L∞((−T, T );L2xHsy(R2)) ‖u‖L∞T L2xHsy ≤M. (5.14)
From the fact limn→∞ d(un, u) = 0, we can easily see that un(t) → u(t) in L2x,y(R2) for
a.a. t ∈ (−T, T ). We apply Lemma 5.5 for X = L2xHsy(R2), Y = L2x,y(R2) and p = q =∞
in order to obtain u(t) ∈ L2xHsy(R2) and
‖u(t)‖L2xHsy ≤ lim infn→∞ ‖un(t)‖L2xHsy ≤M,
for a.a. t ∈ (−T, T ). This proves (5.14). Thus u ∈ E and (E, d) is a complete metric
space.
Step 2 : For each u0 ∈ L2xHsy(R2), we put
T [u](t) := S(t)u0 + i
∫ t
0
S(t− τ)|u|p−1u(τ)dτ.
Thus, it is enough to show that T [u] is a contraction mapping on E. First, we claim that
T maps from E to itself. By the Sobolev embedding Hsy(R) →֒ L∞y (R) (s > 1/2), the
Strichartz estimate (5.10) and (5.11), the inequality (5.2) and the Ho¨lder inequality, we
have
‖T [u](t)‖L4
T
L∞x,y
. ‖u0‖L2xHsy + ‖|u|p−1u‖L1TL2xHsy
. ‖u0‖L2xHsy + ‖‖u‖
p−1
L∞y (R)
‖u‖Hsy‖L1TL2x
. ‖u0‖L2xHsy + ‖‖u‖
p−1
L∞x,y
‖u‖L2xHsy‖L1T
. ‖u0‖L2xHsy + T θ‖u‖
p−1
L4
T
L∞x,y
‖u‖L∞
T
L2xH
s
y
,
(5.15)
where θ = (5− p)/4. This yields that there exist C1,1 > 0 and C1,2 > 0 such that
‖T [u](t)‖L4
T
L∞x,y
≤ C1,1‖u0‖L2xHsy + C1,2T θMp. (5.16)
Similarly, by the Strichartz estimate (5.11), the inequality (5.2) and the Ho¨lder inequality,
we obtain
‖T [u](t)‖L∞
T
L2xH
s
y
. ‖u0‖L2xHsy + ‖‖|u|p−1u(τ)‖Hsy‖L1TL2x
. ‖u0‖L2xHsy + T θ‖u‖
p−1
L4
T
L∞x,y
‖u‖L∞
T
L2xH
s
y
.
(5.17)
If 1 < p < 5, we write
‖T [u](t)‖L∞
T
L2xH
s
y
≤ C2,1‖u0‖L2xHsy + C2,2T θMp, (5.18)
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where C2,1 > 0 and C2,2 > 0. We take M > 0 sufficiently large so that
max{C1,1, C2,1}‖u0‖L2xHsy(R2) <
M
2
.
For such M > 0, we take T > 0 sufficiently small so that max{C2,1, C2,2}T θMp < M/2.
This together with (5.16) and (5.18) yields that
‖T [u](t)‖L4
T
L∞x,y
≤M and ‖T [u](t)‖L∞
T
L2xH
s
y
≤M.
This implies that T [u] ∈ E when 1 < p < 5.
If p = 5, θ = 0 and (5.17) becomes
‖T [u](t)‖L∞
T
L2xH
s
y
≤ M
2
+ C2,2M‖u‖4L4
T
L∞x,y
. (5.19)
For T small enough, we claim that
‖u‖L4
T
L∞x,y
≤ δ, (5.20)
where δ > 0 is a small real number. Including (5.20) into (5.19), we infer that
‖T [u](t)‖L∞
T
L2xH
s
y
≤ M
2
+ C2,2Mδ
4.
Hence, for δ small enough, we obtain
‖T [u](t)‖L4
T
L∞x,y
≤M and ‖T [u](t)‖L∞
T
L2xH
s
y
≤M,
and then T [u] ∈ E when p = 5.
We will prove now (5.20). We write the Duhamel formula
u(t) = S(t)u0 + i
∫ t
0
S(t− τ)|u|4u(τ)dτ.
Using (5.11) and Ho¨lder estimate, we get
‖u‖L4
T
L∞x,y
. ‖S(t)u0‖L4
T
L∞x,y
+ ‖|u|4u‖L1
T
L2xH
s
y
. ‖S(t)u0‖L4
T
L∞x,y
+ ‖u‖4L4
T
L∞x,y
‖u‖L∞
T
L2xH
s
y
≤ ‖S(t)u0‖L4
T
L∞x,y
+ C2,2M‖u‖4L4
T
L∞x,y
. (5.21)
By (5.10) and the dominated convergence, we have
‖S(t)u0‖L4
T
L∞x,y
→ 0 as T → 0.
So that, for sufficiently small T > 0,
‖S(t)u0‖L4
T
L∞x,y
≤ δ
2
. (5.22)
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Assume by contradiction that (5.20) does not hold i.e. ‖u‖L4
T
L∞x,y
= qδ with q > 1. From
(5.21) and (5.22), we obtain
qδ ≤ δ
2
+ C2,2Mq
4δ4 < δ,
for δ > 0 small enough. Thus q < 1 which is a contradiction. This finishes the proof of
(5.20).
Next, we shall show that T is a contraction mapping on E. Let u, v ∈ E. For
1 < p < 5, as in the similar estimate to (5.15) and (5.17), we have
‖T [u]− T [v]‖L4
T
L∞x,y
. T θMp−1d(u, v),
and
‖T [u]− T [v]‖L∞
T
L2x,y
. T θMp−1d(u, v).
Taking T > 0 sufficiently small, we have d(T [u],T [v]) < 12d(u, v). Therefore, we
deduce that T is a contraction mapping.
If p = 5, we have in a similar way to (5.15) and (5.17), we obtain
‖T [u]− T [v]‖L4
T
L∞x,y
. ‖u‖4L4
T
L∞x,y
d(u, v),
and
‖T [u]− T [v]‖L∞
T
L2x,y
. ‖u‖4L4
T
L∞x,y
d(u, v).
For T > 0 sufficiently small, we infer from (5.20) that d(T [u],T [v]) < 12d(u, v). Hence,
T is a contraction mapping.
This completes the proof.
Remark 5.2. (5.20) is also true for 1 < p < 5. However, we use the smallness in T
instead to obtain dependence of the maximal time of existence with respect to the L2xH
s
y
norm of the initial data. Namely, we see that
lim
t→Tmax
‖u(t)‖L2xHsy =∞.
On the other hand, the method used in the case p = 5 gives a different blow-up criteria
depending on the Strichartz norm (see Chapter 4 in Cazenave [4] for more details).
A Some regularity result
In this appendix, we will show that the function ψω introduced in Lemma 3.2 and defined
by (3.1) belongs to the energy space X. We recall that this fact is important to prove
Lemma 3.3.
We have the following result.
Proposition A.1. Assume that 7/3 < p < 5. Let ψω be a function defined by (3.1).
Then, we have ψω ∈ X.
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By the scaling property (1.5), we may assume that ω = 1. We put
R1 = ∂ωQω|ω=1 = 1
p− 1Q1 +
x∂xQ1
2
+ y∂yQ1.
Then, R1 satisfies the following:
− ∂xxR1 + |Dy|R1 +R1 − pQp−11 R1 = −Q1. (A.1)
Here, we recall the results of [9].
Theorem A.1 (Theorem 4.7 of [9]). Let ω > 0 and 1 < p < 5. For any k ∈ N and
any solution Qω to (1.3), we have Qω ∈ Hk ∩ C∞(R2). Moreover, all its derivatives are
bounded and tends to zero at infinity.
Theorem A.2 (Theorem 5.9 of [9]). Let ω > 0 and 1 < p < 5. There exists σ0 > 0 such
that for any 0 ≤ σ < σ0 and 0 ≤ s < 3/2, we have
(eσ|x| + |y|s)Qω(x, y) ∈ L1 ∩ L∞(R2).
It follows from Theorems A.1 and A.2 that Qp−1ω x∂xQω, Q
p−1
ω y∂yQω ∈ L2(R2) for
p > 7/3. Thus, if we put P (x, y) := −Q1 + pQp−11 R1, we see that P ∈ L2(R2) To prove
Theorem A.1, we shall also apply the following result of Lizorkin [21]
Proposition A.2 (Lizorkin [21]). Let Φ : Rd → R be Cd for |ξi| > 0, j = 1, 2, . . . , d.
Assume that there exists M > 0 such that∣∣∣∣ξk11 · · · ξkdd ∂kΦ
∂ξk11 · · · ∂ξkdd
∣∣∣∣≤M (A.2)
with ki = 0 or 1 (i = 1, 2, . . . , d), k = k1 + k2 · · · + kd = 0, 1, 2, . . . , d. Then, we have
Φ ∈Mq(Rd) (1 < q <∞). Namely, there exists C > 0 such that
‖F−1 [ΦF [f ]] ‖Lq ≤ C‖f‖Lq
for f ∈ S(Rd).
We are now in position to prove Theorem A.1.
Proof of Theorem A.1. Let
Φ1(ξ1, ξ2) =
1
|ξ1|2 + |ξ2|+ ω , Φ2(ξ1, ξ2) =
−ξ21
|ξ1|2 + |ξ2|+ ω ,
Φ3(ξ1, ξ2) =
|ξ2|
|ξ1|2 + |ξ2|+ ω .
We can easily check that Φi (i = 1, 2, 3) satisfies the condition (A.2).
It follows from (1.3) that
R1 = F−1 [Φ1(ξ1, ξ2)F(P )] , ∂xxR1 = F−1 [Φ2(ξ1, ξ2)F(P )] ,
|Dy|R1 = F−1 [Φ3(ξ1, ξ2)F(P )] .
(A.3)
Since P ∈ L2(R2), we have R1, ∂xxR1, |Dy|Q1 ∈ L2(R2). This yields that R1 ∈ X, which
completes the proof.
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B Tools for compactness
Lemma B.1 (Brezis and Lieb [3]). Assume that 1 < q < ∞. Let {un} be a bounded
sequence in Lq(Rd) such that
lim
n→∞
un(x) = u∞(x) almost all x ∈ Rd (B.1)
for some function u∞ ∈ Lq(Rd). Then, we have
lim
n→∞
∫
Rd
∣∣|un|q − |un − u∞|q − |u∞|q∣∣ dx = 0. (B.2)
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