In many applications, including climate science, power systems, and remote sensing, multiple input variables are observed for each output variable and the output variables are dependent. Several methods have been proposed to improve prediction by learning the conditional distribution of the output variables. However, when the relationship between the raw features and the outputs is nonlinear, the existing methods cannot capture both the nonlinearity and the underlying structure well. In this study, we propose a structured model containing hidden variables, which are nonlinear functions of inputs and which are linearly related with the output variables. The parameters modeling the relationships between the input and hidden variables, between the hidden and output variables, as well as among the output variables are learned simultaneously. To demonstrate the effectiveness of our proposed method, we conducted extensive experiments on eight synthetic datasets and three real-world challenging datasets: forecasting wind power, forecasting solar energy, and forecasting precipitation over U.S. The proposed method was more accurate than state-of-the-art structured regression methods.
Introduction
Structured learning models such as Conditional Random Fields (CRFs) [3] ) have been widely used for classification and segmentation, since their inception a decade ago. However, use of structured models for regression is less explored. Recent years witnessed development of Gaussian CRFs (GCRFs) [10, 8, 13, 14] , which are elegant and powerful models for prediction of interdependent continuous output variables given highdimensional input variables. GCRFs model the conditional probability of outputs given inputs as a multivariate Gaussian distribution. The originally proposed GCRFs [8, 13] can model linear dependencies between inputs and outputs. Such models result in convex optimization, but might be too rigid for practical applications. To improve the representational power, the authors of [12] train GCRF on transformed features that are non-linearly projected from the original features using unsupervised methods such as radial basis functions (RBFs). However, the representations learned by unsupervised methods are not necessarily optimized for regression. Another recently proposed idea are Neural GCRFs [9] , which is a model used for expert integration. The idea of Neural GCRF is to allow experts to be a nonlinear combination of inputs. The limitation of the Neural GCRF is that it is constrained to a specific class of experts integration problems, and it cannot learn underlying structure among output variables.
The objective of this paper is to improve the representational power of a general class of GCRFs proposed in [13] . Our proposed solution relies on introduction of hidden variables that are nonlinear functions of input variables, such that our probabilistic framework for structured regression learns more informative representations and structural dependencies simultaneously. In such manner, our model can (1) model complex relationships between inputs and outputs; (2) improve modeling of relationships between outputs; and (3) enhance the structure learning with better representations.
It should be mentioned that modeling of complex relationships in CRFs used for classification is well studied, and that some of those ideas serve as inspirations for our proposed approach. However, our proposed modeling is different from any of previously published works. A common way to increase representational power of classification CRFs is to exploit kernels in the potential functions of CRFs [4, 11] , but it comes at the price of scalability. Another type of methods, called hidden state CRFs [5, 7] introduce discrete hidden variables between outputs and inputs to model high order dependencies, and allow for more flexible decision boundaries of CRFs. In contrast the proposed model introduces continuous hidden variables to stand for new input variables. Neural CRFs [1, 6] for structured classification were also proposed for introducing nonlinear features, but our proposed approach aims for solving structured regression.
Sparse Gaussian Conditional Random Fields
In this paper, we use capital letters to denote matrices, bold lower-case letters to denote column vectors and lower-case letters to denote scalars. For example, x represents a column vector and X represents a matrix. The ith row of X is denoted as X i: .
Suppose we are given a dataset with m i.i.d graph instances, where each graph instance has n input variables and p output variables. Let x ∈ R n denote the input variables and y ∈ R p denote the output variables. Gaussian Conditional Random Fields (GCRF) [8, 10] model the conditional distribution of y given x as a multivariate Gaussian distribution. The probability density function (pdf) of GCRF over a single graph instance as defined in [13] is
where the inverse covariance matrix Λ ∈ R p×p models the structure (or conditional dependencies) among p output variables, and Θ ∈ R n,p models the dependency of p output variables on n input variables. Z(x) is the partition function, which is the integral of the exponent term over y. The pdf of GCRF in (2.1) is a multivariate Gaussian with expectation −Λ −1 Θ T x and covariance Λ −1 . Therefore, the negative log-likelihood log P (y|x; Λ, Θ) is given by (2.2)
where |Λ| is the determinant of Λ. Let X ∈ R m×n and Y ∈ R m×p denote the input variables and the output variables of m graph instances, respectively. The negative log-likelihood function over m graph instances can be expressed as (2.3)
where
T X correspond to empirical covariance terms. Given m training graph instances, the objective is to find Θ and Λ that minimize negative log-likelihood (2.2). Sparse GCRF (SGCRF) assumes that both Λ and Θ are sparse, therefore, the objective function is defined as [13] :
where Λ 1, * and Θ 1 are 1 norms over off-diagonal elements of Λ, and 1 norms of Θ, respectively. The problem (2.4) is a constrained nonsmooth convex optimization due to the sparsity of parameters and positive definiteness constraint over Λ. Many solutions have been proposed to solve this problem [10, 13, 14] . In case of SGCRF, Newton coordinate descent was used [2, 13] .
Representation Learning based Structured Regression
In real life applications, raw features might not be linearly dependent with output variables. As SGCRF can only model linear dependencies, the structure among data is possibly not revealed correctly. To improve the representational power of SGCRF, we propose a novel iterative approach called Representation Learning based Structured Regression (RLSR) that is able to learn hidden representation of inputs, and structure among outputs simultaneously. This approach is motivated of two aspects: First, by considering structure information, representation learning can learn more predictive input features than raw features. Second, given more informative representations, structure learning can reveal intrinsic structure among data.
RLSR Model
Our proposed approach can model nonlinear dependency. To achieve this, we introduce hidden variables h ∈ R q , which are learned based on input variables, and model the conditional probability of outputs given learned hidden variables as a multivariate Gaussian distribution. The pdf of RLSR is given by
where h is a nonlinear mapping of x. The mapping is formulated as a parametric function
where w is a vector of parameters of f . Note that Λ ∈ R p×p still models the dependency among outputs y, but Θ ∈ R q×p models the dependency of outputs y on the new representation h. A general illustration of the proposed model on a single graph instance is presented in Figure 1a , where each of q hidden variables is learned based on n input variables, and p output variables are dependent on hidden variables.
Given m graph instances, the negative loglikelihood of the model defined in (3.5) and (3.6) is (3.7) (c) Figure 1 : Illustration of RLSR model on a single graph instance with (a)x ∈ R n , h ∈ R q and y ∈ R p , (b) optimized architecture: r = n/p and l = q/p, (c) optimized architecture: r = n/p and q = p.
m×q denotes the learned hidden variables of m graph instances, whose ith row are values of hidden variables h of the ith graph instance. Then the expectation and covariance of Y |H becomes −Λ −1 Θ T H T and Λ −1 , respectively. Therefore, the optimization problem is to find w, Λ and Θ that minimize negative loglikelihood
where we added a sparsity-inducing regularization term.
Note that the optimization function (3.8) is convex with respect to Λ and Θ, but not convex with respect to w, because H is a nonlinear function of X. A natural approach to solve this optimization problem is to alternately update a subset of parameters. In the proposed RLSR model, w is learned by fixing Λ, Θ, then Λ, Θ are learned by fixing w, and the process is repeated until termination(Algorithm 1). The optimization problem L r in (3.9), is obtained by removing constant terms (w.r.t w) from (3.7). Minimizing L s in (3.10) is equivalent to minimizing (3.8) while fixing w.
Representation Learning
The representation learning phase(R.L. in Figure 1a ). The nonlinear mapping function (3.6) is modeled using feedforward neural network (NN). Since there may be multiple hidden layers in feedforward neural network, the indirect connections in Figure 1a are represented as dashed lines. w refers to the parameters of neural network. The gradient of (3.9) with respect to w is
where the derivative ∂H ∂w depends on the structure of NN and is calculated using backpropagation. Since the optimization of NN is not convex, we use stochastic gradient descent as the learning algorithm. 
Representation Learning:
Structure Learning:
while not (stopping criteria) See Section 3.5.2
Structure Learning
The structure learning phase (S.L. in Figure 1a ), which aims to learn the sparse dependency (Θ) between h and y, and sparse structure (Λ) among y. Those sparse dependencies are represented as solid connections in Figure 1a . The optimization problem of structure learning L s , which is formulated as a 1-regularized quadratic programming problem (3.10), is similar to SGCRF. Hence, we adopt Newton coordinate descent in [13] for solving (3.10). The gradients with respect to Λ and Θ are given by
Optimized Architecture in Representation
Learning When the number of input variables is large, the proposed model in Figure 1a will be less efficient. In particular, the number of parameters in w is k(n + q) assuming there is a hidden layer in neural network Copyright © by SIAM Unauthorized reproduction of this article is prohibited.
with k hidden neurons between x and h. As a result, the model could become unstable, easy to overfit and computationally costly. In order to resolve this issue, we propose to modify the architecture in representation learning procedure, such that the number of weights is reduced. In practice, each output variable is explicitly associated with its own r = n/p input variables. So, we propose to reserve l = q/p hidden variables for each such group of inputs. Two typical cases of proposed architecture are presented in Figure 1b and Figure 1c .
In Figure 1b , there are r input variables corresponding to each output variable y. Therefore, n = p × r and q = p × l. The number of parameters in representation learning is reduced to Figure  1b , where there is only one hidden variable per output. Hence l = 1, q = p and the number of parameters in representation learning drops to k p (n + p). We note that the dimensionality of Θ in this case becomes p × p. Furthermore, by sharing structure, all data instances are used to train the same neural network, which leads to a more robust representation.
3.5 Implementation Details 3.5.1 Initialization Since the objective in representation learning is to minimize negative log-likelihood (3.9), neural network can handle arbitrary dimension of output. If there is only one output, then W 0 is initialized by learning neural network through minimizing mean square error. Λ 0 and Θ 0 are initialized using the estimated Λ and Θ from SGCRF by using H 0 as input. This typical case is illustrated in Figure 1c , and it is used as the setting in all of our experiments. It can be easily extended to initialize the case with multiple output, H 0 is initialized using the hidden neurons of neural network, then Λ 0 and Θ 0 can be initialized by using H 0 as input of SGCRF. Figure 1b presents the corresponding architecture.
Stopping Criteria
Since (3.9) is not convex, RLSR is not guaranteed to converge to a global optimum, hence, a part of the data is used for validation and the model stops when the accuracy on the validation data does not improve in the consecutive K iterations. After stopping, the estimated parameters of the current iteration are chosen as the optimized parameters of RLSR. In case the stopping criteria is not met, RLSR stops when the maximum number of iterations T is reached. In our implementation, we set K = 10 and T = 30. In addition, Newton coordinate descent converges when subgradient is less than a small tolerance 1e − 6.
Synthetic Data Experiments 4.1 Data Generation
We generated data with 4 different structures and 2 different relationships between X and representation H, resulting in 8 different datasets. The 4 versions of Λ ∈ R p×p included chain structure, spatial (grid) structure, spatiotemporal (cube) structure, and random structure (see Figure 2) . Each output variable y corresponds to a node. For chain structure, there are p = 50 nodes in each graph instance. The spatial structure is generated as 7 × 7 grid, with a total of p = 49 nodes. Each node is connected to its 4 nearest neighbours. For spatiotemporal structure, we assume a 4 × 4 grid is observed in 3 consecutive timestamps, which resulted in p = 48 nodes. In addition to being connected to its 4 nearest spatial neighbour nodes, each node was also connected to its two temporal neighbours. For random structure, there are p = 50 nodes in each graph instance. In order to ensure sparsity of Λ, each entry of Λ was generated as 1 with probability 0.1, and as 0 with probability 0.9. To guarantee positive definiteness, we performed a line search to increase the values of diagonal entries until Λ became diagonally dominant.
For each structure, Θ ∈ R q×p was generated as a diagonally dominant sparse matrix. For each column of Θ, each entry was generated as 0.2 with probability 0.1, and 0 otherwise. The diagonal entries of Θ were generated as 1. We used this setting due to the fact that each h always contributes the most in predicting corresponding y, which reflects many real data. X ∈ R m×n was generated as a uniform distribution from −1 to 1, where m = 1600. Y was generated according to Copyright © by SIAM Unauthorized reproduction of this article is prohibited. (3.5) . In synthetic data, we assumed n = q for simplicity of presentation.
Regarding the dependency between X and H, it was generated either as a linear relationship H = 5X + 5, or as nonlinear relationship H = 10 sin(5X). The first row of Table 1 lists the resulting 8 datasets. 'Lin' and 'Non' refer to linear and nonlinear relationship between X and H, respectively. C stands for chain structure, S stands for spatial structure, ST stands for spatiotemporal structure, and R stands for random structure.
Effectiveness of RLSR
To investigate the effectiveness of RLSR, we evaluated the model on all 8 datasets we generated and compared it with 3 baseline methods:
• Feedforward Neural Network (NN). NN is a competitive unstructured baseline. We trained a neural network to predict each output directly using its corresponding input.
• SGCRF [13] . A baseline for structured models, which can only model linear relationship between inputs and outputs.
• NN + SGCRF. Similar to [12] , in this baseline, NN is first trained in a supervised way to learn a mapping from X to Y . The outputs of NN are treated as hidden variables and SGCRF is applied to learn relationship between the hidden and output variables.
• Ground Truth (GT). It is the generated expectation of P (Y |H) and represents the optimal model. In this experiment, we used 1, 000 graph instances for training, 300 graph instances for validation and 300 graph instances for testing. The regularization parameter λ = {10 −4 , 10 −3 , 10 −2 , 10 −2 , 1} was optimized using the validation data for SGCRF and NN+SGCRF.
Mean square error (MSE) of all models is shown in Table 1 . The results indicate that NN works worse in the dataset with complicated underlying structure. SGCRF was not able to handle nonlinear relationship between X and H, while NN+SGCRF was able to handle such relation, and outperformed SGCRF. However, RLSR outperformed all other baselines on all datasets. This observation reveals the fact that learning simultaneously the representation and structure in RLSR is mutually beneficial, and that it outperforms NN+GCRF, where learning representation and structure are performed independently. We also notice that RLSR performs close to GT predictions on many datasets, which indicates the robustness of RLSR in achieving good performance even though the optimization is non-convex.
Analysis of RLSR
In addition to conducting regression, another important task of RLSR is structure learning. We analyzed the results of RLSR on the 'RNon' dataset because it mimics real applications. The visualization of Λ of SGCRF, NN+SGCRF, RLSR, and GT are presented in Figure 3{ It is clear that the estimated Λ from SGCRF, NN+SGCRF, and RLSR exhibited the pattern of true Λ, however, they are estimated with different levels of noise. This is also noticed when computing the Euclidean distance dist between the estimated Λ and the true Λ. The estimated Λ from SGCRF contains more noise (dist = 0.698) than other baselines because it uses the raw features as input, while other baselines use estimated representation as input. The estimated Λ of RLSR has less noise (dist = 0.323) than Λ estimated Copyright © by SIAM Unauthorized reproduction of this article is prohibited.
from NN+SGCRF (dist = 0.391). This is because the representation of RLSR is learned along with structure learning. In contrast, in NN+SGCRF, structure is not taken into consideration in learning 'representation'. Figure 3{ (e),(f),(g),(h)} shows the dependency between X or H and Y . As we can see, the dependency matrix of SGCRF which uses the raw input X is far (dist = 0.196) from the true dependency matrix. Both NN+SGCRF and RLSR present more precise pattern, however, the estimated ΘΛ −1 from RLSR is closer (dist = 0.124) to the true one.
Real Data Experiments
We evaluated RLSR and the baseline models on 3 realworld challenging datasets: forecasting wind power for multiple farms, forecasting solar energy, and forecasting precipitation for multiple locations in U.S.
In all 3 datasets, the task is to forecast the target variable in the future, therefore, k-fold cross validation is no longer a suitable experimental setting because it is not reasonable to use future data to predict the past. Hence, we applied the following settings. We consider a window with r + v + t graphs, where we train models on the first r graphs using the following v graphs for validation. Then, we forecast the final t graphs using the tuned model. Afterwards, we shift the window forward by t graphs and repeat the same process on the new window. Therefore, with m graphs in total, we are able to evaluate models on m−(r+v) t ) windows.
Wind Power Forecasting
Wind power data is obtained from the Global Energy Forecasting 2012 competition 1 . The task is to hourly predict wind power at 7 nearby wind farms for the next 48-hour period. Each farm has 4 features (zonal and meridional wind components, wind speed, and wind direction). The data is available for 1080 days (36 months) from 2009/07 to 2012/06. We used 48 hours of data to generate a single graph, resulting in 540 graphs. Each graph has 4 * 7 * 48 = 1344 features and 7 * 48 = 336 outputs (X ∈ R 540×1344 and Y ∈ R 540×336 ). Missing values in Y are imputed using the average of the non-missing values from the same farm in the same or neighbor day.
In wind power forecasting, we compared proposed model with NN, SGCRF, NN+SGCRF and RBF+SGCRF, which is used in [12] on same dataset. For the NN+SGCRF model, we tuned λ on each window with values taken from [10 −4 , 10 −3 , 10 −2 , 10 −1 , 1]. The best λ is chosen as the regularization parameter for all other baselines. For RBF+SGCRF, we used 10 RBF functions as suggested in [12] on same data. First, we evaluated the effect of varying training sizes on the performance of all models. In order to have fair comparison among all models with different training sizes, we created 8 windows, each of which is created by setting v = 30, t = 30. We consider 4 different training sample sizes r = {180, 210, 240, 270}, Under this setting, each chunk of test data contains wind energy record of 60 days. In this way, all models with different training sizes will use exactly the same validation and will be evaluated on exactly the same test data. The results are shown in Figure 4 . It is evident that by increasing the training data up to 240 graph instances, the model has better MSE. However, the MSE increased when r = 270 due to noise from past 1.5 years when predicting 2 months. As NN is subject to overfiting with noise, both NN+SGCRF and RLSR are effected. Error of RBF+SGCRF has not increased when learning from 270 graph instances, but it was still the least accurate of four methods compared at Figure  4 . Due to the much larger error of SGCRF, we removed the performances of SGCRF for Figure 4 for the ease of presentation.
In the subsequent experiments, we compare all models using 16 months (240 graphs) for training. Table 2 shows the comparison between our model and the baseline models. In addition, we compared our proposed model with RBF + SGCRF, which is used for forecasting wind power [12] . Raw inputs are mapped to a new space using Radial Basis Functions and SGCRF is directly trained with the new inputs. As shown in Table  2 , RLSR outperforms SGCRF NN + SGCRF, NN, and RBF + SGCRF by 47 times, 6.1%, 18.3%, and 34.7%, respectively.
Finally, we compared Λ and Θ learned by all of the baseline methods in window 7 (where RLSR wins the most) as shown in Figure 5 and Figure 6 , respectively. It is clear that Λ are learned similarly in all of the other 3 models except in SGCRF model. SGCRF barely learn right Λ or Θ, which results in its poor performance. We noticed that RLSR learns denser Θ than NN + SGCRF, although they used the same λ value. Our conclusion is that RLSR not only learns better representation, but also reveals underlying dependency more precisely.
Copyright © by SIAM Unauthorized reproduction of this article is prohibited. . Missing Y are imputed using the average of non-missing data of Y from same days over all years. Also, the values of both X and Y of raw data vary a lot in a large range. We did logarithm smoothing over the values of X and Y .
We observed seasonal patterns with solar energy income within each year as shown in Figure 7. (y of the same day of different years have similar values.) Therefore, in our experiment, graphs from January to April belong to the first season, graphs from May to August belong to the second season and graphs from September to December belong to the third season. In such a partitioning all peak values were in the second season. And three seasons have 1680, 1708, 1722 graphs, respectively. We created 8 windows in each season by setting r = 600, v = 120, t = 120. We used the same settings for hyperparameter selection as in wind forecasting. We report the mean and stand deviation of MSE on 8 windows in Table 3 . Our proposed model outperforms all baselines by at least 50%. Since the raw input variable x ∈ R 7×350 has high dimension, we didn't get the result of SGCRF in 48 hours. The learned Λ and Θ of RLSR and NN + SGCRF are compared at Figure 8 . There is little conditional dependency among y (Λ is diagonal), so the dependencies between y and h dominate. Therefore, when RLSR learns a better Copyright © by SIAM Unauthorized reproduction of this article is prohibited. representation and dependencies than NN + SGCRF, predictions of y become much more accurate.
Precipitation Forecasting
The task is to forecast daily precipitation across multiple locations based on several climatological features. We used the groundbased precipitation data from 1948 to 2007, collected on 1, 218 sites over U.S. It is downloaded from NOAA's National Climate Data Center (NCDC) website 3 . For the climate features, we used the product from the NCEP/NCAR Reanalysis 1 project [6] in the same duration. It provides 6 climate indicators for 124 sites across the U.S. everyday, which are omega (Lagrangian tendency of air pressure), precipitable water, relative humidity, temperature, u-wind, and w-wind (zonal and meridional components of the wind). In order to collocate the climate indicators and the precipitation data, we took out only 124 sites, such that for each site, both precipitation and indicators are available. We also incorporated the following 3 geographical features for each site: latitude, longitude and the distance between the climate features and precipitation. After aggregating monthly data from the daily recordings, we have 124 3 http://www.ncdc.noaa.gov/ nodes on each graph, i.e, Y ∈ R 708×124 , X ∈ R 708×1116 . Missing values in Y are imputed using the average of the non-missing data from same month over all years.
Our assumption is that precipitation is controlled by seasonal effects, which suggests training models for Spring, Summer, Fall and Winter separately. The number of graphs for each season is 177. We were also able to create 10 windows for each season, by setting r = 90, v = 6, t = 6. In total, we tested precipitation forecasting on 60 graphs for each season. The results are shown in Table 4 .
The last column of Table 4 shows the performance on annual rain forecasting where 10 windows were created, with r = 360, v = 24, t = 24, such that we tested 240 graphs in total. For model learning and hyperparameter tuning, we used the same settings as in other real data experiments. Our proposed RLSR mdoel outperformed NN + SGCRF by as much as 6.2% and was much more accurate than SGCRF.
The estimated Λ of RLSR of yearly precipitation data is presented in Figure 9a , which exhibits obvious spatial dependency among 124 stations over U.S. As Λ is the precision matrix, each nonzero blue entry Λ ij indicates the conditional dependency between the ith station and the jth station. The sparse structure of learned Λ is shown at Figures 9b,9c and 9d as red edges on the U.S. map for low, medium and high thresholds on the values of Λ, respectively. As we can see, the connections in the northern U.S. present for increased threshold. This implies the meteorological similarity across certain regions of North America.
Conclusion
In this paper, we proposed the RLSR model for joint learning of representation and structure in sparse regression. The experiments on synthetic data provide evidence that joint learning is mutually beneficial for discovering a more predictive representation and structure. This is further confirmed by experiments on challenging real-world applications which demonstrated the effectiveness of our proposed model.
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