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Abstract
Speaker recognition is the task of identifying speakers based on their speech
signal. Typically, this involves comparing speech from a known speaker, with
recordings from unknown speakers, and making same-or-different speaker
decisions. If the lexical contents of the recordings are fixed to some phrase,
the task is considered text-dependent, otherwise it is text-independent. This
dissertation is primarily concerned with this second, less constrained problem.
Since speech data lives in a complex, high-dimensional space, it is difficult
to directly compare speakers. Comparisons are facilitated by embeddings:
mappings from complex input patterns to low-dimensional Euclidean spaces
where notions of distance or similarity are defined in natural ways. For almost
ten years, systems based on i-vectors–a type of embedding extracted from
a traditional generative model–have been the dominant paradigm in this
field. However, in other areas of applied machine learning, such as text or
vision, embeddings extracted from discriminatively trained neural networks
are the state-of-the-art. Recently, this line of research has become very active
in speaker recognition as well. Neural networks are a natural choice for this
purpose, as they are capable of learning extremely complex mappings, and
when training data resources are abundant, tend to outperform traditional
ii
methods. In this dissertation, we develop a next-generation neural embedding–
denoted by x-vector–for speaker recognition. These neural embeddings are
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Capturing speaker characteristics is important for speech-enabled technolo-
gies that support multiple users and require authentication or personalization.
For example, a telephone banking system may use speaker identity to control
access or a home device may utilize this information to provide personal-
ized interaction. Tackling these problems involves extracting embeddings
from speech segments, which are then compared to produce same-speaker or
different-speaker decisions. Since its introduction by Dehak et al. (2011), the
i-vector has become the most popular embedding used in speaker recognition,
and has also been widely used in related tasks, such as spoken language
recognition and speaker diarization. The i-vector framework is described in
more detail in Section 2.4.1.
1
Chapter 1. Introduction
Due to many sources of variability, speaker recognition is a challenging
problem. A significant body of work has been devoted to compensating for
channel variability: variations due to device (e.g., landline or cellphone) or
environment. Historically, the field has focused primarily on telephone speech.
However, the rise of speech-enabled home devices and online video audio
expose speaker recognition to more unconstrained speech, where degradation
due to speaker distance, reverberation, external noises and extremely short
recordings is common. Therefore, it is important to develop embeddings
(and methods to compare embeddings) that are robust to these sources of
variability.
1.1 Contributions
The focus of this dissertation is the development of more powerful embed-
dings for capturing speaker characteristics. The dissertation proposes the use
of deep neural networks that map variable-length speech segments to fixed
dimensional representations, called x-vectors. The bulk of this dissertation
is concerned with application in text-independent speaker recognition. A
considerable, though smaller number of pages are devoted to the related tasks
of speaker diarization and spoken language recognition.
2
1.1. Contributions
The main contributions and findings of this dissertation are:
• The development of a novel embedding, called x-vectors, for text-independent
speaker recognition;
• Studies which compare a variety of methods to train the embedding
extractor, using different objective functions and data augmentation
techniques;
• Compared to conventional systems, x-vectors better utilize large-scale
training datasets and data augmentation techniques, and are more robust
in noisy, unconstrained recording conditions;
• Demonstration that the proposed representation achieves state-of-the-art
performance on standard speaker recognition evaluation datasets and
outperforms conventional systems based on i-vectors;
• Demonstration that x-vectors are applicable to related areas of speech
processing, and achieve state-of-the-art performance in spoken language
identification and speaker diarization.
In addition, most of the algorithms and source code relevant to the studies
performed in this thesis have been made freely available (under an Apache




This chapter provides a high-level overview of the dissertation and its impact.
Chapter 2 provides background on the speaker recognition task and related
work. The remaining chapters of the dissertation are organized primarily
based on the order in which the studies were performed. Chapter 3 describes
an end-to-end speaker recognition system, which was our first attempt at
replacing i-vectors for speaker recognition with neural network based mod-
els. In Chapter 4, the end-to-end approach is split into two parts, a DNN to
compute embeddings (called x-vectors), and a separately trained backend to
compare pairs of embeddings. In Chapter 5 we show that the x-vector archi-
tecture can be significantly improved with data augmentation. Appendix A
describes the augmentation corpus used, which was created as part of this
dissertation. The remaining chapters are devoted to other applications of
x-vectors in speech processing. Chapters 6 and 7 demonstrate how x-vectors
can be adapted to spoken language recognition and speaker diarization, re-
spectively. Chapter 8 combines the work of Chapters 5 and 7 and shows how
x-vector-based diarization and speaker recognition can be combined to handle
multi-speaker recordings. Finally, Chapter 9 concludes the dissertation with a





Speaker recognition is the task of authenticating the claimed identity of a
speaker, based on some speech signal and previously enrolled speaker record-
ing. A block-diagram of a speaker recognition system is illustrated in Fig-
ure 2.1. If the identity of the speaker is known in advance, we can enroll
the speaker into a database of speaker profiles. Speech from an unknown
speaker is referred to as test speech, and is often accompanied by an identity
claim. Typically, low-dimensional representations rich in speaker information
are extracted for both the enrollment speech (corresponding to the claimed
identity) and the test speech. Until recently, these representations were usually
5
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Figure 2.1: Diagram of a speaker recognition system.
i-vectors. The enroll and test representations are then compared to produce a
score. If the score is sufficiently high, we “accept” the claim that the enrolled
speaker is present in the test utterance. Conversely, if the score is low, we
“reject” this claim.
If the lexical content of the utterances is fixed to some phrase, the task is
considered text-dependent, otherwise it is text-independent. This disserta-
tion is primarily concerned with text-independent speaker recognition. In
Chapters 6 and 7 we also consider the related problems of spoken language
recognition and speaker diarization.
In this chapter, we describe several facets of text-independent speaker
recognition research which are relevant to this dissertation. Section 2.2 de-
scribes the corpora which are commonly used in speaker recognition. In
Section 2.4 we review current speaker recognition technology. Section 2.4.1
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gives an overview of i-vectors, the most popular embedding, and Section
2.4.1.2 describes probabilistic linear discriminant analysis, used in speaker
comparison (also called scoring) with i-vectors. Finally, in Section 2.4.2 we
review studies using direct neural network approaches, which the work in
this dissertation uses as a stepping stone.
2.2 Corpora
In this section, we will discuss datasets that are commonly used in speaker
recognition literature.
The National Institute for Standards in Technology (NIST) has played an
important role in speaker recognition research. Since 1996, NIST has organized
a speaker recognition evaluation (SRE) every one or two years. Long after
the evaluation officially ends, the datasets that NIST releases as part of these
evaluations continue to be used to benchmark speaker recognition perfor-
mance. Older SRE datasets are often incorporated into system training data,
which is then used to train models for later evaluations. Other commonly used
training resources in academic literature include corpora available through the
Linguistic Data Consortium (LDC), such as Switchboard and Fisher English.
To date, the majority of the NIST SREs consist primarily of telephone
7
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speech, with a smaller amount of microphone-recorded interviews. Although
comprised mostly of English speech, some SRE datasets have included a large
amount of non-English speech; notably, the NIST Speaker Recognition Evaluation
2016 (2016) consisted entirely of Cantonese and Tagalog speech.
To address gaps in the NIST SREs, SRI International created an evaluation
dataset called Speakers in the Wild (McLaren et al., 2016). This dataset con-
sists of unconstrained wideband audio, extracted from videos. Compared to
conventional speaker recognition corpora, video data is more diverse. Due to
a wide variety of devices, audio codecs and recording environments, speaker
recognition in the multimedia domain can be very difficult.
Recently, a large amount of training resources have been released in this
video-audio domain, through the VoxCeleb corpus (Nagrani, Chung, and
Zisserman, 2017).
2.3 Evaluating Performance
In this section, we discuss several commonly used metrics for evaluating the
performance of speaker recognition systems. The evaluation metrics for the
related task of speaker diarization are briefly discussed in Section 7.2.3. As
described in greater detail in Section 2.4.1.2, we typically use probabilistic
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linear discriminant (PLDA) to compare pairs of embeddings. PLDA produces
a comparison score, which is the log of the ratio of the probability that the
embeddings were produced by the same speaker, versus the probability that
they were produced by different speakers. If the comparison score is above a
decision threshold θ, we posit that the embeddings belong to the same speaker,
otherwise we declare that they belong to different speakers.








Table 2.1: An example of a trials file
Evaluating performance is enabled by a trials file, illustrated in Table 2.1.
This file defines which enrolled speakers are compared with which test ut-
terances, and what type of trial it is. There are two trial types, target which
denotes trials where the enrollment and test speakers are the same, and non-
target, where the speakers are different. Since we treat speaker recognition as
a binary detection problem, there are two types of errors:
1. Misses: false negatives that occur when the score for a target trial is less
than θ
2. False alarms: false positives that occur when the score for a non-target
9
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trial is greater than or equal to θ
Given a threshold θ, we can compute the empirical probability of false
alarms, PFA(θ) and the probability of misses, PMiss(θ). These two quantities
will serve as the basis for all performance metrics we use in the speaker recog-
nition portion of the dissertation. Equal error rate (EER) is a very commonly
used error metric that is obtained by sweeping thresholds until a value θEER is
found such that PFA(θEER) and PMiss(θEER) are equal. Therefore, when report-
ing this error rate, it is sufficient to report only PFA(θEER), once an appropriate
threshold is determined. Another commonly used threshold is the detec-
tion cost function (DCF), which is a weighted sum of PFA(θ) and PMiss(θ).
This is computed as Cdet(θ) = CmissPmiss(θ)Ptar + CFAPFA(θ)(1 − Ptar). There
are three application-dependent parameters: Cmiss which defines the cost of
misses, CFA which provides the cost of false alarms, and Ptar which defines the
prior probability of a target trial. Usually CFA = Cmiss = 1. A popular variant
is the minimum of the detection cost function Cmindet = minθCdet(θ).
2.4 Related Work
This chapter describes a subset of foundational work, and is focused primarily
on i-vector-based systems. This choice is for practical reasons. Until recently,
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i-vectors were the most popular method for text-independent speaker recogni-
tion (in addition to several related areas), and so they will serve as a baseline
for all experiments in this dissertation. In addition, there exists a large body of
work focusing on i-vector “backend” technology: methods for transforming
i-vectors, making comparisons, calibrating comparison scores, and adapting
systems. In Chapters 4 and 5 we will reuse this backend for x-vectors.
2.4.1 I-vectors
The i-vector paradigm uses factor analysis to compresses multiple sources
of speech variability (including speaker characteristics) into a fixed-length,
low-dimensional representation called an i-vector (Dehak et al., 2011). In most
state-of-the-art systems, a probabilistic linear discriminant analysis backend
compensates for undesirable channel characteristics captured in the i-vectors,
and provides a mechanism to classify pairs of i-vectors as belonging to the
same speaker or different speakers.
2.4.1.1 The Frontend: I-vector Extraction
Standard i-vector systems use a universal background model (UBM) in con-
junction with standard acoustic features to collect sufficient statistics for i-
vector extraction. Traditionally, the UBM is a Gaussian mixture model (GMM)
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trained on a large amount of speech to produce a model of the “average”
speaker. Usually, it is trained using the expectation maximization (EM) al-
gorithm on a large speech collection comprised of thousands of speakers.
A GMM is a mixture of C multivariate Gaussians. Each Gaussian corre-
sponds to an arbitrary acoustic or phonetic class. The acoustic features {xt}
are sequences of F-dimension vectors (e.g., 20-dimensional mel frequency
cepstral coefficients or MFCCs) each extracted from a small (e.g., 20ms) slid-
ing window over the audio. The GMM is parameterized by a set of scalar
weights {w0, w1, · · ·wC} that sum to 1, F-dimensional means {µ0, µ1, · · · µC}
and F × F dimensional covariances {Σ0, Σ1, · · ·ΣC}. This is written compactly
as λ = {{wc}, {µc}, {Σc}}. The GMM computes the likelihood that xt is
generated from the GMM parameterized by λ.




wcN(xt; µc, Σc) (2.1)
In the foundational work by Reynolds, Quatieri, and Dunn (2000), speaker-
level GMMs are created by adapting the GMM-UBM, which was trained on a
large number of speakers, to a specific speaker using maximum a posteriori
(MAP) adaptation. Given speech from an unknown speaker, we can determine
how likely the speech is generated from an adapted speaker model versus
12
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how likely it was generated by the UBM, enabling a likelihood ratio test. It has
been observed empirically that it is only necessary to adapt the UBM means
(rather than weights or covariances). Therefore, the speaker characteristics are
captured entirely by a shift with respect to the C UBM means. The i-vector
framework builds on this, and posits that the total variability of a recording
u is captured in a low-dimension subspace of that mean shift, mc(u) = µc +
Tcw(u), where mc(u) is the adapted mean. Given a sequence of T speech
features {x1, x2, · · · , xT} extracted from a recording u, w(u) ∼ N(0, I) is a
low-dimensional vector that captures the variability in the recording. This
results in a modification to the form of the Gaussian means in Equation 2.1:




wcN(xt; µc + Tcw(u), Σc) (2.2)
The relationship between the utterance-level means and the UBM means
can be represented compactly as follows:
m(u)− µ = Tw(u) (2.3)
Where m(u) and µ are FC-dimensional “supervectors,” the concatenation




2 · · · µ⊤C
]⊤
. The matrix
T is a tall skinny projection matrix with dimensions FC × W, that is trained
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using EM to maximize the likelihood of the training data. The i-vector w(u)
is of dimension W (usually 100–600). Once the projection matrix T is trained,
i-vectors are computed by accumulating 0th and centered 1st order statistics















p(c | xt)(xt − µc) (2.6)
The i-vector is a MAP point estimate, obtained as follows in Equation 2.7.
w(u) = (I + T⊤Σ−1N(u)T)−1T⊤Σ−1F̃(u) (2.7)
Where N(u) is a diagonal matrix of dimension FC × FC, with diagonal
blocks equal to Nc(u)IF×F and F̃(u) is an F × C-dimensional matrix whose
rows are equal to F̃c(u).
14
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2.4.1.2 The Backend: Channel Compensation and Scoring
Most modern speaker recognition systems use probabilistic linear discrimi-
nant analysis (PLDA) to compare pairs of i-vectors. PLDA was developed
independently by Ioffe (2006) and Prince and Elder (2007), though the latter’s
work is most often cited in the speaker recognition community.
The standard PLDA model assumes that an i-vector w(u) extracted for a
recording u that was generated by a speaker s can be decomposed into the sum
of (i) an offset m, (ii) a (typically) low-dimensional speaker specific component
Szs, and (iii) a within-speaker variability term ϵu,s to model session variability.
w(u) = m + Szs + ϵu,s (2.8)
The term m is a speaker-independent mean, zs ∼ N(0, I) is the latent factor
for speaker s, and ϵu,s ∼ N(0, Σ), where Σ is a full-covariance matrix.
Given two i-vectors w(u1) and w(u2) extracted from utterances u1 and u2,
and a trained PLDA model, we can compute the likelihood ratio between the
hypothesis Hsame that the i-vectors share the same speaker factor z, versus the
hypothesis Hdiff that the i-vectors were produced by different speakers, with
factors z1 and z2. The PLDA score is the log of this quantity, namely
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score = ln
p(w(u1), w(u2) | Hsame)
p(w(u1) | Hdiff)p(w(u2) | Hdiff)
, (2.9)
and is a sufficient statistic under the Gaussian assumptions for same-or-
different speaker decisions.
According to Garcia-Romero and Espy-Wilson (2011), i-vectors exhibit
non-Gaussian behavior. The authors proposed a process of whitening and
length-normalization, prior to providing them as input to a PLDA model.
This encourages i-vectors to conform to the Gaussian assumptions of PLDA,
and, empirically, it tends to improve performance. In this dissertation, we
either apply this form of post-processing to the new embeddings, or a modi-
fication that replaces the whitening transform with one learned from linear
discriminant analysis (LDA).
2.4.1.3 Discriminative Training in I-vector-based Systems
Ordinarily, the components of an i-vector system are not directly optimized
for speaker recognition. Burget et al. (2011) proposed replacing the typically
generative PLDA model with one trained to discriminate between same-
speaker and different-speaker trials. Glembek et al. (2011) went deeper into the
16
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i-vector pipeline to discriminatively train the T matrix in the i-vector extractor.
Our end-to-end objective function in Section 3.4 bears some similarity with
the objective function used in this approach, although in our work, we use it
to train a DNN rather than the parameters of the i-vector system.
2.4.1.4 I-vectors with DNNs
The DNNs most often found in speaker recognition are trained as acoustic
models for automatic speech recognition (ASR), and then used to enhance
phonetic modeling in the i-vector UBM: either posteriors from the ASR DNN
replace those from a Gaussian mixture model (GMM) (Lei et al., 2014; Kenny
et al., 2014), or bottleneck features (BNFs) are extracted from the DNN and
combined with acoustic features (McLaren, Lei, and Ferrer, 2015). If DNN
posteriors are used, then Equations 2.4–2.6 are modified so that p(c | xt) is
computed by the ASR DNN instead of from the GMM. Using BNFs is more
straightforward: we simply concatenate BNFs (usually 30-80 dimensional)
on to the acoustic features (usually MFCCs). In either case, if the ASR DNN
is trained on in-domain data, the improvement over traditional acoustic i-
vectors is substantial (Garcia-Romero et al., 2014; Snyder, Garcia-Romero,
and Povey, 2015; Sadjadi, Pelecanos, and Ganapathy, 2016). However, this
approach introduces the need for transcribed speech to train the DNNs, and
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greatly increases computational complexity compared to traditional i-vectors.
2.4.2 Direct DNN Methods
Alternatively, neural networks can be directly optimized to discriminate be-
tween speakers. This has potential to produce powerful, compact systems
(Heigold et al., 2016), that only require speaker labels to train.
In early systems of this kind, neural networks were trained to separate
speakers, and frame-level representations were extracted from the network
and used as features for Gaussian speaker models (Konig et al., 1998; Heck et
al., 2000; Salman, 2012; Yamada, Wang, and Kai, 2013) or i-vectors (Ghalehjegh
and Rose, 2015). In work by Variani et al. (2014) completed at Google for
the “OK Google” application, text-dependent speaker representations called
d-vectors are created by averaging the final hidden layer activations of a DNN
trained for speaker identification. Heigold et al. (2016) built on this work for
the same application, and introduced an end-to-end system that jointly learns
an embedding along with a similarity metric to compare pairs of embeddings.
The work in this dissertation adapted this approach to a text-independent
application by inserting a temporal pooling layer into the network to handle
the wider variability of recording length found in this less constrained domain
(Chapter 3). This work was continued in (Snyder et al., 2017), where we split
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the end-to-end approach into two parts: a DNN to produce embeddings and
a separately trained classifier to compare them (Chapter 4). This facilitates the
use of all the accumulated backend technology developed over the years for i-
vectors, such as length-normalization, PLDA scoring, and domain adaptation
techniques. This approach was greatly improved using data augmentation in
(Snyder et al., 2018b) (Chapter 5) and applied to the related tasks of spoken
language recognition (Mccree et al., 2018; Snyder et al., 2018a) and speaker
diarization (Sell et al., 2018) (Chapter 6 through 8).
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In our first investigation of discriminative neural networks for speaker recog-
nition, we developed an end-to-end system. In contrast to a traditional i-vector
system, all components of this system are jointly optimized to distinguish be-
tween pairs of utterances belonging to the same speaker (on one hand) versus
pairs of utterances from different speakers (see Figure 3.1b). This architecture
was partially inspired by the end-to-end text-dependent speaker verification
system developed by Heigold et al. for “OK Google” (Heigold et al., 2016). To
adapt this architecture to our text-independent application, we introduced a
statistics pooling layer (see Figure 3.1a) that aggregates information across
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(a) DNN Architecture (b) Scoring Schema
Figure 3.1: Diagram of the DNN and scoring method. The network consists of several
frame-level layers, the statistics pooling layer and subsequent layers that operate on
the entire input segment.
variable-length input sequences. An additional difference between our pro-
posed work and that of Heigold et al. (2016) is our objective function, which is
inspired by PLDA.
The proposed architecture, sometimes called a Siamese network (Bromley
et al., 1994), is a feed-forward DNN that extracts statistics over a sequence of
stacked MFCCs and maps it to a speaker embedding. The objective function
operates on pairs of embeddings, and maximizes a same-speaker probability
for pairs of embeddings from the same speaker, and minimizes the same
probability for pairs of embeddings from different speakers. Our system is
22
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built using the nnet3 neural network library in the Kaldi speech recognition
toolkit (Povey et al., 2011).
3.2 Features
The features are 20-dimensional MFCCs with a frame-length of 25ms, mean-
normalized over a sliding window of up to 3 seconds. Nine frames are spliced
together to create a 180-dimensional input vector to the DNN. After splicing,
a frame-level GMM-based speech activity detection (SAD) system filters out
nonspeech frames.
3.3 Neural Network Architecture
The network, illustrated in Figure 3.1a, consists of four hidden layers that
sequentially process the 180-dimensional input sequence, followed by a tem-
poral pooling layer. The pooling layer aggregates the output of the hidden
layers over time and computes its average and standard deviation. These
statistics are concatenated together, propagated to a final hidden layer, fol-
lowed by a linear transformation that produces the speaker embedding x.
The network activations are a type of network-in-network (NIN) nonlin-
earity introduced in (Ghahremani et al., 2016). The NIN component maps
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an input of dimension di to output of dimension do. Internally, a set of n
micro neural networks (Lin, Chen, and Yan, 2013) project the input to a dh-
dimensional space. Within a NIN component, micro neural networks share
parameters, and are composed of a stack of three rectified linear units (ReLUs)
connected by affine transformations. Refer to (Ghahremani et al., 2016) for
implementation details. In this chapter, our network uses the NIN configura-
tion {n = 150, di = 600, dh = 2000, do = 3000}, which results in a model with
6.7 million parameters. In all later chapters, we replace the NIN with more
commonly used neural network nonlinearities.
3.4 Training
We model the probability that embeddings x and y belong to the same speaker
by the logistic function in Equation 3.1. L(x, y), defined in Equation 3.2, is
a quadratic similarity metric, similar to discriminative PLDA (Burget et al.,
2011). Let Sdiff and Ssame be the set of different-speaker and same-speaker
pairs, respectively. The objective function (Equation 3.3) is the log probability
of the correct choice for each pair. Since there are typically many more training
examples in the set Sdiff than in Ssame, we introduce a constant α so that each
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L(x, y) = xTy − xTAx − yTAy + b (3.2)
E = −∑
x,y∈Ssame
ln (Pr(x, y)) − α ∑
x,y∈Sdiff
ln (1 − Pr(x, y)) (3.3)
Training examples are organized as pairs of same-speaker feature chunks.
Minibatches are formed by picking N pairs, such that no two pairs are from
the same speaker. Combining chunks across pairs results in an additional
N(N + 1)/2 different-speaker pairs. To handle channel variability, all chunks
in the minibatch come from different recordings. Speaker embeddings are
extracted from all 2N chunks and passed to the objective function. The deriva-
tives with respect to A, b and embeddings x1, x2, ..., x2N are computed, and
backpropagated through the DNN for parallelized stochastic gradient descent
(Povey, Zhang, and Khudanpur, 2015). GPU memory limitations in conjunc-
tion with very long features (e.g., up to 3000 frames in this work) restricted
the size of the minibatches to N = 10 same-speaker pairs. Training pairs are
shuffled after each iteration to ensure that many different speakers and speech
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cuts are compared.
In our application, it is important to minimize sensitivity to speech du-
ration. A straightforward strategy is to train the DNN on chunks that vary
widely in duration. However, we found that beginning training with the full
range of chunk lengths results in unstable convergence. Our solution is to
use a two-stage curriculum learning approach, where long duration chunks
are presented first, followed by a mixture of short and long chunks. In the
first stage, we train for two epochs using 10–30 second chunks, followed by
another two epochs with 1–30 second chunks in the second stage.
3.5 Speaker Embeddings
Although an embedding can be extracted from a recording of any length, we
found it convenient from a memory standpoint to extract embeddings from
30 second chunks and average to get an utterance-level representation. A
single embedding is generated from the entire utterance if it is shorter than 30
seconds. Enrollment embeddings are extracted from one or more utterances,
and averaged to create a speaker-level representation. As illustrated in Figure
3.1b, enroll and test utterances x and y are scored by the similarity metric used
in the objective function (Equation 3.2).
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3.6 Baseline I-vector System
The baseline is a standard i-vector system that is based on the GMM-UBM
Kaldi recipe described in (Snyder, Garcia-Romero, and Povey, 2015). The
front-end features consist of 20 MFCCs with a frame-length of 25ms that
are mean-normalized over a sliding window of up to 3 seconds. First and
second order temporal differences of the MFCC vector, sometimes called
delta and acceleration, are appended to create 60-dimension feature vectors. A
frame-level GMM-based speech activity detection (SAD) system selects feature
vectors corresponding to speech frames. The UBM is a 4096-component full-
covariance GMM. The system uses a 600-dimension i-vector extractor. Prior to
PLDA scoring, i-vectors are centered and length normalized. To compensate
for duration mismatch, we use the strategy of truncating PLDA training data
(Hasan et al., 2013). The training dataset is copied and randomly cropped to
the first 1–20 seconds. The PLDA model is trained on either the short version
alone, or on the combination of the short and maximum length versions.
3.7 Spoken Communications Dataset
The datasets consist of US English telephone speech. Calls are sampled at
8kHz and compressed using an internal process. Table 3.1 lists statistics for
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Table 3.1: Statistics of the Spoken Communications training and evaluation datasets.
The column titled #spkr is the number of speakers in the set. The next column is
the total number of recordings, followed by the average number of recordings per
speaker, and finally the average duration of the recordings.
#spkr tot #rec avg #rec/spkr avg. dur
train5k 5k 25k 4.93 81s
train15k 15k 53k 3.53 84s
train102k 102k 226k 2.22 91s
enroll 2419 2915 1.21 91s
test 2419 2419 1 1–92s
the datasets. The full training dataset, train102k, comprises roughly 102,000
speakers and more than 5,700 hours of speech. To explore the effect of training
dataset size on performance, we found it useful to create reduced datasets
train5k and train15k, with 5,000 and 15,000 speakers respectively (see Section
3.8.2).
The evaluation dataset consists of a set of 2,419 speakers that does not
overlap with the set of training speakers. Trials were constructed by randomly
pairing up recordings from the evaluation speakers such that roughly 80
percent are nontarget. In total, there are 12,362 trials. Gender labels are
not used, so our evaluation contains same and cross gender trials. The test
conditions consist of full-length enrollment recordings, as well as test segments
of various shorter durations. Test segments are created by truncating the
recordings to the first T seconds of speech, as detected by our GMM frame-
level SAD. The SAD uses a threshold that corresponds to the equal error rate
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of a speech detection task on an in-domain development set. This helps to
ensure that, on average, the test condition labels (e.g., “1s”, “2s”, etc) faithfully
report the actual speech duration in the test segments. The same list of trials
is used for all the duration conditions.
3.8 Results
In this study, we had access to a very large proprietary dataset provided by our
industry collaborator Spoken Communications. Non-overlapping portions
of this dataset were used for training and evaluation. Due to the interests
of our industry collaborator, we focused on real-time recognition. To reduce
latency, it is important to minimize the amount of speech required to achieve
an accurate verification. Our evaluation follows from this, and involves full-
length enrollment recordings and test speech ranging from one second to
full-length. The average duration of a full length recording, as noted in Table
3.1, is about 90 seconds.
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Table 3.2: EER(%) for duration robust systems on the Spoken Communications
evaluation datasets. The results are broken down by the test utterance duration,
denoted by the column labels “1s,” “2s,” “3s,” etc. The column titled “pool” combines
all durations in a single evaluation condition. All enrollment recordings are full-
length. The rows labeled “1–20s”, “1–30s”, etc, denote the amounts of training speech
used for adaptation.
ivec102k 1s 2s 3s 5s 10s 20s full pool
1–20s 14.1 8.7 6.7 4.9 3.7 3.2 2.8 8.5
1–20s+full 15.0 9.4 7.0 5.1 3.8 3.1 2.6 10.0
full 16.4 9.9 7.3 5.2 3.8 2.8 2.4 10.6
dnn102k 1s 2s 3s 5s 10s 20s full pool
1–20s 12.6 7.5 6.0 4.2 3.4 2.6 2.5 6.0
1–30s 13.8 8.7 6.2 4.6 3.4 2.6 2.4 6.6
3.8.1 Duration Robustness
Our application requires high accuracy on short test segments and calibrated
scores across test conditions. We therefore examine several methods to com-
pensate for duration variability. The labels on the the first seven columns of
Table 3.2 denote the amount of speech retained in the test segments. The final
column is for pooled results. The row labels describe how the training data is
configured. For i-vectors, this involves training a PLDA model on randomly
truncated speech as described in Section 3.6. The end-to-end system uses the
two stage method described in Section 3.4 to handle duration variability.
We denote i-vector and DNN systems trained on train102k as ivec102k and
dnn102k respectively. For ivec102k, training the PLDA model on 1–20 second
segments results in the best performance on the shortest five test conditions
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Table 3.3: EER(%) on Spoken Communications evaluation datasets (broken down
by test utterance duration) as a function of training dataset size. The rows “5k,”
“10k,” and “102k” denote systems trained on 5,000, 10,000 and about 102,000 speakers
respectively. The best results for each training set and test condition pair are italicized.
# training
speakers 1s 2s 3s 5s 10s 20s full pool
i-vector 5k 14.8 11.4 9.0 7.0 5.4 4.4 3.5 8.6
dnn 5k 17.5 12.6 10.7 8.7 7.2 6.4 6.2 10.6
i-vector 15k 13.8 9.0 7.0 5.1 3.9 3.0 2.7 8.0
dnn 15k 14.2 10.7 8.0 6.5 5.4 4.9 4.9 8.3
i-vector 102k 14.1 8.7 6.7 4.9 3.7 3.2 2.8 8.5
dnn 102k 12.6 7.5 6.0 4.2 3.4 2.6 2.5 6.0
and pooled. Adapting dnn102k to 1–20 instead of 1–30 second chunks pro-
duces equivalent or better results on all but the full-length condition. With
respect to systems using 1–20 second chunks, dnn102k outperforms ivec102k
on all conditions, and achieves a relative improvement of 13% in terms of
average EER and 29% in pooled EER. Since we are more concerned with the
short-duration conditions in this setting, we use the 1–20 second adaptation
methods for the remaining experiments.
3.8.2 Training Data Size
In this section, we study the relationship between system performance and
training dataset size. Trained on the smaller datasets, we find that the i-vector
system outperforms the DNN on all conditions. This is especially noticeable
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Table 3.4: EER(%) of i-vector and end-to-end systems on the Spoken Communications
evaluation dataset (broken down by duration). Both systems are trained on 102,000
training speakers and the individual systems are compared with their fusion.
1s 2s 3s 5s 10s 20s full pool
ivec102k 14.1 8.7 6.7 4.9 3.7 3.2 2.8 8.5
dnn102k 12.6 7.5 6.0 4.2 3.4 2.6 2.5 6.0
fusion 10.2 6.1 4.3 3.4 2.4 1.9 1.6 5.3
on the long duration conditions: trained on 5,000 speakers, the i-vector system
is 44% better than the end-to-end system on the full condition, although it is
only 15% better on the 1s condition. However, the average performance seems
to reach diminishing returns for the i-vector system at 15,000 speakers, and
additional speakers do not consistently improve the results. On the other hand,
the end-to-end DNN appears better able to exploit a substantial increase in the
number of speakers. For the end-to-end system, the average EER improves
by 21% after increasing the number of speakers from 5,000 to 15,000, and 29%
from 15,000 to 102,000.
It seems reasonable to conclude from this that the neural method both
requires and is able to leverage a large amount of labeled training data.
3.8.3 System Combination
The DNN performs well by itself, but due to the significant architectural
differences between it and the i-vector baseline, we anticipate that the systems
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Figure 3.2: DET curve for the pooled 1s, 2s, 3s, and 5s conditions.
are excellent candidates for fusion. To fuse ivec102k and dnn102k, we first
normalize the scores using mean and variance calculated from all pooled
scores and add them together. Relative to the baseline, the fused system is
32% and 38% better, in terms of average and pooled EER.
3.8.4 DET Curves
So far, we have compared systems at the EER operating point, in which the
false alarm rate (FAR) equals the miss rate (MR). However, for many verifi-
cation applications, avoiding false alarms is prioritized. Therefore, we plot
detection error tradeoff (DET) curves for the individual and fusion systems.
Relative to the i-vector, the DNN performs better at a low MR and worse at a
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Figure 3.3: DET curve for the pooled 10s, 20s, and full conditions.
low FAR. Figure 3.2 plots a DET curve for the 1–5 second test conditions. We
see that ivec102k and dnn102k overlap at 2% FAR and 20% MR. The baseline
ivec102k is better for FAR less than 2%, although the DNN is better every-
where else. With the exception of extremely low FAR, the fusion system is
the same or better than the individual systems. Figure 3.3 shows a similar
pattern for the long duration test conditions, but the cross over occurs at 2%
FAR and 4.5% MR. This indicates that the DNN dominates over a larger set of
operating points for short duration test conditions than for long.
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Table 3.5: Comparison of the EER of the end-to-end system and the i-vector system




3.8.5 NIST SRE 2010
In the previous sections, we studied the performance of the end-to-end sys-
tem on a proprietary dataset. However, we saw in Section 3.8.2 that while
the system outperforms i-vector systems with more than 100,000 speakers,
it lagged behind the i-vector system with 15,000 speakers or less. In this
section, we see if this performance trend persists using the publicly available
datasets frequently used in the speaker recognition community. In Table 3.5,
the systems are trained on about 13,000 speakers from NIST SREs prior to
2010, Switchboard 2 Phases 1, 2, and 3, and Switchboard Cellular, and Fisher
English. The end-to-end and i-vector architectures use architectures that are
similar to those used in the rest of this chapter. We evaluate performance on
the commonly used NIST SRE 2010 condition 5 (see The 2010 NIST Speaker
Recognition Evaluation (2010)), and report results using EER. Unfortunately, we
find that the end-to-end system’s error rate is almost three times higher than
the traditional i-vector system. Clearly, in order for this method to be adopted
widely, performance must be improved on datasets of modest size. In the
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next chapter, we find that an alternative system can achieve results which are
more competitive with i-vectors on datasets of this size. Later, in Chapter 5,
we show how data augmentation can improve the results even further, until it
is substantially better than i-vectors.
3.9 Conclusions
We studied a neural network architecture that extracts speaker embeddings
from variable-length speech segments, and scores them using the similarity
metric from the objective function. Heigold et al. (2016) suggested that neural
network-based end-to-end architectures are generally applicable to verifi-
cation tasks. Our findings agree with this, and show promising results for
text-independent speaker verification, given an adequate number of training
speakers. We found that the proposed architecture outperformed our i-vector
baseline by 13% average and 29% pooled EER. A larger relative improvement
for the pooled error rate and on the short test conditions suggests that the
DNN-based embeddings may be more robust to duration variability, and
better at modeling speaker characteristics from small amounts of speech. Al-
though these results are quite encouraging, we observed that performance is
strongly tied to the amount of training speakers. For training datasets with
less than 15,000 speakers, performance lagged behind a traditional i-vector
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system. This presents a barrier to widespread adoption of this approach.
In the next two chapters, we work to mitigate this limitation, and eventu-
ally achieve state-of-the-art performance even when only modest amounts of
labeled training data are available.
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Chapter 4
X-vectors: from End-to-end to
Embeddings
4.1 Overview
In Chapter 3, we saw that an end-to-end approach outperformed a tradi-
tional i-vector system when trained on a large proprietary dataset with over
100,000 speakers. Unfortunately, the end-to-end approach was not as competi-
tive when trained on a smaller number of speakers. This chapter describes
modifications to the end-to-end system to achieve competitive performance
when trained and tested on much smaller, publicly available corpora. This
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Figure 4.1: Diagram of the DNN. Segment-level embeddings (e.g., x-vector a or b)
can be extracted from any layer of the network after the statistics pooling layer.
is achieved by splitting the end-to-end system into two parts: a DNN to ex-
tract embeddings, which we call x-vectors, and a separately trained backend
to compare pairs of embeddings. This facilitates reuse of all the accumu-
lated backend technology developed over the years for i-vectors, such as
length-normalization, PLDA scoring and domain adaptation techniques. This
flexibility is in contrast to the similarity metric used in the end-to-end sys-





The features are 20-dimensional MFCCs with a frame-length of 25ms, mean-
normalized over a sliding window of up to 3 seconds. An energy-based
speech activity detection (SAD) system removes nonspeech frames. Instead
of stacking frames at the input as we did in Chapter 3, short-term temporal
context is handled by a time-delay DNN architecture (Peddinti, Povey, and
Khudanpur, 2015).
4.3 Neural Network Architecture
The network, illustrated in Figure 4.1, consists of layers that operate on speech
frames, a statistics pooling layer that aggregates over the frame-level represen-
tations to obtain a segment-level representation, additional layers that operate
at the segment-level, and finally a softmax output layer. The nonlinearities
are rectified linear units (ReLUs).
The first 5 layers of the network work at the frame level, with a time-delay
architecture (Peddinti, Povey, and Khudanpur, 2015). Suppose t is the current
time step. At the input, we splice together frames at {t − 2, t − 1, t, t + 1, t + 2}.
The next two layers splice together the output of the previous layer at times
{t − 2, t, t + 2} and {t − 3, t, t + 3}, respectively. The next two layers also
41
Chapter 4. X-vectors: from End-to-end to Embeddings
operate at the frame-level, but without any added temporal context. In total,
the frame-level portion of the network has a temporal context of t − 8 to t + 8
frames. Layers vary in size, from 512 to 1536, depending on the splicing
context used.
We employ the same statistics pooling layer introduced in Chapter 3. It
receives the output of the final frame-level layer as input, aggregates over
all of the frames of input segment, and computes a segment-level mean and
standard deviation. These segment-level statistics are concatenated together
and passed to two additional hidden layers with dimension 512 and 300
(either of which may be used to compute embeddings) and finally the softmax
output layer. Excluding the softmax output layer (because it is not needed
after training) there are a total of 4.4 million parameters in the network.
4.4 Training
The network is trained to classify individual training speakers using a multi-
class cross entropy objective function (Equation 4.1). The primary difference
between this and the neural network training in (Konig et al., 1998; Heck et al.,
2000; Variani et al., 2014) is that our system is trained to predict speakers from
variable-length segments, rather than from individual frames. Suppose there
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are K speakers in the training data. Then P(spkrk | x
(n)
1:T) is the probability of

















The quantity dnk is 1 if the speaker label for the features corresponding to
the nth segment is k, otherwise it’s 0.
As opposed to the formulation in Chapter 3, this DNN is trained on modest-
sized publicly available corpora. The training data consists of primarily En-
glish conversational telephone speech, drawn from Switchboard corpora and
NIST SREs (prior to 2010). The dataset is refined by removing any recordings
that are less than 10 seconds long, and any speakers with fewer than 4 record-
ings. This leaves a total of 4,733 speakers, which determines the size of the
softmax output layer.
To reduce sensitivity to utterance length, it is desirable to train the DNN
on speech chunks that capture the range of durations we expect to encounter
at test time (e.g., a few seconds to a few minutes). However, GPU memory
limitations force a tradeoff between minibatch size and maximum training
example length. As a comprise, we pick examples that range from 2 to 10
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seconds (200 to 1000 frames) along with a minibatch size of 32 to 64. The
example speech chunks are sampled densely from the recordings, resulting
in about 3,400 examples per speaker. The network is trained for several
epochs using natural gradient stochastic gradient descent (Povey, Zhang, and
Khudanpur, 2015).
4.5 Speaker Embeddings
Ultimately, the goal of training the network is to produce embeddings that
generalize well to speakers that have not been seen in the training data. We
would like embeddings to capture speaker characteristics over the entire
utterance, rather than at the frame-level. Thus, any layer after the statistics
pooling layer is a plausible place to extract the embedding from. We do not
consider the presoftmax affine layer because of its large size and dependence
on the number of speakers. In the network used in this work, we are left with
two affine layers from which to extract embeddings. These are depicted in
Figure 4.1 as x-vector a and x-vector b. X-vector a is the output of an affine
layer directly on top of the segment-level statistics. X-vector b is extracted
from the next affine layer after a ReLU, and so it is a nonlinear function of
the statistics. Since they are part of the same DNN, if x-vector b is computed
then we get x-vector a for free. In later chapters, we will exclusively use
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embeddings extracted from the first affine layer after the statistics (referred to
as “x-vector a” in this chapter), and will simply denote this embedding as an
“x-vector” without further qualifications.
4.6 PLDA Backend
We use the same backend for i-vectors and x-vectors. Representations are
centered and their dimensionality is reduced using LDA. We found that
an LDA dimension of 25% of the original worked well for both types of
embeddings. After dimensionality reduction, the embeddings are length
normalized and pairs of embeddings are compared using PLDA. PLDA scores
are normalized using adaptive s-norm (Sturim and Reynolds, 2005; Cumani et
al., 2011). As described in Section 4.5, the DNN architecture presents the option
of using x-vectors a or b or their concatenation. Instead of concatenating the
embeddings together, we found that it produces better results to compute
separate PLDA backends for each x-vector, and average the scores. Results
using the combined x-vectors are denoted as x-vectors in Section 4.9.
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4.7 Baseline I-vector System
The baseline is a traditional i-vector system (see Section 2.4.1) and is based on
the GMM-UBM Kaldi recipe described in (Snyder, Garcia-Romero, and Povey,
2015). The front-end features consist of 20 MFCCs with a frame-length of 25ms
that are mean-normalized over a sliding window of up to 3 seconds. Delta
and acceleration features are appended to create 60 dimension feature vectors.
An energy-based SAD selects features corresponding to speech frames. The
UBM is a 2048-component full-covariance GMM. The system uses a 600-
dimension i-vector extractor. Prior to PLDA scoring, i-vectors are centered,
dimensionality reduced to 150 using LDA, and length normalized. PLDA
scores are normalized using adaptive s-norm (Cumani et al., 2011).
4.8 Evaluation
We assess performance on the NIST 2010 and 2016 speaker recognition evalua-
tion datasets (The 2010 NIST Speaker Recognition Evaluation (2010) and NIST
Speaker Recognition Evaluation 2016 (2016)). In the remaining sections, these will
be abbreviated as SRE10 and SRE16 respectively. SRE10 consists of English
telephone speech. Our evaluation is based on the extended core condition
5 and the 10s-10s condition, the latter of which designates trials consisting
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of a 10 second enrollment segment and a 10 second test segment. Refer to
The 2010 NIST Speaker Recognition Evaluation (2010) for additional information
on these conditions. To supplement the core SRE10 condition, we produce
additional conditions in which the enrollment utterances are full-length, but
the test utterances have been truncated to the first T ∈ {5, 10, 20, 60} seconds
of speech, as determined by an energy-based SAD. SRE16 is comprised of
Tagalog and Cantonese language telephone speech. The enrollment utterances
contain about 60 seconds of speech while the test utterances range from 10 to
60 seconds of speech.
In addition to equal error rate (EER), results are reported using the official
performance metric for each SRE. For SRE10, this metric was the minimum of
the normalized detection cost function (DCF) with PTarget = 10−3 (The 2010
NIST Speaker Recognition Evaluation 2010). The primary SRE16 metric was a
balanced (equalized) DCF averaged at two operating points (NIST Speaker
Recognition Evaluation 2016 2016). The primary metrics are abbreviated to
DCF10 and DCF16 respectively. Both EER and DCF were described in more
detail in Section 2.3.
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Table 4.1: EER(%) on NIST SRE 2010. The column labeled “10s-10s” denotes the
condition where both the enroll and test utterances contain 10 seconds of speech. The
columns labeled “5s,” “10s,” etc denote the amount of speech retained in the test
utterances.
10s-10s 5s 10s 20s 60s full
i-vector 11.0 9.1 6.0 3.9 2.3 1.9
x-vector a 11.0 9.5 5.7 3.9 3.0 2.6
x-vector b 9.2 8.8 6.6 5.5 4.4 3.9
x-vectors 7.9 7.6 5.0 3.8 2.9 2.6
fusion 8.1 6.8 4.3 2.9 2.1 1.8
4.9 Results
In the following results, i-vector refers to the traditional i-vector baseline
described in Section 4.7. The labels x-vector a and x-vector b denote the systems
consisting of embeddings extracted from either embedding layer of the same
DNN (see Section 4.5) and used as features to their own PLDA backends. The
label x-vectors is the average of the PLDA backend scores for the individual
x-vectors. In the following results, we focus on comparing the i-vector baseline
with these combined embeddings. Finally, fusion refers to the equally weighted
sum fusion of the PLDA scores of i-vector and x-vectors.
4.9.1 NIST SRE 2010
In this section, we look at performance on the SRE10 dataset described in Sec-
tion 4.8. Tables 4.1 and 4.2 demonstrate the interplay between utterance-length
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Table 4.2: DCF10 on NIST SRE 2010. The column labeled “10s-10s” denotes the
condition where both the enroll and test utterances contain 10 seconds of speech. The
columns labeled “5s,” “10s,” etc denote the amount of speech retained in the test
utterances.
10s-10s 5s 10s 20s 60s full
i-vector 0.92 0.90 0.75 0.61 0.46 0.40
x-vector a 0.91 0.90 0.79 0.65 0.52 0.47
x-vector b 0.95 0.93 0.87 0.83 0.78 0.77
x-vectors 0.85 0.88 0.74 0.67 0.57 0.54
fusion 0.86 0.79 0.65 0.56 0.43 0.38
and performance. We see that i-vectors are still dominant for the longest test
recordings, and outperform x-vectors at both the EER and DCF10 operating
points. However, as the test utterance length decreases, the performance of
the DNN embeddings degrades more gracefully relative to the baseline. At 20
seconds of test speech, the combined x-vectors are 3% better than i-vectors in
EER but 8% worse at DCF10. With just 10 and 5 seconds of test speech, the
x-vectors are 17% and 16% better in EER and slightly better at DCF10. The
relative advantage of x-vectors appears to be largest when both enrollment
and test utterances are short: in the column labeled 10s-10s both the test and
enroll utterances contain only about 10 seconds of speech, and we see that the
combined x-vectors are 28% better in EER and 11% better in DCF10.
Since the i-vector and DNN embedding systems are so dissimilar, we
expect good performance from their fusion. We observe an improvement
over using i-vectors alone at all operating points and conditions. The largest
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Table 4.3: EER(%) on NIST SRE 2016. The column labeled “Cantonese” reports results
on the Cantonese portion of the dataset, while the column titled “Tagalog” reports
results on the Tagalog portion. The column titled “pool” reports results on the entire
dataset.
Cantonese Tagalog pool
i-vector 8.3 17.6 13.6
x-vector a 7.7 17.6 13.1
x-vector b 7.8 17.4 13.1
x-vectors 6.5 16.3 11.9
fusion 6.3 15.4 11.3
Table 4.4: DCF16 on NIST SRE 2016. The column labeled “Cantonese” reports results
on the Cantonese portion of the dataset, while the column titled “Tagalog” reports
results on the Tagalog portion. The column titled “pool” reports results on the entire
dataset.
Cantonese Tagalog pool
i-vector 0.55 0.84 0.71
x-vector a 0.53 0.84 0.69
x-vector b 0.63 0.85 0.74
x-vectors 0.51 0.80 0.66
fusion 0.44 0.79 0.62
improvement is in EER on the 10s condition, which is 28% better than the
baseline. Even on the full-length condition, where i-vectors are strongest,




4.9.2 NIST SRE 2016
In this section, we evaluate the same systems from Section 4.9.1 on SRE16.
Using the same embedding and i-vector systems for both SRE10 and SRE16
avoids the complexity of developing variants of each system that are opti-
mized for different evaluations. However, this does cause a mismatch between
the predominately English training data (used to optimize both systems) and
the Tagalog and Cantonese evaluation speech. As a result, the performance
reported here may lag behind that of counterparts optimized specifically for
SRE16.
Tables 4.3 and 4.4 report performance in EER and DCF16 respectively.
Pooled across languages, we see that the combined embeddings outperforms
the i-vector baseline by 13% in EER and 7% in DCF16. After combining with
i-vectors, the improvement increases to 17% in EER and 13% in DCF16.
Although the x-vectors also perform better on Tagalog, improvement is
largest for the Cantonese portion. Compared to the i-vector baseline, the
conbined x-vectors are 22% better in terms of EER and 7% in DCF16. The
fused system is even better, and improves on the i-vector baseline by 24% in
EER and 19% in DCF16.
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4.10 Conclusions
In this chapter, we introduced a deep neural network embedding framework
for text-independent speaker verification. Overall, the embeddings, which
we call x-vectors, are competitive with a traditional i-vector baseline and are
complementary when fused. We found that, although i-vectors are more
effective on the full-length SRE10, the combined x-vectors are better on the
short duration conditions. This underscores the findings of the previous chap-
ter, that DNNs may be capable of producing more powerful representations
of speakers from short speech segments. SRE16 presented the challenge of
language mismatch between the predominantly English training data and
the Cantonese and Tagalog evaluation. We saw that x-vectors outperformed
i-vectors on both languages, suggesting that they may be more robust to this
domain mismatch. Compared to the end-to-end approach described in Chap-
ter 3, the work proposed in this chapter substantially reduces the training
resources needed to achieve good performance. Nonetheless, the x-vector
DNN is still quite data hungry, and would benefit from larger amounts of
training data. In the next chapter, we will employ data augmentation tech-
niques which artificially enlarge the amount and diversity of the training
resources and result in greatly improved performance.
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Improving X-vectors with Data
Augmentation
5.1 Overview
In this chapter, we use data augmentation to improve performance of the
x-vector system that we introduced in Chapter 4. In Chapter 3, we saw
that DNN embeddings leverage large-scale training datasets better than i-
vectors. However, it can be challenging to collect substantial quantities of
labeled data for training. We use data augmentation, consisting of adding
noise and reverberation to the existing training speech, as an inexpensive
method to multiply the amount of training data and to improve robustness.
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We compare x-vectors against two standard i-vector baselines on Speakers
in the Wild (SITW) and the Cantonese portion of NIST SRE 2016. We find
that while augmentation is beneficial in the PLDA classifier, it is not helpful
in the i-vector extractor. However, the x-vector DNN effectively exploits
data augmentation, due to its supervised training, and achieves superior
performance on the evaluation datasets.
5.2 The X-vector System
Our software implementation has been made available in the Kaldi toolkit.
An example recipe is in the main branch of Kaldi at https://github.com/
kaldi-asr/kaldi/tree/master/egs/sre16/v2 and a pretrained x-vector sys-
tem can be downloaded from http://kaldi-asr.org/models.html.
The input features to the DNN are 24 dimensional filterbanks with a frame-
length of 25ms, mean-normalized over a sliding window of up to 3 seconds.
An energy SAD filters out nonspeech frames.
The DNN architecture is based on the x-vector system described in Sec-
tion 4.3. The specific DNN configuration used here is outlined in Table 5.1.
Suppose an input segment has T frames. The first five layers operate on
speech frames, with a small temporal context centered at the current frame t.
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Layer Layer context Total context Input x output
frame1 [t − 2, t + 2] 5 120x512
frame2 {t − 2, t, t + 2} 9 1536x512
frame3 {t − 3, t, t + 3} 15 1536x512
frame4 {t} 15 512x512
frame5 {t} 15 512x1500
stats pooling [0, T) T 1500Tx3000
segment6 {0} T 3000x512
segment7 {0} T 512x512
softmax {0} T 512xN
Table 5.1: The embedding DNN architecture. X-vectors are extracted at layer segment6,
before the nonlinearity. The N in the softmax layer corresponds to the number of
training speakers.
For example, the input to layer frame3 is the spliced output of frame2, at frames
t − 3, t and t + 3. This builds on the temporal context of the earlier layers, so
that frame3 sees a total context of 15 frames.
We use the same statistics pooling layer introduced in Chapter 3. The
pooling layer aggregates all T frame-level outputs from layer frame5 and
computes its mean and standard deviation. The statistics are 1500 dimensional
vectors, computed once for each input segment. This process aggregates
information across the time dimension so that subsequent layers operate on
the entire segment. In Table 5.1, this is denoted by a layer context of {0} and a
total context of T. The mean and standard deviation are concatenated together
and propagated through segment-level layers and finally the softmax output
layer. The nonlinearities are all rectified linear units (ReLUs).
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The DNN is trained to classify the N speakers in the training data. A
training example consists of a chunk of speech features, which is about 3
seconds on average1, and the corresponding speaker label. After training,
the embedding is extracted from the affine component of layer segment6 2.
Excluding segment7 and the softmax output layer (because they are not needed
after training) there are a total of 4.2 million parameters in the DNN.
5.3 Baselines
In this section, we describe two i-vector baselines.
5.3.1 Acoustic I-vector
This baseline is a traditional i-vector system based on the GMM-UBM recipe
described in (Snyder, Garcia-Romero, and Povey, 2015) and it serves as our
acoustic-feature baseline system, which is referred to as i-vector (MFCC) in
Table 5.2. It is very similar to the system used in Section 4.7 of the previ-
ous chapter. The features are 20 MFCCs with a frame-length of 25ms that
are mean-normalized over a sliding window of up to 3 seconds. Delta and
1Empirically, we found that training on roughly 3 second segments produces the best
results, even though the enrollment and test segments are often much longer than this.
2In Chapter 4 we extracted embeddings from two different layers and fused them together.
In this chapter (and all subsequent chapters) we streamline the system, and only extract
embeddings from the first affine layer after the statistics (called x-vector a previously).
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acceleration are appended to create 60 dimension feature vectors. An energy-
based speech activity detection (SAD) system selects features corresponding
to speech frames. The UBM is a 2048 component full-covariance GMM. The
system uses a 600 dimensional i-vector extractor and PLDA for scoring (see
Section 5.4).
5.3.2 Phonetic Bottleneck I-vector
This i-vector system incorporates phonetic bottleneck features (BNF) from an
ASR DNN acoustic model and is similar to (McLaren, Lei, and Ferrer, 2015). It
is referred to as i-vector (+BNF) in Table 5.2. Its input features are 40 MFCCs
with a frame-length of 25ms. Cepstral mean subtraction is performed over a
sliding window of 6 seconds. The DNN has six layers, and a total left-context
of 13 and a right-context of 9. The hidden layers use the p-norm (where p = 2)
nonlinearity and have an input dimension of 3500 and an output dimension
350. The penultimate layer is a 60 dimensional linear bottleneck layer. The
softmax output layer computes posteriors for 5297 triphone states. No fMLLR
or i-vectors are used for speaker adaptation. Excluding the output layer, which
is not needed to compute BNFs, the DNN has 9.2 million parameters.
The 60 dimensional BNFs are concatenated with the same 20 dimensional
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MFCCs described in Section 5.3.1 plus deltas to create 100 dimensional fea-
tures. The remaining components of the system (feature processing, UBM,
i-vector extractor, and PLDA classifier) are identical to the acoustic system in
Section 5.3.1.
5.4 PLDA Classifier
The same type of PLDA (Ioffe, 2006) classifier, described in Section 2.4.1.2, is
used for the x-vector and i-vector systems. The representations (x-vectors or
i-vectors) are centered, and projected using LDA. The LDA dimension was
tuned on the SITW development set to 200 for i-vectors and 150 for x-vectors.
After dimensionality reduction, the representations are length-normalized
and modeled by PLDA. The scores are normalized using adaptive s-norm
(Sturim and Reynolds, 2005; Cumani et al., 2011).
5.5 Experimental Setup
5.5.1 Training Data
The training data consists of both telephone and microphone speech, the bulk
of which is in English. In order to match the sampling rate of the the telephone
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speech in the training data and that of the NIST SRE 2016 evaluation data, all
wideband audio is downsampled to 8kHz.
The SWBD portion consists of Switchboard 2 Phases 1, 2, and 3 as well as
Switchboard Cellular. In total, the SWBD dataset contains about 28k record-
ings from 2.6k speakers. The SRE portion consists of NIST SREs from 2004 to
2010 along with Mixer 6 and contains about 63k recordings from 4.4k speakers.
In the experiments in Sections 5.6.1–5.6.4 the extractors (UBM/T for i-vectors
or embedding DNN for x-vectors) are trained on SWBD and SRE and the
PLDA classifier are trained on just SRE. Data augmentation, which is a focus
of this chapter, is described in more detail in Section 5.5.3 and is applied to
these datasets as explained throughout Section 5.6.
In the last experiment in Section 5.6.5 we incorporate audio from the new
VoxCeleb dataset (Nagrani, Chung, and Zisserman, 2017) into both extractor
and PLDA training lists. The dataset consists of videos from 1,251 celebrity
speakers. Although SITW and VoxCeleb were collected independently, we
discovered an overlap of 60 speakers between the two datasets. We removed
the overlapping speakers from VoxCeleb prior to using it for training. This
reduces the size of the dataset to 1,191 speakers and about 20k recordings.
The ASR DNN used in the i-vector (+BNF) system was trained on the
Fisher English corpus. To achieve a limited form of domain adaptation, the
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development data from SITW and SRE16 is pooled and used for centering
and score normalization. No augmentation is applied to these lists.
5.5.2 Evaluation
Our evaluation consists of two distinct datasets: Speakers in the Wild (SITW)
(McLaren et al., 2016) and the Cantonese portion of the NIST SRE 2016 evalua-
tion (SRE16) (NIST Speaker Recognition Evaluation 2016 2016). SITW consists
of unconstrained audio from video of English speakers, with naturally oc-
curring noises, reverberation, as well as device and codec variability. Here
we only report results on the CORE-CORE condition of SITW, where each
recording contains exactly one speaker. Chapter 8 studies speaker recognition
on recordings containing multiple speakers, and there we report results on
the more challenging multi-speaker conditions. The SRE16 portion consists of
Cantonese conversational telephone speech. Both enrollment and test SITW
utterances vary in length form 6–240 seconds. For SRE16, the enrollment
utterances contain about 60 seconds of speech while the test utterances vary
from 10–60 seconds.
We report results in terms of equal error rate (EER) and the minimum of the
normalized detection cost function (DCF) at PTarget = 10−2 and PTarget = 10−3.
Note that the SRE16 results have not been “equalized (NIST Speaker Recognition
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Evaluation 2016 2016).” Refer to Section 2.3 for more information about the
evaluation metrics.
5.5.3 Data Augmentation
Augmentation increases the amount and diversity of the existing training
data. Our strategy employs additive noises and reverberation. Reverberation
involves convolving room impulse responses (RIR) with audio. We use the
simulated RIRs described by Ko et al. (2017), and the reverberation itself is
performed with the multicondition training tools in the Kaldi ASpIRE recipe
(Povey et al., 2011). For additive noise, we use the MUSAN dataset, which
consists of over 900 noises, 42 hours of music from various genres and 60
hours of speech from twelve languages (Snyder, Chen, and Povey, 2015). The
MUSAN dataset is described in more detail in Appendix A. Both MUSAN
and the RIR datasets are freely available from http://www.openslr.org.
We use a 3-fold augmentation that combines the original “clean” training
list with two augmented copies. To augment a recording, we choose between
one of the following distortions randomly:
• babble: Three to seven speakers are randomly picked from MUSAN
speech, summed together, then added to the original signal at 13-20dB
SNR.
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• music: A single music file is randomly selected from MUSAN, trimmed
or repeated as necessary to match duration, and added to the original
signal (5-15dB SNR).
• noise: MUSAN noises are added at one second intervals throughout the
recording (0-15dB SNR).
• reverb: The training recording is artificially reverberated via convolution
with simulated RIRs.
5.6 Results
SITW Core SRE16 Cantonese
Data Augmentation EER DCF1 DCF2 EER DCF1 DCF2
5.6.1 None
i-vector (MFCC) 9.3 0.62 0.79 9.2 0.57 0.74
i-vector (+BNF) 9.1 0.56 0.72 9.7 0.57 0.77
x-vector 9.4 0.63 0.79 8.0 0.49 0.70
5.6.2 PLDA
i-vector (MFCC) 8.6 0.59 0.76 8.9 0.54 0.72
i-vector (+BNF) 8.0 0.51 0.69 8.8 0.53 0.73
x-vector 7.6 0.59 0.75 7.5 0.46 0.67
5.6.3 Extractor
i-vector (MFCC) 8.9 0.63 0.79 9.2 0.58 0.75
i-vector (+BNF) 7.3 0.53 0.73 8.9 0.57 0.78
x-vector 7.2 0.54 0.72 6.3 0.43 0.63
5.6.4 PLDA and
i-vector (MFCC) 8.0 0.58 0.75 9.0 0.56 0.72
extractor i-vector (+BNF) 6.5 0.49 0.69 8.3 0.53 0.75x-vector 6.0 0.49 0.68 5.9 0.41 0.59
5.6.5 Added
i-vector (MFCC) 7.5 0.55 0.72 9.2 0.56 0.74
VoxCeleb i-vector (+BNF) 6.1 0.47 0.66 8.1 0.52 0.75x-vector 4.2 0.39 0.61 5.7 0.40 0.57
Table 5.2: Results using data augmentation in various systems. “Extractor” refers to




The main results are presented in Table 5.2 and are referenced throughout
Sections 5.6.1–5.6.5. We compare performance of two i-vector systems, labeled
i-vector (MFCC) and i-vector (+BNF), with the x-vector system. The systems
are described in Sections 5.3.1, 5.3.2 and 5.2, respectively. Throughout the
following sections, we use the term extractor to refer interchangeably to either
the UBM/T (for i-vector) or the embedding DNN (for x-vector).
5.6.1 Original Systems
In this section, we evaluate systems without data augmentation. The extrac-
tors are trained on the SWBD and SRE datasets described in Section 5.5.1. The
PLDA classifiers are trained on just the SRE dataset. Without using augmenta-
tion, the best results on SITW are obtained by i-vector (+BNF), which is 12%
better than the x-vector system at DCF10−2. The MFCC i-vector system also
achieves slightly lower error rates than the x-vector system on SITW. However,
even without augmentation, the best results for SRE16 Cantonese are obtained
by the x-vectors. In terms of DCF10−2, these embeddings are about 14% better
than either i-vector system. We observe that i-vector (+BNF) has no advantage
over i-vector (MFCC) for this Cantonese speech. This echoes recent studies
that have found that the large gains achieved by BNFs in English speech are
not necessarily transferable to non-English data (Novotný et al., 2016).
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5.6.2 PLDA Augmentation
In this experiment, the augmentation strategy described in Section 5.5.3 is
applied to only the PLDA training list. We use the same extractors as the
previous section, which were trained on the original datasets. PLDA augmen-
tation results in a clear improvement for all three systems relative to Section
5.6.1. However, it appears that the x-vectors may benefit from the PLDA
augmentation more than the baseline systems. On SITW, the x-vector system
achieves slightly lower error rates than i-vector (MFCC), but continues to lag
behind i-vector (+BNF) at most operating points. On SRE16, the x-vectors
maintain an advantage over the i-vectors by about 14% in DCF10−2.
5.6.3 Extractor Augmentation
We now apply data augmentation to the extractor (UBM/T or embedding
DNN) training lists but not the PLDA list. The effect of augmenting the
UBM/T is inconsistent in the i-vector system. This observation is supported
by prior studies on i-vectors, which have found that augmentation is only
effective in the PLDA classifier (Lei et al., 2012; Garcia-Romero, Zhou, and
Espy-Wilson, 2012). On the other hand, augmenting the embedding DNN
training list results in a large improvement. In contrast to the i-vector systems,
this is considerably more effective than augmenting the PLDA training list.
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On SITW, the x-vector system achieves lower error rates than i-vector (MFCC)
and has now caught up to the i-vector (+BNF) system. On SRE16, the x-vectors
are now 25% better than the i-vectors in DCF10−2, which is almost double
the improvement the DNN embeddings had with PLDA augmentation alone.
The findings in this section indicate that data augmentation is only beneficial
for extractors trained with supervision.
5.6.4 PLDA and Extractor Augmentation
In the previous sections, we saw that PLDA augmentation was helpful in both
i-vector and DNN embedding systems, although extractor augmentation was
only clearly beneficial in the embedding system. In this experiment, we apply
data augmentation to both the extractor and PLDA training lists. We continue
to use SWBD and SRE for extractor training and only SRE for PLDA. On SITW
the x-vectors are now 10-25% better than i-vector (MFCC) and are slightly
better than i-vector (+BNF) at all operating points. On SRE16 Cantonese,
the x-vectors continue to maintain the large lead over the i-vector systems
established in Section 5.6.3.
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Figure 5.1: DET curve for the Cantonese portion of NIST SRE16 using Section 5.6.5
systems.
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Figure 5.2: DET curve for the SITW Core using Section 5.6.5 systems.
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5.6.5 Adding VoxCeleb with Data Augmentation
The training data in Sections 5.6.1–5.6.4 is dominated by telephone speech. In
this experiment, we explore the effect of adding a large amount of microphone
speech to the systems in Section 5.6.4. The VoxCeleb dataset (Nagrani, Chung,
and Zisserman, 2017) is augmented, and added to both the extractor and
PLDA lists. As noted in Section 5.5.1, we found 60 speakers who overlap with
SITW; all speech from these speakers were removed from the training lists.
On SITW, both i-vector and x-vector systems improve significantly. How-
ever, the x-vector exploits the large increase in the amount of in-domain data
better than the i-vector systems. Compared to i-vector (MFCC), the x-vectors
are better by 44% in EER and 29% in DCF10−2. Compared to the i-vector
(+BNF) system, it is now better by 32% in EER and 17% in DCF10−2. On
SRE16, the i-vector systems remain roughly the same as they were in Section
5.6.4, but the x-vectors improve on all operating points by a small amount.
These results are illustrated by detection error tradeoff (DET) plots in Figures
5.1 and 5.2.
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5.7 Conclusions
In this section, we found that data augmentation is an easily implemented
and effective strategy for improving x-vector performance. We also made the
x-vector system – our implementation of DNN embeddings – available in the
Kaldi toolkit. We found that the x-vector system significantly outperformed
two standard i-vector baselines on SRE16 Cantonese. After including a large
amount of augmented microphone speech, the x-vectors achieved much lower
error rates than our best baseline on Speakers in the Wild. Bottleneck features
from an ASR DNN are used in our best i-vector system, and so it requires
transcribed data during training. On the other hand, the x-vector DNN needs
only speaker labels to train, making it potentially ideal for domains with little
transcribed speech. More generally, it appears that x-vector-based systems
achieve state-of-the-art performance on standard evaluation datasets and are
now a strong contender for the next-generation representation for speaker
recognition.
In the next chapter, we will deviate from speaker recognition, and apply





The previous chapters introduced the problem of speaker recognition, and
developed several neural network-based solutions to the task, which began
with the end-to-end approach described in Chapter 3 and culminated in the
x-vector architecture of Chapter 5. In this chapter, we adapt these techniques
to the task of spoken language recognition, and demonstrate that they outper-
form state-of-the-art baselines based on i-vectors. The deep neural network is
trained here to predict language labels, and maps sequences of speech features
to fixed-dimensional embeddings, which capture the language characteristics
of the audio. Once extracted, the embeddings (still called x-vectors) utilize
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the same classification technology developed for i-vectors. In the 2017 NIST
language recognition evaluation, this x-vector-based system outperformed
all others in the evaluation. In the post-evaluation analysis presented here,
we experiment with several variations of the x-vector framework, and show
that the best performing system uses multilingual bottleneck features, data
augmentation, and a discriminative Gaussian classifier.
6.1 Introduction
The National Institute for Standards and Technology (NIST) organized it’s
8th language recognition evaluation (LRE) in 2017, with an ongoing goal of
promoting development in language recognition technology and measuring
its performance. Like the previous evaluation in 2015, the NIST LRE 2017
focused on distinguishing between dialects and closely related languages.
It was separated into an unconstrained open training condition and a fixed
training condition, in which only a specified set of training resources were
permitted. In addition to conversational telephone speech and broadcast
speech data1, this evaluation also included wideband speech extracted from
videos.
1The broadcast news portion of LRE 2017 was downsampled to 8kHz before the data was
released to the participants.
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Most modern language recognition systems are based on i-vectors (Dehak
et al., 2011), which was described in more detail in Section 2.4.1.1. Once
extracted, i-vectors are commonly classified using Gaussian models, logistic
regression, or cosine scoring. State-of-the-art i-vector systems incorporate
deep neural networks (DNN) trained as acoustic models for automatic speech
recognition (ASR). This is generally done in one of two ways: either posteriors
from the ASR DNN replace those from a Gaussian mixture model (GMM) or
the i-vector system is trained on bottleneck features extracted from the DNN
(Song et al., 2013; Matejka et al., 2014; Richardson, Reynolds, and Dehak, 2015;
Fér et al., 2015; McCree, Sell, and Garcia-Romero, 2016).
Methods to directly capture language characteristics using DNNs have
also been proposed recently (Lopez-Moreno et al., 2014; Gonzalez-Dominguez
et al., 2014; Gonzalez-Dominguez et al., 2015; Garcia-Romero and McCree,
2016). The approaches prior to this dissertation typically train a DNN to
classify language at the frame-level, and utterance-level language scores are
calculated by averaging frame-level log-posterior probabilities across time.
In this work, we adapt the x-vector framework with augmentation that we
described in Chapter 5, to language recognition. This framework consists of a
discriminatively trained DNN that maps variable-length speech segments to
fixed-dimensional embeddings, that are still called x-vectors. Once extracted,
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x-vectors are used as a representation of speech like i-vectors. This allows for
leveraging the classification and backend technology that has been developed
for i-vector-based language recognition systems.
6.2 X-vector System
6.2.1 Overview
The x-vector system is based on a framework that we developed for speaker
recognition that is described in Chapter 4 and 5. The system is comprised of
a feed-forward DNN that maps variable-length speech segments to embed-
dings that we call x-vectors. Once extracted, the x-vectors are classified by a
discriminatively trained Gaussian classifier, as described in Section 6.4.
The network is implemented using the nnet3 neural network library in the
Kaldi Speech Recognition Toolkit (Povey et al., 2011). The recipe is based on
the SRE16 v2 recipe available in the main branch of Kaldi as https://github.
com/kaldi-asr/kaldi/tree/master/egs/sre16/v2. The training classes and
features have been modified for language recognition.
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Layer Layer context Tot. context In x out
frame1 [t − 2, t + 2] 5 5Fx512
frame2 {t − 2, t, t + 2} 9 1536x512
frame3 {t − 3, t, t + 3} 15 1536x512
frame4 {t} 15 512x512
frame5 {t} 15 512x1500
stats pooling [0, T) T 1500Tx3000
segment6 {0} T 3000x512
segment7 {0} T 512x512
softmax {0} T 512xL
Table 6.1: The standard x-vector DNN architecture. X-vectors are extracted at layer
segment6, before the nonlinearity. The input layer accepts F-dimensional features. The
L in the softmax layer corresponds to the number of training languages.
6.2.2 Architecture
The DNN configuration is outlined in Table 6.1. The architecture is nearly
the same as the one we used for speaker recognition in Section 5.5. The main
differences are that the features are different (either MFCCs or bottleneck
features from an ASR DNN) and the DNN is trained to classify languages,
rather than speakers.
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6.2.3 Training









dnl log P(l | x
(n)
1:T) (6.1)
The quantity dnl is 1 if the language label for segment n is l, otherwise it’s 0.
The primary difference between the training here and in (Gonzalez-Dominguez
et al., 2014; Gonzalez-Dominguez et al., 2015; Garcia-Romero and McCree,
2016) is that our system is trained to classify languages from variable-length
segments, rather than at the frame level with a fixed context of frames. Sup-
pose there are L languages in N training segments. Then P(l | x(n)1:T) is the





Training examples are constructed by picking speech chunks from the
training data that are 2–4 seconds long. The corresponding target is the
language label. The network is trained for several epochs using stochastic




We use augmentation to increase the amount and diversity of the x-vector
DNN training data. We employ the same strategy we used for speaker recog-
nition, which is described in Section 5.5.3, but with the addition of speed
perturbation as an augmentation type. Speed perturbation alters the speed of
the speech signal using a specified speed factor (Ko et al., 2015). The MUSAN
dataset is used for additive noises, and is described in Appendix A.
We use a 6-fold augmentation strategy that combines the original “clean”
training list with up to 5 augmented copies2. To augment a recording, we
randomly choose between one of the following:
• speed perturbation: Apply a speed factor of 0.9 or 1.1 to slow down or
speed up the original recording.
• music: A single music file (without vocals) is randomly selected from
MUSAN (see Appendix A), trimmed or repeated as necessary to match
duration, and added to the original signal (5-15dB SNR).
• noise: MUSAN noises are added at one second intervals throughout the
recording (0-15dB SNR).
• reverb: The training recording is artificially reverberated via convolution
2Note that we may apply the same type of augmentation more than once to the same
recording.
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with simulated RIRs.
6.2.4 Embeddings
At test time, x-vectors are extracted at layer segment6 of the network (see Table
6.1), before the nonlinearity. Since the pooling layer aggregates across the
input frames, we are able to extract a single 512-dimensional x-vector from
each variable-length speech segment.
Alternatively, the x-vector DNN could be used to classify languages di-
rectly. This possibility is explored in Section 6.6.5. However, we find that
extracting embeddings is more flexible, as it facilitates integration with the
backend technology developed for i-vectors. Also, it allows expanding to new
languages without needing to retrain the x-vector extractor. The latter option
is explored in Section 6.6.6.
6.2.5 Features
We experiment with acoustic features and two types of bottleneck features.
Before being fed into the x-vector DNN, features are mean-normalized over
a 3-second sliding window, and nonspeech frames are removed using an




The acoustic features are 23 MFCCs computed from a sampling window of
25ms.
6.2.5.2 Fisher English Bottleneck Features
For the fixed training condition of LRE17, 60-dimensional linear bottleneck
features (BNF) are extracted from an ASR DNN trained on the Fisher English
corpus, based on the network described in (Snyder, Garcia-Romero, and
Povey, 2015). The DNN is a time-delay acoustic model built using the nnet2
library in Kaldi. It uses the same architecture and training recipe as the system
described in Section 5.3.2.
6.2.5.3 Multilingual Bottleneck Features
For the open training condition, we use 60-dimensional BNFs extracted from
an ASR DNN trained on multiple languages. Up to and including the bottle-
neck layer, the DNN has the exact same architecture as the one described in
Section 6.2.5.2. It also uses the same MFCC features.
The DNN is trained on 23 languages from the IARPA Babel dataset (Amharic,
Cebuano, Guarani, Javanese, Lao, Tagalog, Tokpisin, Zulu, Assamese, Dholuo,
77
Chapter 6. Spoken Language Recognition using X-vectors
Haitian, Kazakh, Lithuanian, Pashto, Tamil, Turkish, Cantonese, Igbo, Kur-
manji, Mongolian, Swahili, Telugu, and Vietnamese). The hidden layer pa-
rameters are shared across languages. Each language is given a separate
output layer that computes posteriors over 4300 to 4900 subphonetic context
dependent states, depending on the language.
6.3 I-vector Baseline
Our baselines consist of two state-of-the-art joint i-vector systems introduced
by McCree, Sell, and Garcia-Romero (2016). These systems were part of our
LRE17 submission, and are described in greater detail in (Mccree et al., 2018).
The joint system differs from the classical i-vector system in that both the
means and the weights of the GMM that comprises the UBM are adapted to
each training or test recording. This allows the i-vector to model both acoustic
and phonotactic variability.
The first joint i-vector system uses posteriors from an ASR acoustic model
trained on Fisher English, and is very similar to the system described in
(Snyder, Garcia-Romero, and Povey, 2015) for speaker recognition. We refer
to systems built using this approach as “senone” systems. The second system
uses BNFs extracted from a different acoustic model, which is also trained on
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Fisher English, as described in Section 6.2.5.2.
6.4 Classifier
We use the same classifier architecture for x-vectors and i-vectors. Prior to clas-
sification, embeddings are whitened and length normalized (Garcia-Romero
and Espy-Wilson, 2011), and their dimensionality is reduced using linear dis-
criminant analysis (LDA). Classification is performed by a discriminatively-
trained Gaussian classifier (McCree, 2014). When fusing the decisions made
by multiple language recognition systems, we learn a weight for each system,
and average the weighted scores.
The whitening matrix, LDA, and classifier were trained on an augmented
version of the LRE17 training data, as described in Section 6.5.2.1. A held-out
portion was used for estimating the fusion weights. Training recordings were
segmented to durations of 3-60 seconds of speech. In addition to applying
data augmentation similar to what is described in Section 6.2.3.1, we also
apply additional augmentations we found helpful in previous evaluations:
simulation of the GSM-AMR phone encoding, addition of babble noise from
Fisher, and synthetic, low-frequency modulated noise.
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Cluster Languages
Arabic Egyptian Arabic, Iraqi Arabic, Levantine Arabic, Maghrebi
Arabic
Chinese Mandarin, Min Nan
English British English, General American English
Slavic Polish, Russian
Iberian Caribbean Spanish, European Spanish, Latin American Con-
tinental Spanish, Brazilian Portuguese
Table 6.2: The NIST LRE 2017 language clusters.
6.5 Corpora
6.5.1 NIST LRE 2017
We evaluate performance on the 2017 NIST language recognition evaluation
(LRE) benchmark data set (NIST 2017 Language Recognition Evaluation Plan
2017). It consists of 14 languages in 5 language clusters, as described in
Table 6.2. The data came from conversational telephone speech and broadcast
narrowband speech data from the LDC MLS14 corpus, as well as wideband
speech extracted from internet videos from the VAST corpus (Tracey and
Strassel, 2018). The focus of the evaluation is on differentiating between
closely related languages/dialects within each of the clusters listed above.
Training conditions were broken down into fixed and open training con-
ditions. The fixed condition permits use of only past LREs, Fisher English,
Switchboard corpora and the LRE17 development data, as well as publicly
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available noise corpora. The open condition lifts these restrictions.
6.5.2 Training Data
This section describes the training data used by both the i-vector baselines
and x-vector systems. The ASR DNNs were trained on additional corpora, as
described in Section 6.2.5.
6.5.2.1 NIST LRE 2017 Training and Development
This dataset consists of about 18,000 training segments and 4,000 development
segments provided by NIST for the evaluation participants. It is comprised of
narrowband and wideband data collected by LDC for the MLS14 and VAST
corpora and contains speech from the 14 target languages/dialects in Table 6.2.
Due to the small amount of wideband training data, it too was downsampled
to 8kHz before training, to match the sampling rate of the majority of the
training data.
6.5.2.2 2015 NIST IVC
This dataset consists of audio from the i-vector Machine Learning Challenge
(IVC) (The 2015 Language Recognition i-Vector Machine Learning Challenge 2015).
This dataset is composed primarily of previous NIST LREs. It consists of
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data collected over the telephone channel. In total, there are 177,000 speech
segments with an average duration of 35 seconds from 57 languages. This
dataset is used only in some experiments, as described below in Section 6.6.6.
6.6 Results
Results are reported in terms of the Cprimary metric described in (NIST 2017
Language Recognition Evaluation Plan 2017). It is the average of the actual
detection costs, described earlier in Section 2.3, computed at Ptarget = 0.1 and
Ptarget = 0.5. In the following tables, the Overall results for each category
of the evaluation (e.g., language or microphone type) have been equalized
by the NIST scoring tool, as described in (NIST 2017 Language Recognition
Evaluation Plan 2017). As a result, scores from each data source (VAST or
MLS14) or language have been balanced and contribute equally to the metric.
Note however, that the costs are computed using a single threshold, rather
than a different threshold for each category.
6.6.1 Baseline
In this section, we compare performance of the two joint i-vector systems
described in Section 6.3 with that of the x-vector system. The system labeled
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System MLS14 VAST Overall
1 ivec_senone 0.193 0.217 0.205
2 ivec_bnf 0.170 0.206 0.189
3 xvec_bnf 0.148 0.178 0.163
1,2 fusion 0.151 0.183 0.167
1,3 fusion 0.130 0.168 0.150
2,3 fusion 0.125 0.164 0.145
1,2,3 fusion 0.124 0.163 0.144
Table 6.3: Comparison of the Cprimary of two joint i-vectors systems with that of the
x-vector system on the LRE17 evaluation set. Various fusions are reported in the
second half of the table. All systems conform to the fixed training condition.
ivec_senone uses posteriors from an ASR DNN trained on Fisher English
and ivec_bnf is trained on Fisher English BNFs (similar to the BNFs used in
Section 6.2.5.2). The system xvec_bnf is an x-vector system trained on the
Fisher English BNFs from Section 6.2.5.2.
In Table 6.3 we see that xvec_bnf achieves lower Cprimary than either i-
vector system on both the MLS14 and VAST parts of the evaluation. Overall,
xvec_bnf outperforms ivec_senone by about 20% and ivec_bnf by about 14%
relative.
The last 4 rows of Table 6.3 report score fusion results. By itself, xvec_bnf
achieves a Cprimary roughly equal to the fusion of the two i-vector systems.
Moreover, the x-vector and i-vector systems appear to be very complementary
when fused; the fusion of ivec_bnf and xvec_bnf is 23% better than our best
baseline, and 13% better than the fusion of the two i-vector systems.
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MLS14 VASTSystem 3s 10s 30s
1 ivec_senone 0.216 0.178 0.084 0.217
2 ivec_bnf 0.194 0.156 0.064 0.206
3 xvec_bnf 0.169 0.135 0.061 0.178
1,2 fusion 0.171 0.140 0.062 0.183
1,3 fusion 0.148 0.125 0.055 0.168
2,3 fusion 0.143 0.119 0.050 0.164
1,2,3 fusion 0.142 0.117 0.052 0.163
Table 6.4: Cprimary for i-vector and x-vector systems as well as their fusions. MLS14
results are broken own by test segment duration, as indicated by column labels. The
VAST subset is 10 seconds or longer.
6.6.2 Duration Analysis
NIST LREs typically include test segments with durations clustered around 3,
10 and 30 seconds. This facilitates the analysis of performance as a function
of utterance duration. For LRE17 only the MLS14 portion of the data was
provided with these duration patterns. The VAST data had a wider variety of
segment duration, with each segment being 10 seconds or longer.
Table 6.4 shows results on the MLS14 test set by duration. It is clear
that the shorter segments are harder to classify by all systems. Also, even
though the VAST data had longer duration segments, the domain shift with
respect to the majority of our training data (telephone and broadcast speech
versus internet videos) results in performance that is worse than the 3 second
MLS14 subset. Since the x-vector system was trained on examples that are
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System MLS14 VAST Overall
xvec_mfcc 0.209 0.203 0.206
xvec_bnf 0.148 0.178 0.163
xvec_mlbnf 0.130 0.149 0.140
Table 6.5: X-vector performance as a function of feature type. Results are reported in
terms of Cprimary, using MFCCs, Fisher English BNFs or multilingual BNFs. The first
two systems conform to the fixed training condition, whereas the last system meets
the requirements of the open training condition.
on average 3 seconds long, it was expected that it might achieve its largest
gains (compared to the baselines) on the shortest test segments. However,
Table 6.4 demonstrates no clear relationship between the x-vector’s relative
performance and duration: compared to the baselines, xvec_bnf is 13% and
22% better on the 3 second segments, 13% and 24% better on the 10 second
segments, and 5% and 27% better on the 30 second segments.
6.6.3 X-vector Features
It has been well documented that i-vector-based language recognition systems
improve greatly by incorporating ASR DNNs. In this section, we see how
this observation generalizes to x-vectors, by comparing systems trained on
MFCCs (xvec_mfcc), Fisher English BNFs (xvec_bnf), and multilingual BNFs
(xvec_mlbnf). See Section 6.2.5 for a description of these these features.
In Table 6.5 we see that x-vector performance echoes the trend observed
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System MLS14 VAST Overall
xvec_mlbnf_no_aug 0.152 0.179 0.166
xvec_mlbnf 0.130 0.149 0.140
Table 6.6: Comparison of performance with or without augmenting the x-vector
DNN training list. In either case, the classifier (Section 6.4) uses the same augmented
list.
in i-vectors: monolingual BNFs perform much better than acoustic features
alone, but multilingual BNFs are the best choice (Fér et al., 2015). Using
just MFCCs, xvec_mfcc achieves performance comparable to ivec_senone
from the previous section. However, replacing MFCCs with Fisher English
BNFs improves overally performance by 21% in Cprimary. Finally, substituting
MFCCs with multilingual BNFs reduces Cprimary even further, by 32%.
6.6.4 Data Augmentation
Next, we test the importance of augmenting the x-vector DNN training data.
In both the unaugmented and data augmented training setups, the features are
multilingual BNFs and the Gaussian classifier still uses the same augmentation
strategy as described in Section 6.4.
In Table 6.6 we observe that removing augmentation increases detection
cost by over 10%. This is likely due to augmentation increasing the limited
amount of training data, as well as making the system more robust against
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System MLS14 VAST Overall
xvec_mlbnf_direct 0.155 0.256 0.206
xvec_mlbnf 0.130 0.149 0.140
Table 6.7: Comparison of performance using the x-vector DNN for direct classifica-
tion, or as features for the Gaussian classifier from Section 6.4.
degraded audio. This result parallels our observations when training x-vectors
for speaker recognition in Chapter 5.
6.6.5 Direct Classification vs. Embeddings
The x-vector framework is based on our speaker recognition work in Chap-
ter 5, where the goal is to produce embeddings that generalize to unseen
speakers. However, in a closed-set language recognition task, the x-vector
DNN can be used directly for classification (without the need for a backend
classifier), provided it is trained on the same language classes as required
for deployment. In this section, direct classification is compared with using
embeddings extracted from the same system.
In Table 6.7 we see that using embeddings to train the Gaussian classifier
achieves much better performance than using the system directly for classi-
fication. In particular, the direct system appears to suffer from the limited
amount of VAST training data. While xvec_mlbnf is only 16% better than
xvec_mlbnf_direct on MLS14 it is 42% better on VAST.
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Although it’s likely the direct results could be improved with hyper-
parameter tuning and calibration in the backend, these results still underscore
the flexibility of our standard x-vector approach. Once extracted, x-vectors
can be fed into the same pipeline used for i-vectors, taking advantage of exist-
ing classifier and backend technology that assists in domain adaptation and
calibration.
6.6.6 Adding New Languages without Retraining
Another advantage of extracting embeddings from a DNN, rather than us-
ing it for direct classification, is that it opens up the possibility of deploying
the system with a different set of languages without having to retrain the
x-vector extractor. Given a multilingual training list with sufficient diver-
sity, it may be possible to train the DNN to produce embeddings that will
extend to differentiating between languages or dialects not present in the
training data. In this section, we simulate this by training an x-vector DNN
called xvec_mlbnf_57lang using the 57 languages of the IVC dataset (see
Section 6.5.2.2). Although different training data is used, the same augmen-
tation strategy (see Section 6.2.3.1) we used for xvec_mlbnf is applied to
xvec_mlbnf_57lang. It is important to note that the IVC dataset may contain a
significant acoustic domain mismatch with the LRE17 evaluation data as it is
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System MLS14 VAST Overall
xvec_mlbnf_57lang 0.153 0.183 0.168
xvec_mlbnf 0.130 0.149 0.140
Table 6.8: Performance with an x-vector DNN trained on the IVC dataset (Section
6.5.2.1) or on the LRE17 development data (Section 6.5.2).
from a different collection. In either system, we use the same in-domain data
to train the backend classifier.
In Table 6.8 we see that xvec_mlbnf_57lang lags behind the system trained
on completely in-domain data and matching languages. Nonetheless, it
achieves similar performance as xvec_mlbnf_no_aug. In the future, we plan
to expand the number of languages as well as the domains represented in the
x-vector training data to further explore this approach.
6.7 Conclusions
In this chapter, we adapted the x-vector framework, which was originally
developed for speaker recognition, to the task of language recognition. We
demonstrated that x-vectors achieved excellent performance on the NIST LRE
2017, outperforming several state-of-the-art i-vector systems. We explored
several variations to the basic x-vector framework. We found that, like in
i-vector systems, ASR bottleneck features greatly improved performance over
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acoustic features. Echoing results in speaker recognition, our experiments
showed that augmenting the x-vector DNN training data is highly beneficial.
Finally, although the framework permits direct classification, we found that
extracting x-vectors from the DNN and using them as features for a Gaussian




In the previous chapter, we showed that x-vectors can be adapted to the
task of spoken language recognition. In this chapter, we will show that they
can be successfully applied to the problem of speaker diarization as well.
Speaker diarization is an important front-end for speech technology that
handles multiple speakers. It is the process of grouping segments of speech
according to the speaker, and is sometimes referred to as the “who spoke when”
task. Until recently, most speaker diarization systems used i-vectors as a core
component. In a typical diarization system, i-vectors are extracted from short
segments of speech, and clustered, to discover the individual speakers in a
recording. However, diarization performance, even in relatively clean settings
is still very poor. In this chapter, we show how i-vectors can be removed
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from the diarization process, and replaced with x-vectors. Performance is
evaluated on several diarization benchmarks, and we demonstrate that the
x-vector system exceeds the performance of a strong baseline system.
7.1 Introduction
Most research in speech processing assumes that there is only one speaker
per recording, and the majority of standard evaluation datasets reflect this
assumption. However, audio collected from many real-world environments,
such as broadcast news or smart home devices (Amazon Echo or Apple
HomePod, for instance) violate this single-speaker assumption. When ASR, for
example, is performed on this multi-speaker audio, it is often necessary to both
transcribe the speech and to identify the speakers that produced each utterance.
Solutions employ a preprocessing step, known as speaker diarization, which
precedes the application of any downstream speech technology, such as ASR.
In a typical diarization system, i-vectors are extracted from short segments
of speech (Shum et al., 2011; Shum, Dehak, and Glass, 2012; Shum et al., 2013;
Senoussaoui et al., 2014; Sell and Garcia-Romero, 2014) and are clustered. This
is a sensible approach given the success of i-vectors for speaker recognition.
In this chapter, we propose replacing i-vectors for diarization with x-vectors,
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which in Chapter 5, were shown to be highly effective for capturing speaker
characteristics. Furthermore, the results in Chapters 3 and 4 suggest that these
embeddings are more effective relative to i-vectors for shorter durations of
speech. This is a highly desirable property, as the segment length used in
diarization is typically between 1 and 2 seconds of speech.
After presenting a background on diarization technologies, we will de-
scribe the proposed system. Then, we will present the results on several
evaluation datasets. In Section 7.4.1 we will present results on the popular
CALLHOME telephony dataset. Section 7.4.2 presents results on the CHIME
5 dataset, which consists of challenging far-field speech, and finally, in Sec-
tion 7.4.3 we evaluate performance on the DIHARD 2018 challenge dataset,
which consists of speech from several languages and diverse recording condi-
tions. Finally, in Section 7.5 we conclude the chapter.
7.2 Background
7.2.1 Diarization with I-vectors
Soon after their development for speaker recognition, Shum et al. (2011) and
Shum, Dehak, and Glass (2012) adapted i-vectors to the task of speaker diariza-
tion. Early work utilized i-vectors extracted from short segments of speech,
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and used cosine scoring as a distance metric, and clustered using K-means
or spectral-based techniques (Shum et al., 2011; Shum, Dehak, and Glass,
2012). Other clustering algorithms on i-vectors for diarization have included
Variational Bayesian GMMs (Shum et al., 2013), mean shift (Senoussaoui et al.,
2014), and agglomerative hierarchical clustering (AHC) (Kenny, Reynolds,
and Castaldo, 2010; Sell and Garcia-Romero, 2014). Since it tends to achieve
the best performance, the work that follows in this chapter will use AHC
exclusively. In a study by Sell and Garcia-Romero (2014), it was shown that
cosine scoring can be outperformed by PLDA. Followup work by Sell and
Garcia-Romero (2015a), showed that additional improvements could be ob-
tained by replacing the unsupervised GMM-UBM with the senone partitions
from a DNN trained for ASR.
One shortcoming of the segmentation-based approaches described above
is that the resulting diarization marks will be restricted to arbirary begin and
end times according to the segmentation boundaries. To remedy this, a second
stage of diarization, often called resegmentation, can be added. In resegmen-
tation, the clustering results are used to initialize a frame-level diarization
system that then iterates to refine the boundaries of speaker turns. Previously,
most resegmentation was performed in the acoustic feature space with a Hid-
den Markov Model (HMM), but recent work has shown that resegmentation
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can be more effective using subspace techniques (Sell and Garcia-Romero,
2015b). In the remainder of this chapter, we focus solely on the initial clus-
tering stage of the diarization system, and do not study performance with
second-stage refinement.
7.2.2 Diarization with Neural Networks
Mirroring progress in speaker recognition, recent systems have replaced i-
vectors with DNN-based embeddings for capturing speaker characteristics
for diarization (Garcia-Romero et al., 2017a; Sell et al., 2018; Wang et al.,
2018). In Chapter 3 we described an end-to-end DNN that jointly learns a
fixed-dimensional embedding and a scoring metric. Garcia-Romero et al.
(2017b), applied this method to diarization, and found that it achieves similar
performance to a state-of-the-art diarization system. Sell et al. (2018) built on
this work, by using the x-vector architecture introduced in Chapter 5. In that
work, x-vectors simply replace i-vectors as the short segment-level embedding,
and we continue to use PLDA to compare embeddings, and AHC to cluster.
The work presented in this chapter uses the same paradigm.
Other work has also explored using DNNs to process multi-speaker audio,
though in different contexts. Hershey et al. (2016) used neural embeddings
to separate the speech of multiple overlapping speakers. In that work, a
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DNN is trained to provide features for unsupervised clustering, resulting
in a process called deep clustering. Deep clustering operates on each time-
frequency bin and learns embeddings for those bins with desirable behavior
in Euclidian space. Although this approach could be viewed a superset
of diarization, in practice it is typically used to separate two overlapping
speakers in short segments of speech, and may be used in conjunction with a
standard diarization system.
7.2.3 Performance Metrics
Speaker diarization performance is commonly measured with the diarization
error rate (DER). In its purest form, DER combines three types of error:
• missed speech: when speech activity detection (SAD) fails to detect
speech
• false alarm speech: when SAD erroneously detects speech
• speaker error: when speech is assigned to the incorrect speaker
DER therefore includes both speaker labeling errors and errors due to
audio being misclassified as speech or nonspeech. Therefore, it is sometimes
useful to use the oracle SAD marks, to focus exclusively on speaker labeling
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errors. In Section 7.4 we will present results both with oracle SAD marks and
using an automatic SAD system.
Tools for computing DER are quite flexible, and provide several options to
control how strict the error metric is. On some corpora, such as CALLHOME,
the convention is to ignore any errors within 250ms of a speaker transition,
and errors due to overlapping speakers. However, in some datasets, such as
the DIHARD challenge, emphasis is placed on correctly attributing all speech,
including overlapping speech, and errors in overlapped speech regions are
also included in the DER.
7.3 Experimental Setup
7.3.1 Diarization System
Figure 7.1 illustrates the schema of a typical diarization system. The speech
segments are identified as grey rectangles. Before diarization is performed,
the number of speakers and their location in the recording is unknown, which
is indicated by question marks in the figure. The output of the diarization
system is the input speech segments, but now (if we’ve performed diarization
accurately) we’ve identified how many speakers are present in the recording,
and their location. The steps of the diarization system are as described in the
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Figure 7.1: Diagram of a speaker diarization system. The labels 1, 2, and 3 denote
speakers discovered during the diarization process.
following sections.
7.3.2 Speech Activity Detection
Diarization is typically performed on top of the output of a speech activity
detection (SAD) system that identifies the speech and nonspeech regions. In
this chapter, we will primarily make use of oracle SAD marks. This permits
us to focus solely on speaker mislabeling errors. However, we include results
using a Kaldi-based SAD system in Section 7.4.2. This system is a time-delay





Once speech activity detection is performed, the speech segments are subseg-
mented into 1.5 second segments, which overlap with neighboring segments
by 50%. In (Sell and Garcia-Romero, 2014) it was found that this denser
sampling improves clustering. These segments are then projected into fixed-
dimensional embeddings (in this chapter, either i-vectors or x-vectors).
7.3.4 PLDA Scoring
Next, as is commonly done in i-vector-based systems, the embeddings and the
PLDA parameters are projected into a conversation-dependent space using
principle component analysis (PCA). The conversation-dependent PCA adapts
the scoring metric to the unique characteristics of the conversation. Then, we
use this adapted PLDA model to compare the embeddings of all pairs of 1.5
second segments in the recording to produce a pair-wise similarity matrix.
7.3.5 Agglomerative Hierarchical Clustering
Given the similarity matrix, we perform agglomerative hierarchical clustering
(AHC) with average linkage clustering (Maimon and Rokach, 2005). In AHC,
we iteratively merge together clusters of speech segments, until some stopping
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Table 7.1: X-vector DNN architecture, where N is the size of the embedding layer
(between 128 and 512 depending on the experiment).
Layer Layer Type Context Size
1 TDNN-ReLU t-2:t+2 512
2 TDNN-ReLU t-2, t, t+2 512
3 TDNN-ReLU t-3, t, t+3 512
4 Dense-ReLU t 512
5 Dense-ReLU t 1500
6 Pooling (mean+stddev) Full-seq 2x1500
7 Dense(Embedding)-ReLU N
8 Dense-Softmax # training spkrs
criterion is met. If we don’t know the number of speakers in a recording,
the stopping criterion is a threshold. If the similarity between the closest
clusters is less than this threshold, we stop the clustering process. Typically,
this threshold is tuned on some in-domain dataset; its removal is a topic of
Section 8.3.1 in the next chapter.
7.3.6 X-vector System
The x-vector system is closely based on the system described in Chapter 5.
However, here the DNN is trained on MFCCs, between 20 and 40 dimensions,
depending on the application and audio sampling rate. The features are mean
normalization over a 3 second window. The x-vector architecture is similar
to the one used in previous work, in Chapter 4. The embedding layer ranges




The i-vector system is also quite similar to those described in earlier chapters
for speaker recognition. However, here we append only the first-order deltas
to the feature inputs (rather than including the second order deltas) and the
mean normalization is applied over a 3 second window. The i-vector system
uses a UBM that ranges from 512 to 2048 and the i-vector subspace dimension
ranges 100 to 400, depending on the experiment. These configurations are
described in following experimental sections.
7.4 Experimental Results
7.4.1 CALLHOME Telephony
In this section, we report results on the CALLHOME dataset, which consists of
500 telephone recordings from 6 different languages: Arabic, English, German,
Japanese, Mandarin, and Spanish. Each recording contains multiple speakers,
with 2 to 7 speakers per recording. For tuning purposes, the CALLHOME
dataset was split into two equally sized parts, CALLHOME1 and CALL-
HOME2. For example, CALLHOME1 is used for centering and whitening in
the embedding space (for both types of embeddings), and for tuning the AHC
stopping threshold. Then, diaization is performed on CALLHOME2. This
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process is then repeated with the partitions reversed.
For experiments on the CALLHOME corpus, the x-vector and i-vector
extractors are trained on audio from past NIST SREs prior to 2010, Switchboard
Cellular 1 and 2, and Switchboard 2 phase 1–3. The x-vector DNN training
data is further enlarged using data augmentation, as described in Section 5.5.3.
As we saw in Section 5.6.3, data augmentation does not improve the quality
of the i-vector system (since it is trained without supervision) and so we do
not use data augmentation in this system. Both systems use 20 dimensional
MFCCs. The x-vector DNN uses the architecture described in Table 7.1, with
an embedding layer of size 128. The i-vector system uses a 2048-component
UBM with a 128-dimensional i-vector subspace.
In Table 7.2 we compare the performance of the i-vector system and the
x-vector system. In the column “threshold” we report the DER using the
AHC threshold tuned on half of CALLHOME applied to the other half (and
vice versa). Using this clustering method, we see that the x-vector system
achieves a 19% reduction in diarization error rate. To get a better sense of the
performance under optimal clustering, the column “oracle #speakers” assesses
102
7.4. Experimental Results
performance using the actual number of speakers per recording. Here we see
that both systems improve given oracle SAD marks, and the x-vector system
again achieves an 18% reduction diarization error rate.
7.4.2 CHIME 5
The CHIME 5 corpus consists of far-field audio collected from dinner parties
using several microphone arrays. The dataset consists of a training, dev and
eval portion. The partitions are equally sized, each containing audio from
two parties recorded from five different microphone arrays. Each recording is
about two and half hours long and contains speech from exactly four speakers.
The extractors (x-vector and i-vector) are trained on the VoxCeleb corpus.
The x-vector DNN training list is further enlarged by artificially reverberating
the training data, and combining it with the clean training list. Both systems
use the CHIME 5 train set to train the PLDA models.
The x-vector DNN uses the architecture in Table 7.1, but here the x-vector
dimension is 128. For the i-vector extractor, we use a 768-component UBM
and a 100-dimensional i-vector extractor. The i-vector system is trained on 30
dimensional MFCCs, whereas the x-vector system is trained on 40 dimensional
MFCCs (to match the features used by an ASR DNN). For both systems, we
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Table 7.3: DER(%) on the CHIME 5 eval dataset
oracle SAD Kaldi SAD
i-vector 53.48 63.15
x-vector 32.58 40.48
perform beamforming on the microphones of each array using a simple delay-
and-sum beamformer named Beamformit (Anguera, Wooters, and Hernando,
2007).
In the CHIME 5 dataset, nonspeech events provide a significant challenge.
Therefore, we present results using both the oracle SAD and results using a
TDNN SAD trained on the CHIME 5 train set using the Kaldi toolkit. In either
case, we use the knowledge that there are exactly 4 speakers per recording
in our clustering. In Table 7.3 we see that using the oracle SAD, the x-vector
system provides a relative improvement of 39% in DER, compared to the
i-vector baseline. Using the Kaldi SAD instead of the oracle SAD raises the
DER for both systems, as the performance metric now includes errors due
to missed and false alarm speech (see Section 7.2.3). Nonetheless, we see
a reduction of 36% in DER of the x-vector system relative to the baseline.
Therefore, we see that the substantial performance gains made by moving to









The 2018 DIHARD challenge (Ryant et al., 2018) was intended to provide a
standard dataset, drawn from diverse and challenging conditions, to evaluate
diarization system performance. The development (dev) data included audio
from ten diverse domains ranging from monologues to interviews with chil-
dren to meetings and internet videos. An additional three sources not present
in the training data were included in the evaluation (eval) data as well. This
resulted in a highly diverse and challenging dataset for diarization.
As in Section 7.4.2, we use VoxCeleb to train both embedding extractors
(i-vector or x-vector). For the x-vector DNN, we also add additional training
data with augmentations, using the recipe described in Section 5.
The x-vector DNN follows the same architecture as Table 7.1, but uses
512-dimensional x-vectors. The i-vector system uses a 2048-dimensional UBM
and 400-dimensional i-vectors.
In Table 7.4 we report DER results on the DIHARD 2018 eval dataset. In ac-
cordance with the DIHARD challenge, the DER error metric (see Section 7.2.3)
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includes errors around segment collars and due to overlapping speech. We
see that unlike Sections 7.4.1 and 7.4.2, the performance of the i-vector and
x-vector systems is quite similar. Nonetheless, the x-vector results using the
tuned threshold are still about 8% better, and the results using the oracle
number of speakers is about 4% better. Perhaps one reason for the more
similar results here is that a significant portion of the error comes from over-
lapping speech, and neither system is capable of assigning a speech segment
to multiple speakers.
7.5 Conclusion
In this work, we have presented a diarization system that use discriminateively
trained embeddings (x-vectors) to replace i-vectors for diarization. We re-
ported results on three diarization datasets, and found that x-vectors outper-
form a competitive i-vector baseline on all three datasets. In Chapter 4 we
found that x-vectors tend to achieve their largest improvement over i-vectors
on short speech segments. Since the standard diarization framework is based
on clustering embeddings extracted from short speech segments, it is not
surprising that they would perform well for this task. In Section 7.4.3 we
presented results on the DIHARD 2018 evaluation dataset, where we included
errors due to overlapping speech. An important limitation of this diarization
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framework is that it assumes that only one speaker can be speaking at a time.
In Section 7.4.2, we reported results on the CHIME 5 dataset. Although the
x-vector system achieved significantly better results than the i-vector system,
we observe that this far-field domain is extremely challenging, DER remains
unsatisfactorily high, and that existing data augmentation techniques are
not sufficient. Effectively addressing overlapping speakers and improving
the robustness of diarization to unconstrained far-field audio would have a
significant impact on this field.
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Our prior work introduced x-vectors, an embedding that is very effective for
both speaker recognition and diarization. These embeddings are now replac-
ing i-vectors, which have been the state-of-the-art in both tasks for almost
ten years. This chapter combines this previous work, described in Chapters 5
and 7, and applies it to the problem of speaker recognition in multi-speaker
conversations. We measure performance on Speakers in the Wild and report
what we believe are the best published error rates on this dataset. Moreover,
we find that diarization substantially reduces speaker recognition error rates
when there are multiple speakers, while maintaining excellent performance
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on single-speaker recordings. Finally, we introduce an easily implemented
method to mitigate the need for the domain-sensitive threshold typically used
in the clustering stage of a diarization system. The proposed method is more
robust to domain shifts, and achieves similar speaker recognition results to
those obtained using a diarization system with a well-tuned threshold.
8.1 Introduction
Most speaker recognition research assumes that there is only one speaker per
recording. In particular, all models for capturing speaker characteristics in
fixed-dimensional embeddings assume that the input speech was generated
from a single speaker, and violating this assumption reduces the effectiveness
of the representation (Kenny, Reynolds, and Castaldo, 2010; Martin and Przy-
bocki, 2001). Research on the topic of speaker recognition in multi-speaker
conversations has increased with the release of the 2016 Speakers in the Wild
(SITW) challenge (McLaren et al., 2016) and the recent NIST 2018 Speaker
Recognition Evaluation (NIST Speaker Recognition Evaluation 2018 2018) due to
the presence of multi-speaker enrollment and test recordings. This encourages
diarization to be performed in conjunction with speaker recognition. Partici-
pants in the SITW challenge showed that diarization can significantly improve
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speaker recognition rates (Novotnỳ et al., 2016; Liu et al., 2016). Our study un-
derscores the value of diarization for speaker recognition in the multi-speaker
environment.
8.2 X-vector DNN
This section describes the x-vector DNN. The architecture is based on the
DNN embedding system described in Chapter 5, but uses a larger network
architecture and additional training data augmentations, to improve perfor-
mance.
8.2.1 Architecture
Table 8.1 summarizes the architecture used in this work. The first 10 layers
of the x-vector DNN consists of layers that operate on speech frames, with a
small temporal context centered around the current frame t. The pooling layer
receives the output of layer 10 as input, aggregates over the input segment,
and computes its mean and standard deviation. These segment-level statistics
are concatenated together and passed through the remaining layers of the
network. The output layer computes posterior probabilities for the training
speakers. Compared to the architecture described in Chapter 5, we use a
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Table 8.1: X-vector DNN architecture
Layer Layer Type Context Size
1 TDNN-ReLU t-2:t+2 512
2 Dense-ReLU t 512
3 TDNN-ReLU t-2, t, t+2 512
4 Dense-ReLU t 512
5 TDNN-ReLU t-3, t, t+3 512
6 Dense-ReLU t 512
7 TDNN-ReLU t-4, t, t+4 512
8 Dense-ReLU t 512
9 Dense-ReLU t 512
10 Dense-ReLU t 1500
11 Pooling (mean+stddev) Full-seq 2x1500
12 Dense(Embedding)-ReLU 512
13 Dense-ReLU 512
14 Dense-Softmax 7185 (# spkrs)
slightly wider temporal context in the TDNN layers, and interleave dense
layers between the TDNN layers. We found that this architecture significantly
outperforms our prior work in Chapter 5.
8.2.2 Features
The features are 30 dimensional MFCCs with a sampling window of 25 ms,
mean-normalized over a sliding window of up to 3 seconds. Audio files are





The DNN is trained to classify the 7,185 speakers in the training data using
a multi-class cross entropy objective function. A training example consists
of a 2–4 second speech segment (about 3 seconds average), along with the
corresponding speaker label. Following a study by McLaren et al. in (McLaren
et al., 2018), we use much more aggressive data augmentation than in Chap-
ter 5 (see Section 8.5.1), train the DNN for 6 epochs (instead of 3) and use a
minibatch size of 128 (instead of 64).
8.2.4 Embedding Extraction
Once the network is trained, x-vectors are extracted from the affine component
of layer 12 (see Table 8.1). The x-vectors are used as features for two different
PLDA backends (one for the diarization system described in Section 8.3 and
one for the speaker recognition system described in Section 8.4).
8.3 Speaker Diarization
The diarization system is based on the system described in Chapter 7. The
general problem of diarization is described in more detail there. The sys-
tem uses x-vectors extracted from the DNN in Section 8.2 with PLDA, and
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agglomerative hierarchical clustering (AHC). The PLDA backend consists
of centering, whitening and length normalization, followed by scoring. All
components of the backend are trained on 3 second segments extracted from
the augmented VoxCeleb data described in Section 8.5.1.
For either an enrollment recording or a test recording, x-vectors are ex-
tracted from 1.5 second segments with a 0.75 second overlap. PLDA scores
are computed between all pairs of x-vectors. This is followed by AHC with
average linkage clustering. In our primary system, the number of clusters is
controlled by a stopping threshold which was tuned on the held-out SITW
DEV set. The most similar clusters are iteratively merged, until the average
PLDA similarity score between clusters is less than a threshold. Diarization
results in some indeterminant number of clusters, N, which, ideally should
correspond to the true number of speakers.
8.3.1 Removing the AHC Threshold
AHC-based diarization typically requires a well-chosen cluster stopping
threshold to achieve good performance. This threshold is often dataset depen-
dent, and a poorly chosen threshold will result in bad diarization performance.
This is particularly a significant concern when a reliable development/tuning
set is not available.
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To improve robustness in the speaker recognition task, we propose a
simple alternative that eliminates the need for the AHC threshold. Instead of
relying on a tuned AHC threshold, we begin with an estimate of the maximum
number of speakers K that might appear in the recordings. We assume that
there are never more than K speakers in an utterance, and perform clustering
K times, with exactly k ∈ {1, 2, . . . , K} clusters. Taking the union of each of
the individual diarizations results in a set of N = K(K+1)2 ways to partition
a recording that has at most K speakers. The N putative single-speaker
segments are then treated exactly the same as the speakers discovered by
clustering with an AHC threshold, as described in Section 8.4. Note that
although the putative single-speaker test segments from a single diarization
output are disjoint (nonoverlapping), there is the possibility of significant
overlap among the pairs of N segments we consider. For example, if the goal
is to determine whether a given enrolled speaker is present in a multi-speaker
test recording, then the kth diarization output suggests k different “single-
speaker” test segments. The K diarization outputs together therefore suggest
1+ 2+ · · ·+ K = K(K+1)2 different test segments. This strategy works, because
if the enrolled speaker is present in the test recording, then at least one of the
N segments is likely to test positive, whereas if the speaker is not present, then
none should.
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Looking at the SITW DEV set, we found that the performance isn’t very
sensitive to different values of K ≥ 3. We use K = 5 for the experiments in the
results section.
8.3.2 Diarizing Enrollment Recordings
When processing a multi-speaker enrollment recording it is generally impos-
sible to know which of the speakers we wish to enroll without additional
information about the enrollment speaker (such as existing speech produced
by the speaker). However, this task becomes feasible if we are able to identify
a segment from the recording which is known to contain the speaker we wish
to enroll. In practice, such segments may be obtained by manual annotation.
In SITW, these are known as “assist” segments, and typically contain about
5 seconds of speech. Although the assist segment could be used directly to
enroll the speaker, it typically does not provide enough speech to obtain a
high quality representation of the speaker. To improve the quality of the
representations, we use the assist segment to identify any other speech in the
recording which belongs to the speaker we wish to enroll, while also removing
any speech belonging to other speakers.
The speech corresponding to the assist segment is treated as an “auxiliary
enrollment” and the entire enrollment recording is treated as an “auxiliary
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test” recording. After segmenting the multi-speaker enrollment recording into
1.5 second chunks and clustering them, we obtain N single-speaker segments
in the auxiliary test recording. We then perform the procedure described in
Section 8.4, which involves computing PLDA scores between the auxiliary
enrollment (the assist segment) and each of the N speakers discovered au-
tomatically in the auxiliary test. All the speech segments belonging to the
speaker in the auxiliary test that maximizes the PLDA score (as in Equation 8.1)
are identified, and used by the speaker recognition system to extract a single
enrollment x-vector.
8.3.3 Diarizing Test Recordings
Handling the test recordings is straightforward once AHC is performed. The
speech segments are grouped according to the N hypothesized speakers dis-
covered in the conversation, and are passed directly to the speaker recognition
system, where they are then used to perform recognition as described in the
next section.
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8.4 Speaker Recognition
Recognition is performed using x-vectors extracted from the DNN in Section
8.2 and a PLDA backend. The x-vectors are centered, projected from 512
to 225 dimension via LDA, and are length-normalized. All parameters in
the backend are estimated on the augmented VoxCeleb data, as described in
Section 8.5.1.
If diarization was performed on a test recording (see Section 8.3.3), then,
instead of extracting a single x-vector for the entire test recording, we extract N
x-vectors, one for each of the N speakers identified in the recording. Suppose
R(u, vi) is the PLDA log-likelihood ratio score between the x-vector u for the
enrolled speaker and v1, v2, . . . , vN are the x-vectors for each of the N speakers
in the test recording. To perform speaker recognition, we compute the PLDA
score as in Equation 8.1, which is the maximum of the PLDA scores between
the enrollment x-vector and all N test x-vectors.
R(enroll, test) = max{R(u, v1), . . . , R(u, vN)} (8.1)
Handling a diarized enrollment recording is simpler, since there can only
be one speaker of interest at a time. We simply extract the enrollment x-vector
from all speech frames identified as belonging to the speaker of interest (as
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described in Section 8.3.2), and ignore the remaining frames.
8.5 Experimental Setup
Next, we describe the datasets used for training and evaluating the methods
presented earlier in the chapter.
8.5.1 Training Data
The speaker recognition system is trained on a large subset of the combined
VoxCeleb 1 (Nagrani, Chung, and Zisserman, 2017) and VoxCeleb 2 (Chung,
Nagrani, and Zisserman, 2018) corpora sampled at 16 kHz. The test portion of
VoxCeleb 2 as well as 60 speakers from VoxCeleb 1 overlap with the evaluation
dataset, and so we removed them before training 1. This leaves a total of
over 150,000 recordings from 7,185 speakers. Using the target speaker marks
provided in the corpora, the recordings are split into over 1.2 million single-
speaker segments.
We apply a data augmentation strategy based on Chapter 5 that consists
of adding noises, music, babble, and reverberation. The x-vector DNN was
trained on 7.2 million segments, comprised of the 1.2 million “raw” segments
1See http://www.openslr.org/resources/49/voxceleb1_sitw_overlap.txt for a list of
speakers from VoxCeleb 1 which are known to overlap with SITW.
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extracted directly from VoxCeleb, plus an additional 6 million segments ob-
tained by data augmentation.
The PLDA backend for speaker recognition (Section 8.4) was trained on
the full-length recordings of VoxCeleb, but we only keep the speech belonging
to the speakers of interest (as provided by the segment boundaries specified
in the distributed corpora). For the backend, we apply augmentation to
double the amount of training data, which increases the number of recordings
from about 150,000 to 300,000. Finally, the diarization backend (Section 8.3)
was trained on 256,000 three second segments extracted randomly from the
full-length augmented recordings.
8.5.2 Speakers in the Wild
We perform experiments on the Speakers in the Wild (SITW) dataset developed
by SRI International (McLaren et al., 2016). The dataset consists of challenging
audio collected from diverse conditions in the video audio domain. One of
the challenges is the presence of multiple speakers in some of the recordings.
The recordings vary in length, from 6 to 240 seconds.
The dataset is divided into a development set DEV (which we use only
for tuning) and an evaluation set EVAL. The EVAL set contains 180 speakers




• CORE: Enrollment recordings, with duration between 6 and 240 seconds,
that each contain exactly one speaker
• ASSIST: One or more speakers are present in the enrollment record-
ing, along with an “assist” mark, which is a short segment (typically 5
seconds) of the recording that is known to contain only the speaker of
interest
Test conditions
• CORE: Test recordings of duration between 6 and 240 seconds that
contain exactly one speaker
• MULTI: One or more speakers may be present in the test recordings
A trial is considered a target trial if the enrollment speaker of interest is any of
the potentially multiple speakers in the test recording.
8.6 Experimental Results
In Table 8.2 we report results on the EVAL portion of the Speakers in the Wild
(SITW) dataset. The four evaluation conditions are formed by pairing an
enrollment condition with a test condition described in Section 8.5.2. Perfor-
mance on these conditions is examined in Sections 8.6.1–8.6.4. The results
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Table 8.2: Results on the SITW evaluation set
CORE-CORE CORE-MULTI ASSIST-CORE ASSIST-MULTI
Diarize EER DCF1 DCF2 EER DCF1 DCF2 EER DCF1 DCF2 EER DCF1 DCF2
NO DIAR 1.7 0.20 0.34 3.5 0.28 0.44 3.2 0.24 0.38 4.3 0.28 0.43
Threshold
ENROLL 1.6 0.20 0.35 3.0 0.26 0.41
TEST 1.8 0.21 0.35 2.1 0.22 0.41 3.3 0.24 0.39 3.8 0.26 0.41
BOTH 1.7 0.21 0.36 2.1 0.21 0.37
No
threshold
ENROLL 1.6 0.20 0.36 3.0 0.26 0.42
TEST 1.8 0.23 0.36 2.0 0.22 0.40 3.8 0.26 0.40 3.9 0.26 0.41
BOTH 2.2 0.23 0.38 2.2 0.22 0.38
are further broken down by whether or not the enroll or test recordings are
diarized. The diarization system and its interaction with speaker recogni-
tion is the subject of Sections 8.3–8.4. We report results in terms of equal
error rate (EER) and the minimum of the normalized detection cost function
(DCF). DCF1 uses PTarget=10−2 and DCF2 uses PTarget=10−3. These metrics
were described in greater detail in Section 2.3.
The Threshold system uses an AHC threshold tuned on the DEV set to
control the number of speakers, whereas No threshold uses the alternative
method described in Section 8.3.1 to eliminate the need for a threshold. In
Section 8.6.5, we discuss performance using the proposed alternative system




In the simplest SITW evaluation condition, there is exactly one speaker present
in both the test and enrollment recordings. In the first row of results in Table 8.2
(NO DIAR), we do not apply any diarization and achieve very low error rates
(1.7% EER). In the next row of results (TEST), we apply diarization to the test
recordings. Using the standard approach, diarizing single-speaker recordings
degrades performance as expected, but by a very small amount–less than half
a percent relative on all performance metrics. The degradation is expected
because diarization can only cause a reduction in the amount of test speech.
CORE-CORE is the most commonly used condition from SITW. Our best
performance on this condition is EER=1.7% DCF1=0.20, which comfortably
outperforms what were the previously best reported numbers by Silnova
et al. (2018), which are EER=2.7% and DCF1=0.33. The x-vector DNN archi-
tecture used in this chapter is similar to that of Silnova et al. (2018), so the
improvements reported here are mostly due to a better training recipe, which
consists of more aggressive data augmentation than previously used, and
the addition of a substantial amount of in-domain data from the VoxCeleb 2
Corpus (Chung, Nagrani, and Zisserman, 2018).
The study by Silnova et al. (2018), however, only reported performance on
the CORE-CORE condition, which does not require diarization. We therefore
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cannot compare their results with the other test conditions we investigate
next.
8.6.2 CORE-MULTI
CORE-MULTI extends the previous condition with test recordings that contain
one or more speakers. We still use single-speaker enrollment recordings in
this condition.
Diarizing the multi-speaker test conversations (TEST) results in a clear
improvement over performing no diarization (NO DIAR), with an EER reduc-
tion from 3.5% to 2.1%. Using a tuned AHC threshold, diarization reduces
EER by 38%, and by 20% in DCF1 and 8% in DCF2. The results that eliminate
the AHC threshold are even slightly better. Note that we do not consider the
effect of diarizing the enrollment recordings yet, as we do not consider that
meaningful unless the assist segments are provided.
8.6.3 ASSIST-CORE
This condition introduces our systems to the assist segments. These segments
provide a few seconds of speech of the speaker we wish to enroll. As described
in Section 8.3.2, we use the assist marks to discover additional speech (in the
enrollment recording) that belongs to the speaker of interest, while discarding
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any speech from other speakers. Although the enrollment recordings may
have multiple speakers, the test recordings are single-speaker in this condition.
Diarizing the enrollment recordings (ENROLL) reduces EER by 50% rela-
tive to NO DIAR (from 3.2% to 1.6% in EER). The DCF numbers also improve,
but by a smaller amount. As expected, unnecessarily diarizing the test record-
ings (but not enrollment) results in the worst performance. Nonetheless, the
Threshold results are only slightly worse than the results without diarization.
This indicates that the diarization system is not significantly reducing the
amount of test speech in these single-speaker recordings. In the last row
(BOTH), we diarize both the enrollment and the test recordings. For the
Threshold system, this degrades performance by 2–8% relative to the ENROLL
results, but still maintains an improvement over NO DIAR.
8.6.4 ASSIST-MULTI
This condition combines the challenge of potential multi-speaker enrollment
recordings with multi-speaker test recordings. As in the previous section,
diarizing the enrollment recordings is enabled by the assist segments.
Diarizing either enroll or test recordings individually (but not together)
results in moderate improvements in EER, and smaller improvements in DCF1
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and DCF2. Although both have multiple speakers, we observe a larger im-
provement by diarizing just the enrollment recordings as opposed to diarizing
just the test recordings. Perhaps the enrollment recordings tend to contain
more speech from the speaker of interest, and as a result, diarization adds
a substantial amount of additional speech beyond what is contained in the
initial 5 second assist segment. This would be consistent with our observa-
tions in previous chapters (see Table 3.2), that found that performance rapidly
improves as we increase the amount of speech used for embedding extraction.
Fortunately, the benefit of combining enroll and test diarization results in
more dramatic improvements. Looking at the Threshold system, we observe
a 50% EER reduction (from 4.3% to 2.1%) over no diarization and a 14–23%
reduction in DCF.
8.6.5 Removing the Threshold
The previous sections showed that the Threshold system achieves excellent
results. It relies on an AHC threshold tuned on labeled in-domain data.
Although this is not an obstacle for the work in this chapter, as we are able to
tune on the well-matched DEV set, it cannot be assumed that an in-domain
development set is always available. The No threshold system uses the method
described in Section 8.3.1 to address the problem of performing diarizing
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when no development set is available to tune on.
In Table 8.2 we see that, under most conditions, the alternative No thresh-
old system performs similarly to Threshold. When diarizing is required for
multi-speaker conversations, the results of this system are very similar to
the standard approach. The system performs worst on ASSIST-CORE when
we needlessly diarize the test recordings. However, the BOTH results are
nonetheless better than the results without diarization.
8.7 Conclusions
This chapter investigated speaker recognition with multi-speaker recordings.
We used a diarization system based on x-vectors, PLDA, and agglomerative
hierarchical clustering (AHC) as a front-end for a speaker recognition system.
We evaluated performance on the Speakers in the Wild dataset, and found that
diarization significantly improved speaker recognition performance on multi-
speaker conversations, and retained strong performance on single-speaker
recordings as well. Finally, we showed that the AHC threshold, which controls
the number of clusters, can be replaced with an alternative method that
achieves similar performance under most conditions, but eliminates the need
for a in-domain development set for tuning the diarization system.
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In this dissertation, we developed a DNN architecture that maps variable-
length speech recordings to fixed-dimensional embeddings that we call x-
vectors. These embeddings achieve state-of-the-art performance in several
areas of speech technology, including speaker recognition, spoken language
recognition, and speaker diarization. In the following sections, we will sum-
marize the contributions and findings of the dissertation, and conclude with a





In Chapter 3 we developed a end-to-end speaker verification system on a
large proprietary dataset. The end-to-end approach jointly learns embeddings
and a similarity metric to compare pairs of embeddings. This study provided
early evidence that DNNs trained to capture speaker characteristics could be
competitive with the best of the previously proposed systems. We showed,
however, that the end-to-end approach required a very large amount of data
to be effective, which is not always readily available.
In Chapter 4 we proposed splitting the end-to-end approach into two
parts: a DNN to extract embeddings, which we call x-vectors, and a separately
trained backend to compare them. We found that the x-vector system greatly
improved over the end-to-end approach when trained and tested on publicly
available datasets, and rivaled the performance of a traditional i-vector system.
In Chapter 5 we greatly improved on this approach using data augmentation,
and showed that the proposed system significantly outperformed the i-vector
systems, to become the current state-of-the-art in speaker recognition. An
additional contribution was the release of several x-vector-based recipes in
the open source Kaldi toolkt, which has enabled scores of other researchers
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in academia and in industry to develop new techniques and to field novel
applications.
9.1.2 Spoken Language Recognition
Mirroring our progress in speaker recognition, we adapted x-vectors to the
task of spoken language recognition in Chapter 6. In this work, the x-vector
DNN was trained with language labels instead of speaker labels. We con-
tributed a study of several variations of the x-vector framework, and examined
a variety of feature types, classifiers, and the augmentation strategy. We found
that the best performing system uses multilingual bottleneck features from
an ASR DNN, in addition to the usual data augmentation techniques and a
discriminative Gaussian classifier. We believe that this is because languages
differ in their phonetic inventories and that speech features optimal for speech
recognition are therefore more effective in language recognition than, say,
MFCC features. This system outperformed several state-of-the-art i-vector





In Chapter 7 we studied a diarization framework based on clustering fixed-
dimensional embeddings extracted from short segments of speech using
PLDA as a similarity metric, and agglomerative hierarchical clustering. Until
recently, the embeddings used in state-of-the-art systems were i-vectors. In
this chapter, we introduced a diarization system that replaced i-vectors with
x-vectors. We found that x-vectors achieve superior performance for this task.
In general, diarization is not a stand-a-lone task, but rather a preprocessing
step for down stream tasks, such as ASR or speaker recognition. In Chapter 8
we performed a study of diarization for speaker recognition on recordings
with multiple speakers using our state-of-the-art x-vector system. We showed
that our proposed diarization system significantly improves speaker recogni-
tion performance in the presence of multiple speakers while retaining excellent
performance on single-speaker recordings as well. In addition, we showed
that the domain-sensitive stopping threshold, commonly used in the diariza-
tion component, can be eliminated for the purpose of speaker recognition
without significant degradation to speaker recognition performance.
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9.1.4 Data Augmentation in Speech Processing
Augmentation is an inexpensive method to increase the amount and diversity
of the existing training data. In Chapter 5 we performed an extensive study
on data augmentation in speaker recognition. We studied the effect of data
augmentation on several components of i-vector and x-vector systems. We
found that although augmentation is beneficial in the PLDA classifier of both
systems, it is not helpful in the i-vector extractor. However, the x-vector DNN
effectively exploits data augmentation, due to its supervised training. The
results of Chapter 6 echo these findings, and show that data augmentation
significantly improves an x-vector system for spoken language recognition.
As part of this dissertation, we developed and released a music, speech,
and noise corpus, called MUSAN. MUSAN, described in Appendix A, has
been used for augmenting x-vector training datasets used in Chapters 5– 8.
MUSAN is also used widely in other areas of speech processing not studied
in this dissertation, including in ASR acoustic model training.
9.2 Extensions
In this section, we will briefly describe several extensions to the problems and
solutions presented in this dissertation.
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9.2.1 Alternative X-vector Architectures
A key attribute of the x-vector system is the temporal pooling mechanism,
which is responsible for mapping speech frames to fixed-dimensional embed-
dings. In the work presented here, pooling consists of a mean and a standard
deviation vector (see Section 3.3). However, one potential limitation of this
approach is that all frames are treated as equally important in the statistics
computation. However, some frames contain more speaker discriminative
information than others. For example, it is easy to see that if a SAD system
mislabels a nonspeech frame as speech we will inevitably include some input fea-
tures to the x-vector DNN that contain no speaker discriminative information.
To address this concern, an attention component was introduced in (Okabe,
Koshinaka, and Shinoda, 2018; Cai, Chen, and Li, 2018), to assign weights to
each frame of the input. The weights are in turn used in the computation of
the statistics (mean and variance) in the pooling layer. Weighted statistics are
now commonly used in recent work, and sometimes achieve better results
than the standard statistics pooling layer.
9.2.2 X-vector Training Improvements
Most implementations of the x-vector paradigm use short speech segments
(e.g., a few seconds) to train the DNN. This introduces a mismatch between
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training and inference, where we typically need to extract emeddings from
longer duration recordings (e.g., a minute or more). To address this, Garcia-
Romero et al. (2019) presented a DNN refinement approach that updates a
subset of the DNN parameters with full recordings to reduce this mismatch.
The engineering compromise of using 2 to 4 second segments to train the em-
bedding can be relaxed by freezing the DNN components that are responsible
for most of the memory, as well as controlling the network capacity so that
it does not overfit to longer sequences. In this way, we can use a network
pretrained on short segments as an initialization for a refinement step that
then fine-tunes a subset of the network parameters on the full recordings. Also,
the work in (Garcia-Romero et al., 2019) seeks to simplify the architecture by
removing the need of PLDA for scoring, and replacing it with the simpler co-
sine similarity metric. To that end, the authors replaced the standard softmax
output layer described here, with the angular softmax.
9.3 Future Work
In this section, we will explore several limitations of the work in this disserta-




Although x-vectors achieve excellent results, generative models, such as i-
vectors continue to have some appealing properties that are absent in our
proposed approach. In particular, notions of uncertainty are easily extracted
from a generative model. Capturing uncertainty may be useful for domains
where the quality of embedding varies significantly, such as in speaker diariza-
tion, where embeddings are extracted from very short segments. According
to Brummer et al. (2018), an x-vector can be interpreted as a point estimate for
a hidden speaker factor, but it does not allow for the extraction of uncertainty.
As a solution, Brümmer proposed a framework for probabilistic embeddings,
in which the output of the DNN is the likelihood function of a hidden speaker
factor, rather than its point estimate. As proposed in (Brummer et al., 2018),
the probabilistic embedding framework can be combined with the x-vector
framework proposed here, and trained in an end-to-end manner.
9.3.2 ASR Acoustic Model Adaptation
In this dissertation, we found that x-vectors have become the state-of-the-art
representation for several areas of speech technology that have historically
relied on i-vectors: speaker recognition, diarization, and spoken language
recognition. ASR, however, is a notable exception to this trend. In ASR,
136
9.3. Future Work
it is often beneficial to append i-vectors to the input features, which helps
the acoustic model adapt to the characteristics of the speaker and recording
environment. Unfortunately, in particularly challenging acoustic conditions
(e.g., with significant noise or reverberation), i-vectors do not yield significant
accuracy improvements, and therefore it is of great interest to replace i-vectors
with a more robust alternative. Despite their proven ability to capture speaker
characteristics, x-vectors have had limited success for this purpose. However,
there has recently been some progress in a related direction. Khokhlov et al.
(2019) proposed modifying the x-vector framework to capture information
about the room impulse response (rather than speakers or languages), and the
embeddings are then used like i-vectors for ASR acoustic model adaptation.
9.3.3 Overlapping Speakers
Speaker diarization is a multi-faceted and extremely difficult problem in
speech processing. Although good results can be achieved on clean, summed
channel telephone speech, there are many domains where the performance is
not satisfactory. Recently, the DIHARD competition highlighted challenges
due to diverse recording conditions, children’s speech, and overlapping speak-
ers. Most diarization systems make no attempt to handle overlapping speech.
In fact, the system described in Chapter 7 makes the assumption that one and
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only one speaker may speak at a given time. However, having a reliable way
to detect and handle overlap has the potential to improve overall diarization
accuracy and will likely benefit technologies such as ASR or speech separa-
tion, that are applied on top of the diarization results. A solution may involve
incorporating a stand-alone speech separation system, or perhaps rethink-
ing the current diarization approach entirely, and replacing it with a more




MUSAN: A Music, Speech, and
Noise Corpus
A.1 Introduction
The MUSAN corpus was released under a flexible Creative Commons license
(Snyder, Chen, and Povey, 2015). It consists of music from several genres,
speech from twelve languages, and a wide assortment of man-made and
natural noises. Although originally designed for training models for speech
activity detection, this dataset has proven to be more valuable for data aug-
mentation purposes, as demonstrated in Chapters 5 and 6.
Most publicly available corpora for music and speech discrimination that
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provide raw audio do not address the copyright of the data sources nor
appear to have permission to redistribute the data. For instance, the GTZAN
Music/Speech dataset (Tzanetakis and Cook, 2002) is widely used, but it
appears that permission was not given by the copyright holders to redistribute
the work. Other corpra, such as the Million Song database (Bertin-Mahieux
et al., 2011) circumvent intellectual property issues by providing only features.
However, this limits the user to building systems based only on the provided
feature type. In contrast, our corpus is compiled from Creative Commons and
US Public Domain sources, so we are free to redistribute the original audio.
The corpus consists of approximately 109 hours of audio that is in the US
Public Domain or under a Creative Commons license. The dataset is parti-
tioned into speech, music, and noise as described in the following sections.
A.1.1 Speech
This portion of the corpus consists of about 60 hours of speech. It contains 20
hours and 21 minutes of read speech from Librivox, all of which are in the
Public Domain. Each WAV file is an entire chapter of a book, read by one
speaker. Approximately half of the Librivox recordings are in English, and
the remainder are from eleven other languages. Annotations for speaker and
language are provided. The rest of the speech portion consists of 40 hours and
140
A.1. Introduction
1 minute of US government (federal and various states) hearings, committees
and debates that are generally understood to be in the US Public Domain.
These files have been obtained from the Internet Archive and the Missouri
Channel senate archives. These recordings are entirely in English.
A.1.2 Music
The music portion of the corpus has been downloaded from Jamendo, Free
Music Archive, Incompetech, and HD Classical Music. It is 42 hours and
31 minutes. The music is divided into Western art music (e.g., Baroque,
Romantic, and Classical) and popular genres (e.g., jazz, bluegrass, hiphop,
etc). Annotations for genre, artist, and the presence or absence of vocals are
provided. For Western art music, the composer is also provided. These files
have all been released under some form of the Creative Commons license.
Care was taken to ensure that any of these files can be used for commercial
purposes.
A.1.3 Noise
This portion of the corpus contains 929 files of assorted noises, with a total
duration of about 6 hours. These range from man-made noises, such as DTMF
tones, dialtones, fax machine noises, and more, as well as ambient sounds,
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such as car idling, thunder, wind, footsteps, paper rustling, rain, animal noises,
etc. We do not include recordings with intelligible speech. However, some
recordings are crowd noises with indistinct voices. The files were downloaded
from Free Sound and Sound Bible. The Free Sound part of the corpus is Public
Domain material and the Sound Bible part is CC licensed.
142
References
Anguera, Xavier, Chuck Wooters, and Javier Hernando (2007). “Acoustic
beamforming for speaker diarization of meetings”. In: IEEE Transactions on
Audio, Speech, and Language Processing 15.7, pp. 2011–2022.
Bertin-Mahieux, Thierry, Daniel P.W. Ellis, Brian Whitman, and Paul Lamere
(2011). “The Million Song Dataset”. In: Proceedings of the 12th International
Conference on Music Information Retrieval (ISMIR 2011).
Bromley, Jane, Isabelle Guyon, Yann LeCun, Eduard Säckinger, and Roopak
Shah (1994). “Signature verification using a" siamese" time delay neural
network”. In: Advances in neural information processing systems, pp. 737–744.
Brummer, Niko, Anna Silnova, Lukas Burget, and Themos Stafylakis (2018).
“Gaussian meta-embeddings for efficient scoring of a heavy-tailed PLDA
model”. In: arXiv preprint arXiv:1802.09777.
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