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Abstract
Let (X,Y ) = (Xn, Yn)n≥1 be the output process generated by a hidden chain
Z = (Zn)n≥1, where Z is a finite state, aperiodic, time homogeneous, and
irreducible Markov chain. Let LCn be the length of the longest common
subsequences of X1, . . . , Xn and Y1, . . . , Yn. Under a mixing hypothesis, a rate
of convergence result is obtained for E[LCn]/n.
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1. Introduction
Longest common subsequences are often a key measure of similarity between two
strings of letters. For two finite sequences (X1, . . . , Xn) and (Y1, . . . , Ym) taking values
in a finite alphabetA, the object of study is LCS(X1, . . . , Xn;Y1, . . . , Ym), the length of
the longest common subsequences of X1, . . . , Xn and Y1, . . . , Ym, which is abbreviated
as LCn when n = m. Clearly LCn is the largest k such that there exist 1 ≤ i1 < · · · <
ik ≤ n and 1 ≤ j1 < · · · < jk ≤ n with
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Xis = Yjs , for all s = 1, 2, 3, . . . , k.
For two independent words sampled independently and uniformly at random from the
alphabet, Chva´tal and Sankoff [6] proved that limn→∞ E[LCn]/n = γ∗ and provided
upper and lower bounds on γ∗. This was followed by Alexander [1] who obtained, for
iid draws, the following generic rate of convergence result:
nγ∗ − C
√
n logn ≤ E[LCn] ≤ nγ∗, (1.1)
where C > 0 is an absolute constant.
From a practical point of view the independence assumptions, both between words
and also among draws, has to be relaxed as they are often lacking. One such instance
is in the field of computational biology where one compares similarities between two
biological sequences. In particular alignments of those sequences need to be qualified as
occurring by chance or because of a structural relation. One way to generate alignments
is with a hidden Markov model (HMM). The states of the hidden chain account for
a match between two elements in X and Y or for an alignment of an element with
a gap. Given X and Y one can find the most probable alignment using the Viterbi
algorithm. This model is particularly useful when the similarity between X and Y
is weak. In this case standard methods for pairwise alignment often fail to identify
the correct alignment or test for its significance. With a hidden Markov model one
can evaluate the total probability that X and Y are aligned by summing up over all
alignments, and this sum can be efficiently computed with the Forward algorithm. For
more information we refer the reader to Chapter 4 in [9].
There are very few results on the asymptotics of the longest common subsequences
in a model exhibiting dependence properties. A rare instance is due to Steele [18]
who showed the convergence of E[LCn]/n when (X,Y ) is a random sequence for which
there is a stationary ergodic coupling, e.g., an irreducible, aperiodic, positive recurrent
Markov chain. The present paper studies the longest common subsequences for strings
exhibiting a different Markov relation, namely we study the case when (X,Y ) is emitted
by a latent Markov chain Z, i.e., when (Z, (X,Y )) is a hidden Markov model. Note that
this framework includes the special case when (Z,X) and (Z ′, Y ) are hidden Markov
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models, with the same parameters, while Z and Z ′ are independent. In our setting,
mean convergence is quickly proved in Section 2. Then, the main contribution is a rate
of convergence result, obtained in Section 3, which recovers, in particular, (1.1).
Throughout this manuscript our probability space (Ω,F ,P) is assumed to be rich enough
to consider all the random variables we are studying.
2. Mean convergence
Recall that a hidden Markov model (Z, V ) consists of a Markov chain Z = (Zn)n≥1
which emits the observed variables V = (Vn)n≥1. The possible states in Z are each
associated with a distribution on the values of V . In other words the observation V
is a mixture model where the choice of the mixture component for each observation
depends on the component of the previous observation. The mixture components are
given by the sequence Z. Note also that given Z, V is a Markov chain. For such a
model our first easy result asserts the mean convergence of LCn.
Proposition 2.1. Let Z be an aperiodic, irreducible, time homogeneous finite state
space Markov chain. Let µ, P , and π be respectively the initial distribution, transition
matrix and stationary distribution of Z. Let each Zn, n ≥ 1, generate a pair (Xn, Yn)
according to a distribution associated to the state of Zn, i.e., let (Z, (X,Y )) be a hidden
Markov model, where X = (Xn)n≥1 and Y = (Yn)n≥1. Further, for all i ≥ 1 and j ≥ 1,
let Xi and Yj take their values in the common finite alphabet A and let there exists
a ∈ A, such that P(Xi = Yj = a) > 0, for some i ≥ 1 and j ≥ 1. Then,
lim
n→∞
E[LCn]
n
= γ∗,
where γ∗ ∈ (0, 1].
Proof. If µ = π, the sequence (X,Y ) is stationary and therefore by superadditivity
and Fekete’s lemma or Kingman’s subadditivity theorem (see [19]) imply:
lim
n→∞
E[LCn]
n
= sup
k≥1
E[LCk]
k
= γ∗, (2.1)
for some γ∗ ∈ (0, 1]. When µ 6= π, a coupling technique will prove the result. Let
Z be a Markov chain with initial and stationary distribution π and having the same
transition matrix P as the chain Z. Assume, further, that the emission probabilities
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are the same for Z and Z and denote by (Z, (X,Y )) the corresponding HMM. Next
consider the coupling (Z,Z) where the two chains stay together after the first time i for
which Zi = Zi, and let τ be the meeting time of Z and Z. Next, and throughout, let
X(n) := (X1, . . . , Xn) and similarly for Y
(n), X
(n)
and Y
(n)
. Since LCS(X(n);Y (n))−
LCS(X
(n)
;Y
(n)
) ≤ n, then for any K > 0,
|E[LCS(X(n);Y (n))− LCS(X(n);Y (n))]|
=
∣∣∣∣E [[LCS(X(n);Y (n))− LCS(X(n);Y (n))]1τ>K]
+ E
[
[LCS(X(n);Y (n))− LCS(X(n);Y (n))]1τ≤K
] ∣∣∣∣
≤ nP(τ > K) +K +
∣∣∣E [[LCSK(X(n);Y (n))− LCSK(X(n);Y (n))]1τ≤K]∣∣∣
≤ nP(τ > K) +K, (2.2)
where LCSK(·; ·) is now the length of the longest common subsequences restricted to
the letters Xi and Yi, for i > K, noting also that when τ ≤ K, then LCSK(X(n);Y (n))
and LCSK(X
(n)
;Y
(n)
) are identically distributed. If K ∈ (mk,m(k + 1)], for some
m ≥ 0, by an argument going back to Doeblin [7] (see also [20]),
P(τ > K)
≤ P(Zk 6= Zk, Z2k 6= Z2k, . . . , Zmk 6= Zmk)
= P(Zk 6= Zk)P(Z2k 6= Z2k|Zk 6= Zk) · · ·P(Zmk 6= Zmk|Z(m−1)k 6= Z(m−1)k)
≤ (1 − ǫ)m−1
≤ cαK , (2.3)
where α = k
√
1− ǫ ∈ (0, 1) and c = 1/(1 − ǫ)2. Therefore, τ is finite with probability
one. Choosing K =
√
n, yields P(τ > K) +K/n → 0 and finally E[LCn]/n → γ∗, as
n→∞.
Clearly, E[LCn] ≤ n and to see that γ∗ > 0, note first that, by aperiodicity and
irreducibility, P k ≥ ǫ, for some fixed k and ǫ > 0, i.e., all the entries of the matrix
P k are larger than some positive quantity ǫ. Therefore P(X1 = Yk+1) > p, for some
p = p(k, ǫ) > 0. Now,
LCnk+1 ≥ 1X1=Yk+1 + 1Xk+1=Y2k+1 + · · ·+ 1X(n−1)k+1=Ynk+1 , (2.4)
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hence
np
nk + 1
≤ E[LCnk+1]
nk + 1
.
Letting n→∞ implies that γ∗ ∈ [p/(k + 1), 1] ⊂ (0, 1], since p > 0.

Remark 2.1. (i) Under a further assumption, one can show that γ∗ > P(X1 = Y1).
Indeed, assume that for all x, y ∈ A, z ∈ S, P(Xi = x, Yi = y|Zi = z) = P(Xi = y, Yi =
x|Zi = z) > 0, and let Z be started at the stationary distribution. Then for any n ≥ 2,
E[LCn] ≥ E[LCn−21Xn=Yn,Xn−1=Yn−1 ] + 2P(Xn = Yn, Xn−1 = Yn−1)
+ E[LCn−21Xn=Yn,Xn−1 6=Yn−1 ] + P(Xn 6= Yn, Xn−1 = Yn−1)
+ E[LCn−21Xn 6=Yn,Xn−1=Yn−1 ] + P(Xn = Yn, Xn−1 6= Yn−1)
+ E[LCn−21Xn 6=Yn,Xn−1 6=Yn−1 ] + P(Xn 6= Yn, Xn−1 6= Yn−1, Xn = Yn−1)
> E[LCn−2] + P(Xn = Yn) + P(Xn−1 = Yn−1)
= E[LCn−2] + 2P(X1 = Y1),
by stationarity. Therefore, iterating, still using stationarity, and since E[LC0] = 0
while E[LC1] = P(X1 = Y1), it follows that for n ≥ 2, E[LCn] > nP(X1 = Y1). Finally,
γ∗ > P(X1 = Y1) =
∑
α∈A
P(X1 = α)P(Y1 = α),
and this inequality is strict since Fekete’s lemma, e.g., see [19], ensures that γ∗ =
supn E[LCn]/n.
(ii) Steele’s general result, see [18], asserts that Proposition 2.1 holds if there is a
stationary ergodic coupling for (X,Y ). Such an example is when the sequences X and
Y are generated by two independent aperiodic, homogeneous and irreducible hidden
Markov chains with the same parameters (and so the same emission probabilities).
Indeed, at first, when the hidden chains ZX and ZY generating respectively X and Y
are started at the stationary distribution, convergence of E[LCn]/n towards γ
∗, follows
from super-additivity and Fekete’s lemma (see [19]). As previously, γ∗ > 0, since the
properties of the hidden chains imply (2.4). Then, when the initial distribution is not
the stationary distribution, one can proceed with arguments as above. In particular
let τ1 and τ2 be the respective meeting times of the chains (ZX , ZX) and (ZY , ZY ),
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and let τ = max(τ1, τ2). Then, equation (2.2) continues to hold:
∣∣E[LCS(X ;Y )− LCS(X;Y )]∣∣ ≤ nP(τ > K) +K
≤ 2nP(τ1 > K) +K. (2.5)
Taking K =
√
n and noting the exponential decay of P(τ1 > K) finishes the corre-
sponding proof.
3. Rate of convergence
The previous section gives a mean convergence result, we now deal with its rate. Again
let (X,Y ) be the outcome of a hidden Markov chain Z with µ, P and π as initial
distribution, transition matrix and stationary distribution respectively. In this section
we impose the additional restriction that the emission distributions for all states in
the hidden chain are symmetric (this is discussed further in Proposition 3.1 and in the
Appendix), namely for all x, y ∈ A and all z ∈ S, P(Xi = x, Yi = y|Zi = z) = P(Xi =
y, Yi = x|Zi = z). Symmetry clearly implies that the conditional law of X given Z and
of Y given Z are the same since for all x, y and z,
P(Xi = x|Zi = z) =
∑
y∈A
P(Xi = x, Yi = y|Zi = z) =
∑
y∈A
P(Xi = y, Yi = x|Zi = z)
= P(Yi = x|Zi = z).
In turn this implies that Xi and Yi are identically distributed.
Moreover, one needs to control the dependency between X and Y and a way to do
so is via the β−mixing coefficient, as given in Definition 3.3 of [5] which we now recall.
Definition 3.1. Let F1 and F2 be two σ−fields ⊂ F , then the β−mixing coefficient,
associated with these sub-σ-fields of F , is given by:
β(F1,F2) := 1
2
sup
I∑
i=1
J∑
j=1
|P(Ai ∩Bj)− P(Ai)P(Bj)|,
where the supremum is taken over all pairs of finite partitions {A1, . . . , AI} and
{B1, . . . , BJ} of Ω such that Ai ∈ F1, for all i ∈ {1, . . . , I}, I ≥ 1 and Bj ∈ F2
for all j ∈ {1, . . . , J}, J ≥ 1.
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In our case the above notion of β−mixing coefficient is adopted for the σ−fields
generated by two sequences. Moreover, by [5, Proposition 3.21], for a fixed n ≥ 1,
and since X(n) = (X1, . . . , Xn) and Y
(n) = (Y1, . . . , Yn) are discrete random vectors,
β(n) := β
(
σ
(
X(n)
)
, σ
(
Y (n)
))
=
1
2
∑
u∈An
∑
v∈An
∣∣∣P(X(n) = u, Y (n) = v) − P(X(n) = u)P(Y (n) = v)∣∣∣ , (3.1)
where σ
(
X(n)
)
and σ
(
Y (n)
)
are the σ−fields generated by X(n) and Y (n). Clearly
X(n) and Y (n) are independent if and only if β(n) = 0. Further, set β∗ := limn→∞ β(n),
where the limit exists since β(n) is non-decreasing, in n, and β(n) ∈ [0, 1] (see Section
5 in [5]).
Remark 3.1. (i) Another definition of β−mixing coefficient based on “past” and
“future” is often studied in the literature, see, for instance, [4, Section 2]. For a
single sequence of random variables S = (Sk)k∈Z and for −∞ ≤ J ≤ L ≤ ∞, let
FLJ := σ(Sk, J ≤ k ≤ L),
and for each n ≥ 1, let
βn := sup
j∈Z
β(F j−∞,F∞j+n).
In particular [4, Theorem 3.2] implies that if S is a strictly stationary, finite-state
Markov chain that is also irreducible and aperiodic, βn → 0 as n → ∞. The mixing
definition relevant to our approach is different and this limiting behavior does not
follow. A further discussion of the values of β(n) is included in Remark 3.3 (i).
(ii) One might also be interested to use the α−mixing coefficient defined for σ− fields
S and T as:
α(S, T ) = 2 sup{|Cov(1S ,1T )| : (S, T ) ∈ S × T }
Suppose further that T has exactly N atoms. The following holds (see [4] and [3,
Theorem 1]):
2α(S, T ) ≤ β(S, T ) ≤ (8N)1/2α(S, T ).
However, for our setting the number of atoms N will be |A|n, and since α(n) :=
α(σ(X(n)), σ(Y (n))) is increasing, a bound on β(n) using the inequality above is useless.
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The following rate of convergence is our main result:
Theorem 3.1. Let (Z, (X,Y )) be a hidden Markov model, where the sequence Z is
an aperiodic time homogeneous and irreducible Markov chain with finite state space S.
Let the distribution of the pairs (Xi, Yi), i = 1, 2, 3, . . ., be symmetric for all states in
Z. Then, for all n ≥ 2,
E[LCn]
n
≥ γ∗ − 2β∗ − C
√
lnn
n
− 2
n
− (1− 1µ=π)
(
1√
n
+ cα
√
n
)
, (3.2)
where α ∈ (0, 1), c > 0 are constants as in (2.3) and C > 0. All constants depend on
the parameters of the model but not on n. Moreover with the same α and c,
E[LCn]
n
≤ γ∗ + (1− 1µ=π)
(
1√
n
+ cα
√
n
)
. (3.3)
A key ingredient in proving Theorem 3.1 is a Hoeffding-type inequality for Markov
chains, a particular case of a result due to Paulin [14], which is now recalled. It relies
on the mixing time τ(ǫ) of the Markov chain Z given by
τ(ǫ) := min{t ∈ N : dZ(t) ≤ ǫ},
where
dZ(t) := max
1≤i≤N−t
sup
x,y∈Λi
dTV (L(Zi+t|Zi = x),L(Zi+t|Zi = y)),
and where dTV (µ, ν) =
1
2
∑
x∈Ω |µ(x) − ν(x)| is the total variation distance between
the two probability measures µ and ν on the finite set Ω.
Lemma 3.1. LetM := (M1, . . . ,MN) be a (not necessarily time homogeneous) Markov
chain, taking values in a Polish space Λ = Λ1 × · · · × ΛN , with mixing time τ(ǫ),
0 ≤ ǫ ≤ 1. Let
τmin := inf
0≤ǫ<1
τ(ǫ)
(
2− ǫ
1− ǫ
)2
,
and let f : Λ → R be such that there is c ∈ RN+ with |f(u) − f(v)| ≤
∑N
i=1 ci1ui 6=vi .
Then for any t ≥ 0,
P(f(M)− Ef(M) ≥ t) ≤ exp
(
−2t2
τmin
∑N
i=1 c
2
i
)
. (3.4)
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For our purposes, the Hoeffding-type inequality used below follows directly from (3.4)
once one notes that (Zi, Xi, Yi)i≥1 is jointly a Markov chain on a bigger state space. Let
τ(ǫ) be the mixing time of this chain. Taking f to be the length of the longest common
subsequences of X1, . . . , Xn and Y1, . . . , Yn we have c = ((0, . . . , 0), (1, . . . , 1)) ∈ Rn ×
R
2n, since f is a function of Z, X and Y , whose values do not depend on Z. Letting
A :=
√
τmin/2, (3.4) becomes,
P(LCn − E[LCn] ≥ t) ≤ exp
[−t2
A2n
]
, (3.5)
for all t ≥ 0.
Remark 3.2. (i) When X and Y are generated by two independent hidden chains
ZX and ZY , the same reasoning yields (3.5) where now τ˜ (ǫ) is the mixing time of the
chain (ZXn , Z
Y
n , Xn, Yn)n≥1.
(ii) The mixing time τ(ǫ) of (Zn, Xn, Yn)n≥1 is the same as the mixing time τ˜(ǫ) of the
chain (Zn)n≥1. Two proofs of this fact are provided in the Appendix.
Proof of Theorem 3.1. First recall a result of Berbee [2], see also [8, Theorem 1,
Section 1.2.1], [16, Chapter 5], and [11], asserting that on our probability space,
which is rich enough, there exists Y ∗(n) := (Y ∗1 , . . . , Y
∗
n ), independent of (Z,X)
(n) =
((Z1, X1), . . . , (Zn, Xn)), having the same law as Y
(n) = (Y1, . . . , Yn) and such that
P(Y (n) 6= Y ∗(n)) = β(n), (3.6)
where β(n) = β(σ((Z,X)(n)), σ(Y (n))) is the β−mixing coefficient of (Z,X)(n) and
Y (n). Note also that if (Yi)i≥1 is stationary, then (Y ∗1 , . . . , Y
∗
k ) and (Y
∗
ℓ , . . . , Y
∗
ℓ+k−1)
are identically distributed, for every ℓ, k ≥ 1, and that if (X(n), Y (n)) is symmetric,
then so is (X(n), Y ∗(n)) where X(n) = (X1, . . . , Xn). Note finally that this implies that
Y ∗(n) is independent of both X(n) and Z(n) = (Z1, . . . , Zn).
Next, fix k ∈ N, the idea of the proof is to relate E[LCkn] to E[LC2n]. For k = 4, this
is done in the i.i.d case in [15]. However, we wish to take k →∞ and therefore follow
arguments presented for the i.i.d case in [12]. Call (ν, τ) := (ν1, . . . , νr, τ1, . . . τr) an r−
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partition with k ≤ r ≤ ⌈2kn/(2n− 1)⌉ if
1 = ν1 ≤ ν2 ≤ · · · ≤ νr+1 = kn+ 1,
1 = τ1 ≤ τ2 ≤ · · · ≤ τr+1 = kn+ 1,
(νj+1 − νj) + (τj+1 − τj) ∈ {(2n− 1, 2n}, for j ∈ [1, r − 1],
(νr+1 − νr) + (τr+1 − τr) < 2n.
(3.7)
Let Brk,n be the set of all r− partitions defined as above and let
Bk,n =
⌈2kn/(2n−1)⌉⋃
r=k
Brk,n.
If (ν, τ) is an r−partition, setting
LCkn(ν, τ) :=
r∑
i=1
LCS(Xνi , . . . , Xνi+1−1;Yτi , . . . , Yτi+1−1),
then:
LCkn = max
(ν,τ)∈B(k,n)
LCkn(ν, τ).
Let νi+1 − νi = n−m, τi+1 − τi ≤ n+m for m ∈ (−n, n) and τi − νi = ℓ. Then,
E[LCS(Xνi , . . . , Xνi+1−1;Yτi , . . . , Yτi+1−1)]
= E[LCS(X1, . . . , Xn−m;Yℓ, . . . , Yℓ+n+m−1)] (3.8)
≤ E [LCS(X1, . . . , Xn−m;Y ∗ℓ , . . . , Y ∗ℓ+n+m−1)1Y (kn)=Y ∗(kn)]
+min(n−m,n+m)P
(
Y (kn) 6= Y ∗(kn)
)
(3.9)
≤ E[LCS(X1, . . . , Xn−m;Y ∗ℓ , . . . , Y ∗ℓ+n+m−1)] + nβ(kn). (3.10)
In the last expression the LCS is now a function of two independent sequences. Station-
arity implies (3.8) and LCS(X1, . . . , Xn−m;Y ∗ℓ , . . . , Y
∗
ℓ+n+m−1) ≤ min(n −m,n+m)
entails (3.9). The error term nβ(kn) in (3.10) follows from an application of Berbee’s
result (3.6). The same properties also imply
E[LCS(X1, . . . , Xn−m;Y ∗ℓ , . . . , Y
∗
ℓ+n+m−1)]
= E[LCS(X1, . . . , Xn−m;Y ∗1 , . . . , Y
∗
n+m)]
≤ E[LCS(X1, . . . , Xn−m;Y1, . . . , Yn+m)] + nβ(kn), (3.11)
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and
E[LCS(X1, . . . , Xn−m;Y ∗ℓ , . . . , Y
∗
ℓ+n+m−1)]
= E[LCS(X1, . . . , Xn+m;Y
∗
1 , . . . , Y
∗
n−m)] (3.12)
≤ E[LCS(Xn−m+1, . . . , X2n;Yn+m+1, . . . , Y2n)] + nβ(kn), (3.13)
where the symmetry of the distributions of X and Y ∗ is used to get (3.12). Next by
superadditivity of the LCSs as well as (3.10), (3.11) and (3.13),
E[LCS(Xνi , . . . , Xνi+1−1;Yτi , . . . , Yτi+1−1)]
≤ 1
2
(
E[LCS(X1, . . . , Xn−m;Y1, . . . , Yn+m)]
+ E[LCS(Xn−m+1, . . . , X2n;Yn+m+1, . . . , Y2n)] + 2nβ(kn)
)
+ nβ(kn)
≤ 1
2
(
E[LC2n] + 2nβ(kn)
)
+ nβ(kn)
=
1
2
E[LC2n] + 2nβ(kn). (3.14)
This inequality is key to the proof, since it yields an upper bound on E[LCkn(ν, τ)]
in terms of E[LC2n], a quantity that does not depend on the partitioning (ν, τ). A
similar result is central to the proof of the rate of convergence in the independent
setting [1]. However, independence allows one to get (3.14) directly without the mere
presence of or the need to introduce β-mixing coefficients. Moreover, our approach is
more direct. Applying Hoeffding’s inequality and summing over all partitions provide a
relation between E[LCkn] and E[LC2n] which can be used to get the rate of convergence.
Indeed,
E[LCkn(ν, τ)] ≤ r
2
(E[LC2n] + 4nβ(kn)) ≤ 1
2
⌈
2kn
2n− 1
⌉
(E[LC2n] + 4nβ(kn)).
In addition, for t > 0,
P
(
LCkn(ν, τ)− 1
2
⌈
2kn
2n− 1
⌉
(E[LC2n] + 4nβ(kn)) > tkn
)
≤ P (LCkn(ν, τ)− E[LCkn(ν, τ)] > tkn)
≤ exp
[
− t
2kn
A2
]
, (3.15)
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where the second inequality follows from Lemma 3.1. Next note that:
P
(
LCkn − 1
2
⌈
2kn
2n− 1
⌉
(E[LC2n] + 4nβ(kn)) > tkn
)
=
∑
(ν,τ)∈Bk,n
P
(
LCkn(ν, τ)− 1
2
⌈
2kn
2n− 1
⌉
(E[LC2n] + 4nβ(kn)) > tkn
)
≤ |Bk,n| exp
[
− t
2kn
A2
]
.
The above can be rewritten as:
P
(
LCkn
kn
> t+
1
k
⌈
2kn
2n− 1
⌉(
E[LC2n]
2n
+ 2β(kn)
))
≤ |Bk,n| exp
[
− t
2kn
A2
]
.
Then, since LCkn ≤ kn,
E
[
LCkn
kn
]
≤ t+ 1
k
⌈
2kn
2n− 1
⌉(
E[LC2n]
2n
+ 2β(kn)
)
+ P
(
LCkn
kn
> t+
1
k
⌈
2kn
2n− 1
⌉
E[LC2n]
2n
)
≤ t+ 1
k
⌈
2kn
2n− 1
⌉(
E[LC2n]
2n
+ 2β(kn)
)
+ |Bk,n| exp
[
− t
2kn
A2
]
. (3.16)
Next a bound on |Bk,n| is obtained using methods as in [12]. Recall that k ≤ r ≤
⌈2kn/(2n− 1)⌉ and that Bk,n =
⋃2kn/2n−1
r=k Brk,n. Now
|Brk,n| ≤ 2r−12n
(
nk + r − 1
r − 1
)
. (3.17)
Indeed, the sum of sizes of the partition on the X side should sum to nk which gives
a factor of less than
(
nk+r−1
r−1
)
. Also for each choice of the first r − 1 elements of the
partition on the X side we have at most 2 choices on the Y side. The last interval can
take at most 2n values, as per (3.7). Recall Stirling’s formula (see [10]), for n ≥ 1,
nne−n
√
2πne
1/(12n+1) ≤ n! ≤ nne−n
√
2πne
1/12n.
Since in the end of the proof k →∞, this bound can be used in (3.17) to obtain:
|Brk,n| ≤ (2r−12n)
(nk + r − 1)nk+r−1
√
2π(nk + r − 1)e1/12(nk+r−1)
(r − 1)(r − 1)
√
2π(r − 1)e1/12(r−1)+1(nk)nk
√
2πnke1/12(nk)+1
≤ 2rn (nk + r − 1)
nk+r−1
(r − 1)r−1(nk)nk
≤ 2rn
(
1 +
nk
r − 1
)r−1(
1 +
2
2n− 1
)nk
≤ 2rn
(
1 + n+
n
k − 1
) 2nk
2n−1
(
2n+ 1
2n− 1
)nk
.
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The last inequality in the above expression holds true since k ≤ r ≤ ⌈2kn/(2n− 1)⌉.
Then for |Bk,n| one gets:
|Bk,n| ≤
(
2nk
2n− 1 − k + 2
)
max
r
|Brk,n|
≤
(
k
2n− 1 + 2
)
2rn
(
1 + n+
n
k − 1
) 2nk
2n−1
(
2n+ 1
2n− 1
)nk
≤ exp



 ln
(
k
2n−1 + 2
)
nk
+
r ln 2 + lnn
nk
+
2
2n− 1 ln(2n) + ln
(
2n+ 1
2n− 1
)nk


≤ exp
((
ln k
k
+
2
2n− 1 ln 2 +
2
2n− 1 ln (2n) + ln
(
2n+ 1
2n− 1
))
nk
)
≤ exp
((
ln k
k
+
4
2n− 1 ln 2 +
2
2n− 1 lnn+ ln
(
2n+ 1
2n− 1
))
nk
)
≤ exp (10k lnn) ,
where the last inequality holds for large k, in particular k > n, and since ln(1+ x) ≤ x
for x > 0. Let t = 2A
√
10
√
lnn/n. Then,
|Bk,n| exp
(
− t
2kn
A2
)
≤ exp (10k lnn) exp
(
− t
2kn
A2
)
≤ exp(−30k lnn).
Next, note that, as k →∞, E [LCkn/(kn)]→ γ∗ and that
1
k
⌈
2kn
2n− 1
⌉
≤ 1
k
(
2kn
2n− 1 + 1
)
→ 2n
2n− 1 .
Recall also that β∗ = limn→∞ β(n) = limk→∞ β(kn). Then (3.16) implies:
2n
2n− 1
(
E[LC2n]
2n
+ 2β∗
)
≥ γ∗ − 2A
√
10
√
lnn
n
, (3.18)
and finally:
E[LC2n]
2n
≥ 2n− 1
2n
(
γ∗ − 2A
√
10
√
lnn
n
)
− 2β∗
≥ γ∗ − 2β∗ − 2A
√
10
√
lnn
n
− 1
2n
. (3.19)
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To get the result for words of odd length note that by (3.18),
E[LC2n+1]
2n+ 1
≥ E[LC2n]
2n+ 1
≥ 2n− 1
2n+ 1
(
γ∗ − 2A
√
10
√
lnn
n
)
− 2n
2n+ 1
2β∗
≥ γ∗ − 2β∗ − 2A
√
10
√
lnn
n
− 2
2n+ 1
.
Of course, these last bounds are only of interest, for n large enough, if γ∗ > 2β∗.
Otherwise, we get the trivial lower bound 0 (see Remark 3.3 below). One is then left
with slightly modifying the constants to get (3.2). The extra term on the right hand
side in (3.2) accounts for the difference in initial distributions (2.2).
The proof of the upper bound (3.3), where symmetry is not needed, follows by com-
bining Fekete’s lemma (see [19]) with (2.2) and (2.3).

Remark 3.3. (i) Recall that the β−mixing coefficient β(n) is a measure on the de-
pendency between (X1, . . . , Xn) and (Y1, . . . , Yn). The bounds in Theorem 3.1 rely
on β∗ := limn→∞ β(n) which somehow quantifies a weak dependency requirement and
β∗ 6= 0 unless the sequences X and Y are independent. Note also that the lower
bound in Theorem 3.1 is meaningful only if 2β∗ < γ∗. Besides the independent case,
there are instances for which this condition is satisfied. For example, let X and Y
be both Markov chains with L states and with the same transition matrix P , where
some rows of P are equal to (1, 1, 1, . . . , 1)/L, i.e., such that there exists a set of states
L such that the transition probability between each one of these states is uniform.
Let the initial distribution of X1 be µ with µ(x) = 0 if x /∈ L and assume that
Y1 = X1. Then the sequence Y˜ defined, for all n, via Y˜i = Yi, for i ≥ 1 while Y1 is
distributed according to µ will be such that Y˜ (n) and Y (n) have the same distribution.
Moreover for all n, Y˜ (n) and X(n) will be independent and P(Y˜ (n) 6= Y (n)) ≥ β(n),
but P(Y˜ (n) 6= Y (n)) = P(Y1 6= Y˜1) which can be made as small as desired for a suitable
choice of µ. Thus the lower bound in Theorem 3.1 holds and is meaningful.
(ii) There are instances when the lower bound in Theorem 3.1 is vacuous. Such a
case is when Xi = Yi for all i ≥ 1 and the Xi are independent and uniformly distributed
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over the letters in A. Then, it is clear that γ∗ = 1 whereas one shows that
β(n) = 1− 1|A|n ,
and so β∗ = 1. In this case the lower bound in (3.2) is a negative quantity.
(iii) Theorem 3.1 continues to hold for Markov chains with a general state space Λ.
Indeed, the Hoeffding inequality (3.5) is true when Λ is a Polish space. The exponential
decay (2.3) holds when Λ is petite, i.e., when there exist a positive integer n0, ǫ > 0
and a probability measure ν on Λ such that Pn0(x,A) ≥ ǫν(A), for every measurable
A and x ∈ Λ, and where Pn0(x,A) is the n0−step transition law of the Markov chain
(see [17, Theorem 8]).
When X and Y are generated by independent hidden Markov models. Then the
following variant of Theorem 3.1 holds (for a sketch of proof, see the Appendix).
Corollary 3.1. Let (ZX , X) and (ZY , Y ) be two independent hidden Markov models,
where the latent chains ZX and ZY have the same initial distribution, transition matrix
and emission probabilities. Then, for all n ≥ 2,
E[LCn]
n
≥ γ∗ − C
√
lnn
n
− 2
n
− (1 − 1µ=π)
(
1√
n
+ cα
√
n
)
, (3.20)
where α ∈ (0, 1), c > 0 are constants as in (2.3) and C > 0. All constants depend on
the parameters of the model but not on n. Moreover with the same α and c,
E[LCn]
n
≤ γ∗ + (1− 1µ=π)
(
1√
n
+ cα
√
n
)
. (3.21)
As mentioned in the end of the proof of Theorem 3.1, the symmetry of the distribution
of (Xi, Yi) is used only for proving the lower bound. Let
h(n) := max
m∈[−n,n]
(
2
n−m∑
i=1
P(Xi 6= Yi) +
n+m∑
i=n−m+1
P(Xi 6= Yi)
)
.
Then the following holds:
Proposition 3.1. Let (Z, (X,Y )) be a hidden Markov model, where the sequence Z is
an aperiodic time homogeneous and irreducible Markov chain with finite state space S.
Then, for all n ≥ 2,
E[LCn]
n
≥ γ∗ − h(n)
n
− 2β∗ − C
√
lnn
n
− 2
n
− (1 − 1µ=π)
(
1√
n
+ cα
√
n
)
. (3.22)
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For a sketch of proof of this proposition, and some comments on h(n), we again refer
the reader to the Appendix.
Appendix A.
First, as asserted in Remark 3.2 (ii), we provide two proofs of the fact that the
mixing time τ(ǫ) of (Zn, Xn, Yn)n≥1 is the same as the mixing time τ˜(ǫ) of the chain
(Zn)n≥1.
Proof 1. let T˜ = (T˜n)n≥1 be a Markov chain with finite state space S. Each T˜i
emits an observed variable Ti according to some probability distribution that depends
only on the state T˜i. Let T = (Tn)n≥1 and assume Ti ∈ A - a finite alphabet. Note
that (T˜ , T ) is a Markov chain; let τ(ǫ) be its mixing time, and let τ˜(ǫ) be the mixing
time for the hidden chain T˜ . Then,
dTV (L((T˜i+t, Ti+t)|(T˜i, Ti) = (x, u)),L((T˜i+t, Ti+t)|(T˜i, Ti) = (y, v)))
=
1
2
∑
(z,w)∈S×A
∣∣∣∣P((T˜i+t, Ti+t) = (z, w)|(T˜i, Ti) = (x, u))−
− P((T˜i+t, Ti+t) = (z, w)|(T˜i, Ti) = (y, v)
∣∣∣∣
=
1
2
∑
(z,w)
∣∣∣∣P(T˜i+t = z|T˜i = x)P(z → w)− P(T˜i+t = z|T˜i = y)P(z → w)
∣∣∣∣
=
1
2
∑
(z,w)
P(z → w)
∣∣∣∣P(T˜i+t = z|T˜i = x)− P(T˜i+t = z|T˜i = y)
∣∣∣∣
=
1
2
∑
z∈S
∣∣∣∣P(T˜i+t = z|T˜i = x)− P(T˜i+t = z|T˜i = y)
∣∣∣∣
= dTV (L(T˜i+t|T˜i = x),L(T˜i+t|T˜i = y)),
where P(z → w) := P(Ti = w|T˜i = z), i.e., the probability that a state with value
z ∈ S emits w ∈ A. By definition of T and T˜ this last probability does not depend on
i. Then
∑
w∈A P(z → w) = 1. Therefore, d(T˜ ,T )(t) = dT˜ (t) and τ(ǫ) = τ˜(ǫ).

Proof 2. An alternative approach to proving the result of Remark 3.2 (ii) relies on
coupling arguments and was kindly suggested by D. Paulin in personal communications
with the authors. First, recall the following classical result [13, Proposition 4.7]:
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Lemma A.1. Let µ and ν be two probability distributions on Ω. Then,
dTV (µ, ν) = inf{P(X 6= Y ) : (X,Y ) is a coupling of µ and ν}.
Moreover, there is a coupling (X,Y ) which attains the infimum and such a coupling is
called optimal.
Let (T˜ 1, T˜ 2) be an optimal coupling according to dTV (L(T˜t|T˜1 = x),L(T˜t|T˜1 = y)) for
some x, y ∈ S, i.e., T˜ 1 and T˜ 2 are Markov chains with the same transition probability
as T˜ , T˜ 10 = x, T˜
2
0 = y, and
P(T˜ 1t 6= T˜ 2t ) = dTV (L(T˜t|T˜1 = x),L(T˜t|T˜1 = y)) (A.1)
Next let T 1t and T
2
t be respectively distributed according to the distributions associated
with T˜ 1t and T˜
2
t and be independent of all the other random variables. In addition, if
for some t ≥ 1, T˜ 1t = T˜ 2t , then T 1t = T 2t . Then
P(T˜ 1t 6= T˜ 2t ) = P
(
(T˜ 1t , T
1
t ) 6= (T˜ 2t , T 2t )
)
,
and by Lemma A.1, for any u, v ∈ A and any i ≥ 1,
P
(
(T˜ 1t , T
1
t ) 6= (T˜ 2t , T 2t )
)
≥ dTV
(
L((T˜i+t, Ti+t)|(T˜i, Ti) = (x, u)),L((T˜i+t, Ti+t)|(T˜i, Ti) = (y, v))
)
.
Together with (A.1), the above yields
dTV (L(T˜t|T˜1 = x),L(T˜t|T˜1 = y)) ≥
≥ dTV
(
L((T˜i+t, Ti+t)|(T˜i, Ti) = (x, u)),L((T˜i+t, Ti+t)|(T˜i, Ti) = (y, v))
)
Taking the sup over x, y, u, v gives d(T˜ ,T )(t) ≤ dT˜ (t).
For the reverse inequality, consider the optimal coupling
(
(T˜ 1, T 1), (T˜ 2, T 2)
)
according
to dTV
(
L((T˜t, Tt)|(T˜1, T1) = (x, u)),L((T˜t, Tt)|(T˜1, T1) = (y, v))
)
, for some x, y ∈ S
and u, v ∈ A. Then,
P
(
(T˜ 1t , T
1
t ) 6= (T˜ 2t , T 2t )
)
= dTV
(
L((T˜t, Tt)|(T˜1, T1) = (x, u)),L((T˜t, Tt)|(T˜1, T1) = (y, v))
)
,
(A.2)
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and
P
(
(T˜ 1t , T
1
t ) 6= (T˜ 2t , T 2t )
)
≥ P(T˜ 1t 6= T˜ 2t ).
However, by the Lemma A.1, for any i ≥ 1,
P(T˜ 1t 6= T˜ 2t ) ≥ dTV (L(T˜i+t|T˜i = x),L(T˜i+t|T˜i = y)). (A.3)
Taking the sup in (A.2) and (A.3) gives, d(T˜ ,T )(t) ≥ dT˜ (t), and then d(T˜ ,T )(t) = dT˜ (t).

Proof of Corollary 3.1. The Hoeffding inequality (3.5) holds as long as (Z,X, Y ) is
a Markov chain. In addition, (X,Y ) has to be symmetric (see proof of Proposition 3.1)
in order for (3.14) to hold. Again one such setting is when X and Y are two inde-
pendent HMM with the same transition matrix for the latent chain and same emission
probabilities. A rate of convergence result then follows from arguments as in Section 3.
The bound on Bk,n is the same, and there is a Hoeffding type inequality for this model
as per Remark 3.2 (i). One thing that differs is the bound (3.14). In the present case
it is much easier to get. When started at the stationary distribution, by stationarity,
independence and symmetry, one has:
LCS(Xνi , . . . , Xνi+1−1;Yτi , . . . , Yτi+1−1) ≤ LCS(X1, . . . , Xn−m, Y1, . . . , Yn+m)
= LCS(X1, . . . , Xn+m;Y1, . . . , Yn−m)
≤ 1
2
LC2n.
In particular, there is no need to introduce mixing coefficients in this case (β = 0).
When the hidden chains are not started at the stationary distribution one gets an
error as in (2.5). Then Theorem 3.1 holds but with constants depending on the new
model. Moreover, this setting reduces to the one where X and Y are independent
Markov chains by letting each state of the hidden chains emit a unique letter, which
can further recover the iid case originally obtained in [1].

Proof of Proposition 3.1. The symmetry of the distribution of (X,Y ) is only used
to get (3.12), which entails that for any m ∈ {−n+1, . . . , n− 1}, LCS(X1, . . . , Xn−m;
Y1, . . . , Yn+m) and LCS(X1, . . . , Xn+m; Y1, . . . , Yn−m) are identically distributed and
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upper bounded by half of LC2n. Such a result yields a comparison between E[LC2n]
and E[LCkn], leading as k →∞, to a lower bound on E[LC2n] involving γ∗. Without
assuming symmetry, the step (3.12) in obtaining (3.14) needs to be modified. One
way to do so is to make use of the Lipschitz property of the LCS to get the following
estimate:
LCS(X1, . . . , Xn−m;Y1, . . . , Yn+m)
= LCS(X1, . . . , Xn+m;Y1, . . . , Yn−m) +
(
LCS(X1, . . . , Xn−m;Y1, . . . , Yn+m)
− LCS(X1, . . . , Xn+m;Y1, . . . , Yn−m)
)
≤ LCS(Y1, . . . , Yn−m;X1, . . . , Xn+m) + 2
n−m∑
i=1
1Xi 6=Yi +
n+m∑
i=n−m+1
1Xi 6=Yi .
Taking expectations, then (3.14) becomes
E[LCS(Xνi , . . . , Xνi+1−1;Yτi , . . . , Yτi+1−1)] ≤
1
2
(
E[LC2n] + h(n)
)
+ 2nβ(kn),
where h(n) := maxm∈[−n,n]
(
2
∑n−m
i=1 P(Xi 6= Yi) +
∑n+m
i=n−m+1 P(Xi 6= Yi)
)
. This leads
to a non-symmetric version of (3.2), namely,
E[LCn]
n
≥ γ∗ − C
√
lnn
n
− h(n)
n
− 2β∗ − 1
n− 2 − (1 − 1µ=π)
(
1√
n
+ cα
√
n
)
. (A.4)

If h(n) = O(
√
n lnn), then the rate in (3.22) or (A.4) will be the same as in (3.2).
Such will be the case when (Z ′, X) and (Z ′′, Y ) are two independent hidden Markov
models and Z = (Z ′, Z ′′) is a coupling of the two latent chains such that if Z ′i = Z
′′
i ,
then Z ′j = Z
′′
j for any j > i. Then, (Z, (X,Y )) is a hidden Markov model where
Xi = Yi once the two latent chains have met, and by (2.3) h(n) = O(
√
n logn).
However, h(n) can be much larger, e.g, of order n. A case in hand is when the Xi
and Yi are iid Bernoulli random variables with parameters 1/3 and 1/2 respectively.
Then P(Xi 6= Yi) = P(Xi = 0, Yi = 1) + P(Xi = 1, Yi = 0) = 1/6 + 2/6 = 1/2, for all
20 C. Houdre´, G. Kerchev
i ≥ 1, and(
2
n−m∑
i=1
P(Xi 6= Yi) +
n+m∑
i=n−m+1
P(Xi 6= Yi)
)
=
(
2(n−m)1/2 + (2m)1/2) = n.
Note also that when X = (Xi)i≥1 and Y = (Yi)i≥1 are independent sequences of
random variables, the symmetry assumption is equivalent to X and Y being identically
distributed.
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