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The first Hadamard variation of Neumann–Poincare´
eigenvalues on the sphere∗
Kazunori Ando† Hyeonbae Kang‡ Yoshihisa Miyanishi§ Erika Ushikoshi¶
Abstract
The Neumann–Poincare´ operator on the sphere has 12(2k+1) , k = 0, 1, 2, . . ., as its
eigenvalues and the corresponding multiplicity is 2k + 1. We consider the bifurcation
of eigenvalues under deformation of domains, and show that Freche´t derivative of the
sum of the bifurcations is zero. We then discuss the connection of this result with
some conjectures regarding the Neumann–Poincare´ operator.
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1 Introduction and statement of the result
Let Ω be a bounded domain in R3 with the C1,α-smooth boundary for some α > 0. The
Neumann-Poincare´ (abbreviated by NP) operator K∗∂Ω on H−1/2(∂Ω) or on L2(∂Ω) is
defined by
K∗∂Ω[ψ](x) :=
∫
∂Ω
∂nxE(x, y)ψ(y) dSy, (1.1)
where ∂nx is the outer normal derivative (with respect to x-variables) on ∂Ω, E is the
fundamental solution to the Laplacian in three dimensions, namely,
E(x, y) =
−1
4π
1
|x− y| , (1.2)
and dSy is the surface element.
The NP operator appears naturally when solving classical boundary value problems in
terms of layer potentials. For example, its relation to the single layer potential S∂Ω, which
is defined by,
S∂Ω[ψ](x) :=
∫
∂Ω
E(x, y)ψ(y) dSy, x ∈ R3, (1.3)
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is given by the following jump relation
∂nS∂Ω[ψ]|±(x) =
(
±1
2
I +K∗∂Ω
)
[ψ](x), x ∈ ∂Ω, (1.4)
where the subscript ± on the left-hand side respectively denotes the limit (to ∂Ω) from
the outside and inside of Ω.
Even though K∗∂Ω is not self-adjoint on L2(∂Ω), namely, K∗∂Ω 6= K∂Ω, unless ∂Ω is a
circle or a sphere, it is shown in [2] that K∗∂Ω can be symmetrized on the Sobolev space
H−1/2(∂Ω) by introducing a new but equivalent inner product on H−1/2(∂Ω). Since ∂Ω
is C1,α, K∗∂Ω is compact on H−1/2(∂Ω). So K∂Ω, as a compact self-adjoint operator on
H−1/2(∂Ω), has eigenvalues converging to 0. We refer such eigenvalues as NP eigenvalues.
It is proved by Poincare´ [5] that the NP eigenvalues on a ball are 12(2k+1) for k =
0, 1, 2, . . . and their multiplicities are 2k + 1 (see also the end of section 2). So we may
enumerate them as
λk,l =
1
2(2k + 1)
, l = −k, . . . , k. (1.5)
In this paper, we consider the variation of the NP eigenvalues on a ball. For a small
number h let Ω(h) be a domain obtained by perturbing the boundary ∂Ω in the normal
direction n by ha, namely,
∂Ω(h) = {x+ ha(x)n(x) : x ∈ ∂Ω}. (1.6)
If Ω(0) = Ω is a ball, then the NP eigenvalues λk,l on the ball bifurcates to form the NP
eigenvalues on ∂Ω(h), which we denote by λk,l(h).
The purpose of this paper is to prove that the first variation of the NP eigenvalue on
the ball is in equilibrium. We prove the following theorem:
Theorem 1.1. Suppose that ∂Ω is a sphere. Then it holds that
k∑
l=−k
d
dh
λk,l(0) = 0, k = 1, 2, . . . . (1.7)
for all a ∈ C∞(∂Ω).
The study of this paper is motivated by a well-known (and challenging) question re-
garding the NP eigenvalues. One can see from (1.5) that if ∂Ω is a sphere, then
k∑
l=−k
λk,l =
1
2
.
In other words, for each positive integer k there are 2k + 1 eigenvalues whose sum is 1/2.
Martensen [3, Theorem 1] proved that this holds to be true for the NP eigenvalues on
ellipsoids. Since NP eigenvalues on ellipsoids are given by zeros of Lame´ polynomials,
there is a canonical way for grouping eigenvalues. Regarding this question, which may
properly be referred to as the 1/2-problem, the natural class of domains to be considered
would be perturbations of balls. Theorem 1.1 makes us be inclined to a positive answer
to the 1/2-problem even though it does not give a definite answer.
We also discuss about the connection of Theorem 1.1 to some other conjectures re-
garding NP eigenvalues: the 1/6 conjecture and the one related to the minimal Schatten
norm which are regarding an extremal property of the ball.
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We prove Theorem 1.1 using the Hadamard-type variational formula for the NP eigen-
values obtained by Grieser [1]. We also prove and use a new summation formula for
spherical harmonics, which are eigenfunctions of the NP operator on a ball.
This paper is organized as follows: In the next section we recall Grieser’s variational
formula. Section 3 is to prove Theorem 1.1. In section 4 we discuss about two conjectures
related to Theorem 1.1.
2 Hadamard-type variation formulas
The following Hadamard-type variational formula for NP eigenvalues was derived by
Grieser [1]. Actually, the formula derived in that paper was for plasmonic eigenvalues.
We clarify the relations between plasmon eigenvalues and NP eigenvalues, after stating
the formula. We emphasize that the meaning of analytic dependency in the following
theorem, especially that of eigenfunctions, needs to be carefully clarified. Here we simply
refer to [1] for precise meaning of the analytic dependency.
Theorem 2.1 (The first Hadamard variation formula [1]). Let λ 6= 0, 1/2 be an eigenvalue
of the NP operator K∗∂Ω with eigenspace E. Then there are h0 > 0 and real analytic
functions h 7→ λ(i)(h), h 7→ e(i)(h) defined for |h| < h0, i = 1, . . . ,dim E, such that for
each h the numbers λ(i)(h), i = 1, . . . ,dim E, are eigenvalues of K∗∂Ω(h) with eigenfunctions
e(i)(h) and {e(1)(0), . . . , edimE(0)} is a basis of E.
For a fixed analytic branch λ(h), e(h) of eigenvalues and eigenfunctions with λ(0) = λ
and ‖∇u(h)‖L2(Ω(h)) = ‖∇S∂Ω(h)[e(h)]‖L2(Ω(h)) = 1 for each h, we have
d
dh
λ(0) =
∫
∂Ω
a
[(
λ− 1
2
)
|∇∂u|2 +
(
λ+
1
2
)
(∂nu|−)2
]
dS. (2.1)
Here u = S∂Ω[e(0)] and the index − indicates the limits (to ∂Ω) from Ω. ∇∂ and ∂n denote
the decomposition of the standard (Euclidean) gradient ∇, namely, ∇u = ∇∂u + (∂nu)n
on ∂Ω.
A real number ǫ is called a plasmonic eigenvalue if the following problem admits a
solution u in the space H1(R3):

∆u = 0 in R3\∂Ω,
u|− = u|+ on ∂Ω,
ǫ∂nu|− = −∂nu|+ on ∂Ω.
(2.2)
Write the solution u to (2.2) as u(x) = S∂Ω[e](x) for some function e ∈ H−1/2(∂Ω)
with
∫
∂Ω edS = 0. Then the first and the second conditions in (2.2) are automatically
fulfilled. One can see from (1.4) that the third condition is equivalent to
ǫ
(
−1
2
I +K∗∂Ω
)
[e] =
(
1
2
I +K∗∂Ω
)
[e]
that is,
K∗∂Ω[e] = λe,
where
ǫ =
−λ− 1/2
λ− 1/2 or λ =
ǫ− 1
2(ǫ+ 1)
. (2.3)
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The relation between the plasmonic eigenvalue ǫ and the NP eigenvalue λ is given by (2.3).
The relation (2.3) shows that the plasmonic eigenvalues on the sphere is also in equi-
librium. In fact, let ǫk,l be the plasmonic eigenvalues on the sphere ∂Ω and ǫk,l(h) be those
on ∂Ω(h). Then one can see easily from (2.3) that
d
dh
ǫk,l(0) =
1
(λk,l − 1/2)2
d
dh
λk,l(0).
Thus we obtain the following corollary from Theorem 1.1:
Corollary 2.2. Suppose that ∂Ω is a sphere. Then it holds that
k∑
l=−k
d
dh
ǫk,l(0) = 0, k = 1, 2, . . . . (2.4)
for all a ∈ C∞(∂Ω).
Using the relation (2.3) one can easily find the NP eigenvalues on the sphere. Let Yk,l
be a spherical harmonic of order k and let
u(x) :=
{
rkYk,l(ω) if r < 1,
r−k−1Yk,l(ω) if r > 1.
Then u is a solution to (2.2) with ǫ = k+1k . Thus we see from (2.3) that
1
2(2k+1) is an NP
eigenvalue.
3 Proof of Theorem 1.1
The eigenfunctions corresponding the NP eigenvalues on the sphere are spherical harmon-
ics. It is convenient to use the following complex form of spherical harmonics:
uk,l = r
kYk,l = Ck,l
∑
p+q+s=k
p−q=l
p,q,s≥0
1
p!q!s!
(
−w
2
)p(w
2
)q
zs, (3.1)
where
Ck,l =
√
2k + 1
4π
(k + l)!(k − l)!, (3.2)
and w = x + iy and w = x − iy (see [6]). The following identity is known as Unso¨ld’s
theorem (see [7]):
k∑
l=−k
|Yk,l|2 = 2k + 1
4π
. (3.3)
We prove the following proposition, which is new to the best of our knowledge.
Proposition 3.1.
k∑
l=−k
|∇uk,l(x)|2 = k(2k + 1)
2
4π
, x ∈ S2. (3.4)
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Proof. We first note that
|∇u|2 = 2
[∣∣∣ ∂u
∂w
∣∣∣2 + ∣∣∣ ∂u
∂w
∣∣∣2]+ ∣∣∣∂u
∂z
∣∣∣2. (3.5)
We then have
∂uk,l
∂w
= −Ck,l
2
∑
p+q+s=k≥0
p−q=l≥0
p≥1
q,s≥0
1
(p− 1)!q!s!
(
−w
2
)p−1(w
2
)q
zs
= − Ck,l
2Ck−1,l−1
· Ck−1,l−1
∑
p˜+q+s=k−1
p˜−q=l−1
p˜,q,s≥0
1
p˜!q!s!
(
−w
2
)p˜(w
2
)q
zs
= − Ck,l
2Ck−1,l−1
rk−1Yk−1,l−1 = −
√
(k + l − 1)(k + l)(2k + 1)
2
√
2k − 1 r
k−1Yk−1,l−1.
Similarly, we have
∂uk,l
∂w
=
Ck,l
2
∑
p+q+s=k≥0
p−q=l≥0
q≥1
p,s≥0
1
p!(q − 1)!s!
(
−w
2
)p(w
2
)q−1
zs
=
Ck,l
2Ck−1,l+1
· Ck−1,l+1
∑
p+q˜+s=k−1
p−q˜=l+1
p,q˜,s≥0
1
p!q˜!s!
(
−w
2
)p(w
2
)q˜
zs
=
Ck,l
2Ck−1,l+1
rk−1Yk−1,l+1 =
√
(k − l − 1)(k − l)(2k + 1)
2
√
2k − 1 r
k−1Yk−1,l+1.
Finally we have
∂uk,l
∂z
= Ck,l
∑
p+q+s=k≥0
p−q=l≥0
s≥1
p,q≥0
1
p!q!(s − 1)!
(
−w
2
)p(w
2
)q
zs−1
=
Ck,l
Ck−1,l
· Ck−1,l
∑
p+q+s˜=k−1
p−q=l
p,q,s˜≥0
1
p!q!s˜!
(
−w
2
)p(w
2
)q
zs˜
=
Ck,l
Ck−1,l
rk−1Yk−1,l =
√
(k + l)(k − l)(2k + 1)√
2k − 1 r
k−1Yk−1,l.
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It then follows that
k∑
l=−k
|∇uk,l|2 =
k∑
l=−k
2
[∣∣∣∂uk,l
∂w
∣∣∣2 + ∣∣∣∂uk,l
∂w
∣∣∣2]+ ∣∣∣∂uk,l
∂z
∣∣∣2
=
k∑
l=−k
2
[ (k + l − 1)(k + l)(2k + 1)
4(2k − 1) |Yk−1,l−1|
2
+
(k − l − 1)(k − l)(2k + 1)
4(2k − 1) |Yk−1,l+1|
2
]
+
k∑
l=−k
(k + l)(k − l)(2k + 1)
2k − 1 |Yk−1,l|
2.
Renumbering l − 1 to l in the first term above and l + 1 to l in the second, we have
k∑
l=−k
|∇uk,l|2 =
k−1∑
l=−k+1
[
2
{
(k + l)(k + l + 1)(2k + 1)
4(2k − 1) +
(k − l)(k − l + 1)(2k + 1)
4(2k − 1)
}
+
(k + l)(k − l)(2k + 1)
2k − 1
]
|Yk−1,l|2
=
k−1∑
l=−k+1
k(2k + 1)2
2k − 1 |Yk−1,l|
2
=
k(2k + 1)2
2k − 1 ·
2k − 1
4π
=
k(2k + 1)2
4π
.
Here we used the Unso¨ld’s theorem for the second to the last equality.
Proof of Theorem 1.1. One can easily see that
S∂Ω[Yk,l](x) = − k
2k + 1
rkYk,l = − k
2k + 1
uk,l(x), x ∈ Ω. (3.6)
Choose Ck so that
C2k
∫
Ω
|S∂Ω[Yk,l](x)|2dx = 1.
Then, according to (2.1) and (3.6), we have
k∑
l=−k
dλk,l
dh
(0) =
(
Ckk
2k + 1
)2 k∑
l=−k
∫
S2
a
[ −k
2k + 1
|∇∂uk,l|2 + k + 1
2k + 1
(∂nuk,l|−)2
]
dS
=
(
Ckk
2k + 1
)2 k∑
l=−k
∫
S2
a
[ −k
2k + 1
|∇uk,l|2 + (∂nuk,l|−)2
]
dS.
Since ∂nuk,l|− = kYk,l on S2, it follows from (3.3) and (3.1) that
k∑
l=−k
dλk,l
dh
(0) =
(
Ckk
2k + 1
)2 ∫
S2
a
k∑
l=−k
[
− k
(2k + 1)
|∇uk,l|2 + k2|Yk,l|2
]
dS
=
(
Ckk
2k + 1
)2 ∫
S2
a
[
− k
(2k + 1)
· k(2k + 1)
2
4π
+ k2 · 2k + 1
4π
]
dS = 0,
as desired.
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4 Some conjectures
We now discuss about the connection of Theorem 1.1 with two conjectures raised in [4].
Conjecture 1 (1/6-conjecture). This conjecture claims that
max
(
σ(K∂Ω)\
{
1
2
})
≥ 1
6
, (4.1)
for any C∞ simply connected closed surfaces ∂Ω, and the equality is achieved if and only
if ∂Ω is a sphere.
Suppose that we attempt to prove the 1/6-conjecture for the small perturbation of a
ball. Then it is enough to show that
Λ(h) :=
1∑
l=−1
λ1,l(h) =
1
2
, (4.2)
since then one of λ1,−1, λ1,0 and λ1,1 is larger than (or equal to) 1/6. Note that Λ(0) = 1/2
and Theorem 1.1 shows that Λ′(0) = 0. We emphasize that (4.2) is a special case (the
case when k = 1) of the 1/2-problem discussed in Introduction.
The other conjecture is regarding the Schatten norm of the NP operator:
Conjecture 2 (Minimizing Schatten norms are achieved by S2). The conjecture claims
that for p > 2
tr{(K∗∂ΩK∂Ω)p/2} ≥ 2−p(1− 2−p)ζ(p − 1) (4.3)
for any C∞ simply connected closed surface ∂Ω where ζ(s) denotes the Riemann zeta
function, and the equality is achieved if and only if ∂Ω is a sphere.
We first mention that the right-hand of (4.3) is the Schatten p-norm of the NP operator
on the sphere. Suppose again that we attempt to prove (4.3) for Ω(h), the perturbation
of a ball. Recall that the NP operators in three dimensions are in Schatten class of p > 2
(see [2]). Thus it follows from Weyl’s inequality that∑
λj∈σ(K∗∂Ω)
|λj |p ≤ tr{(K∗∂ΩK∂Ω)p/2} < +∞.
The spectral zeta function of K∗∂Ω(h) is given by
ζK∗
∂Ω(h)
(p) :=
∞∑
k=0
k∑
l=−k
λk,l(h)
p.
We then obtain Theorem1.1 that
d
dh
ζK∗
∂Ω(h)
(p)
∣∣∣
h=0
=
∞∑
k=0
k∑
l=−k
pλp−1k,l (h)
d
dh
λk,l(h)
∣∣∣
h=0
=
∞∑
k=0
k∑
l=−k
p ·
(
1
2(2k + 1)
)p−1 d
dh
λk,l(0) = 0.
It means that ζK∗
∂Ω(h)
(p) is in equilibrium on S2. We emphasize that the above computa-
tions are formally, since we have not proved differentiability of the infinite sum there.
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