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Well-posedness
The well-posedness of generalized Navier–Stokes equations with
initial data in some critical homogeneous Besov spaces and in
some critical Q spaces was known. In this paper, we establish
a wavelet characterization of Besov type Morrey spaces under
the action of semigroup. As an application, we obtain the well-
posedness of smooth solution for the generalized Navier–Stokes
equations with initial data in some critical homogeneous Besov
type Morrey spaces (B˙γ1,γ2p,p )
n ( 12 < β < 1, γ1 − γ2 = 1 − 2β),
1 < p  2 and np + 2β − 2 < γ2 < np or 2 < p < ∞, and
max{ np + 2β − 2, β − 1} < γ2 < np , with divergence free. These
critical homogeneous Besov type Morrey spaces are larger than
corresponding classical Besov spaces and cover Q spaces.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
This paper considers the well-posedness of the generalized Navier–Stokes equations on the half-
spaces R1+n+ = (0,∞) ×Rn , n 2,⎧⎨
⎩
∂tu + (−)βu + (u · ∇)u − ∇p = 0 in R1+n+ ,
∇ · u = 0 in R1+n+ ,
u|t=0 = a in Rn
(1.1)
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|ξ |2β uˆ(t, ξ).
When β = 1, Eqs. (1.1) become the classical Navier–Stokes equations. A natural approach in study-
ing the solutions is to iterate the corresponding operator v → etu0 −
∫ t
0 e
(t−s)P∇(u ⊗ v)ds and to
ﬁnd a ﬁxed point. This solution is called the mild solution. Let Rl , l = 1, . . . ,n, be the Riesz transforms.
From (1.1), by taking gradient, we have −p = −∑l∑l′ ∂∂xl ∂∂xl′ (ulul′ ) and p = −∑l∑l′ Rl Rl′ (ulul′ ).
For the classical Navier–Stokes equations, this approach was pioneered by Kato and Fujita [14]. The
existence of mild solutions and the regularity have been established locally in time and global for
small initial data in various functional spaces; for example, see [4–6,10,11,13,15] and the references
therein. Lemarié-Rieusset [16] presented systematically many wavelet skills and developments for
Navier–Stokes equations.
For general β , the mild solution for Eqs. (1.1) can be written as
u(t, ·) = e−t(−)βa −
t∫
0
e−(t−s)(−)β P∇(u ⊗ u)ds,
where e−t(−)β f = Kβt ∗ f with Kˆβt (ξ) = e−t|ξ |2β and P = {Pl,l′ }l,l′=1,...,n = {δl,l′ + Rl Rl′ }l,l′=1,...,n is the
Helmboltz–Weyl projection. In fact, we have
P∇(u ⊗ u) =
∑
l
∂
∂xl
(ulu) −
∑
l
∑
l′
RlRl′∇(ulul′). (1.2)
For the general Navier–Stokes equations (1.1), J.L. Lions [18] proved the global existence of the clas-
sical solutions when β  54 in dimension 3. Similar result holds for general dimension n, if β 
1
2 + n4
(see Wu [27]). For the case β < 12 + n4 , Wu [28,29] established the global existence for Eqs. (1.1) in the
homogeneous Besov spaces B˙
1+ np −2β,q
p for 1  q ∞ and for either 12 < β and p = 2 or 12 < β  1
and 2 < p < ∞ and in B˙r,∞2 with r > max{1,1 + np − 2β}. For the corresponding regularity criteria,
we refer readers to Wu [30]. In [32], Xiao introduced Q spaces Q −1α = ∇ · (Qα(Rn))n , 0  α < 1,
to replace BMO−1 which was introduced by Koch and Tataru [15] and generalized the global exis-
tence result for the classical Navier–Stokes equations (i.e. β = 1). Later, Li and Zhai [17] extended to
Q β,−1α,∞ = ∇ · (Q βα (Rn))n , max{α, 12 } < β < 1. As to the regularity of solution for Navier–Stokes equa-
tions, we refer readers to [12,21].
For Navier–Stokes equations (1.1), the diﬃculty exists in two aspects: (i) For a function f belonging
to a given function space A(Rn), what kind of space does Kβt ∗ f belong to? (ii) For the nonlinear
term P∇(u ⊗ u) = ∑l ∂∂xl (ulu) −∑l∑l′ Rl Rl′∇(ulul′ ), how do we prove the continuity of the map-
ping (u, v) → ∫ t0 e−(t−s)(−)β P∇(u ⊗ v)ds? In [33], Yang introduced Besov type Morrey spaces B˙γ1,γ2p,q ,
which are the generalization of Besov spaces and Morrey spaces. The above Q spaces in [17] and
[32] are special Besov type Morrey spaces B˙γ1,γ22,2 , 0  γ1 < 1, 0  γ2 
n
2 . In this paper, on the one
hand, we develop the wavelet skill to consider the semigroup characterization of Besov type Morrey
spaces, which makes us to understand better the relation among time t , frequency ξ and position x.
On the other hand, we apply such a characterization to get the well-posedness of smooth solution for
the generalized Navier–Stokes equations in critical Besov type Morrey spaces. By the inclusion rela-
tion given in Section 2.4, we will know that Besov type Morrey spaces are larger than corresponding
Besov spaces, generalize Q spaces, and also contain a lot of new spaces for Navier–Stokes equations
(1.1).
Through the paper, we use C > 0 to denote a constant independent of the main variables, which
may be different from line to line.
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2.1. Meyer wavelets
First of all, we present preliminaries for Meyer wavelets Φ
 (cf. [19,26,33]). Throughout the paper,
we always use Φ
 to express the Meyer wavelets. Let Ψ 0(ξ) ∈ C∞0 ([− 4π3 , 4π3 ]) be an even func-
tion satisfying Ψ 0(ξ) ∈ [0,1] and Ψ 0(ξ) = 1 for |ξ |  2π3 . Set Ω(ξ) = {Ψ 0( ξ2 )2 − Ψ 0(ξ)2}1/2. Then
Ω(ξ) ∈ C∞0 ([− 8π3 , 8π3 ]) is an even function satisfying (1) Ω(ξ) ∈ [0,1]; (2) Ω(ξ) = 0 for |ξ |  2π3 ;
(3) Ω2(ξ) + Ω2(2ξ) = 1 and Ω2(ξ) + Ω2(2π − ξ) = 1 for ξ ∈ [ 2π3 , 4π3 ]. Let Ψ 1(ξ) = Ω(ξ)e−
iξ
2 .
For any 
 = (
1, . . . , 
n) ∈ {0,1}n , deﬁne the function Φ
 by its Fourier transformation as follows:
Φˆ
(ξ) =∏ni=1 Ψ 
i (ξi). For 
 ∈ {0,1}n , j ∈ Z and k ∈ Zn , write Φ
j,k(x) = 2 nj2 Φ
(2 j x− k).
In this paper, we write En := {0,1}n\{0} and Fn := {(
,k): 
 ∈ En, k ∈ Zn}. We also use Λn to
express the set {(
, j,k): 
 ∈ En, j ∈ Z, k ∈ Zn}. For any function f , 
 ∈ {0,1}n , j ∈ Z and k ∈ Zn , de-
note f 
j,k := 〈 f ,Φ
j,k〉, P j f (x) :=
∑
k∈Zn f 0j,kΦ
0
j,k(x) and Q j f (x) :=
∑
(
,k)∈Fn f


j,kΦ


j,k(x). For the above
Meyer wavelets (see [19, Chapter 3]), we have
Lemma 2.1. The family {Φ
j,k}(
, j,k)∈Λn is an orthogonal basis in L2(Rn).
We choose a function ϕ ∈S (Rn) such that supp(ϕˆ) ⊂ {ξ ∈Rn: |ξ | 1} and ϕˆ(ξ) = 1 for {ξ ∈Rn:
|ξ | 12 }. Deﬁne
ϕv(x) = 2n(v+1)ϕ
(
2v+1x
)− 2nvϕ(2v x), v ∈ Z.
Then these functions {ϕv : v ∈ Z} satisfy
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
supp(ϕˆv) ⊂
{
ξ ∈Rn: 1
2
 2−v |ξ | 2
}
;
∣∣φˆv(ξ)∣∣ C > 0 for 3
5
 2−v |ξ | 5
3
;∣∣∂αϕˆv(ξ)∣∣ Cα2−v|α| for all α  0;
∞∑
v=−∞
ϕˆv(ξ) = 1 for all ξ ∈Rn.
By the above Littlewood–Paley decomposition, we deﬁne Besov spaces as follows.
Deﬁnition 2.1. For α ∈ R and 0 < p,q ∞, we say that f belongs to the homogeneous Besov space
B˙α,qp (R
n) if f ∈S ′/P(Rn), the tempered distribution modulo polynomials, satisﬁes
‖ f ‖B˙α,qp :=
(∑
v∈Z
2qvα‖ϕv ∗ f ‖qp
) 1
q
< ∞.
When q = ∞, the above q-norm is modiﬁed to be the supremum norm as usual.
In [23], J. Peetre proved that the above deﬁnition of B˙α,qp (R
n) is independent of the choice
of {ϕv : v ∈ Z}. The following wavelet characterization of Besov spaces B˙α,qp (Rn) can be found in
[19,33,35].
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{∑
j∈Z
2qj(α+
n
2− np )
(∑

,k
∣∣ f 
j,k∣∣p
) q
p
} 1
q
< ∞.
For any two functions u and v , the following decomposition can be found in [34,36,37].
uv =
∑
j∈Z
P j−3uQ j v +
∑
0< j− j′3
Q juQ j′ v +
∑
j∈Z
Q juQ j v
+
∑
0< j′− j3
Q juQ j′ v +
∑
j∈Z
Q juP j−3v. (2.1)
2.2. Besov type Morrey spaces and their wavelet characterizations
Morrey spaces were ﬁrst introduced by Morrey [22] in 1938. Besov spaces were systematically
studied in [23]. Besov type Morrey spaces were given in [33] by using wavelets, and the gener-
alized Morrey spaces were studied in [25]. Let ϕ ∈ C∞0 (B(0,2)) satisfy ϕ(x) = 1 for x ∈ B(0,1).
Denote by Q (x0, r) the cube parallel to coordinate axes centered at x0 with side length r. To sim-
plify the notation, sometimes, we denote Q = Q (x0, r) and let ϕQ (x) = ϕ( x−x0r ). For 0 < p,q ∞
and γ1, γ2 ∈R, let mγ1,γ2p,q be a suﬃcient big positive number. For arbitrary function f , let P Q f be the
corresponding mγ1,γ2p,q order polynomial function such that
∫
xαϕQ (x)( f (x) − P Q f (x))dx = 0 for all
|α|mγ1,γ2p,q . Any dyadic cube can be expressed as Q j,k := 2− jk + 2− j[0,1]n , where j ∈ Z and k ∈ Zn .
Let C := {Q j,k, j ∈ Z, k ∈ Zn}.
Deﬁnition 2.2. Given 1 p,q ∞ and γ1, γ2 ∈ R. Let p′ and q′ denote the conjugate numbers of p
and q respectively; that is, p−1 + p′−1 = q−1 + q′−1 = 1.
(i) The Besov type Morrey space B˙γ1,γ2p,q is deﬁned to be the set of f satisfying
‖ f ‖B˙γ1,γ2p,q := supQ |Q |
γ2
n − 1p ∥∥ϕQ ( f − P Q f )∥∥B˙γ1,qp < +∞,
where B˙γ1,qp denotes the classical Besov space.
(ii) The (atomic) Besov–Morrey space B˙γ1,γ2p,q,atom is the set of all functions f =
∑
i λi f i , where λi ’s are
scalars with
∑
i |λi | < ∞ and each f i satisﬁes
(1) the support of f i is contained in a cube Q i ;
(2)
∫
xα f i(x)dx = 0 for all |α|mγ1,γ2p,q ;
(3) ‖ f i‖
B˙
−γ1,q′
p′
 |Q i|
γ2
n − 1p .
Moreover, we use inf
∑
i |λi | to express the norm ‖ f ‖B˙γ1,γ2p,q,atom , where the inﬁmum is taken over
all possible decomposition f =∑i λi f i .
(iii) The (wavelet) Besov–Morrey space B˙γ1,γ2p,q,wav is the set of all functions f =
∑
i λi f i , where λi ’s are
scalars with
∑
i |λi | < ∞ and each f i =
∑
Q j,k⊂Q i f

,i
j,kΦ


j,k for some dyadic cube Q
i satisfying
{ ∑
nj− log |Q i |
2
jq′(−γ1+ n2− np′ )
(∑

∈En
∑
{k: Q j,k⊂Q i}
∣∣ f 
,ij,k ∣∣p′
) q′
p′ } 1q′

∣∣Q i∣∣ γ2n − 1p .2
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∑
i |λi | to express the norm ‖ f ‖B˙γ1,γ2p,q,wav , where the inﬁmum is taken over all
possible decomposition f =∑i λi f i .
If γ2 = np , then B˙
γ1,
n
p
p,q becomes the classical Besov spaces and (B˙
γ1,
n
p
p,q,atom)
′ = B˙γ1,
n
p
p,q . It is easy to
check that Besov type Morrey spaces, (atomic) Besov–Morrey spaces and (wavelet) Besov–Morrey
spaces are Banach spaces satisfying the following properties.
Lemma 2.3. For 1 p,q∞ and γ1, γ2 ∈R, we have
(i) f ∈ B˙γ1,γ2p,q,atom if and only if f ∈ B˙γ1,γ2p,q,wav;
(ii) B˙γ1,γ2p,q , B˙
γ1,γ2
p,q,atom and B˙
γ1,γ2
p,q,wav are Banach spaces;
(iii) (B˙γ1,γ2p,q,wav)
′ = B˙γ1,γ2p,q ;
(iv) ‖λγ2−γ1 f (λ ·)‖B˙γ1,γ2p,q ≈ ‖ f ‖B˙γ1,γ2p,q for all λ > 0.
By applying (iii) of the above Lemma 2.3 and the wavelet characterization of classical Besov spaces,
we have
Lemma 2.4. For 1 < p,q < ∞ and γ1, γ2 ∈R,∑(
, j,k)∈Λn a
j,kΦ
j,k ∈ B˙γ1,γ2p,q if and only if
sup
Q ∈C
|Q |
γ2
n − 1p
{ ∑
nj− log2 |Q |
2 jq(γ1+
n
2− np )
(∑

∈En
∑
{k: Q j,k⊂Q }
∣∣a
j,k∣∣p
) q
p
} 1
q
< +∞.
2.3. Critical spaces for Navier–Stokes equations
Note that, let u(t, x) be the solution of (1.1) with initial data a(x). If we replace u(t, x), p(t, x) and
a(x) by uλ(t, x) = λ2β−1u(λ2βt, λx), pλ(t, x) = λ4β−2u(λ2βt, λx) and aλ(x) = λ2β−1a(λx), respectively,
then uλ(t, x) is also the solution of (1.1) with initial data aλ(x). Now, we present the deﬁnition of
critical spaces for Navier–Stokes equations.
Deﬁnition 2.3. An initial data space is called critical for Eqs. (1.1) if it is invariant under the scaling
fλ(x) = λ2β−1 f (λx).
Critical spaces occupy a signiﬁcant place for Navier–Stokes equations. For α > 0, 1 < p < ∞ and
the classical Navier–Stokes equations, L˙2n
2−1 = B˙
−1+ n2 ,2
2 , L
n , B˙
−1+ np ,∞
p , B˙
α−1,α
2,2 and (−)
1
2 BMO are
critical spaces. For β > 12 , α > 0 and 1 < p < ∞, B˙
1+ np −2β,∞
p , B˙
α−β+1,α+β
2,2 and (−)β−
1
2 BMO are
critical spaces. For w ∈ Z, λ = 2w and (
, j,k) ∈ Λn , let b
,wj,k = 2−
nw
2 a
j−w,k; for dyadic cube Q j0,k0 ,
we have
∥∥ f (2w ·)∥∥B˙γ1,γ2p,q = |Q j0,k0 | γ2n − 1p
{∑
j j0
2 jq(γ1+
n
2− np )
(∑

∈En
∑
k: Q j,k⊂Q j0,k0
∣∣b
,wj,k ∣∣p
) q
p
} 1
q
= |Q j0,k0 |
γ2
n − 1p
{∑
j j0
2 jq(γ1+
n
2− np )
(∑

∈En
∑
k: Q j,k⊂Q j ,k
∣∣2− nw2 a
j−w,k∣∣p
) q
p
} 1
q0 0
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γ2
n − 1p )|Q j0−w,k0 |
γ2
n − 1p
{ ∑
j j0−w
2( j+w)q(γ1+
n
2− np )
×
(∑

∈En
∑
k: Q j,k⊂Q j0−w,k0
∣∣2− nw2 a
j,k∣∣p
) q
p
} 1
q
= 2w(γ1−γ2)‖ f ‖B˙γ1,γ2p,q .
General λ > 0 is considered in Lemma 2.3, and hence we have
Lemma 2.5. For β > 12 , 1 p,q ∞, γ1 ∈ R and γ1 − γ2 = 1 − 2β , B˙γ1,γ2p,q are critical spaces for Navier–
Stokes equations (1.1).
2.4. Inclusion relation
In this section, we demonstrate the relationship among Q spaces, Besov spaces, fractional BMO
spaces, and Besov type Morrey spaces.
For 0 α − β + 1min(1, n2 ), 0 α + β − 1 n2 , we say that f belongs to Q spaces Q βα if
sup
x0,r
r2(α+β−1)−n
∫
Q
∫
Q
| f (x) − f (y)|2
|x− y|n+2(α−β+1) dxdy < ∞.
Q spaces were introduced in [3] from complex analysis and were extended to real variable spaces
in [8]. In [24,31,33] authors proved independently in different ways that Q spaces are also Morrey
spaces if the difference of a differential operator is ignored.
We ﬁrst give embedding relations between Besov type Morrey spaces.
Lemma 2.6. Given γ1, γ2 ∈R, we have:
(i) If 1 p < ∞, 1 q1  q2 ∞, then B˙γ1,γ2p,q1 ⊂ B˙γ1,γ2p,q2 .
(ii) Given 1 p,q∞, u  1. For w = 0, v = 1 or w > 0, 1 v ∞.
‖ f ‖
B˙
γ1−w,γ2
p
u ,
q
v
 ‖ f ‖B˙γ1,γ2p,q and B˙
γ1,γ2
p,q ⊂ B˙γ1−w,γ2p
u ,
q
v
.
Proof. (i) is evident, and we prove (ii) only. For all (
, j,k) ∈ Λn and dyadic cube Q , denote (
,k) ∈
Λ
j
Q , if Q j,k ⊂ Q . Given 1 p0,q0 ∞, u  1. For w = 0, v = 1 or w > 0, 1 v ∞, we have
|Q |
γ2
n − 1p0
{ ∑
nj− log2 |Q |
2
jq0(γ1−w+ n2− np0 )
( ∑
(
,k)∈Λ jQ
∣∣a
j,k∣∣p0
) q0
p0
} 1
q0
 C |Q |
γ2
n − 1up0
{ ∑
nj− log2 |Q |
2
jq0(γ1−w+ n2− nup0 )
( ∑
(
,k)∈Λ jQ
∣∣a
j,k∣∣up0
) q0
up0
} 1
q0
 C |Q |
γ2+w
n − 1up0
{ ∑
nj− log2 |Q |
2
jvq0(γ1+ n2− nup0 )
( ∑
(
,k)∈Λ j
∣∣a
j,k∣∣up0
) vq0
up0
} 1
vq0
.Q
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‖ f ‖
B˙
γ1−w,γ2
p0,q0
 ‖ f ‖
B˙
γ1,γ2+w
up0,vq0
and the proof is ﬁnished. 
Using the deﬁnitions and Hölder’s inequality, we deduce the following relationship among frac-
tional BMO spaces, Q spaces, Besov spaces and Besov type Morrey spaces.
Lemma 2.7.
(i) If γ1 ∈R and γ2  0, then B˙γ1,γ22,2 = (−)
γ2−γ1
2 BMO.
(ii) If 0 α − β + 1min(1, n2 ) and 0 α + β − 1 n2 , then Q βα = B˙α−β+1,α+β−12,2 .
(iii) If 1 p,q < ∞ and γ1 ∈R, then Besov type Morrey spaces B˙γ1,
n
p
p,q become Besov spaces B˙
γ1,q
p .
(iv) If 1 p,q∞ and γ1, γ2 ∈R, then B˙γ1,γ2p,q ⊂ B˙γ1−γ2,∞∞ .
(v) Given w = 0, v = 1 or w > 0, 1 v ∞. If 1 p = nγ2+w < ∞, 1 q∞ and γ1, γ2 ∈R, then Besov
type Morrey spaces B˙γ1,γ2+wp,q and Besov spaces B˙
γ1,q
p have the following inclusion relation:
‖ f ‖
B˙
γ1−w,γ2
n
u(w+γ2) ,
q
v
 C‖ f ‖B˙γ1,qp and B˙
γ1,q
p ⊂ B˙γ1−w,γ2n
u(w+γ2) ,
q
v
.
For critical spaces used in studying Navier–Stokes equations (1.1), we compare with the Besov type
Morrey spaces used in the current paper and the classical Besov spaces used in [28–30].
Lemma 2.8. If 1 < p0,q0 < ∞, 1  p  p0 , 1  q  q0 , and β,w > 0, then the critical Besov spaces and
critical Besov type Morrey spaces have the following inclusion relations:
(i) B˙
1+ np −2β,q
p ⊂ B˙
1+ np −2β, np
p0,q0 ;
(ii) B˙
1+ np −2β,∞
p ⊂ B˙
1+ np −2β−w, np −w
p0,q0 .
3. Inversion formula and semigroup characterization of Morrey spaces
3.1. Advantage for considering Kβt f by wavelets
One of the interesting problems for Navier–Stokes equations is how to understand well the re-
lationship among time t , frequency ξ and position x for Kβt f (x) when f belongs to given function
spaces. Authors of [17,32] introduced tent space Q βα,∞ spaces by semigroup: A function f belongs to
Q βα,∞ if
sup
x∈Rn, r∈(0,∞)
r2α−n+2β−2
r2β∫
0
∫
|y−x|<r
∣∣∇e−t(−)β f (y)∣∣2t− αβ dy dt < ∞.
They also applied Hausdorff capacity used in [1,7] to establish the equivalence of Q βα,∞ spaces and
Q βα = B˙α+β−1,α−β+12,2 spaces whenever 0 α − β + 1min(1, n2 ) and 0 α + β − 1 n2 .
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Picard’s contraction principle and the equivalence between norm of f and norm of Kβt f ; they did not
consider more the relationship among time, frequency and position.
In Section 3, we will introduce t-Besov–Morrey spaces and t-Bloch spaces that establish a clear
relationship among time t , frequency ξ and position x by wavelet methods. We would like to remind
readers that, for wavelets {Φ
j,k: (
, j,k) ∈ Λn}, 2 j represents the range of frequency ξ and 2− jk
represents the range of position x in some sense.
3.2. Preliminaries relative to semigroup
Through the paper, we denote N > 0 a suﬃciently large ﬁxed real number. For ﬁxed β > 0, we
may choose a radial φ ∈S (Rn) (cf. [9, Lemma 1.1], [19, Chap. 3, §2]) such that there exists Cβ > 0
satisfying
(i)
∫
Rn
xγ φ(x)dx = 0 for all γ ∈Nn;
(ii)
∫∞
0 (φˆ(t
1
2β ξ))2 dtt = 1 for all ξ = 0;
(iii)
∫∞
0 φˆ(t
1
2β )e−t dtt = 1Cβ .
Deﬁne φβt (x) = t−
n
2β φ(t−
1
2β x). Then φˆβt (ξ) = φˆ(t
1
2β ξ), and consequently
f (t, x) := e−t(−)β f (x) = Kβt ∗ f (x).
Since fˆ (ξ) = Cβ
∫∞
0 φˆ(t
1
2β )e−t dtt fˆ (ξ) = Cβ
∫∞
0 φˆ(t
1
2β |ξ |)e−t|ξ |2β fˆ (ξ) dtt , we have
f (x) = Cβ
∞∫
0
∫
Rn
f (t, x− y)φβt (y)
dt
t
dy := πφ f (·, x). (3.1)
For (
, j,k) ∈ Λn , let a
j,k(t) = 〈 f (t, ·),Φ
j,k〉 and a
j,k = 〈 f ,Φ
j,k〉. Then
f (x) =
∑
(
, j,k)∈Λn
a
j,kΦ


j,k(x) and f (t, x) =
∑
(
, j,k)∈Λn
a
j,k(t)Φ


j,k(x).
We ﬁrst consider to express a
j,k(t) by using a

′
j′,k′ . If f (t, x) = Kβt ∗ f (x), then
a
j,k(t) =
∑

′,| j− j′|3,k′
a

′
j′,k′
〈
Kβt Φ

′
j′,k′ ,Φ


j,k
〉
=
∑

′,| j− j′|3,k′
a

′
j′,k′
∫
e−t|ξ |2β Φˆ
′
(
2− j′ξ
)
Φˆ

(
2− jξ
)
e−i(2− j
′
k′−2− jk)ξ dξ
=
∑

′,| j− j′|3,k′
a

′
j′,k′
∫
e−t22 jβ |ξ |2β Φˆ
′
(
2 j− j′ξ
)
Φˆ
(ξ)e−i(2 j− j
′
k′−k)ξ dξ.
Simply applying integration by party, we could control a
j,k(t) by {a

′
j′,k′ } as follows.
Lemma 3.1. There exists a ﬁxed small constant c˜ > 0 depending only on β and on the size of support for the
Fourier transformation of Meyer wavelets such that
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j,k(t)| Ce−c˜t2
2 jβ ∑

′,| j− j′ |3,k′ |a

′
j′,k′ |(1+ |2 j− j
′
k′ − k|)−N for t22β j  1;
(ii) |a
j,k(t)| C
∑
| j− j′ |3
∑

′,k′ |a

′
j′,k′ |(1+ |2 j− j
′
k′ − k|)−N for 0 t22β j  1.
Furthermore, if f is obtained by (3.1), then we could express a
j,k by {a

′
j′,k′(t)} as follows:
a
j,k =
∫
R
1+n+
∑
(
′, j′,k′)∈Λn
a

′
j′,k′(t)
(
φ
β
t ∗ Φ

′
j′,k′(x)
)
Φ
j,k(x)dx
dt
t
.
Similarly, we apply integration by party to obtain the following estimation.
Lemma 3.2.
∣∣a
j,k∣∣ C ∑
| j− j′|3
∞∫
0
(
max
{
t22 j
′β, t−12−2 j′β
})−N ∑
(
′,k′)∈Fn
∣∣a
′j′,k′(t)∣∣(1+ ∣∣2 j− j′k′ − k∣∣)−N dtt .
3.3. Semigroup characterization for Besov type Morrey spaces by wavelets
We will use t-Besov–Morrey spaces and t-Bloch spaces to characterize Besov type Morrey spaces.
Here we consider the case p = q only. First we use wavelet to deﬁne t-Besov–Morrey spaces. For any
a(t, x) deﬁned on R1+n+ , by wavelet theory there exists a family {a
j,k(t)}(
, j,k)∈Λn such that a(t, x) =∑
(
, j,k)∈Λn a


j,k(t)Φ


j,k(x). Given γ1, γ2 ∈R, 1 < p < ∞, m,m˜ ∈R, m′ > 0 and m′′ ∈ Z+ , for dyadic cube
Qr = Q (x0, r), let
I p,Qr ,m(t) =
∑
(
,k): Q j,k⊂Qr
∣∣a
j,k(t)∣∣p(t22 jβ)m,
Iγ1,γ2p,Qr ,m = |Qr |
pγ2
n −1
∑
j− log2 r
2 jp(γ1+
n
2− np )
r2β∫
2−2 jβ
I p,Qr ,m(t)
dt
t
,
IIγ1,γ2p,Qr ,m′ = |Qr |
pγ2
n −1
∑
j− log2 r
2 jp(γ1+
n
2− np )
2−2 jβ∫
0
I p,Qr ,m′(t)
dt
t
,
Iγ1,γ2,m
′′
p,Qr ,m˜
= |Qr |
pγ2
n −1
∑
j− log2 r
2 jp(γ1+
n
2− np )
2−2( j−m′′)β∫
2−2( j+m′′)β
I p,Qr ,m˜(t)
dt
t
.
We deﬁne the t-Besov–Morrey spaces to be
B
γ1,γ2
p,m,m′ := Bγ1,γ2,Ip,m ∩Bγ1,γ2,IIp,m′ ,
where Bγ1,γ2,Ip,m and B
γ1,γ2,II
p,m′ are given by
(i) a(t, ·) ∈ Bγ1,γ2,Ip,m if supx0,r Iγ1,γ2p,Q (x0,r),m < ∞;
(ii) a(t, ·) ∈ Bγ1,γ2,IIp,m′ if supx0,r IIγ1,γ2p,Q (x ,r),m′ < ∞.0
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p,m˜ by saying
(iii) a(t, ·) ∈ Bγ1,γ2,m′′p,m˜ if supx0,r II
γ1,γ2,m′′
p,Q (x0,r),m˜
< ∞.
It is easy to obtain
Lemma 3.3. If γ1, γ2 ∈ R, 1 < p < ∞, m ∈ R, m′ > 0, m′′ ∈ Z+ and |m˜|  |m| + |m′| + 1, then a(t, ·) ∈
B
γ1,γ2
p,m,m′ implies a(t, ·) ∈ Bγ1,γ2,m
′′
p,m˜ .
We now deﬁne t-Bloch spaces and t-L∞ spaces. For γ1 ∈ R and τ > 0, we say that a(t, ·) belongs
to t-Bloch space Bγ1τ ,∞ if a
j,k(t) := 〈a(t, ·),Φ
j,k〉 satisﬁes
sup
(
, j,k)∈Λn
{
sup
t22 jβ1
(
t22 jβ
)τ
2
nj
2 2 jγ1
∣∣a
j,k(t)∣∣+ sup
0<t22 jβ1
2
nj
2 2 jγ1
∣∣a
j,k(t)∣∣}< ∞.
We say that a(t, ·) belongs to t-L∞ space Bγ10,∞ if
sup
t>0
sup
j∈Z,k∈Zn
t
−γ1
2β 2
nj
2
∣∣〈a(t, ·),Φ0j,k〉∣∣< ∞.
The relation between the above two spaces is
Lemma 3.4. For γ1 < 0 < β and τ + γ12β > 0, if a(t, ·) ∈ Bγ1τ ,∞ , then a(t, ·) ∈ Bγ10,∞ .
Proof. By wavelet property,
〈
a(t, ·),Φ0j,k
〉= 〈∑
j′< j
a

′
j′,k′(t)Φ

′
j′,k′ ,Φ
0
j,k
〉
.
For 0 < t22 jβ  1, a direct computation shows the result. For t22 jβ > 1, it suﬃces to divide into two
subcases of j′ − log2 t2β and − log2 t2β < j′ < j. 
For t-Besov–Morrey spaces and t-Bloch spaces, it follows from [2,20,33] that the Riesz trans-
forms Rl , l = 1, . . . ,n, are continuous on them.
Lemma 3.5. For γ1, γ2 ∈R, 1< p < ∞, m > p andm′, τ > 0, the Riesz transforms are continuous on Bγ1,γ2p,m,m′
and Bγ1τ ,∞ .
In this paper, for any dyadic cube Qr with side length r, we denote by Q˜ r the dyadic cube which
contains Qr with side length 27r. For all w ∈ Zn , write Q˜ wr := 27rw + Q˜ r and we say (
′,k′) ∈ Sw, j
′
Qr
if (
′, j′,k′) ∈ Λn and Q j′,k′ ⊂ Q˜ wr . Besov type Morrey spaces can be characterized by the intersection
of t-Besov–Morrey spaces and t-Bloch spaces:
Theorem 3.6. Given γ1, γ2 ∈R, 1 < p <m < ∞, γ1 − γ2 < 0 < β , m′ > 0 and τ + γ1−γ22β > 0,
(i) if f ∈ B˙γ1,γ2p,p , then f ∗ Kβt ∈ Bγ1,γ2p,m,m′ ∩Bγ1−γ2τ ,∞ ;
(ii) the operator πφ is a bounded and surjective operator from B
γ1,γ2
p,m,m′ ∩Bγ1−γ2τ ,∞ to B˙γ1,γ2p,p .
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, j,k)∈Λn a
j,kΦ
j,k ∈ B˙γ1,γ2p,p . We will show f ∗ Kβt =∑
(
, j,k)∈Λn a


j,k(t)Φ


j,k ∈ Bγ1,γ2p,m,m′ ∩Bγ1−γ2τ ,∞ . We divide t22 jβ > 1 and t22 jβ  1 into two cases.
For t22 jβ > 1, we apply Lemma 3.1(i) to get
∣∣a
j,k(t)∣∣ Ce−c˜t22 jβ ∑

′,| j− j′|3,k′
∣∣a
′j′,k′ ∣∣(1+ ∣∣2 j− j′k′ − k∣∣)−N
 C2
−nj
2 2 j(γ2−γ1)
(
t22 jβ
)−τ
,
which implies
Iγ1,γ2p,Qr ,m = |Qr |
pγ2
n −1
∑
j− log2 r
2 jp(γ1+
n
2− np )
r2β∫
2−2 jβ
∑
(
,k): Q j,k⊂Qr
∣∣a
j,k(t)∣∣p(t22 jβ)m dtt
 C |Qr |
pγ2
n −1
∑
j− log2 r
2 jp(γ1+
n
2− np )
r2β∫
2−2 jβ
(
t22 jβ
)m ∑
(
,k): Q j,k⊂Qr
e−c˜pt22 jβ
×
{ ∑
(
′, j′,k′),| j− j′|3
∣∣a
′j′,k′ ∣∣(1+ ∣∣2 j− j′k′ − k∣∣)−N
}p dt
t
 C |Qr |
pγ2
n −1
∑
j− log2 r
2 jp(γ1+
n
2− np )
r2β∫
2−2 jβ
(
t22 jβ
)m ∑
(
,k): Q j,k⊂Qr
e−c˜pt22 jβ
×
∑
(
′, j′,k′),| j− j′|3
∣∣a
′j′,k′ ∣∣p(1+ ∣∣2 j− j′k′ − k∣∣)−N dtt .
When (
′,k′) ∈ Sw, j′Qr and |w| > 2n , we have |2 j− j
′
k′ − k| C(1+ |w|)2 j′r. Hence
Iγ1,γ2p,Qr ,m  C |Qr |
pγ2
n −1
∑
j′− log2 r−3
2 j
′p(γ1+ n2− np )
r2β∫
2−2 jβ
(
t22 j
′β)m
×
∑
w∈Zn, |w|2n
∑
(
′,k′)∈Sw, j′Qr
e−c˜pt22 jβ
∣∣a
′j′,k′ ∣∣p dtt
+ C |Qr |
pγ2
n −1
∑
j′− log2 r−3
2 j
′p(γ1+ n2− np )
r2β∫
2−2 jβ
(
t22 j
′β)m
×
∑
w∈Zn, |w|>2n
∑
(
′,k′)∈Sw, j′Qr
e−c˜pt22 jβ
(
1+ |w|)n−N ∣∣a
′j′,k′ ∣∣p(2nj′ |Qr |) n−Nn dtt
 C < ∞.
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∣∣a
j,k(t)∣∣ C ∑

′,| j− j′|3,k′
∣∣a
′j′,k′ ∣∣(1+ ∣∣2 j− j′k′ − k∣∣)−N  C2−nj2 2 j(γ2−γ1),
which yields
IIγ1,γ2p,Qr ,m′ = |Qr |
pγ2
n −1
∑
j− log2 r
2 jp(γ1+
n
2− np )
2−2 jβ∫
0
∑
(
,k): Q j,k⊂Qr
∣∣a
j,k(t)∣∣p(t22 jβ)m′ dtt
 C |Qr |
pγ2
n −1
∑
j− log2 r
2 jp(γ1+
n
2− np )
2−2 jβ∫
0
∑
(
,k): Q j,k⊂Qr
×
{ ∑
(
′, j′,k′),| j− j′|3
∣∣a
′j′,k′ ∣∣(1+ ∣∣2 j− j′k′ − k∣∣)−N
}p(
t22 jβ
)m′ dt
t
 C |Qr |
pγ2
n −1
∑
j− log2 r
2 jp(γ1+
n
2− np )
2−2 jβ∫
0
∑
(
,k): Q j,k⊂Qr
×
∑
(
′, j′,k′),| j− j′|3
∣∣a
′j′,k′ ∣∣p(1+ ∣∣2 j− j′k′ − k∣∣)−N(t22 jβ)m′ dtt .
Hence
IIγ1,γ2p,Qr ,m′  C |Qr |
pγ2
n −1
∑
j′− log2 r−3
2 j
′p(γ1+ n2− np )
2−2( j′−3)β∫
0
∑
w∈Zn, |w|2n
×
∑
(
′,k′)∈Sw, j′Qr
∣∣a
′j′,k′ ∣∣p(t22 jβ)m′ dtt
+ C |Qr |
pγ2
n −1
∑
j′− log2 r−3
2 j
′p(γ1+ n2− np )
2−2( j′−3)β∫
0
∑
w∈Zn, |w|>2n
(
1+ |w|)−N
×
∑
(
′,k′)∈Sw, j′Qr
∣∣a
′j′,k′ ∣∣p(2nj′ |Qr |) n−Nn (t22 jβ)m′ dtt
 C .
To consider (ii), denoting f (t, x) = ∑(
, j,k)∈Λn a
j,k(t)Φ
j,k(x) ∈ Bγ1,γ2p,m,m′ ∩ Bγ1−γ2τ ,∞ , we will prove
πφ f (·, x) = ∑(
, j,k)∈Λn a
j,kΦ
j,k(x) ∈ B˙γ1,γ2p,p . For dyadic cube Qr with side length r and j  − log2 r,
we have
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∑
(
,k): Q j,k⊂Qr
∣∣a
j,k∣∣p
 C
∑
(
,k): Q j,k⊂Qr
{∫ ∑
| j− j′|3
∑
(
′,k′)∈Fn
∞∫
0
(
max
{
t22 j
′β, t−12−2 j′β
})−N ∣∣a
′j′,k′(t)∣∣
× (1+ ∣∣2 j− j′k′ − k∣∣)−N dt
t
}p
 C
∑
(
,k): Q j,k⊂Qr
∑
| j− j′|3
{ ∞∫
0
(
max
{
t22 j
′β, t−12−2 j′β
})−N ∑

′,k′
∣∣a
′j′,k′(t)∣∣
× (1+ ∣∣2 j− j′k′ − k∣∣)−N dt
t
}p
.
Denote
I = C
∑
(
,k): Q j,k⊂Qr
∑
| j− j′|3
∑
(
′,k′)∈Fn
(
1+ ∣∣2 j− j′k′ − k∣∣)−N
{ ∞∫
r2β
∣∣a
′j′,k′(t)∣∣(t22 j′β)−N dtt
}p
.
Then we have
Cγ1,γ2, jp,Qr  I + C
∑
(
,k): Q j,k⊂Qr
∑
| j− j′|3
∑
(
′,k′)∈Fn
(
1+ ∣∣2 j− j′k′ − k∣∣)−N
×
({ 2−2 j′β∫
0
∣∣a
′j′,k′(t)∣∣(t22 j′β)N dtt
}p
+
{ r2β∫
2−2 j′β
∣∣a
′j′,k′(t)∣∣(t22 j′β)−N dtt
}p)
.
If |w| > 2n , Q j,k ⊂ Qr and (
′,k′) ∈ Sw, j
′
Qr
, then 1 + |2 j− j′k′ − k|  C2 j′r(1 + |w|). By the fact that
f (t, ·) ∈ Bγ1−γ2τ ,∞ implies I  C{2− nj2 2 j(γ2−γ1)(2 jr)−2Nβ}p ,
Cγ1,γ2, jp,Qr  C
(
2−
nj
2 2 j(γ2−γ1)
(
2 jr
)−2Nβ)p + C ∑
w∈Zn, |w|2n
∑
| j− j′|3
∑
(
′,k′)∈Sw, j′Qr
×
( 2−2 j′β∫
0
∣∣a
′j′,k′(t)∣∣p(t22 j′β)N dtt +
r2β∫
2−2 j′β
∣∣a
′j′,k′(t)∣∣p(t22 j′β)−N dtt
)
+ C
∑
w∈Zn, |w|>2n
(
1+ |w|)n−N ∑
| j− j′|3
(
2 j
′
r
)n−N ∑
(
′,k′)∈Sw, j′Qr
×
( 2−2 j′β∫
0
∣∣a
′j′,k′(t)∣∣p(t22 j′β)N dtt +
r2β∫
−2 j′β
∣∣a
′j′,k′(t)∣∣p(t22 j′β)−N dtt
)
.2
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Cγ1,γ2p,Qr = |Qr |
pγ2
n −1
∑
j− log2 r
2 jp(γ1+
n
2− np )
∑
(
,k): Q j,k⊂Qr
∣∣a
j,k∣∣p
= C |Qr |
pγ2
n −1
∑
j− log2 r
2 jp(γ1+
n
2− np )Cγ1,γ2, jp,Qr
 C .
This ﬁnishes the proof of Theorem 3.6. 
4. Well-posedness of generalized Navier–Stokes equations
As an application of the above semigroup characterization of Besov type Morrey spaces, we con-
sider the well-posedness of generalized Navier–Stokes equations (1.1). To consider the well-posedness,
we introduce Bγ1,γ2p,m,m′,T and B
γ1−γ2
τ ,∞,T . For global solution for time t , we denote B
γ1,γ2
p,m,m′,∞ = Bγ1,γ2p,m,m′
and Bγ1−γ2τ ,∞,∞ = Bγ1−γ2τ ,∞ ; for local solution for time t , we deﬁne local t-Besov–Morrey spaces now.
For any a(t, x) deﬁned on R1+n+ , by wavelet theory there exists a family {a
j,k(t)}(
, j,k)∈Λn such that
a(t, x) =∑(
, j,k)∈Λn a
j,k(t)Φ
j,k(x). Given γ1, γ2 ∈ R, 1 < p < ∞, m ∈ R, m′ > 0, m′′ ∈ Z+ and T > 0,
for dyadic cube Q (x0, r), we deﬁne the local t-Besov–Morrey spaces to be
B
γ1,γ2
p,m,m′,T = Bγ1,γ2,Ip,m,T ∩Bγ1,γ2,IIp,m′,T ,
where Bγ1,γ2,Ip,m,T and B
γ1,γ2,II
p,m′,T are given by
(i) a(t, ·) ∈ Bγ1,γ2,Ip,m,T if supr∈(0,T ) supx0,r Iγ1,γ2p,Q (x0,r),m < ∞;
(ii) a(t, ·) ∈ Bγ1,γ2,IIp,m′,T if supr∈(0,T ) supx0,r IIγ1,γ2p,Q (x0,r),m′ < ∞.
We also deﬁne another space Bγ1,γ2,m
′′
p,m˜,T by saying
(iii) a(t, ·) ∈ Bγ1,γ2,m′′p,m˜,T if supr∈(0,T ) supx0,r I
γ1,γ2,m′′
p,Q (x0,r),m˜
< ∞.
It is easy to see that
Lemma 4.1. If γ1, γ2 ∈ R, 1 < p < ∞, m ∈ R, m′ > 0, m′′ ∈ Z+ , |m˜|  |m| + |m′| + 1 and T > 0, then
a(t, ·) ∈ Bγ1,γ2p,m,m′,T implies a(t, ·) ∈ Bγ1,γ2,m
′′
p,m˜,T .
We also deﬁne the local versions of t-Bloch spaces and t-L∞ spaces. For γ1 ∈R and τ > 0, we say
that a(t, ·) belongs to local t-Bloch space Bγ1τ ,∞ if a
j,k(t) := 〈a(t, ·),Φ
j,k〉 satisﬁes
sup
t∈(0,T )
sup
(
, j,k)∈Λn
{
sup
t22 jβ1
(
t22 jβ
)τ
2
nj
2 2 jγ1
∣∣a
j,k(t)∣∣+ sup
0<t22 jβ1
2
nj
2 2 jγ1
∣∣a
j,k(t)∣∣}< ∞.
We say that a(t, ·) belongs to local t-L∞ space Bγ10,∞ if
sup
t∈(0,T )
sup
j∈Z,k∈Zn
t
−γ1
2β 2
nj
2
∣∣〈a(t, ·),Φ0j,k〉∣∣< ∞.
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1+n+ ) are deﬁned by the intersection of local t-Besov–Morrey spaces and
local t-Bloch spaces: Xγ1,γ2,τp,m,m′,T = Bγ1,γ2p,m,m′,T ∩ Bγ1−γ2τ ,∞,T . The following lemma tells us that the local t-
Bloch space is also local t-L∞ space and that the function in Xγ1,γ2,τp,m,m′,T is smooth for space variable x.
Lemma 4.2. Let γ1 − γ2 < 0 < β and T > 0.
(i) For τ + γ1−γ22β > 0, if a(t, ·) ∈ Bγ1−γ2τ ,∞,T , then a(t, ·) ∈ Bγ1−γ20,∞,T .
(ii) For m, τ > |α|2β and 1 < p < ∞, if u(t, ·) ∈ Xγ1,γ2,τp,m,m′,T , then t
|α|
2β ( ∂
∂x )
αu(t, ·) ∈ Xγ1,γ2,τ−
|α|
2β
p,m− p|α|2β ,m′,T
.
Now the well-posedness results on generalized Navier–Stokes equations can be stated as follows.
Theorem 4.3. Given 1< p < ∞, 12 < β < 1, m > (n+2)p, 0 <m′ < min(1, p2β ), γ1 = γ2 −2β +1, τ > 1−
1
2β and τ = 12 . For 1< p  2, let np +2β−2 < γ2 < np . For 2 < p < ∞, letmax{ np +2β−2, β−1} < γ2 < np .
We have:
(i) The generalized Navier–Stokes equations (1.1) have a unique small global mild solution in (Xγ1,γ2,τp,m,m′,∞)
n
for all initial data a(x) with ∇ · a = 0 and ‖a‖
(B˙
γ1,γ2
p,p )
n small enough.
(ii) For any T ∈ (0,∞), there is a δT > 0 such that the generalized Navier–Stokes equations (1.1) have a
unique small mild solution in (Xγ1,γ2,τp,m,m′,T )
n on (0, T ) × Rn when the initial data a(x) satisﬁes ∇ · a = 0
and ‖a‖
(B˙
γ1,γ2
p,p )
n  δT .
Remark 1. The above Theorem 4.3 covers the results in [17, Theorems 4.14 and 5.5]; even for p = 2
our result includes more general spaces than theirs. Furthermore, our initial data spaces are larger
than most of the corresponding Besov spaces in [28–30].
Remark 2. Since our m and τ can be chosen to be big enough, according to Lemma 4.2(ii), our
solution has regularity automatically.
Proof of Theorem 4.3. By Picard’s contraction principle, it suﬃces for verifying that the bilinear oper-
ator
B(u, v) =
t∫
0
e−(t−s)(−)β P∇(u ⊗ v)ds
is bounded from (Xγ1,γ2,τp,m,m′,T )
n × (Xγ1,γ2,τp,m,m′,T )n to (Xγ1,γ2,τp,m,m′,T )n . For l, l′, l′′ ∈ {1,2, . . . ,n} and u, v ∈
Xγ1,γ2,τp,m,m′,T , let
Bl(u, v) =
t∫
0
e−(t−s)(−)β ∂
∂xl
(uv)ds
and
Bl,l′,l′′(u, v) = RlRl′
t∫
e−(t−s)(−)β ∂
∂xl′′
(uv)ds,0
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are bounded from Xγ1,γ2,τp,m,m′,T × Xγ1,γ2,τp,m,m′,T to Xγ1,γ2,τp,m,m′,T . According to Lemma 3.5, we show the bound-
edness of Bl(u, v) only. It follows from (2.1) that we divide Bl(u, v) into ﬁve terms. For u(t, ·) =∑
(
, j,k)∈Λn u


j,k(t)Φ


j,k and v(t, ·) =
∑
(
, j,k)∈Λn v


j,k(t)Φ


j,k ,
Bl(u, v)(t, ·) =
t∫
0
e−(t−s)(−)β ∂
∂xl
(uv)ds
=
∑

′, j′,k′
∑
k′′
t∫
0
u

′
j′,k′(s)v
0
j′−3,k′′(s)e
−(t−s)(−)β ∂
∂xl
(
Φ

′
j′,k′Φ
0
j′−3,k′′
)
ds
+
∑
0< j′− j′′3
∑

′,k′
∑

′′,k′′
t∫
0
u

′
j′,k′(s)v

′′
j′′,k′′(s)e
−(t−s)(−)β ∂
∂xl
(
Φ

′
j′,k′Φ

′′
j′′,k′′
)
ds
+
∑

′,k′
∑

′′,k′′
t∫
0
u

′
j′,k′(s)v

′′
j′,k′′(s)e
−(t−s)(−)β ∂
∂xl
(
Φ

′
j′,k′Φ

′′
j′,k′′
)
ds
+
∑
0< j′′− j′3
∑

′,k′
∑

′′,k′′
t∫
0
u

′
j′,k′(s)v

′′
j′′,k′′(s)e
−(t−s)(−)β ∂
∂xl
(
Φ

′
j′,k′Φ

′′
j′′,k′′
)
ds
+
∑

′, j′,k′
∑
k′′
t∫
0
v

′
j′,k′(s)u
0
j′−3,k′′(s)e
−(t−s)(−)β ∂
∂xl
(
Φ

′
j′,k′Φ
0
j′−3,k′′
)
ds
:= I(u, v)(t, ·) + II(u, v)(t, ·) + III(u, v)(t, ·) + I V (u, v)(t, ·) + V (u, v)(t, ·).
III(u, v)(t, ·) is easier to deal with than II(u, v)(t, ·). By the similarity of I(u, v)(t, ·) and V (u, v)(t, ·),
and the similarity of II(u, v)(t, ·) and I V (u, v)(t, ·), we only prove that both I(u, v)(t, ·) =∑
(
, j,k)∈Λn a


j,k(t)Φ


j,k and II(u, v)(t, ·) =
∑
(
, j,k)∈Λn b


j,k(t)Φ


j,k belong to X
γ1,γ2,τ
p,m,m′,T . To do this, we
consider t  2−2 jβ or t < 2−2 jβ .
If t  2−2 jβ , we decompose I(u, v)(t, ·) and II(u, v)(t, ·) into three terms respectively:
I(u, v)(t, ·) =
∑

′, j′,k′
∑
k′′
( 2−1−2 j′β∫
0
+
t
2∫
2−1−2 j′β
+
t∫
t
2
)
u

′
j′,k′(s)v
0
j′−3,k′′(s)
× e−(t−s)(−)β ∂
∂xl
(
Φ

′
j′,k′Φ
0
j′−3,k′′
)
ds,
:= I1(u, v)(t, ·) + I2(u, v)(t, ·) + I3(u, v)(t, ·)
and
II(u, v)(t, ·) =
∑
0< j′− j′′3
∑

′,k′
∑

′′,k′′
( 2−1−2 j′β∫
0
+
t
2∫
2−1−2 j′β
+
t∫
t
)
u

′
j′,k′(s)v

′′
j′′,k′′(s)2
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∂xl
(
Φ

′
j′,k′Φ

′′
j′′,k′′
)
ds,
:= II1(u, v)(t, ·) + II2(u, v)(t, ·) + II3(u, v)(t, ·).
For i = 1,2,3, denote
I i(u, v)(t, ·) =
∑
(
, j,k)∈Λn
a
,ij,k(t)Φ


j,k
and
IIi(u, v)(t, ·) =
∑
(
, j,k)∈Λn
b
,ij,k(t)Φ


j,k.
If t < 2−2 jβ , we denote a
,4j,k (t) := a
j,k(t), and decompose II(u, v)(t, ·) into
II(u, v)(t, ·) =
∑
0< j′− j′′3
∑

′,k′
∑

′′,k′′
( 2−2 j′β∫
0
+
t∫
2−2 j′β
)
u

′
j′,k′(s)v

′′
j′′,k′′(s)
× e−(t−s)(−)β ∂
∂xl
(
Φ

′
j′,k′Φ

′′
j′′,k′′
)
ds
:= II4(u, v)(t, ·) + II5(u, v)(t, ·).
For i = 4 or 5, denote
IIi(u, v)(t, ·) =
∑
(
, j,k)∈Λn
b
,ij,k(t)Φ


j,k.
To ﬁnish the proof of Theorem 4.3, we only need to show the following three lemmas.
Lemma 4.4. Let u, v ∈ Bγ1,γ2p,m,m′,T ∩Bγ1−γ2τ ,∞,T .
(i) For i = 1,2,3, both∑(
, j,k)∈Λn a
,ij,k(t)Φ
j,k and∑(
, j,k)∈Λn b
,ij,k(t)Φ
j,k belong to Bγ1,γ2,Ip,m,T .
(ii)
∑
(
, j,k)∈Λn a

,4
j,k (t)Φ


j,k belongs to B
γ1,γ2,II
p,m′,T .
Lemma 4.5. Let u, v ∈ Bγ1,γ2p,m,m′,T ∩Bγ1−γ2τ ,∞,T .
(i) For i = 1,2,3, we have
sup
t∈(0,T )
sup
t22 jβ1
sup
k∈Zn
(
t22 jβ
)τ
2
nj
2 −(γ2−γ1) j(∣∣a
,ij,k(t)∣∣+ ∣∣b
,ij,k(t)∣∣)< ∞.
(ii) sup
t∈(0,T )
sup
0<t22 jβ1
sup
k∈Zn
2
nj
2 −
(
γ2−γ1
)
j(∣∣a
,4j,k (t)∣∣+ ∣∣b
,4j,k (t)∣∣+ ∣∣b
,5j,k (t)∣∣)< ∞.
Lemma 4.6. Let u, v ∈ Bγ1,γ2p,m,m′,T ∩ Bγ1−γ2τ ,∞,T . Then both
∑
(
, j,k)∈Λn b

,4
j,k (t)Φ


j,k and
∑
(
, j,k)∈Λn b

,5
j,k (t)Φ


j,k
belong to Bγ1,γ2,IIp,m′,T .
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Let c˜ indicate the constant given in Lemma 3.1. For (
, j,k) ∈ Λn , in order to show Lemma 4.4,
we ﬁrst use the Fourier transform of Meyer wavelets and integration by parts to estimate |a
,ij,k(t)|
(i = 1,2,3,4) in terms of {|u
′j′,k′(s)|: (
′, j′,k′) ∈ Λn} and {|v0j′,k′ (s)|: j′ ∈ Z and k′ ∈ Zn}, as well as to
estimate |b
,ij,k(t)| (i = 1,2,3) in terms of {|u

′
j′,k′(s)|: (
′, j′,k′) ∈ Λn} and {|v

′
j′,k′(s)|: (
′, j′,k′) ∈ Λn}.
Then, we use repeatedly Hölder’s inequality to obtain the estimates we need. Through the section, we
use Qr to present the dyadic cube with side length r.
Case 1.
∑
(
, j,k)∈Λn a

,1
j,k (t)Φ


j,k ∈ Bγ1,γ2,Ip,m,T : We have
∣∣a
,1j,k (t)∣∣ C2 nj2 + j ∑
| j− j′|5
∑

′,k′,k′′
2−1−2 j′β∫
0
∣∣u
′j′,k′(s)∣∣∣∣v0j′−3,k′′(s)∣∣
× e−c˜t22 jβ (1+ ∣∣2 j− j′k′ − k∣∣)−N(1+ ∣∣2 j− j′+3k′′ − k∣∣)−N ds
 C2 j
∑
| j− j′|5
∑

′,k′
2−1−2 j′β∫
0
∣∣u
′j′,k′(s)∣∣e−c˜t22 jβ (1+ ∣∣2 j− j′k′ − k∣∣)−Ns 12β −1 ds.
The above inequality yields
I1Qr = |Qr |
pγ2
n −1
∑
j− log2 r
2 jp(γ1+
n
2− np )
r2β∫
2−2 jβ
∑
(
,k): Q j,k⊂Qr
∣∣a
,1j,k (t)∣∣p(t22 jβ)m dtt
 C
∑
w∈Zn
(
1+ |w|)−N |Qr | pγ2n −1 ∑
j− log2 r−5
2 jp(γ1+
n
2− np )
×
r2β∫
2−2( j+5)β
∑
(
,k): Q j,k⊂Q˜ wr
2pje−c˜pt22 jβ
( 2−1−2 jβ∫
0
∣∣u
j,k(s)∣∣s 12β −1 ds
)p(
t22 jβ
)m dt
t
.
Since p > 2m′β ,
I1Qr  C
∑
w∈Zn
(
1+ |w|)−N |Qr | pγ2n −1 ∑
j− log2 r−5
2 jp(γ1+
n
2− np )
×
r2β∫
2−2( j+5)β
∑
(
,k): Q j,k⊂Q˜ wr
2pje−c˜pt22 jβ
( 2−1−2 jβ∫
0
∣∣u
j,k(s)∣∣s m′−1p s 12β −m′−1p −1 ds
)p(
t22 jβ
)m dt
t
 C
∑
w∈Zn
(
1+ |w|)−N |Qr | pγ2n −1 ∑
j− log2 r−5
2 jp(γ1+
n
2− np )
×
r2β∫
−2( j+5)β
∑
(
,k): Q j,k⊂Q˜ wr
2−1−2 jβ∫
0
∣∣u
j,k(s)∣∣p(s22 jβ)m′ dss e−c˜pt22 jβ
(
t22 jβ
)m dt
t
.2
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I1Qr  C
∑
w∈Zn
(
1+ |w|)−N
210β−1r2β∫
0
|Qr |
pγ2
n −1
∑
j− log2 r−5
2 jp(γ1+
n
2− np )
×
∑
(
,k): Q j,k⊂Q˜ wr
∣∣u
j,k(s)∣∣p(s22 jβ)m′ dss
{ r2β∫
2−2( j+5)β
e−c˜pt22 jβ
(
t22 jβ
)m dt
t
}
 C
∑
w∈Zn
(
1+ |w|)−N
210β−1r2β∫
0
|Qr |
pγ2
n −1
∑
j− log2 r−5
2 jp(γ1+
n
2− np )
×
∑
(
,k): Q j,k⊂Q˜ wr
∣∣u
j,k(s)∣∣p(s22 jβ)m′ dss .
Since 1 < p < ∞, β > 12 and p > 2m′β , we get I1Qr  C .
Case 2.
∑
(
, j,k)∈Λn a

,2
j,k (t)Φ


j,k ∈ Bγ1,γ2,Ip,m,T : We have
∣∣a
,2j,k (t)∣∣ C2 nj2 + j ∑
| j− j′|5
∑

′,k′,k′′
t
2∫
2−1−2 j′β
∣∣u
′j′,k′(s)∣∣∣∣v0j′−3,k′′(s)∣∣
× e−c˜t22 jβ (1+ ∣∣2 j− j′k′ − k∣∣)−N(1+ ∣∣2 j− j′+3k′′ − k∣∣)−N ds
 C2 j
∑
| j− j′|5
∑

′,k′
t
2∫
2−1−2 j′β
∣∣u
′j′,k′(s)∣∣e−c˜t22 jβ (1+ ∣∣2 j− j′k′ − k∣∣)−Ns 12β −1 ds,
which implies
I2Qr = |Qr |
pγ2
n −1
∑
j− log2 r
2 jp(γ1+
n
2− np )
r2β∫
2−2 jβ
∑
(
,k): Q j,k⊂Qr
∣∣a
,2j,k (t)∣∣p(t22 jβ)m dtt
 C
∑
w∈Zn
(
1+ |w|)−N |Qr | pγ2n −1 ∑
j− log2 r−5
2 jp(γ1+
n
2− np )
×
r2β∫
2−2( j+5)β
∑
(
,k): Q j,k⊂Q˜ wr
2pje−c˜pt22 jβ
( t2∫
2−1−2 jβ
∣∣u
j,k(s)∣∣s 12β −1 ds
)p(
t22 jβ
)m dt
t
.
Since m > p and 2β > 1, we get p < 2mβ and hence
I2Qr  C
∑
w∈Zn
(
1+ |w|)−N |Qr | pγ2n −1 ∑
j− log r−5
2 jp(γ1+
n
2− np )2
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r2β∫
2−2( j+5)β
∑
(
,k): Q j,k⊂Q˜ wr
t
2∫
2−1−2( j+5)β
∣∣u
j,k(s)∣∣p(s22 jβ)m dss e−c˜pt22 jβ
(
t22 jβ
)m dt
t
 C
∑
w∈Zn
(
1+ |w|)−N
r2β
2∫
0
|Qr |
pγ2
n −1
∑
j− log2 r−5
2 jp(γ1+
n
2− np )
×
r2β∫
2−2( j+5)β
∑
(
,k): Q j,k⊂Q˜ wr
t
2∫
0
∣∣u
j,k(s)∣∣p(s22 jβ)m dss
r2β∫
2−2( j+5)β
e−c˜pt22 jβ
(
t22 jβ
)m dt
t
.
This shows I2Qr  C because of 1 < p < ∞ and β > 12 .
Case 3.
∑
(
, j,k)∈Λn a

,3
j,k (t)Φ


j,k ∈ Bγ1,γ2,Ip,m,T : We have
∣∣a
,3j,k (t)∣∣ C2 nj2 + j ∑
| j− j′|5
∑

′,k′,k′′
×
t∫
t
2
∣∣u
′j′,k′(s)∣∣∣∣v0j′−3,k′′(s)∣∣e−c˜(t−s)22 jβ (1+ ∣∣2 j− j′k′ − k∣∣)−N(1+ ∣∣2 j− j′+3k′′ − k∣∣)−N ds
 C2 j
∑
| j− j′|5
∑

′,k′
t∫
t
2
∣∣u
′j′,k′(s)∣∣e−c˜(t−s)22 jβ (1+ ∣∣2 j− j′k′ − k∣∣)−Ns 12β −1 ds.
The above estimation shows
I3Qr = |Qr |
pγ2
n −1
∑
j− log2 r
2 jp(γ1+
n
2− np )
r2β∫
2−2 jβ
∑
(
,k): Q j,k⊂Qr
∣∣a
j,k(t)∣∣p(t22 jβ)m dtt
 C
∑
w∈Zn
(
1+ |w|)−N |Qr | pγ2n −1 ∑
j+5− log2 r
2 jp(γ1+
n
2− np )
×
r2β∫
2−2( j+5)β
∑
(
,k): Q j,k⊂Q˜ wr
2pj
( t∫
t
2
∣∣u
j,k(s)∣∣e−c˜(t−s)22 jβ s 12β −1 ds
)p(
t22 jβ
)m dt
t
.
By Hölder’s inequality,
I3Qr  C
∑
w∈Zn
(
1+ |w|)−N |Qr | pγ2n −1 ∑
j+5− log2 r
2 jp(γ1+
n
2− np )
×
r2β∫
2−2( j+5)β
∑
(
,k): Q j,k⊂Q˜ wr
2pjt
p
2β −p
t∫
t
∣∣u
j,k(s)∣∣pe−c˜(t−s)22 jβ ds
2
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( t∫
t
2
e−c˜(t−s)22 jβ ds
)p−1(
t22 jβ
)m dt
t
 C
∑
w∈Zn
(
1+ |w|)−N |Qr | pγ2n −1 ∑
j+5− log2 r
2 jp(γ1+
n
2− np )
×
r2β∫
2−2( j+5)β
∑
(
,k): Q j,k⊂Q˜ wr
2pj−2 jβ(p−1)t
p
2β −p
t∫
t
2
∣∣u
j,k(s)∣∣pe−c˜(t−s)22 jβ ds (t22 jβ)m dtt .
Changing the order of integration for variables s and t , we obtain
I3Qr  C
∑
w∈Zn
(
1+ |w|)−N |Qr | pγ2n −1 ∑
j+5− log2 r
2 jp(γ1+
n
2− np )
×
r2β∫
2−2( j+5)β−1
∑
(
,k): Q j,k⊂SwQ
∣∣u
j,k(s)∣∣p(s22 jβ)m dss
2s∫
s
e−c˜(t−s)22 jβ
(
t22 jβ
) p
2β −(p−1) dt
t
 C
∑
w∈Zn
(
1+ |w|)−N |Qr | pγ2n −1 ∑
j+5− log2 r
2 jp(γ1+
n
2− np )
×
r2β∫
2−2( j+5)β−1
∑
(
,k): Q j,k⊂SwQ
∣∣u
j,k(s)∣∣p(s22 jβ)m dss
2s22 jβ∫
s22 jβ
e−c˜(t−s22 jβ )t
p
2β −p dt.
Since
∫ 2s22 jβ
s22 jβ e
−c˜(t−s22 jβ )t
p
2β −p dt = ∫ s22 jβ0 e−c˜t(t + s22 jβ) p2β −p dt < ∞,
I3Qr  C
∑
w∈Zn
(
1+ |w|)−N |Qr | pγ2n −1 ∑
j+5− log2 r
2 jp(γ1+
n
2− np )
×
r2β∫
2−2( j+5)β−1
∑
(
,k): Q j,k⊂Q˜ wr
∣∣u
j,k(s)∣∣p(s22 jβ)m dss
 C .
Case 4.
∑
(
, j,k)∈Λn a

,4
j,k (t)Φ


j,k ∈ Bγ1,γ2,IIp,m′,T : We have
∣∣a
,4j,k (t)∣∣ C2 nj2 + j ∑
| j− j′|5
∑

′,k′,k′′
×
t∫
0
∣∣u
′j′,k′(s)∣∣∣∣v0j′−3,k′′(s)∣∣(1+ ∣∣2 j− j′k′ − k∣∣)−N(1+ ∣∣2 j− j′+3k′′ − k∣∣)−N ds
 C2 j
∑
| j− j′|5
∑

′,k′
t∫ ∣∣u
′j′,k′(s)∣∣(1+ ∣∣2 j− j′k′ − k∣∣)−Ns 12β −1 ds.
0
C.-C. Lin, Q.X. Yang / J. Differential Equations 254 (2013) 804–846 825Since 1 < p < ∞ and 0 < m′ < p2β , we can choose μ to satisfy m′ + p − 1 − p2β  pμ < p − 1. The
above estimation gives
I4Qr = |Qr |
pγ2
n −1
∑
j− log2 r
2 jp(γ1+
n
2− np )
2−2 jβ∫
0
∑
(
,k): Q j,k⊂Qr
∣∣a
,4j,k (t)∣∣p(t22 jβ)m′ dtt
 C
∑
w∈Zn
(
1+ |w|)−N |Qr | pγ2n −1 ∑
j−5−log2 r
2 jp(γ1+
n
2− np )
×
∑
(
,k): Q j,k⊂Q˜ wr
2pj
2−2( j−5)β∫
0
( t∫
0
∣∣u
j,k(s)∣∣s 12β −1 ds
)p(
t22 jβ
)m′ dt
t
.
By Hölder’s inequality,
I4Qr  C
∑
w∈Zn
(
1+ |w|)−N |Qr | pγ2n −1 ∑
j−5−log2 r
2 jp(γ1+
n
2− np )
×
∑
(
,k): Q j,k⊂Q˜ wr
2−2( j−5)β∫
0
( t∫
0
∣∣u
j,k(s)∣∣ps( 12β −1+μ)p ds
)
2pj+2m′ jβtm′+p−pμ−2 dt
= C
∑
w∈Zn
(
1+ |w|)−N
210β r2β∫
0
|Qr |
pγ2
n −1
∑
−5−log2 r j5+ − log2 s2β
2 jp(γ1+
n
2− np )
×
∑
(
,k): Q j,k⊂Q˜ wr
∣∣u
j,k(s)∣∣ps( 12β −1+μ)p ds
2−2( j−5)β∫
s
2pj+2m′ jβtm′+p−pμ−2 dt.
Inequalities m′ > 0 and pμ < p − 1 imply m′ + p − 1 > pμ, and therefore
I4Qr  C
∑
w∈Zn
(
1+ |w|)−N
210β r2β∫
0
|Qr |
pγ2
n −1
∑
−5−log2 r j5+ − log2 s2β
2 jp(γ1+
n
2− np )
×
∑
(
,k): Q j,k⊂Q˜ wr
∣∣u
j,k(s)∣∣p(s22 jβ)( 12β −1+μ)p+1 dss
 C .
Case 5.
∑
(
, j,k)∈Λn b

,1
j,k (t)Φ


j,k ∈ Bγ1,γ2,Ip,m,T : We have
∣∣b
,1j,k (t)∣∣ C2 nj2 + j ∑
j j′+5,0< j′− j′′3
∑

′,k′,
′′,k′′
2−1−2 j′β∫
0
∣∣u
′j′,k′(s)∣∣∣∣v
′′j′′,k′′(s)∣∣
× e−c˜t22 jβ (1+ ∣∣k − 2 j− j′k′∣∣)−N(1+ ∣∣2 j′− j′′k′′ − k′∣∣)−N ds
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∑
j j′+5
2
n( j− j′)
2 2 je−c˜t22 jβ2 j′(γ2−γ1)
∑

′,k′
2−1−2 j′β∫
0
∣∣u
′j′,k′(s)∣∣(1+ ∣∣k − 2 j− j′k′∣∣)−N ds,
where we use the estimate |v
′′j′′,k′′(s)| 2−(
n
2+γ1−γ2) j′′ in the last inequality. Correspondingly,
I5Qr = |Qr |
pγ2
n −1
∑
j− log2 r
2 jp(γ1+
n
2− np )
r2β∫
2−2 jβ
∑
(
,k): Q j,k⊂Qr
∣∣b
,1j,k (t)∣∣p(t22 jβ)m dtt
 C
r2β∫
0
|Qr |
pγ2
n −1
∑
j− log2 r
2 jp(γ1+
n
2− np )
r2β∫
2−2 jβ
∑
(
,k): Q j,k⊂Q
{ ∑
− log2 r j j′+5
2
n( j− j′)
2
× 2 je−c˜t22 jβ2 j′(γ2−γ1)
∑

′,k′
2−1−2 j′β∫
0
∣∣u
′j′,k′(s)∣∣(1+ ∣∣k − 2 j− j′k′∣∣)−N ds
}p(
t22 jβ
)m dt
t
.
Choose 0 < δ < 2p + pγ2 − n− 2pβ . For variable j′ , we apply Hölder’s inequality to yield
I5Qr  C |Qr |
pγ2
n −1
∑
j− log2 r
2 jp(γ1+
n
2− np )
∑
j′ j−5
2
np( j− j′)
2 +pj
× 2pj′(γ2−γ1)+δ( j′− j)
r2β∫
2−2 jβ
e−c˜pt22 jβ
∑
(
,k): Q j,k⊂Qr
×
{∑

′,k′
2−1−2 j′β∫
0
∣∣u
′j′,k′(s)∣∣(1+ ∣∣k − 2 j− j′k′∣∣)−N ds
}p(
t22 jβ
)m dt
t
.
Apply Hölder’s inequality again for variable k′ to get
I5Qr  C
r2β∫
0
|Qr |
pγ2
n −1
∑
j− log2 r
2 jp(γ1+
n
2− np )
∑
j′ j−5
2
np( j− j′)
2 2pje−c˜pt22 jβ2pj′(γ2−γ1)+(δ+n(p−1))( j′− j)
×
r2β∫
2−2 jβ
∑
(
,k): Q j,k⊂Qr
∑

′,k′
( 2−1−2 j′β∫
0
∣∣u
′j′,k′(s)∣∣ds
)p(
1+ ∣∣k − 2 j− j′k′∣∣)−N(t22 jβ)m dt
t
.
Thus,
I5Qr  C
∑
w∈Zn
(
1+ |w|)n−N
r2β∫
|Qr |
pγ2
n −1
∑
j− log2 r
2 jp(γ1+
n
2− np )0
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r2β∫
2−2 jβ
∑
j′ j−5
∑
(
′,k′): Q j′,k′⊂Q˜ wr
2(n+p(γ2−γ1)+δ−
pn
2 +n(p−1))( j′− j)22βpje−c˜pt22 jβ
×
( 2−1−2 j′β∫
0
∣∣u
′j′,k′(s)∣∣ds
)p(
t22 jβ
)m dt
t
.
Since β > 12 and 0 <m
′ < p2β < p,
I5Qr  C
∑
w∈Zn
(
1+ |w|)n−N |Qr | pγ2n −1 ∑
j− log2 r
2 jp(γ1+
n
2− np )
r2β∫
2−2 jβ
∑
j′ j−5
∑
(
′,k′): Q j′,k′⊂SwQ
× 2(n+δ− pn2 −p+n(p−1))( j′− j)e−c˜pt22 jβ
2−1−2 j′β∫
0
∣∣u
′j′,k′(s)∣∣p(s22 j′β)m′ dss
(
t22 jβ
)m dt
t
 C
∑
w∈Zn
(
1+ |w|)n−N
r2β∫
0
|Qr |
pγ2
n −1
∑
− log2 r− log2 t2β  j j′+5
∑
(
′,k′): Q j′,k′⊂Q˜ wr
e−c˜pt22 jβ
× 2(n+δ−p−pγ1)( j′− j)2 j′p(γ1+ n2− np )
2−1−2 j′β∫
0
∣∣u
′j′,k′(s)∣∣p(s22 j′β)m′ dss
(
t22 jβ
)m dt
t
 C
∑
w∈Zn
(
1+ |w|)n−N |Qr | pγ2n −1 ∑
− log2 r j j′+5
∑
(
′,k′): Q j′,k′⊂Q˜ wr
× 2(n+δ−p−pγ1)( j′− j)2 j′p(γ1+ n2− np )
2−1−2 j′β∫
0
∣∣u
′j′,k′(s)∣∣p(s22 j′β)m′ dss .
The inequality pγ2 > 2pβ + n + δ − 2p shows
I5Qr  C
∑
w∈Zn
(
1+ |w|)n−N |Qr | pγ2n −1
×
2−1−2 j′β∫
0
∑
j′−5−log2 r
∑
(
′,k′): Q j′,k′⊂Q˜ wr
2 j
′p(γ1+ n2− np )∣∣u
′j′,k′(s)∣∣p(s22 j′β)m′ dss
 C .
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∑
(
, j,k)∈Λn b

,2
j,k (t)Φ


j,k ∈ Bγ1,γ2,Ip,m,T : We have
∣∣b
,2j,k (t)∣∣ C2 nj2 + j ∑
j j′+5,0< j′− j′′3
∑

′,k′,
′′,k′′
×
t
2∫
2−1−2 j′β
∣∣u
′j′,k′(s)∣∣∣∣v
′′j′′,k′′(s)∣∣e−c˜t22 jβ (1+ ∣∣k − 2 j− j′k′∣∣)−N(1+ ∣∣2 j′− j′′k′′ − k′∣∣)−N ds.
The inequality |v
′′j′′,k′′(s)| C2−(
n
2+γ1−γ2) j′′ yields
∣∣b
,2j,k (t)∣∣ C ∑
j j′+5
2
n( j− j′)
2 2 je−c˜t22 jβ2 j′(γ2−γ1)
∑

′,k′
t
2∫
2−1−2 j′β
∣∣u
′j′,k′(s)∣∣(1+ ∣∣k − 2 j− j′k′∣∣)−N ds.
Choose 0 < δ < 2p + pγ2 − n− 2pβ to get
I6Qr = |Qr |
pγ2
n −1
∑
j− log2 r
2 jp(γ1+
n
2− np )
r2β∫
2−2 jβ
∑
(
,k): Q j,k⊂Qr
∣∣b
,1j,k (t)∣∣p(t22 jβ)m dtt
 C |Qr |
pγ2
n −1
∑
j− log2 r
2 jp(γ1+
n
2− np )
r2β∫
2−2 jβ
∑
(
,k): Q j,k⊂Qr
{ ∑
j′ j−5
2
n( j− j′)
2 + j
× e−c˜t22 jβ2 j′(γ2−γ1)
∑

′,k′
t
2∫
2−1−2 j′β
∣∣u
′j′,k′(s)∣∣(1+ ∣∣k − 2 j− j′k′∣∣)−N ds
}p(
t22 jβ
)m dt
t
 C
∑
w∈Zn
(
1+ |w|)n−N |Qr | pγ2n −1 ∑
j− log2 r
r2β∫
2−2 jβ
2 jp(γ1+
n
2− np )
∑
j′ j−5
∑
(
′,k′): Q j′,k′⊂Q˜ wr
× 2(n+p(γ2−γ1)+δ− pn2 +n(p−1))( j′− j)22βpje−c˜pt22 jβ
{ t2∫
2−1−2 j′β
∣∣u
′j′,k′(s)∣∣ds
}p(
t22 jβ
)m dt
t
.
Since m > p,
I6Qr  C
∑
w∈Zn
(
1+ |w|)n−N |Qr | pγ2n −1 ∑
j− log2 r
2 jp(γ1+
n
2− np )
r2β∫
2−2 jβ
∑
j′ j−5
∑
(
′,k′): Q j′,k′⊂Q˜ wr
× 2(n+δ− pn2 −p+n(p−1))( j′− j)e−c˜pt22 jβ
t
2∫
−1−2 j′β
∣∣u
′j′,k′(s)∣∣p(s22 j′β)m dss
(
t22 jβ
)m dt
t2
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∑
w∈Zn
(
1+ |w|)n−N |Qr | pγ2n −1 ∑
− log2 r j j′+5
r2β∫
2−2 jβ
∑
(
′,k′): Q j′,k′⊂Q˜ wr
e−c˜pt22 jβ
× 2(n+δ−p−pγ1)( j′− j)2 j′p(γ1+ n2− np )
t
2∫
2−1−2 j′β
∣∣u
′j′,k′(s)∣∣p(s22 j′β)m dss
(
t22 jβ
)m dt
t
.
Integrate with respect to variable t and obtain
I6Qr  C
∑
w∈Zn
(
1+ |w|)n−N |Qr | pγ2n −1 ∑
− log2 r j j′+5
×
r2β∫
2−1−2 j′β
∑
(
′,k′): Q j′,k′⊂Q˜ wr
2(n+δ−p−pγ1)( j′− j)2 j
′p(γ1+ n2− np )∣∣u
′j′,k′(s)∣∣p(s22 j′β)m dss .
Since pγ2 > 2pβ + n+ δ − 2p and m > p,
I6Qr  C
∑
w∈Zn
(
1+ |w|)n−N |Qr | pγ2n −1
×
r2β∫
2−1−2 j′β
∑
j′−5−log2 r
∑
(
′,k′): Q j′,k′⊂Q˜ wr
2 j
′p(γ1+ n2− np )∣∣u
′j′,k′(s)∣∣p(s22 j′β)m dss
 C .
Case 7.
∑
(
, j,k)∈Λn b

,3
j,k (t)Φ


j,k ∈ Bγ1,γ2,Ip,m,T : We have
∣∣b
,3j,k (t)∣∣ C2 nj2 + j ∑
j j′+5,0< j′− j′′3
∑

′,k′,
′′,k′′
×
t∫
t
2
∣∣u
′j′,k′(s)∣∣∣∣v
′′j′′,k′′(s)∣∣e−c˜(t−s)22 jβ (1+ ∣∣k − 2 j− j′k′∣∣)−N(1+ ∣∣2 j′− j′′k′′ − k′∣∣)−N ds.
Since |v
′′j′′,k′′ (s)| 2−(
n
2+γ1−γ2) j′′ ,
∣∣b
,3j,k (t)∣∣ C ∑
j j′+5
2
n( j− j′)
2 2 j2 j
′(γ2−γ1)∑

′,k′
t∫
t
2
e−c˜(t−s)22 jβ
∣∣u
′j′,k′(s)∣∣(1+ ∣∣k − 2 j− j′k′∣∣)−N ds.
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I7Qr = |Qr |
pγ2
n −1
∑
j− log2 r
2 jp(γ1+
n
2− np )
r2β∫
2−2 jβ
∑
(
,k): Q j,k⊂Qr
∣∣b
,1j,k (t)∣∣p(t22 jβ)m dtt
 C |Qr |
pγ2
n −1
∑
j− log2 r
2 jp(γ1+
n
2− np )
r2β∫
2−2 jβ
∑
(
,k): Q j,k⊂Qr
{ ∑
− log2 r j j′+5
× 2 n( j− j
′)
2 2 j2 j
′(γ2−γ1)∑

′,k′
t∫
t
2
e−c˜(t−s)22 jβ
∣∣u
′j′,k′(s)∣∣(1+ ∣∣k − 2 j− j′k′∣∣)−N ds
}p(
t22 jβ
)m dt
t
 C
∑
w∈Zn
(
1+ |w|)n−N |Qr | pγ2n −1 ∑
j− log2 r
2 jp(γ1+
n
2− np )
r2β∫
2−2 jβ
∑
j′ j−5
∑
(
′,k′): Q j′,k′⊂Q˜ wr
× 2(n+p(γ2−γ1)+δ− pn2 +n(p−1))( j′− j)22βpj
{ t∫
t
2
e−c˜(t−s)22 jβ
∣∣u
′j′,k′(s)∣∣ds
}p(
t22 jβ
)m dt
t
.
Hölder’s inequality shows
I7Qr  C
∑
w∈Zn
(
1+ |w|)n−N |Qr | pγ2n −1 ∑
j− log2 r
2 jp(γ1+
n
2− np )
r2β∫
2−2 jβ
∑
j′ j−5
∑
(
′,k′): Q j′,k′⊂Q˜ wr
× 2(n+p(γ2−γ1)+δ− pn2 +n(p−1))( j′− j)22β j
t∫
t
2
e−c˜(t−s)22 jβ
∣∣u
′j′,k′(s)∣∣p ds (t22 jβ)m dtt
 C
∑
w∈Zn
(
1+ |w|)n−N |Qr | pγ2n −1 ∑
j− log2 r
2 jp(γ1+
n
2− np )
r2β∫
2−2 jβ
∑
j′ j−5
∑
(
′,k′): Q j′,k′⊂Q˜ wr
× 2(δ+ pn2 +p(2β−1)−2mβ)( j′− j)
t∫
t
2
e−c˜(t−s)22 jβ
∣∣u
′j′,k′(s)∣∣p(s22 j′β)m dss
(
22 jβ dt
)
 C
∑
w∈Zn
(
1+ |w|)n−N |Qr | pγ2n −1 ∑
− log2 r j j′+5
r2β∫
2−2 jβ
∑
(
′,k′): Q j′,k′⊂Q˜ wr
× 2(n+δ+2p(2β−1)−p(1+γ2))( j′− j)2 j′p(γ1+ n2− np )
t∫
t
e−c˜(t−s)22 jβ
∣∣u
′j′,k′(s)∣∣p(s22 j′β)m dss
(
22 jβ dt
)
.2
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I7Qr  C
∑
w∈Zn
(
1+ |w|)n−N |Qr | pγ2n −1 ∑
− log2 r j j′+5
r2β∫
2−1−2 jβ
∑
(
′,k′): Q j′,k′⊂Q˜ wr
× 2(2n+δ+2p(2β−1)−pn−p−pγ2)( j′− j)2 j′p(γ1+ n2− np )∣∣u
′j′,k′(s)∣∣p(s22 j′β)m dss .
Since pγ2 > 2p(2β − 1) + n + δ − 2mβ ,
I7Qr  C
∑
w∈Zn
(
1+ |w|)−N |Qr | pγ2n −1 ∑
j′−5−log2 r
r2β∫
2−2( j′+5)β
∑
(
′,k′): Q j′,k′⊂Q˜ wr
× 2 j′p(γ1+ n2− np )∣∣u
′j′,k′(s)∣∣p(s22 j′β)m dss  C .
6. Proof of Lemma 4.5
Let c˜ denote the constant given in Lemma 3.1 again. Same as in the proof of Lemma 4.4, we es-
timate not only |a
,ij,k(t)| (i = 1,2,3,4) in terms of {|u

′
j′,k′ (s)|: (
′, j′,k′) ∈ Λn} and {|v0j′,k′ (s)|: j′ ∈
Z and k′ ∈ Zn}, but also |b
,ij,k(t)| (i = 1,2,3,4,5) in terms of {|u

′
j′,k′(s)|: (
′, j′,k′) ∈ Λn} and
{|v
′j′,k′(s)|: (
′, j′,k′) ∈ Λn}. Then we compute directly the inequalities which we need.
Case 1. supt∈(0,T ) supt22 jβ1 supk∈Zn (t22 jβ)τ 2
nj
2 −(γ2−γ1) j |a
,1j,k (t)| < ∞: We have
∣∣a
,1j,k (t)∣∣ C2 nj2 + j ∑
| j− j′|5
∑

′,k′,k′′
2−1−2 j′β∫
0
∣∣u
′j′,k′(s)∣∣∣∣v0j′−3,k′′(s)∣∣
× e−c˜t22 jβ (1+ ∣∣2 j− j′k′ − k∣∣)−N(1+ ∣∣2 j− j′+3k′′ − k∣∣)−N ds
 C22β j−
nj
2
∑
| j− j′|5
∑

′,k′
2−1−2 j′β∫
0
e−c˜t22 jβ
(
1+ ∣∣2 j− j′k′ − k∣∣)−Ns 12β −1 ds
 C2(γ2−γ1) j−
nj
2 e−c˜t22 jβ  C2(γ2−γ1) j−
nj
2
(
t22 jβ
)−τ
.
Case 2. supt∈(0,T ) supt22 jβ1 supk∈Zn (t22 jβ)τ 2
nj
2 −(γ2−γ1) j |a
,2j,k (t)| < ∞: Since
∣∣u
′j′,k′(s)∣∣ C2−( n2+γ1−γ2) j′(s22 j′β)−τ ,
we have
∣∣a
,2j,k (t)∣∣ C2 nj2 + j ∑
| j− j′|5
∑

′,k′,k′′
t
2∫
−1−2 j′β
∣∣u
′j′,k′(s)∣∣∣∣v0j′−3,k′′(s)∣∣
2
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 C2 j
∑
| j− j′|5
∑

′,k′
t
2∫
2−1−2 j′β
∣∣u
′j′,k′(s)∣∣e−c˜t22 jβ (1+ ∣∣2 j− j′k′ − k∣∣)−Ns 12β −1 ds
 C22β(1−τ ) j−
nj
2
∑
| j− j′|5
∑

′,k′
t
2∫
2−1−2 j′β
e−c˜t22 jβ
(
1+ ∣∣2 j− j′k′ − k∣∣)−Ns 12β −1−τ ds
 C2(γ2−γ1) j−
nj
2
(
t22 jβ
) 1
2β e−c˜t22 jβ  C2(γ2−γ1) j−
nj
2
(
t22 jβ
)−τ
.
Case 3. supt∈(0,T ) supt22 jβ1 supk∈Zn (t22 jβ)τ 2
nj
2 −(γ2−γ1) j |a
,3j,k (t)| < ∞: Since
∣∣u
′j′,k′(s)∣∣ C2−( n2+γ1−γ2) j′(s22 j′β)−τ ,
we have
∣∣a
,3j,k (t)∣∣ C2 nj2 + j ∑
| j− j′|5
∑

′,k′,k′′
t∫
t
2
∣∣u
′j′,k′(s)∣∣∣∣v0j′−3,k′′(s)∣∣
× e−c˜(t−s)22 jβ (1+ ∣∣2 j− j′k′ − k∣∣)−N(1+ ∣∣2 j− j′+3k′′ − k∣∣)−N ds
 C2 j
∑
| j− j′|5
∑

′,k′
t∫
t
2
∣∣u
′j′,k′(s)∣∣e−c˜(t−s)22 jβ (1+ ∣∣2 j− j′k′ − k∣∣)−Ns 12β −1 ds
 C22β j−
nj
2
(
t22 jβ
)−τ ∑
| j− j′|5
∑

′,k′
t∫
t
2
e−c˜(t−s)22 jβ
(
1+ ∣∣2 j− j′k′ − k∣∣)−Ns 12β −1 ds
 C22β j−
nj
2
(
t22 jβ
)−τ t∫
t
2
e−c˜(t−s)22 jβ s
1
2β −1 ds
= C2(γ2−γ1) j− nj2 (t22 jβ)−τ
t22 jβ∫
t22 jβ
2
e−c˜(t22 jβ−s)s
1
2β −1 ds
 C2(γ2−γ1) j−
nj
2
(
t22 jβ
)−τ
.
Case 4. supt∈(0,T ) supt22 jβ1 supk∈Zn 2
nj
2 −(γ2−γ1) j |a
,4j,k (t)| < ∞: Since |u

′
j′,k′ (s)| C2−(
n
2+γ1−γ2) j′ and
|v0j′,k′ (s)| C2−
n
2 j
′
s
1
2β −1, we conclude
C.-C. Lin, Q.X. Yang / J. Differential Equations 254 (2013) 804–846 833∣∣a
,4j,k (t)∣∣ C2 nj2 + j ∑
| j− j′|5
∑

′,k′,k′′
×
t∫
0
∣∣u
′j′,k′(s)∣∣∣∣v0j′−3,k′′(s)∣∣(1+ ∣∣2 j− j′k′ − k∣∣)−N(1+ ∣∣2 j− j′+3k′′ − k∣∣)−N ds
 C2 j
∑
| j− j′|5
∑

′,k′
t∫
0
∣∣u
′j′,k′(s)∣∣(1+ ∣∣2 j− j′k′ − k∣∣)−Ns 12β −1 ds
 C22β j−
nj
2
t∫
0
s
1
2β −1 ds C2(γ2−γ1) j−
nj
2
(
t22 jβ
) 1
2β  C2(γ2−γ1) j−
nj
2 .
Case 5. supt∈(0,T ) supt22 jβ1 supk∈Zn (t22 jβ)τ 2
nj
2 −(γ2−γ1) j |b
,1j,k (t)| < ∞: We have
∣∣b
,1j,k (t)∣∣ C2 nj2 + j ∑
j j′+5,0< j′− j′′3
∑

′,k′,
′′,k′′
×
2−1−2 j′β∫
0
∣∣u
′j′,k′(s)∣∣∣∣v
′′j′′,k′′(s)∣∣e−c˜t22 jβ (1+ ∣∣k − 2 j− j′k′∣∣)−N(1+ ∣∣2 j′− j′′k′′ − k′∣∣)−N ds.
Since |u
′j′,k′ (s)| + |v

′
j′,k′ (s)| 2−(
n
2+γ1−γ2) j′ ,
∣∣b
,1j,k (t)∣∣ C2 nj2 + j ∑
j j′+5
e−c˜t22 jβ2−nj′+2 j′(γ2−γ1)
∑

′,k′
2−1−2 j′β∫
0
(
1+ ∣∣k − 2 j− j′k′∣∣)−N ds
 C2−
nj
2 + j
∑
j j′+5
e−c˜t22 jβ22 j′(β−1)
 C2−
nj
2 e−c˜t22 jβ2 j(γ2−γ1)  C2−
nj
2 2 j(γ2−γ1)
(
t22 jβ
)−τ
.
Case 6. supt∈(0,T ) supt22 jβ1 supk∈Zn (t22 jβ)τ 2
nj
2 −(γ2−γ1) j |b
,2j,k (t)| < ∞: We have
∣∣b
,2j,k (t)∣∣ C2 nj2 + j ∑
j j′+5,0< j′− j′′3
∑

′,k′,
′′,k′′
t
2∫
2−1−2 j′β
∣∣u
′j′,k′(s)∣∣∣∣v
′′j′′,k′′(s)∣∣
× e−c˜(t−s)22 jβ (1+ ∣∣k − 2 j− j′k′∣∣)−N(1+ ∣∣2 j′− j′′k′′ − k′∣∣)−N ds.
Since |u
′j′,k′ (s)| + |v

′
j′,k′ (s)| C2−(
n
2+γ1−γ2) j′ (s22 j′β)−τ ,
∣∣b
,2j,k (t)∣∣ C2 nj2 + j ∑
j j′+5
2−nj′+2 j′(γ2−γ1)
∑

′,k′
t
2∫
−1−2 j′β
e−c˜(t−s)22 jβ
(
s22 j
′β)−2τ (1+ ∣∣k − 2 j− j′k′∣∣)−N ds
2
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nj
2 + j
∑
j j′+5
22 j
′(γ2−γ1)
×
{ 2−1−2 jβ∫
2−1−2 j′β
e−c˜(t−s)22 jβ
(
s22 j
′β)−2τ ds +
t
2∫
2−1−2 jβ
e−c˜(t−s)22 jβ
(
s22 j
′β)−2τ ds
}
.
If τ > 12 , then
∣∣b
,2j,k (t)∣∣ C2− nj2 + j ∑
j j′+5
22 j
′(γ2−γ1)(2−2 j′βe−c˜t22 jβ + 2−2 jβ2−4τ j′βe−c˜t22 jβ )
= C
∑
j j′+5
(
2−
nj
2 + j22(β−1) j′e−c˜t22 jβ + 2− nj2 + j−2 jβ22(2β−2τβ−1) j′e−c˜t22 jβ )
 C2−
nj
2 2 j(γ2−γ1)
(
t22 jβ
)−τ
.
If τ < 12 , then
∣∣b
,2j,k (t)∣∣ C2− nj2 + j ∑
j j′+5
22 j
′(γ2−γ1)(2−4τ j′β2−2 jβ(1−2τ )e−c˜t22 jβ + 2−2 jβ2−4τ j′βe−c˜t22 jβ )
= C
∑
j j′+5
(
2−
nj
2 + j−2 jβ(1−2τ ) + 2− nj2 + j−2 jβ)22(2β−2τβ−1) j′e−c˜t22 jβ
 C2−
nj
2 2 j(γ2−γ1)
(
t22 jβ
)−τ
.
Case 7. supt∈(0,T ) supt22 jβ1 supk∈Zn (t22 jβ)τ 2
nj
2 −(γ2−γ1) j |b
,3j,k (t)| < ∞: We derive
∣∣b
,3j,k (t)∣∣ C2 nj2 + j ∑
j j′+5,0< j′− j′′3
∑

′,k′,
′′,k′′
×
t∫
t
2
∣∣u
′j′,k′(s)∣∣∣∣v
′′j′′,k′′(s)∣∣e−c˜(t−s)22 jβ (1+ ∣∣k − 2 j− j′k′∣∣)−N(1+ ∣∣2 j′− j′′k′′ − k′∣∣)−N ds.
Since |u
′j′,k′ (s)| + |v

′
j′,k′ (s)| 2−(
n
2+γ1−γ2) j′ (s22 j′β)−τ ,
∣∣b
,3j,k (t)∣∣ C ∑
j j′+5
2−
nj
2 2 j22 j
′(γ2−γ1)
t∫
t
2
e−c˜(t−s)22 jβ
(
s22 j
′β)−2τ ds
 C
∑
j j′+5
2−
nj
2 2 j−2 jβ22(2β−2τβ−1) j′t−2τ
 C2−
nj
2 2 j(γ2−γ1)
(
t22 jβ
)−τ
.
C.-C. Lin, Q.X. Yang / J. Differential Equations 254 (2013) 804–846 835Case 8. supt∈(0,T ) sup0<t22 jβ1 supk∈Zn 2
nj
2 −(γ2−γ1) j |b
,4j,k (t)| < ∞: Same as before,
∣∣b
,4j,k (t)∣∣ C2 nj2 + j ∑
j j′+5,0< j′− j′′3
∑

′,k′,
′′,k′′
×
2−2 j′β∫
0
∣∣u
′j′,k′(s)∣∣∣∣v
′′j′′,k′′(s)∣∣(1+ ∣∣2 j− j′k′ − k∣∣)−N(1+ ∣∣2 j′− j′′k′′ − k′∣∣)−N ds.
Since |u
′j′,k′ (s)| + |v

′
j′,k′ (s)| C2−(
n
2+γ1−γ2) j′ ,
∣∣b
,4j,k (t)∣∣ C ∑
j j′+52− log2 s2β
2
−nj
2 + j22 j′(γ2−γ1)
2−2 j′β∫
0
ds
 C
∑
j j′+5
2
−nj
2 + j22 j′(β−1)
 C2−
nj
2 2 j(γ2−γ1).
Case 9. supt∈(0,T ) sup0<t22 jβ1 supk∈Zn 2
nj
2 −(γ2−γ1) j |b
,5j,k (t)| < ∞: Similarly,
∣∣b
,5j,k (t)∣∣ C2 nj2 + j ∑
j j′+5,0< j′− j′′3
∑

′,k′,
′′,k′′
×
t∫
2−2 j′β
∣∣u
′j′,k′(s)∣∣∣∣v
′′j′′,k′′(s)∣∣(1+ ∣∣2 j− j′k′ − k∣∣)−N(1+ ∣∣2 j′− j′′k′′ − k′∣∣)−N ds.
Since |u
′j′,k′ (s)| + |v

′
j′,k′ (s)| C2−(
n
2+γ1−γ2) j′ (s22 j′β)−τ ,
∣∣b
,5j,k (t)∣∣ C ∑
j′max{ j−5,− log2 t2β }
2
−nj
2 + j22 j′(γ2−γ1)
t∫
2−2 j′β
(
s22 j
′β)−2τ ds

⎧⎪⎨
⎪⎩
C
∑
j′max{ j−5,− log2 t2β }
2
−nj
2 + j22 j′(β−1) if τ > 12
C
∑
j′max{ j−5,− log2 t2β }
2
−nj
2 + j22 j′(2β−2τβ−1)t1−2τ if τ < 12
 C2−
nj
2 2 j(γ2−γ1).
7. Proof of Lemma 4.6
Let c˜ denote the constant given in Lemma 3.1. For (
, j,k) ∈ Λn , we still use the Fourier
transform of Meyer wavelets and integration by parts to estimate |b
,ij,k(t)| (i = 4,5) in terms of
{|u
′j′,k′ (s)|: (
′, j′,k′) ∈ Λn} and {|v

′
j′,k′ (s)|: (
′, j′,k′) ∈ Λn}. We use Hölder’s inequality over and
over again to obtain the estimates we need. Through the section, for all j ∈ Z and w,k ∈ Zn , we
836 C.-C. Lin, Q.X. Yang / J. Differential Equations 254 (2013) 804–846denote Q wj,k := 28− j(w + k) + 28− j[0,1]n . To simplify notations, we use Qr to signify the dyadic cube
Q j0,k0 = 2− j0k0 + 2− j0 [0,1]n with side length r = 2− j0 , and Q wr := Q wj0,k0 for r = 2− j0 .
7.1. Proof of Lemma 4.6 for 1 < p  2
Before demonstrating, we need some prior estimates. For j, j′ ∈ Z and w,k,k′ ∈ Zn , if Q j′,k′ ⊂ Q wj,k ,
then
(
1+ ∣∣2 j− j′k′ − k∣∣)−N  C(1+ |w|)−N . (7.1)
For 0< j′ − j′′  3, j  j′ + 5 and |w − w ′| > 2n , if Q j′,k′ ⊂ Q wj,k and Q j′′,k′′ ⊂ Q w
′
j,k , then
(
1+ ∣∣2 j′− j′′k′′ − k′∣∣)−N  C2N( j− j′)(1+ ∣∣w − w ′∣∣)−N . (7.2)
If 0 < j′ − j′′  3 and |w − w ′| 2n , then
∑
Q j′,k′⊂Q wj,k
∑
Q j′′,k′′⊂Q w′j,k
∣∣u
′j′,k′(s)∣∣∣∣v
′′j′′,k′′(s)∣∣(1+ ∣∣2 j′− j′′k′′ − k′∣∣)−N
 C
∑
Q j′,k′⊂Q wj,k
∣∣u
′j′,k′(s)∣∣
( ∑
Q j′′,k′′⊂Q w′j,k
(
1+ ∣∣2 j′− j′′k′′ − k′∣∣)−N)
1
p
×
( ∑
Q j′′,k′′⊂Q w′j,k
∣∣v
′′j′′,k′′(s)∣∣p′(1+ ∣∣2 j′− j′′k′′ − k′∣∣)−N
) 1
p′
 C
( ∑
Q j′,k′⊂Q wj,k
∣∣u
′j′,k′(s)∣∣p
) 1
p
( ∑
Q j′′,k′′⊂Q w′j,k
∣∣v
′′j′′,k′′(s)∣∣p′
) 1
p′
. (7.3)
If 0 < j′ − j′′  3, j  j′ + 5 and |w − w ′| > 2n , then
∑
Q j′,k′⊂Q wj,k
∑
Q j′′,k′′⊂Q w′j,k
∣∣u
′j′,k′(s)∣∣∣∣v
′′j′′,k′′(s)∣∣
 C2n( j′− j)
( ∑
Q j′,k′⊂Q wj,k
∣∣u
′j′,k′(s)∣∣p
) 1
p
( ∑
Q j′′,k′′⊂Q w′j,k
∣∣v
′′j′′,k′′(s)∣∣p′
) 1
p′
. (7.4)
For suﬃcient small δ > 0, we obtain
∑
Q j,k⊂Qr
{ ∑
j j′+5
∑
w∈Zn
(
1+ |w|)−N( ∑
Q j′,k′⊂Q wj,k
∣∣a
j′,k′ ∣∣p
) 1
p
}p
 C
∑
j j′+5
2δ( j
′− j) ∑
Q j,k⊂Qr
{ ∑
w∈Zn
(
1+ |w|)−N( ∑
Q j′,k′⊂Q wj,k
∣∣a
j′,k′ ∣∣p
) 1
p
}p
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∑
j j′+5
2δ( j
′− j) ∑
Q j,k⊂Qr
∑
w∈Zn
(
1+ |w|)−N ∑
Q j′,k′⊂Q wj,k
∣∣a
j′,k′ ∣∣p
 C
∑
j j′+5
2δ( j
′− j) ∑
w∈Zn
(
1+ |w|)−N ∑
Q j′,k′⊂Q wj,k⊂Q wr
∣∣a
j′,k′ ∣∣p
 C
∑
j j′+5
2δ( j
′− j) ∑
w∈Zn
(
1+ |w|)−N ∑
Q j′,k′⊂Q wr
∣∣a
j′,k′ ∣∣p . (7.5)
First we prove
∑
(
, j,k)∈Λn b

,4
j,k (t)Φ


j,k ∈ Bγ1,γ2,IIp,m′,T . According to inequalities (7.1)–(7.4),
∣∣b
,4j,k (t)∣∣ C2 nj2 + j ∑
j j′+5,0< j′− j′′3
∑

′,k′,
′′,k′′
×
2−2 j′β∫
0
∣∣u
′j′,k′(s)∣∣∣∣v
′′j′′,k′′(s)∣∣(1+ ∣∣2 j− j′k′ − k∣∣)−N(1+ ∣∣2 j′− j′′k′′ − k′∣∣)−N ds
 C2
nj
2 + j
∑
j j′+5,0< j′− j′′3
∑
w,w ′∈Zn
(
1+ |w|)−N(1+ ∣∣w ′ − w∣∣)−N
×
2−2 j′β∫
0
( ∑
Q j′,k′⊂Q wj,k
∣∣u
′j′,k′(s)∣∣p
) 1
p
( ∑
Q j′′,k′′⊂Q w′j,k
∣∣v
′′j′′,k′′(s)∣∣p′
) 1
p′
ds.
The inequality |v
′j′,k′ (s)| C2−(
n
2+γ1−γ2) j′ yields
∣∣b
,4j,k (t)∣∣ C2 nj2 + j ∑
j j′+5,0< j′− j′′3
∑
w,w ′∈Zn
(
1+ |w|)−N(1+ ∣∣w ′ − w∣∣)−N2−(2−p)( n2+γ1−γ2) j′
×
2−2 j′β∫
0
( ∑
Q j′,k′⊂Q wj,k
∣∣u
′j′,k′(s)∣∣p
) 1
p
( ∑
Q j′′,k′′⊂Q w′j,k
∣∣v
′′j′′,k′′(s)∣∣p
) 1
p′
ds
 C2
nj
2 + j
∑
j j′+5,0< j′− j′′3
∑
w,w ′∈Zn
(
1+ |w|)−N(1+ ∣∣w ′ − w∣∣)−N2−(2−p)( n2+γ1−γ2) j′
×
( 2−2 j′β∫
0
∑
Q j′,k′⊂Q wj,k
∣∣u
′j′,k′(s)∣∣p ds
) 1
p
( 2−2 j′β∫
0
∑
Q j′′,k′′⊂Q w′j,k
∣∣v
′′j′′,k′′(s)∣∣p ds
) 1
p′
.
The assumption v ∈ Bγ1,γ2,m′′p,m,m′,T implies that
2−2 j′β∫
0
∑
Q j′′,k′′⊂Q w′j,k
∣∣v
′′j′′,k′′(s)∣∣p ds C2−nj+pγ2 j2−p( n2+γ1− np ) j′−2β j′ .
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∣∣b
,4j,k (t)∣∣ C2− nj2 + j+ njp +(p−1)γ2 j ∑
j j′+5
∑
w∈Zn
(
1+ |w|)−N2−( n2+γ1) j′+ (p−1)nj′p +(2−p)γ2 j′
× 2− 2β(p−1)p j′
( 2−2 j′β∫
0
∑
Q j′,k′⊂Q wj,k
∣∣u
′j′,k′(s)∣∣p ds
) 1
p
.
Applying (7.5), we have
I8Qr = |Qr |
pγ2
n −1
∑
j− log2 r
2pj(γ1+
n
2− np )
2−2 jβ∫
0
∑
Q j,k⊂Qr
∣∣b
,4j,k ∣∣p(t22 jβ)m′ dtt
 C |Qr |
pγ2
n −1
∑
j− log2 r
2pj(1+γ1+(p−1)γ2)−δ j
2−2 jβ∫
0
∑
j′ j−5
2δ j
′−p(2γ1+(p−2)γ2) j′−2β(p−1) j′
× 2p( nj2 +γ1− np ) j′
2−2 j′β∫
0
∑
w∈Zn
(
1+ |w|)−N ∑
Q j′,k′⊂Q wr
∣∣u
′j′,k′(s)∣∣p ds (t22 jβ)m′ dtt
 C |Qr |
pγ2
n −1
∑
j− log2 r
2pj(2(1−β)+pγ2)−δ j
∑
j′ j−5
2δ j
′−p(2(1−β)+pγ2) j′+2β j′
× 2p( nj2 +γ1− np ) j′
2−2 j′β∫
0
∑
w∈Zn
(
1+ |w|)−N ∑
Q j′,k′⊂Q wr
∣∣u
′j′,k′(s)∣∣p ds.
By changing the order of sum for j and j′ ,
I8Qr  C |Qr |
pγ2
n −1
∑
j′− log2 r−8
∑
j j′+5
2pj(2(1−β)+pγ2)−δ j2δ j′−p(2(1−β)+pγ2) j′+2β j′
× 2p( nj2 +γ1− np ) j′
2−2 j′β∫
0
∑
w∈Zn
(
1+ |w|)−N ∑
Q j′,k′⊂Q wr
∣∣u
′j′,k′(s)∣∣p ds
 C |Qr |
pγ2
n −1
∑
j′− log2 r−8
22β j
′
2p(
nj
2 +γ1− np ) j′
×
2−2 j′β∫
0
∑
w∈Zn
(
1+ |w|)−N ∑
Q j′,k′⊂Q wr
∣∣u
′j′,k′(s)∣∣p ds
 C .
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∑
(
, j,k)∈Λn b

,5
j,k (t)Φ


j,k ∈ Bγ1,γ2,IIp,m′,T . It is proven by (7.1)–(7.4) that
∣∣b
,5j,k (t)∣∣ C2 nj2 + j ∑
j j′+5,0< j′− j′′3
∑

′,k′,
′′,k′′
t∫
2−2 j′β
∣∣u
′j′,k′(s)∣∣∣∣v
′′j′′,k′′(s)∣∣
× (1+ ∣∣2 j− j′k′ − k∣∣)−N(1+ ∣∣2 j′− j′′k′′ − k′∣∣)−N ds
 C2
nj
2 + j
∑
j j′+5,0< j′− j′′3
∑
w,w ′∈Zn
(
1+ |w|)−N(1+ ∣∣w ′ − w∣∣)−N2−(2−p)( n2+γ1−γ2) j′
×
t∫
2−2 j′β
( ∑
Q j′,k′⊂Q wj,k
∣∣u
′j′,k′(s)∣∣p
) 1
p
( ∑
Q j′′,k′′⊂Q w′j,k
∣∣v
′′j′′,k′′(s)∣∣p′
) 1
p′
ds.
Inequality |v
′j′,k′ (s)| C2−(
n
2+γ1−γ2) j′ implies
∣∣b
,5j,k (t)∣∣ C2 nj2 + j ∑
j j′+5,0< j′− j′′3
∑
w,w ′∈Zn
(
1+ |w|)−N(1+ ∣∣w ′ − w∣∣)−N2−(2−p)( n2+γ1−γ2) j′
×
t∫
2−2 j′β
( ∑
Q j′,k′⊂Q wj,k
∣∣u
′j′,k′(s)∣∣p
) 1
p
( ∑
Q j′′,k′′⊂Q w′j,k
∣∣v
′′j′′,k′′(s)∣∣p
) 1
p′
ds
 C2
nj
2 + j
∑
j j′+5,0< j′− j′′3
∑
w,w ′∈Zn
(
1+ |w|)−N(1+ ∣∣w ′ − w∣∣)−N2−(2−p)( n2+γ1−γ2) j′
×
( t∫
2−2 j′β
∑
Q j′,k′⊂Q wj,k
∣∣u
′j′,k′(s)∣∣p ds
) 1
p
( t∫
2−2 j′β
∑
Q j′′,k′′⊂Q w′j,k
∣∣v
′′j′′,k′′(s)∣∣p ds
) 1
p′
.
By
∫ t
2−2 j′β
∑
Q j′′,k′′⊂Q w′j,k |v

′′
j′′,k′′(s)|p ds 2−nj+pγ2 j2−p(
n
2+γ1− np ) j′−2β j′ ,
∣∣b
,5j,k (t)∣∣ C2− nj2 + j+ njp +(p−1)γ2 j ∑
j j′+5
∑
w∈Zn
(
1+ |w|)−N2−( n2+γ1) j′+ (p−1)nj′p +(2−p)γ2 j′
× 2− 2β(p−1)p j′
( t∫
2−2 j′β
∑
Q j′,k′⊂Q wj,k
∣∣u
′j′,k′(s)∣∣p ds
) 1
p
.
We use (7.5) to obtain
I9Qr = |Qr |
pγ2
n −1
∑
j− log2 r
2pj(γ1+
n
2− np )
2−2 jβ∫
0
∑
Q j,k⊂Q
∣∣b
,5j,k ∣∣p(t22 jβ)m′ dtt
 C |Qr |
pγ2
n −1
∑
j− log2 r
2pj(1+γ1+(p−1)γ2)−δ j
2−2 jβ∫ ∑
j′ j−5
2δ j
′−p(2γ1+(p−2)γ2) j′−2β(p−1) j′0
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t∫
2−2 j′β
∑
w∈Zn
(
1+ |w|)−N ∑
Q j′,k′⊂Q wr
∣∣u
′j′,k′(s)∣∣p ds (t22 jβ)m′ dtt
 C |Qr |
pγ2
n −1
∑
j− log2 r
2pj(2(1−β)+pγ2)−δ j
∑
j′ j−5
2δ j
′−p(2(1−β)+pγ2) j′+2β j′
× 2p( nj2 +γ1− np ) j′
t∫
2−2 j′β
∑
w∈Zn
(
1+ |w|)−N ∑
Q j′,k′⊂Q wr
∣∣u
′j′,k′(s)∣∣p ds.
Changing the order of sum for j and j′ again, we deduce
I9Qr  C |Qr |
pγ2
n −1
∑
j′− log2 r−8
∑
j j′+5
2pj(2(1−β)+pγ2)−δ j2δ j′−p(2(1−β)+pγ2) j′+2β j′
× 2p( nj2 +γ1− np ) j′
t∫
2−2 j′β
∑
w∈Zn
(
1+ |w|)−N ∑
Q j′,k′⊂Q wr
∣∣u
′j′,k′(s)∣∣p ds
 C |Qr |
pγ2
n −1
∑
j′− log2 r−8
22β j
′
2p(
nj
2 +γ1− np ) j′
t∫
2−2 j′β
∑
w∈Zn
(
1+ |w|)−N ∑
Q j′,k′⊂Q wr
∣∣u
′j′,k′(s)∣∣p ds
 C .
7.2. Proof of Lemma 4.6 for 2< p < ∞
Let u = pp−2 . Correspondingly, we give prior estimates as follows. For j ∈ Z and w,w ′,k ∈ Zn ,
∑
Q j′,k′⊂Q wj,k
∣∣u
′j′,k′(s)∣∣ C
( ∑
Q j′,k′⊂Q wj,k
∣∣u
′j′,k′(s)∣∣p
) 1
p
2
n( j′− j)
p′ (7.6)
and
∑
Q j′′,k′′⊂Q w′j,k
∣∣v
′′j′′,k′′(s)∣∣ C
( ∑
Q j′′,k′′⊂Q w′j,k
∣∣v
′′j′′,k′′(s)∣∣p
) 1
p
2
n( j′− j)
p′ . (7.7)
If 0 < j′ − j′′  3, then
∑
Q j′,k′⊂Q wj,k
( ∑
Q j′′,k′′⊂Q w′j,k
∣∣v
′′j′′,k′′(s)∣∣(1+ ∣∣2 j′− j′′k′′ − k′∣∣)− 2Np
)p
 C
∑
Q j′,k′⊂Q wj,k
∑
Q j′′,k′′⊂Q w′j,k
∣∣v
′′j′′,k′′(s)∣∣p(1+ ∣∣2 j′− j′′k′′ − k′∣∣)− 2Np
 C
∑
Q j′′,k′′⊂Q w′j,k
∣∣v
′′j′′,k′′(s)∣∣p . (7.8)
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∑
Q j′,k′⊂Q wj,k
∑
Q j′′,k′′⊂Q w′j,k
∣∣u
′j′,k′(s)∣∣∣∣v
′′j′′,k′′(s)∣∣(1+ ∣∣2 j′− j′′k′′ − k′∣∣)−N
 C2
n( j′− j)
u
( ∑
Q j′,k′⊂Q wj,k
∣∣u
′j′,k′(s)∣∣p
) 1
p
×
{ ∑
Q j′,k′⊂Q wj,k
( ∑
Q j′′,k′′⊂Q w′j,k
∣∣v
′′j′′,k′′(s)∣∣(1+ ∣∣2 j′− j′′k′′ − k′∣∣)− 2Np
)p} 1p
. (7.9)
If 0 < j′ − j′′  3 and |w − w ′| > 2n , then
∑
Q j′,k′⊂Q wj,k
∑
Q j′′,k′′⊂Q w′j,k
∣∣u
′j′,k′(s)∣∣∣∣v
′′j′′,k′′(s)∣∣(1+ ∣∣2 j′− j′′k′′ − k′∣∣)−N
 C2N( j− j′)
(
1+ ∣∣w ′ − w∣∣)−N ∑
Q j′,k′⊂Q wj,k
∣∣u
′j′,k′(s)∣∣ ∑
Q j′′,k′′⊂Q w′j,k
∣∣v
′′j′′,k′′(s)∣∣. (7.10)
We still show
∑
(
, j,k)∈Λn b

,4
j,k (t)Φ


j,k ∈ Bγ1,γ2,IIp,m′,T ﬁrst. By (7.6)–(7.10),
∣∣b
,4j,k (t)∣∣ C2 nj2 + j ∑
j j′+5,0< j′− j′′3
∑

′,k′,
′′,k′′
2−2 j′β∫
0
∣∣u
′j′,k′(s)∣∣∣∣v
′′j′′,k′′(s)∣∣
× (1+ ∣∣2 j− j′k′ − k∣∣)−N(1+ ∣∣2 j′− j′′k′′ − k′∣∣)−N ds
 C2
nj
2 + j
∑
j j′+5,0< j′− j′′3
∑
w,w ′∈Zn
(
1+ |w|)−N(1+ ∣∣w ′ − w∣∣)−N
× 2 n( j
′− j)
u
2−2 j′β∫
0
( ∑
Q j′,k′⊂Q wj,k
∣∣u
′j′,k′(s)∣∣p
) 1
p
( ∑
Q j′′,k′′⊂Q w′j,k
∣∣v
′′j′′,k′′(s)∣∣p
) 1
p
ds.
Applying Hölder’s inequality, we derive
∣∣b
,4j,k (t)∣∣ C2 nj2 + j ∑
j j′+5,0< j′− j′′3
∑
w,w ′∈Zn
(
1+ |w|)−N(1+ ∣∣w ′ − w∣∣)−N2 n( j′− j)u
×
( 2−2 j′β∫
0
∑
Q j′,k′⊂Q wj,k
∣∣u
′j′,k′(s)∣∣p ds
) 1
p
( 2−2 j′β∫
0
∑
Q j′′,k′′⊂Q w′j,k
|v
′′j′′,k′′(s)|p ds
) 1
p
( 2−2 j′β∫
0
ds
) 1
u
 C2
nj
2 + j
∑
j j′+5,0< j′− j′′3
2
−2 j′β(p−2)
p 2
n( j′− j)
u
∑
w,w ′∈Zn
(
1+ |w|)−N(1+ ∣∣w ′ − w∣∣)−N
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( 2−2 j′β∫
0
∑
Q j′,k′⊂Q wj,k
∣∣u
′j′,k′(s)∣∣p ds
) 1
p
( 2−2 j′β∫
0
∑
Q j′′,k′′⊂Q w′j,k
∣∣v
′′j′′,k′′(s)∣∣p ds
) 1
p
.
Since
∫ 2−2 j′β
0
∑
Q j′′,k′′⊂Q w′j,k |v

′′
j′′,k′′ (s)|p ds C2−nj+pγ2 j2−p(
n
2+γ1− np ) j′−2β j′ ,
∣∣b
,4j,k (t)∣∣ C2 nj2 + j− n(p−1) jp +γ2 j ∑
j j′+5
2−(
n
2+γ1− np ) j′− 2 j
′β(p−1)
p 2
n(p−2) j′
p
∑
w∈Zn
(
1+ |w|)−N
×
( 2−2 j′β∫
0
∑
Q j′,k′⊂Q wj,k
∣∣u
′j′,k′(s)∣∣p ds
) 1
p
.
We choose δ to conform 2p(1− β + γ2) > δ > 0. Then
I8Qr = |Qr |
pγ2
n −1
∑
j− log2 r
2pj(γ1+
n
2− np )
2−2 jβ∫
0
∑
Q j,k⊂Qr
∣∣b
,4j,k ∣∣p(t22 jβ)m′ dtt
 C |Qr |
pγ2
n −1
∑
j− log2 r
22pj(1−β+γ2)−δ j
2−2 jβ∫
0
∑
j j′+5
2δ j
′−p( n2+γ1− np ) j′
× 2n(p−2) j′−2 j′β(p−1)
∑
w∈Zn
(
1+ |w|)−N
2−2 j′β∫
0
∑
Q j′,k′⊂Q wr
∣∣u
′j′,k′(s)∣∣p ds (t22 jβ)m′ dtt
 C |Qr |
pγ2
n −1
∑
j− log2 r
22pj(1−β+γ2)−δ j
∑
j j′+5
2(p−2)nj
′+δ j′−p( n2+γ1− np ) j′−2 j′β(p−1)
×
∑
w∈Zn
(
1+ |w|)−N
2−2 j′β∫
0
∑
Q j′,k′⊂Q wr
∣∣u
′j′,k′(s)∣∣p ds.
Since 0 <m′ < 1 and (s22β j′ )m′−1  1,
I8Qr  |Qr |
pγ2
n −1
∑
j− log2 r
22pj(1−β+γ2)−δ j
∑
j j′+5
2(p−2)nj
′+δ j′−p( n2+γ1− np ) j′−2 j′βp
×
∑
w∈Zn
(
1+ |w|)−N
2−2 j′β∫
0
∑
Q j′,k′⊂Q wr
∣∣u
′j′,k′(s)∣∣p(s22β j′)m′ dss
 C |Qr |
pγ2
n −1
∑
j′− log r−8
∑
j j′+5
22pj(1−β+γ2)−δ j2(p−2)nj
′+δ j′−2p( n2+γ1− np ) j′−2 j′βp2
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∑
w∈Zn
(
1+ |w|)−N
2−2 j′β∫
0
2pj
′(γ1+ n2− np )
∑
Q j′,k′⊂Q wr
∣∣u
′j′,k′(s)∣∣p(s22β j′)m′ dss
 C |Qr |
pγ2
n −1
∑
j′− log2 r−8
∑
w∈Zn
(
1+ |w|)−N
2−2 j′β∫
0
2pj
′(γ1+ n2− np )
∑
Q j′,k′⊂Q wr
∣∣u
′j′,k′(s)∣∣p(s22β j′)m′ dss .
It remains to prove
∑
(
, j,k)∈Λn b

,5
j,k (t)Φ


j,k ∈ Bγ1,γ2,IIp,m′,T . According to (7.6)–(7.10),
∣∣b
,5j,k (t)∣∣ C2 nj2 + j ∑
j j′+5,0< j′− j′′3
∑

′,k′,
′′,k′′
×
t∫
2−2 j′β
∣∣u
′j′,k′(s)∣∣∣∣v
′′j′′,k′′(s)∣∣(1+ ∣∣2 j− j′k′ − k∣∣)−N(1+ ∣∣2 j′− j′′k′′ − k′∣∣)−N ds
 C2
nj
2 + j
∑
j j′+5,0< j′− j′′3
∑
w,w ′∈Zn
(
1+ |w|)−N(1+ ∣∣w ′ − w∣∣)−N
× 2 n( j
′− j)
u
t∫
2−2 j′β
( ∑
Q j′,k′⊂Q wj,k
∣∣u
′j′,k′(s)∣∣p
) 1
p
( ∑
Q j′′,k′′⊂Q w′j,k
∣∣v
′′j′′,k′′(s)∣∣p
) 1
p
ds.
By Hölder’s inequality again,
∣∣b
,5j,k (t)∣∣ C2 nj2 + j ∑
j j′+5,0< j′− j′′3
∑
w,w ′∈Zn
(
1+ |w|)−N(1+ ∣∣w ′ − w∣∣)−N2 n( j′− j)u
× 2− 4mβ j
′
p
( t∫
2−2 j′β
∑
Q j′,k′⊂Q wj,k
∣∣u
′j′,k′(s)∣∣p(s22 j′β)m dss
) 1
p
×
( t∫
2−2 j′β
∑
Q j′′,k′′⊂Q w′j,k
∣∣v
′′j′′,k′′(s)∣∣p(s22 j′β)m dss
) 1
p
( t∫
2−2 j′β
s
2−2m
p−2 ds
) 1
u
 C2
nj
2 + j
∑
j j′+5,0< j′− j′′3
2−2 j′β2
n( j′− j)
u
∑
w,w ′∈Zn
(
1+ |w|)−N(1+ ∣∣w ′ − w∣∣)−N
×
( t∫
2−2 j′β
∑
Q j′,k′⊂Q wj,k
∣∣u
′j′,k′(s)∣∣p(s22 j′β)m dss
) 1
p
×
( 2−2 j′β∫
0
∑
Q j′′,k′′⊂Q w′j,k
∣∣v
′′j′′,k′′(s)∣∣p(s22 j′β)m dss
) 1
p
.
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∫ t
2−2 j′β
∑
Q j′′,k′′⊂Q w′j,k |v

′′
j′′,k′′(s)|p(s22 j
′β)m dss  C2−nj+pγ2 j2
−p( n2+γ1− np ) j′ ,
∣∣b
,5j,k (t)∣∣ C2 nj2 + j− njp +γ2 j ∑
j j′+5
2−(
n
2+γ1− np ) j′−2 j′β2
n( j′− j)
u
∑
w∈Zn
(
1+ |w|)−N
×
( t∫
2−2 j′β
∑
Q j′,k′⊂Q wj,k
∣∣u
′j′,k′(s)∣∣p(s22 j′β)m dss
) 1
p
.
Choose δ to satisfy 2p(1− β + γ2) > δ > 0 such that
I9Qr = |Qr |
pγ2
n −1
∑
j− log2 r
2pj(γ1+
n
2− np )
2−2 jβ∫
0
∑
Q j,k⊂Qr
∣∣b
,5j,k ∣∣p(t22 jβ)m′ dtt
 C |Qr |
pγ2
n −1
∑
j− log2 r
22pj(1−β+γ2)−δ j
2−2 jβ∫
0
∑
j′ j−5
2(p−2)nj
′+δ j′−p( n2+γ1− np ) j′−2 j′βp
×
∑
w∈Zn
(
1+ |w|)−N
t∫
2−2 j′β
∑
Q j′,k′⊂Q wr
∣∣u
′j′,k′(s)∣∣p(s22 j′β)m dss
(
t22 jβ
)m′ dt
t
.
We change the order of integration for variables s and t , and accordingly
I9Qr  C |Qr |
pγ2
n −1
∑
j− log2 r
22pj(1−β+γ2)−δ j
∑
j′ j−5
2(p−2)nj
′+δ j′−p( n2+γ1− np ) j′−2 j′βp
×
∑
w∈Zn
(
1+ |w|)−N
r2β∫
2−2 j′β
∑
Q j′,k′⊂Q wr
∣∣u
′j′,k′(s)∣∣p(s22 j′β)m dss
2−2 jβ∫
0
(
t22 jβ
)m′ dt
t
,
which infers
I9Qr  C |Qr |
pγ2
n −1
∑
j− log2 r
22pj(1−β+γ2)−δ j
∑
j′ j−5
2(p−2)nj
′+δ j′−p( n2+γ1− np ) j′−2 j′βp
×
∑
w∈Zn
(
1+ |w|)−N
r2β∫
2−2 j′β
∑
Q j′,k′⊂Q wr
∣∣u
′j′,k′(s)∣∣p(s22β j′)m dss
 C |Qr |
pγ2
n −1
∑
j′− log2 r−2
∑
j j′+5
22pj(1−β+γ2)−δ j2(p−2)nj
′+δ j′−2p( n2+γ1− np ) j′−2 j′βp
×
∑
w∈Zn
(
1+ |w|)−N
r2β∫
−2 j′β
2pj
′(γ1+ n2− np )
∑
Q j′,k′⊂Q wr
∣∣u
′j′,k′(s)∣∣p(s22β j′)m dss
2
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pγ2
n −1
∑
j′− log2 r−2
∑
w∈Zn
(
1+ |w|)−N
r2β∫
2−2 j′β
2pj
′(γ1+ n2− np )
×
∑
Q j′,k′⊂Q wr
∣∣u
′j′,k′(s)∣∣p(s22β j′)m dss .
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