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（SLG），出塁率（OBP），OPS などがある（Albert and Benett, 2003）．長打率は単打に 1，二塁
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B(Kη, K(1 − η))p
Kη−1(1 − p)K(1−η)−1 (K > 0, 0 < η < 1).(1.1)













よび得られる反応値の種類によってさまざまなものが考案されている（Hambleton et al., 1991;
De Ayala, 2008; Baker, 1992）．リンク関数にはロジスティック関数やプロビット関数が用い
られる．またその推定手法についても，周辺最尤推定法（Bock and Aitkin, 1981）やマルコフ連
鎖モンテカルロ法（MCMC）を用いたベイズ推定（Patz and Junker, 1999a, 1999b）など，さまざ
まな手法が確立されており,それを実装したソフトウェアやパッケージなども多い（Bilog-MG,
2005; Rizopoulos, 2006; Chalmers, 2012）．もともとは教育工学や心理学の分野で発展した理論


















yi,j を打者 j (j = 1, . . . , n) の打席 i (i = 1, . . . , lj) での結果（アウトならば 0，ヒットならば
1 の値を取る）とする．ここで lj は打者 j の合計の打席数である．xi,j を打者 j が打席 i で対
戦した投手とする．xi,j は (1, 2, . . . , m) のいずれかの値をとる．m はリーグ内の投手の数であ
る．表 1は，選手 j について記録されるデータを，模式的に示したものである．
yi,j はパラメータ pi,j のベルヌーイ分布に従うと仮定し（pi,j = Pr(yi,j = 1)），pi,j に以下の
ような回帰型の構造を仮定する．





b1 x = 1
b2 x = 2
...
...
bm x = m
(2.2)
なる関数である．投手の難易度パラメータ bk（k = 1, . . . , m）は平均が 0 になるよう基準化され
ているとする．事前分布として，bk は平均 0，分散 σ2 の正規分布に従うとする．β0,j は平均
μ，分散 ξ2 の正規分布を仮定する．β1,j には，無情報階層事前分布として，区間 (−∞, ∞) の
一様分布を仮定する．階層事前分布として, σ, ξ には区間 [0, ∞), μ には区間 (−∞, ∞) の一様
分布を仮定する．
β1,j はヒットを打つ確率に対する，直前の打席の影響を表すパラメータである．我々は β1,j






打つ確率に着目すると，打者 j の打者 h に対するオッズ比は，
exp(β0,j)/ exp(β0,h)(2.3)
である．二つ目は投手の能力を比較するためのオッズ比である．投手難易度パラメータは平均
が 0 になるよう基準化されていることを仮定したため，ここでは 0 を基準としたオッズ比,
表 1．解析対象となるデータの一例．
























1 − p0,j p0,j
1 − p1,j p1,j
)
(2.8)
の 2 状態マルコフ連鎖を形作る．このマルコフ連鎖は既約かつ非周期的（Karlin, 1969）であり，
以下を満たす行ベクトル πj が定義できる．
πjP j = πj(2.9)
πj = (π0j , π1j) について解くと,
π0j =
1 − p1j
1 + p0j − p1j , π1j =
p0j
1 + p0j − p1j(2.10)





ンテカルロ法（ハイブリッドモンテカルロ法ともいう）による MCMC を用いた（Bishop, 2006）．
MCMC は推定の対象となる事後分布に従う乱数を，マルコフ連鎖を用いてシミュレートする








MCMC による IRT モデルのパラメータ推定法の中でも特に有名な手法として Albert
（1992）により提案された，データ拡大（data augmetation）アルゴリズムがある．0 または 1
の値を取る打席結果データ yi,j に対して，連続値を取る潜在変数 z を仮定する．z は平均
ηi,j = β0,j +β1,jyi−1,j +τ(xi,j)，分散 1の正規分布に従うとし，zi,j > 0ならば yi,j = 1，zi,j ≤ 0
ならば yi,j = 0 となる．言い換えると，yi,j = 1 という観測は 0 で右打切りされた zi,j の観測






Φ(0|ηi,j , 1)yi,j (1 − Φ(0|ηi,j , 1))1−yi,j(3.1)
と書ける．本研究ではリンク関数にロジット関数を用いる．この場合も Albert（1992）
と同様の議論により，潜在変数 z を仮定すると z はロケーションパラメータが ηij =
β0,j + β1,jyi−1,j + τ(xi,j) のスケールパラメータが 1 のロジスティック分布に従うと考え























F (0|ηij)yij{1 − F (0|ηij)}1−yij(3.3)








打者を 75人，投手を 165人に設定し，打数は 250で固定した．これらの設定は事例研究で用
いるデータと近い数字にしている．打者能力パラメータ β0,j , β1,j (j = 1, . . . , 75) と，投手難
易度パラメータ bk (k = 1, . . . , 165)を標準正規乱数で生成した．ピッチャー xi,j は各打者の
各打席ごとに一様乱数でランダムに選んだ．選択されたピッチャーに対応するパラメータ bk
から確率 logit−1(β0,j + bk) で 1，確率 1 − logit−1(β0,j + bk) で 0 を生成し，続けて成功確率
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図 1．推定値と真値の比較．横軸がシミュレーションで仮定した真値，縦軸が推定値である．
（a）投手難易度パラメータ b，（b）打者能力パラメータ β0，（c）打者能力パラメータ β1．
logit−1(β0,j + β1,jyi−1,j + bk) のベルヌーイ試行を繰り返して yi,j を生成した．こうして生成し
た yi,j と xi,j から元のパラメータを推定する．MCMC の試行回数は 2000 回とし，うち前半






数は，b については 0.98, β0 が 0.97, β1 が 0.95 と高い値になった．決定係数はそれぞれ 0.95,
0.94, 0.89 であった．
また，区間推定には 90%信用区間を使用した．事後分布の両端から確率 α/2 の部分を切り
取って残った，中央部の確率 (1 − α) に対応する区間を 100 × (1 − α) 信用区間と呼ぶ．ベイ
ズモデルではパラメータが確率変数であると考えるので，90%信用区間は真値を含む確率が
90%となる区間である．本解析では，MCMC サンプルの標本 5%点と 95%点をとり，それぞ
れを信用下限，信用上限とすることで，数値的な 90%信用区間を得た．表 2 より，信用区間
がその中にシミュレーションで仮定した真値を含む割合を計算すると，90%に近い値になって
いる．このことが，推定の信頼性を高めている．
投手難易度パラメータの事前分布のパラメータ σ については，事後期待値が 1.05，打者能
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表 2．推定された 90%信用区間が真値を含んだ回数と割合．
力パラメータの事前分布のパラメータについては μ が −0.11, ξが 0.98 であった．それぞれシ





分析を行った．対象となる打者はセ・リーグが 75 名，パ・リーグが 74 名，対象となる投手
はセ・リーグが 165 名，パ・リーグが 162 名である．条件を満たす打者の打席数の平均はセ・
リーグで 264.75，パ・リーグで 284.36 であった．
5.1 推定結果の概要
これまでに述べたように，推定にはハミルトニアン・モンテカルロ法を用いた．MCMC の
試行回数は 10000 回とし，うち前半の 5000 をバーン・イン期間として捨てた．連鎖の構成数
は 3とした．
収束の判定はトレースラインの目視による確認と Gelman（1996）の収束判定指標 Rˆ により
行った．Gelman（1996）では，Rˆ が 1.2 または 1.1 より小さければ収束したと判断してよいと
されている．本解析においてはすべてのパラメータについて，Rˆ が 1.1 より小さいことが確認
された．
投手難易度パラメータ bk は値が小さいほど，打つのが難しい投手である．事後期待値の値
が小さい順に上位 10 名の選手の推定結果を表 3に示す．90%信用区間とオッズ比，被安打率
もあわせて表示した．被安打率はピッチャーの能力を表す指標のひとつで，被安打数を打数
で割ったものである．また bk の事後期待値を全投手についてヒストグラムで図示した（図 2
（a）–2（b））．図の点線は bk の事後期待値の平均である．これらの図から bi は 0 付近を中心に
分布していることがわかる．
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（a） （b）




す．野球ではヒットよりもアウトのほうが起こりやすいため，β0,j は選手 j のベースラインと
なる能力と解釈できる．解釈しやすくなるよう，逆ロジット関数で変換した β0,j の事後期待値
に加えてその 90%信用区間，オッズ比，2.2節で検討した π1j の β0,j , β1,j からのプラグイン
推定値を算出した．オッズ比は β0,j の値を降順に並べて 10 番目の選手を基準としたオッズ比







が上がると解釈できる．MCMC サンプルから β1,j の 90%信用区間を求め，これが 0 を含ま
ないとき，調子の波が存在する選手とする．そのような選手を表 7–8 に示した．
表 5 の logit−1(β0) を見ると，阿部選手は打率と比較して β0 が大きく推定されており，梶谷
選手に関しては打率と比較して β0 が小さく推定されている．それに対応して，阿部選手は β1







プローチは Albert（2008）が用いたものである．いま 2 × 2 分割表の k 行 l 列目のセルを cklと
する（k = 1, 2, l = 1, 2）．選手 j についての分割表を，c11 =
∑
i
I{yi−1,j = 0, yi,j = 0}，c12 =∑
i
I{yi−1,j = 0, yi,j = 1}，c21 =
∑
i
I{yi−1,j = 1, yi,j = 0}，c22 =
∑
i
I{yi−1,j = 1, yi,j = 1}と
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表 7．打者能力パラメータ β1 の推定結果（セ・リーグ）．
表 8．打者能力パラメータ β1 の推定結果（パ・リーグ）．
表 9．阿部慎之助選手についての分割表．






















提案モデルでは打者 j とその直前の打席結果，および投手 kが決まれば，ヒットを打つ確率
を予測できる．直前の打席結果がアウトだった場合，打者 j と投手 kの対戦でヒットが出る確
率は，
p0,j,k = logit−1(β0,j + bk).(5.1)
直前の打席結果がヒットだった場合，
p1,j,k = logit−1(β0,j + β1,j + bk)(5.2)
と表す．直前の打席結果がアウトだった場合の，打者 jと投手 k の対戦回数を n0,j,k，そのヒッ
トの回数を h0,j,k と表す．直前の打席結果がヒットだった場合の，打者 j と投手 k の対戦回数
を n1,j,k，そのヒットの回数を h1,j,k と表す．実際のヒットの割合 h0,j,k/n0,j,k, h1,j,k/n1,j,k と，
提案モデルによる確率の推定値 p0,j,k, p1,j,k を比較する．以降，単に実際の割合といった場合
は h0,j,k/n0,j,k または h1,j,k/n1,j,k，推定確率といった場合は p0,j,k または p1,j,k を指すものと
する．推定確率と実際の割合の差を，図 3（a）および図 3（b）に示す．n0,j,k または n1,j,k が大き
くなるにつれ，実際の割合と予測確率の差は小さくなる傾向が見られた．
n0,j,k または n1,j,k が一定以上大きいにも関わらず，予測確率と実際の割合が大きく食い違
う場合，その打者と投手の組み合わせに固有の特殊な事情がある可能性を考える．n0,j,k また
は n1,j,k が 10 を超える組み合わせについて，実際の割合と予測確率の差が 0.2 を超えたもの
を表 11，12にまとめた．
阿部慎之助選手はベースラインとなる能力パラメータ β0 が大きく推定された（表 5）優れた
選手だが，スタンリッジ投手とは 13 回対戦して 1 回しかヒットを打てていない．いわばスタ
ンリッジ投手は阿部慎之助選手の天敵といえるだろう．本モデルは打者の能力と投手の能力を
測る基準となるため，このような特異な関係性を見出すことに利用できる．





























本研究では打席結果を 0 または 1 にコード化したデータから，投手の能力と打者の能力を
推定するモデルを提案した．ハミルトニアン・モンテカルロ法を用いたパラメータ推定の安定
性はシミュレーションと事例研究で確かめた．事例研究では，従来用いられる被安打率では低
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Measurements of Baseball Players’ Batting Abilities
Ko Abe1, Takenori Sakumura2 and Toshinari Kamakura2
1Graduate School of Science and Engineering, Chuo University
2Department of Industrial and Systems Engineering, Chuo University
Statistics of player performance is an important part of baseball. Many stats have
been proposed to measure a batter’s performance, including batting average, on-base per-
centage, and slugging percentage. In the ﬁeld of baseball analytics, the “streakiness” of
batter’s ability is often discussed using a binary sequence of hitting outcomes for a player
during a season.
Unlike previous studies, which use data from the batter, we take a diﬀerent approach.
To analyze a batter’s performance, we simultaneously model the pitcher and batter’s abil-
ity. To model a batter’s streakiness, we employ an extension of a one-parameter logistic
item response model. Item response theory (IRT) estimates both the subject’s ability
and item diﬃculty. In this study, the ability parameter and item diﬃculty parameter
correspond to the batter’s ability and pitcher’s ability, respectively. Although simplic-
ity is thought to make the one-parameter logistic model easy to interpret, our model
incorporates numerous parameters. However, using the odds ratio allows athletes to be
compared.
We express streakiness by the interactions of previous at bats and imposing the
Markov property on batting data. Speciﬁcally, we use MCMC in the Hamiltonian Monte
Carlo method (also called the hybrid Monte Carlo method). The computation of Gibbs
sampling is complex and time consuming, but the Hamiltonian Monte Carlo method is
easily computed once the prior distribution and the likelihood function are deﬁned. Our
simulation study shows that the true and estimated values agree well. Additionally, the
calculated proportion of times that the credible interval contains the true value is close
to the nominal value.
To demonstrate the usefulness of our proposed method, we applied it to analyze actual
data from Japanese professional baseball. Two-way tables can measure the dependence of
the previous success and the current success by the Pearson chi-square statistic and the
corresponding p-value of the test of independence. The results provide more information
and are consistent with the results of chi-square test. Because comparing streakiness in
the hypothesis test is diﬃcult, we ranked streaky players from the credible intervals and
the posterior means. IRT requires many subjects to estimate item diﬃculty parameters.
Although we estimated the parameters using fewer batters, the results from our method
are similar to those from IRT.
Key words: Bayesian hierarchical model, MCMC, sabermetrics, logistic model.
