A numerical modeling method for accurately predicting the acoustophoretic motion of compressible microparticles in microfluidic devices is presented to consider the effects of fluid medium flow and spatial temperature variation that can significantly influence the acoustophoretic motion. In the proposed method, zeroth-order fluid medium flow and temperature, and first-and second-order acoustic fields in the microfluidic devices are first calculated by applying quadratic mapping functions and a second-order finite difference method (FDM) to perturbed mass, momentum, and energy conservation equations and state equation. Then, the acoustic radiation force is obtained based on the Gorkov's acoustic radiation force equation and applied to the Newton's Equation of Motion to calculate the microparticle motion. The proposed method was validated by comparing its results to a commercial software package, COMSOL Multiphysics results, one-dimensional, analytical modeling results, and experimental results. It is shown that the fluid medium flow affects the acoustic radiation force and streaming significantly, resulting in the acoustic radiation force and streaming prediction errors of 10.9% and 67.4%, respectively, when the fluid medium flow speed is increased from 0 to 1 m/s. A local temperature elevation from 20 C to 22 C also results in the prediction errors of 88.4% and 73.4%.
I. INTRODUCTION
It has been of great interest to separate cells and microparticles in the broad areas of industrial, chemical, and biomedical applications such as polymer particle manufacturing, developing drug delivery/encapsulated particles, and separating blood cells or rare cells (e.g., circulating tumor cells). [1] [2] [3] [4] In recent years, label-free separations of different cells/microparticles based on their intrinsic physical properties (e.g., size, compressibility, density, and electrical polarization) have gained significant interest since they do not require the tagging of samples with labels (e.g., fluorescent, magnetic, and radioactive labels). [5] [6] [7] These label-free separation methods can significantly reduce the cost and time associated with cumbersome sample preparation steps. For label-free separations, various different forces such as dielectrophoretic, magnetophoretic, and inertia forces, as well as simple mechanical sieving methods have been utilized. Dielectrophoretic separation utilizes differences in induced dielectric properties of cells under a non-uniform electric field and magnetophoretic separation is based on differences in the intrinsic magnetic properties of cells. [5] [6] [7] [8] Inertia-force-based separation utilizes differences in entrance/transit time when cells/microparticles flow into narrow microstructures. 9, 10 Simple microstructures have been also utilized in separating particles or cells based on their sizes, such as deterministic lateral displacement. 11 However, these separation modalities have several drawbacks, such as low throughput, limited specificity, weak force, complicated microstructures, or need for expensive instrumentation.
Label-free, acoustophoretic separation has drawn significant interest in the past few years due to its unique capabilities of separating cells/microparticles based on their vibroacoustic properties with simple microfluidic structures and piezoelectric actuators. A microparticle in an acoustic standing wave generated by a resonant acoustic excitation experiences the acoustic radiation force that moves the microparticle either to the acoustic pressure nodes or antinodes of the standing wave depending on the physical properties of both the fluid medium and the microparticle. This principle has been used in microfluidic systems to separate cells and microparticles of different physical properties. [12] [13] [14] [15] [16] The acoustic radiation force generated by the resonant acoustic excitation is generally strong enough to be applied to the cell-or microparticle-suspended fluid medium "moving" at a relatively high speed. Also, the acoustic resonant excitation requires relatively low power consumption.
The acoustic radiation force applied on microparticles in inviscid, static fluid media has been studied by King, Yosioka and Kawasima, Gorkov, Nyborg, and others. [17] [18] [19] [20] [21] [22] The acoustic radiation force applied on spherical "rigid" microparticles was first studied by King. 17 Later, the integral form of the acoustic radiation force applied on spherical "compressible" microparticles was derived by Yosioka and Kawasima. 18 Gorkov 19 derived the simple derivative form of the threedimensional (3-D) acoustic radiation force for compressible microparticles, which is also presented in Eq. (19) in this article. Nyborg 20 also derived the acoustic radiation force on a rigid microparticle using a procedure similar to King's.
The acoustic radiation force derived from a onedimensional (1-D), analytical acoustic model in a "static" fluid medium has been widely used to design acoustophoretic, microfluidic separation devices. This 1-D analytical model 15, 23 is represented as 
where q 0 and q p are the densities of the fluid medium and microparticle, respectively, b 0 and b p are the corresponding compressibilities, P 1 is the first-order acoustic pressure amplitude of the resonant standing wave, V p is the microparticle's volume, k is the wavelength, k is the wave number defined as k ¼ 2p/k, and x is the shortest distance from an acoustic pressure node. One major limiting factor with the 1-D analytical acoustic radiation force in Eq. (1) is that it is based on the assumption of a 1-D acoustic field in an inviscid, "static" fluid medium. Since a real microfluidic device has a 3-D geometry or at least can be considered to be 2-D when one dimension of the device is much smaller than the other dimensions and the minimum acoustic wavelength, it is inappropriate to apply Eq. (1) to 2-D or 3-D microfluidic devices. In addition, when there is a fluid medium flow, the effects of the flow need to be taken into consideration. The viscous boundary layers generated from no-slip conditions on the walls of a microfluidic device make microparticles move at different velocities depending on their positions relative to the wall. For example, a microparticle initially placed close to the wall of the device moves much slower than one placed in the middle due to the viscous boundary layer. This motion cannot be correctly evaluated by using the 1-D analytical model. Thus, the 1-D analytical model is too simplistic to predict important physical phenomena such as the effects of the moving fluid media, viscous boundary layers, and 2-D or 3-D geometries.
The 2-D or 3-D modeling approaches for analyzing acoustophoretic phenomena in static fluid media have been previously reported. 19, [23] [24] [25] However, in these models, the effects of medium flow or viscous boundary layers and the temperature elevation induced by piezoelectric actuators were not considered. For example, Hags€ ater et al. 23, 24 performed a 2-D numerical analysis based on a modal approach in a microfluidic channel with a static fluid medium to obtain first-order, "linear" acoustic pressure and particle velocity distributions. Settnes and Bruus 25 presented a 3-D time-averaged acoustic radiation force model in a static, viscous fluid medium based on the work of Gorkov.
The current article presents a numerical modeling approach to analyze the acoustophoretic motion of microparticles suspended in "moving" viscous fluid media with spatially varying temperature distributions inside microchannels. Here, it is proposed that acoustic pressure fields are first analyzed from the mass, momentum, and energy conservation equations and the state equation. By using a perturbation method, 26, 27 each variable in these equations is expanded based on its order of magnitude. Then, the complex "nonlinear" governing equations are decomposed into nth order equations (n ¼ 0, 1, 2,…) where the first-and higherorder equations are linear. Thus, the proposed perturbation method significantly reduces the complexities of the governing equations.
Here, the decomposed equations are solved by using quadratic mapping functions and a second-order finite difference method (FDM) 28 along with appropriate boundary and excitation conditions. In this article, the fluid medium flow and temperature distributions in a microfluidic device are proposed to be analyzed from the zeroth-order governing equations. The zeroth-order fluid medium flow and temperature solutions are then substituted into the first-and second-order governing equations. Thus, the effects of the zeroth-order variables can be considered in the higher-order equations. Additionally, non-reflective acoustic boundary conditions at the inlet and outlet of the microfluidic device are applied to the first-and second-order governing equations so that any incident waves to the boundaries are completely absorbed. The acoustic radiation force applied to the microparticle is then calculated by substituting the first-order solutions obtained from the previous step into the Gorkov's Equation. The Newton's Equation of Motion is then solved by applying the fourth-order Runge-Kutta method 28 to obtain the position and velocity of the microparticle numerically when the acoustic radiation force, viscous drag force, and buoyant and gravitational forces are applied to the microparticle. In this calculation step, the fluid medium and acoustic streaming velocities are also taken into account in the viscous drag force term.
The proposed numerical modeling procedure has several advantages over existing analytical and numerical approaches. First, by using the mapping functions, the acoustic pressure and particle velocity fields in microfluidic devices of any shapes can be numerically predicted. Thus, the effects of 2-D or 3-D geometries including 2-D or 3-D acoustic fields can be easily considered. Second, the effects of the fluid medium flow on the acoustic radiation force and the acoustic streaming are included in the proposed numerical model. The effects of the fluid medium flow on the acoustophoretic motion can then be analyzed, resulting in an accurate prediction of the microparticle motion. Although Muller et al. 29 recently described that the acoustic streaming could be included in their modeling procedure implemented in a commercial software package, COMSOL Multiphysics, they included only a static fluid medium condition. Last, the zeroth-order temperature is proposed to be calculated to study the effects of the heat generated by piezoelectric actuators on the first-and second-order acoustic fields.
II. NUMERICAL MODELING
The proposed numerical modeling method for analyzing the motion of compressible microparticles suspended in microfluidic devices with moving viscous fluid media under resonant acoustic excitations is overviewed in Fig. 1 . In Secs. II A to II D, each step in this overview is described in detail.
A. Perturbed governing equations
The acoustic fields generated by an ultrasonic excitation in a moving fluid medium can be calculated from the mass, momentum, and energy conservation equations and the state equation. A piezoelectric actuator that is generally used to excite the acoustic fields in the fluid medium can generate heat. The resulting temperature distribution can change acoustic resonance frequencies, which requires the retuning of the resonant excitation frequency. Here, the effects of the heat generated by the actuator on the acoustophoretic motion are investigated by considering the energy conservation equation along with temperature boundary conditions at the excitation areas.
The four governing equations in a compressible, viscous Newtonian fluid medium can be represented as
where q is the fluid density, v is the fluid velocity vector
, p is the pressure, s is the entropy, T is the temperature, j is the thermal conductivity, g is the dynamic viscosity, b is the dimensionless viscosity ratio defined as b ¼ g b /g þ 1/3, g b is the bulk viscosity, and W is the viscous dissipation function. 26 In general, the parameters of the fluid medium (e.g., q, j, g, and b) are the functions of temperature T. When the temperature variation is insignificant, which is true for all cases in this article, these parameters can be considered as constants. For example, when the temperature of a water medium increases from 20 C to 22 C (5% change), the thermal conductivity is changed from j ¼ 0.599 W/(m K) to 0.6025 W/(m K) (0.58% change) and the dynamic viscosity is varied from g ¼ 0.001 Pa s to 0.00096 Pa s (4% change). 26, 30 In Eq. (2), each variable y (y ¼ p, q, s, T, v x , v y , or v z ) can be perturbed to be represented as a summation up to the second-order term, i.e., y ¼ y 0 þ y 1 þ y 2 where y 0 , y 1 , and y 2 are the zeroth-, first-, and second-order variables, respectively. 26, 27 Since the contribution of the third-and higherorder acoustic components to the acoustophoretic motion of microparticles is much smaller than that of the zeroth-, first-, and second-order variables, the third-and higher-order acoustic variables are ignored in the proposed numerical procedure. Then, Eq. (2) can be decomposed into the zeroth-, first-, and second-order equations by using this perturbation method.
In order to investigate the relation between the pressure, density, temperature, and entropy, the thermodynamic relations between these four variables can be expressed as
where c is the specific heat capacity ratio, b 0 is the compressibility, a v is the thermal expansion coefficient, and C p is the specific heat capacity at constant pressure. 29 For water at 20 C, the specific heat capacity ratio is c ¼ 1.014, the compressibility is b 0 ¼ 4.55 Â 10 À10 Pa
À1
, the ambient density is q 0 ¼ 998 kg/ m 3 , the specific heat capacity is C p ¼ 4183 J/(kg K), and the thermal expansion coefficient is a v ¼ 2.067 Â 10 À4 K
. 30 Then, the zeroth-order terms of Eq. (3) at 20 C can be rewritten as dq 0 ¼ 4.60 Â 10 À6 dp 0 À 0.206dT 0 and ds 0 ¼ 14.27dT 0 À 2.071 Â 10 À7 dp 0 . It can be thus concluded that the variation of q 0 and s 0 are mainly dependent on the variation of T 0 since the coefficients of dp 0 is so small to be ignored. In other words, the fluid media of interest in this article are mainly water or other fluids of which properties are similar to water. Then, the media can be assumed to be incompressible, in which the static (or zeroth-order) pressure variation cannot change the static density or entropy. Then, the zeroth-order equations can be obtained as
The fluid medium temperature T 0 can be calculated from Eq. (4) where the equation parameters associated with the fluid medium are also dependent on the temperature. Note that the perturbed zeroth-order equations in Eq. (4) 1/2 ¼ 0.151 lm, for the same time scale as the acoustic wave, that is extremely short compared with the dimension of microfluidic devices. Then, the effects of the thermal conduction can be ignored (i.e., j ¼ 0) in the first-order acoustic fields. If there is extremely slow or no flow, the time-derivative of the first-order entropy can be assumed to be zero (i.e., ds 1 /dt ¼ 0) by setting j ¼ 0 and ignoring the small viscous dissipation function W in the first-order, perturbed equation of Eq. (2c). Therefore, it is concluded that the first-order temperature is mainly dependent on the corresponding first-order acoustic pressure as shown in Eq. (3b) and the order-of-magnitude analysis gives
where a v T 0 /q 0 C p ¼ 1.451 Â 10 À8 for water at 20 C. The magnitude of the first-order acoustic pressure p 1 is experimentally measured to be in the order of 10 5 Pa and the magnitude of T 1 is then calculated as 10 À3 C from Eq. (5). Then the first-and second-order temperature is extremely small to be ignored, which can be also shown by solving the firstorder equations including the first-order temperature. 29 Since the temperature variation generated by piezoelectric actuators is usually small, the viscosity of the fluid medium (i.e., g and b) is considered to be constant. However, the zerothorder temperature still affects the wave propagation speed of the fluid medium that is critical in solving the first-and second-order equations, and thus should be considered in these higher-order equations.
By ignoring the entropy equation as explained above and using the perturbation method, 26 ,27 the first-order governing equations are represented as
Equation (6c) is a well-known linear acoustic equation for the speed of sound. [31] [32] [33] The zeroth-order, fluid medium velocity vector v 0 is input to the first-order, linear equations in Eq. (6) . Then, the first-order, acoustic solutions are obtained from the first-order equations for a given external acoustic excitation and acoustic boundary conditions (e.g., rigid, non-reflective, or impedance acoustic boundary conditions).
Similarly, the second-order governing equations are written as
Equation (7c) is a well-known nonlinear acoustic equation [31] [32] [33] where B/A is the nonlinearity parameter defined as
in the isentropic condition, e.g., B/A ¼ 5 for distilled water at 20 C. 27 The linear operators in the left-hand side (LHS) of Eq. (7) are exactly same as in Eq. (6), although the unknown variables are of first-and second-orders in Eqs. (6) and (7), respectively. The right-hand side (RHS) terms in Eq. (7) represent the inhomogeneous acoustic source terms that are composed of the first-order variables. Thus, once the first-order solutions are determined from the first-order equations in Eq. (6), the second-order equations in Eq. (7) become linear as in Eq. (6).
B. Discretization and mapping
When a microfluidic device is thin in the thickness direction (i.e., z-direction) relative to the minimum wavelength, the acoustic variation in this thickness direction can be ignored and the acoustic pressure and particle velocities in the length and width directions (i.e., x-and y-directions) are then only of interest. In this case, this microfluidic device can be considered to be 2-D.
In order to calculate the acoustic fields inside the 2-D microfluidic devices, the computational domain is discretized and a second-order FDM is applied to the perturbed governing equations in Eqs. (4), (6), and (7) in the discretized computational domain. By applying the mapping function, a non-rectangular-shaped physical domain can be mapped into a rectangular computational domain. For example, Fig. 2 illustrates a quadratic element with nine nodes mapped from the physical to computational domains. Therefore, a microfluidic device of any shape can be discretized and mapped into regularly meshed quadratic elements by using the mapping function. This mapping function that relates the physical coordinates (x, y) and the computational coordinates (r, s) can be expressed as
where e i is the quadratic mapping function. 34 The spatial derivatives in both the domains are related by using the chain rule in a matrix form as 
For the square element in the computational domain in Fig. 2(b) , the finite difference operators that approximate the first spatial derivatives in the perturbed governing equations are defined as D 1r and D 1s by using the Kronecker Product "" 28 as
where I 3 is the 3 Â 3 identity matrix, and D 1 is the first-order finite difference operator in a 1-D space defined as 
For the quadratic element, the finite difference operators for the first and second derivatives in the physical coordinate system can then be expressed as
where [J applying Eq. (11) to Eqs. (4), (6) , and (7), the discretized governing equations for a single element are obtained in a matrix form. Then, the individual matrices are assembled to form a global matrix. 34, 35 On the basis of this global assembly procedure, the zeroth-order governing equations in Eq. (4) are then represented as
where U 0 is the discretized solution vector defined as
, Q 0 is the discretized matrix form of the LHS operators in Eq. (4), and F 0 is the discretized "nonlinear" excitation vector of the RHS functions in Eq. (4).
Boundary conditions such as no slip condition (i.e., zero velocities at the walls), inlet fluid medium velocity condition, and temperature distribution on the surfaces of piezoelectric actuators are applied to Eq. (12) [Fig. 3(a) ], e.g.,
at the inlet of x ¼ 0 0 at the side walls of y ¼ 0 and y ¼ w; 
where v 0_avg is the mean flow speed of the fluid medium. The boundary conditions presented in this paper can be changed depending on the conditions of a specific microfluidic channel. When the outlets of a microfluidic channel are connected to sample collectors where the gauge pressure can be assumed as p 0 ¼ 0, Eq. (13c) can be an appropriate boundary condition. In general, the flow speed at the outlet is not monitored although the inlet flow speed is controlled by a pump. In order to solve the nonlinear FDM equation in Eq. (12), an iteration method 36 is proposed, i.e.,
where l is the iteration index (l ¼ 0, 1, 2,…) and a r is the relaxation factor (0 < a r 1) that can be used to control the convergence of Eq. (14) . The equation is repetitively solved until U 0 converges to a solution vector with an assumed initial solution vector U 0 0 at l ¼ 0 that satisfies the boundary conditions. Here, a convergence error is defined as e ¼ jU Similar to Eq. (12), the first-and second-order governing equations in Eqs. (6) and (7) can be discretized as
where the first-and second-order solution vectors are
T , respectively, and Q is the discretized version of the linear operators in the LHS of Eqs. (6) and (7) including the zeroth-order fluid medium velocity vectors, v 0x and v 0y with the coefficients dependent on the zeroth-order fluid medium temperature vector T 0 . When an excitation to the system is harmonic (e.g., sinusoidal excitation with an excitation frequency of x), the transient response of the system induced by its initial conditions exponentially decays out due to the fluid medium damping. Then, the system reaches to a steady state. Since the transient response is generally short and not of importance for analyzing the acoustophoretic motion, it is of interest to find only the steady-state, harmonic solutions at the angular frequencies of x and 2x as well as the zerofrequency (i.e., time-independent) nonlinear components in this article. For Eq. (15a), for example, the first-order acoustic boundary conditions are expressed as The nonlinear, harmonic excitation vector function F 2 consists of "time-independent" component (i.e., DC offset) as well as "time-dependent" component with the frequency of 2x, e.g., sin 2 xt ¼ 1/2 À 1/2cos 2xt. Thus, the second-order solution vector can be written as the summation of both the time-independent and time-dependent components. Then, Eq. (15b) can be further decomposed into two equations as
where U 20 and U 22 are the second-order, time-independent and time-dependent solution vectors, respectively (i.e., equations, Eqs. (15) and (17), respectively. These nonreflective boundary conditions are useful when a small x-direction length of the microfluidic channel is selected for computationally efficient numerical analyses as in Fig. 4(a) . Then, the non-reflective conditions can result in acoustic solutions that include the effects of a larger channel than the selected length. In case that there are rigid walls at x ¼ 0 and x ¼ L and the fluid medium is pumped through small tubes connected to the bottom or top of the channel, the zero velocity conditions of v 1x ¼ v 22x ¼ 0 at x ¼ 0 and x ¼ L may be more appropriate than the non-reflective boundary conditions. The second-order, time-independent acoustic particle velocities obtained from Eq. (17a) is referred to as the acoustic streaming velocities.
26,37
D. Motion of microparticle
For a single microparticle suspended in a moving fluid medium excited by a resonant acoustic wave, there are mainly four forces exerted on the microparticle, i.e., acoustic radiation force, viscous drag force, gravity force, and buoyancy force. 15, 16 For 2-D microfluidic devices, the gravity and buoyancy forces in the vertical direction (i.e., the thickness direction) are assumed not to affect the microparticle's motion in the 2-D horizontal plane. When the motion of microparticles occur in the cross-section of a microfluidic device including the vertical direction, both the constant gravity and buoyancy forces can be considered in the procedure presented below.
Here, the acoustic radiation force is obtained by applying the first-order acoustic pressure and particle velocities to the Gorkov's equation. The Gorkov's acoustic radiation force 19 applied on a compressible microparticle in an inviscid fluid medium is expressed as
where the variables inside "h i" are the time-averaged ones. Equation (19) is valid under the assumption that the particle radius is much larger than the acoustic diffusion length d ¼ (2g/ q 0 /x) 1/2 and smaller than the incident wavelength. 25, 38 If the microparticle size is in the same order of magnitude of the acoustic diffusion length, the effect of fluid viscosity cannot be ignored and the equation modified by Settnes and Bruus 25 should be applied in place of Eq. (19) . Since the acoustic pressure or particle velocity is a function of microparticle's position and time, the acoustic radiation force is also the function of the microparticle's position and time, i.e.,
where the acoustic radiation force has two directional components in a 2-D microchannel, i. For a low Reynolds Number relative flow (e.g., Re < 1), the viscous drag force is proportional to the velocity difference (or the relative velocity) between the microparticle and the fluid medium, 26 i.e.,
where T . In the medium velocity vector, the first-order acoustic particle velocities and the second-order, time-dependent acoustic particle velocities are not considered since their time averaged effects have been considered in the acoustic radiation force in Eq. (19) .
The acoustic radiation force in Eq. (19) , the viscous drag force in Eq. (21), and the buoyancy and gravity forces are used to calculate the microparticle's motion using the Newton's Equation of Motion, i.e.,
where m p is the mass of the microparticle, U p is the vector of the microparticle's position and velocity defined as ; (23a)
In Eq. (23b), the resultant force components are F x ¼ F ax þ F bx þ F gx and F y ¼ F ay þ F by þ F gy where the subscripts of a, b, and g represent the acoustic radiation, buoyant, and gravitational forces, respectively. Here, the subscript "x" and "y" can be changed to "y" and "z" depending on the plane where the microparticle moves. It is proposed that Eq. (22) is solved for the microparticle's position and velocity vectors by using the fourth-order Runge-Kutta method.
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E. Modified, 1-D analytical model
In this article, the proposed modeling procedure is compared with the commonly used 1-D analytical model in Eq.
(1). For this comparison, the 1-D analytical model in a static fluid medium is modified to include the effects of the fluid medium flow. The 1-D analytical acoustic radiation force F ay_1D in the y-direction for a compressible microparticle in a static fluid medium is given in Eq. (1). In this 1-D analytical model, the x-direction acoustic radiation force, F ax_1D is equal to 0. Then, the second term, in the RHS of Eq. (22), F p can be modified as
where the resultant force components are F x_1D ¼ F bx þ F gx and F y_1D ¼ F ay_1D þ F by þ F gy , and the fluid medium flow is considered in the velocity terms of the first two non-zero elements. The other terms except the force term in Eq. (22) remain unchanged in the modified 1-D analytical model.
III. SIMULATION RESULTS AND DISCUSSION
A. Simulation setups for analyses of microparticle motion in microfluidic devices
By using the proposed modeling method, microparticle trajectories in three representative microfluidic device configurations were simulated and compared to those obtained from the modified 1-D analytical model, a model developed by using a commercial software package, COMSOL Multiphysics, and an experiment. The three microfluidic device configurations are (1) a 2-D, shallow, rectangular microchannel, (2) a circular microfluidic chamber, and (3) a 2-D rectangular cross-sectional model of a microchannel.
For the cases of both the circular chamber and the rectangular cross-sectional models, the sidewall boundaries for the first-order acoustic fields are set to be rigid except the excitation areas. For analyzing acoustophoretic microparticle motion in the shallow, rectangular microchannel, acoustic variations in the thickness direction (i.e., the z-direction) were ignored as discussed in Sec. II B and thus it is considered as a 2-D microchannel. The specific boundary conditions for the zeroth-, first-, and second-order governing equations are shown in Fig. 3 .
In order to understand the effects of both the fluid medium velocity and the heat generated by the piezoelectric actuator on the acoustic radiation forces and the acoustic streaming, various fluid medium velocity and temperature boundary conditions were considered separately in the shallow, rectangular microchannel.
As the baseline unless specified otherwise, the diameter and density of the microparticles were set to 10 lm and 1050 kg/m 3 , respectively. The compressibility of the microparticle and fluid medium were set to 2.25 Â 10 À10 Pa À1 and 4.55 Â 10 À10 Pa
À1
, respectively. These microparticle properties represent those of a polystyrene (PS) bead.
In both the 2-D, shallow microchannel model and the rectangular cross-section model, the acoustic diffusion length is d rect ¼ 0.39 lm and the microparticle size is 5.0 lm in radius. In the circular chamber model, the acoustic diffusion length is d circle ¼ 0.52 lm and the oil droplet is 7 lm in radius. Therefore, these simulation conditions satisfy the assumption of the large particles compared to the acoustic diffusion length to apply the Gorkov's acoustic radiation force equation in Eq. (19) to these simulations. C uniformly in the entire physical domain and thus the first half-wavelength resonance excitation frequency in the y-direction was f ¼ c 0 /2/w ¼ 2.117 MHz for the microchannel with the width of w ¼ 0.35 mm. The inlet fluid velocity profile is set to be a parabolic shape with the spatially averaged speed of 14 mm/s at the upstream boundary [see Fig. 4(a) ]. As shown in Fig. 4(a) , the acoustic excitation with a Hanning-windowed velocity profile was applied at the excitation area on the sidewall where the piezoelectric actuator was placed. Although a localized acoustic excitation over a small range [i.e., only 2 mm in length as indicated in Fig. 4(a) ] was applied, a significant length of the microchannel was affected by this excitation as in the acoustic radiation forces in the x-and y-directions and the acoustic streaming [Figs. 4(b)-4(d)]. However, the effects of the excitation diminished quickly as the distance from the excitation center increased. Thus, the force and acoustic fields in Fig. 4 show "2-D" distributions that cannot be predicted accurately by using the 1-D analytical model. Since the microparticles have positive contrast factors, they are forced to the channel center at y ¼ 0.175 mm in the y-direction while in the x-direction they are pushed away from x ¼ 20 mm as shown in Fig.  4(b) and 4(c) . The acoustic radiation force in the y-direction F ay is about 23 times stronger than that in the x-direction F ax in magnitude.
In Fig. 4(d) , the four vortices can be observed in the microchannel, where the x-direction acoustic streaming velocity components v 20x are larger than the y components v 20y . The acoustic streaming seems to be symmetric with respect to the x ¼ 20 mm location. In Fig. 4(d) , the maximum positive and negative acoustic streaming velocities are almost the same and thus the small fluid mean flow speed 0.014 m/s does not affect the acoustic streaming significantly. In the x-direction, both the acoustic radiation force and the acoustic streaming push microparticles away from center location (x, y) ¼ (20 mm, 0.175 mm). Therefore, microparticles suspended in a static fluid medium can gradually aggregate away from this center location.
C. Comparison between 2-D numerical model and 1-D analytical model
In order to conduct a numerical simulation that resembles the 1-D analytical model case, a simulation setup was generated in Fig. 5(a) . Here, a numerical model with 1-D plane-wave-like acoustic fields in the y-direction was developed by using a large excitation area (i.e., 100 mm in length). The amplitude of the first-order acoustic pressure calculated by using the proposed numerical model was used as the pressure input P 1 in Eq. (1) for calculating the particle trajectory based on the modified 1-D analytical model in Sec. II E. In both the models, the same parabolic velocity profile in the x-direction is assumed as the zeroth-order, inlet fluid medium velocity condition and the same viscous drag force model is considered as described in Sec. II D. Figure 5 (b) shows that the simulated particle trajectories obtained from the proposed numerical model and the modified 1-D analytical model are almost identical to each other, with the maximum position difference of 7 lm. This difference comes from the 2-D effects that always exist although the excitation boundary is much larger than the area of interest shown in Fig. 5(b) . This small trajectory difference confirms that the proposed numerical model is valid when compared to the 1-D analytical model.
In practice, it is challenging to generate a uniform excitation in a large area that can result in 1-D, plane-wave-like acoustic fields inside a microchannel. In this respect, the localized excitation model that also includes the parabolic flow profile [e.g., as in the 2-D numerical model in Fig. 4(a) ] closely resembles "real" microfluidic systems. Additionally, the 1-D analytical model in Eq. (24) can be modified to consider the effect of either uniform or parabolic velocity profile. As can be seen in Fig. 6 , the particle trajectory including the effects of the 2-D acoustic fields, when compared to that of the modified 1-D analytical model with the parabolic velocity profile, shows the maximum 45 lm difference in the y- direction location. When comparing the simulated trajectory of the 2-D numerical model to that of the modified 1-D analytical model including the uniform velocity profile, this difference is even more significant, showing the maximum difference of 77 lm. This difference is significantly pronounced in Fig. 6 since the microparticle's initial location is close to the sidewall where the x-direction medium velocity is almost zero for the parabolic velocity profile. In general, the parabolic medium velocity is more realistic than the uniform flow due to the viscous boundary layers along the sidewalls. This indicates that the proposed 2-D numerical model can be used to more accurately predict the motion of the microparticles in the acoustic standing wave than the simple 1-D model. In addition to the horizontal motion of the microparticles, they can also move in the vertical direction due to the acoustic radiation force, gravity, buoyancy, and acoustic streaming in the vertical direction. Figure 7 (a) shows a 2-D cross-sectional simulation setup where the sidewalls are sinusoidally excited and the water medium is static (i.e., in no motion). The acoustic streaming on the rectangular cross-section is shown in Fig.  7(b) . In this figure, there are the four acoustic streaming vortices, which is similar to the acoustic streaming in Fig. 4(d) , although the magnitude and direction are different. The almost identical acoustic streaming pattern is also predicted by using the modeling method, proposed by Muller et al. 29 and implemented in the COSMOL multiphysics. Regarding the predicted first-order acoustic pressure, the proposed model shows the maximum pressure of 1.033 Â 10 5 Pa, while the COMSOL model shows the maximum pressure of 1.019 Â 10 5 Pa, resulting in approximately 1.4% difference. The maximum magnitudes of the acoustic streaming velocities for both the FDM and COMSOL models are 1.018 and 1.057 lm/s, respectively, showing approximately 2.2% difference.
The predicted microparticle trajectories are also compared. Fig. 4(a) . three different initial z-locations when they are subject to the acoustic radiation, gravity, buoyancy, and viscous drag forces. In the simulations, the gravitational force was applied in the negative z-direction. When there is no acoustic streaming and no acoustic pressure variation in the z-direction, these microparticles should be moving at the same speed regardless of the z-direction height differences when starting from the same ylocation. However, as in Fig. 7(c) , the velocities of these microparticles are dependent on their initial z-locations due to the acoustic streaming. The microparticle trajectories of both the models are in line with each other with the maximum trajectory distance of 6 lm. The small differences in the simulated acoustic fields and the microparticle trajectories indicate that the proposed modeling method is valid when compared with the modeling method proposed by Muller et al.
29
E. Simulated motion of oil droplets in circular chamber and comparison with experimental data By using the mapping functions described in Sec. II B, the acoustophoretic motion of microparticles in non-rectangular microfluidic devices can be analyzed. For example, a microchannel with a circular chamber can be designed to trap oil droplets in certain areas of the chamber. 39 The dimensions of the circular chamber are shown in Fig. 8(a) . The radius of the circular chamber is r ¼ 0.373 mm and the channel width at the inlet and outlet is 0.125 mm. This radius determines 1.1 MHz as the first resonance frequency to trap crude oil (Midland, TX) droplets in water inside the circular chamber. Because of the negative acoustic contrast factor of the oil droplets, they move toward the chamber's sidewalls where the acoustic pressure anti-nodes are formed in the resonant standing wave. The microfluidic channel was fabricated in silicon to a depth of 100 lm, and anodically bonded to a borofloat cover glass. A cylindrical piezoelectric transducer with the height and diameter of 15 and 25 mm (Model: PZ26, Ferroperm Piezoceramics A/S, Kvistgaard, Denmark) was attached to the bottom of the microchip using wax, and actuated with a function generator (DG4102, Rigol Technologies Inc., Cleveland, OH) via a 40 dB power amplifier (406L, Electronic Navigation Industries Inc., Rochester, NY). The oil droplets of 14 lm in diameter were generated by an off-chip T-junction droplet generator, 39 and injected into the microfluidic channel with a syringe pump (Pico Plus, Harvard Instruments, Holliston, MA). Using a microscope (Eclipse LV100, Nikon Instruments Inc., Melville, NY) and camera (DS-2MV, Nikon Instruments Inc.), the motion of an oil droplet was recorded and the recorded motion was processed with an in-house MATLAB program to automatically extract the trajectory of the oil droplet as a function of time.
On the basis of the experimental conditions, the simulation setup of the microchannel is shown in Fig. 8(a) . For simplification, the boundary of the chamber [i.e., the circumferential sidewalls represented in the thick lines in Fig. 8(a) ] is considered as the sinusoidal excitation boundary. In Fig. 8(a) , the y-direction excitation velocity was optimally identified to v e ¼ 0.66 mm/s by fitting experimental and predicted trajectories of the oil droplet. The spatially averaged fluid medium velocity at the inlet was 2.22 mm/s that was measured by timing the flow volume of the water medium and the oil droplets. For the oil droplet, the density and compressibility were measured as 880 kg/m 3 and 6.6 Â 10 À10 Pa
À1
, respectively. By using the FDM model, the first resonance excitation frequency is identified at f 1 ¼ c 0 /r/3.40 ¼ 1.162 MHz, agreeing with the experimental resonance frequency of 1.1 MHz. The predicted acoustic streaming velocity and acoustic pressure fields are shown in Figs. 8(c) and 8(d) , respectively. For this first resonant excitation case, the first-order acoustic pressure field has an acoustic pressure nodal line in the middle and two anti-nodes at the sidewalls. Because of the slow flow velocity close to the sidewalls, the oil droplets stay stationary once they approach close to the sidewall, being trapped at the sidewall. In Fig. 8(d) , the white line represents the experimental oil droplet trajectory and the black and gray ones do the numerically predicted trajectories with and without the inclusion of the acoustic streaming, respectively. The simulated oil droplet trajectory including the acoustic streaming is matched well with the experimental one, showing the numerical model of the circular trapping chamber is valid. However, the predicted trajectory without the acoustic streaming has the larger distance difference from the experimental one than the one with the acoustic streaming included, indicating that the acoustic streaming cannot be ignored for analyzing the acoustophoretic motion of the oil particle in the circular chamber. acoustic radiation forces in the x-and y-directions are reduced by 5.8% and 9.7%, respectively, when compared with the results in Fig. 4 , and the maximum acoustic streaming velocity is reduced by 85.3%. Figures 10(a) and 10(b) show the spatially averaged percentage errors of the acoustic radiation forces and the acoustic streaming velocities as a function of the flow speed. The spatially averaged errors are calculated by using Eq. (25) below with reference to the acoustic radiation force and acoustic streaming velocity in the case of no fluid medium flow and no temperature variation (i.e., uniform temperature distribution at 20 C).
where q is the acoustic radiation force vector or acoustic streaming velocity vector, and q ref is the reference, (x m , y n ) is the data location vector, and N and M are the numbers of the data points in the x-and y-directions, respectively. For each data point in Fig. 10 , the domain for the spatial average is from x ¼ 15 mm to x ¼ 25 mm. As shown in Figs. 9(a) and 9(b) , the spatial pattern of the acoustic radiation force is not significantly affected by the fluid medium flow speed, although the magnitudes of the acoustic radiation force are changed noticeably. The force magnitude increases as the mean flow speed v 0_avg increases with the maximum change of approximately 12.0% at v 0_avg ¼ 10 m/s as shown in Fig. 10(a) . For v 0_avg ¼ 1 m/s, the maximum percentage change of the acoustic radiation force is merely 0.11%. Therefore, in the microchannel with the low mean flow speed of v 0_avg < 1 m/s, the effects of the fluid medium velocity on the acoustic radiation forces can be ignored.
In contrast, as shown in Fig. 10(b) , the effects of the flow speed on the acoustic streaming velocities are much more significant than those on the acoustic radiation forces, even in the low flow speed. In particular, from 0 m/s to 2 m/s in Fig. 10(b) , the spatially averaged percentage error increases significantly to 81.0% and then the error slope becomes slow, and then reaches to the maximum percentage error of approximately 97.2% at v 0_avg ¼ 10 m/s. The dramatic change of the acoustic streaming velocities at the low fluid medium speed can be caused by the convection of the zeroth-order fluid flow as shown in Fig. 9(c) where the acoustic streaming velocities are pushed and stretched along the direction of the flow when compared to Fig. 4(d) .
G. Effects of local temperature elevation on acoustic radiation forces and acoustic streaming in 2-D, shallow, rectangular microchannel For the case of the elevated temperature boundaries along the excitation areas, the temperature was set from 20 C to 25 C at the excitation boundaries where the piezoelectric actuators were placed and 20 C at the other boundaries. This temperature range is selected based on the temperature changes observed in real microfluidic channels with the dimensions similar to those in Fig. 4(a) . The fluid medium was static and the excitation frequency was set to be the same as in Fig. 4(a) (i.e., 2.117 MHz). Figure 11 (a) shows the zeroth-order temperature distribution due to the heat generated from the piezoelectric actuator. Since the spatial temperature distribution affects the thermal and acoustic parameters of the fluid medium, it can be seen that the resulting acoustic radiation forces and acoustic streaming are significantly different [ Figs. 11(b)-11(d) ] from those without considering the elevated temperature in Fig. 4 . In Figs. 11(b)-11(d) , the acoustic radiation forces and acoustic streaming are more focused at the excitation area from x ¼ 19 mm to x ¼ 21 mm where the temperature is higher than the other areas. The magnitudes of the acoustic radiation forces in Figs. 11(b) and 11(c) were reduced significantly (e.g., 96.2% reduction at x ¼ 20 mm for the y-direction acoustic radiation force) under the same excitation condition, although there was only a temperature difference of 5 C between the heat source (i.e., piezoelectric actuator) and the other boundaries. The amplitude reduction is caused by the half-wavelength resonance frequency shifted by the heat. The heat can increase the wave speed in the fluid medium and then decrease the half-wavelength resonance frequency for the given channel width. As shown in Fig. 11(d) , the maximum acoustic streaming velocity was also changed (approximately 36.1% reduction) by the heat when compared to the acoustic streaming results without temperature increase in Fig. 4(d) . Figure 12 shows the spatially averaged percentage errors, of the acoustic radiation forces and the acoustic streaming velocities, caused by the local temperature elevation. These errors are defined in Eq. (25) and referenced with the baseline case in Fig. 4. In Fig. 12 , the significant changes of the acoustic radiation force and the acoustic streaming can be observed when temperature T e increases from 20 C with the maximum errors of the acoustic radiation forces and acoustic streaming velocities of 96.9% and 83.6%, respectively. Here, the spatial patterns of the acoustic radiation forces at the different piezoelectric actuator temperatures are similar to Figs. 11(b) and 11(c) and thus not shown. Even at the temperature elevation by 2 C from 20 C (i.e., 10% change), there are the significant acoustic radiation force and streaming errors of 88.4% and 73.4% induced by the change of the wave propagation speed. In the temperature range from T e ¼ 22 C to T e ¼ 25 C, both the percentage error change rates are insignificant. Thus, when tuning the resonant excitation frequency, the temperature change, even 1 or 2 degrees, will cause significant changes of the acoustic radiation forces and the acoustic streaming velocities. Thus, it is important to control the temperature elevation induced by the piezoelectric actuator or retune the resonant excitation frequency to minimize the variation of these acoustic quantities.
IV. CONCLUSION
The numerical modeling procedure was presented that can accurately predict the acoustophoretic motion of compressible microparticles in microfluidic devices. By applying the mapping function, the second-order FDM, and the acoustic boundary conditions to the perturbed mass conservation, momentum conservation, energy conservation equations and state equation, the fluid medium flow, the fluid medium temperature distribution, and the acoustic pressure and particle velocity fields were predicted. On the basis of the acoustic radiation force model proposed by Gorkov, these numerically calculated flow, temperature, and acoustic fields can be used to accurately predict the motion of microparticles. The proposed numerical modeling procedure was validated by comparing its results to those of the modeling method proposed by Muller et al. 29 as well as by comparing the microparticle trajectories obtained from both the proposed procedure in the 1-D plane-wave-like excitation case and the corresponding 1-D analytical model modified to include the medium flow effects. The modeling procedure was also validated by comparing the predicted trajectory of the oil droplet to the experimentally recorded trajectory in the circular flow-through chamber.
In the 2-D, shallow, rectangular microchannel, it is shown that the fluid medium flow affects the radiation force and the acoustic streaming significantly, resulting in the acoustic radiation force and streaming prediction errors of 10.9% and 67.4%, when the fluid medium flow speed is increased from 0 to 1 m/s. A local temperature elevation from 20 C to 22 C also results in the prediction errors of 88.4% and 73.4%.
The proposed FDM-based numerical modeling procedure is expected to be used to accurately predict acoustophoretic particle motion in microchannels including the effects of the fluid medium flow and the locally elevated temperature. Thus, it will enable virtual prototyping to optimally design acoustophoresis-based microfluidic systems in the near future.
