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S I N O P S E
Os métodos de triangulação geodésica, admitem a utilji 
zação de diversas técnicas para minimizar os erros a eles 
inerentes. 0 oresente trabalho trata de esclarecer a±guns 
tópicos da otimização utilizados com esta finalidade em m_e 
didas geodésicas. Deduz-se a ipse padrão, apresentando - 
- se sua proveniência, utilidades e relação con a teoria 
da rigidez das figuras. Obtém-se a curva pedal desta elip-
se, esclarecendo sua finalidade prática. Finalmente, é in-
troduzido o tensor de erro, e a partir deste deduzem-se al_ 
gumas propriedades das curvas padrão.
S U M K A R Y
The geodetic methoâs of triangulation perrnit us to 
use different technics to minimize the errors in which 
they inherent. This v/ork shows some optimisation technics 
available for geodetic measurement. V/e point out the 
geometric origin of the standard ellipse; its qualities and 
relationship with the strength of figures. V/e deal up with 
the pedal curve of the ellipse to clarify its practical 
purpose. At last we introduce the error tensor which shov/s 
us the properties of the standard ellipse and its oedal 
curve.
Z U S A M M E N F A S S U N G
Beim Verfahren Geodâtischer Trianrulationen wird der 
Aufwand verschiedener í.iesstechniken geduldet, um die Fehler 
die jedera Verfahren eigentümlich sind zu minimieren. Diese 
Arbeit sucht einige Punkte jener Optiraierungstechniken, Wel 
che zu diesera Zweck in Geodâtischen Vermessungen angewandt 
werden, klar zu machen. Wir weisen die Geometrische Begríln 
dung der Fehlerellipse nach, auch Ihre Eigenschaften und 
Ihr Zusammenhang mit der Strenge v.on Figuren werden bewie - 
sen. V/ir handeln auch von der Fusspunktkurve der Ellipse , 
und Ihre Praktische Verwertung wird ausführlich erklârt. 
Schl iesslich fílhren wir den Allgemcinen Fehlertensor cin , 
mit seiner Hilfe beweisen wir einige Eigenschaften der Feh 
lerellipse und Ihrer Fusspunktkurve.
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C A P Í T U L O  I
I N T R O D U Ç Ã O
A geodésia, como outras ciênc.ias nue dependem de 
medidas» utiliza diversos instrumentos para minimizar os er 
ros inerentes a cada método de medidas, pois cada um deles 
introduz diversos erros nas medidas. É necessário nue o geo 
desista, não somente minimize estes erros através de ajus-
tamento, mas procure evitar nue os mesmos se.iam cometidos, 
ou nue ao menos sejam em menor número e tão pequenos quan-
to possível. A otimização é a ciência que estuda os méto - 
dos que nonduzem a estas medidas de melhor precisão, isto 
é, a medidas ótimas. 0 geodesista deve fazer uso desta ci-
ência para obter resultados ótimos. 0 presente trabalho d_e 
dica-se a aiguns instrumentos idealizados pela teoria da o 
timização aplicáveis à geodésia.
0 instrumento da otimização de redes geodésicas 
mais antigo e até os dias de hoje mais usado é o coeficien 
te de rigidez. Atualmentes os geodesistas passaram a utili. 
zar muito a elipse padrão. Esta elipse já é conhecida des-
de a metade do século passado por alguns poucos geodesis - 
tas e mesmo usada em algumas ciências experimentais, desde 
aquela época. Mas apenas na última década ela está sendo a
plicada na geodésia pratica.
A elipse padrão não é ainda um instrumento nue possi-
bilite a obtenção de todas as informações necessárias a uma 
boa visualisação das tendências da propagação do erro em 
uma determinada direção na rede oú poligonal geodésica. Pa 
ra que esta deficiência seja suprida, usa-se juntamente com 
a elipse padrão a sua curva pedal, neste trabalho denomina 
da de podaria padrão. A podária padrão é a peça que comple 
ta as informações sobre a distribuição dos erros a partir 
da distribuição das variâncias, não fornecidas nor sua elig. 
se geradora. Existem ainda outros instrumentos da teoria 
da otimização utilizáveis na geodésia, dos quais abordare-
mos o tensor de erro. rJste trabalho apresenta a dedução de 
algumas relações e propriedades dos elementos anteriormen-
te citados. Entre estes encontra-se o relacionamento exis-
tente entre as curvas padrão e a rigidez das figuras.A par 
tir ao tensor de erro são deduzidas algumas prooriedades a 
plicáveis às curvas citadas. Existem vários outros instru-
mentos ~ue podem ser úteis aos geodesistas. Para o estudo 
de tais instrumentos aplicados â geodésia, ou mais infor - 
mações sobre as curvas padrão e o tensor de erro, reporta-
mos o leitor a nomes como SCHOEPS, ALLMAJí, KU3ÁCEK, PREUSS 
e outros autores citados no texto ou na bibliografia.
É proveitoso esclarecer que a otimização aplicada a.
geodésia tem três finalidades primordiais: 
a — Fazer uma análise do esquema do trabalho a ser realiza_ 
do no campo. Isto pode ser feito a partir de dados ir.i - 
ciais e medidas provisórias. Terminado este estudo crítico, 
introduzem-se melhorias no esquema de forma '-ue levem a una 
situação de erro tal que o esruema produz?, resultados óti-
mos .
b - Permitir oue o geodesista tome conhecimento das fraque 
zas e erros existentes em triangulações ar.tiras. 
c - Introduzir melhorias na.s redes antigas, citadas no i - 
têm anterior, em função das falhas nelas descobertas.
0 principal intuito deste trabalho é auxiliar a divul_ 
gação da otimização entre os geodesistes e apresentar al-
guns aspectos novos da mesma.
C A P I T U L O  II 
C U R V A  P A D R Ã O
2.1 - INTRODUÇÃO:
Este capítulo apresenta duas curvas padrão necessá - 
rias à teoria da otimização. Tais curvas são: a elipse pa-
drão, a nual decorre da elipse de erro; e a podaria padrãc^ 
que é a curva pedal ou podaria da elipse padrão em relação 
a seu centro de simetria. Tanto a elipse ^uanto a podaria 
padrão cão instrumentos muito utilizados na otimização a - 
plicadz à  ^eodésia. Mostra também al/ ur.a? noções de outros 
elementos utilizados no estudo destas curvas, tais como va 
riãncia, covariãncia, etc. A elipse padrão é o elemento 
mais utilizado da otimização, entretanto, este instrumento 
é encontrado muitas vezes isolado, aplicado a oroblemas de 
forma nue não se percebe sua identificação como parte da 
teoria da otimização.
2.2 - VARIÃNQIA:
Seja S um espaço amostrai n-dimensional contínuo, no 
oual são definidas as variáveis aleatórias x. e a funoão
i
f(x.) com densidade de probabilidade F(x, ...x ). Neste ca- 
i 1 m
so a "esperança matemática" é definida (H/J.1ILT0N, 1964) por:
<f(x J> =  f(x )F(x ...x )dx ...dx , (II.l)i  I  i 1  m 1  m- CO
onde i=l...n e n m^, danui em diante vamos considerar sem 
pre n = m.
Alertamos o leitor, que as expressões matemáticas, 
utilizadas neste trabalho, retiradas das publicações refe-
renciados, se encontram na notarão eróqria do autor.
Sempre que f(x^) =  a esperança  matemática
será denominada secundo momento da distribuição i-v, 
descrita pela expressão:
B2S x .x . F( x_ .. .x )dx....dx . (II.2)i 3 1  n 1  n
- 00
Sè  representa a média dos x.. , (x^ - jj/)  será 
o desvio da distribuição; suando \ = 3 em (II.2) resultará 
0 segundo momento de uma sé variável <x^ > •
2 / #DEFINIÇÃO: Variância cT da variável aleatória x., * x. 1’1
definida no espaço amostrai contínuo n-dimensional S, é 0 
segundo momento do desvio da distribuição <((x^ -  des-
ta variável, isto é:
4 = <(xi - ri)2>1
ou
<r
"4<r>
(xi
'•CO
.x )dxn .. .dx . 
n 1 n
(II.3)
0 primeiro momento de distribuirão é expresso:
s* CO
<x .> = í x . i‘'(x, .. .x )dx., .. .dx , (II.4)
i j i 1 n 1 n
- CO
observa-se oue <x.> é s nédia de x. , donde = L/.. Ao
i i x i - i
substituir (II.-:) em (II. 3) resulta:
2 C  °° 2
cr - \ (x. - <x.>) P(x,...x )dx_...dx ,
x . ) i i 1 n 1 n
1 X-OD
Cr = <x > - 2<X ><X > + <X >',
yk . 1 1 1  1
1
4  = <xi > - ^ i *  í11- ^
j.
Quando a distribuição es+4 contida num espaço a -
mostrai tri-di:nensional é costume escrever x. - x, x^ = y
e x^ = z.
Então a (II.5) é escrita como abaixo:
2 ,2. 2 
X* = <X > “/Sc
2 ,2. 2 
°y ^ y
l = <*2> -/£
(II. 6)
2.3 - COVâRIhIICIA:
Ê possível existir certa correlação entre as vari£ 
veis x. e x. nuando i / j no esoaoo amostrai contír.uo n-di1  o ■ , '
mensional C. Consequentemente, e necessário definir uma fun 
ção enuivalente a variância que seja válida para o presen-
te caso. liste funoão é denominada covariêr.cia.
IhiüIKIçãO: Covariância entre duas variáveis aleató
riaa x. e x. p/i / j e i,j = l...n, definidas em um esnsqo 
1 /n-dimensional S, e o serundo momento dos desvios da distri
buição, (x. - u.) e (x. - u.) isto é: í /l  j 'J
arx.x.i 0
= <(X. -A )(X - r )>, (II.7)
ou
.x.” j (xi “ /^i)(xj “ /* j ) ^ ( Xi  * * * Xn) dxi  * * * X^n ’
1 J -aj
Sao dois os casos a considerar:
a) As componentes são dependentes entre si:
cr = <x . x .> + M.u. - u . /x . > - U . /x .> , 
x .x . s 1 j / 1 >2 r  1K 3' .1^ r
«x.x. ' <xix j> + / V j  - / V i  - % < * •
x .x. 
i 0
onde denominemos de co.monentrs os x., u., C~ , etc., o'o
1 ' 1 X . ,
tidos para cada direpão i do espaço ftK . É imnortante iri -
sar auc cr = cr (flMAiSL,1974). 
x .x . x.x,
i 0 Í i
Tratando-se de um espaço tri-dimensional a iruaida 
de terá o seguinte aspecto:
fx1x2 <xix 2^  “ / V '2
Cf = (x,x,> - >' n
x1x N 1 3 / 1- 3
(11.95
°*x2x3 te <X2X}> " / V ^  (II.9)
b) Ab componenteB são independentes entre si:
Como as variáveis são independentes, suas esperan-
ças matemáticas também o são, isto proporciona:
< v í >  “ / v y  (ii.io)
substituindo (11.10) em (11.8) resulta (T « 0 .
X iX l
É oportuno definir o "coeficiente de correlação"
fxixi <rx 1xj
f x  X £T (T ’ (11.11)
1 3 x i x3 
onde -1 ^  ^  1.
Quando x. e x . são linearmente dependentes, resul-
* aJ
ta:
■ Kc ° X  J —  Ifx.x! ‘ X - 
i d i j i d
Quando e x^ forem independentes entre si:
*
(f <= 0 — »  0 « 0.
xixj i 3
Quando x^ e x^ possuem uma dependência qualque 
não linear, obtemos:
*p = 0  não implica na independência dos x. e x.. 
xixj 1 J
'"x.y.l * Kx/xJ 13  13 0 <Ux.x.l <*'1 3
2.4 - ELIPSE DE EHRO:
Pode-se obt^ r a elipse de erro a partir da furç 
densidade de probabilidade F(x ...x^), de urna distribuis 
normal, nue é definida por:
F(x. ...x ) =i - v (2f) (r .. cr + vn-3.)( Jx-  x '  x. x0 x ,1  n 1-2  n-1 n
?- r jx
“'i 12. x .x  x n-1 n 1
2cr: _x  xn-2 n-1 n
(x^—  )  ( X^*“ /Ur£ )2 r-, )  (*i- 2cv1-X 
>
■f* • • • ■+■ 2J‘ J
1 “2 1 i
+ • • • +•
( X . - u. )  ( X - w )1 ' 1  n / n
x. 1
2crxn
+ • • • +
+ .. .+
( X  - Li  '  ( X - U )n-1 1 n-1  n r n
0'.
n-1 n
(II.1?)
No nresente caso, faz-se necessário conhecer F(x„ ...x ) ouan1  n - —
?31 
ml
do n * 2, isto e:
P(xlfx2 ) =
2 wçrO' \l 1 -  P2 
:lX2 V 3xx:
. ext)
2(1 - fx x > 
1 2
‘V ' V  ,[ (V / ‘l )(X2 - / <2 ),
J fxiX2 +
(x2 - r 2 ) 
O?
Geometricamente, F(x ,x2 ' sera considerado como um 
F(x1,x2)tx1,x2 J = O repre 
senta uma superfície no espaço tridimensional como a repre-
senta a fig.II.l.
eixo normal ao plano x^x2 entao G
Sobre os olanoB x , F(x1 >x2 ) e x2 »F(x^,x2 ) estão 
representados resoectivamente as curvas normais de Gauss 
F(x^) e F(x2 )j como mostra a fi£.II#2.
A secção da superfície g|f(x^,x2)»x1»x2J por pla-
nos paralelos ao plano x^x2 reoresentam Circunferências de
H ELMEHT-I.IAXWELL-B0LTZI.IANN ruando (T = (T (GHAFAREND, 1972^.
X1 X 2
No caso de CT / <í as enuações abaixo representarão elio- 
 ^X1 X2
ses. Este é o caso nue mais nos interessa oor ora.
í(x1,x2)
A
FIG.II.l - Elipse de erro obtida a oartir do
■r fcorte da superfície gaussiana.
Quando a superfície G é interceptada dot um plano 
específico, a funaão FCx^ .x^ ) será constante, isto éjFíx^ x^  
= k, donde, fasendo 6 plano passar pelos pontos de inflexão:
k‘2YV*ä/1 ' ^  = exp211 - fx X > 12
(xr/'iy
er.
- 2 ,
jXlX2
(^-/'gXV i»2)  (x?-/'2)‘
O' * íT 
X1 x2
(11.14)
k, = exp
- 1
2(1 - j>  )
Jxlx2
(X1 - fl'*'
0.
2?x1X2
lxi-/,l)lV/'2)  lV / /2)'
  "  -2--------
rx. 0
( IT.IS)
- 1
k„ = logk = -------5----
12
(xi ~rx)
(T„
2)
'Jx. X
( X]^— y^2)  (x^  “  )
12  r . er
X1  X2
C2 -
é . u' - (T
X1 x2 xix2
- 2(Xl -/<2)<rV 2  + <*2 - / 2 ) V y  ( 11.16)
No ajustamento são bem conhecidas as relações en-
tre as variâncias e os coeficientes de peso ( GE.'A.ETi>1074 ):
2 ? 
<r = 3 (T
X . X . X .
1 1 1
<r = i cr~
X..V. x.x.
1 J
onde (T e ?. vamanoia £ »:i <->r nl 1 z a d , 
ci ( 11.16) oh 1 é 1 - rj o:
ibs.-.ituinclo as (II.lr7)
(Q Q •- Q ) 
X1X1 X2X2 X1X2
(*2~ /'2*Qx1*2 * ÍX2 QxlXl ] = 0 r  • t li.xS)
Tendoem vista ser possível obter mais de um con -
junto x , Xg e C para o oual a elipse será de mesmas dimen-
sões e diferindo apenas na localiz&7ão de seu centro, pode- 
-se escrever a eruaqão da eliose da forma abaixo:
 ^ • I D  x? - 23  x,x« +
Q  Q  - Q2  l X2X2 1  X1X2 1 2 
X1X1 X2X2  X1X2
♦ \ Xl x2r oV • (1I-19)
pois o centro pode ser transladado.
2 *Sempre que C = 1, a elipse é denominada de "stan-
dard ellipse" por ( RICHARDUS,1966), e sua e^ uaoão é escrita 
como abaixo:
Q  Q  - Q2  l X2X2 
X1X1 X2X2  X1X2
í* AI  x?xp 1
<n -20>
sendo esta equaca0 válida tanto para a elipse de erro u^anto 
para a elipse padrão, a oual será abordada a seguir.
2.5 - ELIPS2 PADRaO:
Denomina-se elipse padrão a elipse de erro ótima,i. 
e.,aquela nue tiver como eixos naior e menor as variâncias 
máxima e mínima, respectivamente. Ao ser tomada uma situa - 
cão de erro, não e ">ossível conhecer a oriori a direção de 
maior erro, na medida de um novo ’■tonto 5e uma rece reodlsi- 
ca. ?ortanto, existem inúmeras elir^es de erro, das -uai? a 
penas una é a elipse padrão, e esta será aquela rue tiver 
maior e menor- eixo respectivamente. Problema ~ue pode serre 
solvido através de uma rotação de eixos, em f-u.e o ângulo de 
rotação será a incógnita a partir cia qual extrair-se-há a fün
A rotação sera feita aplicanâo-se as seguintes re-
lações (HIRVONEN,1970):
= x^cost - x^sent 
y2 = X2C0St ” x^sent
(11.21)
A (11.20) foi dada em fundão dos Qxx» Faz-se necejs 
sário conhecer a relação existente entre os Q e os Q . em
xx , y/
função de t, nue representa a direção na rual esta 0 maior
erro. A relação entre os Q e os Q é (GEMAEL,1974):
xx yy
l 1 1 H l-l=r
onde |üj é o Jacobiano da transformação. 
Desta transformação resultam:
2 2
QV V = QV v  cos * + Qv ¥ Ren t ♦ 2'} sentcost
ylyl 1 1  2 2 1 2
2 2
'iv v = °-v v sen t * 3 cos t - 2Q sentcost
y2y 2 T I  2 2 1 2
(11.23)
Q = (Q - Q )sentcost +
yly2 X2X2 X1X1
2 2
+ 2Q (cos t - sen t).
X1X2
Ao tomar uma das (11.23), por exemplo a primeira,e 
derivajido-a em função de t, obtém-se:
àl
y y
1 ■- = - ( 0, - 1 )sen2t + 20 cos2t = 0(n.24)
dt x1x1 x2x2 xxx2
que foi anulada com a finalidade de cumprir a condição de sc 
tremo.
Da equação (11.24) são retiradas as se<çuintes ex -
nressões:
2Q
tg2t =
X 1X 2
Q - Q 
^x1x 1 x 2x 2
sen2t =
•V.
X1X2
(Q - 3 )2 + 4 Q2
X1X1 X 2X 2 X1X 2
cos2t =
Q - Q
X1X1 X2X2__________
2~ 2
O - Q ) + 4 3
X1 1 X2X2 X1X2
(11.25)
A primeira das enuações (11.25) tem como raizes 
(SILVA,1974):
Tf
t = t ou t = t + —  
o o 2
pois tg2t = tg(t + Tf).
A derivada segunda da (11.23) indicará o máximo ou
mínimo:
d2Q
y y
= - 2(Q - Q )cos2t - 45 sen2t.(II.26!
dt2 V l  X2X2 xlx2
Substituindo as duas expressões restantes da(n.25) 
na (11.26), obtém-se:
2
d o o - ^
y^y, 'x0x9
 ---------= - 21 O - O  )(---------- — :-----_ i ______
? x x  x x . -I----------------------— >'
dt 1 1 2  2 Q )2+ 4 r v
V xlXl x2^2 V -2
- 41 (--— -----  1 , . ;XII. 2?)
1 2  ,1 , v 2 . 2
±\A'4 - 1 )“ + ,
\/ ■ x1x1 "X2X 2
donde:
yiyi  +
dt
2(Q  - Q )2 + 8Q2
X2X2  X2X2  X1X2
' (q - q v )2 + n?; 
X1X1  X2X2  "1X2
Vori :ico a (II.28) s't  ^  0  o 'sinal •+ o ••no implica era
máximo e ser  0 para o sinal - que implica e;n mínimo. Uti- 
lizando algumas transformações trigonométricas nas primei - 
ras duas expressões das (11.23), além da substituição  das 
primeiras duas das expressões (11.25) nas mesmas, resulta:
ylyl
y2y2
\ (Q  + Q t\ kl  - Q )2 + 4Q2  )
2  X1X1  X2X2 V X1X1  X2X2  X1X2
(11.29) 
)r ( Q  + Q  +1 /( Q  - Q  )2 + 432 ?  X1X1  X2X2 / X1X1  X2X2  X1X2
Foi provado acima o sinal positivo indicar o máxi-
mo e o sinal negativo indicar o mínin.o, o ^ ue nos leva a e£ 
crever as (11.29) na forma:
Q  = -k Q  + Q 
ylyl 2 X1X1  X2X2
- Q „ )2 + 432
2 2
ly2y-2  2^ Qx. x
r
)
l"v2 
(11.30) 
)-UQ  - Q  )2 + 4Q2 1“1 2X2 1/ X1X1  X2X2  X1X2
-2Os Q  diferem apenas da constante (T dos eixos dayy
elipse padrão.
2.6 - PODÂRIA PADRÃO:
Ê denominada podaria padrão a podaria da elipse oa 
drão em relação a seu centro de simetria.
D^PEíIÇh O: Chama-se podaria de uma elipse, com re_s 
peito a seu centro, ao lugar geométrico das intersecções das 
tangentes a elipse e das normais às tangentes passantes pelo 
seu centro.
Para encontrar a equação da podaria, resolve-se o 
sistema formado pelas cnucçõec das normais às tangentes pa_s 
santes pelo centro da elipse, e das tangentes, para um pon-
to- malquer sobre a elipse.
Afim de facilitar o presente desenvolvimento será 
utilizade a notação seguinte:
3x ,7x
a =  ---    (11.31)
Q Q - Q
x 2x 2 x 1x 2
Então a equação da elipse (11.20) pode ser escrita sobaíor 
ma canônica (PASTOR,1955):
ax^ + 2hx^x2 + bx^ + r = O. (11.32)
A reta tangente a elipse era um ponto qualquer "(x^.x^) é de- 
termina.-da através da resolução do sistema formado pela e- 
quação (11.3 2 ) e a equação de uma reta genérica.
o , o.
= x2 ♦ m(x - xx ).
A solução do sistema resulta no coeficiente angular m.
+ b|x° + m(x1 - x°)j 2 + r = 0 (11.33)
Derivando a equação acima em funcao de x„ e fazendo x„= x ,1 l o
tem-se:
0  u 0ax + hx»
" ° • (n-34) hx^  ^+ bx2
Substituindo a (II.34) na (11.33) obtém-se:
(ax^ + hx2)x° + (hx + bx2)x° - r = 0, (11.35)
que éatangente k curva em (x°,x2).
Para obter a equação da normal k tangente nue pas-
sa oelo referido ponto, m deve ser substituido oor  e
oo 1 1  mP(x^ ,x2) por C(x^ ,x2) nue é o centro da elipse, na (11.33)
resulta:
(hx1 - ax2)x^ + (bx1 - hx2)x° = 0. (11.36)
* 1 1  Fa^ -se necessário lembrar que x^  = 0 e x2 = 0, razao  pela
oual foi obtido o resultado acima.
Ao introduzir o ponto P(x°,x2 ) na equação da elip-
se, que deve satisfazer a mesma, resulta:
, ov2 o o , , o ,2 _
a(x ) + 2hx^x2 + b(x2 ) + r = 0. (11.37)
Resolvendo o sistema de equações formado pelas (11.35) e 
(11.3b), resulta:
x, =
r(bx1 - hx2 )
(ab - b2 )(x^ + x2 )
r(ax2 - hx )
(ab - h2 )(x2 + x2 )
( 11.38)
Após substituirás (11.38) na (11.37), tem-se fina^ 
mente a erruação da nodária eadrã.o:
v 2 01 2 (ab - h ), 2 2,2
bxx - 2hx x2 + ax2 =    (x + x? ) (11.39)
Introduzindo as (11.31) na (11.39) a equação da po 
dária padrão, em função dos coeficientes 1e pesos, será:
Q x_ - 2.) x^x0 + 
x1x^ 1 xix2
Q x2 = -1 
x2x2 2 cr
5(x2 + x2 )2. (11.40)c 1 e.
FIG.II.3 - Elipse de erro, elipse e podaria padrão.
C A P Í T U L O  III
K.:LA:>.ü ;*::íTRB o c o e b i c i e n t e  d e r i g i d e z s as CURVAS Pá DHhO
RELATIVAS
3.1 - INTRODUÇÃO:
O objetivo principal deste capítulo é demonstrar £ 
xistir uma relação entre o coeficiente de rigidez e a elip-
se padrão. 0 primeiro é utilizado já há muito temoo em geo- 
désia, ao passo ~ue a eliose padrão somente nos dias atuais 
está sendo introduzida na geodésia prática, apesar de já en 
contyni .iOG os orineiros trabalhos sobre a mesma, em traba -
lhos sobre geodésia, na metade do século passado, como de
A.Bravairs em 184 6 e de Helmert em 1872. Una vez obtida a
expressão que relaciona o coeficiente de rigidez e as cur -
ves pndrão, observar-se-há que através desta relação será 
mais facil obter a eliose padrao relativa, do^ue por meio 
dos coeficientes de peso, já que os pesos raramente são co-
nhecidos a oriori. Á elipse é denominada absoluta para un 
oonto e relativa ~urndo se trata da correlação entre dois 
pontos ou mais. A elipse padrão relativa de um trecho de uma 
triangulação tem o mesmo significado que a precisão média 
deste trecho.
3.2 - LEI DE PROPAGADO DA VARJJlIICIA:
No par?;■ rafo 2.2 vimos '•ue o desvio de una distri-
buição e dado 002* (x. - U.)» Desenvolvendo o pua d ra do d o m ©
* 12 ^
mo, isto e, (x^ - por Taylor, escreve-se:
(xi - / ' i ) =eí/'i) +  — S x x—  ° X 1 * ■ axg 2 + 
aix. - / - p  s(xi - p p
+ ...+  ---- dx . + . . . +  x dx + Rn, (III.1)
à x . 1 dx n ’
1 n
onde Rn são os termos de ordem superior.
Roi demons trad anteiiannent e ( - 2.2) h;g Ç  =<(x
x. 2 ' 1 
1
f’ue secundo a e d u e ã > apresentada por Gauss (3JKRH/u.-ii.*iAR, 1973)t
e exoresea da se.auinte forma:
s(x1 - pt)
+ * t •+ 2  _  >    (Tay.n-l ay  ~y jrfn-l n
onde os termos de ordem superior são negligenciáveis. 
Para n = 3» obtem-se:
2<T„ ♦
3(x. - ^ .) 22/T~ ^
ay-j^
ü  ▼
yi sy2
9(xi”A ) ^ xí “/"í^
cr  + 2. 
y3 w  V 2
a(x -/*.) 9(x -/»,) 9(x -/*.)
+ 2. ■—x-„ ~ .  — i__—L (T  + 2. 1
ay. ay3 yly3 ay;
9(x. - /».)
y^ y ay*  y2y3
(ui.3)
Quando extraímos a raiz nuad2\ada de ambos os membros desta 
igualdade, resulta:
aur j*±)  aU^ f*±) b{x±- /a)
(Kr  ♦wy, vy«i  py1  '1  ay2  J2   C •ay3  3
Da equação (II.17) resulta:
<r = o2  <r . (ui.5)
xi  xixi
que substituída em (III.4)» dá:
2  _ á(xi ~ /«!> 2  a(xi ~ 2
x.x. y.y.. yPyti i ayx  i i  ay2  2 2
a(xi “* 'V "I+  — ----i Q  . (III.6)
ay3  y3y3
Por analogia encontra-se:
2
x xn
aíxi - r±) »(*<-/*«>
9ixi
ay,
i_
2
cr +
(f + 
yi
3(xi ~ A)
ay
aU.-^íaU - a )
ay- ay:
cr
(III.7)
A
i2
xixj a yi ayn
i_
2 JL 2Q
ylyl
zy. 9 y 2
i_
2 1
Q +
y2y2
d(±i - Z^) <9(Xj - yKj)
zy-
_i_
2 1
Q2
y3y3
( III.8)
As igualdades (III.6) e (III.8) representam a lei 
da propagação das variâncias expressa em função dos coefi - 
cientes de peso, que derivam diretamente das (III.5)e(IEE.7)» 
as quais representam a lei da propagação das variâncias.
3.3 - ELIPSE PADRãO RELATIVA:
A elipse padrão relativa indica a precisão relati-
va entre dois pontos de uma triangulação ou uma poligonal . 
E pode-se estender este conceito para um trajeto desta tri-
angulação ou poligonal. Neste caso ela será interpretada c<> 
mo precisão média.
Sejam,
« x* - x° (III.9)
donde obtém-se:
Q' 1 - Q O 
X2 X1
3  = Q , - QAX.AX.  1  o2 2 2 x2
era função das (III.9) e (III.10) pode-se obter facilmente as 
equações da elipse padrão relativa e de sua correspondente 
podaria padrão. Neste caso a podaria também é denominada de 
podaria padrão relativa. As equações da elipse e da podaria 
são dadas pelas expresões abaixo, respectivamente:
Q  QáX^ AX1 ax2<ix2 7 —6X1AX2
2 2- 2Q ZiX,Ax0 + Q  AX„) = <ja^x ax2 1 2 d^x âx 2'  u (III.11)
2 2Q  A ax. - 2Q ax ax. + Q  x^_AX1OX1 1  AX^ AXj 1 2  AX2AX2 2
1 /„ 2 2n2(4xx - ax2) .
(T
Para um trecho da triangulação ou poligonal, pode-
mos tomar as seguintes relações:
1 2  xi
IX2 ■ ÚX2 + AXg + ...+ ÚX2
(III.13)
onde:
i i+1 i
ÛX, = X, - X.
i i+1 i 
*X2 c X2 "  X2
(III.14)
£ tem-se entao:
' V 1! 6X,
lxi
6X„
IX2*X2 ÒX, ÔX, ÛX
2 •
(III.15)
De maneira que podemos escrever a equação da elip-
se padrão relativa e a podaria relativa para um trecho de 
uma triangulação como ae segue:
Q Q - Q
(Q ( í x j  -
vhxx2*x2v 1
e
-  29,v *2<’xi>(ix2 > * <?' (III-16)
- 2‘‘« 1« 2C“ l )t*x2) *
* ^ X2,3c2t?X2)' r s  [ <sxi)2 - i « 2)2]2-
(III.17)
3.4 - ELIPSE PADRÃO RELATIVA PARA UM TRIÂNGULO:
Seja um triângulo, componente de uma rede de tri 
angulação, como mostra a figura abaixo:
aDa FIG.III.l pode ser deduzido,que: 
c«senA*
senCT~ *
onde C' pode ser substituido por Jl80° - (A* + B*) 
tando:
c»senA'a =
sen(A* -f B*)
Derivando parcialmente a expressão acima obtemos:
9a  c»senA'cos(A'+ B*) - c»cosA'sen(A*+
9A* I7~~ —sen (A + B*)
ga _  c«senA'cos(A*+ B') 
90 '  sen2(A* + B’)
elevando-se estas ao quadrado, temos:
2  2  2..  2, .,  x ,áa v  _ c«sen A*cos (A* ♦ B*)
dA' sen4(A* + B’)
22c »senA'cosA'seniA'+ B'),cos(A*+ B*)
+
sen4( A*  B' )
2 2 2 c «cos A'sen (A'+ B*)
-------------7----------------#sen (A* + B' )
(111.18)
J , resul-
(111.19)
B* )
(111.20)
( III. 21 )
,9a »2 c2*8en2A*cos2(A'+ B')
^  " sen4(A’* B*) • (III*21)
Substituindo as (111*20) em (111*6), tem-se:
i  ?
_2 _ c»senA*cos(A*+ B*) - c^cosA^enÇA*» B*)Q,...-
vJ s • ^ . . A A
aa sen2( A V  B»)
_1 _1_
c.senA'cos(A«+ B*) 2 ( . 2 (III 22)
sen (A'+ B*)
se c for substituido de maneira que o único lado nue apare-
ça na equação seja a, disto resulta:
Qaa e aícotSA,QÍ»A» “ cotg(A'+ B*)QA ,A , - 
_1_
- cotg(A*+ B*)q|.b,),
_L JL i_
Q2a = a(cotgA'Q2fA, - cotgC*Q2,c,). (111.23)
Elevando-se a expressão (III.2 3) ao quadrado, obtém-se o 
coeficiente d« r>eso:
Da mesma maneira podemos obter e Qcc:
Qbb = b2( ootg2B ,QB>Bt ♦ ootgZ**<JA .A .
- 2cotgB*cotgA*QA ,B#) (III.25)
«00 - c2(ootg20'Qc ,c , + cotg2] ) * ^ ,  - 
- 2cotgC,cotgB,QB ,c , (III.26)
Quando calculamos a partir de sua relaçao com 
b teremos a expressão abaixo:
Qaa - a2(cotg2A'QA ,A , + ootg2B-QB ,B , -
- 2cotgA'cotgB'QAtBI). (III.27)
Então a partir das (III.25) e (III.2?) temos a seguinte re-
lação:
donde,
Qab = -ab(cotí52A>QA,A. . cotg2B*QB,B, -
- 2cotgA'cotgB'QA#B,), (III.28)
analogamente,
2 2 
QacC“actCOtê A,QAfA' * COtÊ ^ CC* ”
- 2cotgA*citgC'QA,cl) (III.29)
abc = -bC(oott;2Ii-aa,B, + oot62C'Q0,c,-
- 2cot,_;B'co tgC' i (111.30)
Finalmente, a elipse padrão relativa para o triân-
gulo considerado será dada pela seguinte expressão:
consequentemente, a podaria padrão correspondente será re - 
presentada pela equação:
Qaax2 - 2Qabx2y2 + Qbby2 = p (x2 + y2>2 UII.32)
3.5 COEFICIENTE DE RIGIDEZPARA UM TRIÂNGULO:
Ao medirmos uma rede geodésica, obtemos os triân-
gulos que a constituem, como triângulos esféricos.Mostra-se 
na fig.III.2 a transformação do triângulo esférico para o 
triângulo plano utilizando o teorema de Legendre.
PIG.III>2 - Passagem de um triângulo esférico para um triân 
guio plano (utilizando o Teorema de Legendre).
A formula da propagação dos erros e dada pela ex - 
pressão (MATTOS,1947)s
“a- - - - [ (-fr)2 ♦ ^  12*  < in-33)
onde M , é o erro médio quadrático a posteriori e m o erro 
médio a priori.Sendo a expressão (III.33) relativa ao ponto 
P^ da FIG.IIÍ.2 e a expressão da transformação de um ângulo 
do triângulo esférico para o plano, por Legendre, é (GE - 
MAEL,1971):
A. . a . A <■ B ♦ 0 - X80°- (1II<34)
3
Para ser possível entrar na (III.33) calculam-se as deriva-
das parciais da (III.34), isto é:
_9A*
dA
3A* 
9B '
BA'
90
£3
1
T
i
T •
(III.35)
:*!/?• (III.36)
0 calculo do erro medio quadratico de um lado, por 
exemplo do lado "a" da FIG.III.2, será feito pela expressão:
2  2 Iu  ♦ « [ t  (9eL\  í^ a^2 2"a ' - B (1Ã> + (^B> * (ãõ >I > (III.37)
mas
a = c* senA'
senC'
e A', C* são funções de A,B e C, oque implica que a (IIE.37) 
é dada por:
M =  m a
[ sa sA* aa ac»l 2 [ aa aA* aa ££*1
[ 9Ã'ãX + ãC*aA ] * [3A'9B * aC'aB J
Íaa 3A' 3_a £C_'I 
9A'ac * 3c*ac (111.38)
Substituindo os valores das derivadas parciais, obtem-se:
M am 2 f  2 2Yjcotg A' + cotgA'cotgC'+ cotg C*|7(111.39)
onde m é expresso em partes do raio médio, donde:
m « mMsenl". (III.40)
Desenvolvendo o log(sen(x - ax)) por Taylor, temos (MATTOS, 
1947):
</x * ^senlwcotgxi , (III.41)
onde f é o módulo dos logaritmos neperianos, e é a di-
*iferença tabular para o logsenl".Substituindo (III. 40)  em 
(III.39) e multiplicando ambos os lados por ^ senl", obtém - 
- se:
MasenlMjp « + am''senl" |-|( y*)^8en^l"( cotg^ A*
i JL2 I 2+ cotg C* + cotgA*cotgC* ) I i
Isto implica em:
"ã ‘- y  (?<íj[.+ iv iv * íc^l2-  i111-«2*
Reescrevendo a (III.42) de maneira mais conveniente para no£ 
so objetivo, temos:
onde:
Rl = U * .  * ik , ic , * b 2c ,). (111.44)
Quando o mesmo processo é utilizado para um políg£ 
no plano qualquer, a (III.43) tem o seguinte aspecto:
M" = T -  m"\/^ •
♦ a \ 2 D - C
a - r m v 3 ‘ c i=1
e se considerarmos uma seruência de n polígonos, de uma re-
de geodésica, teremos:
M " = ! ^  m ’V l  R ’ ( III.45)
onde
n
D - C
R = y ~  m i . 46)
c i.i
é denominado de coeficiente de rigidez, L é a soma dos la - 
dos considerados, D representa o número de novas direções de 
cada figura e G o número de enuações de condição. Conclui - 
- se facilmente que a (III.44) representa o coeficiente de 
rigidez para apenas um triângulo.
3.6 - MATRIZ DO3 COEFICIENTES DE PESOS DAS vOORDENADAS DE UM 
TRIÂNGULO:
A matriz dos coeficientes de peso é dada por:
onde JíT^ | e a matriz variancia-covariancia.
Para obter a matriz dos coeficientes de pesos[q  1
I XiXj I
de um polígono plano qualquer, em função de seus n ângulos 
A£, primeiramente e necessário linearizar as n funções, não 
lineares, através das nuais são dados os ângulos A* ajusta-
dos.
(III.48)
A*n y  w •»O»n
isto e,
Ai = ^ i^ Xl,X2* * *’ Xn^ * Para I = I...n.
Linearizando por Taylor temos:
Ai “  *J....tX*) ♦ (xx " +
B t ± a fi
+ (x_ - xI) — + ...+ (x -x')---- , (III.49)
c d _ n n
isto e,
a x  9x
c n
3 f ± 3 t  9 t í
A*. =/3. + x ---- + x   + ...+ x   , (III.50)
i / i 1 2 n• ^ V ^ Y9x1 a x 2 axn
onde
a f . 
Pi = f.(x*,x*,...,x^) + x *   + 
a x x
9 f  af
+ x *  + ...+ x ^  1 . (III.51)
5 X 2 9 X n
Mas + E^, onde A^ são os ângulos não ajustados e os
E^ as correções mais prováveis. Podemos obter os como s^
gue:
9fi 9f±
A. ♦ E. = /3. + X. — - + x_ -- - +...+ x ---- .
i i / i  1 _ 2 n *
3x ax ax
± 2  n
2 ^  9fi 9f.
E. = /3. - A. + x .  + x0 ---  +...+ x ----,
1. ! i i 1 2 n *
9 X1 9 X2 3xn
3f. af. af.
EjL = + xx ----  + x2 ---  +...+ xn  * . (III.52)
ax ax, ax
± 2  n
ondeA  - Ai = vi-
Das equações (111.52) podem ser deduzidas as enuações:
3f.  3f. 31’
T. =    E + — i E_ + ...♦---- E , (111.53)*»i  axx 1  ax2 2  ax2 n
n
onde r. = V. +■ 5 x. = O + fx] .
1 1 j r j  1 1
n  n
0 somatório   ^ p..E.E. será representado  da
i=l j=l  0 1 J
seguinte maneira: jpEÊ] , onde os "p" representam os pesos
adotados para as observações. Quando procuramos obter [pEEj =
mínimo,  podemos utilizar o método de Lagrange (HICHARDUS ,
1966):
3f af
F = [pEE] - 2K1(—  Ex «-  E2 + ...+  En) -
ax  ax ax1 2  n
aí2  df2 9f2- 2K0( ——-E -i-----E_ + ...+ -— E2 ax. i a-x_ 2  ax n'1 2  n
af  af af— ■- 2V-^qEi*ã^E2+--+ã5rV»
onde os K^ ,K_,...,K são coeficientes desconhecidos diferen 1 2  n —
tes de zero. O que implica que as expressões abaixo sejamnu 
las.
" fl 
— — -PI 
9 x 1 1
af af
— + ____+   E = O
a x 2 2 9 xn n
^ f 2 3f2
3 x1El * 9 X 2E2 3 x n 
n
E = O
3f
n, 3fn af
9 x 1 1 ax2 2
n.
ax n 
n
O.
(III.55)
Neste caso F pode ser reescrito da seguinte maneira:
9f, af.
-K,
a f
3 x 1 n
9faf af2
- 3 ^ K 2 + - " + a , 2--n
- ... - (111.56)
af
9fi 3 f p
- § A > -
n n ^  n
Para a miniraizaçao de [pEE], F deve ser derivado 
parcialmente em função dos fi^ , isto é:
dF3En 2p E - 2 nn n
afl
n
3f2
ãx~K2n
(III.57)
2  ^ = 0 axn n
Donde,
3f df 3f
E, = q,,(- TC, + ——-K0 + ...♦ -------)1  H11 ax^  1 x^1 2  '3X1 n
9f  af2 3fn
E2 = q22(ãZ*l + " :^K2 +,,,+ "ãx^ Cn)
(III.58)
afl
En “ %xS ax K1 + n
af2
--- Ko^xn 2
9f.
.+ —K„ ) •ax nn
m  1Nas enuaçoes acima q  =Pii
Substituindo as (111.58) nas (111.53), resulta:
af at  df 9f
L = q, <--- (-- K. + ...+    TC )♦ai  411 axxv 9x 1 9x1 2 n
af. af af2  Bí
+ q00----(  TC, + -— -K0 ♦ ...♦   ) +...4-*22 ax2 ax2 1  3X2 2  ax2 n
3f, df
"i*
-( — - V  + -- 2K 0 + . . . +  ). (III.59)
nn gx ax 1 ax 2 ax n 7 v
n n n n
Multiplicando os termos indicados na (III.59) e transpondo 
os mesmos, temos:
-
" i f l i
ax1 axx
í í ? “ a
ax2 ax2
k i  +
k i  +
5íl 3f2
3xt ax2
a x 2 ax2
k 2 + .
k 2 + .
2f, 9f 
1 n
ax axx
f í i ü n
ax2 ax2
n
n
(III.60)
?n =
s>f a f.. 9f 5f~ af 9f
n
q ^ —
1
Kn +
n
q ---
2 n n
q - ------
ax 1 ax ax 2 b x  ax
r r r r r r
K .
n
Onde:
3fl af2
a x A axi = q
5fl 3f2
ii ax1 ax1
d f 1 df2 
l22 ~d*2 d~x~2
.+ q
nn ax ax 
n n
(III.61)
De acordo com a lei de "jpagação das variâncias pa 
ra os coeficientes de peso, é possível afirmar que a (III.61) 
ésemelhante a Q . Donde os coeficientes desconhecidos K.
V á
são obtidos a partir dos Q e das equações (III.60). Por
xixj
tanto, são dados por:
K.
K 2 =
3 ^
ax1
9Xx 9X1
Ü2Üi
a x 2 a*2
Ü.2 Ü !
9 x2 9X2
dí 3n 1
s3T 3X
r r
9 f 3f0
n 2
53Ç
n
t*
(III.62)
K = 
n
1 n
ax1 3x1
3f„ 3f 
2 n
9 x 2 3 x 2
Í2
9f 9f 
n n
Sn
Das (III.58) e das (III.60), conclui-se facilmente
que:
[pU] = * K 2?2 ..... Kn?n . (III.63)
Aplicando a lei da propagação das variãncias sobre E^  ^ e E^ 
se f^(x) for (x^ - /^)» temos:
cr = J e “ l,
E.E. n •
i J
entao,
^ L' V'E . li . 
1 J t f
l[pEE]
2 ~n~
C H I . 64)
Na seqüência, vamos aplicar a teoria vista neste ca 
pítulo ao caso de um triângulo. Para o triângulo de ângulos 
A,B e C podemos escrwer urna função linear F qualquer:
F = Lq *  L1A + L2B + I^C, (III.65)
para L = a  ♦ b + c e onde os L. sao parametros arbitra - 
* o o o o 1
rios. Caso um dos for igual a 1 e os outros forem consi-
derados nulos, pode-se escrever: F = A para 1 = 1 ,  por exem
2 2 * * 
pio. Uma vez que cr, = o , onde e necessário calcularQ,
A AA AA
Mas,
B» + C* = (A + Ea .) + (B + Eb.) + (C + Ec,).
(III.66)
Utilizando as (1 1 1 .5 8) nas (III.66), resultam:
E
B'
DfA' 
V a ,( 3XAlKA'
qB*B* 3 X fll A‘ 
%.,,,( —  K
3>f
B'
^f.
K, Kpf)
9X a * b ' 9 Xa * c
9ÍB* 3f.
KP.)3Xb , B* 3X0I C 
9f
'B' 9lc
C*c' 3X , A* ax B* 9X CK PI).
(111.67)
Substituindo estas nas (III.66) e (III.65) sucessivamente, 
obtém-se:
*^B' 3fC ‘
F - 1 . V  ♦ Iy, ( —  Ka. ♦ —  Kb> ♦ — _ K0<)+
3XA' 3 V 3x a *
st ai. sf.
♦ l2d * + L2nB ,B,( axBfKA. + a xH,KB' * a x ^ Kc') +
B(
3 ^A* 3 ^B* ^ fC'
* l3c ' * L3qc ,c,( a i c tKA* + ã3rr,KB» * *i5rrfKc )*
C G C (III.68)
E aplicando as (111.59) , encontramos:
),
*A = " U o + V A *
3V
aXA-
após sua substituição nas (III.60) pode-se escrever:
'jfA* 9fA'
9x a * 3Xa *
K
A* ax., ax., 
A* a '
k b -
ô f A* ^ f C ' \r 3 f A - '
^ s x A . Ô X A '
T
S * A .
aíA’ 3fB- 3íb -1
5 3X
d B* 3Xb '
k a - +
’ 3 V 3Xb.
<1* t A . + a - 0A*A* ^o
Kg. .
(111.69)
«B.3fc,
3*B>3*b.
afc 9V 1
3V 3XC,
afc O •
t
9XC' 9*C
Kc
ka• *
K.
3t
3*b.V b* - bo “ 0
®fC' 3ÍB'
3*7, 3*7, Kb. ♦
3f.
3X0.V c  + °o ‘ °-
(111.69)
Multiplicando cada uma destas por um coeficiente auxiliarS 
e somando as com a (III.68), obtém-se:
df
F . Lo . V - «. L2B- ♦ L30- ♦ ^ A,A,
dfA' 3fA'
2 B'B* 9xb,  3 C'C 5xc,)KA’ + (LiqA,A*
afB*
9XA.
9ffi. 5fC*
+ L2qB,B* ^ xfit + L3qC,C» 9xci)KB’ * ÍLiV a* ax  ^+
ôfc»
+ L2qB’B' ãx^ , * L3qC,C‘ ãxc,
9fc*>K  + ( SfA' 3fA-
3*a- 3V
3fB-afA'l 3fc afA-l
,3XB.axB.SB* + q 3xC 3XC.
af . 3fnlA* B* C i B* B'
qSXA.9V A* + q3XB.a*B.. - -
afB .
q oX
9Xc*J
■
3f„. sfrt.
B' C'
q
axB . axB ,
s c .)k b> ♦ ( !!*• f « *
aXA' 3XA'
SA' *
SfC- Sf0'1
axc* axc
A* A*
+ a ) S , + ( 
o A'
af
B
9 V
s0.)Kc, ♦
^B'B' + +o' B'
«0'C‘ + Co )SC«‘
(III.70)
Esta função e transformada de forma tal nue dela resulta a 
função de observação mais uma constante. Os são escolhi-
dos de uma maneira que os sejam todos nulos, disto resul^ 
ta que:
ôfA* SfA-' S •+ * V
^ 9 X . ,A a v bA* * q 9x a *L ti 9XA'
Sf _ ' s f , '
A' c*
bn . + q L
9XA' W A *
C' s > A ,
SB- *
= 0
3 V A 9 , f B' " b -1
^ 9 X  
® B* S X B-
A* + ^ 3X
B* aXB 1
r a f B ’ a V
a x B . axp,
B*
SC* *
r a f B *
a x B .
9XC' dxc* V  +
ôfc  afc*
3XC, 9XC,
3f  '
$n, + q ---- L = ü.C'J 3XC,
(III.71)
£ entao conclue-se que:
F = L + L.A* ■* L_B* + L.C + ( o  1  2  3 9XA' qA'A' * a0)SA,+
4- ( 31 «.
J3' qB'B’  ^bo^ SB’ ^  ^ 3XC C^C' + Co^ SC’ *
ou entao:
F = (L + a S,( + b S , + c S) + o  o A'  o B'  o C*
(Li +
r9fA«i SfB-|
SA'^ A'A' + (1*2 + 9Xb*L J^B'^ qB'Bl +
4- (L +
SfC
dXC•Sc* ^qC*C'*
(III.72)
Aplicando as regras da propagação das variâncias, tenos:
2
F^F = L. +1
3f.l
ax. s.i qü ’ p/i = A',B*,C' (III.73)
a qual, transformada adequadamente, e escrita:
+  u i V a
A'A* qB*B,L2L2 + V o - h h  +
8 í a -
L2qB'B'
afB* » 0 .
r. n
.'A'
9x a - 9XÀ'
3 C'C* 3xa,
•A'
3fA-
axB,
+
L2qB ,B* axB.
3f0 . 
3q0*0* 3x b .
afA<
L2qB ,B ‘
â f B*
L a
i* A*
2XC' ®)XC'
3 C'C* 9 x c ,
) ; ; A . +
>B0. .
(III.74)
Substituindo a (III.71) na (III.74) temos de acordo com a 
(III.72):
F - A = (L +
’af,,' ’9f .1
A*
SA* ^ qA'A' + ^L2 *
B*
9 V •
X
tu
5 í c-
3 X C . S c* ^ q C ' C *  *
onde = 1 e = 0;
entao de acordo cora a (III.71), temos:
q
' ÍA' 9fA*
9 X A* a X A*
A*
q * ’l
A*
SB'
(111.75)
(111.76)
isto e, 3S,, * - 1 
A*
ü consequentemente [qLL] =
donde,
qff “ qa*a' “ 1 “ T  " T  ’ ( I I I -77)
2
e por analogia concluímos que: Qgtg» = Qç,ç, *= -j .
Ao voltarmos à (111.73) e nesta substituirmos 
por Q D„, onde G é referente a uma função linear análoga à
rü
função P, podemos escrever:
Q b 
*FG Li *
" 9 f . '
i
*x. Si
• ■ m . + 
J
3 f .
i
3 x d sd
para i,j = A ',B*,C• e i t J•
.q ,(111.78)
Utilizando a mesma sequência seguida anteriormente para caJL
cular Qpp» podemos escrever:
SA , = — j- e [qLm] = O, (III.79)
consequentemente:
QPG = QAB “ ° ”
1
y
Analogamente encontramos:
*AC = " 3 6 QBC
1_
3
Podemos finalmente escrever a matriz dos coeficien
tes de peso de um triângulo, Lembramos que
2_
3
_1
3
3
1_
3
2_
3
1_
3
1_
3
1_
3
2_
3
(III.80)
3.7 - RELAyXO ENTRE O COEFICIENTE DE RIGIDEZ E A CUHVAS PA- 
DRlO RELATIVA:
Empregando os valores obtidos na (III.80) e nas 
(III.27) teremos:
Q = a2(-|cotg2A' -fr 4  cotg2B' - 2(-i)cotgA'cotgB')» 
aa j j j
para generalizar a expressão, introduzimos o coefiqiente de 
correlaçãoj na mesma;
Q = -^5 (cotg2A' cotg2B' + cotg^cotgB*), (III.81)
âã. • /%&
V
(Q )2 = + 5  
aa - j
2 2 2 
•^(cotg A' + cotg B* cotgA*cotgB
' { * ■(III.82)
2 2
(T2 c .fe.-iL (cotg2A* + cotg2B* + cotgA'cotgB*).(III.83) 
a - 2
35
Aplicando, sobre a eouação acima,0 mesmo método u- 
tilizado na obtenção da equação (III.42), podemos escrever 
a (III.83) como seguei
2 2
°a = ^ 0 (tlA' + + (111.84)
Voltando à (III.46), dada por:
n
Ha = C X ^ A !  + ^B! + *
T*1 1 1 1 1
e substituindo sua expressão, para um triângulo, verifica - 
mos que:
2 2 
Ra = ^ A '  + ^B' + A^* B* ^ *
donde,
R
*1'
0 resultado acima, implica em:
Então, de acordo com a (III.81) temos:
2
^ o cotg2A* + cotg2B' + cotgA'cotgB*),(III.87)
i f r
a qual é escrita da seguinte forma:
^ ■ 7 5 5 *. e lllI-88)
Consequentemente, a equação da elipse padrão rela-
tiva, quando substituimos a (III.87) pelas (III.88) é escri
que é a equação da elipse padrão relativa em função do coe-
ficiente de rigidez.
A partir da (III.90) obtém-se:
,2.„2
2 2  A I ' 2 2 r 2 2 2
a - ^ab y RaRbxix2 + b V z  " " 7 7  (xl + x2 ) ’
( III.91)
que é a equação da podaria padrão relativa em função dos coíí 
ficientes de rigidez de um triângulo.
As expressões (III.90) e (III.91) demonstram niti-
damente que o já há muito conhecido coeficiente de rigidez 
está diretamente ligado á teoria da otimização e ás curvas 
padrão.
TENSOR DE ERRO E SUAS PROPRIEDADES
4.1 - INTRODUÇÃO:
Este capítulo introduz o tensor de erro e apresen-
ta algumas consequências, que decorrem da aplicação de suas 
propriedades. Fundamentalmente, é possível afirmar que a ma 
triz variância-covariância é um tensor de secunda ordem; pa 
ra que isto seja verdadeiro, naturalmente devem ser satis - 
feitas algumas condições.
Demonstramos neste capítulo que a área máxima para 
a elipse de erro corresponde a elipse padrão e nue sua área 
mínima corresponde a um círculo, que pode ser identificado 
como a situação ideal para uma medida. Demonstra-se, também, 
que a podária padrão tem área igual à podária referente a £ 
lipse de erro, pois esta é invariante. Estes resultados são 
obtidos a partir de propriedades do tensor de erro. Aliás, 
elas podem ser onsideradas como válidas para a matriz va-
riância- covariãn cia, mesmo quando não se identificar com o 
tensor de erro.
4.2 - TENSOR DE ERRO:
Considerando um sistema euclidiano tri-dimensional, 
e fixando neste sistema um vértice de uma triangulação,a po 
sição deste é influenciada pelo tempo, fato não levado em ccn 
sideração nos capítulos anteriores. Resulta disto que a fun 
ção densidade de probabilidade agora também é função do tem 
po. Razão pela qual a matriz variãncia-covariãncia também de 
pende do tempo, donde podemos escrever:
F = ...,xn ,t)
e
^x.x. • U v -1)
1 J 1 3
Tendo em viola l ratar-nr» de* goodesia, ao ,.;runde:-;an a serem 
medidas são distâncias, ângulos, etc. Se considerarmos o pro 
cesso como estacionário, as CT (t ) serão iguais para qual
X . X . S
i
quer s, neste caso s = l,2,...,m. Escreve-se:
? x . x U )  V V P(V X2.....Xn ’t)- (IV-2)
i j í,j=l i j
Onde u^ é o desvio da distribuição definida no paragráfo 3.2.
Multiplicando a densidade de probabilidade
F(x,,x_,...,x ,t) pelo elemento dv * dx,dx0 ...dx , lr 2r f n 1 2  n F
dV = F t x ^ X g , ... ,xn ,t)dv, (IV. 3)
e substituindo dV em (II.7), temos:
/• *a>
u i -/'i)íxj - / y a7
i j y- <*>
4ue tem a mesma forma (GRAFAREND,1967) que o tensor de inér 
cia utilizado em mecânica. Disto é possível deduzir-se que 
a matriz variância-covariância é um tensor de segunda ordem, 
quando satisfeitas as condições citadas. Para provarmos que 
esta grandeza é um tensor, é suficiente demonstrar que ames 
ma se transforma segundo a lei de transformação para tenso-
res de segunda ordem (STEDILE & SILVA,1974):
xh* Xk® -?cr = a a cr ,
V j  xi xj w  ’ ( n -5)
onde utilizamos a contenção de soma de Einstein.
Da álgebra sabemos que x^, e podem ser repre-
sentados sob a forma:
nXh' “ 5  aih,Xi * bh*
n
A V  = | aih'//ti + bh» * 
1=1
(IV.6)
que são escritas tensorialmente da maneira como se segue:
ah ,xi **■ bh*
/ V  "  a h ' A  +  V
(IV.7)
Entao podemos escrever:
isto e,
1 Ju u = a, ,a. ,u u
V  V  h  k  X Í :
Fiferenciando a primeira ex]
Porem, tendo em vista estarmos trabalhando em um espaço eu-
clidiano, isto é, os dx,, são ortogonais aos dx, 
i
que os a^, = 1, donde se conclui que:
, implica
Consequentemente, temos:
dx1dx2 dx
n
dx, ,dx_,...dx
1 * 2 '  j
(IV.9)
Da definição da densidade de probabilidade, conclui-se oue:
Onde assume os valores 1 se k' *= h' e x(t) se k* / h\
condição imposta para que a densidade de probabilidade se - 
ja a mesma para os dois sistemas.
Ê necessário buscar da teoria da probabilidade o 
seguinte conceito: Sempre que a densidade de probabilidade 
for tomada para todo o espaço, ela é igual a (um) 1, inde - 
pendente do sistema de referência utilizado. Então se a i - 
gualdade (IV.10) for satisfeita, pode-se escrever:
Esta expressão pode ser escrita dependente do tempo. Contan
para uma transformação onde o tempo é uma variável discre -
^1 * * * * *
x ) dv - 
n
 .....  X. ,. )dv' « 1. (IV.11)
J. 'M ‘
to que h' = k', isto é, que nos dois sistemas a densidade de
probabilidade seja considerada no mesmo instante. Isto é:
(** '*Z
JF(xlfx2,...,xn ,t)dv * j F(x1 ,,...,xn ,,t)dv,=l.
(IV .12)
Das expressões (IV.3), (IV.8) e (IV.12) conclui-se que:
r *  -  Xi X 1 f**
lu u dV* = a a J \ u u 
Xk* Xh' xk » À  Xi
dV. (IV. 13)
Isto prova que a integral acima e um tensor de segunda or - 
dem, o qual é denominado tensor de erro. Portanto, no espa-
ço tridimensional, escreve-se:
/ t (V
Ux (t)ux Ct)F(x1 ,x2 ,x^,t)dx1dx2dx^,( IV.14) 
- »■ . m I J
isto e,
01 x (t) 
X i j
íT ( t)V V tr (t)Y Y °x x (t)
1 1 1 2 1 3
C; ( t )Y Y rx x (t) °x x
2 1 *2 2 X2X3
Tx x U )  
3 1
°x x U )  
3 2
°*.x,(t> 
j 3
onde (T “ a e 
vx.x. x.
i i  i
crx  (Tjf
i j
'x.x. ' p 
i 3 )x.x3
(IV.15)
4.3 - INTERPRETAÇÃO DO TENSOR DE ERRO:
Como vimos no parágrafo anterior, a matriz variãn- 
cia-covariãncia quando dependente do tempo é um tensor de 
segunda ordem. Ao passar de um sistema de coordenadas (S)pa 
ra um sistema de coordenadas (S*)» empregando a lei geral de 
transformação de tensores, torna possível a aplicação do sis 
tema fundamental de invariantes de Hilbert, para tensores 
de segunda ordem, à matriz variãncia-covariãncia (GRAFARENfy 
1971). No espaço euclidiano n-dimensional as invariantes fim 
damentais são:
2! ^ijh’k' ^ij ^ V k *
I3 3S ^i3h'k*rMs" ^ij ^ ‘k* ^ " s "
m n
( IV. 16)
0 á,- ■ i k t i r m * « *  ® 0 delta de KrOnicker-generalizado ,
X jll Xv i S  • • # UI li
oque pode ser encontrado em (LELONG-FERRAND,1963). Os Ir sao
invariantes para qualquer transformação, é proveitoso lem -
brar: que (T = o CT (X e quando x. e x. são li- 
V j  °x ix J \  *i 1 J
nearmente depententes, temos |j? | = 1, ao passo que para
XiXj
x^ e x.. linearmente independentes resulta |fx x | ^ 1* Ê e-
^ 0
vidente, e verifica-se experimentalmente que no espaço tri- 
-dimensional a coordenada x^, correspondente ã altitude h , 
e as coordenadas x^ e x^ , correspondentes as coordenadas geo 
gráficas são linearmente independentes, isto é, |^ x x 1
6 lfx2x 3 I > V 3
Então as (IV.16), no espaço euclidiano tri-dimen - 
sional, assumem a forma que se segue:
Estudando as (IV.15) e (IV.17) detalhadamente, con 
se que as (IV.17) podem ser reescritas, como abaixo:
I, = tr <r 
1 x .x.
1 0
I = t r a d 3 (T
i 0
I = det <T x
i *i*
( IV.18)
No espaço euclidiano bi-dimensional tem-se:
Recordamos que Q.
Vj
e Q.
2  XiXi  2
-, o que
<r cr
possibilita reescrevermos as (IV.19), como abaixo:
t, = (T2(Q1  '  X, X, x„x+ Q  ) l'*l  X2X2
i2 - <rV „ « - Q  ) . X1X1 X2X2  X1X2
( IV. 20)
4.4 - ÁREAS MÁXIMA E MÍNIMA PARA A ELIPSE I)E ERRO:
A elipse de erro é dada pela equação (11.20), isto
0e:
V xi ” 2V x2X1X2 + Qx x X2 = f ^ x,X Qx x ” Qx x
(IV.21)
Para obtê-la em função de suas coordenadas polares, faz-se:
x^ = rcost^
x^  = rsen^
(IV.22)
Ern consequência a equação da elipse e escrita como segue:
p  p p p  p
Q  r cos y - 2Q  r cos^sen^f ♦ Q  r sen ífX r\ X f\ X<, X ^ X^ X.,2 2 12 
.2
11
= <r (u  y  - cr  ).u  x1x1 x2x2  x1x2
Da (IV.22) pode-se obter "r",Í8to é:
/(Q  Q  - Q2  )
X1X1 X2X2  X1X2
(Q  cos^iP- 2Q  cos<^sen</*► Q  sen2«/)X X * X.. XX1X2 X1X1
(IV.23)
(IV.24)
então a area "SM da elipse de erro sera expressa como segue:
ir
r2 /r
(IV.25)see = 4/ /^ drdf 'o^ /o
integrando-se temos:
ee
o,Q  Q  - Q  v4(2(  x2x2  *,*.,)
X^2
(IV.26)
e a expressão final para a area generica da elipse de erro, 
é dada por:
41,
i> (IV.27)
X1X2
Isto significa que a área da elipse de erro não é constante
pois Q  depende dos eixos da mesma. 
xlx2
Ja que a area da elipse e variavel, a mesma deve 
assumir um máximo e um mínimo. Estes podem ser determina-
dos em função das relações entre os eixos da elipse e sua 
orientação. Para fazer este estudo derivamos a expressão de 
sua área em função a um angulo t de rotação. Vimosda(II.23) 
que após a rotação de um ângulo t nas direções dos eixos t 
temos:
2 2Q  *= (Q  - Q  Jsentcost +■ 2Q  (cos t- sen t) 
yiy2  X2X2  X1X1 X1X2
isto é,
Q  =-è<Q  -Q  )sen2t +■ 2Q  cos2t.  (IV.28) 
y!y2  2 X2X2  X1X1 ; X1X2
2
y,yi
1 Q*2X2 
^2*2 \  | % v/_ }t ylyl  !A V, X1
l \  1 1
PIG.IV.l - Duas elipses de erro para um ponto tem áreas 
diferentes.
Com a finalidade de obter um extremo da função derivamos 
(IV.28) e a anulamos:
ã r ^  ■ (V , ' V x . )00,2t - 4V , Ben2t ■ 0
1 (IV.29)
desta equação obtemos as seguintes expressões:
tg2t
Q - Q 
X2X2 X1X1
4Q
X1X2
/ Q - Q v
( x2x2
sen2t =
í\/(Q - Q ) + (4Q vx2x2 xixi xlx2
4Q
X1X2
cos2t =
♦ \ /( Q - Q 2 , 4Q J
-\/v x2x2 W )  + ( x!x2 )
( IV.30)
Afim de obter-se o máximo ou mínimo da função deriva-se a 
(IV.28) uma segunda vez, e obtém-se:
d2( Qy, yQ )
dt
1 2 '  f -■
  = - I2(Q - Q )sen2t + 8Q cos2t|.
L 2X2 X1X1 X1X2 1
ibstituindo as (IV.30) na (IV.31)» temos:
d ( y^g) 2 [( x2X2 xlxl^ ~ X1X1^ 1
— P------- * - r---  — ■ ■ - ... .......  •
dt M / Q  “ Q n2 740 T2|
|-y( xgx2 x!xi) + ' x ^ g )
( IV.32)
Onde tomamos o valor da raiz era módulo por estarmos tratan-
do de uma área.
d2Q
V V /
Para sabermos se 1J2 e maior ou menor que ze
dt2
ro devemos considerar casos particulares.
a - Se os eixos da elipse forem iguais, isto e, quando a e- 
lipse recai em uma circunferência, a (IV.32) será positiva, 
pois:
d2( S i y 2 )
— 2------ = 8 ^ 0 .  Este resultado mostra que a area e míni-
dt
ma para este caso, isto á, para a circunferência.
b - Para o caso da elipse padrão, isto é, quando temos Q
Jlyl
maximo e Q mínimo, e facil concluir que o valor numári-
co em módulo pára a (IV.32) será o maior possível. Mas não é 
possível provar que a derivada segunda é positiva, portanto 
não provamos que se trata de um extremo. Mas podemos prová- 
-lo de outra maneira.
c - Uma vez que Q .= Q Q Q , temos: 
*1*2 1X2 X1X1 X2X2
s = s
ee ep
2 2 
e Q Q 
1X2 X1X1 X2X2
(IV.33)
_1_ _1_
2 2
Quando cresce a diferença entre Q e Q , decresce o pro
X1X1 X2X2
2
1_
.2
duto Q- • Q~ . Podemos entao concluir que para a elipse
. ~ X1X1^ X2X2 * . . . . , 
padrao, a area e maxima, isto e, a elipse de erro de maior
area e a elipse padrão.
FIG.IV.2 - A area maxima para a elipse de erro e dada pela 
elipse padrão e a mínima por uma circunferência.
4.5 - INVARIÂNCIA DA ÁREA DA PODÁRIA REFERENTE X ELIP3E 
DE ERRO:
A equação da podaria para a elipse de erro é dada 
pela equação:
2 2 1 2 2 ?Q  x - 2y  x x 4 Q  x_ = — ó(x_ 4 x_) .(IV.34) x1x1 1  X1X2 2X2  (T *
Para escrever a equação desla podaria em função de coordena 
das polares, usa-se:
x^ = pcos if 
x2 = psenlf ,
(IV.35)
donde a (IV.34) em função das mesmas pode ser escrita como 
segue:
2 2 £ £Qv v P COS f- 2Q  p^ cosfsenf 4 Qv  p*sen^if =
X1X1 12 22
2 2.
1,2  2 n  2  2/i,2(p cos if' 4 p sen Y )
P = C?( Qv v cos2f- 2Q
X1X1
cosif eenif
i- Q  sen 
X2X2 í>
_1_
2 ( IV.37)
Do calculo integral e diferencial sabemos nue a área  para 
esta figura plana pode ser obtida pela expressão:
pdpdv|> (IV. 38)
A solução desta integral ,e:
S = -^ -( Q  + Q  ) . 2  x ^  x2x2 (IV.39)
Substituindo a primeira expressão das (IV.20) na (IV.39),r£ 
sulta:
S = ^1 ( IV.40)
A expressão (IV.40) mostra que a área da podária rti 
ferente a elipse de erro é invariante. Neste caso, a área da 
podária padrão é igual a da podária referente á elipse de er 
ro, sendo portanto invariante em relação a qualquer transfor 
mação de coordenadas.
C A P Í T U L O  V 
CO.JPLEMENTAÇÃO E TÓPICOS DE OTIMIZAÇÃO
5.1 - INTRODUÇÃO:
Este capítulo foi escrito com o intuito de comple-
mentar o que foi feito até aqui. Sua finalidade é esclare - 
cer alguns pontos que ficaram em aberto nos capítulos ante-
riores, ou que nao foram citados, apesar de fazerem parte 
dos assuntos abordados. Oque será útil para dar uma noção 
geral sobre problemas a serem enfrentados no uso prático da 
otimização.
5.2 - ELIPSÓ1DE PADRÃO:
Ate aqui dedicamos nos mais ás elipses de erro e pa 
drão. Agora vamos falar brevemente sobre o aspecto tridimen 
sional da questão, isto e, o elipsoide. Denominamos de elip- 
sóide de erro a generalização para o espaço tridimensional 
da elipse de erro, que é dada por uma equação do tipo:
(V.l)
ylyl
Q2
y2y2 y3y3
As coordenadas dos extremos dos eixos serão dados
por (+ Q ,0,0), (0,í Q ,0) e (0,0,± Q ) como mos- 
1 1 2 2 3 3
tra a lf’IG.V.1 . Quando x^= 0 teremos uma elipse de erro so-
bre o plano x^x^ relativas às coordenadas planas, isto é , 
a elipse da qual tratamos nos capítulos anteriores, Se fizer 
mos x^ = 0 ou x^ = O, obteremos uma elipse sobre o plano 
x^x^ ou x^x^ respectivamente.
Tais elipses serão elipses de erro de x^e em relação a x^
respectivamente. A partir destas elipses podemos obter os
semi-eixos ^ , Q e Q do elipsóide de erro.No ca
xlxl X2X2 X3X3 ”
so de utilizarmos as tres elipse padrão, obtém-se os semi -
-eixos de um elipsóide que denominamos padrão. Porém, o e- 
lipsóide padrão será possível apenas no caso dos coeficien-
tes de correlação x * fx x serem ißua-is entre si
1 2  1 3  2 3
e iguais a 1. Isto, porque, em caso contrario, os novos pia
nos z1z2» ziz3 e Z2Z3 n^° ser^° ortogonais entre si. Supon-
do a condição:
f x ^  “ f*x^x^ ~ ^X2X3 ~
satisfeita, vamos obter os eixos deste elipsóide.
Os semi-eixos do elipsóide padrão serão obtidos a 
partir das fórmulas (11.29), da seguinte maneira: 
para x^ = u, temos:
para x1 = 0, temos:
Q BS -
*y[y[ 2
Q + Q „ 
X2X2 X3 3
Q + Q 
X2X2 X3X3
para = O, temos:
Q + Q 
xixl X3X3
Qx X * Qx X
X1 1 3 3
f(Qx X -
2 2 
Q )* + 4 Ci
2 2 3 3 2 3 
(V.3)
(QX X -
Q )2 + 4Q2V  Y  Y  Y
2  2 3 3 2 3
' lQX X -
2 2 
Q Y  + 4Q v
Y  Y  Y  Y
1 1 3 3 1 3  
(V.4)
lV l  " \ xi * * \ x î
A partirdas (V.2), (V.3) e (V.4) é possível dedu -
Relacionando as (V.2), (V.3) e (V.4) com as (V.5), podemos 
obter as equações dos semi-eixos do elipsóide padrão, nue 
são dados por:
Obtido o elipsóide padrão, é possível obter-se uma 
superfície pedal em relação a seu centro de simetria,a qual 
ó análoga á podaria padrão no espaço bi-dimensional.
i?I(/.V.2. - 0 elipsóide padrão e sua respectiva superfície 
pedal.
Segundo o que foi dito no parágrafu 4.3, concluè -
se que, na prática, quase sempre fx x ^ f x x  e Ç x x ^fx x #
1 3  1 2 2 3  1 2
Neste caso, as condições impostas para obter o elipsóide pa
drão não serão satisfeitas. Apenas será possível obter o e- 
lipsóide de erro e sua correspondente superfície pedal. É éj 
vidente que a partir destas superfícies não é possível en-
contrar o resultado desejado, isto é, a direção na qual há 
maior erro no espaço tridimensional. Isto torna claro que, 
na prática, as superfícies de erro não tem muito interesse, 
apesar de sua análise sempre implicar em resultados intereí3
santes. Propomos, então, -que seja utilizado um estudo de ca
0
da uma das elipses e podarias padrao separadamente.
5.3 - ALGUNS CONCEITOS UTILIZADOS EM OTIMIZAÇÃO:
Consideremos útil dar alguns conceitos mais empre-
gados em otimização.
- Denomina-se situação de erro isotropa aquela para a qual 
a elipse de erro estiver reduzida a uma circunferência.
- Denomina-se situação de erro homogênea aquela era que, pa-
ra uma distribuição de pontos, as elipses padrão encontra - 
das para ela forem iguais entre si e tiverem todas a mesma 
orientação.
- Naturalmente a situação de erro não isotropa é denominada 
de anisótropa e a situação de erro não homogênea é denomina 
da de heterogênea.
Estes dois conceitos nos proporcionam a possibili-
dade de quatro situações de erro diferentes para uraa rede 
de triangulação geodésica, que serão:
- Rede anisótropa heterogênea, é aquela cuja distribuição de 
erro aparentemente não posBue normalidade nenhuma, afora o 
crescimento do erro ao longo da rede.
- Rede anisótropa homogênea, é anuela onde a distribuição fe 
erro para cada ponto é igual à distribuição de erro de ca-
da um dos outros pontos da rede, mas com uma distribuição pa 
ra cada ponto não isótropa.
- Rede isótropa heterogênea, é anuela onde a distribuição de 
erro é isótropa para cada ponto, mas com distribuições difei 
rentes para cada um deles.
- Rode isótropa homogênea, é anuela que possue uma distri - 
buição de erro para cada ponto igual ã distribuição de to - 
dos os outros pontos, além de ser isótropa em cada um deles. 
Estas quatro situações de erro serão mostradas respectiva - 
mente nas figuras V.3» V.4» V.5 e V.6.
- Um tensor de segunda ordem admite inúmeras invariantes ro- 
tacionais. Cada invariante é uma combinação linear dos com-
ponentes do tensor, oue são obtidos por multiplicação, al-
ternação e contração de índices.
- É possível calcular cada invariante de um sistema de inva

i*‘ 1G . V • 5 - Rede anisotrop a homogênea.
riantes a partir de algumas invariantes fundamentais fini - 
tas.
- As invariantes fundamentais de um sistema de invariantes 
formam a base de Hilbert.
- Ura tensor de segunda ordem tem o mesmo número de invarian 
tes fundamentais que o número de dimensões do espaço eucli-
diano considerado.
- Denomina-se y 1^ e y  1^ de erro pontual de Helmert e de 
erro pontual de Werkmeister respectivamente (GRAFAREND,1972)i
Queremos ainda anotar que atualmente são utiliza - 
das e aplicadas na otimização as seguintes teorias: teoria 
dos grupos, análise espectral, teoria dos invariantes, esta 
tística, Cibernética e outras já citadas ou de menor impor-
tância.
A elipse padrão depende das coordenadas (x^,y\),das 
linhas ao longo das quais são feitas as observações, da ma-
4» « * 2
triz variância-eovariância e da variância generalizada o- • 
Isto implica em que a elipse de erro pode ser calculada sem 
qualquer conhecimento das coordenadas ajustadas dos pontos 
da rede ou dos valores atuais das observações.
Desejamos esclarecer que este último parágrafo tem 
a finalidade principal de computar alguns conceitos pouco a 
cessíveis, mas utilizados com frequência e sempre considera 
dos como conhecidos pelo leitor, na literatura especializa-
da.
C A P Í T U L O  VI 
C O N C L U S Ã O
A elipse de erro foi deduzida de maneira a mostrar 
claramente sua proveniência e validade geométrica. A seguir 
vimos a dedução da elipse padrão que, por definição, é a - 
quela que tem como semi-eixos os desvios padrão máximo e m^ 
nirao respectivamente. A primeira conclusão a ser tirada é e 
xistir uma infinidade de elipses de erro. Cada uma destas je 
lipses dá as variâncias nas direções de seus eixos, segundo 
a respectiva orientação. Conclue-se também nue existe ape - 
nas uma elipse padrão que é aquela onde a orientação de seus 
eixos maior e menor indicam a maior ou menor propagação dos 
erros, respectivamente. Obtivemos a podária padrão, que cor 
responde ao lugar geométrico da distribuição dosjcoeficien-
tes de peso, isto é, das variâncias sobre o plano;. Pode-se 
concluir que esta figura que colima todas as elipses de er-
ro e padrão, pois cada segmento que liga um ponto de sua 
curva a seu centro de simetria representa o semi-eixo de uma 
das infinitas elipses. Se a elipse padrão nos dá a distri - 
buição do erro. BObre o plano. Lembramos que a obtenção da 
podaria padrão é possível apenas a partir da, elipsie padrão,
oque justifica sua existência, isto é, Bua obtenção.
Um aspecto importante da elipse padrão, é ser pos-
sível obtê-la mesmo antes de terminados os trabalhos de cam 
po. Outro aspecto, é que sua obtenção gráfica, em alguns pai 
tos da rede, é de maior uso prático que os resultados numé-
ricos. A obtenção gráfica da podária padrão completa o qua-
dro geral, o qual mostra a tendência dos erros cometidos,p£ 
dçndo demonstrar a existencia de erros sistemáticos. 0 re -
-  ^V ê f A
süitadó grafico tambem mostra tendencias em escala e azimu-*- 
te na rede em geral. Entretanto, será o resultado numérico 
que dirá se foi obtida a precisão desejada ou não. Estas in 
formações são muito úteis na decisão de quais mudanças de - 
vera ser efetuadas na rede proposta, para obtermos um resul-
tado ótimo. Elipses de alguns pontos igualmente distribui - 
tíos ao longo da rede servem para mostrar sua deterioração . 
?A observação detalhada das curvas padrão resultantes ajuda 
£ seleção de uma rede ótima. Quando a rede possue medidas 
mal determinadas, o efeito de observações adicionais pode 
Ser analisado por seu efeito sobre as curvas padrão, a  pre-
cisão da otimização depende da precisão das variâncias e cç> 
variâncias das observações.
Tratamos também da elipse padrao relativa., isto é, 
da elipse que relaciona os erros de uma ou mais linhas da
rede geodésica, ou de uma poligonal. Obtivemos', eptãio:, uma 
noção do erro cometido nas medidas que relacionam dois pbn^ 
tos, isto é, nas. linhas ,que levam ao novo ponto, enquanto á 
elipse padrão absoluta dá uma noção do erro final na localii 
zação de um ponto., propriamente dito. A seguir, vimos, a .dèchg 
ção da elipse padrão relativa, sua respectiva podaria s o 
coeficiente de rigidez de um triângulo. Pode-se concluir, a 
partir destas deduções, que existe uma relação direta èhtrs 
o coeficiente- de rigidez e as curvas padrão. Por meio désta 
relação tornar-ee possível a obtenção da elipse padrão rela*- 
tiva e sua podaria, a partir dos coeficientes de rigidez 9 
que são de obtenção mais rápida e fácil do que os coeficien 
tes de peso. Como os coeficientes de peso estão diretamente 
ligados aos pesos, através da elipse padrão relativa calcu-
lada por meio do coeficiente de rigidez, pode-se obter uma 
boa noção dos pesos a serem adotados para o çále.uló dás va-
riâncias e covariâncias. Outra vantagem que mostra 0 rela - 
cionamento citado, é ser possível efetuar o gráfico da eli£ 
se ,padrão relativa ainda no campo de maneira bastante rápi-
da.
Introduz imo0 também o tensor de erro , q.u® é identi 
ficado como tensor .de segunda ordem. Na práti,ca. eatertensor 
corresDonde â matriz variãncia-covariância. A prineipal van 
tagem possível de tirar disto, é que podemos fazelíi a matriz
variãncia-covar iãhc ià coincidir com o tensor de erro, por - 
tanto esta tem as mesmas propriedades de um tensor de segun 
da ordem, k partir destas, pudemos provar que a elipse pa-
drão é a elipse de erro de maior área, e que, quando a eli£ 
Sjg de erro decai para Uma circunferência', sua área é mínima; 
que a  área das podarias correspondentes a qualquer elipse de 
erro é invariante. Vimos que, quando temos uma rede ótima , 
as-T.eiipsesí padrão se reduzem a circunferências, isto á, suas 
árèas sãó mínimas. Então, na prática, deve-se escôlher a re 
de de forma tal que seja possível obrigar a área correspon-
dente a cada èquação de elipse ser mínima, oque implica nu-
ma iinelhor determinação para cada ponto da rede. Se for pos-
sível obter circunferências de mesmo raio para todos os pon 
tos da rede, tèr-se-há a rede ótima. Mas, isto não é possí- 
vel na pratica, razao pela qual alguns estudiosos deste as-
sunto dividem as redes em diversos tipos ou graus de otimàs. 
Ainda citamos os casos tridimensionais, isto é, o elipsóldè 
de erro e 3ua correspondente superfície pedal, Para estas 
superfícies alcança-se o caso padrão apenas em um caso mui-
to particular. Para este caso poderíamos obter uma distri - 
buição dos coeficientes de peso no espaço tridimensional, e 
e por conseguinte a distribuição das variâncias. Gemo na piá 
tica este caso particular dificilmente acontece,' vgáõs que 
o elipsó.ide padrão e sua superfície pedal correspondente não 
é muitc útil.
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