The parameter plan and noise plan (which Taguchi calls inner arrays and outer arrays) can be crossed to obtain an overall experiment plan. However, the number of runs required by such a crossed plan may be prohibitively large. One alternative is to fractionate the parameter and/or noise plans in order to economize on observations. Fractional factorials can be used to reduce the size of the parameter plan if highorder interactions are thought to be unimportant. In such cases, a center point can be added to the design to assess lack-of-fit.
The noise factor plan will gener- 
where c~N(O, az). Suppose we are considering two alternative parameter settings, z and -z, and we collect n/2 observations at each of the two points.
If all independent random number streams are used, then the variances of the @ in equation (5) If common random numbers are used, we have a better estimate of the slope but a poorer estimate of the mean. If antithetic random variates are used, then we have a better estimate of the mean response but a poorer estimate of the slope. This relationship is illustrated in Figure 1 for the model of equation (5). When common random numbers are used for an observation at each of +x and -x, the responses are either both above or both below the true mean response. Since the error is additive and the error distribution is identical at the two points, the slope can be estimated exactly from such a pair of responses:
the solid thin lines (joining pairs with common random numbers) are parallel to the underlying response (shown as a solid thick line). However, there is variability associated with the intercept estimate, particularly if the total sample size n is small. Conversely, antithetic random numbers pair positive errors at -t with negative errors at +x and vice versa. The dashed lines joining antithetic paired response have slopes that differ from the underlying model, but the intercept is much closer to the true value.
(If the error distribution is symmetric, the intercept can be estimated exactly.) Now consider two factors Xl and X2, and the corresponding first order model: Schruben (1979) proved that the sum of coefficient variances is constant for any saturated, orthogonal design.
This reallocation has interesting implications for parameter design. Consider the crossed data collection plan (parameter plan x noise plan x artificial factor plan). The artificial factor plan should be chosen in order to induce correlations which reallocate variance from the interesting terms (parameters) to the uninteresting terms (noise factors). Since we will average the results over the noise space, obtaining precise estimates of the coefficients corresponding to the noise factors is unnecessary, Variance reallocation can also be conducted when a combined data collection plan is used.
The linear models in equations (5) and (6) Recall that the Y's analyzed in the response surface models above are themselves likely to be averages, (such as the average waiting time for a customer in a queueing system) for particular parameter configurations.
EXAMPLE
We illustrate the use of antithetic random variates for a simple, hypothetical system. 1$'e have a single parameter, X, which we will sample at one of three values: low (X = 2), middle (X = 4), and high (X = 6)). Our noise factor is the range of a Uniform[-C,C] random variable and represents the variability inherent in the system. Suppose we are uncertain of the range, but feel that it is equally likely to be any value between 0.5 and 3.5 (e.g., c equally likely between 0.25 and 1.75).
The response surface we model is given in equation (7) and shown in shown in Figure 3 . Although this is a hypothetical scenario, we stress that the classification of parameters, noise factors, and artificial factors cannot be done in a vacuum.
In this example, we assume that all variability in W cannot be removed without qualitatively changing the system. For instance, we would not want to change interarrival times from stochastic to deterministic in a queueing application, but we might be unsure about the exact parameterization of the underlying distribution.
We sample from this system under three sets of conditions, using a common total sample size of 24 runs. First, we sample as though the parameter X is the sole factor of interest, and generate 8 samples (using independent random number streams) for each of the three design points. This is done in a two-stage process: a value of c is first generated from a Uniform [O.25, 1.75] distribution, and then the noise W is generated from a Uniform [-c,c] distribution. This value X + W is then transformed according to equation (7) to yield a realization of Y. This corresponds to the model of equation (1), where we are only modeling the effect of the parameter.
Second, we consider both the parameter and noise factor, and select different random number seeds for all 24 runs: 4 runs for each of the six combinations of parameter and noise factor levels. This corresponds to the model of equation (2) The regression coefficients and associated standard errors provided in Table 1 indicate that the control of the random number stream has increased the predictive ability of the regression equation, and decreased the standard errors of all coefficients, despite the decrease in the degrees of freedom for error estimation.
(24 independent observations are used to fit the first model; pairs of independent observations are averaged for low and high ranges to obtain 12 points for fitting the second model; the third model is fit using 6 points, obtained by averaging across low and high ranges and antithetic pairs.) This illustrates the benefit of using correlation induction strategies on the artificial factors.
CONCLUSIONS
The robust design approach mandates a new outlook on the response surface metamodeling problem.
While ordinary least-squares regression and ANOVA techniques assume equal variance across design points, the success of Taguchi's robust design philosophy indicates the need for methods which incorporate variance heterogeneity y into the analysis. However, certain aspects of this variance reallocation problem are worth mentioning again. Every time a factor can be controlled in an experimental design, rather than sampled randomly, this decreases the underlying variance associated with all remaining sources of noise, As long as the noise factors chosen to be controlled do transmit variance to the response, the precision associated with estimating the parameter coefficients should improve.
