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Every singlet state of a quantum spin-1/2 system can be decomposed into a linear combination
of valence bond basis states. The range of valence bonds within this linear combination as well as
the correlations between them can reveal the nature of the singlet state, and are key ingredients
in variational calculations. In this work, we study the bipartite valence bond distributions and
their correlations within the ground state of the Heisenberg antiferromagnet on bipartite lattices.
In terms of field theory, this problem can be mapped to correlation functions near a boundary.
In dimension d ≥ 2, a non-linear σ model analysis reveals that at long distances the probability
distribution P (r) of valence bond lengths decays as |r|−d−1 and that valence bonds are uncorrelated.
By a bosonization analysis, we also obtain P (r) ∝ |r|−d−1 in d = 1 despite the different mechanism.
On the other hand, we find that correlations between valence bonds are important even at large
distances in d = 1, in stark contrast to d ≥ 2. The analytical results are confirmed by high-precision
quantum Monte Carlo simulations in d = 1, 2 and 3. We develop a single-projection loop variant of
the valence bond projection algorithm, which is well designed to compute valence bond probabilities
and for which we provide algorithmic details.
I. INTRODUCTION
Magnetic ordering is a primary concern of classical
magnetism. Long-range order can be disrupted by the
presence of disorder or of frustration between the mag-
netic degrees of freedom. Quantum fluctuations form also
an important path to destroy long-range order, specifi-
cally antiferromagnetic (AF) order. They are particu-
larly strong for low values of the spin S and in low di-
mensionality. The prototypical model to study quantum
fluctuations is the S = 1/2 AF Heisenberg model
H =
∑
〈i,j〉
Si · Sj , (1)
where 〈i, j〉 denote nearest-neighbor (NN) sites on a hy-
percubic lattice, and Si the spin operator [of amplitude
Si
2 = S(S + 1)] on site i. While long-range order in
the ground state of Eq. (1) is prohibited in one dimen-
sion (1D)1, it can be shown rigorously2 that the system
displays long-range order in d = 2 for all S ≥ 1. For
S = 1/2, there is no exact proof but the numerical com-
putations3,4 leave no doubt that this is also the case. In
this paper, we deal only with this extreme quantum case
S = 1/2 and assume an even number N of spins.
The Hamiltonian Eq. (1) exhibits SU(2) symmetry, as
it commutes with the total spin operator ST =
∑N
i=1 Si.
The total spin quantum number ST is defined by the
eigenvalue ST (ST +1) of the operator ST
2. For AF inter-
actions, the ground state for finite N of the Hamiltonian
Eq. (1) on the hypercubic lattice can be proven5 to be a
total singlet ST = 0. Natural objects to describe such a
singlet state are valence bonds (VBs), which are intrinsi-
cally non-magnetic and antisymmetric objects, with two
spins 1/2 coupled into a singlet. This notion was in-
troduced in the early days of quantum mechanics6 and
has regained interest thanks to the proposal that wave
functions composed of VBs [“resonating valence bond
(RVB) wave functions”] could describe a quantum spin-
liquid phase without any magnetic order, for Heisenberg
models on frustrated lattices7. The idea is that local
(typically NN) superpositions of VBs can effectively ac-
commodate the constraint imposed by frustration in the
building blocks of such lattices and lower the energy of
the full system. While the original suggestion7 of this sce-
nario taking place on the triangular lattice is now aban-
doned (since this lattice supports AF long-range order8),
it stimulated many investigations which led to significant
progresses in quantum magnetism. In fact, the existence
of the RVB phase is established in several quantum dimer
models9,10, which are effective models of quantum anti-
ferromagnets. Furthermore, the usefulness of VB wave
functions has been demonstrated for the understanding of
the low-energy physics of Heisenberg AF models on other
frustrated lattices, such as kagome11 or frustrated square
lattices12,13,35. These developments have confirmed the
importance of the VB picture in understanding quantum
antiferromagnets.
Much of the studies of quantum antiferromagnets
based on the VB picture is aimed at quantum spin liquids
without a long-range antiferromagnetic order. However,
it should be noted that the set of VB states, once in-
cluding longer-range VBs beyond nearest neighbors, is
overcomplete in the total singlet sector6,15. Thus, any
singlet state can be represented as a superposition of
VB basis states. The finite-size ground state of the an-
tiferromagnetic Hamiltonian on the hypercubic lattice in
d ≥ 2 dimensions is no exception, despite its long-range
antiferromagnetic order. This somewhat counterintuitive
fact is indeed consistent with the existence of symmetry-
broken ground states in the thermodynamic limit, thanks
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2to the asymptotic degeneracy in the thermodynamic limit
N →∞ of the “Anderson tower of states” of nonzero to-
tal spin ST with the ground state
16.
An antiferromagnet is called a bipartite antiferromag-
net if the sites can be grouped into two sublattices, and
the Heisenberg exchange interactions exist only between
two sites belonging to different sublattices. Examples in-
clude the antiferromagnets on a hypercubic lattice with
only nearest-neighbor interactions. It is then natural to
consider a restricted set of VB basis states, bipartite VB
basis states, in which only VBs connecting different sub-
lattices are allowed17. Even the bipartite VB basis, if
longer-range VBs are included, is overcomplete in the to-
tal singlet sector (see e.g. Ref. 17 or Ref. 18) and thus
can represent any singlet ground state of an S = 1/2 an-
tiferromagnet. In fact, in a pioneering work by Liang,
Douc¸ot and Anderson (LDA)19, the long-range-ordered
AF ground state of the Heisenberg antiferromagnet on
the square lattice was described in terms of bipartite VB
basis states, including bipartite VBs of arbitrary length.
In practice, this was done by defining a so-called ampli-
tude product state, where the weight of every valence
bond state is factorized into weights h(r) coming from
contributing valence bonds of length r. The original re-
sults of LDA pointed to a minimal variational energy for
the square lattice Heisenberg model reached for a power
law decay h(r) ∝ r−α, with α ≈ 4.
The VB basis provides a new perspective for under-
standing quantum antiferromagnets, which is comple-
mentary to the more traditional Sz basis. As an indica-
tion of its significance, a quantum Monte Carlo (QMC)
algorithm based on the VB basis was proposed20 and
proved to be useful. The more recent numerical results
from the VB-based QMC simulation20, obtained without
assuming the power-law decay, imply α = 3 rather than
α ∼ 4 suggested by LDA. This power-law decay and the
value α = 3 can be understood through a master equa-
tion21 or other mean-field22,23 approaches, which more-
over predict α = d+1 to be the best variational ansatz for
the ground state of Eq. (1) in dimension d, within ampli-
tude product states. These previous works were explicitly
assuming a certain amplitude product variational ansatz
for the antiferromagnetic ground state24. However, one
could instead also ask for the length distribution P (r)
of valence bonds in the real ground state of Heisenberg
antiferromagnets. This question may at first glance seem
ill defined since the expression of singlet states in terms
of valence bonds is in general non-unique. Fortunately,
the occupation number of bipartite valence bonds is nev-
ertheless still well defined18,25.
In this paper, we compute by analytical means the
distribution of VB lengths P (r) for antiferromagnetic
Heisenberg models on hypercubic lattices in dimension
d. Somewhat surprisingly, the question of VB distribu-
tion can be reduced to a problem of boundary field the-
ory.26,27 Boundary field theory has been found useful, not
only in boundary critical phenomena and quantum im-
purity problems, but also in recent topics such as entan-
glement entropy.28–31 The VB distribution may be added
to the list of applications of boundary field theory. The
key in the relation is the identity25 between the bipar-
tite VB distribution and an overlap with the reference
state, which is naturally related to boundary correlation
functions.
In principle, any field theory, which is an appropriate
effective theory for the bulk, can be used to calculate the
bipartite VB distribution with a certain boundary con-
dition. The ground state and low-energy excitations of
the Heisenberg antiferromagnet on the hypercubic lat-
tice in d ≥ 2 spatial dimensions are believed to be de-
scribed by the O(3) non-linear σ model. In fact, in the
ground state, the SU(2) symmetry is spontaneously bro-
ken in the non-linear σ model in d ≥ 2, as is the case
in the Heisenberg antiferromagnet on the hypercubic lat-
tice. The effective field theory in the low-energy limit is
then reduced to the field theory of two massless Nambu-
Goldstone modes. We will apply such a field theory with
boundary, in order to study the bipartite VB distribution
in d ≥ 2 dimensions.
On the other hand, in d = 1, the physics is quite dif-
ferent as there is no spontaneous breaking of the sym-
metry. The system belongs to the universality class of
Tomonaga-Luttinger liquids, which can be described by a
free-boson field theory in d = 1 spatial dimension. Again,
together with an appropriate boundary condition, it is
applied to the bipartite VB distribution in d = 1 di-
mension. As a result, in d ≥ 1 dimensions, we find a
power-law dependence P (r) ∝ |r|−(d+1), confirming pre-
vious results based on mean-field approximations21–23 as
well as a previous numerical QMC estimate20. The ana-
lytical predictions are compared in detail to the results of
QMC simulations of the Heisenberg model in dimension
d = 1, 2 and 3.
While “free-boson field theory” is a common ingredi-
ent for the cases d = 1 and d ≥ 2, the correspondence
between the field theory and the quantum antiferromag-
net is quite different, reflecting the very different physics.
In fact, the difference between d = 1 and d ≥ 2 becomes
apparent in the correlations between VBs, as follows. In
the wave function studied by LDA, it is assumed that
the weight of each VB configuration can be factorized in
products of weights carried by each VB individually:
|ΨLDA〉 =
∑
c
wc|c〉, (2)
with wc =
∏
(i,j)∈c
hij ,
where c denotes a VB configuration composed of differ-
ent VBs (i, j) formed between spins at sites i and j. The
amplitude hij is often chosen as depending on the dis-
tance rij between i and j, i.e., the “length” of the VB
(i, j). The factorization of VB amplitudes means the ab-
sence of correlation among VBs. It is indeed a strong
assumption in the ansatz LDA wave function, and very
few works32 to our best knowledge went beyond it until
recently33–35. In fact, it is very natural to ask whether
3this assumption is correct or can be justified for realistic
(short-range) Heisenberg models.
The boundary field theory approach allows us to elu-
cidate analytically the correlation among VBs. We find
that, whereas there are nontrivial correlations between
VB occupation numbers even at large distances for d = 1,
no correlations are asymptotically present in d ≥ 2. The
analytical prediction is then carefully verified via a nu-
merical investigation with QMC simulations. This differ-
ence between d = 1 and d ≥ 2 is another manifestation of
different physics, in terms of the VB picture. Our results
for d ≥ 2 also justify the use of factorized wave functions
of the LDA type.
The plan of the paper is the following. In Sec. II, we
review the notion of valence bond occupation and cor-
relation in a singlet wave function, giving a pedagogical
derivation of a simple formula to effectively count the
“average” number of VBs shared by two sites. In Sec. III,
we present a method to measure these quantities numer-
ically using QMC algorithms in the VB basis, and dis-
cuss in particular a specific improved algorithm for doing
so. We then consider the case of d ≥ 2 Heisenberg an-
tiferromagnets using a non-linear σ model description in
Sec. IV A, computing the VB length distribution as well
as correlations. We furthermore compare the analytical
predictions for the Heisenberg model on the square and
simple cubic lattices with QMC results. In Sec. V A,
we study the more complicated case (from the analyti-
cal point of view) of d = 1 with bosonization, showing
the presence of correlations between VBs. The numer-
ical computations in d = 1 are simpler and allow for
an exhaustive comparison with bosonization results. We
further discuss the implication of our results in Sec. VI
and give a conclusion.
II. DEFINITION
Consider a bipartite lattice, such that interactions in
the Hamiltonian Eq. (1) occur only between sublattice
A and sublattice B. Every bipartite valence bond state
|ϕα〉 on such a lattice may be written as
|ϕα〉 =
∣∣(i1, j1)(i2, j2) · · · (iN/2, jN/2)〉 , (3)
with ik ∈ A on sublattice A and jk ∈ B on sublattice B.
In this notation the pairs (k, l) represent precisely the
bipartite valence bonds
|(k, l)〉 = |↑k↓l〉 − |↓k↑l〉√
2
, (4)
that form the state |ϕα〉. We may then define the occu-
pation number nk,l of a valence bond state as
nk,l(|ϕα〉) =
{
1 if (k, l) ∈ |ϕα〉 ,
0 otherwise.
(5)
Note, that this definition is rather formal and not always
very useful. Using the Ne´el state
|Ne´el〉 =
∏
i∈A
|↑i〉
∏
j∈B
|↓j〉 , (6)
an interesting alternative expression can be given in the
form of a scalar product25 :
nk,l(|ϕα〉) = −
〈
Ne´el
∣∣S+k S−l ∣∣ϕα〉
〈Ne´el|ϕα〉 . (7)
Therein, the operator S+l S
−
k permutes the spins k and
l within the Ne´el state |Ne´el〉, as illustrated in Fig. 1.
Notice that here we swap only a single spin (|SA| = 1 =
|SB |), with SA = {k} and SB = {l}. Obviously, a valence
bond (k, l) in |ϕα〉 contributes a factor of 1/
√
2 when
overlapped with 〈↑k↓l| and −1/
√
2 for the overlap with
〈↓k↑l|. Hence, a valence bond connecting SA and SB
must yield a factor of 1 in Eq. (7), as required. On the
other hand, if there are valence bonds (k,m) that connect
SA and B − SB (see Fig. 1), then the overlap with a
triplet state vanishes 〈↓k↓m|(k,m)〉 = 0, thus showing
the equivalence of Eq. (7) with Eq. (5).
It is also straightforward to generalize Eq. (7) to arbi-
trary singlet states18,25, which can always be expressed as
(albeit non-unique) superpositions of bipartite VB states.
Writing a given singlet state |Ψ〉 as
|Ψ〉 =
∑
i
ai |ϕi〉 , (8)
we can immediately generalize Eq. (7) to the “average”
VB occupation number for |Ψ〉 as
n¯(k,l)(|Ψ〉) = −
〈
Ne´el
∣∣S+k S−l ∣∣Ψ〉
〈Ne´el|Ψ〉 . (9)
Even though the expression Eq. (8) of the singlet state in
terms of VB basis states is not unique, the VB occupation
number Eq. (9) is unique and well defined. Since every
VB basis state has the same overlap with the Ne´el state,
that is, 〈Ne´el|ϕi〉 = 2−N/4, Eq. (9) is thus an “average”
defined with respect to the coefficients ai themselves as
the weight, and not to their squares |ai|2. If some of the
coefficients ai can be negative, the average Eq. (9) may be
ill defined. However, for the ground state of a bipartite
quantum antiferromagnet, all the coefficients ai of the
bipartite VB basis states are non-negative upon a proper
choice of the overall phase factor, thanks to Marshall’s
sign rule19,36. Thus the average occupation number is
always well-defined for such a ground state and satisfies
0 ≤ n¯(k,l) ≤ 1. We emphasize that this only applies to
bipartite valence bonds18,25.
We define the single VB distribution function
P (r) ≡ n¯(k,l), (10)
where two sites k, l are separated by the vector r. As
we consider translationally invariant systems, n¯k,l should
4FIG. 1. (Color online) a) The reference Ne´el state (on a one-dimensional lattice) with all spins pointing up (down) on sublattice
A (B) has on overlap of 2−N/4 with all bipartite valence bond states, since each of the N/2 valence bonds contributes with
a factor 1/
√
2. b) Swapping the spins of the Ne´el state in region SA with those in region SB creates a reference state, which
has a slightly different overlap with bipartite valence bond states. Every valence bond connecting SA and SB contributes a
factor of −1/√2, whereas bipartite valence bonds, being only connected to one of the swapped regions, contribute a factor 0.
Depending on the size of the swapped regions, one can thus measure the single VB occupations (|SA| = 1 = |SB |), simultaneous
occupations of two VBs (|SA| = 2 = |SB |), and others.
not depend on the choice of the site k and is a function
of the separation r only. Moreover, since the site k must
belong to one VB in any of the VB basis states, we find
the sum rule ∑
r
P (r) = 1. (11)
This construction carries over immediately to the more
general problem of simultaneous occupation numbers of
multiple VBs. This can be done by choosing the set of
sites SA and SB from each sublattice A and B, so that
|SA| = |SB | > 1. Then, the “number of VBs connecting
SA and SB” can be obtained as
n¯SA,SB (|Ψ〉) = −
〈
Ne´el
∣∣∏
k∈SA S
+
k
∏
l∈SB S
−
l
∣∣Ψ〉
〈Ne´el|Ψ〉
= −
∑
i ai
〈
Ne´el
∣∣∏
k∈SA S
+
k
∏
l∈SB S
−
l
∣∣ϕi〉∑
i ai 〈Ne´el|ϕi〉
.
(12)
We note that, in this quantity, one no longer sees which
sites precisely in SA and SB are connected to each other.
For example, with the choice of SA = {k, l} and SB =
{m,n}, we measure the simultaneous occupation of two
VBs connecting the two sets. This may be interpreted
as a sum of the occupation numbers for the two possible
VB configurations |(k,m)(l, n)〉 and |(k, n)(l,m)〉:
n¯{k,l},{m,n}(|Ψ〉) = n¯(k,m)(l,n)(|Ψ〉) + n¯(k,n)(l,m)(|Ψ〉)
= −
〈
Ne´el
∣∣S+k S+l S−mS−n ∣∣Ψ〉
〈Ne´el|Ψ〉 . (13)
We assert that, however, the occupation numbers
for the individual VB configurations |(k,m)(l, n)〉 or
|(k, n)(l,m)〉 are not well defined, and only the combi-
nation Eq. (13) is uniquely defined.
III. MEASURING VALENCE BOND
OCCUPATIONS AND CORRELATIONS IN
QUANTUM MONTE CARLO SIMULATIONS
Measuring valence bond occupation numbers or cor-
relations is straightforward using Eq. (12) if one has di-
rect access to the wave function studied, such as within
exact diagonalization or density matrix renormalization
group (DMRG) calculations (see Ref. 25 for a more pre-
cise discussion and an example of such computations).
Since, however, we would like to study asymptotic, long-
distance, properties of d > 1 quantum antiferromagnets
on large systems, these methods are not practical and we
have to resort to stochastic QMC schemes.
A. General statements on valence bond QMC
Recent QMC state-of-the-art algorithms allow access
to quantities in the valence bond language directly, by
projecting out the ground state from some trial wave
function. The trial wave function is usually chosen to be
some special singlet state, such as the amplitude product
state Eq. (2), in order to achieve a significant reduction
of computational cost37.
Initially, two such schemes have been devised20, which
are often referred to as single projection and double
projection, respectively. The choice between these two
schemes depends on the observable we want to mea-
sure. Observables that commute with the Hamiltonian
can be measured within the single projection scheme,
where some power m of the Hamiltonian H is applied
to a singlet trial state |Ψin〉,
〈O〉 = 〈R| O(C −H)
m |Ψin〉
〈R| (C −H)m |Ψin〉 . (14)
Herein, |R〉 is a reference state, which is in principle ar-
bitrary. However, it turns out that the Ne´el state |Ne´el〉
is a particularly good choice, as it has the same over-
lap with all singlet states. Furthermore, C is chosen to
be the energy of the maximally polarized state |↑ · · · ↑〉,
such that the projection reveals the ground state.
Notice, that such a scheme requires the ground state
(C −H)m |Ψin〉 to be an eigenstate of the observable O.
In cases where this does not apply we have to carry out
the double projection scheme, where the ground state
5projection occurs on both sides,
〈O〉 = 〈Ψin| (C −H)
mO(C −H)m |Ψin〉
〈Ψin| (C −H)2m |Ψin〉 . (15)
Valence bond occupation, Eq. (12), is a rather peculiar
quantity, which measures properties of a given singlet
state without being an observable. There are however
different ways to generate related observables, which can
be measured within double projection, e.g.,
Ok,l = S−k S+l |Ne´el〉〈Ne´el|S+k S−l , (16)
Pk,l = −1
2
(|Ne´el〉〈Ne´el|S+k S−l + S−k S+l |Ne´el〉〈Ne´el|) .
(17)
Unfortunately, it turns out that simulations converge
rather badly when carrying out a double projection
scheme with these observables. This is due to the fact
that the appropriate estimator fluctuates exponentially,
like the one for fidelity38 and Re´nyi entropies39 and in
contrast to the energy estimator and other quantum me-
chanical observables20.
On the other hand, one notices that Eq. (12) looks very
similar to the single projection expression Eq. (14), sug-
gesting an implementation of this last scheme. Indeed
valence bond occupations (through the related valence
bond entanglement entropy40) have already been mea-
sured with the single projection method using a local
update algorithm. However, whereas for the double pro-
jection method very efficient loop updates are known4,
this seems not to be the case for the single projection
algorithm. We devote the next section to the description
of such a method.
B. Single projection QMC algorithm with loop
updates
In order to carry out a single projection scheme, we
first rewrite expression Eq. (14) and decompose the pro-
jection step as a sum over all possible contributing bond
operator strings4,20
(C −H)m =
∑
r
P (m)r . (18)
Every one of such operator strings is a product of bond
singlet projectors,
P (m)r = P(s=0)b1 · · · P
(s=0)
bm
, (19)
and r = (b1, . . . , bm) is a multi-index that is summed
over. Notice, that the singlet projector P(s=0)b on a given
bond b = 〈i, j〉 between sites i and j is related to the
spin-spin interaction by
P(s=0)〈i,j〉 =
1
4
− Si · Sj . (20)
FIG. 2. (Color online) Schematic representation of the ex-
pression 〈↑↓↑↓| P(s=0)〈2,3〉 P(s=0)〈1,2〉 P(s=0)〈3,4〉 P(s=0)〈2,3〉 P(s=0)〈1,2〉 |(1, 2)(3, 4)〉,
residing on N = 4 sites (drawn vertically). Herein, the singlet
projectors (red shaded squares) are intentionally represented
by two valence bonds. Notice that the Ne´el state on the left
(represented by black and white circles) does not close the red
(dashed) loops, whereas the blue (continuous) loops are closed
intrinsically or by the valence bond state (yellow shaded rect-
angle) on the right. It is very straightforward to see, that the
above expression can be evaluated by Sutherland’s41 over-
lap rule 2N©−Nv/2, where N© denotes the number of closed
loops and Nv the total number of valence bonds. Here we
count N© = 2 closed loops and Nv = 5× 2 + 2 = 12 valence
bonds.
With these notations and noting that the singlet trial
state can be decomposed as a superposition of bipartite
VB states |Ψin〉 =
∑
i ai |ϕi〉, Eq. (14) reads
〈O〉 =
∑
r,i ai 〈Ne´el| OP (m)r |ϕi〉∑
r,i ai 〈Ne´el|P (m)r |ϕi〉
, (21)
where |Ne´el〉 is used as the reference state and the sums
over r and i can be sampled stochastically. The way
this is done is illustrated in Fig. 2, where an example
bond operator string is explicitly written out. We use the
following updates in order to sample the configuration
space of different bond operator positions and valence
bond states.
Loop updates. The loop updates4 can be applied here
with a slight modification, where loops passing through
the Ne´el state cannot be flipped as in the double projec-
tion scheme4. This can be understood in two different
ways: First, in the original scheme loop flips correspond
to a flip of underlying spin configurations. Whereas ev-
ery valence bond and every singlet projector contains two
such configurations, the Ne´el state is a single spin con-
figuration. Therefore, loops through the Ne´el state exist
only in one flavor and cannot be flipped, in contrast to
all other loops that exist in two flavors.
Another way of seeing this is by looking at the in-
terpretation of Sutherland’s overlap rule41 described in
Fig. 2, which deals only with closed loops but not with
open ones. The loop algorithm aims precisely to mimic
the varying contributions from the number of loops, by
rewriting the term 2N© as a sum over different configura-
tions. Allowing each closed loop to take two different fla-
vors generates exactly the required sum, whose stochastic
sampling is computationally cheaper than counting the
number of closed loops in a given overlap graph.
6As a result, we keep the flavor of the red (dashed) loops
in Fig. 2 constant, while we flip every blue (continuous)
loop with a probability of 50% between the two flavors.
As in the original scheme4, the different flavors represent
a constraint for all other updates, which can be carried
out in completely the same manner as in the original
work. This includes operator updates, which are used to
move the bond operators into different positions of the
overlap graph, as well as state updates, in order to sample
the different valence bond states |ϕi〉. Self-optimized am-
plitude product states37 turn out to be an advantageous
choice for the single projection scheme as well, as can be
seen in Fig. 3. We observe the same benefit for quantities
such as Eq. (12). The probabilities of both such updates
remain the same as for the double projection scheme4.
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FIG. 3. (Color online) Convergence of the ground state en-
ergy of a 2D square lattice system with N = 162 sites versus
the projection length m in a single projection scheme. In-
set is a zoom on the low-energy part. For the self-optimized
amplitude product state a significant convergence speed up is
achieved (error bars are smaller than the point sizes).
Measurements. As the sampling weight W
(m)
r,i is simply
given by
W
(m)
r,i =
ai 〈Ne´el|P (m)r |ϕi〉∑
r,i ai 〈Ne´el|P (m)r |ϕi〉
∼ ai, (22)
where the remaining factors keep constant during the
simulation, the estimator is given by
O
(m)
r,i =
〈Ne´el| OP (m)r |ϕi〉
〈Ne´el|P (m)r |ϕi〉
. (23)
Notice that the evaluation of this last expression is very
simple, since the denominator is a constant and cancels
most of the terms in the numerator. At the end one
only has to determine the projected valence bond state
P
(m)
r |ϕi〉, which can directly be read out of the overlap
graph (Fig. 2) in the following way: Two sites form a
valence bond in P
(m)
r |ϕi〉 if they are linked together by
an open loop in Fig. 2. Graphically, one just needs to
start from any initial site on the Ne´el state side and follow
the open loop until it reaches a second site on the Ne´el
state : The initial and second sites are then coupled in
a valence bond in P
(m)
r |ϕi〉. The operator O has then
to be inserted between this resulting valence bond state
and the Ne´el state itself.
C. Application to valence bond occupations and
correlations
In the case of valence bond occupations and valence
bond correlations the operator O is replaced by −S+k S−l ,
which amounts to measure 1, if the projected valence
bond state P
(m)
r |ϕi〉 contains a valence bond (k, l), and 0
if not. In practice, we measure a histogram of all valence
bonds in P
(m)
r |ϕi〉, where we record the length (x, y) of
the valence bonds in case of valence bond occupations,
or their lengths together with their separation distance
in case of valence bond correlations.
Whereas in one dimension it is possible to collect all
data for every single valence bond, in higher dimensions
we will restrict ourselves to measuring only specific con-
figurations, as the amount of data would otherwise not
be manageable.
IV. ASYMPTOTIC BEHAVIOR OF VB
OCCUPATION NUMBERS IN d ≥ 2
A. Boundary field theory approach
Let us consider the statistics of VB occupations
Eq. (12), in a field theory framework. We note that,
when |Ψ〉 is a ground state, the average VB occupation
number between sites k and l [Eq. (9)] for example is
given as
n¯(k,l)(|Ψ〉) = lim
τ→∞−
〈Ne´el|S−k S+l e−τH|Ψin〉
〈Ne´el|e−τH|Ψin〉 , (24)
where |Ψin〉 is the initial state, which is arbitrary as long
as the overlap 〈Ψ|Ψin〉 does not vanish. This can be in-
terpreted as a correlation function 〈S−i S+j 〉, in the pres-
ence of a boundary described by the “boundary state”
|Ne´el〉26,27. The boundary condition in the field theory,
which exactly matches the Ne´el state |Ne´el〉 as the bound-
ary state, is unknown.
Nevertheless, the large-distance asymptotic behavior
of boundary correlation functions is governed by fixed
points of boundary renormalization group flow. Those
boundary fixed points correspond to conformally invari-
ant boundary conditions. Thus, as long as we are con-
cerned with the large-distance asymptotic behavior of the
VB distribution, we can replace the boundary condition
with the conformally invariant one corresponding to the
infrared fixed point for the boundary RG flow starting
7from |Ne´el〉. In general, tracking the boundary RG flow
is a difficult problem. However, in the circumstances we
will consider, we can find a natural candidate for such
a boundary condition. This approach is generally ap-
plicable to the evaluation of the amplitude (inner prod-
uct) between a reference state and the groundstate of a
quantum many-body system in any dimension, at least
in principle. We note that this approach indeed has been
employed30,31 in d = 1 dimension, for problems closely
related to (but somewhat different from) the present one.
Here we demonstrate that it is also useful in d ≥ 2, and
we will come back to d = 1 in Sec. V A.
The low-energy/large-distance effective theory of the
Heisenberg antiferromagnet on the hypercubic lattice in
d ≥ 2 dimensions is the O(3) nonlinear σ model. It is
defined by the Lagrangian density
L = 1
2g
[∂µ ~m(r, τ)]
2, (25)
where ~m is a three-dimensional vector subject to the con-
straint
~m2 = 1. (26)
The field ~m describes the staggered component of the
original spin operator:
~Sr ∼ (−1)s(r)S ~m(r) + · · · . (27)
As we have discussed, the ground state of the Heisen-
berg antiferromagnet in a d ≥ 2 hypercubic lattice gener-
ally displays a long-range antiferromagnetic order. This
also implies the spontaneous breaking of the O(3) sym-
metry in the corresponding non-linear σ model, and the
field ~m is aligned to a particular direction. Without los-
ing generality, let us assume that ~m is aligned in the z
direction. The small fluctuation around the “vacuum”
can be described by the two components mx and my, so
that
mz =
√
1− (mx)2 − (my)2. (28)
The Lagrangian density Eq. (25) is now written as
L ∼ 1
2g
[
(∂µm
x)2 + (∂µm
y)2
]
, (29)
where higher-order terms in mx and my which come
from the expansion of Eq. (28) are neglected. Physically,
Eq. (29) represents the theory of two Nambu-Goldstone
modes which arise due to the spontaneous symmetry
breaking. The ignored higher-order terms correspond
to interaction between Nambu-Goldstone bosons. In
the present case (d ≥ 2 and T = 0), the interactions
are irrelevant and the theory of free Nambu-Goldstone
bosons (29) is asymptotically exact in the large-distance
limit, in the symmetry-broken phase.
While, in general, the direction of ordering in the ref-
erence Ne´el state can be arbitrary in Eq. (24), in the
present case we have to choose the reference Ne´el state
with the same ordering direction as in the ground state
|Ψ〉. Otherwise, the overlap would vanish. Thus, here we
take the reference Ne´el state with the ordering in the z
direction and use Eq. (24).
In terms of the free Nambu-Goldstone boson field the-
ory Eq. (29), Eq. (24) is proportional to
〈Ne´elz|mx(0)mx(r)|Ψ〉 (30)
(a similar term with my gives the same contribution)42.
In the Ne´el state, the spins are completely aligned anti-
ferromagnetically along the z axis. Considering Eq. (27),
it is natural to expect that (the infrared limit of)
the boundary condition corresponding to |Ne´elz〉 is the
Dirichlet boundary condition for mx and my:
mx(r, 0) = my(r, 0) = 0, (31)
imposing ~m = (0, 0, 1), which corresponds to the perfect
Ne´el order in the z direction, at the boundary τ = 0.
Thus the valence bond occupation number, in the
large-distance limit, is proportional to the correlation
function 〈mxmx〉 along the boundary with the Dirichlet
boundary condition. This correlation function appears to
vanish, because mx is set to zero on the boundary. How-
ever, in adopting the boundary picture in the continuum
limit, the operator mx does not have to be exactly at
the boundary; generally we expect that they would be
rather located within a short distance , of the order of
the ultraviolet cutoff, from the boundary. Namely, we
postulate that
n¯0r ∝ 〈mx(0,−)mx(r,−)〉D, (32)
where 〈·〉D is the expectation value in the presence of
the boundary at τ = 0, where the Dirichlet boundary
condition Eq. (31) is imposed. A similar trick, known as
“point-splitting technique” is often used in applications
of field theory.
Within the free Nambu-Goldstone boson theory
Eq. (29), correlation functions with the Dirichlet bound-
ary condition can be conveniently calculated by the
method of mirror images. For example, Eq. (32) can
be written as
n¯0r ∝ 〈mx(0,−)mx(r,−)〉D
= 〈[mx(0, )−mx(0,−)] [mx(r, )−mx(r,−)]〉,
(33)
in terms of the correlation functions denoted by 〈· · · 〉 in
the infinite plane. For a small , it can be expanded as
n¯0r ∝ 42 ∂
∂τ
∂
∂τ ′
〈mx(0, τ)mx(r, τ ′)〉∣∣
τ=τ ′=0
= const.
∂
∂τ
∂
∂τ ′
1
[r2 + (τ − τ ′)2] d−12
∣∣
τ=τ ′=0
= const.
1
|r|d+1 . (34)
8Thus we have derived the power law length distribu-
tion of VBs, in agreement with several earlier works21–23.
The present approach clarifies universality and asymp-
totic exactness of this power law in quantum Heisen-
berg antiferromagnets. Moreover, it enables us to dis-
cuss correlations among VBs by analyzing the simulta-
neous occupation number of multiple VBs. As the sim-
plest among such cases, let us discuss the simultaneous
occupation number of two VBs as introduced in Eq. (13),
and whether there is any correlation between two VBs.
Eq. (13) can be written in terms of a four-point correla-
tion function of mx and my, through Eq. (27). Within
the free Nambu-Goldsone boson theory Eq. (29), thanks
to Wick’s theorem, the four-point correlation function is
given in terms of products of two-point correlation func-
tions. We thus find
n¯{k1,k2},{l1,l2} = 〈mxk1mxl1〉〈mxk2mxl2〉
+ 〈mxk1mxl2〉〈mxk2mxl1〉
= n¯(k1,l1)n¯(k2,l2) + n¯(k1,l2)n¯(k2,l1)
∝ 1
r11d+1
1
r22d+1
+
1
r12d+1
1
r21d+1
, (35)
where rmn is the distance between sites km and ln.
Namely, it is given simply by a sum of products of the
average occupation numbers of the individual VBs. This
implies that there is in fact no correlation in valence bond
occupations between different pairs of sites, and occupa-
tion of each pair occurs independently. This conclusion
extends straightforwardly to correlations among occupa-
tions of an arbitrary number of bonds. It should be noted
that the present field theory describes the asymptotic be-
havior only in the large-distance limit. The above result
does not exclude correlations in a quantum antiferromag-
net at short length scales.
B. d = 2 QMC results
Here we present the numerical results on the VB dis-
tribution for the S = 1/2 Heisenberg antiferromagnet
on a d = 2 square lattice. One first issue to check is
whether the distribution of valence bonds with length
(x, y) is isotropic, as suggested by the field theory pre-
dictions. This can be carried out by simulating different
two-dimensional clusters with periodic boundary condi-
tions. Here, we study clusters with N = 162, N = 322,
N = 642 and N = 1282 and provide an example of the
distribution P (x, y) of valence bonds with length (x, y)
for the biggest cluster in the inset of Fig. 4. Since we
expect a power-law decay in r =
√
x2 + y2, we choose
logarithmic polar coordinates for the x-y plane and a
logarithmic color scheme for the probability P (x, y). In
the figure we see that the distribution seems indeed to
be rather isotropic in the center, a behavior that is per-
turbed for large r, due to the periodic boundary condi-
tions.
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FIG. 4. (Color online) Length distribution P (r) of valence
bonds of length r =
√
x2 + y2 (in all orientations) on differ-
ent clusters with N = L2 sites. The dashed blue line is a
guide to the eyes, showing the expected r−3 behavior from
field theory. This scaling is observed as long as valence bonds
are significantly shorter than the finite-size lattice sample.
For very long valence bonds, the data exhibit a small up-
turn above this power law, as well as a slight anisotropy,
due to the periodic boundary conditions. Data have been
produced for a projection length of m/N = 16 for all clus-
ters except the biggest one, for which a projection length of
m/N = 32 was chosen (convergence was checked). Error bars
are smaller than the point sizes. Inset: Valence bond dis-
tribution logP (log(r) cos θ, log(r) sin θ) in logarithmic polar
coordinates with logarithmic color scheme for N = 1282 in
the region [−L/2, L/2]2. The data grid is illustrated by small
black circles in the range [−L/4, L/4]2, whereas the colored
mesh represents interpolated data. Outside this range the
data grid is very dense and is therefore omitted. For short
valence bonds the distribution appears to be rather isotropic,
in agreement with the principal figure, whereas the boundary
effects of the finite size sample can be observed for very long
valence bonds.
The isotropic behavior can also be observed in the main
panel of Fig. 4, which shows the decay of the probability
for measuring a valence bond with length r. We observe
that almost all points lie on the power law r−3 as pre-
dicted by the theory Eq. (34).
For very long valence bonds we can see the effect of the
boundary as a deviation from the power-law, as well as
through a very small anisotropy, characterized by a small
spreading fan at large r. The points on the envelope
of this fan can be identified very accurately. Whereas
the upper envelope contains points of valence bonds with
lengths (0, y) and (x, 0), the bottom envelope describes
valence bonds of lengths (x, x± 1). Note, that there are
no bipartite valence bonds of lengths (x, x).
Another important issue is that the raw data for suffi-
ciently small r in Fig. 4 fall precisely on the same curve
for all system sizes, without any extra renormalization.
Considering the original definition of the VB distribution
P (r), there is no obvious reason why P (r) is indepen-
dent of the system size. This, however, can be under-
9stood rather naturally from the field theory description
discussed in Sec. IV A. Once the VB occupation num-
ber is mapped to a correlation function, the latter does
not depend on the system size as long as the distance r
is much smaller than the system size L. In the present
problem, the correlation function is not of a standard
type, but in the scaling limit it is nonetheless mapped
to the boundary correlation function in the field theory.
Thus it should not depend on the system size, assuming
that the point-splitting scale  is insensitive to L. The
mapping to the field theory works only for a sufficiently
large r. Nevertheless, the system-size independence of
the VB distribution P (r) at the shortest distance r = 1
can be understood even without the field theory map-
ping. That is, P (1) is related exactly to the ground state
energy E0 of the underlying Hamiltonian Eq. (1) as
E0
NJ
= −1
4
[P (1) + d] . (36)
Since the ground state energy per site, E0/N , is an inten-
sive quantity, so is P (1). It is also natural to expect that
P (r) for an arbitrary distance r is also intensive, which
is indeed seen in the numerical results.
The sum rule Eq. (11) requires a constraint on the
asymptotic power-law behavior P (r) ∼ Cr−α at large
distances, which follows from the field theory. Let us
assume that the power law is valid for r > a, where a is
the ultraviolet “cutoff” scale (usually of the order of the
lattice constant) above which the field theory applies.
Furthermore, here we assume that the proportionality
constant C is independent of the system size (length) L.
We first use the decomposition∑
r
P (r) =
∑
r=|r|≤a
P (r) +
∑
r=|r|>a
P (r), (37)
where both terms in the right-hand side are non-negative
by definition. In a finite-size system, r is actually cut off
by L. Thus the second term, which is the large-distance
part, is estimated as∑
a
L<x=|x|<1
C
xα
∼ C
Lα−d
∫
a
L<x<1
1
xα
ddx
∼ 2pi
(d+1)/2
Γ(d+12 )
1
α− d
C
aα−d
, (38)
where x ≡ r/L. Only the leading singular part in L→∞
is retained in the integral in the last manipulation, which
is valid only if α > d. This shows that the total contri-
bution from the large-distance part of P (r) is finite even
in the thermodynamic limit L → ∞ and thus the sum
rule Eq. (11) can be satisfied. If α ≤ d, on the other
hand, the contribution from the large-distance part is di-
vergent and consequently the sum rule will be violated.
Therefore, the sum rule Eq. (11) requires that the asymp-
totic large-distance power law should have either α > d or
the proportionality constant C depending on the system
b)a)
FIG. 5. (Color online) a) Choice of the swapped regions SA
and SB in order to measure the correlation between two va-
lence bonds (shaded ellipses) of lengths r, drawing an angle
of α = pi/2. Notice that Eq. (12) yields one when two valence
bonds connect SA and SB and vanishes otherwise. This is
true for the illustrated VB configuration, as well as for the
one that is sketched by the dashed lines. b) The same config-
uration with two valence bonds drawing an angle of α = 0.
size L. Our finding that α = d + 1 and C is system-size
independent is consistent with this constraint.
Second, we want to study VB-VB correlations in the
ground state of the Heisenberg antiferromagnet. In order
to see whether correlations are present in two dimensions
we choose the two cases that are depicted in Fig. 5, since
we intuitively expect correlations to be most pronounced
when two valence bonds are very close to each other.
We refer to these two cases as those where two valence
bonds of equal length draw an angle of a) α = pi/2 and
b) α = 0. We shall here emphasize again that we cannot
directly measure the simultaneous occupation number of
two VBs for specified pairs of the sites, but only the sum
of occupation numbers corresponding to two possible VB
patterns. In the present case, these patterns are drawn
as shaded ellipses and dashed lines in Fig. 5, respectively.
In the case a) α = pi/2, for example, we have two valence
bonds of lengths (r, 0) and (0, r) and two other valence
bonds of lengths (r − 1, 1) and (1, r + 1). In the case b)
we encounter the same valence bond lengths, but at a
different angle α = 0.
Let Cα(r) with α = 0, pi/2 represent the simultaneous
VB occupation numbers in the two cases a) and b), re-
spectively. If there is no correlation between the two VBs,
the normalized simultaneous VB occupation number on
the pair should be given as
Cα=pi/2(r) = Cα=0(r)
= P (r)2 + P (
√
r2 + 2r + 2)P (
√
r2 − 2r + 2), (39)
where we used the isotropy of the single VB occupation
number P (r) = P (r) on a given pair of sites separated
by r = (x, y). In fact, there are no other patterns that
are expected to have exactly the same decomposition as
in Eq. (39).
In order to verify Eq. (39), we have to find the proper
constant of proportionality. Here it is important, that we
used translational and rotational invariance in order to
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measure P (x, y), Cα=0(r) and Cα=pi/2(r), accounting for
a factor of N in all cases. For this reason it is obvious
that the appropriate constant of proportionality must be
1/N . Therefore, we have to multiply the correlation data
by the system size, when comparing different system sizes
L, since P (x, y) does not depend on L. Furthermore,
patterns of Cα=0(r) appear only half as much as those
for Cα=pi/2(r), due to rotational symmetry.
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FIG. 6. (Color online) Simultaneous occupation number of
two VBs on bonds that draw an angle α between them, as il-
lustrated in Fig. 5. For comparison, we also show the sum of
the products of corresponding single VB occupation numbers
as in the right-hand side of Eq. (39). Data were obtained for
clusters of N = L2 sites with a projection length of m/N = 16
(convergence checked) and error bars are smaller than the
point sizes. The good agreement among the three different
sets of data confirms the decomposition as in Eq. (39), which
indicates the asymptotic absence of the correlation between
two VBs. This also implies the agreement with the field the-
ory prediction ∝ r−6, as shown.
The properly normalized data are plotted in Fig. 6,
and show essentially the expected ∼ r−6 behavior. This
power law is also obtained by the simple product of the
pure valence bond occupations, which indicates the ab-
sence of correlations between VBs in two dimensions. In-
terestingly, the very first data point for r = 1 seems to
be slightly above the predicted power law ∼ r−6. In fact,
this point is the only one where the correlation data are
slightly above the sum of the products of the occupation
numbers for the individual VBs. In the entire rest of the
range, this is not the case. This implies the existence of
a correlation among VBs at very short distances r ∼ 1.
Such an effect seems to be in agreement with some re-
cent results, which conclude that including correlations
between valence bonds at very short distances can in-
deed improve the energy for variational calculations34. In
any case, this does not contradict the field theory anal-
ysis, which only applies to the asymptotic behavior at
large distances. In fact, the present numerical analysis
demonstrates that the field theory works very well above
the rather short length scale r > a ∼ √2.
For larger r comparable to the system size L, we see
the effects of the periodic boundary conditions, and the
data do not follow the field theoretical prediction for
the infinite system any more. We furthermore see a
more pronounced splitting between the different data for
Cα=pi/2(r), Cα=0(r) and the valence bond occupation
product. However, these differences are very small (of
order 10−10) compared to the correlations between short
valence bonds.
C. d = 3 QMC results
In order to check that the same field theory also ap-
plies to higher dimensions, we here present QMC results
for the case d = 3. Because simulations become more
and more demanding as we increase the dimension, we re-
strict ourselves to the distribution of valence bonds P (r),
which is depicted in Fig. 7 for samples of up to N = 643
sites. Furthermore, for the biggest cluster we could not
achieve convergence of the data for r & 25 (fortunately,
this is a region where boundary effects start to play a
role and where deviations from field theory predictions
are therefore expected).
As expected, we observe the same behavior as in two
dimensions, but with the exponent in the power law now
being equal to 4. We furthermore observe that the dis-
tribution is still isotropic in three dimensions, as can be
seen in the inset of Fig. 7, where a two-dimensional cut
through the data is shown.
V. ASYMPTOTIC BEHAVIOR OF VB
OCCUPATION NUMBERS AND THEIR
CORRELATIONS IN d = 1
A. Boundary field theory approach in d = 1:
Bosonization
The physics of the S = 1/2 Heisenberg antiferromag-
net in a d = 1 chain is quite different from that of the
same model in the d ≥ 2 hypercubic lattice. In d = 1,
quantum fluctuations are so strong that the long-range
antiferromagnetic order is absent even in the ground
state. The ground state of the S = 1/2 antiferromagnetic
chain is critical: Various correlation functions decay al-
gebraically. The universal behaviors in the low-energy,
long-distance regime are described43 as a Tomonaga-
Luttinger liquid (TLL). This is a free-boson field theory
defined by the Lagrangian density
L = 1
2
(∂µφ)
2. (40)
The field φ obeys the equation of motion, which is noth-
ing but the wave equation in one spatial dimension. As
a consequence, φ can be decomposed as
φ(x, t) = φR(x− t) + φL(x+ t), (41)
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FIG. 7. (Color online) Length distribution P (r) of valence
bonds of length r =
√
x2 + y2 + z2 (in all orientations) on
different clusters with N = L3 sites. The dashed blue line
is a guide to the eyes, showing the expected r−4 behavior
from field theory. Notice that qualitatively the only dif-
ference from the case d = 2 (Fig. 4) is the exponent in
the observed power law, due to the higher dimension. Data
have been produced for a projection length of m/N = 4 for
the two smallest lattices and m/N = 8 for L = 32 (con-
vergence was checked) and error bars are smaller than the
point sizes. For L = 64 we used a relatively small projec-
tion length of m/N = 2, resulting in non-converged data for
r & 25 (highlighted in gray). Inset: Valence bond distribu-
tion logP (log(r) cos θ, log(r) sin θ) in logarithmic polar coor-
dinates with logarithmic color scheme for N = 323 in the
region [−L/2, L/2]2 within the y-z plane (at x = 0). The
data grid is illustrated by small black circles, whereas the
colored mesh represents interpolated data. Similarly as for
d = 2, for short valence bonds the distribution appears to be
rather isotropic, in agreement with the main panel, whereas
the boundary effects of the finite-size sample can be observed
for very long valence bonds.
where φR,L are right-moving and left-moving compo-
nents. We also introduce the dual field φ˜, which is defined
by
φ˜ = φR − φL. (42)
The spin operators are represented in terms of the bo-
son field φ as
Szj ∼
1
2piR
∂φ
∂x
+ const.(−1)j cos φ
R
, (43)
S±j ∼ const.e±2piRiφ˜ cos
φ
R
+ const.(−1)je±2piRiφ˜, (44)
where R is a parameter of the theory called the compact-
ification radius. For the isotropic Heisenberg antiferro-
magnetic chain,
R =
1√
2pi
. (45)
Despite the significant difference in physics between
d = 1 and d ≥ 2, it is possible to construct a bound-
ary field theory formulation of VB distributions in d = 1
as well. First, let us identify the conformally invariant
boundary condition, which would be the infrared fixed
point for the given boundary state |Ne´el〉. In the refer-
ence Ne´el state, the staggered component of Sz is fixed to
a constant. Thus it is natural to expect that the Dirichlet
boundary condition φ = 0 is the appropriate boundary
condition. The Dirichlet boundary conditon is in fact
conformally invariant. Assuming that this is the case,
the valence bond occupation number is just given by the
correlation function 〈S+S−〉 along the boundary, where
the Dirichlet boundary condition φ = 0 is imposed. This
problem is reduced to the correlation function of the ver-
tex operators in the presence of the Dirichlet boundary
condition: 〈e2piRiφ˜e2piRiφ˜〉D.
Such boundary correlation functions have been studied
in great detail in boundary conformal field theory. In the
present case with the Dirichlet boundary condition, the
calculation can be quite easily done as follows. Let us
assume the system is defined on the half plane τ < 0 and
the boundary is at τ = 0, along the x axis.
Because of Eq. (41), imposing the Dirichlet boundary
condition φ = 0 at the boundary τ = 0 is equivalent
to extending the chiral field φR to the other side of the
boundary τ > 0, where no field was originally defined,
by the following relation:
φR(x, τ) = −φL(x,−τ). (46)
This means that the dual field at the boundary τ = 0 can
be written entirely in terms of the chiral field φR. More-
over, the correlation function of the chiral field can be
evaluated in the infinite plane without boundary. Com-
bining this observation with Eqs. (24) and (44), the large
distance asymptotic behavior of the valence bond occu-
pation number is given as
n¯jk ∝ 〈ei4piRφRe−i4piRφR〉, (47)
where 〈·〉 now means the expectation value in the infinite
plane without a boundary. The result can be readily
obtained as
〈ei4piRφRe−i4piRφR〉 = const. 1
r4piR2
(48)
= const.
1
r2
, (49)
where r is the distance between the two sites j and k,
and we have set R = 1/
√
2pi for the isotropic Heisenberg
chain in the second line. Despite the difference in the
formulation, the final result for the single VB occupation
number in d dimensions can be summarized as 1/rd+1,
whether d = 1 or d ≥ 2.
On the other hand, correlations among VBs reveal an
interesting difference between d = 1 and d ≥ 2. Although
the effective field theory (TLL) is also a free-boson field
theory, (the staggered part of) the spin operator is ex-
pressed by a vertex operator (exponential in the boson
field), and not by the boson field itself. Thus, while
Wick’s theorem certainly applies to the TLL, it does not
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mean the absence of correlations in multipoint correla-
tion functions of spins, and consequently, among the VB
occupations.
In fact, the simultaneous occupation number of two
VBs [Eq. (13)] can be evaluated exactly within the TLL
theory formulation Eq. (40). Following the same logic as
in the single VB occupation number, we find
n¯{x1,x2},{x′1,x′2}
∝ 〈e4piRiφR(x1)e4piRiφR(x2)e−4piRiφR(x′1)e−4piRiφR(x′2)〉
∝
(
rArB
r11r22r12r21
)2
, (50)
where x1, x2 ∈ A, x′1, x′2 ∈ B, and
rmn = |xm − x′n|, (51)
rA = |x1 − x2|, (52)
rB = |x′1 − x′2|. (53)
Again we have assumed R = 1/
√
2pi for the SU(2) sym-
metric Heisenberg antiferromagnetic chain.
When two bonds are separated by a large distance (rel-
ative to the bond lengths), namely, in the limit
rA ∼ rB ∼ r12 ∼ r21  r11 ∼ r22, (54)
we find
n¯{x1,x2},{x′1,x′2} ∼
(
1
r11r22
)2
. (55)
This implies that
n¯{x1,x2},{x′1,x′2} ∼ n(x1,x2).n(x′1,x′2). (56)
Namely, the correlation asymptotically vanishes, as the
separation between two VBs is taken to infinity. This is
consistent with our intuitive expectation.
On the other hand, for general separation, our result
exhibits a nontrivial correlation between VB occupation.
A major feature of the correlation is that, because of the
factor rArB in the numerator, the simultaneous occupa-
tion amplitude vanishes as x1 → x2 or x′1 → x′2.
B. d = 1 QMC results
Let us now compare the theoretical predictions above
with the numerical results obtained by QMC simula-
tions. As we have seen earlier, QMC simulations are re-
stricted to finite sizes, and the VB distribution functions
inevitably deviate from the theoretical predictions which
were made for an infinite system. Fortunately, however,
our theory for d = 1 is based on the TLL, which is a con-
formal field theory in 1 + 1 dimensions. In this class of
field theory, the finite-size effect is conveniently described
by a conformal mapping26. The rule of thumb is that, in
order to obtain a correlation function in a finite system
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FIG. 8. (Color online) Length distribution P (r) of valence
bonds as a function of r for one-dimensional lattices with L
sites as obtained from QMC calculations, versus field theory
predictions. All chains were simulated for a projection length
of m/L = 64 and the convergence was checked (error bars
are smaller than the point sizes). Note that we applied the
conformal transformation r = L/pi sin(pix/L), where x is the
measured valence bond length.
(ring) of length L with the periodic boundary condition,
a distance r appearing in the corresponding correlation
function in the infinite system should be replaced by the
arc distance r = (L/pi) sin (pix/L) on the finite ring. In
the one-dimensional case we also first check the length
distribution P (r) = n¯k,l of the valence bonds, as plotted
in Fig. 8. The simulations are carried out on the one-
dimensional Heisenberg chain with L = 128, 256 and 512
sites and periodic boundary conditions. We find a power-
law decay P (r) ∼ Cr−2, which agrees very well with the
field theory prediction Eq. (49) with the conformal map-
ping.
Here again, all the data in Fig. 8 for different sys-
tem sizes appear to collapse on a single curve, without
any rescaling. That is, the normalization constant C is
independent of the system size. As we have discussed
in Sec. IV B, this can be naturally understood from the
mapping to the boundary correlation function and the
intensiveness of the ground state energy per site. In fact,
we can make the analysis in Eq. (11) more precise, by
using the correlation function in a finite system of length
L obtained by the conformal mapping, as
C
∑
a
L<x=|x|<1
(
1
L sin (pix)
)α
∼ C
Lα−1
∫
a
L<x<1
(
1
sinpix
)α
dx
∼ 2
α− 1
C
aα−d
. (57)
The leading contribution in the limit of L→∞, for α >
1, however remains the same as in Eq. (11) with d = 1.
For α < 1, the large-distance contribution diverges, as in
the case of α < d for general dimension d. Our finding
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that C is independent of the system size and that α =
d+ 1 applies also to d = 1, again in consistency with the
sum rule Eq. (11).
Only at the shortest distance r = 1, there is a visible
difference between the numerical result and the field the-
ory prediction. As in d ≥ 2, the disagreement between
the data and the field theory prediction is not surpris-
ing, as the field theory describes only the long-distance
asymptotic behaviors. The data imply that the ultravi-
olet cutoff scale a, above which the field theory is valid,
is small (∼ 1) also in d = 1.
a)
b)
FIG. 9. (Color online) a) Choice of the disconnected swapped
regions SA (separated by rA = 2) and SB (separated by
rB = 2) with the corresponding valence bonds of lengths r11
and r22. b) There is also another possible configuration of
bipartite valence bonds with lengths r12 and r21.
We now study the correlations between VBs on the
Heisenberg chain, where we choose again the case of two
equally long close valence bonds, as illustrated in Fig. 9.
Again, there are two possible VB patterns and we choose
x = r11 as the varying parameter. The results are plotted
in Fig. 10. Notice first of all, that Eq. (53) uses confor-
mal coordinates, such that we expect a power-law de-
cay as ∼ r−8 ∝ sin−8(pix/L) for sufficiently long valence
bonds. This implies, however, a rather drastic decrease
of probabilities, resulting in relatively rare events. This is
indeed observed in the simulations, where probabilities of
10−11 with pronounced error bars are encountered. Nev-
ertheless, we can confirm the predicted ∼ r−8 behavior
and clearly exclude a possible ∼ r−4 power-law decay
obtained from a simple product of valence bond occupa-
tions CNo corr(x) = P (x)
2 + P (x− 2) · P (x+ 2). This is
a strong indication, that correlations are indeed present
even at large distances, in one dimension.
In order to further examine this behavior, we now
study a case where three points of this four-point correla-
tion function are fixed and one point is variable, as shown
in Fig. 11. We plot the VB-VB correlations, as well as
the product of the valence bond occupations, which both
reproduce the theoretical predictions. In agreement with
our naive intuition, both theories show the same behav-
ior if we consider short valence bonds, separated by a
rather large distance. This can be seen in the figure when
x ≈ A1 or x ≈ A2 and means that no further correlations
are present in such a case. However, the two curves dif-
fer considerably for x ≈ B1, i.e., when the two valence
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FIG. 10. (Color online) Correlations between valence bonds
(in the configuration of Fig. 9) in the ground state of Eq. (1)
on 1D chains of different sizes L. The measured correlations
multiplied by system size (data points) clearly agree with the
field theory predictions of a power-law decay r−8 (red dashed
curve). All data were obtained with projection lengths of
m/L = 64 (convergence was checked) and the error bars are
smaller than the point sizes if omitted. Notice, that we ap-
plied the conformal transformation r = L/pi sin(pix/L), with
x being the measured distances.
bonds start affecting each other. This confirms that in
such a case correlation effects are clearly important in
one dimension.
VI. DISCUSSION AND CONCLUSION
Through a combination of analytical calculations and
quantum Monte Carlo simulations, we have investigated
the behavior of valence bond probability distributions
and correlations in ground states of the antiferromagnetic
Heisenberg model on chain, square and cubic lattices.
Our analytic results provide a clear ground for the
probability distribution P (r) for a valence bond to join
two sites (existing on different sublattices) separated by
r to scale as |r|−(d+1) where d is the lattice dimension.
This result, which was observed in previous numerical
simulations and justified by a mean-field ansatz, is now
understood within a more trustworthy analytical frame-
work: bosonisation in 1D, and the non-linear σ model in
d > 1. This will be useful for variational calculations, or
for constructing guiding wave functions in Monte Carlo
simulations, which aim at targeting an antiferromagnetic
state on a bipartite lattice.
Moreover, our results provide a formal justification for
the factorization ansatz Eq. (2) introduced by Liang,
Douc¸ot and Anderson, as long as a non-linear σ model
description is valid. Indeed, our results, corroborated by
large-scale QMC calculations in the 2D case, clearly indi-
cate the absence of correlations between valence bonds at
long distances. For the quasi-long-range ordered ground
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FIG. 11. (Color online) VB-VB correlations on a chain with
L = 256 sites for the two (undistinguishable) configura-
tions |(A1, B1)(A2, B2)〉 and |(A1, B2)(A2, B1)〉, with A1 = 0,
A2 = 44, B1 = 11 and B2 = x varying. We show the prod-
uct of valence bond occupations (green squares), that fit to
a theory without correlation as comparison. However, the
measured correlations (multiplied by the system sizes, shown
as black circles) rather correspond to a theory with corre-
lations. Notice, how the two theories agree asymptotically
around A1 and A2 and disagree substantially at B1. The pro-
jection length is m/L = 64 (convergence was checked) and
error bars are smaller than point sizes.
state of the Heisenberg chain, the situation is more sub-
tle as correlations are present between valence bonds, as
clearly observed in Fig. 11. This may be understood as a
signature of the strong (power-law-decaying) dimer corre-
lations which are known44 to be present in the Heisenberg
AF chain.
We would also like to point out that the existence of
long-range antiferromagnetic order does not necessarily
imply a distribution of valence bonds with a distribution
law P (r) ∝ |r|−(d+1) with no correlations. For instance,
the wave functions composed of the equal-weight linear
combinations of nearest-neighbor valence bonds on the
simple cubic or diamond lattices have been shown to sus-
tain AF long-range order45 (see also Ref. 46). However,
their description is most certainly beyond the non-linear
σ model approach, which probably cannot describe the
dipolar dimer correlations observed in these wave func-
tions45.
Finally, we suggest several further investigations as
possible extensions of our work. For one-dimensional sys-
tems, the bosonization analysis of Sec. V A carries over
for the critical phase of the XXZ anisotropic spin chain.
While the SU(2) symmetry is lost in this more general
case, analytical predictions for mixed expectation values
of the type 〈Ne´el|S+i S−j S+k S−l |Ψ〉 [such as in Eq. (12)]
can be made and tested through, for instance, DMRG or
QMC calculations. In general, the power-law exponent
will depend on the anisotropy parameter through the
compactification radius R. Another interesting problem
would be to calculate analytically logarithmic corrections
to the power-law decays of valence bond occupations and
correlations in one dimension, which most certainly exist
in the SU(2) case. We note, however, that these are pre-
sumably small, hard to detect, effects as the QMC results
are already very well described by the pure power-law de-
cays.
In dimensions larger than 1, the non-linear σ model
approach may also be used to describe the behavior of
valence bond distributions and correlations at a quantum
critical point between the antiferromagnet and a param-
agnet, such as for a bilayer Heisenberg model47,48. This
could be useful in explaining and improving variational
approaches based on valence bonds that aim to describe
this quantum phase transition (such as, e.g., Ref. 49).
More generally, the current formalism based on the over-
lap Eq. (12) could be used with any effective field theory
which describes a particular quantum phase or a quan-
tum critical point of quantum antiferromagnets on bipar-
tite lattices.
Finally, it would be very interesting to see whether
an approach similar to the one developed here could be
applied to describe the “spinon detection” procedure re-
cently advocated by Tang and Sandvik50, which is also
based on a valence bond description of a spin system with
one or two unpaired spins (i.e., that do not belong to a
valence bond). This is a more challenging case as one
would first need to derive equations similar to Eq. (7)
or (12) for this situation.
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