Abstract-This paper reviews and discusses research advances on "explainable machine learning" in computer vision. We focus on a particular area of the "Looking at People" (LAP) thematic domain: first impressions and personality analysis. Our aim is to make the computational intelligence and computer vision communities aware of the importance of developing explanatory mechanisms for computer-assisted decision making applications, such as automating recruitment. Judgments based on personality traits are being made routinely by human resource departments to evaluate the candidates' capacity of social insertion and their potential of career growth. However, inferring personality traits and, in general, the process by which we humans form a first impression of people, is highly subjective and may be biased. Previous studies have demonstrated that learning machines can learn to mimic human decisions. In this paper, we go one step further and formulate the problem of explaining the decisions of the models as a means of identifying what visual aspects are important, understanding how they relate to decisions suggested, and possibly gaining insight into undesirable negative biases. We design a new challenge on explainability of learning machines for first impressions analysis. We describe the setting, scenario, evaluation metrics and preliminary outcomes of the competition. To the best of our knowledge this is the first effort in terms of challenges for explainability in computer vision. In addition our challenge design comprises several other quantitative and qualitative elements of novelty, including a "coopetition" setting, which combines competition and collaboration.
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I. INTRODUCTION
Research progress in computer vision and pattern recognition has lead to a variety of modeling techniques with (almost) human-like performance in a variety of tasks. A clear example of this type of models are neural networks, whose deep variants dominate the arenas of computer vision and natural language processing among other fields. Although this type of models have obtained astonishing results in a variety of tasks (e.g., face recognition with facenet [1] ), they are limited in their explainability and interpretability. That is, in general, users cannot say too much about:
• What is the rationale behind the decision made? (explainability)
• What in the model structure explains its functioning? (interpretability) This in turns raises multiple questions about decisions -why a decision is preferred over others and how confident is the learning machine in its decision, what steps lead the learning machine's decision -and model structure -why a determined parameter configuration was chosen, what the parameters mean, how a user could interpret the learned model, what additional knowledge would be required from the user/world to improve the model. Hence, while reaching good prediction performance is critical, explainability/interpretability is a much desirable feature to include learning machines as part of decision support systems, for instance in medicine or security.
In this paper we focus our attention on explainability of learning machines in the area of computer vision. We briefly review on-going efforts in this direction, with emphasis on a very specific application within the so-called Looking at People (LAP) field: first impressions and personality analysis. We elaborate on the importance that explainability can have in this particular domain and review efforts from related fields. In addition, we describe a challenge we are organizing with the aim of advancing the state of the art on explainability of learning machines in first impressions and personality analysis tasks. The data, evaluation protocol, expected outcomes and preliminary results of this challenge are discussed.
The remainder of this paper is organized as follows. Section II briefly reviews related work on explainability of learning machines. Section III elaborates on the importance of explainability for first impressions and personality analysis tasks. Section IV describes in detail the proposed challenge. Section V presents a discussion on explainability for first impressions and personality trait analysis and outlines ongoing and future research directions.
II. RELATED WORK
Explainability is a fundamental topic within artificial intelligence (AI) [2] . In fact, one of the main motivations for the fields of knowledge-based [3] and probabilistic reasoning [4] was developing explainable and interpretable models. So far, there are models for which gaining insights into their decisions and recommendations is possible, e.g., decision trees, causal models, Bayesian networks (even when an expert may be required to provide an explanation). However, for many modeling techniques (including those recently exhibiting best performance, such as "deep learning" techniques), the process behind a decision generated by the model remains largely unexplained despite recent efforts 1 . A lack of interpretability is particularly pressing for neural networks and has been an argument that is frequently employed by detractors of these models. The recent success of deep learning in several fields, like computer vision [1] and natural language processing 2 [5] , has motivated renewed efforts on methods that can help users gaining insights into the "behavior" of deep learning models. This ranges from the visual analysis of intermediate layers of models for image classification [6] , which visually explain the low-level components (weights-level) of the model, to the explanation on decisions of the model based on mid-level predictions [7] , [8] (e.g., explaining an event detected in a video by generating sentences using concepts recognized in frames), as well as models that in addition incorporate external knowledge [9] .
Explanatory mechanisms not related to neural networks have been proposed for robotics [10] , assistant and training systems [11] , [12] , health consultation systems [13] and computer vision developments not relying on deep learning [14] . There are also few attempts to generate explanation of predictions for generic models, seeing them as black boxes [15] (related to this direction there are the attempts to justify model predictions as well [16] ).
Concerning computer vision and its applications, although there is a growing number of efforts on developing explanatory models and mechanisms, model interpretation is still in its infancy. We anticipate this field will become one of the hot topics in the next few years within AI in general (e.g., see the DARPA call on explainable AI [17] ). In this direction, there are two research fields which will have a broad impact: natural language processing (for generating natural language explanations) and machine learning (the most promising modeling tool for developing explainable mechanisms). We anticipate that many efforts will be oriented to explaining deep learning models since these models presently dominate in challenges in computer vision (see e.g. the winning solutions for some recent challenges, [18] , [19] , [20] , [21] , [22] , [23] , [24] , [25] , [26] ). This paper lays the foundations for building explainable systems in computer vision. Concretely, we outline the design of the first academic challenge that aims at evaluating the explainability of models used to tackle a difficult computer vision problem. We focus on a problem for which explanations are critical for end users to take informed decisions, namely predicting first impressions. Deep learning/neural network models having achieved best results in past editions of our challenges 3 [18] , [19] , we expect that solutions developed in the context of this challenge will have an impact in related deep learning models and computer vision challenges.
III. EXPLAINING FIRST IMPRESSIONS
It is well known that the first impression one makes is highly important in many contexts, such as job interviews, teaching/learning environments, presentations/talks, networking, and of course in the daily social context (e.g., meeting new people, dating, etc.). First impressions can be defined as rapid judgments of personality traits and complex social characteristics like dominance, hierarchy, warmth, and threat [27] , [28] , [29] . It is known that humans can form first impressions on stereotypical personality traits from faces as fast as 100ms after stimulus onset [30] . Other studies suggest that, with more time, observers can form very accurate first impressions of traits when exposed to streams (video, audio, text, etc.) of individuals' behavior [27] , [31] . These findings in social psychology have motivated computer scientist to explore the capabilities of natural language processing, computer vision and pattern recognition methods for recognizing personality traits and forming first impressions.
Automatic methods for personality trait recognition have been studied for a while in natural language processing [32] , [33] , [34] , [35] , [36] , [37] . However, first impression recognition techniques in computer vision is an emerging topic. Some efforts for recognizing personality traits from still images [38] and videos [39] , have been proposed. Very recently we organized two rounds of a challenge in which we aimed to automatically infer apparent personality traits of people from very short clips [18] , [19] . Contrary to existing work, our focus was to recognize traits with limited information (15s video clips). We found that top ranked participants were able to predict personality traits with an area under ROC curve above 0.8 for most traits, by processing 15s video clips. It is important to mention that the top performing methods were based on deep learning approaches, see [40] , [41] , [42] , [43] , [19] , [18] for details.
However, even though remarkable progress has been reported recently, what determines a first impression is still debatable and it is not even clear to trained humans. Understanding which aspects/features/variables may trigger a decision in favor of a particular trait or favor a particular positive/negative first impression is decisive in at least the following scenarios:
• Analysis: Measurable/quantitative aspects important for automatic systems can be corroborated by findings in psychology and social sciences to justify hiring decisions [44] .
• Training: Explainable first impression recognition systems may be instrumental in developing training curricula for job seekers and recruiters, or more generally speakers, negotiators, etc.
Hence, fully explainable models for first impression recognition would have a broad impact in the fields of affective computing, social signal processing, social psychology, and social sciences in general. Achieving a level of explainability capable of supporting the above fields is a daunting task that requires coordinated efforts from multiple disciplines. This motivated us to organize an academic competition of explainable models for first impressions recognition. Figure 1 depicts the general scenario of the challenge. In a nutshell, participants of the so called Job Candidate Screening Challenge will develop methods for deciding whether a job candidate should be invited or not for an interview, using a short video of that candidate. Target values for hiring preferences have been obtained from human annotators. To facilitate the task, the videos will also be annotated (using human expertise) with personality traits. Hence, as a subtask, the challenge participants will be invited to also predict personality traits and eventually use them to predict hiring preferences (the main goal). The principal focus of the challenge is to induce participants into developing user interfaces that generate explanations and recommendations to users, supporting, and explaining the predictions. To that end, the challenge implements a coopetition scheme favoring collaborations between competitors towards advancing the state-of-the-art.
Because we aim to exploit creativity of participants for approaching this novel problem, we place no restrictions on the type of information they can use (e.g., audio, video, text information derived from the clips, and even external knowledge) as long its use does not interfere with the rules of the challenge. In addition, the participants can use any type of methodology (rule based, inductive model based, etc.) and any type of explanation recommendation (textual, audiovisual, etc.). The winners of the challenge will be determined by a panel of experts in the fields of psychological behavior analysis, recruitment, machine learning and computer vision.
The challenge has the potential to advance the state of the art in a number of directions related to explanatory modeling. We foresee this first challenge will motivate further research on explainability in computer vision systems and will have an impact in a number of novel applications.
IV. JOB CANDIDATE SCREENING COOPETITION
This section describes in some details the setting of the academic challenge we propose, aiming at motivating research on explainability for first impressions and apparent personality analysis. A general diagram of the considered scenario is shown in Figure 1 .
A. Overview
With the aim of assessing the importance that explainability has in first impressions and apparent personality analysis, we are organizing the first academic challenge on explainable computer vision and pattern recognition to assess "first impressions" on personality traits. The specific goal of the challenge is to devise automated methods for deciding whether a job candidate has to be interviewed or not, using short video clips (see data description below). It is implicitly assumed that the candidate has already sucessfully passed technical screening interview steps e.g. based on CV review. We address the part of the interview process related only to human factors, complementing aptitudes and competence, supposed to have been separately evaluated. Although this setting is simplified, the challenge is a real and representative scenario where explainable computer vision and pattern recognition is highly needed: a recruiter needs an explanation for the recommendations made by a machine. This challenge is part of a larger project on speed interviews: http://gesture.chalearn.org/speed-interviews, whose overall goal is to help both recruiters and job candidates by using automatic recommendations based on multi-media CVs.
This challenge is related to two previous 2016 competitions on first impressions that were part of the contest programs of ECCV2016 [18] and ICPR2016 [19] . Both past challenges focused on predicting the apparent personality of candidates in video. In this new round of the challenge, we aim at predicting hiring recommendations in a candidate screening process, i.e. whether a job candidate is worth interviewing (a task not previously explored). In addition, we focus on the explanatory power of techniques: solutions have to "explain" why a given decision was made. Another distinctive feature of the challenge is that it incorporates a collaboration-competition scheme (coopetition) by rewarding participants who share their code during the challenge, weighting rewards with the usefulness/popularity of their code.
The job candidate screening challenge has been divided into two tracks, comprising quantitative and qualitative variants of the competition, tracks being run in series as follows:
• Quantitative competition (first stage). Predicting whether the candidates are promising enough that the recruiter wants to invite him/her to an interview.
• Qualitative coopetition (second stage). Justifying/explaining with an appropriate user interface the recommendation made such that a human can understand it. Code sharing is expected at this stage. Each competition adopts a different evaluation protocol. Figure 1 graphically indicates what information will be evaluated in each variant. In both cases, participants are free (and encouraged) to use information from apparent personality analysis. Likewise, since this challenge is a coopetition, participants are expected to share their code and use other participants' code, mainly for the second stage of the challenge: e.g., a team can participate only in the qualitative competition using the solution of another participant in the quantitative competition.
B. Data
For the challenge we use the data set used in previous competitions [19] , [18] , but extended with a predictive variable that has not been used previously: "Invite for interview" (referred to as "job-interview variable"). The first impressions data set, comprises 10,000 clips (average duration 15s) extracted from more than 3,000 different YouTube high-definition (HD) videos of people facing and speaking in English to a camera. People in videos show different gender, age, nationality, and ethnicity. Figure 2 shows snapshots of sample videos from the data set.
Videos are labeled both with personality traits and the "job-interview variable". Amazon Mechanical Turk (AMT) was used for generating the labels. A principled procedure was adopted to guarantee the reliability of labels, converting rankings provided by labelers into normalized real valued scores (see [45] for details). The considered personality traits were those from the Five Factor Model (also known as the Big Five), which is the dominant paradigm in personality research. It models human personality along five dimensions: Extraversion, Agreeableness, Conscientiousness, Neuroticism and Openness. Thus each clip has ground truth labels for these five traits. In addition to labeling the apparent personality traits, AMT workers labeled each video with a variable indicating whether the person should be invited or not to a job interview (the "job-interview variable"). This variable was also subject to the post processing reported in [45] , so the variable to be predicted is a real number. The reader is referred to [18] where the data set is described in more details. In the previous editions of the first impressions challenge, participants had to predict only the personality traits of people (see detailed results in [18] , [19] ).
The data set used for the job candidate screening competition has been also extended in terms of the information that participants can use as input for their models. Every video was annotated to contain the transcriptions of audio. Each 15s YouTube video in the data set was transcribed independently. In total, this added about 375, 000 transcribed words for the entire data set. The transcriptions were obtained by using a professional human transcription service (http://www.rev.com) to ensure maximum quality of the ground truth annotations. This newly added data dimension will make it possible for competitors to use higher level, contextual information in their models. Likewise, we expect participants use transcriptions to generate explanations of their methods.
For the quantitative track of the job candidate screening coopetition, the participants will have to predict the "jobinterview variable". For the qualitative track, the participants will have to "explain", why a predictive model makes a recommendation. For both tracks, participants are encouraged to use information from personality traits, which could be used as extra features helping to predict the "job-interview variable" and/or serve as arguments for the explanatory mechanisms. Note that the personality traits labels will be provided only with training data.
The feasibility of the challenge annotations has already been successfully evaluated. The reconstruction accuracy of all annotations is greater than 0.65. Furthermore, the apparent trait annotations are highly predictive of invite-for-interview annotations with a significantly above-chance coefficient of determination of 0.91.
C. Evaluation protocol
As in previous challenges organized by ChaLearn 4 the job candidate screening coopetition will run in CodaLab 5 ; a platform developed by Microsoft Research and Stanford University in close collaboration with the organizers of the challenge.
For the evaluation, the data set will be divided into the following partitions:
• Development (training) data with ground truth for all of the considered variables (including personality traits) will be made available at the beginning of the competition.
• Validation data without labels (neither for personality traits nor for the "job-interview variable") will be also provided to participants at the beginning of the competition. Participants can submit their predictions on validation data to the CodaLab platform and receive immediate feedback on their performance (there will be a validation leader board in the platform).
• Final evaluation (test) unlabeled data will be made available to participants one week before the end of the quantitative challenge. Participants will have to submit their predictions in these data to be considered for the final evaluation (no ground truth will be released at this point). In addition to submitting predictions for test data, participants desiring to compete for prizes will submit their code for verification together with fact sheets summarizing their solutions.
The winners of the challenge in the different tracks will be determined as follows (where both competition stages will be independently evaluated, and top 3 ranked participants at each stage will be awarded):
• Quantitative evaluation (interview recommendation).
The performance of solutions is evaluated according to their ability for predicting the interview variable in the test data. Specifically, similar in spirit to a regression task, the evaluation consists in computing the accuracy over the invite-for-interview variable, defined as:
where p i is the predicted score for sample i, t i is the corresponding ground truth value, with the sum running over the N t test videos, and t is the average ground truth score over all videos.
• Qualitative evaluation (explanatory mechanisms). Participants should provide a textual description that explains the decision made for the interview variable in test data. Optionally, participants can also submit a visual description to enrich and improve clarity and explainability. Performance will be evaluated in terms of the creativity of participants and the explanatory effectiveness of the 4 http://chalearn.org 5 http://codalab.org/ mechanisms-interface. For this evaluation we will invite a set of experts in the fields of psychological behavior analysis, recruitment, machine learning and computer vision.
Since the explainability component of the challenge requires qualitative evaluations and hence human effort, the scoring of participants will be made based on a small subset of the videos. Specifically, a small subset of videos from the validation data and a small subset of videos from the test data will be systematically selected to best represent the variability of the personality traits and invite-for-interview values in the entire dataset. The jury will only evaluate a single validation and a single test phase submission per participant. A separate jury member will serve as a tiebreaker. At the end, the creativity criteria will be judge globally according to the evaluated clips, as well as an optional video that participant can submit to describe their method. Figure 3 shows an illustration of the jury interface for the qualitative evaluation phase.
For each evaluated clip, the evaluation criteria for the jury will be:
-Clarity: Is the text understandable / written in proper English? -Explainability: Does the text provide relevant explanations to the hiring decision made? -Soundness: Are the explanations rational and, in particular, do they seem scientific and/or related to behavioral cues commonly used in psychology.
The two following criteria will be evaluated globally, based on the evaluated clips and the optional submitted video.
-Model interpretability: Are the explanation useful to understand the functioning of the predictive model? -Creativity: How original / creative are the explanations? Fig. 3 . Qualitative evaluation interface
It is expected that at this stage, participants of the first stage share their code, which can be used by any user participant of the second stage, see below.
• Coopetition evaluation (code sharing). Participants will be evaluated by the usefulness of their shared code in the collaborative competition scheme. The coopetition scheme will be implemented in the second stage of the challenge. The timeline for the challenge is as follows: 
D. Preliminary results
At the moment of writing this paper, the first round of the competition has been finished. At this stage, 53 participants were registered for the challenge. We expect more participants to join for the second stage, as code of the top ranked participants will be shared. At this stage, four valid submissions were considered for the prizes, the performance of these submissions are shown in Table I . Recall, the leading evaluation measure is the classification performance (see Equation 1) in the Invite-for-interview variable, although we also show results for personality traits, as participants submitted predictions for these variables as well.
Interestingly, only one out of the 4 valid submissions outperformed the baseline method described in detail in [46] . This is not surprising as this strong baseline was built on top of the solution of a top ranked entry of the first impressions challenge [43] , [18] . Nevertheless, the performance of the top 3 methodologies is quite similar. In fact, the differences in performance can only be appreciated at the third decimal of the accuracy (this applies for personality traits as well). All four participants agreed to share their code for the coopetition stage, therefore, participants of the second stage can choose on the different methods and be sure that performance is quite similar. Despite performance is similar, methodologies were not, in the following we provide a succinct description of the different methods.
• BU-NKU. The top ranked team used four types of features. Local Gabor Binary Patterns from Three Orthogonal Planes (LGBP-TOP) features were extracted from facial images, also, features extracted with a (pretrained) deep convolutional network (DCNN) were considered. As audio descriptors, this team extracted the baseline set of features as specified in [47] using the openSMILE library [48] . Finally, the authors also used a DCNN to extract scene information, in an effort to extract useful contextual information. This team also performed preliminary experiments including ASR transcripts, however text descriptors were not included in the winning entry. The four feature types were combined in two stages for generating its predictions. In a first stage, LGBP-TOP with facial DCNN and audio with scene features were combined via linear kernel extreme learning machines (ELM). Next a random forest model combined the outputs of the two ELMs. This last method was trained to predict the interview variable and the 5 personality traits.
• PML. This team adopted a purely visual approach based on multi-level appearance. After face detection and normalization, Local Phase Quantization (LPQ) and Binarized Statistical Image Features (BSIF) descriptors are extracted at different scales of each frame using a grid. Feature vectors from each region and each resolution are concatenated, the representation for a video is obtained by averaging the per-frame descriptors. For prediction, the authors resorted in a stacking formulation: personality traits are predicted with Support Vector regression (SVR), the outputs of these models are used as inputs for the final decision model, which, using Gaussian processes, estimates the invite for interview variable.
• ROCHCI. This team extracted a set of predefined multimodal features and used gradient boosting for predicting the interview variable. Facial features and meta attributes extracted with the SHORE 6 library were used as visual descriptors. Pitch and intensity attributes were extracted from the audio signal. Finally, hand picked terms were used from the ASR transcriptions. The three type of features were concatenated and gradient boosting regression was applied for predicting traits and interview variable.
• FDMB. This team used frame differences and appearance descriptors at multiple fixed image regions with a Support Vector regression (SVR) method for predicting the interview variable and the five personality traits. After face detection and normalization, differences between consecutive frames is extracted. Local Phase Quantization (LPQ) descriptors are extracted from each region in each frame and are concatenated. The video representation is obtained by adding the image-level descriptor. SVR is used to estimate traits and the interview variable. This method only relied on visual information.
Despite that only four teams provided qualified to the final phase of the first stage, it was encouraging to have methods that relied on diverse and complementary features and learning procedures. In fact, it is quite interesting that solutions based on deep learning were not that popular for this stage. This is in contrast with previous challenges in most aspects of computer vision (see e.g. [25] ), including the first impressions challenge [18] , [19] . In terms of the information/modalities used, all participants considered visual information, through features derived from faces and even context. Audio was also considered by two out of the four teams. Whereas ASR transcripts were used only by a single team. Finally, information fusion was performed at a feature level.
We are certain that the code from all four submissions will be quite helpful for participants in the second stage of the challenge; not only in terms of performance, but in terms of features and learning methodologies, which can be extended to generate explanations.
V. DISCUSSION Explaining model decisions and recommendations has been a topic of interest for AI since its early days. In fact, explainalibity has been considered as a core problem in numerous subfields and entire research areas in AI (e.g., expert systems). Because of that, research progress on explainability for different tasks and applications has been impressive. Yet, explainability of computer vision models is a field still in its infancy. Therefore, there are many open problems and research opportunities. This paper represents a first effort in this direction by describing the design of a challenge on explainability of models for first impressions and personality analysis. The approached task is interesting from different perspectives (e.g., computer vision, pattern recognition, machine learning, affective computing, social signal processing, social psychology, etc.) and can have impact into practical applications (e.g., training systems for job candidates, recruiters and actors).
The considered scenario, data, evaluation protocol, and timeline are described. Preliminary results, covering the first stage of the challenge, were also reported. More than 5o participants registered for the challenge. Performance was very similar across entries that qualified to the final phase and all participants agreed to share their code. Interestingly, most of these entries did not relied on deep learning methodologies and they are quite diverse to each other. In general terms, we believe this diversity is enriching and quite beneficial for the upcoming second stage of the challenge, as participants will have available plenty of varied resources to develop explanatory mechanisms.
