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Introduction
Portfolio risk forecasting and the evaluation of forecasts are a closely-linked pair of problems that are central to the investment process. The standard risk measure is volatility, or the standard deviation of return. If returns are normally distributed, volatility is a comprehensive risk measure-volatility completely defines the risk of normally distributed returns. However, there is growing consensus that a normal distribution is a poor fit to empirical financial data, in which case volatility may miss crucial features of the return distribution. For example, volatility does not describe asymmetry between losses and gains. This has motivated the introduction of complementary risk measures such as value at risk and expected shortfall.
On the other hand, test statistics of portfolio risk forecasts may be sums that satisfy the assumptions that imply normality-even if the portfolio losses, which are sums of tick-by-tick losses, are not. Under a range of assumptions, a sum or average of random observations is approximately normal, and the approximation tends to improve as the size of the sample increases.
In the next section, we review the genesis of the normal distribution. We then examine two models of extreme risk-one which assumes normally distributed return, and another which does not. In evaluating the performance of the two models, we assume that the test statistics are normally distributed, and find that the normal risk model underperforms our alternative model for value at risk and expected shortfall. We also compare volatility forecasts from the extreme value model to a simple exponentially weighted moving average (EWMA) volatility model, and find that the EWMA model outperforms the extreme value model.
Central Limits
The common assumption that random variables are normally distributed stems from a collection of results referred to as Central Limit Theorems. Under a diverse set conditions, the normal is a good approximation to the distribution of a sum of random variables. In what follows, we consider the sum S T / √ T of a sequence of random variables 1 X 1 , X 2 , . . . , X T
The first version of Central Limit Theorem that we consider is taken from Feller (1957, chapter VIII.4 , Theorem 1).
Central Limit Theorem. If the variables X 1 , X 2 , . . . , X T are independent and identically distributed with standard deviation σ, then normalized sum S T / √ T is approximately normal with standard deviation σ if T is sufficiently large.
The definition of "approximately normal" can be expressed in terms of cumulative distribution functions. Let F T denote the cumulative distribution function of the normalized sum S T / √ T . Then the maximum difference between F T and the cumulative normal distribution is less then some prescribed value. The Central Limit Theorem says that the approximation to the normal can be made arbitrarily accurate by choosing T to be sufficiently large. In general, there is no reason to expect approximate normality of sums on a particular finite sample. However, if the X i s have a finite third moment, there is a definite relationship between the number of observations and the accuracy of the approximation. An example is the Berry-Esséen Theorem. This version is taken from Feller (1957, Chapter XVI.5 , Theorem 1) Berry-Esséen Theorem. If a sequence of identical, independent variables X 1 , X 2 , . . . , X T has standard deviation σ and their absolute values have a finite third moment ρ, then the difference between the distribution F T of S T / √ T and the normal distribution Φ(σ) is at most
The preceding results have the appeal of simplicity, but their many conditions limit their applicability to random financial variables. The observations under consideration might not be identical or independent and their standard deviation σ may be undefined. Below, we describe the relevance of the Central Limit Theorem to financial time series, which rests on the capacity to relax the assumptions of the Central Limit Theorem while still maintaining a useful conclusion.
Dependence
Financial data often take the form of time series. It is reasonable to expect a time series to exhibit dependence since we can look to the past for information before we act.
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Temporal dependence can take many different forms. A familiar example is serial correlation, which is a linear relationship between the current and lagged observations. A serial correlation model is simple to specify, estimate, apply and test. However, it implies an exponentially decaying autocorrelation function, which may not match the empirical properties of financial data.
Less well known is a quantitative measure of long-term dependence that was developed by Edwin Hurst in the early 1900s. Hurst's job was to determine the height of a dam that would contain the Nile, even during long runs of rainy years, and release an adequate amount of water during a drought. The assumption of independent annual rainfall statistics led to a dam height that was too low. To measure the dependence, Hurst developed the rescaled range statistic, which is the expected volatility-normalized distance between the peak and the trough along a path. It has been used to measure long-term dependence in financial returns in a number of studies.
Dependent variables do not satisfy the conditions for the simplest central limit theorem, even if they are stationary and have finite variance. This is illustrated by the extreme case where the X i s are exact duplicates. In this situation, the normalized sums are identically zero, or grow to (plus or minus) infinity with the sample size. However, the independence assumption can be substantially relaxed while preserving the limiting normal distribution, and there are at least three approaches in the literature.
Mixing
The series X 1 , X 2 , . . . is strongly mixing if pairs X j and X k that are widely separatedmeaning that the difference |j − k| between their indices is sufficiently large-are approximately independent. Strong mixing is a manifestation of short-term memory that is used in Lo (1991) . Precise formulations of the strong mixing property vary in the literature; a standard is from Rosenblatt (1956) :
Mixing Central Limit Theorem. If the variables X 1 , X 2 , . . . , X T are strongly mixing and identical with standard deviation σ, then the normalized sum S T / √ T is approximately normal with standard deviation σ if T is sufficiently large.
Martingales
A martingale is a fair process: at any future time and in any future state of the world, an increase in the value of a martingale is just as likely as a decrease of the same magnitude. Martingales appear throughout quantitative finance. A fascinating instance is the efficient markets hypothesis, introduced in Samuelson (1965) , Fama (1965a) , Fama (1965b) and Fama (1970) , and which asserts that prices of traded securities are physical martingales. This means that all available information is incorporated in current prices.
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Another example is the statement that no-arbitrage implies (under mild assumptions) that prices of traded securities are market-implied (or risk-neutral) martingales. This result, due to Harrison and Kreps (1979) and Harrison and Pliska (1981) , underlies most of option pricing theory.
In mathematical terms, the variables X 1 , X 2 , . . . constitute a martingale if the expected value of X t conditional on information at time t − 1 is X t−1 , written E t−1 [X t ] = X t−1 . A standard reference that describes the theory of martingales is Hall and Heyde (1980) . This version of the Central Limit Theorem is taken from Jacod and Protter (2003, Theorem 27.7) .
Martingale Central Limit Theorem. If the variables X 1 , X 2 , . . . , X T satisfy
then the normalized sum S T / √ T is approximately normal with standard deviation σ if T is sufficiently large.
Association
Linear correlation is insensitive to important aspects of security price co-movements, especially the extreme co-movements that occur in periods of turbulence. This has led financial modelers to consider more general measures of dependence. For example, variables X and Y are said to be associated if all nondecreasing functions of X and Y have zero or positive correlation. A useful consequence of association is positive quadrant dependence, which holds for variables X and Y , if
for all values of x and y. This concept was introduced in Lehmannn (1966) , and Esary et al. (1967) show that association implies positive quadrant dependence. Karlin (1983) uses association matrices to describe the magnitude of positive quadrant dependence in a number of practical situations. This type of analysis might be used to compare the degree of dependency in up and down markets.
A Central Limit Theorem for associated variables is described in Newman and Wright (1981, Theorem 3):
Associated Central Limit Theorem. If the variables X 1 , X 2 , . . . , X T are independent and associated, and the sums of covariances
have an upper bound that does not depend on T , then the normalized sum S T / √ T is approximately normal if T is sufficiently large.
Non-Stationarity
Financial data series are commonly modeled as non-stationary processes: returns exhibit different statistical properties at different points in the business cycle, and an extreme event can trigger an abrupt change in regime. Financial modelers account for this by allowing for conditional or stochastic volatility, building regime shift models, and by other mechanisms. By contrast, the next result suggests that when averaging over enough data, it is sometimes possible to ignore non-stationarity.
Suppose that the X i s are independent and have finite variance, but are not identical. Once again, extra conditions are required for the Central Limit Theorem to hold. This version of the central Limit Theorem is a special case of Jacod and Protter (2003, Theorem 21.2) .
Central Limit Theorem with Rapidly Decaying Variance. If the variables X 1 , X 2 , . . . , X T are independent and if the sums 
if T is sufficiently large.
If a particular summand X j has a variance that is much larger than the variance of the other summands, then the distribution of the sum will be dominated by the distribution of X j . This observation leads to another version of the Central Limit Theorem for nonstationary summands which requires that the variances of the X i s be small compared to the variance of the sum (Feller, 1957, Chapter XV.6 
Infinite Variance
It is commonly assumed that financial returns have finite variance. Even if this assumption holds, the squares of financial returns may have infinite variance-or equivalently, financial returns may have an infinite fourth moment. An extension of the Central Limit Theorem addresses this situation, although its conclusion differs from the previous versions.
If the X i s are identical and independent with infinite variance, there may be a limiting distribution for appropriately scaled sums. 4 The limit is an α-stable distribution, which is heavy-tailed relative to a normal distribution. An α-stable distribution is distinguished by its tail index or power law α, which lies in the interval (0, 2). Roughly speaking, if x is large enough, the α-stable probability of an observation that exceeds cx is approximately c −α times the probability of an observation that exceeds x. It follows that a smaller α corresponds to a heavier tail. A very general treatment of central limits is in Embrechts et al. (1997, Chapter 2) and this version of the Central Limit Theorem is a special case of Embrechts et al. (1997, Theorem 2.2.15) Infinite Variance Central Limit Theorem. If the variables X 1 , X 2 , . . . , X T are independent and identically distributed with tail index α ∈ (0, 2), then the normalized sum
T is, under technical conditions, approximately α-stable if T is sufficiently large.
Risk Models
We use the central limit theorem to develop a general, transparent framework for evaluating the accuracy of risk forecasts for portfolio return. Subsequently, we use this framework to analyze two risk forecasting models.
Let P t denote the price of the portfolio at time-t. For a long-only portfolio or lowleverage portfolio, we define time t loss over horizon h as the negative time t continuously compounded return
For a high-leverage portfolio, we define time t loss over horizon h as a difference
For loss and all other variables, we suppress subscripts and superscripts when they are not relevant to the discussion at hand. In this paper we consider long-only portfolios, so we use the definition of return in equation 1.
Exponentially Weighted Moving Average Model
In the exponentially weighted moving average model, denoted EWMA, portfolio loss at time t is expressed as
where σ t denotes the volatility forecast, and the residual t has mean zero and unit variance. σ 2 t is given as an exponentially weighted moving average of previous squared losses with a 23-day halflife. To forecast value at risk and expected shortfall, this model makes the additional assumption that t follows a standard normal distribution.
Extreme Value Model
In the extreme value model, denoted EV, portfolio loss is expressed as
where ς t denotes the scale of the loss, and t denotes the normalized residual, which is assumed to be independent and identically distributed. The parameter ς t is given by an exponentially weighted moving average of previous absolute losses with a 23-day halflife. The extreme value model is based on a flexible, semi-parametric distribution that is fit to a history of portfolio residuals. The core of the distribution is modeled using the empirical distribution of the residuals, and the tails of the distribution are fit using a generalized Pareto distribution using the peaks-over-thresholds method. Further details are in Goldberg et al. (2008) .
Risk Forecasts and Test Statistics
The risk models studied in this paper are conditional models, which means that the loss distribution is allowed to vary with time. In order to evaluate the accuracy of conditional forecasts, we define variables that are functions of loss and return, and that have timeindependent properties under a null hypothesis. Below, we describe a framework in which to associate one or more test statistics to a given risk measure.
Consider a length T time series of losses and risk forecasts (L t , ϕ t ), where ϕ t may denote any set of risk forecasts at time t. We associate to each pair (L t , ϕ t ), a variable
that is chosen so that the expected value E[Z t ] is equal to a time-independent constant ζ if the forecast values ϕ t are unbiased. We test this statement by considering the time
which may be assumed to follow a normal distribution in many cases, as described in Section 2. The variable Z t is a function of the portfolio loss L t , which need not be normally distributed. However, the central limit theorem suggests that a normal approximation to the distribution of the time-averageZ may become more accurate as the number of summands increases. Because the test statistic is an average over many values of Z t , it is plausible that the test statistics are normally distributed even if the losses are not.
Value at Risk
For a time horizon h and confidence level p, the time-t value at risk, denoted VaR thp , is the pth percentile of the loss distribution at horizon h. Typical values of p are 95% or 99%. We associate to each observed return, the test variable
If the value-at-risk forecasts are unbiased, then to first order, E[Z B ] = ζ = 1 − p.
Expected Shortfall
For a time horizon h and confidence level p, the time-t expected shortfall, denoted ES thp , is the expected loss, given that loss exceeds VaR thp . We associate to each observed loss that exceeds value at risk, two test variables
If the expected-shortfall forecasts are accurate 6 , the expected values over the set of of times at which the value-at-risk limit is breached satisfies E[Z D ] = ζ = 0 and to first order,E[Z R ] = ζ = 1.
Volatility
For a fixed time horizon h, the volatility Vol th is the standard deviation of portfolio return (or loss) at horizon h. We associate to each observed loss, two test variables
where Vol t is the forecast volatility of the portfolio return R t . If the volatility forecasts are unbiased, E[Z D ] = ζ = 0 and to first order, E[Z R ] = ζ = 1.
Inference Using the Test Statistics
Below, we use the test statisticsZ, which are time averages of the test variables, to draw conclusions about the accuracy of risk forecasts. By definition, the value-at-risk test statistic Z B is binomially distributed regardless of the particular form of the return distribution. This allows us to define a model-independent confidence interval for Z that we can use to reject a risk model.
In contrast, the distributions of the difference and ratio test statistics (for both volatility and expected shortfall) depend on the underlying loss distribution. However, their expected values do not. 7 We exploit this by using a statistically significant departure of Z from ζ as a basis for model rejection. The assessment of statistical significance requires information about the distribution of Z beyond its expected value. To this end, we assume that the test variables Z t have finite variance and satisfy the assumptions of one of the central limit theorems discussed in Section 2. It follows that the distribution ofZ is wellapproximated by a normal distribution.
8 For normal random variables, the significance of the departure of a sample mean from a hypothetical population mean is accomplished using a t-test:
whereZ denotes the sample mean, ζ denotes the population mean under the null hypothesis, s denotes the sample standard deviation, 9 and T denotes the number of test periods over which Z is averaged. If T is sufficiently large, the 95% confidence interval of the standard error is [−2, 2], and we reject models whose standard errors fall outside of this interval. 8 The Infinite Variance Central Limit Theorem shows how to design a test statistic that is wellapproximated by an alpha-stable distribution if the finite variance assumption does not hold.
9 Correlation between the Z t requires a correction to the sample standard deviation; here we assume that this correction can be neglected. The calculation of the standard deviation may benefit from the use of a Newey-West estimator as suggested in Patton and Sheppard (2008).
Convexity of the test statistics
The ratio test statistic and the value-at-risk test statistic are convex functions of the risk forecast. An important consequence of convexity is that it implies that these tests are less sensitive to overforecasting than underforecasting: in particular, this test may reject a model which underforecasts risk, but fail to reject a model which overforecasts risk to the same degree. Furthermore, convexity can confound the effects of bias and noise in the risk forecasts. By Jensen's inequality, convexity implies that noise in the risk forecast translates into positive bias in the test statistics, meaning that a positive standard error can arise from either negative bias (underforecasting) or inefficiency (noise). Further details on the properties of the test statistics can be found in Appendix A.
Empirical Tests
We evaluate risk forecasts for a collection of 74 US equity portfolios that represent a range of investment strategies. The composition of the portfolios is guided by the Barra common factor risk model. For each of the 52 industry factors in the model, we test a single portfolio composed of stocks exposed to that factor. We test two portfolios for each of the 11 style factors. The stocks in the estimation universe are ranked by exposure to a given factor and a style portfolio comprises stocks in the top or bottom decile. All portfolios are weighted by capitalization and the weights are updated daily to reflect price changes.
The initial forecast is based on two years of data. 10 We use an expanding forecast window so that each forecast is based on all previous data. The length of the out-of-sample period is 11 years.
11 For each portfolio and both the extreme value and exponentially weighted moving average models, we compute the test statisticsZ defined in Section 4. Histograms of standard errors implied by the test statistics are plotted in Figures 1-3 . Each panel in each figure displays two histograms corresponding to both models, for a single risk measure.
Value at Risk
We assess value-at-risk forecasts at the 95% confidence level for one-day and ten-day horizons, and at the 99% confidence level for a one-day horizon.
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The top panel in Figure 1 shows histograms of test statistics for one-day 95% value at risk. Both the EWMA and EV histograms are centered and most of the statistics fall inside the non-rejection interval [−2, 2] . On the basis of this risk measure, the models are virtually indistinguishable. The middle panel, which assesses ten-day 95% value at risk, is qualitatively similar, with the caveat that there are a few portfolios that are outliers for both models. The test statistics for these outliers exceed 2, which suggests that the Figure 1: Standard error for value-at-risk forecasts from extreme value and EWMA models; each count represents the forecast error for a single portfolio. We reject forecasts with absolute standard errors greater than two.
EWMA model is underforecasting. 13 The bottom panel, which corresponds to one-day 99% value at risk, is materially different. The center of the EV histogram roughly at -1, which is consistent with slight overforecasting.
13 However, nearly all of the test statistics are in the interval [−2, 2] . By contrast, the EWMA histogram is centered around 3.5 and most of the test statistics exceed 2. This is consistent with significant underforecasting. 
Expected Shortfall
The study for expected shortfall is similar to the study for value at risk: we assess forecasts at the 95% confidence level for one-day and ten-day horizons, and at the 99% confidence level for a one-day horizon.
12 We examine these forecasts using both the difference statistic, which tests for forecast bias, and the ratio statistic, which is sensitive to forecast bias and forecast noise.
The histograms of difference test statistics comprising the three panels in the left column of Figure 2 are consistent with one another. While the EV model shows a modest bias toward overforecasting one-day 95% expected shortfall, we cannot reject the model for most portfolios based on the difference test applied to any of the three risk measures 13 Since the test statisticZ B is sensitive to both bias and noise in risk forecasts, more information is required to interpret the sign on the test statistic. Further details are in Appendix A.1. Figure 2: Standard error for expected shortfall forecasts from extreme value and EWMA models; each count represents the forecast error for a single portfolio. We reject forecasts with absolute standard errors greater than two.
under consideration. By contrast, the EWMA shows significant underforecasting for all three risk measures. The histograms of ratio test statistics comprising the three panels in the right column of Figure 2 are qualitatively similar. However, the difference between the EV and EWMA models is more pronounced for the Z D than for Z R . This is most likely due to the fact that the ratio test statistic is more sensitive to underforecasting than overforecasting due to its convexity with respect to the risk forecast.
Volatility
We evaluate EWMA and EV forecasts of one-day and ten-day volatility with the difference and ratio statistics. Note that the basis for interpreting these results is much less compelling than in the previous two cases. This is because the test variables for volatility are in terms of squared returns, which may not have finite variance.
Histograms of difference test statistics are displayed in the left column of Figure 3 . They indicate that the EV model significantly overforecasts volatility at both the oneand ten-day horizons. The EWMA model cannot be rejected on the basis of this test.
The histograms of ratio test statistics, which are shown in the right column of Figure 3 , lead to a similar conclusion. The argument to reject the EV model is weaker. However, this is again most likely due to the asymmetric power of the ratio test statistic. Figure 3: Standard error for volatility forecasts from extreme value and EWMA models; each count represents the forecast error for a single portfolio. We reject forecasts with absolute standard errors greater than two.
Conclusion
We have evaluated risk forecasts generated by EWMA and EV models, using test statistics whose properties are determined by the central limit theorem. Our analysis shows that for extreme risk forecasts, including value at risk at the 99% confidence level and expected shortfall and 95% and 99% confidence level, the EV model is consistently superior to the EWMA. The results are consistent with the model specifications. The EV model has a flexible, semi-parametric specification and it is calibrated to a long history of portfolio losses that includes many extreme events. By contrast, the EWMA model assumes conditional normality when used to forecast value at risk and expected shortfall, and hence assigns relatively low probabilities to extreme events.
By contrast, our tests indicate that the EWMA model is superior to the EV model for volatility forecasting. It is possible that the theoretical underpinnings of this test, which include finite variance of the test variables, require further consideration. If the volatility test variables have infinite variance, modification of the test variables as discussed in Section 2.3 may be warranted. It is also possible that the specification of the EV model described in Goldberg et al. (2008) requires further development in order to accurately forecast volatility. Both of these topics are active areas of research.
A Properties of the Test Statistics
Our analysis implicitly refers to a probability space (Ω, F, P ) underlying the portfolio loss process L t . The set Ω contains the states of the world, F is a σ-algebra that designates universally observable events, P is the physical measure and E denote the associated expectation operator. Formally, a risk measure Φ t is an attribute of the distribution of L t and a risk forecast ϕ t is an estimator of Φ t that depends only on information available at time t. The estimator ϕ t does not make use of new information that becomes available at time t + 1, such as the time t loss L t . The risk forecasts VaR tp , ES tp and Vol t discussed in this paper all fit into this paradigm.
A.1 Value at risk
We consider first, the case when the risk forecast ϕ t is VaR tp . The theory of value-at-risk forecast evaluation is well-developed; see e.g. Christoffersen (1998). Here, for completeness, we mention one subtlety related to the interpretation of the value-at-risk test statistic. In particular, the expected value of Z B t is typically a convex function of the value-at-risk forecast:
where F denotes the cumulative distribution of return on day t. The convexity of Z B is a consequence of the typical convex shape of 1 − F in the extreme loss tail (see Figure 4) .
Convexity of a test statistic has some important implications for its statistical power and interpretation. First of all, if the loss distribution resembles Figure 4 , then Z B is more sensitive to underforecasting than overforecasting. Secondly, if F is convex in the region of VaR tp and L t is independent of VaR tp , then Jensen's inequality implies that
If, in addition, VaR tp is unbiased, we conclude that
A.2 Volatility and Expected Shortfall
Our evaluation of volatility and expected shortfall forecasts depends on the disparity between realized and forecast values. Because volatility and expected shortfall are not observable, we use risk proxies in place of observed values of the risk measures in our tests. A proxy for a time t risk measure is an estimator that uses information available at time t + 1. As for risk forecasts, a proxy can exhibit various degrees of bias and efficiency, and oftentimes a tradeoff between the two is required (see e.g. Andersen et al. (2000)).
In Section 4, we proxy squared volatility with squared return, R 2 t , which is an unbiased but noisy estimator. On days when value at risk is breached, we proxy expected shortfall with the value L t , which is also an unbiased but noisy estimator.
As above, we use the symbol ϕ t denote a time t risk forecast, and we introduce the symbolΦ t to denote the relevant risk proxy. In this notation, we can give a common expression for the difference and ratio statistics corresponding to volatility and expected shortfall:
In the next section we derive some properties of Z R and Z D .
A.2.1 Difference
We decompose ϕ t andΦ t as
where µ t andμ t are constants, and ∆ t and∆ t are a zero-mean random variables. These quantities may be interpreted as bias and noise in the risk forecasts and proxies. For the difference Z D we have
Consequently, Under the assumption that ∆ t and∆ t are uncorrelated, the variance of Z D is a sum of the forecast variance and the variance of the risk proxy.
We have shown that the mean and variance of the difference statistic correspond in a simple fashion to bias and noise in the forecast and proxy. The expected value the difference statistic is equal to the sum of forecast bias and bias in the proxy. Furthermore, the variance of the difference statistic is proportional to the forecast noise, given the assumption that the forecast noise and risk proxy noise are uncorrelated. Given this straightforward and intuitive interpretation, the difference statistic can serve as a useful tool for both evaluating a risk forecast and understanding its out-of-sample behavior.
A.2.2 Ratio
We decompose the risk forecast as where the arrow denotes the consequence of the independence assumption and the final step follows from Jensen's inequality. It is instructive to consider the Taylor series representation 1
Note that as with the value-at-risk test statistic, the convexity of the ratio statistic with respect to the risk forecast implies that the ratio test is more sensitive to underforecasting than overforecasting.
The ratio statistic is more difficult to interpret than with the difference statistic. To first-order, the expected value of the ratio statistic is inversely proportional to the forecast bias. However, equation 5 illustrates that at second-order the expected value of Z R is a function of both forecast bias and noise. This equation implies that the ratio statistic may fail to reject forecasts which overforecast and are noisy. Furthermore, there is no simple interpretation of the variance of the ratio statistic. For these reasons, we caution against using the ratio statistic to diagnose model error. However, the fact that the ratio statistic is sensitive to both noise and bias in risk forecasts makes it a useful statistic, especially when only one statistic is reported. Another advantage of the ratio statistic is that, using common modeling assumptions, its distribution is constant in time (see Watewai (2007) for an example).
