Ontology enrichment is a classification problem in which an algorithm categorizes an input conceptual unit in the corresponding node in a target ontology. Conceptual enrichment is of great importance both to Knowledge Engineering and Natural Language Processing, because it helps maximize the efficacy of intelligent systems, making them more adaptable to scenarios where information is produced by means of language. Following previous research on distributional semantics, this paper presents a case study of ontology enrichment using a feature-extraction method which relies on collocational information from corpora. The major advantage of this method is that it can help locate an input unit within its corresponding superordinate node in a taxonomy using a relatively small number of lexical features. In order to evaluate the proposed framework, this paper presents an experiment consisting of the automatic classification of a chemical substance in a taxonomy of toxicology.
Introduction
Ontology learning is an area of study within Knowledge Engineering which aims to create and/or expand conceptual ontologies using automatic methods or minimum human intervention. Ontologies are computer-readable schemas representing abstract units of thought, such as ANIMAL, HUMAN, OBJECT, etc., which in turn represent conceptualizations of lexical units from natural languages, such as animal, in English and Spanish, or Tier in German. The most basic types of ontologies are taxonomies which organize concepts according to parentchild relationships, where parents stand for prototypical concepts of generic reference (e.g. ANIMAL), whilst children are subordinate concepts whose specific meaning is not shared by the rest of children (e.g. DOG, CAT, COW). The term "learning" has here a computational meaning, namely the acquisition of conceptual information from different types of data sources, such as text corpora, SQL databases or XML files, along with the networks of relationships that are established among groups of concepts. Ontology learning has been extensively studied in the literature due to its importance in the development and/or enhancement of many applications, including decision-making systems, information-retrieval algorithms or the semantic web.
There are two main subtasks of ontology learning that must be distinguished, namely construction and enrichment. Ontology construction involves the induction from scratch of a complete ontology, typically by first retrieving keywords from one or more data sources like the ones mentioned above, then clustering them into concepts and, finally, identifying the underlying relationships that take place among them (Cimiano 2006; Buitelaar and Cimiano 2008) . Ontological relationships can be of two types: taxonomic (i.e. is-a relationships) or nontaxonomic (i.e. meronymy, agent-object, etc.). On the other hand, the goal of ontology enrichment, which is, a priori, a much less demanding task than the former, is to develop algorithms for classifying new concepts under their corresponding host superordinates in an existing ontology Steinmetz 2003, 2005) . Nevertheless, ontology enrichment becomes complex in the case of highly fine-grained taxonomies containing hundreds or even thousands of concepts, hence the need to develop computer-assisted methodologies that allow the categorization of new concepts with minimum time investment and computational cost.
This paper presents a case study of ontological enrichment using a feature-based method which relies on statistical information from corpus data. The method, which will be explained in depth in Section 3, focuses on the process of obtaining relevant collocates of a lexical unit from unstructured sources, i.e. texts in natural language, and the exploitation of such features for the automatic classification of the unit in a target taxonomy. The statistical analysis of co-occurrence patterns applied to fields such as concept learning or document classification is not new to the literature. Prior research including Agirre, Alfonseca and López de Lacalle (2004) , Alfonseca and Manandhar (2002) , Fotzo and Gallinari (2004) , and De Knijff, Frasincar and Hogenboom (2013) are among the first authors to study distributional techniques for learning tasks, although they are mainly focused on the expansion of general-domain lexical repositories like WordNet (Princeton University, 2010) . The goal of the present paper is to present further evidence on the strengths of the feature-based approach and confirm the results obtained in a previous study in which the method was applied for learning taxonomic relationships in a corpus of virology (Ureña and Mestre-Mestre 2017). More specifically, in Ureña and Mestre 2017 we showed that the application of a Normalized Pointwise Mutual Information metric on a list of collocates of the target domain was a successful method to classify a term within the corresponding taxonomy. The results obtained in the experiment in the present paper point in the same direction, while we also include a more detailed discussion on the adequacy of other statistical tests for the classification task.
The method can be applied to enrich any terminological-conceptual taxonomy. In this paper, nevertheless, it will be proposed for the enrichment of FunGramKB's ontology model. As explained elsewhere in the literature (Periñán-Pascual and Arcas Túnez 2010; Periñán-Pascual and Mairal Usón 2010), FunGramKB is a knowledge base that is strongly grounded both in the semantic representation of conceptual constructs that replicate human knowledge, and in the Learning IS-A relations from specialized-domain texts with co-occurrence measures 23 formalization of linguistic information, which represents grammatical, constructional and lexical data from diverse languages. The proposed method seeks to enhance the informativeness of the conceptual module of the knowledge base and, more specifically, the specialized repositories which are envisaged to enlarge the conceptual engine. It is important to notice that FunGramKB has two separate components for ontological and lexical information, respectively; however, for the sake of simplicity, in this paper linguistic units (e.g. animal) will be considered as equivalent to conceptual units (e.g. ANIMAL), and the expressions "term", "keyword" and "concept" will be used interchangeably. This paper is organized as follows. This introductory section is followed by a brief review of the literature on ontology learning in Section 2. Section 3 presents the method for the acquisition of taxonomic relationships and explains the major steps of an experiment carried out to evaluate the method. Section 4 presents the results of the experiment. Finally, Section 5 summarizes the main findings and conclusions.
RELATED WORK
Knowledge engineering has been studied for some years now and the literature in this area of research is extensive. Ever since the publication of the first influential works on ontologies (Gruber 1995; Maedche and Staab 2001) and the later appearance of various reference studies (Cimiano 2006; Buitelaar and Cimiano 2008) , there has been a growing interest in developing new techniques for the automatic extraction of terms and concepts from texts. The study of ontology learning in particular has gained momentum, which is evidenced by the publication of several state-of-the-art works reviewing the advances in the field ( There are two major approaches to learning from unstructured sources that are clearly identified in the literature. The linguistic approach involves the use of pre-established lexicosyntactic structures, such as "NPX and other NPY" for predicting the occurrence of, for instance, hypernyms-hyponym relationships in raw texts (Hearst 1992) . This method has been proved to attain high precision but lower recall rates. Similarly, the semantic approach involves the combination of Hearst-like patterns with lexico-semantic patterns. The major advantage over the former is that this proposal shows improved recall rates of the target expressions, since the lexical slots have greater generalizing power (IJntema et al. 2012 ). On the other hand, the statistical approach encompasses a range of techniques, including semantic similarity measures and probabilistic modeling of linguistic data (for an overview of methods, see Meijer, Frasincar and Hogenboom 2014) . The major advantage of this approach is that it overcomes the languagespecificity limitation and has also paved the way to the application of machine learning techniques.
Progress has also been made at a more practical level with the implementation of a number of algorithms and software applications which, based on the approaches mentioned above, enable the creation and/or enrichment of ontologies. Especially relevant to the present study are computerized solutions for learning concepts from specialized texts, such as OntoLearn Reloaded, which proposes an algorithm for constructing ontologies from scratch by exploiting dictionary-like definitions using graph theory (Velardi, Faralli and Navigli, 2013) . Another wellknown example of software is Text2Onto, which uses the skewed divergence similarity measure for the assignment of new instances to specific concepts in a reference ontology. Text2Onto represents instances using meta-level primitives which allow simplified exportation of learned structures to other ontologies (Cimiano and Völker, 2005) .
METHOD
This section describes the Ontology Enrichment Method (henceforth OEM) aimed at the learning of taxonomic relations from domain text collections. The general workflow of the OEM involves selecting an input term, which we aim to classify into a pre-existing reference taxonomy, and automatically assigning it to one superordinate unit at the lowermost layer in the taxonomy. For this classification task, the OEM follows a feature-matching process between the input and the superordinates. The main rationale, therefore, is that the superordinate sharing the highest number of relevant features with the input term will be considered the strongest candidate to subsume the latter. In order to evaluate the method, we conducted an experiment using English as a case study and whose aim was to categorize a chemical substance into a target taxonomy of toxic compounds.
Before the experiment is presented it is noteworthy to mention that the OEM adopts the socalled bag-of-words model of text representation, in which linguistic tokens are processed as independent strings of text, i.e. without any assumption about their order in the sentence or about any dependency relationships, either paradigmatic (i.e. collocations and colligations), or syntagmatic (e.g. polysemy or homonymy). As has been recursively claimed in the literature, even though this model makes a naïve assumption on the nature of language, which is primarily a system of dependencies, it yields accurate results in most tasks of language processing. In addition to the bag-of-words model, it is important to mention that the OEM is grounded on the distributional hypothesis of language, which postulates that words with similar meanings share similar contexts, i.e. similar co-occurrence patterns (Harris 1954) .
The method relies on three major data sources, namely a reference taxonomy, an encyclopedic database and a domain corpus. We will utilize the reference taxonomy both to select a group of units that we intend to classify automatically and, as explained in Section 3.1, to validate the results of the experiment. On the other hand, the domain corpus will be used to extract the features of the input term, while the encyclopedic database will be used to extract the features of the superordinates. Using the corpus as the data source for the input keyword will help to simulate real learning contexts where the OEM must classify new expressions from unstructured sources, such as websites, Wikipedia articles or scientific texts online. The role of the three data types in the enrichment task are explained in more depth below.
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Data sources

The reference taxonomy
The first step in the OEM is to select an existing taxonomy of a specialized domain, such as biology, medicine or electronics. As mentioned above, the taxonomy will constitute the gold standard, i.e. it will be used to evaluate whether the OEM classifies the input in the correct node shown in the standard. For the experiment we chose the lexical taxonomy provided by the Agency for Toxic Substances and Disease Registry (ATSDR) which contains 14 major classes of toxic chemical compounds, each in turn containing various instance substances. 1 Starting from a selection of 6 classes, we chose ethylbenzene as the input term, and pyridine, toluene, benzene, ammonia, chlorine, phenol and iodine as the potential superordinates. In addition to the term ethylbenzene, two other units -instead of one -were selected from Class 2, namely toluene and benzene, based on the hypothesis that both these units should have more features in common with ethylbenzene. The selection shown above was carried out randomly, with no previous estimation of the lexical features of each unit and without considering potential membership affinities across classes. The only criterion that we followed, nevertheless, was that the input unit showed a representative occurrence in the corpus, so that the experiment explained in the sections below could be viable.
The encyclopedic database
In addition to the taxonomy, the ATSDR is important for the present study, because it contains toxicological profiles for every substance included in the repository, which can be used to mine lexical features of the superordinates. The profiles show detailed information on aspects ranging from preventive measures, environmental hazards, health effects on humans, the chemical and physical structures, as well as other aspects about production, import, disposal, etc. For the experiment we focused on the subsection within the profile which deals with public health and which encompasses information on the following aspects (see also Annex I):
a. What is this substance?
b. What happens to it when it enters the environment?
c. How might I be exposed to it?
d. How can it enter and leave my body?
e. How can it affect my health?
f. Is there a medical test to determine whether I have been exposed to it?
g. What recommendations has the federal government made to protect human health?
h. Where can I get more information?
To obtain features of the superordinate from the toxicological profiles, we preprocessed each of them, by first tokenizing (i.e. obtaining separate word units from strings of text) and then lemmatizing them (i.e. reducing the lexical units to their base form by removing derivational or inflectional affixes) and carrying out stopword removal (i.e. filtering high-occurrence functional units, such as pronouns or conjunctions). For text processing, both at this and later stages in the experiment, we used Data Mining Encountered (DAMIEN) (Periñán-Pascual 2017), a robust online toolkit which enables the completion of various language-related tasks including corpus processing, statistical analysis, data mining and evaluation. 2
The domain corpus
PLOS ONE is a scholarly journal that contains a large collection of scientific papers on research areas such as ecology, physical sciences, earth sciences, information sciences, among many others, 3 and here it will be used as an ad-hoc untagged corpus for mining collocates of the input term. In order to access PLOS ONE, we used AntCorGen, an application specifically designed for compiling texts from the journal database (Anthony 2014) . 4 For the experiment we obtained a sample collection by running a query of ethylbenzene based on three main user-defined parameters. First, we set a retrieval threshold of 200 hits (i.e. maximum number of documents containing the input term) and, as a result, we obtained 69 documents out of which we retrieved 184 concordances of ethylbenzene. Below are some example concordances of ethylbenzene:
( 1) accounted for in the model, a rough average of these stoichiometries ( Second, we restricted the query to the body of the articles in PLOS ONE, thus excluding other sections, such as the abstract or the acknowledgments. Third, we further restricted the query by means of the field filter in AntCorGen, which allows to choose between one or more subareas of study in the scope of the journal. One major advantage of this filter is that it helps overcome potential cross-field ambiguities that may appear in relation to the term(s) under study. In our case, we restricted the query to the field of toxicology, which ensured that the sense of the units involved in the experiment was essentially related to this domain.
Statistical component
Once the corpus sample was collected, we proceeded to its analysis with the purpose of obtaining a set of relevant features of the input term. With this aim we performed the following steps using DAMIEN. First, we extracted the concordances of the input term from the sample and then retrieved a list of lemmatized unigrams from it (i.e. one-word expressions). Second, we submitted the lemmatized set to a stopword-list filtering process. Third, the set was processed statistically to find a list of collocates of the input term, i.e. expressions which appear in the same context of the input with statistically significant frequency. For this purpose, we applied three different metrics: (a) the Pointwise Mutual Information score, whose formula is indicated below (Fano 1961, mentioned in Jurafsky and Martin 2008) :
b) the Pearson chi-square test, whose formula is shown below:
where O stands for the observed frequency in the corpus of both lexical units being compared and E stands for their expected frequency, and (c) the log-likelihood ratio (Cressie and Read 1989) :
Fourth, we established various ranges within the list of collocates of the input term along with their corresponding weight relative to higher or lower scores. The ranges were established manually based on the observation of clear-cut groupings of units around specific scores. The ranges and their associated weights are shown in Table 2 .
Range Weight PMI Chi-square Log-likelihood Fifth, we submitted the list of features, both of the input term and the superordinate terms, to a matching process. As a result, every superordinate feature that did not match the same feature in the list of collocates was removed from the experimental dataset. On the other hand, the matching features of each superordinate were assigned a corresponding weight based on the schema shown in Table 2 . Finally, we compared the weights across superordinates by using the standard z score (see Section 4). The matching-scoring system along these lines was aimed at revealing which superordinate showed greater weight and was thus more distributionally related to ethylbenzene. Figure 1 summarizes the main steps described in Section 3.
FIGURE 1. THE MAIN STEPS IN THE OEM
The next section describes the main results obtained from the application of the OEM on the corpus sample of toxic substances.
RESULTS
The query of the input term ethylbenzene in the PLOS journals resulted in 69 documents, totaling 184 concordances. Upon this sample, the statistical analysis of the concordances was carried out which resulted in a set of 888 collocates in the case of the PMI, 940 collocates in the case of chisquare and 938 collocates in the case of the log-likelihood. The results in Table 4 suggest that the two instances showing both a greater number of shared features with ethylbenzene and higher aggregate weights are toluene and benzene. These distributional similarities point to the class-membership relation of the three units as shown in the taxonomy in Table 1 , which is consistent with the research goals set at the introduction of the study. It must be also highlighted that the three statistical measures selected for the experiment have offered similar results, which reinforces the importance of co-occurrence measures in taxonomical classification tasks.
CONCLUSIONS
Ontology learning is of great importance to several academic disciplines including Natural Language Processing and Knowledge Engineering, because it provides a rapid and reliable means for developing both general-domain and specialized ontologies. Ultimately, creating new ontologies and/or expanding pre-existing ones offers opportunities at different levels, for example, in the development of computational systems that cope with the data-deluge problem originating in the era of the big data. Another example is the creation of intelligent agents that can acquire knowledge autonomously, while linking this knowledge to other data structures already present in them. Nonetheless, creating ontologies requires a great deal of material and human resources, and thus even greater efforts are needed to streamline the process of acquiring, modeling and classifying new concepts.
This paper has presented a stepwise methodology for classifying lexical and/or conceptual units automatically in the corresponding node within a target taxonomy. The method, which elaborates on previous linguistic approaches to conceptual acquisition found in the literature, is both language-and domain-independent, so that it can be used in varied learning contexts irrespective of the source language. Our main contribution has been to reinforce the importance of distributional models based on feature-extraction as an effective technique for the enrichment of ontologies. The general principle of the method is that the taxonomic relationships of an input term can be learned by first exploiting co-occurrence information from a corpus and then matching this information to the set of features that represent the superordinate concepts in a target ontology. To evaluate the performance of the method, the paper presented an experiment carried out in the area of toxicology in which one input chemical compound was extracted from a pre-existing gold taxonomy with the aim of classifying it automatically into the node of origin. The method was presented as proof-of-concept and would therefore require future implementation for practical use within real computational environments. 
