This paper is concerned with the bifurcations of limit cycles in a quadratic reversible Lotka-Volterra system with two centers under quadratic perturbations. By studying the number of zeros of Abelian integral based on the geometric properties of some planar curves, we obtain the cyclicity of each periodic annulus of the system under quadratic perturbations is two, and the cyclicity of two period annuli is three. In addition, we present the configurations of limit cycles of the perturbed system. Mathematics Subject Classification: 34C07, 34C08, 37G15
Introduction
It is well known that the generalized planar Lotka-Volterra system with a center at the origin has complex forṁ
where b and c are real parameters. Let c = 0 in (1), then the systems become reversible, which were called the degenerate ones. Reference [2] lists six classes (rlv1-rlv6) of reversible Lotka-Volterra systems whose complexified periodic orbits are elliptic curves (i.e centers of genus one), and makes the conjecture: "The cyclicity under small quadratic perturbations of the period annulus surrounding the center at the origin in the reversible Lotka-Volterra systems (1) is as follows: three in case (rlv1) and two in all other cases". Now, let us list some cases verified:
The case (rlv1)(i.e.the Hamiltonian triangle case) has been studied by Iliev in [4] . By using the Poincaré transformation, the authors of [7] transferred (rlv2) into a quadratic Hamiltonian system, and proved that the cyclicity of the period annulus is two under any small quadratic perturbations. The cyclicity of the center of (rlv3) was verified in [3] , by using the criterion which provides sufficient conditions in order that a collection of Abelian integrals have the Chebyshev property. The reference [5] and [10] respectively study the case b = 0 and the case b = 3/5 (i.e the case (rlv4)), and all the above verify the conjecture of [2] . It is worth noting that (rlv1)-(rlv4) are systems with single center, while (rlv5) and (rlv6) have two different types of centers with two unbounded period annuli. Many papers are devoted to studying the cyclicity of quadratic systems under small perturbations, but very few focus on nonHamiltonian systems with two centers, especially on degenerate cases.
In this paper, we study the number and distribution of limit cycles bifurcating from a class of quadratic reversible Lotka-Volterra system with two centers, namely, the case (rlv5) of [2] . After a suitable affine transformation and a constant rescaling of time, the case (rlv5) can be brought to the following real formẋ = xy,ẏ = 3 4
For x < 0, we define that x −1/2 = i(−x) −1/2 ∈ iR. Then system (2) has the first integral
with the integrating factor µ(x) = x −5/2 . The system (2) has two centers, the center A(1, 0) (corresponding to h c = 16/9) and B(−1/3, 0) (corresponding toh c = 0). They are surrounded by two unbounded annuli and separated by an invariant line x = 0. We consider perturbations of any order in ε for the system (2) , that iṡ
where
We denote by Γ h = {(x, y) : H(x, y) = h, h ∈ (h c , +∞)} andΓ h = {(x, y) : H(x, y) = h, ih ∈ (−∞, 0)} the families of closed curves surrounding the center A and B respectively. Using the energy level H(x, y) = h as a parameter, we can express the Poincaré map of (4) in terms of h and ε. The corresponding displacement function d(h, ε) = P (h, ε)−h takes the following form as a power series in ε:
which is convergent for small ε. Each simple zero h 0 ∈ (h c , +∞) of the first non-vanishing coefficient in (5) corresponds to a limit cycle in (4) emerging from the closed orbit
, and the maximal number of limit cycles of system (4) bifurcating from the period annulus of system (2) is less than or equal to the least upper bound of the number of zeros of the first non-vanishing Melnikov function M k (h). Hence, finding the number of zeros of the first non-vanishing Melnikov function M k (h) in (5) plays a crucial role in the study of the number of limit cycles of system (4).
We should notice that the centers of system (2) are different types, and the center B(−1/3, 0) is reversible. Therefore, to consider the cyclicity of the periodic annulus of this center, we only need to use one-order Melnikov function M 1 (h). For the center A(1, 0), as proved in [2] , it belongs to reversible LotkaVolterra cases. Because degenerate (being reversible and Lotka-Volterra) cases admit additional symmetries, which result in a lower bound for the number of zeros possessed by M 1 (h) than the expected one, then M 1 (h) can never yield the maximum number of zeros possessed by d(h, ε) for the whole class of perturbations. Therefore, we necessarily consider the class of perturbations with M 1 (h) ≡ 0 and then to try to evaluate the next term M 2 (h). Moreover, it is proved in [5] that the isolated zeros of M 2 (h) corresponds to the limit cycles emerging from the closed orbit in (4).
The main results of this paper are the following theorems.
Theorem 1.1. The cyclicity of each periodic annulus of system (2) under quadratic perturbation is two, moreover, the cyclicity of two period annuli is three.
We use the number (i, j) indicates that the perturbed system has i limit cycles surrounding the equilibrium on the right half-plane and j limit cycles surrounding the equilibrium on the left half-plane. Theorem 1.2. The system (4) for ε sufficiently small has the following configurations of the limit cycles (0, 0), (1, 0), (0, 1), (1, 1), (0, 2), (2, 0) and (1, 2).
Preliminary
Firstly we derive the first and second order Melnikov functions M k (h) for system (2) under quadratic perturbations. Lemma 2.1. The first order Melnikov function corresponding to the center A(1, 0) of system (2) under quadratic perturbations can be expressed as follows:
where µ k (k = 1, 2, 3) is the linear combination of a (1),(2) ij and b
(1),(2) ij .
Proof. The expression of M 1 (h) can be calculated by using the ideas of [1] and [6] , and from the Theorem 3 in [5] we can derive the expression of M 2 (h). By the standard way in [7] , we can get the following Picard-Fuchs equation.
Lemma 2.3. For system (2), the vector function J(h) = col(I −1/2 (h), I 0 (h), I 1/2 (h), I 1 (h)) satisfies Picard-Fuchs equation as follows
h 0 − 
whereG(h) = 9h
Proof. Taking derivatives in (9) with respect to h, we can easily get (10) .
We denote the maximum number of zeros of function I(h) for h ∈ U by #{I(h), U }.
Proof. Removing I k (h)(k = −1, 0) and I −3/2 from (7), and using system (9) we can derive
(h).
(11) Meanwhile, differentiating with respect to h on both sides of (7) directly, we get
).
Noting that I −3/2 = 9hI 0 /2 − 3I 1/2 − 4I −1/2 and using system (10), we can obtain
where s = h 2 , ω(s) = ω(h 2 ) = I −1/2 /I 1/2 and L(s) = ks + b. Since h = 0 and M 2 (16/9) = 0, the following inequality holds
Therefore, the number of zeros of M 2 (h) is equal to the number of intersection points of the curve C ω : ω = ω(s) and the straight line C l : ω = L(s) in the (s, ω)-plane for s ∈ (256/81, +∞). Lemma 2.4 implies that ω(s) satisfies the following system:
A computation shows that the system (16) has two singularities in the finite plane at (s, ω) = (256/81, 1) and (s, ω) = (0, −3), which both are saddle-nodes and located on the two invariant line {(s, ω) : s = 256/81} and {(s, ω) : s = 0} respectively. For ω(s) = I −1/2 /I 1/2 , since G(16/9) = 0 and I 1/2 (16/9) is finite, from the second row (10) of we find ω(s) → 1 as s → 256/81. Hence, the curve C ω is the separatrix at the saddle-node S(256/81, 1). We can suppose ω(s) has the following expansion at S(256/81, 1)
From system (16), substituting (17) intoωds −ṡdω = 0, we obtain
which implies that the curve C ω is concave and increasing near the left endpoint. Next, we will study the global monotonicity and convexity of curve C ω . Firstly, we claim that C ω is globally concave. Otherwise, without loss of generality, we suppose C ω has an inflection points right to s = 256/81, then we would find a straight line L 0 on (s, ω)-plane such that L 0 cuts C ω at least three points and intersects s = 256/81 above the saddle-node point (256/81, 1), leading to at least three points on L 0 , at which the vector field (16) is tangent to L 0 . This contradicts the fact (ω − aṡ) | ω=as+b is quadratic in s, where a, b are arbitrary constants. Therefore the curve C ω is globally concave for s ∈ (256/81, +∞).
Secondly, if C ω is not monotonically increasing for s ∈ (256/81, +∞), it would have at least one maximum point. We could find a horizontal line ω = ω 0 cuts C ω at least at two points and intersects the stable manifold s = 256/81 at one point, which implies that there are at least two points on this line, at which the vector field (16) is horizontal. That contradicts the fact thatω(ω 0 , s) = 0 just collides one zero.
Since C l is a straight line and C ω is monotonically increasing and globally concave, there are at most two intersection points of C l and C ω , which implies #{M 2 (h) − hM 2 (h), U 1 } ≤ 2. From (15), we have #{M 2 (h), U 1 } ≤ 2, which finishes the proof of Lemma 2.5.
Proof. By making the transformation x = −X/3, y = Y /3, t = 3τ and changing (X, Y, τ ) back to (x, y, t), we note that system (2) becomeṡ
which has a first integral F (x, y) = x −3/2 (y 2 /2 + (x − 1) 2 ). Using the scaling, the integralM 1 (h) becomeŝ
The study ofM 1 (h) is similar with Lemma 2.5, so we omit it.
We denote the curve Σ = {(P, Q)(h) : P = P (h), Q = Q(h), h ∈ (h c , +∞)} in the (P, Q) − plane as centroid curve, where
, where a 1 and b 1 are positive constants.
Proof. Since the level curve Γ h shrinks to the center (1, 0) as h → h c , it is easily to see that P (h c ) → 1.
We denote the intersection points of Γ h with the x-axis by (ξ h , 0) and (η h , 0) (0 < ξ h 1 η h ), and we can estimate ξ(h) ∼ (9h) −2/3 and η(h) ∼ h 2 as h → +∞.
From the definition of I 0 (h), as h → +∞, we have Using arguments as the Theorem 2 in [9] , we can obtain the following lemma.
Lemma 2.8. P (h) > 0 for h ∈ (h c , +∞).
According to the scaling in Lemma 2.6, we can get the similar properties of the centroid curveΣ.
Corollary 2.9. When h →h c , thenP (h c ) → −3,Q(h c ) → −1/3. Furthermore,P (h) andQ(h) are strictly decreasing in ih,P (h) is unbounded and Q(h) → −1 as ih → −∞. Recall that h here is a pure imaginary number.
Proof of Main Results
The proof of theorem 1.1 Moreover, we can choose the suitable α * , β * and γ * to obtain L α * ,β * ,γ * such that, (i) It intersects the two curves once simultaneously, (ii) It has no intersection point with any one of curves Σ andΣ, (iii) It has two intersection points withΣ, and no intersection point with Σ, (iv) It has only one intersection point with one ofΣ and Σ, and no intersection point with the other one. These construct the other configurations of limit cycles stated in Theorem 1.2.
