Summary: We have performed simulations to assess the performance of three population genetics approximate likelihood methods in estimating the populationscaled recombination rate from sequence data. We measured performance in two ways: accuracy when the sequence data where simulated according to the (simplistic) standard model underlying the methods, and robustness to violations of many different aspects of the standard model. Although we found some differences between the methods, performance tended to be similar for all three methods. Despite the fact that the methods are not robust to violations of the underlying model, our simulations indicate that patterns of relative recombination rates should be inferred reasonably well even if the standard model does not hold. In addition, we assess various techniques for improving the performance of approximate likelihood methods.
Introduction
Knowledge of how recombination rates vary across genomes is of critical importance in evolutionary studies (what are the causes and implications of such variation?) and mapping studies (how can we best map disease genes?). In particular, the study of fine scale recombination rate variation across the human genome is a focus of current research efforts Crawford et al., 2004) .
A variety of methods are available for measuring recombination rates: pedigree methods, sperm typing methods and population genetics methods.
Pedigree data give recombination maps which when compared with physical maps yield estimates of recombination rates per bp. Pedigree data provide whole genome coverage and offer sufficient resolution to study recombination rate variation at the megabase scale. Sperm typing yields recombination rate estimates at the finest possible scale of resolution, ie distances between individual segregating sites (10s to 100s of bp), but would be exceedingly costly to extend to whole genome studies. In both pedigree and sperm typing methods recombination events (more precisely their consequences in terms of sequence variation) are observed directly, with pedigree data looking at meioses going back a few generations and sperm typing considering only present day meioses.
Unlike the other two methods, population genetics methods do not directly observe the consequences of recombination events, but instead make use of sequence variation data which contain information concerning the history of recombination in the population going back thousands of generations. Furthermore, population genetics methods cannot estimate r, the rate of crossing over per bp, instead they estimate the scaled parameter ρ = 4N e r where N e is the effective population size. The inference of recombination rates using population genetics methods requires models of how recombination events affect patterns of sequence variation. The benefit of population genetics methods is that they offer the potential to study fine scale variation in recombination rates across whole genomes, and it is in this area that considerable research effort is being directed. In this study we have addressed the two main problems with current population genetics methods for estimating recombination rates: accuracy and robustness.
Consider the problem of estimating a constant recombination rate ρ across a region of a chromosome of interest. A number of approaches have been developped (see Stumpf and McVean, 2003 , for a review) . The most accurate way to estimate ρ from sequence data would be via calculating the full-likelihood curve of ρ, for example using the methods of Griffiths and Marjoram (1996) , Kuhner et al. (2000) or Fearnhead and Donnelly (2001) . Each of these methods use computationally-intensive statistical methods to approximate the likelihood curve, and even the most efficient of these can only accurately estimate this curve for small data sets (Fearnhead and Donnelly, 2001) . Since full likelihood analyses of whole genome data are too computationally intensive, it is necessary to use approximate likelihood methods. Various approximate likelihood methods have been proposed, but comparisons of these methods are not readily available (it is hard to compare separate simulation studies on different methods due to differences in parameter settings). We have considered three approximate likelihood methods which make use of full sequence data (Hudson, 2001; Fearnhead and Donnelly, 2002; Li and Stephens, 2003) , and we have directly compared their accuracy in estimating recombination rates using simulated sequence data. We have not considered simpler types of methods for estimating recombination rates with moment-based estimators (see Stumpf and McVean, 2003 , for a list of such methods).
When simulating sequence data for the initial comparison of the approximate likelihood methods, we adhered to the standard model assumptions of the neutral coalescent for a panmictic constant-sized population. Given that many of the standard model assumptions may not hold for real sequence data, it is important to see how different methods compare when model assumptions are violated.
Little is known about the robustness of approximate likelihood recombination rate estimators except for the few studies summarised below, all of which used models chosen to mimic human evolution. Fearnhead and Donnelly (2001) considered various models of population growth and population sub-division and found that the performance of their full-likelihood importance-sampling estimator differed little from the case of panmixia and constant population size. However, due to the computational limitations of fulllikelihood methods Fearnhead and Donnelly only considered small data sets for which recombination inference is fairly poor even if the model assumptions hold, so perhaps the power of their test of robustness was weak. Li and Stephens (2003) considered the performance of their approximate likelihood method in detecting and quantifying a recombination hotspot under models of population growth and population structure. They found that population growth affected hotspot detection (either through reduced power or increased type I error), although hotspot detection was robust to population structure. When they considered quantification of the magnitude of the hotspot relative to the background recombination rate, population structure was actually found to increase accuracy, though population growth led to overestimation of the magnitude of the hotspot. (see table S1 of McVean et al., 2004) . Spencer and McVean (2004) found that the LDhat method, a modified finite sites version of Hudson's (2001) method, is robust to a variety of forms of natural selection.
In order to give a more comprehensive overview of robustness, we have considered the effects on the three approximate likelihood methods of many different violations of the standard model assumptions: population growth, population bottleneck, population structure, gene conversion, non-uniform recombination rates, selective sweeps, finite sites, SNP ascertainment, and genotypic data.
Material and Methods

Recombination Rate Estimators
We consider three approximate likelihood approaches to estimating a constant recombination rate, ρ, from sequence variation data from a region of interest. These are two composite likelihood approaches, and an approach based on using the likelihood for a simplified model. Throughout we refer to these methods by the name of the computer programs that implement them: maxhap, sequenceLD and Rholike. The programs can be downloaded from http://home.uchicago.edu/∼rhudson1/, www.maths.lancs.ac.uk/∼fearnhea, and www.stat.washington.edu/stephens/home.html respectively. All models perform inference under a neutral coalescent model for a panmictic constant-sized population.
The primary focus of this paper is on analysing haplotype data, and we describe each of these three methods in this case -with brief discussion of the extensions to analysing genotype data.
Maxhap
The first composite likelihood approach is that of Hudson (2001) , which involves first calculating the likelihood curve for all pairs of segregating sites, and then multiplying together all these curves. So if ρ is the recombination rate per kb, and for segregating sites i and j L ij (ρ) = Pr(Data at sites i and j|Sites i and j segregating, ρ), is the conditional likelihood of the data at sites i and j given that these sites are segregating, then the composite likelihood is
where the product is over all pairs of segregating sites. The composite loglikelihood is defined as Cl (1) (ρ) = log CL (1) (ρ).
This composite log-likelihood is calculated, under an infinite-sites mutation model, by the program maxhap. It is both extremelly fast to calculate (as the likelihood curves for all possible data at two segregating sites and for a grid of ρ values can be stored in a look-up table), and very flexible. It is possible to make inference about any recombination model which specifies the recombination rate between two pairs of sites, and in particular models of gene-conversion (Frisse et al., 2001; McVean et al., 2002) and variable recombination rates . It is also possible to extend this method to analyse genotype data (and there is a companion program, maxdip which does this), and to analyse data under a finite sites mutation model .
A generalisation of this approach is to consider composite log-likelihoods of the form Cl
where the sum is over all pairs of segregating sites, and the w ij s are non-negative weights. It was shown in Fearnhead (2003) that if the weights decay sufficiently quickly as the distance between the sites increases quickly, then the composite likelihood in (2) produces a consistent estimator of ρ in the limit as the length of region analysed (and hence the number of segregating sites) tends to infinity.
The composite likelihood in (1) is the special case where w ij = 1 for all i and j; in this case the weights do not decay, and it is not clear whether we obtain a consistent estimator of the recombination rate.
SequenceLD
The second composite likelihood method was suggested by Fearnhead and Donnelly (2002) . It is based on dividing the region of interest into sub-regions, calculating the likelihood curve for each sub-region, and then multiplying all these sub-regions together. So if ρ is the recombination rate per kb, and L i (ρ) is the likelihood curve for sub-region i, then
where the product is over all sub-regions. The results of Fearnhead (2003) show that this composite likelihood produces a consistent estimator as the length of region of interest increases.
In practice we calculate the approximate marginal likelihood (see Fearnhead and Donnelly, 2002) for each sub-region -this gives a very accurate approximation to the true likelihood, but can be orders of magnitude quicker to calculate.
The accuracy of the composite likelihood also depends on the choice of subregions, and for the results we present in this paper we first removed all singleton sites from the data (as these contain little information about the recombination rate) and then chose sub-regions to each have 8 segregating sites. We determined the optimal sub-region size by coalescent simulations. We used the ms program of Dick Hudson (Hudson, 2002) to give 100 data sets with 50 haplotype samples per data set, 10 kb sequences, and mutation and recombination parameters of θ=1 per kb and ρ=1 per kb. We then ran sequenceLD with different sub-region sizes of 6, 8 and 10 sites and found that the RMSE, Root Mean Square relative Error, was lowest for sub-regions of 8 sites (sites, RMSE: 6, 0.62; 8, 0.50; 10, 0.58).
For this approach it took of the order of an hour to calculate the likelihood curves for each sub-region (based on 100,000 draws from the proposal distribution in the importance sampling scheme) using the program sequenceLD.
Note that this is the least flexible of the three approaches we consider. It can only easily be generalised to estimating recombination models where there is a constant recombination rate within each sub-region (though it has been used to detect recombination hotspots Fearnhead et al., 2004) , and can only be used for haplotype data. To analyse genotype data, the phase needs to be estimated, for example using Phase (Stephens et al., 2001; Stephens and Donnelly, 2003) .
Rholike
The final method we consider is that of Li and Stephens (2003) , which is based on a tractable approximation to the conditional likelihood of the type of ith haplotype given the types of the first i − 1 haplotypes. A likelihood is then constructed by multiplying these approximate conditional likelihoods together for an ordered sample of chromosomes. One problem with this method is that the order of the chromosomes in the sample, and in practice a likelihood curve is obtained as an average over a set of possible orderings.
The program Rholike implements this approach to estimating a constant recombination rate. In implementing Rholike we averaged over 20 orderings of the chromosomes and specified a grid over which the loglikelihood curve was estimated for each ordering, which enabled us to determine the likelihood curve averaged over the orderings.
In comparing the three different methods we did not evaluate performance in terms of speed, but instead used reasonable and recommended settings for each of the three methods. We found that Rholike was slower than maxhap but quicker than sequenceLD.
The method for constructing an approximate likelihood underlying Rholike can also be used to estimate variable recombination rates, to analyse genotypic data and to detect recombination hotspots (Li and Stephens, 2003; Crawford et al., 2004) . There are no theoretical results for this method.
Simulation of sequence data
Unless otherwise stated, sequence data was simulated using the ms program of Dick Hudson (Hudson, 2002) which allows specification of a wide variety of coalescent models. In all cases 50 haplotype samples were generated: we did not investigate the effect of changes in sample size. Two classes of simulations were performed. In the first set of simulations the standard assumptions (constant population size, panmixia, neutrality, infinite sites mutation model, recombination modelled as a uniform rate of crossing over) were adhered to, and the simulation schemes differ only in terms of the mutation and recombination parameters θ and ρ. We fixed θ at 1 per kb (roughly that found for humans) and so the expected number of sites was determined by the length of sequence for which samples were simulated: 2, 10, 25 or 100 kb. Given that the simulations do not fix the observed number of sites in each data set, and so for small θ some data sets may contain very little sequence information, we specified the additional restriction that each data set must contain at least 4 non-singletons.
In the second class of simulations we considered various violations of the standard assumptions, generally considering one violation at a time. For all such models, 100 data sets were simulated for 10kb sequences with both θ and ρ of 1 per kb, although additional combinations of ρ, θ and sequence length were simulated for some models.
Gene conversion
Instead of all recombination being solely due to crossing over, we simulated recombination by both crossing over and gene conversion, with uniform rates over sequences. The recombination (crossing-over) rate was fixed at 1 per kb in all cases, while data sets were simulated with the rate of gene conversion initiation at 1, 5 and 10 per kb. Gene conversion tract lengths were distributed exponentially with a mean of 100 bp, within the range of gene conversion tract lengths determined by sperm typing studies (Jeffreys and May, 2004) . The effective recombination combining both crossing over and gene conversion was calculated according to Equation 1 in Frisse et al (2001) : this formula gave ρ 0 of 1.02, 1.10, and 1.20 per kb across the complete 10kb sequence for the gene conversion rates of 1, 5 and 10 per kb.
Non-uniform recombination rates
Recombination rates are unlikely to be uniform over sequences, indeed there is now considerable evidence of recombination hotspots and coldspots Crawford et al., 2004) . While large changes in recombination rates can potentially be detected, the effect of small local variation in recombination rates in unknown. We simulated two schemes for non-uniform recombination rates, one with ρ uniformly varying between 0.5 and 1.5 per kp across the sequence (hence with a mean of 1 per kb), and another with ρ varying between 0.25 and 4.0 per kp across the sequence with a mean of 1 per kb. In both cases we assumed that randomly sized segments across the region (of mean length 1kb) had independent recombination rates.
Population growth
Population growth was modelled in the coalescent framework assuming that the human effective population size has increased exponentially from ten thousand 20,000 years ago (or 1000 generations ago assuming a 20 year generation time) to one million now (values similar to those used in Wall and Przeworski, 2000) . The problem with scenarios involving changing population sizes is that the expected value of ρ is unknown: if N e has been changing over time, then so has ρ = 4N e r.
For such a situation it seems sensible to estimate the ρ/θ which should be relatively unaffected by changes in N e . We scaled the mutation rate to give a similar number of segregating sites per kb as under the standard neutral model, about 4.5. The recombination rate was scaled by the same amount as the mutation rate.
Population bottleneck
As an alternative model of changing population size we simulated sequence data according to a bottleneck scenario for the human population: N e constant at 10,000 until 40,000 years ago, then a bottleneck of N e = 1000 for 20,000 years, then back to N e = 10, 000 for 20,000 years (values similar to those used in Wall and Przeworski, 2000) . As for the population growth model, years were converted to generations assuming 20 years per generation. Again we consider estimating ρ/θ, and choose the mutation rate for the simulated data so that on average the same number of segregating sites are observed per kb as in the standard neutral case, with the recombination rate scaled by the same amount.
Population structure
Sequence data were simulated under the symmetric island model of population structure. For both two and four islands, even and uneven sampling schemes (differing in how the 50 samples were taken from the different islands) were simulated: 2 island even, 25 from each island; 2 island uneven, 40 from one island and 10 from the other; 4 island even, 13 from two islands and 12 from the other two; 4 island uneven, 40 from one island, 10 from another and none from the other two. The migration compound parameter, 4N e m, which determines the level of population structure, was chosen to achieve average 
Selective sweep
Sequence data were simulated for a full (ie just completed) selective sweep using the SelSim program of Spencer and McVean (2004) . The strength of selection was quantified by σ = 2N e s = 50 and the selected site was chosen to be in the middle of the 10 kb sequence.
Finite sites
Sequence data was simulated under a finite sites model of sequence evolution with among-site rate variation for sequences of different lengths (2kb, 5kb and 10kb) and different values of θ per site (0.001, 0.005, 0.01 and 0.02). First, the ms program (Hudson, 2002) was used to simulate a treefile (consisting of a set of genealogies and branch lengths for different portions of the sequence) under the standard neutral model with ρ of 1 per kb and different sequence lengths. Then DNA sequence data was simulated on the basis of the treefile with the seq-gen program (Rambaut and Grassly, 1997) with a specified value of θ under the Jukes-Cantor model of DNA substitution. Data was simulated both with no rate variation (constant) and with strong rate variation among sites corresponding to the gamma distribution with shape parameter 0.5 (varying). The DNA sequence data was ensured to be biallelic by converting G and C bases to '0' and A and T bases to '1', which meant that the value of θ fed into seq-gen had to be scaled by 3/2. The resultant sequence data was analysed using the maxhap and Rholike methods. The speed of maxhap was sufficient to analyse all data sets in a reasonable time, even those with many sites (the 10kb simulations with θ of 0.02 had on average 782 sites). However, Rholike ran into numerical precision problems with large data sets, so data sets with S > 100 were randomly trimmed to about 100 sites (sites were retained with probability 100/S).
SNP ascertainment
The standard model describes sequence variation when segregating sites are identified by complete sequencing of random samples, but not when sites are sequenced in new samples on the basis of polymorphism in previous samples at those same sites. When additional sequencing is performed on the basis on pre-viously identified polymorphism the polymorphism frequency spectrum is skewed towards alleles with intermediate frequencies. In order to investigate the effect of this bias on recombination rate estimation we simulated data according to two SNP ascertainment schemes. In the first scheme (SNP ascertainment 1) we simulated 50 samples of 10 kb sequences with ρ and θ 1 per kb, but then retained only those sites polymorphic in a subset of 2 samples (N.B. the same 2 samples for all sites). In the second scheme (SNP ascertainment 2) we simulated 54 samples again with ρ and θ 1 per kb, which we divided into a panel of 4 samples and the simulation set of the remaining 50 samples. At each segregating site two of the panel samples were chosen at random, and only if there was a polymorphism in the two panel samples was the site retained in the simulation set. For both SNP ascertainment schemes there was an additional requirement for at least 8
SNPs in each data set.
Evaluation of recombination rate estimation methods
We used a variety of approaches for evaluating the performance of methods for inferring recombination rates. These approaches divide into two main groups depending on whether ρ is estimated by combining results across multiple data sets (typically 100 for each specific simulation model) or whether the variation in ρ estimates among data sets is analysed directly.
For each specific simulation model, all three recombination rate estimation methods generate a log-likelihood curve l(ρ; D) for each data set D. Typically, the true value of ρ, ρ 0 , will be known. Each data set generates an independent ML estimate of ρ, and the accuracy of this collection of ρ estimates can be measured by RMSE, the root mean square (relative) error, and g the proportion of
estimates within a factor of certain factor of ρ 0 (Wall, 2000) .
Particularly when testing the robustness of the three approximate likelihood methods to mis-specification of the underlying model, it is useful to generate a single estimate of ρ. Rather than use the mean or median of the ρ estimates across data sets, both of which will be affected by the size of data set analysed, we summarised each method's performance based on an expected log-likelihood curve.
Consider a method which for a data set D produces a log-likelihood curve l(ρ; D).
Then the expected log-likelihood curve is defined as
where expectation is over the distribution of data-sets D under the specific simulation model of interest. This expected log-likelihood curve governs the largesample properties of the approximate likelihood method for data simulated from the model of interest. In particular, for large samples the estimates of ρ will be close to the position of the maximum of this curve (see Fearnhead, 2003) .
For each specific simulation model we simulated (typically) 100 data sets, and for each approximate likelihood method we estimated the expected log-likelihood curve by averaging the log-likelihood curves we got for each of the 100 data sets.
We then calculatedρ, the value of ρ for which this sample average log-likelihood curve was maximum. If ρ 0 is the true value of ρ then the value ofρ/ρ 0 is a measure of robustness. Values close to 1 suggest that the approximate likelihood method is robust to anlysing data under the model of interest. Values less than 1 and greater than 1 show that the approximate likelihood method will tend to under-estimate and over-estimate recombination rates respectively. The value of the ratio gives a measure of this, with for example, values of 0.5 and 2.0 suggesting the approximate likelihood method will respectively under-estimate and over-estimate the recombination rate by a factor of 2.
Results
Performance of approximate likelihood methods for data simulated under the standard assumptions
We first consider the performance of the three different estimators of the recombination rate for data simulated under same assumptions which underpin the approximate methods: constant population size, panmixia, neutrality, infinite sites, and recombination modelled as a uniform rate of crossing over across different sizes of regions of interest. Samples of 50 chromosomes were simulated for 2kb, 10kb and 25kb regions (we set θ = 1 per kb throughout) with differing strengths of recombination (see Table 1 ). For the 2kb and 10kb simulations with ρ = 1 per kb 1000 data sets were generated, otherwise 100 data sets were generated. Likelihoods were evaluated over grids of typically 101 points, ranging from ρ near 0 to either twice the true value of ρ, ρ 0 , (2kb, ρ = 16; 25kb) or fives times ρ 0 (the five other ρ and θ combinations). Evaluating likelihoods over finite grids avoids the occasional estimation of infinite recombination rates.
Results in Table 1 are summaries of the accuracy of the MLEs across independent data sets, based on the g (proportion of estimates within a certain factor of the truth) and RMSE (Root Mean Square relative Error) statistics (see Materials and Methods). We considered the three approximate methods on their own, together with two extra estimators based on combinations of methods. We used two estimators based on averaging MLE estimates across methods (as suggested by Spencer and McVean, 2004) , and an estimator based on the MLE from a composite log-likelihood curve, a weighted average of the approximate log-likelihood the MLE of a composite log-likelihood curve calculated as a weighted average of the approximate log-likelihood curves. Accuracy is measured by RMSE, the root mean square (relative) error, and g the proportion of estimates within a factor of 2 (for 2kb and 10kb data) or 1.5 (for 25kb data). All simulations were under a neutral coalescent model with constant population size, random mating and θ = 1 per kb.
to those for the composite likelihood method presented in Table 1 ).
First we consider the performance of the three individual methods. For the small data sets of 2kb with roughly 9 sites on average sequenceLD appears to be most accurate; while Rholike has smaller RMSE for two of the scenarios this is due to the method tending to underestimate the recombination rate, by close to a factor of 2, in both situations (this bias disappears for the ρ = 16 per kb scenario). The fact that sequenceLD performs well for small data sets is not surprising: for many of these data sets only a single sub-region is required, in which case the estimates are close to the full-likelihood MLEs. For larger data sets Rholike appears to be the most accurate except for the 10kb data set with ρ = 1/4 per kb, where maxhap performs better. Relative to the other methods, the performance of maxhap deteriorates with increasing ρ.
Improvements over the individual methods can be obtained by either the using the average of the MLEs, or by using a composite likelihood of the three method's likelihood curves, though improvements appear marginal.
Motivated by the thoeretical results for the approximate likelihood methods calculated by maxhap (see MATERIALS AND METHODS), we considered a generalisation of this composite likelihood where only the likelihood for pairs of sites within a fixed distance were included. This is a simple way of allowing the weights in Equation (2) to decay as the distance between sites increases. Results based on simulated data-sets of 100kb (θ = ρ = 100) are shown in Table 2 . Only including pairs of sites with 10kb of each other gives a statistically significant improvement in the performance of the estimate of ρ.
Finally we examined the distribution of the likelihood ratio statistics for each of the three methods (see Figure 1) . As maxhap assumes all pairs of sites are independent, in which case the information in the data would increase quadratically with S instead of at best linearly with S, we scaled the likelihood ratio Table 2 : Accuracy of estimates of the recombination rate (measured by root mean square relative error) based on the composite likelihood calculated by maxhap, but using only likelihoods from pairs of sites within a fixed distance of each other.
Results based on simulate 100kb data sets. 1 degree of freedom (χ 2 1 ). The accuracy of the approximation of the distribution of the (scaled) likelihood ratio statistic of maxhap by a χ 2 1 appears to improve for larger data, and will produce conservative confidence intervals. No obvious improvement in such an approximation is observed for sequenceLD or Rholike, and each will produce slightly anti-conservative confidence intervals. The theory of Fearnhead (2003) suggests that the χ 2 1 approximation for sequenceLD will get progressively worse for larger data sets. Table 3 gives the results of our measure of robustness for the three methods under various demographic and selective scenarios (see Materials and Methods).
Robustness to violations of the standard assumptions
These values are obtained from analysing 100 10kb data sets in each case (this measure depends on the data sets simulated, so approximate confidence intervals are also given). For the case of population growth and bottleneck, the results are for estimating the ratio ρ/θ (as ρ is ill defined in these scenarios).
The striking result is that each scenario appears to affect the three methods in similar ways. Apart from population growth, the effect of violations of the assumptions of the standard model is to cause underestimation of ρ.
We considered the possible use of two sequence data summary statistics, Tajima's D (hereafter D) and F ST , in reducing the bias due to violations of null demographic assumptions of constant population size and panmixia. Table 3 and method the average log-likelihood curve across 100 10kb data sets was calculated; the value given is the ratio of the value of ρ which maximises this curve over the true value of ρ 0 . This ratio gives the factor by which the estimator will tend to under-or over-estimate the true recombination rate. A value of 1 shows the method is robust; values of 2 or 0.5 would suggest that for large data sets the estimates will tend to be respectively twice or half the truth. In brackets are approximate 95% confidence intervals based on the curvature of the expected log-likelihood curves. Although it is clear that violations of the assumptions underlying the three approximate methods do affect absolute estimates of ρ, it is also important to investigate the effect on studies of variation in recombination rates, a focus of much present research (see Table 4 ). The bias due to growth does not appear to change with the amount of recombination, suggesting robustness at estimating relative recombination rates in different regions of the genome. For the case of population bottleneck, increasing recombination rates appears to slightly reduce Table   3 .
the bias of maxhap and Rholike, and increase that of sequenceLD. For population structure, the bias of maxhap and Rholike appears to be increased for the increasing ρ. However even for these cases, results suggest that a fourfold increase in ρ will be estimated ("on average") as something between a threefold and fivefold increase.
In the case of maxhap intuition suggests that the length of region analysed will also affect the robustness of the estimator to population structure -as for such models linkage disequilibrium extends much further than under the Null mode, thus longer sequences should lead to greater biases. We thus tested both maxhap and Rholike for such an effect (as sequenceLD uses only information within small sub-regions, the length of region analysed will have no effect on its robustness).
We again considered just the 2 island model with even sampling and simulated sequences of 10, 50 and 100kb, with ρ at 4 per kb and a constant total θ of 10.
For both methods there was a tendency for the bias to increase with sequence length (measure of bias for 10, 50, 100kb; maxhap 0.65, 0.50, 0.45; Rholike 0.78, 0.75, 0.65). Table 5 shows how estimates of recombination rates are affected by three additional violations of the standard model. We considered the effect of weak variation in recombination rates across sequences, as opposed to the strong variation between background recombination rates and recombination hotspots, and found reasonable robustness for all three methods. We found that SNP ascertainment biases cause recombination rates to be underestimated across all three methods, in agreement with Nielsen and Signorovitch's simulation results using Hudson's (2001) method (Nielsen and Signorovitch, 2003) . However, the level of bias was greatly reduced in the second SNP ascertainment scheme, which is probably more realisitic in practice.
The simulations with both crossing over and gene conversion show that all three methods, run under the assumption that all recombination is due to crossing over, overestimate the total amount of recombination in the sequences (ρ 0 was calculated for the complete sequence). The differences among the methods in their degrees of bias can be readily understood by considering how they partition the sequence data. The effect of gene conversion on effective recombination rates is much greater at short distances than long distances (see Equation 1 in Frisse et al., 2001) . Gene conversion causes overestimation of recombination rates because the effect of one gene conversion event is equivalent to two crossing over events close together. Thus sequenceLD, which considers small subregions of the sequence data around 2 kb in size, is the most biased method. The pairwise approach of maxhap means a mixture of high bias from pairs of sites close together and low bias from pairs of sites far apart. Since the mean distance between all pairs of sites in a 10 kb sequence is around 4 kb, the bias for maxhap is much less than for sequenceLD. Rholike considers all the data together, equivalent to weighting all pairs of sites equally as in maxhap, so the bias for Rholike and maxhap is similar. Despite being biased by gene conversion to different degrees, the inferred recombination rates do scale reasonably well with the level of gene conversion for all three methods: take away 1.00 for the underlying crossing over Table 3 .
and the additional effect of gene conversion is roughly proportional to the level of gene conversion.
We examined the robustness of the maxhap method to violations of the infinite sites mutation model. Sequence data was simulated under a finite sites model with both constant and strongly varying rates among sites for a range of sequence lengths and θ values. In both cases, the general trends are as expected: recombination rates are overestimated, bias increases as θ increases and as sequence length decreases. For large θ, biases are smaller for the constant mutation rate case. Finite sites mutation models cause the overestimation of recombination rates because such models can generate pairs of sites with all four haplotypes, a pattern which can only be generated by recombination under infinite sites models. The higher the value of the mutation rate, the more likely are such four haplotype pairs. The effect of sequence length is due to closer four haplotype pairs having a greater effect on estimates of crossing over than more distant four haplotype pairs. Results for Rholike show less robustness to a finite sites mutation model (for θ = 0.005 per bp and 2kb data, the value of ρ that maximises the average log-likelihood is 1.40 and 1.45 for the constant and varying mutation rate models).
Finally we considered the accuracy of inferring recombination rates using genotypic data: 100 data sets of 50 haplotype samples of 10 kb sequences were simulated under the standard model with ρ and θ of 1 per kb. Then the haplotypes were (randomly) combined to give 25 genotypes. This genotypic data was used to infer recombination rates directly using Hudson's maxdip program (available at the same website as maxhap). The program PHASE (version 2.1, available at the same website as Rholike) was used to infer haplotypes (we took the "best guess"
haplotypes in the nomenclature of the PHASE manual), as well as to provide a point ML estimate of recombination rates using the same methodology as that underlying Rholike. The inferred haplotypic data was then analysed using the three programs maxhap, sequenceLD and Rholike. The value of ρ which maximised the average log-likelihoods for maxdip, maxhap, sequenceLD and Rholike were all close to ρ 0 = 1.00 (1.05, 1.00, 1.00 and 1.05 respectively), while the mean of the PHASE estimates over the 100 data sets was 1.00. A more pertinent comparison is with regard to the accuracy of recombination rate estimation as measured using RMSE: maxdip 0.65, maxhap 0.58, sequenceLD 0.50, Rholike 0.54 and PHASE 0.50. Comparison of these RMSE values with those in Table 1 shows that haplotypes are estimated very well by PHASE so that recombination rates can be estimated well with all methods. It is not surprising that the point estimates of PHASE have the lowest RMSE, since PHASE correctly allows for the uncertainty in the haplotypes. Another interesting result is that maxhap was more accurate than maxdip. S. E. Ptak, M. Przeworski and R. Hudson (cited in Ptak et al., 2004) have suggested that using 25 genotypes should be better than 25 haplotypes but worse than 50 haplotypes, so if we can infer the 50 hap-lotypyes well we do expect maxhap to do better than maxdip. One caveat to bear in mind is that haplotype reconstruction, just like recombination rate inference, is based on the standard model, so violations of the standard model would affect the performance of PHASE.
Discussion
We have examined the performance of three approximate likelihood estimators of the population-scaled recombination rate. We assessed the accuracy of the methods when sequence data were simulated according to the standard model (neutral coalescent, panmixia, constant population size, infinite sites, recombination as crossing over) underlying the three methods (Table 1) . Overall, it appeared that
Rholike performed best, although the fact that Rholike tends to underestimate recomination rates when there are few sites and recombination rates are low does cause some concern with regard to its accuracy in measuring small scale variation in recombination rates. However, given that low background rates of recombination are thought to extend over long stretches between recombination hotspots (around 60 kb according to McVean et al 2004 and Crawford et al 2004) , this problem seems unlikely to apply to human data. Despite Rholike being slightly better than maxhap and sequenceLD, all three methods gave pretty similar levels of accuracy. Also there is little to be gained in attempting to combine methods, either through simple averaging of results or more sophisticated composite log-likelihood methods.
Given that real sequence data are likely to be affected by processes not incorporated into the standard model, we considered the robustness of the three methods to various violations of the standard model, first looking at selection and demography (Table 3 ). The most surprising finding was the close similarity of the three methods with regard to levels of bias. Although certain demographic scenarios, in particular population structure, do bias the recombination rate estimates, the levels of bias are not large compared to the unavoidable uncertainty in recombination rate inference. In addition, the level of bias measured as ρ over ρ 0 remains fairly constant as recombination rates increase (Table 4 ), indicating that even if absolute ρ estimates may be unreliable at least relative ρ estimates may be useful.
The directions of bias due to different demographic scenarios that we found in our simulations match well with studies relating demographic effects to expected levels of LD. We found that population growth causes overestimates of ρ, con- We considered various techniques to improve the accuracy and robustness of recombination rate estimation. For maxhap we restricted analysis to pairs of sites within a certain threshold distance. As expected on the basis of theory, we found that for simulations of 100 kb and ρ of 1 per kb according to the standard model RMSE was minimised at an intermediate threshold distance of 10 kb (Table 2 ). This quantitative finding is related to the investigation of Hudson (2001) into the asymptotic variance of maxhap ρ estimates, where it was found that variance was minimised at a distance of ρ = 5. Thus keeping all pairs of sites within ρ = 10 of each other is using the most informative pairs of sites to make inference.
Given that demographic effects can be identified through summary statistics we attempted to use Tajima There is a potentially powerful method for accounting for demographic effects in maxhap: maxhap uses a lookup table of sample configuration probabilities, and it is possible to perform simulations under a given demographic model to estimate these sample configuration probabilities. We did this using the ehnhro program from the Hudson lab website (same website as for maxhap), estimating sample configuration probabilities using 1 million coalescent simulations under a demographic model equivalent to that used in our simulations of two islands with even sampling. Such an approach correctly estimates recombination rates from data simulated under the same 2 island model. However it also substantially reduces bias for data simulated under other models of population structure (value of ρ which maximises average log-likelihood: 2-island-uneven 0.90, 4-island-even 1.10, 4-island-uneven 0.80). The estimates also have better robustness properties for estimating relative recombination rates and estimating recombination rates from different sequence lengths. It appears that robustness can be substantially improved by getting the demographic model approximately correct.
We found that with recombination rates estimated under a crossing over model the presence of gene conversion caused recombination rates to be overestimated, particularly over short distances (Table 5) . Although gene conversion and crossing over can be estimated simultaneously in maxhap and related methods, sim-ulation studies indicate that such approaches require huge amounts of sequence data for reliable inference (Wall, 2004) .
We considered two alternative SNP ascertainment schemes, and only found large biases for the more extreme scenario (Table 5) . If the process of SNP ascertainment is known then it is possible and indeed highly desirable to incorporate the process into recombination rate estimation (Nielsen and Signorovitch, 2003) . The incorporation of SNP ascertainment modelling is easier for pairwise estimators like maxhap than for full or approximate likelihood functions based on multiple linked loci (such as Rholike and sequenceLD).
The maxhap and Rholike methods assume an infinite sites model of mutations.
We performed simulations with a finite sites mutation model with both constant mutation rates and strong among-site rate variation (gamma dstribution shape parameter 0.5) to determine the effects of this assumption (Table 6 ). Our results indicate that finite sites effects, the occurrence of multiple mutations at the same site, can cause recombinations rates to be greatly overestimated, particularly with short sequences, large mutation rates, and strong among site variation.
Though for human data, where θ is of the order of 0.001 per bp, assuming an infinite sites mutation model appears to cause little bias.
Hudson's (2001) method which is implemented in maxhap has been extended to include a finite sites mutation model in the LDhat program of McVean et al 2001; and a finite sites mutation model is already part of sequenceLD. However both these extensions require the mutation rate at each segregating site to be known. So while they enable correct inference for finite-sites data with a constant mutation rate across sites, they will still have biases in the case of substantial mutation rate variation.
Finally we considered recombination rate estimation using genotypic data and found that haplotype reconstruction using PHASE was so good that accuracy was almost unchanged relative to haplotypic data. In particular first estimaing haplotypes and then analysing these with maxhap gave better estimates than 29 using maxdip to analyse the genotype data.
