Abstract. In this paper, we study complete self-shrinkers in Euclidean space and prove that an n-dimensional complete self-shrinker with polynomial volume growth in Euclidean space R n+1 is isometric to either 
Introduction
Let X : M → R n+1 be a smooth n-dimensional immersed hypersurface in the (n + 1)-dimensional Euclidean space R n+1 . The immersed hypersurface M is called a self-shrinker if it satisfies the quasilinear elliptic system:
where H denotes the mean curvature vector of M, X N denotes the orthogonal projection of X onto the normal bundle of M.
It it known that self-shrinkers play an important role in the study of the mean curvature flow because they describe all possible blow up at a given singularity of a mean curvature flow.
For n = 1, Abresch and Langer [1] classified all smooth closed self-shrinker curves in R 2 and showed that the round circle is the only embedded self-shrinkers. For n ≥ 2, Huisken [9] studied compact self-shrinkers. He proved that if M is an ndimensional compact self-shrinker with non-negative mean curvature H in R n+1 , then X(M) = S n ( √ n). We should notice that the condition of non-negative mean curvature is essential. In fact, let ∆ and ∇ denote the Laplacian and the gradient operator on the self-shrinker, respectively and ·, · denotes the standard inner product of R n+1 . Because ∆H − X, ∇H + SH − H = 0,
we obtain H > 0 from the maximum principle if the mean curvature is non-negative. Furthermore, Angenent [2] has constructed compact embedded self-shrinker torus S 1 × S n−1 in R n+1 . Huisken [10] and Colding and Minicozzi [5] have studied complete and noncompact self-shrinkers in R n+1 . They have proved that if M is an n-dimensional complete embedded self-shrinker in R n+1 with H ≥ 0 and with polynomial volume growth, then M is isometric to either the hyperplane R n , the round sphere S n ( √ n), or a cylinder S m ( √ m) × R n−m , 1 ≤ m ≤ n − 1. Without the condition H ≥ 0, Le and Sesum [11] proved that if M is an ndimensional complete embedded self-shrinker with polynomial volume growth and S < 1 in Euclidean space R n+1 , then S = 0 and M is isometric to the hyperplane R n , where S denotes the squared norm of the second fundamental form. Furthermore, Cao and Li [3] have studied the general case. They have proved that if M is an n-dimensional complete self-shrinker with polynomial volume growth and S ≤ 1 in Euclidean space R n+1 , then M is isometric to either the hyperplane R n , the round sphere
Recently, Ding and Xin [6] have studied the second gap on the squared norm of the second fundamental form and they have proved that if M is an n-dimensional complete self-shrinker with polynomial volume growth in Euclidean space R n+1 , there exists a positive number δ = 0.022 such that if 1 ≤ S ≤ 1 + 0.022, then S = 1.
Motivated by the above results of Le and Sesum, Cao and Li, Ding and Xin, we consider the second gap for the squared norm of the second fundamental form and prove the following classification theorem for self-shrinkers: 
then M is isometric to one of the following:
Preliminaries
In this section, we give some notations and formulas. Let X : M → R n+1 be an n-dimensional self-shrinker in R n+1 . Let {e 1 , · · · , e n , e n+1 } be a local orthonormal basis along M with dual coframe {ω 1 , · · · , ω n , ω n+1 }, such that {e 1 , · · · , e n } is a local orthonormal basis of M and e n+1 is normal to M. Then we have
where h ij denotes the component of the second fundamental form of M. H = n j=1 h jj e n+1 is the mean curvature vector field, H = |H| = n j=1 h jj is the mean curvature and II = i,j h ij ω i ⊗ ω j e n+1 is the second fundamental form of M. The Gauss equations and Codazzi equations are given by (2.1)
where R ijkl is the component of curvature tensor, the covariant derivative of h ij is defined by
The following elliptic operator L is introduced by Colding and Minicozzi in [5] :
where ∆ and ∇ denote the Laplacian and the gradient operator on the self-shrinker, respectively and < ·, · > denotes the standard inner product of R n+1 . By a direct calculation, we have
If S is constant, then we obtain from (2.4) and (2.6)
hence one has either (2.8)
We can choose a local field of orthonormal frames on M n such that, at the point that we consider,
where λ i is called the principal curvature of M. From (2.1) and (2.3), we get
By a direct calculation, we obtain (2.10)
where
We define two functions f 3 and f 4 as follows: 
Proof. By the definition of f 3 , f 4 , Lf 3 and Lf 4 , we have the following calculations:
Some estimates
In this section, we will give some estimates which are needed to prove our theorem.
From now on, we denote
where t is a positive constant if we assume that S is constant and S > 1, then
By a direct calculation, one obtains
we next have to estimate
2 since we want to give the estimate of
Firstly, we have Lemma 3.1. There is one point x ∈ M such that the following identity holds at the point.
where c is a real number.
Proof. Define a function
we have from Lemma 2.1,
On the other hand, we have from Stokes formula,
hence there is a point x ∈ M such that
at the point because of the continuity of the function.
✷
Secondly, we have
Proof. Since
✷ Thirdly, one has Lemma 3.3.
Proof. By means of symmetry, we have
Without loss of generality, we can assume that λ i ≤ λ j ≤ λ k and consider
as a function of λ j , which takes its maximum at one of the boundary points λ i or λ k . On the other hand,
Hence we get
Combining (2.7) and the definition of α, we get 0 ≤ α < 1 and (3.4).
✷ From Lemma 3.1, one knows that the estimates of
Lemma 3.4.
Proof.
combining (3.6) and (3.7), we get (3.5).
Lemma 3.5.
Proof. A straightforward computation gives
for any constant a k ∈ R. Let In this section, we will prove the Theorem 1.1. The proof has three parts. In the first part of proof, we will show that S > 1 + 
On the other hand, we have 
Letting y = 65 + 76α, we get
where γ 1 = 0.4198 · · · < 0.42. Since we assume t ≤ 1 6 , that is,
, then
We next consider two cases:
We see from (4.4) that 
at the point x, that is,
then one obtains
We now assume
, then we will get a contradiction. From (4.7), we have
Noting A + 2B ≥ 0, we see from (4.9) and (4.10) that 
On the other hand, (4.12)
where Z = 298 + 326α. From (4.11), we have (4.13)
then it follows that (4.14)
From (4.14), we have
.
From (4.13), we obtain
that is, Before we prove the above Claim, we will prove the following Lemma. 
Proof. From [6] , we have (4.17)
then for any constant c 1 , we have
2 dv, thus we have that there exists a point p 0 ∈ M such that, at p 0 , (4.21)
Putting c = 1 + c 0 with c 0 ≥ 0, we get (4.23)
For any positive constant δ > 0, we have from (4.22), (4.24)
by a direct computation, we have
From (2.10) and (4.26), we obtain (4.27)
By a direct calculation, we can get
Combining (4.27) and (4.28), we have (4.29)
From (4.24), one has (4.30)
Taking δ and c, such that,
with β ≥ 0, we have from Lemma 3.5 (4.32)
From (4.29), we have (4.33)
that is, (4.34) 
Putting g 1 (t) = 4 2 3
, we can obtain that 
, the result is obvious true. If t ≤ 3 10 , we will obtain a contradiction. In this case, we have 0.198 ≤ t ≤ 
Since a ′ (t) = − Therefore we get (4.43)
We next consider two cases: Case 1: a(
)α ≤ 0.
In this case a( ≤ α ≤ 1. Since λ 1 , λ 2 are the maximum and minimum of the principal curvatures at any point of M, we obtain, for any j,
So we get λ Since a( )α ≤ 0, using −2λ 1 λ 2 ≤ λ On the other hand, a( This is impossible. )α > 0.
In this case a( It is a contradiction. Hence, we have t > 3 10 , that is, S > 10 7 if S > 1. This completes the proof of Theorem 1.1.
✷
