The paper considers the GARCH-X process in which the covariate is generalized as a fractionally integrated process
Introduction
While most ARCH type models have been univariate, relating the volatility of time series only to the information contained in its own past history, researchers naturally included additional economic variables as covariates in the ARCH type models to model the volatility of economic and …nancial time series. Since the GARCH(1,1) model has been popular, these works mostly use the GARCH(1,1) model with a covariate as following;
where (y t ) is a demeaned time series and 2 t is its variance conditional on the information available at time t 1: As the covariate (x t ) in (1), Glosten et al. (1993) , Brenner et al. (1996) , Gray (1996) and Engle and Patton (2001) used interest rate levels. Likewise, forward-spot spreads and interest rate spreads were used as covariates respectively by Hodrick (1989) and Hagiwara and Herce (1999) . See also Fleming et al. (2008) for more references. Following Brenner et al. (1996) , this model is referred as the GARCH-X model. 2 Moreover, the GARCH-X model with the restriction of = 0 in (1) is also considered by Han and Park (2008) , where the yield spread between Aaa and Baa bonds is used as the covariate.
The covariates used in the GARCH-X models were mostly economic variables, but recently various realized measures of volatility constructed from high frequency data have been adopted with the rapid development in the …eld of realized volatility. The multiplicative error model (MEM) by Engle (2002) …rst used the realized variance as the covariate in the framework of the GARCH-X model. Barndor¤-Nielsen and Shephard (2007) included both the realized variance and the bipower variation. See also Engle and Gallo (2006) , Cipollini et al. (2007) , Shephard and Sheppard (2010) and Hansen et al. (2010) . In particular, HEAVY model by Shephard and Sheppard (2010) and the Realized GARCH model by Hansen et al. (2010) specify the conditional variance as the GARCH-X model with the restriction of = 0 in (1):
Compared to the GARCH(1,1) process, we expect the GARCH-X process could exhibit substantially di¤erent characteristics in particular when the covariate is persistent in memory. However, even if the GARCH-X model is widely used in practice, there is no existing literature which investigates the e¤ect of a stochastic covariate in the GARCH-X model on various characteristics of …nancial time series. We attempt to …ll this gap by investigating time series properties of the GARCH-X process. We show that stylized facts of …nancial time series can be successfully explained in the framework of the GARCH-X model with suitable conditions for the covariate.
We consider the GARCH-X process in which the covariate (x t ) is generalized to be a fractionally integrated process I (d) for 1=2 < d < 1=2 or 1=2 < d < 3=2. The covariate is allowed to be stationary short memory, stationary long memory, nonstationary long memory or integrated. We model the covariate as a fractionally integrated process with a wide range of order of integration so that it can represent various types of time series of those covariates used in the GARCH-X models. This seems to be desirable considering that each covariate used in the GARCH-X models shows a di¤erent degree of persistence. While the time series of some covariates are nonstationary and can be modeled as unit root processes, the time series of other covariates clearly reject the unit root hypothesis. However, even if the unit root hypothesis is rejected for those variables, the degree of persistence is mostly high in the economic variables used in the GARCH-X models. Moreover, it is well known that the time series of realized measures are also persistent. For example, Andersen et al. (2003) , Andersen et al. (2009) and Hol (2003) emphasized the evidence of long memory in the time series of realized measures.
The contributions of this paper are following. We focus on three commonly observed facts in …nancial time series, which are the long memory property in volatility, leptokurtosis and IGARCH. We investigate the statistical properties of the GARCH-X process, and examine how this process explains these stylized facts in …nancial time series. Additionally, we also consider the cases with the restriction of = 0 or = 0 in (1), and report how each restriction a¤ects the asymptotic results. We investigate if there exists any qualitatively distinct di¤erence in each case.
First, regarding the long memory property in volatility, it is known that the sample autocorrelation function of squared …nancial return series (in particular high frequency data) decreases fast at …rst and remains signi…cantly positive for larger lags. The asymptotic behavior of the sample autocorrelation function of the squared process generated by the GARCH-X model describes this trend and generates the long memory property in volatility as long as the covariate is long memory, regardless that it is stationary or nonstationary. If the covariate is stationary long memory, the sample autocorrelation will decay hyperbolically. If the covariate is nonstationary long memory, the autocorrelation decreases exponentially at …rst and …nally converges to a positive random limit that is smaller than unity.
Second, it is also known that the kurtosis implied by the GARCH(1,1) model with normally distributed innovations tends to be far less than the sample kurtosis observed in many …nancial return series. The asymptotic limit of the sample kurtosis in the GARCH-X process is larger than that of the GARCH(1,1) process unless the covariate is antipersistent. When the covariate is an I(d) process for 0 d < 1=2; the kurtosis of the GARCH-X process has an additional positive nonrandom term, compared to that of the GARCH(1,1) process. When the covariate is nonstationary long memory, the kurtosis of the GARCH-X process is randomly larger than that of the GARCH(1,1) process. Hence, the GARCH-X model provides an explanation of the sample kurtosis observed in …nancial return series without using innovations with fat-tailed distributions.
Finally, it is well known that most empirical applications of the GARCH(1,1) model on …nancial return series suggest the IGARCH(1,1) process if the sample size is su¢ ciently large. We conduct a study on misspeci…cation; assuming that the true data generating process is the GARCH-X process with a nonstationary long memory covariate, we investigate the e¤ect of missing the covariate on the GARCH(1,1) model estimation. Our study shows that the IGARCH could be the result of missing a relevant covariate, that is nonstationary as well as persistent in memory, in the GARCH-X model.
The rest of the paper is organized as follows. Section 2 introduces the model with some preliminary concepts and results, which are necessary for the development of our theory in the paper. Section 3 and 4 investigate how our model explains the stylized facts of …nancial time series. Section 3 examines the asymptotic behaviors of sample statistics such as sample autocorrelation of the squared process, as well as sample variance and kurtosis. Section 4 shows that the commonly observed IGARCH evidence could be due to missing a nonstationary covariate in the GARCH-X model. Section 5 concludes the paper, and Appendices A and B contain mathematical proofs for the technical results in the paper. Finally a word on notation. We denote by R + and R ++ the sets of real numbers that are nonnegative and positive, respectively. Standard terminologies and notations in probability and measure theory are used throughout the paper. In particular, notations for various convergence such as ! a:s: ; ! p and ! d will frequently appear. All limits are taken as n ! 1, except where otherwise indicated.
The Model and Preliminaries
We consider the volatility model speci…ed as
and let (F t ) be the …ltration representing the information available at time t.
Assumption 1 Assume that (a) (" t ) is iid (0,1) and adapted to (F t ) (b) ( t ) is given by
for parameters ;
Assumption 1 de…nes (y t ) as the GARCH-X process and introduces parameter conditions. The speci…c form of ! + x t in (2) is the most commonly used one in the literature of the GARCH-X model, which adopts a nonnegative covariate (x t ) with parameter conditions of ! > 0 and 0: Other speci…cations are also used in the literature. For example, x 2 t instead of x t is used in a few cases, and the case with ! = 0 is also adopted. 3 Considering these practical applications of the model, the condition in part (c) is not restrictive. As in the literature, we can simply use a nonnegative covariate (x t ) with parameter conditions of ! > 0 and 0: We assume the part (d), instead of using (x t 1 ) as in (1), for notational convenience in proofs. Han and Park (2008) investigated the time series properties of a related process, where 2 t = y 2 t 1 + f (x t ; ) for an integrated or near-integrated covariate (x t ) and a positive nonlinear volatility function f ( ). They considered various nonlinear transformations of an integrated or near-integrated covariate in the ARCH-X framework, where f (x t ; ) = ! + 1 jx t j 2 is surely allowed. Since Park and Phillips (1999) established asymptotics for the nonlinear transformation of an integrated process, a nonlinear transformation of (x t ) can be allowed in (2) as long as the covariate is modeled as an integrated or near-integrated process. Park (2002) …rst applied these asymptotics in the conditional variance model. However, when (x t ) is fractionally integrated, there exists no available asymptotics for such 3 Hwang and Satchell (2005) a nonlinear transformation of (x t ) : 4 Therefore, we do not consider nonlinear transformations of the covariate (x t ) in our model because it is assumed to be a fractionally integrated process as following.
(b) (v t ) is a zero mean covariance stationary process and it is near-epoch-dependent on a mixing process satisfying Assumption 1 in Davidson and De Jong (2000) and, (c) (x t ) is a fractionally integrated process of order d x ; I (d x ) ; such that
Assumption 2 precisely de…nes the covariate (x t ) as a fractionally integrated process I (d x ) driven by a general weakly dependent process for
Hence it is allowed to be a stationary short memory process, stationary long memory process, nonstationary long memory process or integrated process. The covariate (x t ) is generated by ( t ); which is an I(d) process with 1=2 < d < 1=2: Assumption 2(b) implies that the innovation (v t ) has a very general form of weak dependence allowing various forms of nonlinear dynamics (see Davidson (2002) ). Davidson and De Jong (2000) derives a functional central limit theorem for the partial sums of fractionally integrated processes and several weak convergence results for stochastic integrals having fractional integrands and weakly dependent integrators. While previously Sowell (1990) derived related results under the assumption that (v t ) is iid, Davidson and De Jong (2000) allowed a very general form of weak dependence of (v t ) by assuming that it is near-epoch-dependent on a mixing process.
For the subsequent development of our theory, it will be convenient to introduce some additional notions and results. Let us consider (1 L)
It can also be written in the MA representation
4 Dittmann and Granger (2002) investigated the properties of nonlinear transformations of fractionally integrated processess even if they did not consider asymptotic limts of partial sums of those series. They prove that the the Hermite polynomials of a stationary Gaussian I(d) process show less dependence than the initial process. For example, the squared of a Gaussian I(d) process with d 2 (0; 0:25] is I(0):
5 We exclude the case with dx = 1=2: This is because there is no available asymptotic limit of P n t=1 x 2 t for dx = 1=2 that is needed for our results in the next section. When dx = 1=2; the asymptotic limit of P n t=1 xt is derived by Liu (1998) and Tanaka (1999) . However, the asymptotic limit of P n t=1 x 2 t is not obtained and only its convergence rate is available in Liu (1998) .
Let X ( ) be the autocovariance function of X. The autocovariance function of ( t ) has the same sign as d for k 1; and it satis…es (k) Ck 2d 1 : Hence, the autocovariance decays hyperbolically for 0 < d < 1=2. For d = 0, (k) = v (k) and it decays geometrically if v t is a stationary ARMA process.
De…ning 2 n = E (
denote the integer part of z. Under suitable conditions, it is known that
process exponentially decreases and quickly converges to zero. In the literature of ARCH type models, there has been active research to provide an explanation of the long memory property in volatility. 6 See Baillie et al. (1996) and Ding and Granger (1996) (fractionality of the order of integration), Engle and Lee (1999) (two components), Diebold and Inoue (2001) (switching regime), Mikosch and Starica (2004) (structural change), Granger and Hyung (2004) (occasional break) and Han and Park (2008) (persistent covariate) for the related literature.
In order to see how the GARCH-X model explains the long memory property in volatility, we investigate the asymptotic behavior of the sample autocorrelation of the squared process generated by the GARCH-X model. We de…ne the sample autocorrelation of (y 2 t ) by
where y 2 n denotes the sample mean of (y 2 t ): To precisely characterize the asymptotic behavior of R 2 nk under the GARCH-X model, we make the following additional assumptions.
Assumption 3A Assume (a) E j" t j q < 1 for some q > 8,
Assumption 3B Assume the parts (a) and (b) of Assumption 3A.
Assumption 3A is for the case of 1=2 < d x < 1=2; and Assumption 3B is for the case of 1=2 < d x < 3=2: The part (a) introduces the moment condition for the innovation (" t ). The part (b) is a conventional assumption in the GARCH(1,1) model. The condition, E + " 2 t 2 < 1; is necessary in the investigation of the statistical properties of the GARCH(1,1) process. If E + " 2 t 2 < 1; the sample autocorrelation of squared process and the sample kurtosis have probability limits in the GARCH(1,1) model. We assume the part (c) of Assumption 3A only for the case of 1=2 < d x < 1=2: Note that the part (c) is not restrictive. According to Assumption 1, (" t ) is adapted to (F t ) but (v t ) is adapted to (F t 1 ). The part (c) can be in general allowed because (" t ) is iid. When 1=2 < d x < 3=2; we do not impose any condition on the relationship between (" t ) and (v t ). Hence, the leverage e¤ects is also allowed in the GARCH-X model if (" t ) and (v t ) are negatively correlated. Even when 1=2 < d x < 1=2; the model can accommodate the leverage e¤ects at least as the GJR-GARCH model does if (" t 1 ) and (v t ) are negatively correlated. Otherwise, we can simply extend the model following the GJR-GARCH model to accommodate the leverage e¤ects.
Theorem 1 Let Assumptions 1 and 2 hold, and let k 1.
where x (k) = E (x t x t k ) and
Theorem 1 provides the asymptotic limit of the sample autocorrelation of the squared process generated by the GARCH-X model, which is denoted by R 2 k : The behavior of R 2 k as k ! 1 is of our interest, which will show whether the model explains the commonly observed long memory property in volatility.
Remark 1.1 Theorem 1 shows that the GARCH-X process explains the long memory property in volatility as long as the covariate (x t ) is long memory, regardless that the covariate is stationary or nonstationary. For 1=2 < d x < 1=2; the denominator of R 2 k ; A 2 ; is bounded and one part of the numerator of R 2 k , A 1 ; decreases exponentially. However, the other part of the numerator of R 2 k decreases hyperbolically when 0 < d x < 1=2 because x (k) Ck 2dx 1 . R 2 k converges to zero eventually, but the decay rate depends on d x : The hyperbolic decay rate appears only when the covariate is long memory, which implies that the GARCH-X process generates the long memory property in volatility when the covariate is stationary long memory. If the covariate is short memory, 1=2 < d x 0, the GARCH-X process does not exhibit the long memory property in volatility.
For 1=2 < d x < 3=2; R 2 k has a di¤erent pattern. As k ! 1; R 2 k decreases exponentially at …rst and converges to B introduced in Theorem 1 (b). Note that B does not depend on k: B is random because it is a function of a fractional Brownian motion, and it is positive and smaller than unity due to the Cauchy-Schwarz inequality. This result implies that the GARCH-X process generates the long memory property in volatility when the covariate is nonstationary long memory. Moreover, the trend of R 2 k in this case is quite similar to the typically observed trend of the sample autocorrelation function of squared …nancial returns series, considering that it decreases fast (exponentially) at …rst and converses to a positive random value smaller than unity.
Remark 1.2
We consider the GARCH-X process with the restriction of = 0: With this restriction, the process reduces to the ARCH-X process. If = 0; the behavior of R 2 k is basically similar as that in Theorem 1. It decreases hyperbolically when
where
and R 2 k decreases exponentially at …rst and converses to a positive random value smaller than unity.
Remark 1.3 Now we consider the restriction of = 0: The behavior of R 2 k is overall similar as that in Theorem 1 when the covariate is stationary. It decreases hyperbolically when
However, it shows a di¤erent trend when the covariate is nonstationary. For 1=2 < d x < 3=2;
R 2 k does not depend of k and it has a positive random value between zero and unity for all k. This is similar as R 2 k of the IGARCH(1,1) model, where R 2 k = 1 for all k: If (x t ) is stationary, there exists no major di¤erence in the behavior of R 2 k between the case of = 0 and the case of = 0. However, when (x t ) is nonstationary, it is interesting to note the di¤erence between two cases in the behavior of the limit of the autocorrelation function of squared returns. When = 0; the trend of R 2 k is still similar as the one observed in real data; it decreases fast (exponentially) at …rst and converges to a positive random limit. However, if = 0, R 2 k has a positive random value for all k. This comparison shows that the squared return y 2 t 1 plays an important role in explaining the behavior of the autocorrelation function. The long memory property in volatility is generated due to the long memory covariate in the GARCH-X process, but it is hard to explain the trend of the autocorrelation function observed in real data if we restrict , the coe¢ cient of y 2 t 1 , to be zero:
Sample Variance and Kurtosis
We investigate the asymptotic behaviors of sample variance and kurtosis in this subsection. The sample variance of (y t ) is de…ned as usual by
To derive the asymptotic limit of the sample variance, we make the following additional assumptions, which are weaker than Assumption 3.
Assumption 3A´Assume (a) E j" t j q < 1 for some q > 4; and the part (c) of Assumption 3.
Assumption 3B´Assume the part (a) of Assumption 3A´.
Theorem 2 Let Assumptions 1 and 2 hold.
:
Theorem 2 reports the asymptotic limit of the sample variance of the GARCH-X process. For 1=2 < d x < 1=2, the sample variance converges to a nonrandom limit, which does not depend upon any characteristics of the covariate. Moreover, it is the same as the asymptotic limit of the sample variance of the GARCH(1,1) process. The stationary covariate does not a¤ect the asymptotic behavior of the sample variance of the GARCH-X process. However, it is di¤erent when the covariate is nonstationary. For 1=2 < d x < 3=2, the sample variance diverges as sample size increases because n = O p n 1=2+d for 1=2 < d < 1=2: When the covariate is nonstationary, the variance of the GARCH-X process is in…nite in the limit, and therefore, it is more comparable to the IGARCH model. This result has an important implication on our study about the IGARCH in the next section (see Remark 4.4). Now we investigate how a covariate in the GARCH-X model a¤ects the kurtosis of time series. Many …nancial time series are known to be leptokurtic. The asymptotic limit of the sample kurtosis of the GARCH(1,1) process is
if E + " 2 t 2 < 1; which shows that the GARCH(1,1) process is also leptokurtic. However, it is well known that the kurtosis implied by the GARCH(1,1) model with normally distributed innovations tends to be far less than the sample kurtosis observed in many …-nancial return series. As a typical way to overcome this problem, some econometricians proposed the use of innovation (" t ) with a fat-tailed distribution while maintaining the GARCH(1,1) model. For example, Bollerslev (1987) advocates the use of innovations with the t-distribution, and Bai et al. (2003) considers innovations following a mixture of two normal distributions. We shall refer to these models as the GARCH(1,1) model with fattailed innovations. However, the GARCH(1,1) model with fat-tailed innovations has its limitations. Even if it successfully explains the leptokurtosis of …nancial time series, it cannot provide explanations on other stylized facts. Most of all, the GARCH(1,1) model with fat-tailed innovations cannot explain the long memory property in volatility as it was shown in the previous section. Regardless of the distribution of (" t ) ; the GARCH(1,1) model cannot explain the observed behavior of the autocorrelation function of squared return series.
We de…ne the sample kurtosis of (y t ) by
We report the asymptotic results for the sample kurtosis of (y t ) in Theorem 3.
Theorem 3 Let Assumptions 1 and 2 hold.
Remark 3.1 For 1=2 < d x < 1=2; the limit of the sample kurtosis has two terms. The …rst term is the same as the asymptotic limit of the sample kurtosis of the GARCH(1,1) process given in (6). The other term C 1 =C 2 is nonrandom, and its value is positive for
Hence the GARCH-X process has a larger kurtosis than the GARCH(1,1) process unless the covariate is antipersistent ( 1=2 < d x < 0).
For 1=2 < d x < 3=2; the limit of the sample kurtosis is a product of two parts. One part is the same as (6). The other part
is random because it contains a fractional Brownian motion, and its value is larger than unity due to the CauchySchwarz inequality. This implies that the kurtosis of the GARCH-X process is randomly larger than that of the GARCH(1,1) process.
Since d x 0 in most data used in practice, Theorem 3 shows that the GARCH-X process will have a larger kurtosis than the GARCH(1,1) process. Note that there is no additional assumption on the distribution of the innovation (" t ) : Without using innovations with fat-tailed distribution, Theorem 3 provides an alternative explanation of the leptokurtosis observed in …nancial return series using a stochastic covariate.
Remark 3.2 We consider the GARCH-X process with the restriction of = 0:
This result suggests that the ARCH-X process explains the leptokurtosis by having a larger kurtosis than K 4 that is the kurtosis of the innovation (" t ) : However, it is hard to see if it is larger than the limit of the sample kurtosis of the GARCH(1,1) process given in (6).
Remark 3.3 Now we consider the restriction of = 0:
If we consider the case when the covariate is nonstationary, the limit of the sample kurtosis when = 0 is smaller than that of the case when = 0 because 1
IGARCH Evidence
In many empirical applications of the GARCH model
on speculative asset returns, the ARCH e¤ects, i.e., + in (7) are found to be close to unity. This led Engle and Bollerslev (1986) earlier to introduce the IGARCH model with + = 1. However, there have been claims that the IGARCH could be spurious and could be due to the behavior of estimators under misspeci…cation. One main reason why they think the IGARCH could be spurious is that the IGARCH process cannot properly explain the long memory property in volatility. According to the IGARCH(1,1) model, the autocorrelation function of squared return series is unity for all lags, which is not realistic at all. This discordance motivated econometricians to …nd an explanation of the IGARCH.
Econometricians have proposed several misspeci…ed cases that would generate the IGARCH. One example is a case with neglected structural changes or regime changes. See Diebold (1986) , Lamoureux and Lastrapes (1990) , Cai (1994) and Hamilton and Susmel (1994) . Another example is a case with neglected fractionality of the order of integration. See Baillie et al. (1996) . These works made use of either simulations or indirect approaches, but Mikosch and Starica (2004) and Hillebrand (2005) showed theoretically that the IGARCH could be generated, due to the behavior of estimators, by neglecting structural change. 7 Note that the models, that are assumed to be true data generating processes in these works, can also generate the long memory property in volatility as explained in the previous section. Moreover, Jensen and Lange (2010) recently showed that the IGARCH could appear when data is generated by certain types of stochastic volatility models. See also Craioveanu and Hillebrand (2010) for more references.
Therefore, it will be interesting to investigate the e¤ect of misspeci…cation of the GARCH-X model as the GARCH(1,1) model and see if it would yield any evidence for the IGARCH. We will investigate if the IGARCH can be generated by missing a relevant covariate in the GARCH-X model. For this, we let
where (z t ) is given in (4). Moreover, we introduce some additional assumptions.
Assumption 4 Assume that (a)
is iid and Ejv t j p < 1 for some p > 2; (c) Ej" t j q < 1 and E + " 2 t q=2 < 1 for some q > 4, and
and assume that ( it ( )) are strictly stationary and ergodic with E it ( ) …nite and continuous for all 2 B (0; 1), i = 1; 2; 3.
Assumption 4 more precisely de…nes the covariate (x t ) as a fractionally integrated process, and introduces moment conditions for the innovation sequences (v t ) and (" t ). Now the covariate is allowed to be I (d x ) only for 1=2 < d x < 3=2 and the stationary case ( 1=2 < d x < 1=2) is excluded. See Remark 4.4 in this section for related comments. Moreover, the innovation (v t ) is assumed to be iid.
The conditions in the part (c) is the same as Assumption 2(b) in Han and Park (2009) . Using Jensen's inequality, it follows from the part (c) that E ln + " 2 t < 0, which as shown in Nelson (1990) is the necessary and su¢ cient condition for the GARCH(1,1) process to be strictly stationary and ergodic. Moreover, it also follows from the part (c) that E + " 2 t 2 < 1 by Jensen's inequality, which is used for analyzing asymptotic limits of the sample autocorrelation of squared process and the sample kurtosis in the previous section. See Han and Park (2009, Assumption 2) for detailed explanations. The condition in part (d) becomes the same as Assumption 2(c) in Han and Park (2009) 
, we have p = 1 and E" 4 t = 3 under the Gaussianity of innovation sequences. As Han and Park (2009) explained, in this case, we may allow for any and in the range of 0 2 + 2 + 3 2 < 1 by taking q su¢ ciently close to 4 However, if d < 0; the conditions in part (c) should hold for larger q even if p = 1 due to the part (d).
The following theorem establishes the probability limit of the MLE's~ n and~ n respectively for the parameters and in the GARCH(1,1) model (7) when the true data generating process is assumed to be the GARCH-X model. The constant term parameter ! is not identi…ed in our model, precisely for the same reason as in the nonstationary GARCH model studied by Jensen and Rahbek (2004) . Therefore, we will not consider its MLE in what follows.
Theorem 4 Let Assumptions 1, 4 and 5 hold. Then we havẽ n ! p and~ n ! p with and de…ned as the solution of the simultaneous equations
which we assume to exist.
Remark 4.1 Theorem 4 shows that the pseudo-true values and of the parameters for the misspeci…ed GARCH(1,1) model in (7) are determined solely by the distribution of (m t ), which is completely speci…ed by the true value 0 and 0 of the parameters and the distribution of (" t ) in the GARCH-X model. In particular, their values do not depend upon any characteristics of the covariate (x t ).
It is indeed quite simple to calculate and , at least approximately, once the true value 0 and 0 of the parameters and the distribution of (" t ) are given. We just consider the data generated from the GARCH(1,1) model with 0 and 0 (with an arbitrary constant term, which is unimportant), and …t the data by the GARCH(1,1) model without the constant term, i.e., using the maximum likelihood estimation method. Further, we denote the MLE's of the parameters and in (9) by n and n , say. Then we may easily see from the proof of Theorem 4 that n ! p and n ! p ; where and are de…ned as in Theorem 4.
Needless to say, it is always possible to modify the estimators without a¤ecting their consistency so that they are bounded. Therefore, we may assume without loss of generality that n and n are a.s. bounded. Under this convention, we have E n ! and E n ! and E n and E n ; for large n. Table 1 reports the simulated values of E n and E n . We consider normal, uniform and t 5 distributions 8 for (" t ) when 0 and 0 take di¤erent values; 0:1 0 0:3; 0 0:1 and 0 + 0 0:6: The computed values of and are di¤erent depending upon both the distribution of (" t ) and the values of 0 and 0 : However, we see that the values of + are very close to unity in all cases. Hence, we can expect that we would observe the evidence of the IGARCH if we omit a relevant covariate in the GARCH-X model and …t the GARCH(1,1) model. This is so, regardless of the values of 0 and 0 and the distribution of (" t ). The ubiquitous evidence for the IGARCH may thus be spurious, and it could be generated as a result of missing a relevant covariate that is nonstationary as well as persistent in memory.
Remark 4.2 If we consider the GARCH-X process with the restriction of 0 = 0 and conduct the same study, we can apply the same procedure and also obtain similar results. If 0 = 0; the GARCH(0,1) 9 -X model (ARCH-X) is assumed to be the true data generating process and we have the same results for~ n and~ n as in Theorem 4, where (m t ) in (8) is now de…ned by z t = 1 + P 1 i=1 Q i h=1 0 " 2 t h : Following the same procedure described above, we can calculate and : We consider the data generated from the GARCH(0,1) model with 0 ranging between 0:1 and 0:4 (with an arbitrary constant term), and …t the data by the GARCH(1,1) model without the constant term as in (9). Table 2 reports the results. Similarly, the computed values of and are di¤erent depending upon both the distribution of (" t ) and the values of 0 ; but we see that the values of + are very close to unity in all cases.
Remark 4.3 Now we consider the restriction of 0 = 0 and conduct the same study. If 0 = 0; the GARCH(1,0)-X model is assumed to be the true data generating process. We have the same results for~ n and~ n as in Theorem 4, where (m t ) in (8) is now de…ned by
We can calculate and following the same procedure described above. We consider the data generated from the GARCH(1,0) model with 0 ranging between 0:1 and 0:6 (with an arbitrary constant term), and …t the data by the GARCH(1,1) model without the constant term as in (9). Table 3 reports the results. The values of + are very close to unity in all cases. However, there exists a distinct di¤erence from the previous cases. In Remark 4.1 and 4.2, the computed values of and are di¤erent depending upon both the distribution of (" t ) and the values of true parameters. 8 The results for t6 and t15 distributions are also similar. 9 We follow the de…nition of the GARCH(p; q) given as
But, regardless of the distribution of (" t ) and the values of 0 ; the computed values of and are zero and unity, respectively, and they are almost constant under the restriction of 0 = 0. Considering that the estimate of is positive and the estimate of is less than unity in most empirical applications of the GARCH(1,1) model, this implies that the restriction of 0 = 0 is not as appropriate as the restriction of 0 = 0:
Remark 4.4 Our study provides an alternative explanation of the IGARCH. It is important to note that the missing covariate is assumed to be nonstationary (1=2 < d x < 3=2). This is related with the result on the asymptotic limit of the sample variance in the previous section. Theorem 2 shows that the asymptotic limit of the sample variance of the GARCH-X process is in…nite when 1=2 < d x < 3=2: Considering that the sample variance of the IGARCH process is also in…nite in the limit, we expected that the IGARCH would appear when we omit the nonstationary covariate in the GARCH-X model. As we expected, our study shows that the IGARCH is generated when the nonstationary covariate is missing in the GARCH-X model. On the other hand, we expect that missing a stationary covariate in the GARCH-X model would not generate the IGARCH. It is because, when the covariate is stationary ( 1=2 < d x < 1=2), the sample variance of the GARCH-X process is …nite in the limit, unlike the IGARCH process.
Conclusion
This paper investigates the asymptotic properties of the GARCH-X model in which the covariate is generalized as a fractional integrated process. Since we consider as the covariate an I(d x ) process for 1=2 < d x < 1=2 or 1=2 < d x < 3=2; the model can represent almost all the GARCH-X models in the literature. This paper provides asymptotic theories, which show how the model explains the stylized facts of …nancial time series such as the long memory property in volatility, leptokurtosis and IGARCH. First, the model generates the long memory property in volatility if the covariate is a long memory process, regardless that it is stationary or nonstationary. The autocorrelation of the squared process of the model has a trend that is similar to the trend observed in real data; it decreases fast at …rst and stays positive for larger lags. Second, the asymptotic limit of the sample kurtosis of the GARCH-X process is larger than that of the GARCH(1,1) process unless the covariate is antipersistent. Note that the GARCH-X model provides an explanation of the sample kurtosis observed in real data without using innovations with fat-tailed distributions. Third, our theory of misspeci…cation shows that the ubiquitous evidence for the IGARCH may be spurious, and it could be generated as a result of missing a relevant covariate that is nonstationary as well as persistent in memory.
Finally, we also consider the model with the restriction of = 0 or = 0 in (2). The asymptotic properties of the model with the restriction of = 0 is qualitatively similar to those of the model without restriction. However, it is not in the case with the restriction of = 0: In particular, if the covariate is nonstationary, the asymptotic properties of the model with the restriction of = 0 is less appropriate in explaining the long memory property in volatility and the IGARCH than the model without restriction or the model with the restriction of = 0:
It is well known that the asymptotic properties of the GARCH(1,1) model is not fully appropriate in explaining the stylized facts in …nancial time series even if it is extensively used in practice. This paper shows that the stylized facts in …nancial time series can be all explained in the framework of the GARCH-X model. There has been active research to provide proper explanations of the stylized facts in …nancial time series, but each paper mostly focuses on one particular stylized fact. It should be emphasized that this paper provides a uni…ed framework to explain most stylized facts in …nancial time series.
Appendix A. Useful Lemmas and Their Proofs
The proofs of the theorems in the paper rely on the results from the following lemmas. We assume that x t = 0 for all t 0 without loss of generality.
Lemma 1 Let Assumptions 1 and 2 hold.
Proof of Lemma 1 (a) (x t ) is stationary and ergodic for 1=2 < d x < 1=2; and we have the results due to the ergodic theorem.
(b) Since n= (n n ) ! 0; we have
by Davidson and De Jong (2000) . Similarly, we have
using the continuous mapping theorem as in the proof of Theorem 3 in Sowell (1990) . Davidson and De Jong (2000) show that, under suitable conditions for a zero mean process (u t ) ;
where U is a Brownian motion. In the proof of Theorem 1 in Appendix B, we deal with various zero mean processes that are functions of (" t ) and its past values. When such a mean zero process (u t ) satis…es the conditions for (10), we denote it by
For example, we can easily show that the following processes belong to U L2 ; " 2
As an illustration, we consider one element of U L2 that is actually used in the proof of Theorem 1 in Appendix B, and show how it satis…es the conditions needed for (10): De…ning
for a given i 0; we now show that u 1t 2 U L2 under Assumptions 1-3:
, where E t+m t m ( ) denotes the expectation conditional on (" t m ; ; " t+m ) : See Davidson (2002) for the de…nition of L 2 -NED. Hence, we can easily see that (u 1t ) satis…es the assumptions of Theorem 4.1 in Davidson and De Jong (2000) , which covers the case when 1=2 < d < 0: And also (u 1t ) satis…es the assumptions of Theorem 4.1 in De Jong and Davidson (2000) , which covers the case when d = 0:
Second, (u 1t ) does not depend on future values of (" t ) and also satis…es the condition (3) for Theorem 4.2 in Davidson and De Jong (2000) . This is because E t+m t m E t u 1t+j = E t u 1t+j for m max(i; j) and j 0, where E t 1 is written as E t for convenience of notation: Therefore, (u 1t ) satis…es the assumptions of Theorem 4.2 in Davidson and De Jong (2000) , which covers the case when 0 < d < 1=2: These show that (u 1t ) satis…es all conditions for (10) when
Lemma 2 Let Assumptions 1 and 2 hold. Let (u t ) have zero mean, and assume that (u t ) is independent of (x t ) for 1=2 < d x < 1=2: For 1=2 < d x < 3=2, we assume that u t 2 U L2 as it is described in Remark A1:
Proof of Lemma 2 For 1=2 < d x < 1=2; (x t ) is stationary and ergodic, and we have
by the ergodic theorem. For 1=2 < d x < 3=2; using (10) and the continuous mapping theorem, we have
where U is a Brownian motion, which completes the proof.
Lemma 3 Let Assumptions 1 and 2 hold.
Proof of Lemma 3 (a) For 1=2 < d x < 1=2; (x t ) is stationary and ergodic, and
by the ergodic theorem.
Remark A2 Given (u t ) de…ned in Lemma 2, we can deduce from Lemmas 2 and 3 that
by the ergodic theorem because (u t ) is independent of (x t ) : For 1=2 < d x < 3=2; we have
For the last line, see that P n t=k+1 x 2 t k u t = o p (n 2 n ) due to Lemma 2, which also implies that
Lemma 4 Let Assumptions 1 and 2 hold. Suppose that 0 < c < 1 and v n ! 1 monotonically as n ! 1:
Proof of Lemma 4 See Han and Park (2008, Lemma 4) .
Lemma 5 Under Assumptions 1 and 4,
for all large n.
Proof of Lemma 5
The proof follows the lines of Lemma A of Han and Park (2009, henceforth HP) with some modi…cations. We let ( n ) be a sequence of numbers such that n = n r with 0 < r < 1=4 + d=2 1=2p 1=q. Note in particular that n ! 1 and
Moreover, K denotes a generic constant whose precise de…nition varies from a line to another. By the recursive substitution, it can be easily deduced that
Therefore, we may write
We use
and
which are shown in the proof of the Lemma A in HP. First, we consider e Rt (A) introduced in (12). If we show that, for all i n ;
it follows from (15) that
due in particular to (11), and we may readily conclude that e Rt (A) is negligible. Since
for all i n , we just need to show
to establish (17) .
p > 2 and, therefore,
Now (19) follows because, for any constant K > 0; we have
Second, we consider e Rt (B) and e Rt (C) de…ned in (13) and (14) respectively. Since
for all large n. Therefore, we have
due to (16) and (20). The stated result follows immediately from (18) and (21).
Lemma 6 Under Assumptions 1 and 4,
for all i 1 and large n.
Proof of Lemma 6 If we let ( n ) be the sequence of numbers given as (11) in the proof of Lemma 5, it follows from the proof of Lemma B in HP that
For all i n ; we have
due to (17) and (22). For all i > n + 1; it follows that
due to (11), (20), (22) and 0 < < 1. The proof is therefore complete.
Appendix B. Proofs of the Main Results
To save space, we introduce the following notations. We let w t = ! + x t and e t = + " 2 t : Then
for t 1 where Q 0 h=1 e t h = 1: Let $ = Ee 2 t : Clearly $ = 2 K 4 + 2 + 2 : We let v n be a generic sequence such that v n ! 1 monotonically as n ! 1:
Proof of Theorem 1 At …rst, we need to obtain asymptotic limits for the following three sample moments:
The …rst sample moment is
by Lemma 2. This is because " 2 t Q i h=1 e t h ( + ) i is independent of w t i and is an element of U L2 10 for a given i 0. Therefore, we have
which leads to, due to Lemmas 1 and 4,
The second sample moment is
by Lemma 2. This is because " 4 t Q i h=1 e 2 t h K 4 $ i is independent of w t i and is an element of U L2 for a given i 0. For the …rst term in (23), we have, due to Lemmas 1 and 4, 1 n
The third sample moment is
For the third line, we divided y 2 t = P 1 i=0 w t i Q i h=1 e t h " 2 t into two parts,
because each term produces di¤erent types of zero mean processes (u t ) when it is multiplied by y 2 t k : At …rst, we consider the …rst term of (25). Note that
for 0 i k 1 and j 0: If v 1 n P n t=k+1 w t i w t k j = O p (1) for 0 i k 1 and j 0, we have
has zero mean, and is independent of w t i w t k j as well as " 2 t k Q j h=1 e t k h ( + ) j for 0 i k 1 and j 0: Moreover,
This leads to
for 1=2 < d x < 1=2; and
For the second term in (25), note that
for i k and j 0: If v 1 n P n t=k+1 w t i w t k j = O p (1) for i k and j 0, we have
as it is shown in Remark A2 in Appendix A. Note that w t i w t k j is independent of ;j) ; that is an element of U L2 , for i k and j 0. Therefore,
Combining the equations (26)- (29), we have
In order to prove the stated result, note that
for 1=2 < d x < 3=2; which we already proved in the beginning.
One may easily deduce that, for
The stated result follows immediately.
Proof of Theorem 2
The results are proven in the proof of Theorem 1.
Proof of Theorem 3
The stated result for 1=2 < d x < 1=2 is followed by
and the result for 1=2 < d x < 3=2 is followed by
Proof of Theorem 4 Let = ( ; ) 0 and 2 = A B ;where 2 A and 2 B (0; 1)
as in Assumption 5: Since
uniformly in t = 1; : : : ; n. Note that (32) holds also uniformly in 2 , since in particular B (0; 1). Therefore, we may deduce from (31) and (32) that
uniformly in t = 1; : : : ; n and uniformly in 2 . Consequently, if we set s n ( ) = (s 1n ( ); s 2n ( )) 0 ;
then it follows from (30) together with (33), (34) and (35) that
uniformly in 2 .
Consider the simultaneous equations system
We may easily see from (36) and (37) that~ n and~ n have the same probability limits as the solution of the simultaneous equations system (38) and (39). Now it follows from Assumption 5 that
uniformly in 2 . To see this, note in particular that (m t ) is nonnegative a.s., and therefore, it ( ) is monotone decreasing a.s. in 2 B for all i = 1; 2; 3. The stated result therefore follows immediately. Table, the GARCH(1,1) processes with the coe¢ cients 0 and 0 are generated and …tted into the GARCH(1,1) model without constant to obtain the MLE n and n from the samples of size 2,000. The reported values of and are then obtained in each case by taking averages of n and n over 100 iterations. The values of n and n show very little variation, and are very close respectively to and in every iteration. The …rst 1000 observations are discarded from the initial samples of size 3,000 to remove the start-up e¤ect. The results are invariant with respect to the value of the constant term in the GARCH models. Table, the GARCH(0,1) processes with the coe¢ cients 0 = 0:1 + 0:02i for i = 0; 1; 2; ; 20 are generated and …tted into the GARCH(1,1) model without constant to obtain the MLE n and n from the samples of size 2,000. The reported values of and are then obtained in each case by taking averages of n and n over 100 iterations. The values of n and n show very little variation, and are very close respectively to and in every iteration. The …rst 1000 observations are discarded from the initial samples of size 3,000 to remove the start-up e¤ect. The results are invariant with respect to the value of constant term in the GARCH(1,0) models. Table 3 . Simulated values of and for the GARCH(1,0)-X model ( 0 = 0)
" t~i id N(0; 1) " t~i id U p 3; p 3 " t~i id (5=3) 1=2 t 5 0 + + + 0:1 0:00 1:00 1:00 0:00 1:00 1:00 0:00 1:00 1:00 0:2 0:00 1:00 1:00 0:00 1:00 1:00 0:01 1:00 1:00 0:3 0:00 1:00 1:00 0:00 1:00 1:00 0:00 1:00 1:00 0:4 0:00 1:00 1:00 0:00 1:00 1:00 0:00 1:00 1:00 0:5 0:00 1:00 1:00 0:00 1:00 1:00 0:00 1:00 1:00 0:6 0:00 1:00 1:00 0:00 1:00 1:00 0:00 1:00 1:00
Notes: For the results in the Table, the GARCH(1,0) processes with the coe¢ cients 0 = 0:1 + 0:1i for i = 0; 1; 2; ; 5 are generated and …tted into the GARCH(1,1) model without constant to obtain the MLE n and n from the samples of size 2,000. The reported values of and are then obtained in each case by taking averages of n and n over 100 iterations. The values of n and n show very little variation, and are very close respectively to and in every iteration. The …rst 1000 observations are discarded from the initial samples of size 3,000 to remove the start-up e¤ect. The results are invariant with respect to the value of constant term in the ARCH models.
