Planckian Axions in String Theory by Bachlechner, Thomas C. et al.
Planckian Axions in String Theory
Thomas C. Bachlechner, Cody Long, and Liam McAllister
Department of Physics, Cornell University, Ithaca, NY 14853 USA
We argue that super-Planckian diameters of axion fundamental domains can naturally
arise in Calabi-Yau compactifications of string theory. In a theory with N axions θi, the
fundamental domain is a polytope defined by the periodicities of the axions, via constraints
of the form −pi < Qijθj < pi. We compute the diameter of the fundamental domain in
terms of the eigenvalues f21 ≤ . . . ≤ f2N of the metric on field space, and also, crucially,
the largest eigenvalue of (QQ>)−1. At large N , QQ> approaches a Wishart matrix, due to
universality, and we show that the diameter is at least NfN , exceeding the naive Pythagorean
range by a factor >
√
N . This result is robust in the presence of P > N constraints, while
for P = N the diameter is further enhanced by eigenvector delocalization to N3/2fN . We
directly verify our results in explicit Calabi-Yau compactifications of type IIB string theory.
In the classic example with h1,1 = 51 where parametrically controlled moduli stabilization was
demonstrated by Denef et al. in [1], the largest metric eigenvalue obeys fN ≈ 0.013Mpl. The
random matrix analysis then predicts, and we exhibit, axion diameters > Mpl for the precise
vacuum parameters found in [1]. Our results provide a framework for achieving large-field
axion inflation in well-understood flux vacua.
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1
1 Introduction
An important class of inflationary models are those involving super-Planckian dis-
placements of the inflaton field. These ‘large-field’ scenarios yield a detectably-large
spectrum of primordial gravitational wave fluctuations, and can therefore be tested in
the coming generation of CMB polarization experiments. The predictions of large-field
models depend sensitively on the couplings of the inflaton φ to the degrees of freedom
comprising the ultraviolet completion of gravity (see [2] for a review). As a result, to
formulate a large-field model one must make explicit or implicit assumptions about
quantum gravity.
A leading proposal for controlling the ultraviolet sensitivity of large-field inflation is
to incorporate a weakly broken shift symmetry, φ→ φ+ const., in order to protect the
inflaton potential over a super-Planckian range. From the viewpoint of the low-energy
effective field theory for φ, the shift symmetry is an internally-consistent assumption
that renders small renormalizable couplings of φ radiatively stable. However, general
reasoning about the absence of exact continuous global symmetries in quantum gravity,
and specific results from string theory, strongly suggest that not every shift-symmetric
effective field theory coupled to gravity admits an ultraviolet completion. To provide
a microphysical foundation for large-field inflation, one must therefore establish the
existence of a suitable symmetry in a computable regime of quantum gravity.
A well-motivated strategy is to take the inflaton field(s) to correspond to one or
more axions in a compactification of string theory. Axions are numerous in Calabi-
Yau compactifications, and in the absence of specific fluxes and branes that introduce
monodromy, the potential for each axion vanishes to all orders in perturbation theory.
The leading potential then arises from nonperturbative effects, and is sinusoidal. For
a single dimensionless axion θ, the Lagrangian takes the form
L = 1
2
f 2(∂θ)2 − Λ4 (1− cos(θ)) , (1.1)
where Λ is a dynamically-generated scale, and the parameter f is known as the axion
decay constant. The canonically-normalized field with mass dimension one is then
φ ≡ fθ. In vacua of string theory involving small numbers of axions, the axion decay
constants are typically small, f Mpl, in the regime of weak coupling and large volume
where perturbative computation of the effective action is valid [3] (see also [4]). The
fundamental domain for φ has diameter 2pif , and as a result (1.1) does not give rise to
a realistic inflationary model in the absence of monodromy.
The purpose of this paper is to compute the diameter of the fundamental domain
in an extension of (1.1) to a totally general system with N  1 axions, keeping track
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of all factors parametric in N . This may sound straightforward, but influential early
works [5, 6] as well as more recent analyses [7–15] — including our own works on the
subject — captured only fragments of the full field range that is present in generic
large N systems, including explicit string compactifications. In this work we unify
the field range enhancements arising in N-flation [6], including kinetic alignment from
eigenvector delocalization [14], with the full field range arising from the decay constant
alignment mechanism of Kim, Nilles, and Peloso [5]. We then argue that enhancements
of the field range by a factor ∼ N compared to the naive expectation are automatically
present in a broad class of theories. Finally, we illustrate our results in a completely
explicit compactification of type IIB string theory.
The organization of this paper is as follows. In §2 we review the definition of the
fundamental domain in a system of N axions and give an intuitive estimate for its
diameter, along with an overview of our results. In §3 we compute the diameter of
the fundamental domain and describe the mechanism of kinetic alignment. Dynamic
alignment is described in §4. In §5 we discuss the embedding of axions in supergravity
and estimate the leading coupling to saxions in a supersymmetric vacuum. Then, in §6
we analyze the diameter of the fundamental domain in the F-theory compactification
described in [1]. In §7 we explain how our approach gives a unified picture for the
geometry of axion field spaces. We conclude in §8. In appendix A we briefly review a
few facts about random matrix theory that are needed in this work. In appendix B we
give examples of nontrivial fundamental domains arising in string compactifications on
Calabi-Yau hypersurfaces in toric varieties.
2 The Diameter of the Fundamental Domain
Consider a theory of N axions θi that at the perturbative level enjoy the continuous
shift symmetries θi → θi + const., so that a general two-derivative action for the θi can
be written
L = 1
2
Kij∂θ
i∂θj , (2.1)
where Kij is a metric
1 on the field space M, which is diffeomorphic to RN .
Nonperturbative contributions from instantons give rise to a potential that is a
sum of sinusoidal terms,
L = 1
2
Kij∂θ
i∂θj −
N∑
i=1
Λ4i
[
1− cos (Qijθj)] , (2.2)
1In a supersymmetric theory, Kij arises from the Ka¨hler metric on field space, but our arguments
apply with or without supersymmetry.
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where Q is an N×N matrix with integer entries.2 This potential breaks the continuous
shift symmetries to discrete shifts. The associated periodic identifications,
Γi : Qijθj ∼= Qijθj + 2pi , (2.3)
define N pairs of identified hyperplanes in RN . By the fundamental domain, we mean
the intersection of all the identifications, MΓ ≡ M/Γ1 ∩ · · · ∩ M/ΓN ⊂ RN , i.e. the
region inside all pairs of hyperplanes. For the problem of large-field inflation, an in-
teresting invariant quantity is the diameter of MΓ, measured in units where Mpl = 1
(which we shall use for the remainder). This diameter, which we will denote by D,
corresponds to the magnitude of the maximal rectilinear displacement that the canon-
ical field Φ can undergo (in the absence of monodromy, which would allow traversing
multiple copies of MΓ, as in [16, 17].) As such, D is a proxy for the field range rel-
evant for large-field axion inflation. Clearly, D depends on the identifications Γi: the
fundamental domain is bounded by adjacent maxima of each of the sinusoidal terms.
To compute D, it is convenient to first perform the GL(N,R) transformation
φ = Qθ . (2.4)
In the φi basis, the hyperplanes defining the identifications are orthogonal, and form
the faces of an N -cube of side 2pi. The kinetic matrix is then given by
Ξ = (Q−1)>K Q−1 , (2.5)
and the Lagrangian takes the form
L = 1
2
∂φ>Ξ ∂φ−
N∑
i=1
Λ4i [1− cos (φi)] , (2.6)
At the perturbative level, the metric on field space is independent of the axions, so Ξ is
a constant matrix, up to nonperturbatively small corrections. However, Ξ is in general
not diagonal in the φi basis. Thus, the φ are related to the canonically-normalized fields
Φ by a further GL(N,R) transformation (i.e., a diagonalization of Ξ by an orthogonal
transformation, combined with a rescaling by the eigenvalues ξ2i of Ξ).
We should stress the elementary but crucial point that writing Q = 1 in the θi
basis is not equivalent to beginning with a theory for which Q 6= 1 in the θi basis, and
2Throughout this work we will assume that the number P of nonperturbative terms is at least N ;
that is, all axions are stabilized. In the present discussion we take P = N for simplicity, describing
the case P ≥ N in §3.
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then performing the transformation (2.4) that renders MΓ hypercubic. In the former
case, the metric onMΓ is K, while in the latter case it is Ξ = (Q−1)>K Q−1. Because
Q is generally not orthogonal, the eigenvalues of Ξ differ from those of K.3
To summarize, the task is to determine the invariant diameter D of the fundamental
domainMΓ. To do so, one must specify the identifications Γ, but these are not invariant
under changes of coordinates: there is a preferred ‘lattice’ basis φi in which the periodic
identifications are defined by the faces of a hypercube of side length equal to (say) 2pi.
This matters, because GL(N,R) transformations in systems with N  1 can readily
change the eigenvalues of matrices — including the kinetic matrix, as we shall show
— by factors that are parametric in N . One must therefore be careful to specify the
metric K and the identifications Γ in the same basis, and then proceed to compute the
invariant distance D.
Thus far all of our statements have been deterministic, and amount to saying that
in a theory that specifies Q 6= 1 and K, it is obviously incorrect to take Q = 1 when
computing D. We now turn to making statistical arguments, based on the phenomena
of universality, eigenvalue repulsion, and eigenvector delocalization in random matrix
theory. We will argue that D  D|Q=1, with an enhancement that is parametric in
N . The precise degree of enhancement depends on the forms of Q and K, as we will
explain below.
Because the argument involves a number of independent computations of the be-
havior of N ×N matrices at large N , here we will give an accessible overview of main
steps of the calculation. The complete calculation follows in §3, while background on
relevant results from random matrix theory appears in appendix A.
To compute D, it is convenient to work in the φi basis, where MΓ is an N -cube
of side 2pi. Hypersurfaces in M of constant invariant distance r from the origin are
ellipsoids Er defined by
φ>Ξφ = r2 . (2.7)
The diameter D is then given by D = 2rmax, where rmax is the largest value of r for
which Er intersects MΓ.
The largest possible D arises if the shortest principal axis of Er, corresponding to
the eigenvector ΨΞN of Ξ with the largest eigenvalue ξ
2
N , is parallel to a diagonal of the
N -cube. In that case we have
Dmax = 2piξN
√
N . (2.8)
3The fact that the axion field range is large when the smallest eigenvalue of Q>Q is small is the core
of the Kim-Nilles-Peloso (KNP) mechanism for decay constant alignment [5], which was generalized
to the case N > 2 by Choi, Kim, and Yun in [18] and explored by Higaki and Takahashi in [19, 20].
See the discussion in §7.
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In general, ΨΞN will not point precisely along a diagonal, but due to vast number of
diagonals in a hypercube, ΨΞN is with high probability very nearly parallel to a diagonal,
so that (2.8) is an accurate estimate.
In order to estimate the typical diameter, we first assume that the metric on field
space is trivial, K = f 21, and that the matrix Q is sparse and contains random integers
with r.m.s. size σQ. Even though Q is sparse, when a fraction & 2/N of its entries are
non-vanishing the matrix Q>Q approaches its universal limit of a random matrix in
the Wishart ensemble. In this random matrix ensemble, strong eigenvalue repulsion
forces the smallest eigenvalue λ1 to obey λ1 . σ2Q/N . If the non-vanishing entries of Q
have scale O(1), the minimum scale of the matrix Q is given by σQ ≈ 2/
√
N . In this
case, from (2.8) we find that
D & N3/2f . (2.9)
In §3 we extend this logic to cases in which the metric is either a Wishart matrix or
a heavy-tailed matrix, as well as to the general case where the number of constraints,
P , exceeds the number of axions, so that Q is rectangular. Furthermore, we will show
in §4 that the lightest canonical field is generically aligned with the largest diameter of
the fundamental domain.
3 Kinetic Alignment
In the previous section we outlined our strategy for determining the diameter of MΓ.
We now turn to a more detailed analysis and derive the main results of this work.
Let us consider an action for N axions whose potential is generated nonperturba-
tively, and is periodic in the axions. This action will be further motivated in §5, when
we discuss embeddings of our results in supergravity theories that arise as effective
theories in string compactification. We assume that there are P ≥ N nonperturbative
terms in the potential, so that the most general Lagrangian for the axions θ is given
by
L = 1
2
Kij∂θ
i∂θj −
P∑
i=1
Λ4i
[
1− cos (Qi jθj)] , (3.1)
where we chose units such that each of the axions has the shift symmetry Qi jθj →
Qi jθj + 2pi, and the entries of the P × N matrix Q are integers. Without loss of
generality we can decompose Q as
Q =
(
Q
QR
)
, (3.2)
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where Q is a square, full rank matrix and QR is a rectangular (P − N) × N matrix.
Now, define fields φ as
φ = Qθ , (3.3)
such that
Qθ =
(
1
QRQ
−1
)
φ . (3.4)
Here we are making a field redefinition to simplify N terms in the potential, while
P −N terms will depend on linear combinations of the φi. Therefore, the fundamental
domain is given by an N -cube of side length 2pi, cut by 2(P − N) hyperplanes that
constitute the remaining constraints:
− pi ≤ (QRQ−1φ)i ≤ pi ∀ i . (3.5)
Some comments are in order. If the matrix Q were square, then this field redefinition
would be unique, and would uniquely define what we mean by an axion: a field that
appears in the potential as the argument of a cosine. In the rectangular case there are
more cosines than fields, so the definition of an axion is not physical, but depends on
a choice of basis. However, the diameter of the fundamental domain is physical and
basis-independent. In terms of the axions φi the Lagrangian becomes
L = 1
2
∂φ>Ξ ∂φ−
N∑
i=1
Λ4i
[
1− cos (φi)]− P−N∑
i=1
Λ4i
[
1− cos
((
QRQ
−1φ
)i)]
, (3.6)
where, as before,
Ξ = (Q−1)>K Q−1 (3.7)
is the kinetic matrix of our choice of axions φi, with eigenvalues ξ2i . So far, we have
performed a field redefinition so that the fields φ appear as the arguments of N of the
cosines. Finally, the canonically normalized fields are given by
Φ = diag(ξi) S
>
Ξ φ , (3.8)
where S>Ξ diagonalizes Ξ,
S>Ξ Ξ SΞ = diag(ξ
2
i ) . (3.9)
We will use (3.8) in order to determine canonically normalized distances on moduli
space.
In general, no closed form expression is available for the maximal diameter of the
polytope defining the fundamental domain MΓ. Instead, to obtain a lower bound on
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the maximal diameter, we will compute the diameter D of MΓ along the direction
of a particular unit vector vˆ in the φ basis. A useful choice is to take vˆ to be the
direction defined by a linear superposition of kinetic matrix eigenvectors ΨΞi , weighted
in proportion to the square roots ξi of the corresponding eigenvalues ξ
2
i :
v =
∑
i
ξiΨ
Ξ
i . (3.10)
We now define an operator $Q(w) that rescales a vector w to saturate the constraint
equations (3.5) of the fundamental domain:
$Q(w) ≡ 2pi
Maxi
({|(QQ−1R w)i|}) ×w . (3.11)
In the geometric picture of §2, w ends on an ellipsoid Ew at invariant distance rw from
the origin, and (3.11) rescales w→ $Q(w) so that E$Q(w) just intersects MΓ.
Using the rescaling operator and (3.8), we find that the canonically normalized
diameter of the fundamental domain along the direction vˆ is
D = ∥∥diagξi S>Ξ$Q(vˆ)∥∥ = ‖$Q(vˆ)‖
√√√√ N∑
i=1
ξ4i , (3.12)
where we used that the eigenvectors are orthonormal:
∑
i S
>
ΞξiΨ
Ξ
i = S
>
Ξ SΞ ξ = ξ. As
a check, in the special case of Q = 1 and K = f 21, we can evaluate (3.12) analytically
and obtain the familiar N-flation result: D = 2pi√Nf .
While (3.12) gives an analytic expression for the diameter of the fundamental do-
main along an arbitrary direction, it is only useful once the periodicities and the kinetic
matrix are defined. We now turn to evaluating the diameter of a generic fundamental
domain. To that end, we assume that the integer entries of the matrix Q are indepen-
dent and identically distributed (i.i.d.). For a sufficiently large number of non-vanishing
entries, the matrix Q>Q then approaches its universal limit of a Wishart distribution4
[21–25]. In particular, assuming the entries of Q are of similar scale, the universal
limit is reached when a fraction & 2/N of the entries in Q are non-vanishing. In the
following, we will assume that the universal limit has been reached and Q consists of
random integers of similar scale. We will consider three different models for the metric
on field space: the identity matrix, a Wishart matrix, and a heavy-tailed matrix.
The above assumptions are motivated by compactifications of type IIB string the-
4See also appendix A for a brief review of basic facts from random matrix theory.
8
ory, as we discuss in §6. Furthermore, metrics of Wishart and heavy-tailed type are
compelling models for metrics on Ka¨hler moduli spaces [26].
3.1 Diameter estimates
In order to evaluate the diameter of the fundamental domain (3.12), we need an es-
timate for the quantity ‖$Q(vˆ)‖ that corresponds to the dimensionless diameter in
the direction vˆ. In general, we can compute the diameter directly from the entries of
the matrix Q and the metric K. In order to obtain the typical diameter for a generic
matrix Q, we assume that its integer entries are i.i.d. random variables. The scale of
the matrix Q is set by σQ = 〈Q〉r.m.s.. In the resulting ensemble of kinetic matrices
Ξ, which is approximately rotationally invariant, the eigenvectors ΨΞi are uniformly
distributed on the unit sphere, so that the unit vector (3.10) has normally distributed
entries with standard deviation 1/
√
N ,
vˆi ∈ N (0, 1/
√
N) . (3.13)
This phenomenon is known as eigenvector delocalization. The median size of the largest
entry evaluates to
Max({|vˆi|}) =
√
2 erf−1(2−1/N)√
N
≡ `N√
N
. (3.14)
For the case of a square matrix Q = Q, the constraints for the fundamental domain
simply become Max|vi| ≤ pi and therefore (3.11) immediately becomes
‖$Q(vˆ)‖ =
∥∥∥∥ 2piMaxi ({|vˆi|}) × vˆ
∥∥∥∥ = 2pi`N√N . (3.15)
The result in (3.15) can be understood intuitively from the fact that a high-dimensional
hypercube has vastly more diagonal directions than faces, and therefore a randomly-
selected direction is nearly aligned with a diagonal direction, giving a diameter en-
hanced by
√
N .
For the case where the number of constraints P is larger than the number of axions,
Q is rectangular. The first N constraints are again Max|vi| ≤ pi, while the remaining
constraints are given by Max({|QRQ−1vˆ|i}) ≤ pi. By extensive numerical simulation
we observe that the entries of QRQ
−1vˆ for fixed Q are Gaussian distributed and the
typical standard deviation is given by
√
2, independent of σQ, N , and P . Therefore,
the typical size of the largest-magnitude entry of the vector QRQ
−1vˆ is given by
Max({|(QRQ−1v)i|}) ≈ 2 erf−1(2− 1P−N ) ≈
√
4 log(P −N) ≡ lP−N . (3.16)
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Figure 1. The fundamental domain in the presence of P  N constraints, for N = 2.
The square shown is the domain |v1,2| ≤ pi, and the lines are 100 hyperplanes defined by
|(QQ−1v)1,2| = pi, where the elements of QQ−1 are Gaussian distributed with standard
deviation
√
2. The black circle illustrates the typical location of hyperplanes, while the
dashed, red circle illustrates the analytic estimate (3.17) for the size of the fundamental
domain.
These entries are typically much larger than the entries of v, so whenever the number of
constraints is larger than the number of axions, the diameter is limited by the additional
constraints. The typical diameter then is given by
‖$Q(v)φ‖ =
∥∥∥∥ 2piMaxi ({|vi|}) × vˆ
∥∥∥∥ = 2pilP−N , (3.17)
and the enhancement of the diameter originating from the presence of diagonals is lost.
The loss of enhancement from the presence of diagonals can be understood geo-
metrically, as illustrated in Figure 1. The addition of a large number of constraints is
defined in terms of P −N hyperplanes, typically located a distance 1/(√2NσQ) from
the origin and with normal vectors uniformly distributed on the sphere. The result-
ing fundamental domain is described by an approximately spherical region around the
origin, of diameter 2pi/
√
2.
3.2 Unit metric
We now proceed to evaluate the diameter of the fundamental domain in physical units,
first assuming the metric to be the identity matrix K = f 21. Then, we have for the
10
kinetic matrix Ξ:
Ξ = f 2(QQ>)−1 = f 2SQ>Q diag(Q
−2
i ) S
>
Q>Q , (3.18)
where
S>Q>Q Q
>Q SQ>Q = diag(Q
2
i ) . (3.19)
In the second equality in (3.18) we have used the fact that eigenvectors do not change
upon inversion. Therefore, we can use eigenvector delocalization of the Wishart en-
semble. Considering the diameter in the direction ΨΞN , from (3.12) we obtain the
conservative bound
D ≥ ξN‖$Q(Ψ)Q>QN ‖ . (3.20)
The largest eigenvalue of Ξ, ξ2N , obeys (see appendix A)
ξN = f
1
Min(Qi)
. (3.21)
In the large N limit, the median size of the smallest eigenvalue of the Wishart matrix
Q>Q is given by Q21 = Cσ
2
Q/N , where C ≈ 0.3 (cf. (A.6)). Finally, the field range is
given by
D ≈ f
√
N√
CσQ
‖$Q(ΨQ>QN )‖ .
{
fN3/2 for P = N
fN for P > N
, (3.22)
where we used (A.13) in the last inequality to set σ−1Q . N .
3.3 Wishart metric
To consider a more general metric, let K be a Wishart matrix that is diagonalized by
SK and has maximum eigenvalue f
2
N . The kinetic matrix Ξ is then given by
Ξ = Q>diagf 2i Q , (3.23)
where Q = SK(Q
−1). While (3.23) is not an inverse Wishart matrix, a reasonable guess
for the kinetic matrix is to approximate it as a rescaled inverse Wishart matrix,
Ξ = Q>diag(f 2i )Q ∼ σf2i (Q>Q)−1 , (3.24)
where the scale of the eigenvalues is given by σf2i = 〈f 2i 〉r.m.s. ≈ f 2N/4. Therefore, Ξ−1
is approximately an inverse Wishart matrix of scale σΞ−1 = σQ/
√
σf2i , and the typical
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largest eigenvalue of Ξ is given by
ξN =
1√
σ2Q
σ
f2
i
C
N
=
√
N/C
2σQ
fN , (3.25)
where we used again that σf2i ≈ f 2N/4. The physical field range is then given by
D ≈ fN
2
√
N√
CσQ
‖$Q(ΨQ>QN )‖ .
{
fNN
3/2 for P = N
fNN for P > N
, (3.26)
We have verified this result through extensive simulations.
3.4 Heavy-tailed metric
For a heavy-tailed metric K, the eigenvalues f 2i are distributed with a polynomial
fluctuation probability, so the scale σf2i is not defined. While there are many distinct
ensembles of matrices exhibiting heavy tails, a simple model that we will adopt is
one where one of the metric entries dominates over all others, so the metric takes the
schematic form
K11 = f
2
N , Kij  f 2N ∀ i 6= 1 or j 6= 1 . (3.27)
See [26] for examples of heavy-tailed Ka¨hler metrics in explicit string compactifications.
Thus, for the matrix Ξ = (Q−1)>KQ−1, Q−11j /‖Q−11j ‖ is a unit eigenvector corre-
sponding to the eigenvalue f 2N‖Q−11j ‖2, while all other eigenvalues are much smaller.
The matrix Q has entries of scale σQ and is otherwise random, so that the elements of
the inverse matrix obey ∑
i
(Q−1)1iQi1 = 1 , (3.28)
where we can approximate the entries of Q as Gaussian random variables with vanishing
mean and standard deviation σQ. The entries of the matrix Q−1 are then approximately
distributed according to the inverse Gaussian distribution with standard deviation
√
N
in order to satisfy (3.28). It is then plausible that the sum σ2Q‖Q−11j ‖2 = σ2Q
∑
i(Q
−1)21i
is inverse chi-squared distributed with unit standard deviation:
σ2Q|Q˜−11j |2 = σ2Q
N∑
i=1
(Q−1)21i ∈ χ−1(1) . (3.29)
While we will not prove this relation, we have verified (3.29) numerically, finding an
12
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Figure 2. Left: Diameter versus the number of fields for a fixed number P = 4N of non-
vanishing entries in Q. Right: Kinematic range vs. P/N for fixed N = 100. Dashed lines
illustrate numeric results, and the solid lines are the analytic results. From top to bottom,
red: unit metric (3.22); green: Wishart metric (3.26); gray: non-square Q matrix (3.26) with
P −N = 3; orange: heavy-tailed metric (3.32); blue: √N for comparison.
excellent match. The median of ‖Q−11j ‖2 is then given by
λ˜ =
(
1√
2σQ erfc
−1(1/2)
)2
. (3.30)
Therefore, we have for the square root of the largest eigenvalue of Ξ
ξN ≈ 1√
2 erfc−1(1/2)
fN
σQ
. (3.31)
Using Eq. (3.12) we find the diameter
D ≈ fN√
2 erfc−1(1/2)σQ
‖$Q(Ψ)Q>QN ‖ .
{
fNN for P = N
fN
√
N for P > N
. (3.32)
Finally, Figure 2 illustrates numerically the approach to universality and the scaling
of the kinematic range with N .
4 Dynamic Alignment
So far we have evaluated the typical diameter of the fundamental region, which we found
to be parametrically larger than the typical scale of the metric eigenvalues. However,
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in order to realize large field chaotic inflation within one fundamental domain,5 the
diameter in the light directions of the potential is required to be large.6 In this section
we consider the diameter for a displacement of the lightest canonical field. We will
find that universality generically leads to an alignment of the largest direction with the
lightest canonical field.
Let us again consider the Lagrangian (3.6) for the fields φ. Well inside the funda-
mental domain, with −pi  (QQ−1R φ)i  pi, we can expand the potential to quadratic
order,
L = 1
2
∂φ>Ξ ∂φ− 1
2
φ>M2φφ , (4.1)
where
M2φ = diag(Λ
4
1,...N) + (QR)
>diag(Λ4N+1,...P ) QR , (4.2)
is the mass matrix in the φ basis. The canonically normalized fields Φ are given by
Φ = diag(ξi) S
>
Ξ φ , (4.3)
and the Lagrangian becomes
L = 1
2
∂Φ>∂Φ− 1
2
Φ>M2ΦΦ , (4.4)
where
M2Φ = diag(1/ξi) S
>
Ξ M
2
φ SΞ diag(1/ξi) . (4.5)
To obtain a lower bound on the typical arc length traversed during the approach to
the vacuum, we consider a scan over random initial conditions, uniformly distributed
over the boundary of validity of the quadratic approximation,7 i.e. we examine an initial
point
$Q(vˆ), (4.6)
where vˆ is a unit vector with uniform probability density on the sphere SN−1. The
semidiameter of the fundamental domain in the direction vˆ is a lower bound for the
5Inflation could proceed beyond one fundamental domain, as we will discuss, and could span many
fundamental domains in the presence of monodromy.
6In [14] it was shown that for a trivial Q matrix the direction of largest field space diameter is
generically misaligned with respect to the lightest canonical field.
7Note that most of the volume of an N -polytope is concentrated at the boundary, so a scan over
initial positions that is uniform throughout the polytope would yield displacements similar to those
from a scan over the boundary.
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dynamical field range, and is given by
1
2
Dvˆ = 1
2
‖diagξi S>Ξ$Q(vˆ)‖ . (4.7)
Because the initial points $Q(vˆ) are uniformly distributed on SN−1, the displacements
$Q(vˆ) will typically have overlaps of 1/
√
N with the direction corresponding to the
maximum diameter of the fundamental domain. Thus, the typical displacement from
the vacuum in a scan over random initial conditions is given by
Dvˆ ≈ 1√
N
D . (4.8)
In the above estimate we considered the typical field range when scanning over
initial conditions uniformly distributed in the fundamental domain. However, one might
also be interested in the maximum field range over which the quadratic approximation
is valid, along the direction of the lightest field. To analyze this, we assume that the
hierarchy in the eigenvalues of the kinetic matrix Ξ is much larger than the hierarchy of
the entries in the rotated mass matrix S>Ξ M
2
φ SΞ.
8 The mass matrix for the canonically
normalized fields Φ is then dominated by the ξ contribution:
M2Φ = diag(1/ξi) S
>
Ξ M
2
φ SΞ diag(1/ξi) ≈
Λ4Mφ
ξiξj
, (4.9)
where Λ4Mφ is the typical scale of the entries of S
>
Ξ M
2
φ SΞ, so that the lightest direction
is given approximately by
vˆΦ =
vΦ
|vΦ| ∼ (0, . . . , 0, 1) , (4.10)
which approximately coincides with the direction giving the maximum diameter. This
alignment occurs because in the φ basis the light direction corresponds to ΨΞN , the
eigenvector corresponding to the largest axion decay constant. Using (4.7), we find
that the diameter in the direction of the lightest field is
Dlight ≈ D . (4.11)
We have observed a generic enhancement to the diameter of a single fundamental
8For the case of a Wishart metric K we have verified numerically that the hierarchy of the entries
of S>ΞM
2
φ SΞ is parametrically smaller than the hierarchy in the matrix ξiξj , by a factor of order N
2
independent of the Λi, leading to dynamic alignment.
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Figure 3. Contour plot of a two-dimensional axion potential, along with the region of validity
of the quadratic expansion and a set of randomly chosen inflationary trajectories. The axes
are canonically normalized fields.
domain of the potential, due to eigenvector delocalization and the nontriviality of the
Q matrix. This is a promising setting for realizing chaotic inflation. Starting the
system with a displacement along the lightest direction can lead to single-field slow roll
inflation in a quadratic potential:
V (Φ) =
1
2
m2Φ2 , (4.12)
which yields a large number of e-folds,
Ne =
1
4
|∆Φ|2 & 1
16N
D2light , (4.13)
where we used the estimate from (4.11). For example, taking the metric on moduli
space to be a Wishart matrix, we find the scaling
Ne ∝ N3 f
2
N
M2pl
. (4.14)
Although single-field inflation is a possibility in this system, it is not a generic
outcome. Instead, the more massive fields will decay first, with the lighter fields settling
into their minima later. This process is illustrated in Figure 3. A number of features
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are worth noting. While kinetic alignment allows the diameter of one lattice domain
to be super-Planckian at large N , this does not imply that the inflationary trajectory
remains within a region where a quadratic approximation to the potential is valid.
In particular, although the large hierarchy in the axion decay constants leads to an
approximate alignment of the least massive direction with the kinematically largest
direction, a slight misalignment can lead to an evolution into a neighboring minimum.
This does not spoil the possibility of inflation: there is still a large field displacement,
and inflation can proceed driven during the approach to the neighboring minimum.
These effects, in particular the multifield dynamics during the onset of inflation, can
give rise to interesting physical phenomena, such as non-adiabatic perturbations or
even domain walls. A full analysis of these effects is beyond the scope of this work.
5 Axions in Supergravity
Our discussion so far has been at the level of a low-energy effective field theory contain-
ing N axions. However, because high-scale inflation is extremely sensitive to physics
at the Planck scale, it is important to inform the effective description with the data of
an ultraviolet completion. We will therefore explain how our considerations extend to
axions in string theory. As a bridge between our general analysis and specific string
theory constructions, we now discuss axions in four-dimensional N = 1 supergravity
theories, incorporating the structures of the effective supergravity theories that arise
in the flux compactifications of type IIB string theory described in §6. The effective
supergravities presented here generically exhibit kinetic and dynamic alignment.
5.1 Hessian matrix
We will now examine the scalar potential in an N = 1 supergravity theory, with an eye
towards the Ka¨hler moduli sector of Calabi-Yau compactifications of type IIB string
theory. The Lagrangian of the chiral superfields φA is given by
L = KAB¯(φC , φ¯D¯)∂µφA∂µφ¯B¯ − V (φC , φ¯D¯) , (5.1)
with the F-term potential9
V (φC , φ¯D¯) = eK
(
KAB¯DAWD¯B¯W − 3|W |2
)
. (5.2)
9We omit the D-term potential, because in the constructions that we will discuss, the D-terms do
not involve the axions to leading order, and can be safely ignored in analyses of inflationary dynamics.
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In the above equations KAB¯ is the Ka¨hler metric on moduli space, which is independent
of the axions at the perturbative level, and W is the holomorphic superpotential. In the
case of type IIB string theory, the indices A and B¯ run over the dilaton, the complex
structure moduli, and the Ka¨hler moduli, such that A = 1, . . . , h1,1 +h2,1 +1. As stated
before, we will concern ourselves with the case in which the complex structure moduli
and dilaton are integrated out supersymmetrically at a high scale, so we will henceforth
restrict ourselves to an effective theory for the Ka¨hler moduli T j = τ j + iθj, labeled by
the indices i, j. A consistency requirement for our analysis is that the motion of the
inflaton does not destabilize any fields that we have assumed to be set at their minima.
We will therefore examine the cross-coupling terms in the Hessian, and ensure that
these are not large enough to push a previously-stable saxion away from its minimum
so as to destabilize the configuration.10 At a supersymmetric critical point we can write
the potential in terms of small fluctuations as
V (T, T¯ ) = V (T0) +
∑
ij
∂i∂jV T
iT j = V (T0) +
(
T¯ T
)H(T
T¯
)
, (5.3)
where i, j run over unbarred and barred indices and T denotes the fluctuations about
the minimum. The Hessian matrix is given by
H =
(
∂2i¯V ∂
2
ijV
∂2ı¯¯V ∂
2
ı¯jV
)
= HZ − 2|W |2
(
Ki¯ 0
0 Kı¯j
)
, (5.4)
where
HZ =
(
Z A¯i Z¯ı¯A¯ −ZijW
−Z¯ı¯¯W Z¯ Aı¯ ZjA
)
, (5.5)
and ZAB = ZBA ≡ DADBW . Here DAVB = ∂AVB +KAVB −ΓCABVC , and we have used
Ka¨hler transformations to set K = 0 at the critical point.
We can transform the Hessian matrix into a (τ θ) basis via(
T
T¯
)
=
(
1 1i
1 −1i
)(
τ
θ
)
= U
(
τ
θ
)
, (5.6)
such that
V (τ, θ) = V (τ0) +
(
τ θ
)
U†HU
(
τ
θ
)
. (5.7)
10A discussion of this problem in the context of N-flation appears in [27]; see also [28].
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We then have
Hτθ = U†HU , (5.8)
which evaluates to
Hτθ = 2
(
ZZ¯ − 2|W |2K − 1
2
(
WZ +WZ¯
)
i
2
(
WZ −WZ¯)
i
2
(
WZ −WZ¯) Z¯Z − 2|W |2fK + 1
2
(
WZ +WZ¯
)) .
(5.9)
Here ZZ¯ is contracted using the Ka¨hler metric. Let us now consider the couplings
between the saxions τ i and the axions θi. In [29] it was shown that tachyons allowed
by the Breitenlohner-Freedman bound are ubiquitous in AdS vacua, and will render
an uplifted solution unstable, unless |W |  msusy/N . Here, msusy is the scale of the
supersymmetric fermion mass matrix Zij. Therefore, the scale of the masses of τ
i
is given by ZZ¯ ∼ M2τ2 ∼ m2susy, while the couplings between τ and θ are given by
M2τθ ∼ WZ¯ ∼ Wmsusy. Then the constraint |W |  msusy/N leads to
M2τ2 
1
N
M2τθ , . (5.10)
To leading order in τ and θ, the displacement of the minimum for τ can be estimated
by solving ∂τV (τ, θ)|τ=τmin = 0, which gives
‖∆τmin‖ = ‖
(
M2ττ
)−1
Mτθ∆θ‖ ∼ 1
N
‖∆θ‖ . (5.11)
Here we have considered only the leading order contributions to the τ -θ mixing terms
in the Hessian. In general there will be higher-order contributions, but when our
expansion is valid these are not large enough to destabilize the vacuum.
We now turn to a more specific effective supergravity theory, in which the super-
potential takes the form
W = W (S, χ) +
∑
j
Aj(χa)e
−qjiT i = W (S, χ) +
∑
j
Aj(χa)e
−qji(τ i+iθi) . (5.12)
In the last equality we have expressed the complex chiral scalar in terms of its real
saxion and axion components. If the Ka¨hler potential is independent of the axions, at
least to the order at which we are working, then the axion potential can be written
V = C +
∑
j
Bj cos(q
j
i θ
i − θW ) +
∑
j<k
Bjk cos(q
j
iθ
i − qkiθi) . (5.13)
In this formula, C,Bj, and Bjk depend on the saxions but not on the axions. In §6, we
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will consider the KKLT moduli stabilization scheme in type IIB string theory, which
requires solving the F-flatness constraints Fi = 0, ∀ i. In general the Ai prefactors
in each nonperturbative term will be complex, and will contribute a phase to each
exponential. When we have N axions we can simply perform a shift to absorb each Ai
phase, and can therefore take the Ai to be real. In addition, we can perform a Ka¨hler
transformation to make W0 real and negative. For the remainder of this work we will
assume that these transformations have been performed.
To extract the axion-saxion coupling at the supersymmetric minimum we need
to compute the matrix ZAB = DADBW , where DA is the geometrically covariant
and Ka¨hler covariant derivative, and DB is the Ka¨hler covariant derivative. At a
supersymmetric minimum DAW ≡ FA = 0, so we can write
ZAB = DADBW = ∂AFB +K,AFB + ΓCABFC = ∂AFB, . (5.14)
Writing FB = (∂B +K,B)W , we have
ZAB = ∂
2
ABW +K,B∂AW +K,ABW . (5.15)
This is not manifestly symmetric in the induced A and B, but we can fix that by
multiplying the critical point equation by K,A:
K,A∂BW = −K,AK,BW . (5.16)
Therefore, we find
ZAB = ∂
2
ABW +K,ABW −K,AK,BW . (5.17)
Applying this to (5.12) we find
Zij =
∑
k
Ak
(
qki q
k
j
)
e−q
k
iT
i
+ (K,ij −K,iK,j)W . (5.18)
The scale of the inflaton mass is approximately set by the scale msusy/N . If the axions
are stabilized at θi = 0, then the superpotential will be real at the minimum, as will
the matrix Z. Therefore, from the form of equation (5.9), the axions and the saxions
will be decoupled to leading order, and we do not need to worry about destabilizing
the saxions during inflation, as long as each axion does not move too much. For this
reason we will focus on the θi = 0 vacuum.
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Figure 4. Normalized probability distribution of the eigenvalue spectrum of Q>Q along
with the analytic Wishart eigenvalue spectrum.
5.2 Approach to universality
The full effective potential in (5.13) has P cosine terms appearing due to the nonper-
turbative superpotential and an additional N2 terms of the form cos(φi−φj), appearing
as cross terms with Q matrix Qcross. The full Q matrix is then given as
Q =
(
Q
Qcross
)
. (5.19)
Note that the additional constraints on the fundamental domain originating from the
cross terms decrease the diameter found by considering only superpotential periodicities
by at most a factor of 2, because only differences φi − φj appear. Therefore, the cross
terms contain no new physical enhancement of, or limitation on, the diameter of the
fundamental domain. However, the effective potential contains the full matrix Q and
picking an arbitrary full rank N×N matrix can be used to define the axions. The metric
on field space and its decay constants, however, do depend on the choice of axions. In
particular, because there is a large number of possible full rank matrices, with essentially
random entries, the metric on field space approaches that of an inverse Wishart matrix,
independent of the periodicities in the nonperturbative superpotential. This approach
to universality is illustrated in Figure 4. Here we chose Q = 1, K = 1f 2, N = 51
and defined the axions φ = Qθ in terms of a full rank matrix Q that consists of N
randomly chosen rows of the full matrix Q. Due to universality, the metric on moduli
space approaches an inverse Wishart distribution with potentially large eigenvalues.
This observation is purely due to the fact that the definition of the axions and the
associated metric is arbitrary. Despite the presence of very large metric eigenvalues,
in this example the field range is not enhanced compared to the trivial case Q = 1.
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This is a consequence of the fact that the axion lattice domains are defined by the
periodicities of the superpotential.
6 Diameter in an Explicit String Compactification
It will be instructive to verify that the kinetic alignment mechanism we have described
can occur in a UV-complete theory, at large N . Weakly-coupled string theory is, at the
moment, our best tool for testing whether a particular mechanism is consistent with a
theory of quantum gravity. In this section we will discuss an explicit compactification
of type IIB string theory with moderately large N and a nontrivial Q matrix. Our
findings suggest that the kinetic alignment discussed above can occur very naturally in
compactifications of type IIB string theory on certain Calabi-Yau orientifolds.
We will examine a state-of-the-art string compactification, with h1,1 = 51, that was
introduced by Denef, Douglas, Florea, Grassi, and Kachru (DDFGK) [1]. Their con-
struction is almost completely explicit: quantized flux values are specified to stabilize
the complex structure moduli and dilaton at weak coupling, and the Ka¨hler moduli are
stabilized by nonperturbative effects, which are known to be present and to provide
non-vanishing contributions to the superpotential. The only piece that is not com-
pletely explicit are the Pfaffian prefactors of the nonperturbative superpotential terms,
which are set to unity.
6.1 Axions in type IIB string theory
Type IIB string theory compactified on a Calabi-Yau threefold X3 yields an N = 2
d = 4 effective theory. In the absence of branes, the massless fields are the h2,1 vector
multiplets, which include the complex structure moduli, and h1,1 hypermultiplets, which
include the Ka¨hler moduli. We are interested in a N = 1 theory, which can be obtained
by orientifolding, resulting in an N = 1 supergravity theory with an internal space Xˆ3,
the orientifold of the threefold X3. For simplicity we will assume that all of the divisors
are even under the orientifold action (general at present, but specified in the example
of §6.2). The complex structure moduli are lifted by a tree-level Gukov-Vafa-Witten
flux superpotential [30], while the Ka¨hler moduli are massless at leading order, due
to the shift symmetry of the imaginary part of the Ka¨hler moduli. The perturbative
continuous shift symmetries are broken to discrete shifts by nonperturbative effects,
such as Euclidean D3-branes wrapping internal four-cycles, or gaugino condensation
on stacks of D7-branes wrapping such cycles. At large volume, the masses of the
complex structure moduli are hierarchically larger than those of the Ka¨hler moduli, so
that the complex structure moduli can typically be integrated out, yielding an effective
theory for the Ka¨hler moduli.
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At large volume, the leading order action is determined by the classical Ka¨hler
potential for the Ka¨hler moduli, and by the leading order contributions to the nonper-
turbative superpotential. The classical Ka¨hler potential takes the form
K = −2 log(V ), V = 1
6
∫
J ∧ J ∧ J . (6.1)
Here the Ka¨hler form is expanded as J = tiωi, where ωi ∈ H1,1(X,Z). The Ka¨hler
moduli have a natural interpretation as the volumes of four-cycles. These volumes
combine with periods of the Ramond-Ramond four-form to form chiral superfields.
The complex scalar components take the form:
T j =
1
2
∫
Dj
J ∧ J + i
∫
Dj
C(4) ≡ τ j + iθj . (6.2)
We will write the general nonperturbative superpotential as
W = W0 +
∑
i
Aie
−qi jT j . (6.3)
Here W0 is the value of the flux superpotential with the complex structure fields set at
their minima, and the Ai are one-loop determinants.
6.2 The compactification
The geometry (before orientifolding) is a resolution of the orbifold T 6/Z2 × Z2, which
has 51 Ka¨hler moduli and 3 complex structure moduli. T 6 = (T 2)3 has three Ka¨hler
moduli, which descend to the so-called “sliding divisors” {Ri}, i = 1 . . . 3. The orbifold
action is
z1 z2 z3
α + − −
β − + −
α ◦ β − − +
There are 48 fixed lines under the orbifold action, whose resolution introduces 48
exceptional divisors, denoted by {Eiα,jβ}, where i = 1 . . . 3, α = 1 . . . 4, i < j. We
will consider what DDFGK refer to as the “symmetric resolution.” There are 12 fixed
divisors under the orientifold action, resulting in 12 O7-planes. An SO(8) stack of D7-
branes is placed on each O7-plane. The D7-brane divisors will be denoted by Diα. In
the compact model the Diα are disjoint, so there is no massless bifundamental matter
arising from intersections of D7-branes. In addition, the Diα are rigid, so there is no
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adjoint matter, and the gauginos will condense. The Diα can be expressed in terms of
the sliding divisors and exceptional divisors. For example,
D1α = R1 −
∑
β
E1α,2β −
∑
γ
E3γ,1α . (6.4)
Each exceptional divisor is rigid, and supports a Euclidean D3-brane, which generates
a superpotential of the form
∆W ∼ e−2piτiα,jβ . (6.5)
The gaugino condensates generate superpotentials of the form
∆W ∼ e−2piτiα/6 , (6.6)
where we have used the fact that the dual Coxeter number of SO(8) is 6. Expanding
the Ka¨hler form as
J = riRi − t1α,2βE1α,2β − t2β,3γE2β,3γ − t3γ,1αE3γ,1α , (6.7)
the volume of the orientifold can be written as
V = r1r2r3 − 1
2
(
ri
∑
βγ
t22β,3γ + . . .
)
− 1
3
(∑
αβ
t31α,2β + . . .
)
+
1
4
(∑
αβγ
t1α,2βt
2
2β,3γ + t1α,2βt
2
3γ,1α + . . .
)
− 1
2
∑
αβγ
t1α,2βt2β,3γt3γ,1α . (6.8)
The areas of the generators of the Mori cone are
Ai,jβ = ri −
∑
α
tiα,jβ ,
A++− =
1
2
(t1α,2β + t2β,3γ − t3γ,1α) , (6.9)
plus cyclic permutations of the latter. DDFGK found a particularly symmetric critical
point by setting
tiα,jβ = t, ri = r , (6.10)
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through which the curve areas and divisor volumes simplify greatly:
V = r3 − 24rt2 + 48t3 ,
Viα,jβ = VE = rt− 3t2 ,
Viα = VD = r
2 − 8rt+ 16t2 ,
Ai,jβ = Ar = r − 4t ,
Aαβγ = At =
t
2
. (6.11)
Under the assumption that the one-loop determinants can be set to unity, a minimum
was sought where the phases vanish. The superpotential can then be written as
W = W0 + 48e
−2pi(tr−3t2) + 12e−2pi(r
2−8rt+16t2)/6 . (6.12)
DDFGK explicitly stabilized the complex structure moduli using flux, finding that
W0 ∼ −0.3, which gives a supersymmetric local minimum with the Ka¨hler parameters
r ≈ 4, t ≈ 0.4, (6.13)
yielding volumes of
V ≈ 55, VE ≈ 1, VD ≈ 6, Ar ≈ 2.5, At ≈ 0.2 . (6.14)
These values are not parametrically large, and one should ask whether additional
perturbative and nonperturbative effects are important in this regime of parameters.
DDFGK directly demonstrated that the leading known corrections are controllably
small, as we now explain. There are nonperturbative corrections to both the Ka¨hler
potential and the superpotential. There could be a contribution to the superpotential
from multi-wrapped or fluxed instantons, but these contributions will be suppressed
by higher-order powers of the exponential that is already present. Since the values of
these exponentials are e−2piVE ∼ 5× 10−4 and e−2piVD/6 ∼ 2× 10−3, these contributions
are expected to shift the minimum by a very small amount. The corrections to the
Ka¨hler potential are a bit more complicated, especially given the small volumes of the
exceptional curves. First, there are perturbative α′ effects, which correct the Ka¨hler
potential to
K = −2 log
(
V +
ξ
g
3/2
s
)
, ξ ≡ −χ(Y )ζ(3)
8(2pi)3
≈ −0.06 . (6.15)
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In this formula, χ(Y ) is the Euler characteristic of the “upstairs” Calabi-Yau. This cor-
rection gives a percent-level correction to the volume, and can therefore be consistently
neglected. Nonperturbative corrections can be estimated through the corresponding
correction to the underlying N = 2 prepotential:
∆F ≈ 1
(2pi)3
∞∑
n=1
1
n3
e−2pi
√
gs(2At)n ≈ 10−3 . (6.16)
Here we have restricted to a sum over worldsheets wrapping exceptional curves, since
these will give the leading order contribution. We have also included a factor of two
relevant in moving from the upstairs space to the downstairs space. There are 192 min-
imal exceptional curves, which in turn provide a percent-level correction to the Ka¨hler
potential. In addition, since gs ≈ 0.27 is moderately small, string loop corrections
should not significantly shift the minimum. More details on these results can be found
in [1].
We will consider this point in moduli space as a toy model. It is, of course, not
a realistic model for inflation, as the minimum is a supersymmetric AdS vacuum.
However, it is still instructive to demonstrate kinetic alignment in a completely explicit
and well-controlled string compactification. To compare this example to the rest of the
paper, we write the nonperturbative contributions to the superpotential in the form∑
iAie
−qi jT j , so that the eigenvalues of the kinetic matrix correspond to axion decay
constants. The matrix q is then given by
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q =
pi
3

1 0 0 −1 −1 −1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 −1 −1 −1 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 −1 −1 −1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 −1 −1 −1 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 −1 −1 −1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 −1 −1 −1 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 −1 −1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 −1 −1 −1
0 1 0 −1 −1 −1 −1 0 0 0 0 0 0 0 0 0 0 0 0 −1 −1 −1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 −1 −1 −1 −1 0 0 0 0 0 0 0 0 0 0 0 0 −1 −1 −1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 −1 −1 −1 −1 0 0 0 0 0 0 0 0 0 0 0 0 −1 −1 −1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 −1 −1 −1 0 0 0 0 0 0 0 0 0 0 0 0 −1 −1 −1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 −1 −1 −1 0 0 0 0 0 0 0 0 0 0 0 0 −1 −1 −1 −1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 −1 −1 −1 0 0 0 0 0 0 0 0 0 0 0 0 −1 −1 −1 −1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 −1 −1 −1 0 0 0 0 0 0 0 0 0 0 0 0 −1 −1 −1 −1 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 −1 −1 −1 0 0 0 0 0 0 0 0 0 0 0 0 −1 −1 −1 −1
0 0 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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. (6.17)
6.3 Field space diameter
We are now in a position to determine the diameter of the fundamental domain in the
DDFGK compactification. The diameter is given by (4.7),
Dlight = 2pi|diagξi S>Ξ$Q(vˆ)| , (6.18)
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where vˆ = SΞ diag(ξ
−1)ΨM
Φ
1 . Using the Hessian matrix for the axions in (5.9), the q
matrix (6.17), and the Ka¨hler metric on moduli space, we numerically find that the
diameter along the lightest direction11 is
Dlight = 1.13Mpl . (6.19)
This can be compared to the results of §3, where the field space diameter was
obtained analytically. As we argued in §3, it is reasonable to approximate the kinetic
matrix Ξ as an inverse Wishart matrix. We can test this assumption by comparing the
largest eigenvalue of the kinetic matrix obtained from the Ka¨hler potential (6.15) to the
typical largest eigenvalue of a Wishart matrix given in (3.25). Using the scale of the q
matrix (6.17), σQ ≈ 0.18, and the largest metric eigenvalue fN ≈ 0.013Mpl, (3.25) gives
ξWishartN ≈ 0.49Mpl, while numerically we typically12 find ξDDFGKN ≈ 0.18Mpl. Accord-
ing to (3.26), the field space diameter is obtained by rescaling the largest eigenvalue of
the kinetic matrix by ‖$Q(vˆ)‖, which takes into account the additional P−N = 9 con-
straints. From (3.17) we expect that for random choices of constraints, ‖$Q(vˆ)‖ ≈ 2.5,
while we observe numerically that for the direction vˆ corresponding to the lightest
canonically normalized field, ‖$Q(vˆ)‖ ≈ 6.3. It is encouraging that our large N esti-
mates based on universality and eigenvector delocalization are accurate, in this example,
to within factors of order a few.
Finally, (3.26) gives an analytic estimate for the field space diameter from random
matrix theory of
D =
√
51
2 + log(4)− 2√1 + log(4) pi2 erf−1 (2−1/9) fNσQ ≈ 1.21Mpl . (6.20)
This matches the actual diameter (6.19) rather well.
7 A Unified Theory of Axion Diameters
Our results unify a number of effects identified in prior works, as we will now explain.13
The very special case K = diag(f 2i ), Q = 1 corresponds to the simplest construction
11Note that by using different choices of q, corresponding to different coordinates, the eigenvalues
of the kinetic matrix change. We have observed examples in which ξN ≈ 16Mpl, which might naively
be interpreted as a super-Planckian axion decay constant. However, as the definition of the axions is
ambiguous in this example, this does not correspond to a physically large diameter.
12Note again that the kinetic matrix is basis dependent. We obtained a typical value by evaluating
ξN for a large number of random basis choices.
13For simplicity of presentation we take P = N in this discussion.
28
of N-flation [6] (a version of assisted inflation [31]), for which the field range is given
by the Pythagorean sum ∆Φ = 2pi
√∑
i f
2
i . In the much more general circumstance
where K is not diagonal in the basis where Q = 1, eigenvector delocalization causes the
eigenvector ΨKN with the largest eigenvalue f
2
N to point in an approximately diagonal
direction, leading to the range ∆Φ = 2pi
√
NfN [14]. The result of the present work
is closely parallel to that of [14]: we have seen that when Ξ = (Q−1)>K Q−1 is not
diagonal in the basis where Q = 1, eigenvector delocalization causes the eigenvector
ΨΞN with the largest eigenvalue ξ
2
N to point in an approximately diagonal direction,
leading to the range ∆Φ = 2pi
√
NξN .
To understand the crucial distinction between ξN and fN , it is useful to work
in the concrete case of Calabi-Yau compactifications of type IIB string theory. In
this setting we notice that K can be computed in terms of classical data, namely
the intersection numbers. At this level, the axion field space is RN ; the axions have
vanishing potential, have infinite range, and do not decay. Meaningful statements
about axion decay constants require specifying the nonperturbative effects that break
the continuous shift symmetries to discrete shifts, which are encoded in Q. For this
reason, for any N > 1, a computation of the eigenvalues f 2i of the Ka¨hler metric K
defined by the classical Ka¨hler potential does not determine the physical field range.14
In particular, an upper bound on fN does not provide an upper bound on the possible
axion displacement during inflation, for two reasons. First, ∆Φ/fN is parametrically
large at large N — as large as O(N3/2) — for generic K and Q. Second, even for N = 2,
there is the possibility that the smallest eigenvalue λQ
>Q
1 of Q
>Q is accidentally small
in comparison to its expected size 〈λQ>Q1 〉 in an ensemble of Q matrices with the same
symmetries and with entries of the same r.m.s. size.
The possibility that λQ
>Q
1  〈λQ
>Q
1 〉 is the foundation of the Kim-Nilles-Peloso
(KNP) mechanism of decay constant alignment [5]. The proposal of KNP, described
for N = 2 in [5] and generalized to N > 2 in [18], is to take K = diag(f 2i ) in a
basis where Q is nontrivial, and to take Q>Q to have an accidentally small smallest
eigenvalue. Such an accidental enhancement is plausibly realizable in the landscape
of string vacua, but for N = 2 — and indeed for any N that is not large — this
occurs infrequently [19]. The increased likelihood at large N of large enhancements
from small λQ
>Q
1 /〈λQ
>Q
1 〉 was observed by Higaki and Takahashi in [19] (see also [20]),
and a slightly different perspective on enhancements at large N, also building on [5],
was given by Choi, Kim, and Yun in [18].
Here we have not relied on λQ
>Q
1  〈λQ
>Q
1 〉, but have instead shown that for Q
14The bound on the diameter of axion moduli space obtained for simplicial Ka¨hler cones in [32] uses
only the data of K, taking Q = 1, and does not apply in the general case where Q 6= 1.
29
matrices of the form that arise in actual string compactifications, 〈λQ>Q1 〉 itself is small,
because of eigenvalue repulsion. Thus, the field range computed in this work is the the
generic circumstance, not a fine-tuned possibility.15
A potential obstruction to achieving a super-Planckian displacement in a theory
with an extremely large number of axions is that renormalization of the Planck mass
(cf. [6]) reduces the effective range ∆Φ, measured in renormalized Planck mass units.
General reasoning suggests
(M ren.pl )
2 − (Mbarepl )2 ≡ δM2pl ∼
N
16pi2
Λ2UV , (7.1)
where ΛUV is the ultraviolet cutoff. However, (7.1) is manifestly ultraviolet sensitive,
and a more meaningful approach is to examine the leading correction that arises in
string theory. Compactifying type IIB string theory on a six-manifold X6 with Eu-
ler characteristic χ(X6) and volume V , and including the four-loop σ-model coupling
quartic in ten-dimensional curvature [33, 34], one finds
δM2pl = M
2
pl ×
ζ(3)χ(X6)
8(2pi)3g
3/2
s
(ls)
6
V , (7.2)
where V is the Einstein frame volume of the orientifold, and we are using the conventions
of [1]. If the axions in question arise in the Ka¨hler moduli sector, so that N = h1,1,
the correction (7.2) has the same parametric scaling as (7.1), if h1,1 is taken large
with h2,1 fixed. However, in typical Calabi-Yau compactifications, (7.2) is a modest
correction, δM2pl . M2pl, and does not parametrically alter the field range. In the
example of DDFGK, δM2pl/M
2
pl = 0.008. We conclude that renormalization of the
Planck mass does not present a serious obstacle to achieving super-Planckian axion
diameters in reasonable Calabi-Yau compactifications through our approach, though it
would become problematic at the very large values of N needed in N-flation models [6]
with Q = 1.
15The range we have exhibited is an ‘enhancement’ compared to prior expectations, but it would
be more accurate to say that those prior works that considered only the fi, rather than the ξi,
underestimated the typical diameter of field space.
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Q>Q (P = N) Q>Q (P > N)
K Unit Wishart Wishart
Unit
√
Nf N3/2f Nf
Wishart
√
NfN N
3/2fN NfN
Heavy Tailed fN NfN
√
NfN
Table 1. Parametric scaling of the maximum diameter of the axion fundamental domain for
different choices of metrics K and axion constraints Q. P is the number of constraints, N is
the number of axion fields, and f2N is the largest eigenvalue of K.
8 Conclusions
We have computed the diameter D of the axion fundamental domain in a general field
theory with N axions, with the Lagrangian
L = 1
2
Kij∂θ
i∂θj −
N∑
i=1
Λ4i
[
1− cos (Qijθj)] , (8.1)
where Q is a P × N matrix of integers defining the periodic identifications of the
axions. One key result is the diameter (3.12) along a particular direction, which gives
a deterministic lower bound on the maximal diameter. We evaluated (3.12) in various
regimes using results from random matrix theory, leading to approximate lower bounds
that hold with high confidence at large N . The resulting scalings with N are shown in
Table 1.
We substantiated our general findings by computing the diameter of the axion
fundamental domain in explicit Calabi-Yau compactifications of string theory. We fo-
cused on the vacuum of F-theory constructed in [1], where all moduli are fixed in a
regime where known higher-order corrections are controllably small. The nonperturba-
tive superpotential generated by Euclidean D3-branes and by gaugino condensation on
D7-branes defines a specific 51×60 Q matrix (6.17) for the h1,1 = 51 Ramond-Ramond
axions that complexify the Ka¨hler moduli. For the precise vacuum parameters taken
in [1], where higher order corrections are parametrically controlled, the largest metric
eigenvalue obeys fN ≈ 0.013Mpl. Our random matrix results predict D &Mpl, and by
direct computation we have confirmed that D & 1.1Mpl.
Let us close by discussing the potential implications of our results. There are a
number of arguments against the possibility of arbitrarily large displacements ∆Φ of
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scalar fields in effective theories that admit completions in quantum gravity.16 How-
ever, it has proved difficult to sharpen general quantum gravity arguments to place
accurate limits ∆Φ < Mpl, as contrasted with ∆Φ < ∞: the maximal ∆Φ in a given
theory depends on the details of the ultraviolet completion, and existing general ar-
guments are not precise enough to capture factors of order pi. Moreover, there are
mechanisms implying the plausible existence of counterexamples — constructions of
large-field inflation in string theory — based on effects such as decay constant align-
ment [5], N-flation [6], or monodromy [16, 17]. These proposals have not yet led to
universally acknowledged existence proofs of large-field inflation in string theory, be-
cause of the difficulty of embedding these mechanisms into explicit and parametrically
controlled compactifications with stabilized moduli.
Our findings present a way forward: they provide a framework for exhibiting super-
Planckian axion displacements in well-understood vacua of string theory, without fine-
tuning of parameters, and without working at extremely large N & 103. By unifying the
decay constant alignment effect of KNP [5] with the eigenvector delocalization described
in [14], and arguing that both effects are generically present, we have shown that the
diameter of axion field space is parametrically larger in N  1 than was anticipated
in the context of N-flation [6, 14]. Our results hold in a broad class of theories in
which Q is a somewhat sparse matrix, and we argued that many flux compactifications
on Calabi-Yau orientifolds fall into this category. While our field theoretic arguments
apply for any N  1, in this work the largest number of axions we have examined
in an explicit vacuum of string theory is N = h1,1 = 51, in the case of the DDFGK
compactification of F-theory [1]. Because D ≈ Mpl in this example, we anticipate
that displacements suitable for large-field inflation, ∆Φ & 10Mpl, could be achieved
in a compactification with similar structures but with h1,1 of order a few hundred,
comfortably inside the range of known Calabi-Yau threefolds. Exhibiting an example
of this sort is an important problem for the future.
We have argued that in a theory consisting solely of N axions, inflationary evo-
lution can rather naturally proceed along the super-Planckian diameters that we have
identified. However, in compactifications with spontaneously broken supersymmetry,
including the example of [1], the couplings of saxions to axions may lead to instabilities
that preclude inflation. This is a general difficulty: even in vacua of string theory that
admit super-Planckian axion displacements, the uncontrolled evolution of moduli fields
presents a challenge for any candidate construction of large-field inflation. The theo-
ries we have described here are a promising arena for grappling with this fundamental
problem.
16See e.g. [3, 35], as well as the recent review [2].
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A Results from RMT
In the study of theories with N  1 scalar fields, relevant matrix quantities such as the
metric on field space and the Hessian matrix approach a universal limit that is governed
by random matrix theory. This emergent behavior is a powerful tool for studying
random supergravity theories [29, 36, 37]. In this section we review a few results from
random matrix theory that are needed in this work. A more comprehensive review of
random matrix theory and its application in physics can be found in [38–40].
A.1 Classical ensembles
Random matrix ensembles can be classified by their symmetry properties. Two classes
of physical relevance are the Hermite (Wigner) and Laguerre (Wishart) β-ensembles.
Consider a random N × N matrix A with entries that are independent, identically
distributed (i.i.d.) random numbers of variance σ2. The ensemble of Wigner matrices
with β = 1, 2 are defined by
MH = A + A
† , (A.1)
while the Wishart ensemble is defined in terms of an M ×N matrix A
ML = A ·A† , (A.2)
where β = 1 corresponds to real entries in A, while β = 2 corresponds to complex
entries. These are rotationally invariant ensembles of random matrices. In the large
N limit, the precise probability distribution for the entries of A loses relevance (as
long as its variance is sufficiently bounded), and a universal limit is approached. In
this limit, the symmetry properties of the ensemble define statistical observables such
as the eigenvalue and eigenvector distributions. Table 2 lists some properties of the
Wigner and Wishart ensembles in large N limit [38].
Note in particular that the joint eigenvalue distribution of both the Wigner and the
Wishart ensemble can be interpreted as the probability distributions of a classical, one-
dimensional gas at finite temperature 1/β with Coulomb interactions. The probability
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β Invariance Joint eigenvalue distribution
Hermite
GOE Wigner 1 M→ QMQ
GUE Wigner 2 M→ U†MU
Laguerre
Real Wishart 1 M→ QMQ
Complex Wishart 2 M→ U†MU
Table 2. Caption
Consider a random N × N matrix A with entries that are independent, identically
distributed (i.i.d.) random numbers of variance σ2. The ensemble of Wigner matrices
with β = 1, 2 are defined by
MH = A+ A
† , (A.1)
while the Wishart ensemble is defined in terms of an M ×N matrix A
ML = A · A† , (A.2)
where β = 1 corresponds to real entries, while β = 2 corresponds to complex entries in
A. These are rotationally invariant ensembles of random matrices that we will make
extensive use of. In particular, in the large N limit, the details of the probability
distribution by which the entries of A are distributed lose relevance (as long as its
variance is sufficiently bounded) and a universal limit is approached. In this limit,
the symmetry properties of the ensemble define the statistical observables such as the
eigenvalue and eigenvector distribution. Table B lists some properties of the Wigner
and Wishart ensembles in large N limit [? ].
Note in particular that the joint eigenvalue distribution of both the Wigner and the
Wishart ensemble can be interpreted as the probability distribution of a classical, one-
dimensional gas at finite temperature 1/β with Coulomb interactions. The probability
is given by ρ(λi) = e
βH . In the large N limit, the eigenvalue spectrum of the Wigner
ensemble approaches the famous Wigner semicircle law
ρ(λ) =
1
2piNσ2
√
4Nσ2 − λ2 , (A.3)
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∑
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GUE Wigner 2 M → U †MU
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Complex Wishart 2 M → U †MU ξ =M −N + 1− 2/β
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distribution by which the entries of A are distributed lose relevance (as long as its
variance is sufficiently bounded) and a universal limit is approached. In this limit,
the symmetry properties of the ensemble define the statistical observables such as the
eigenvalue and eigenvector distribution. Table B lists some properties of the Wigner
and Wishart ensembl s in large N limit [17].
Note in particular that the joint eigenvalue distribution of both the Wigner and the
Wishart ensemble can be interpreted as the probability distribution of a classical, one-
dimensional gas at finite temperature 1/β with Coulomb interactions. The probability
is given by ρ(λi) = e
βH . In the large N limit, the eigenvalue spectrum of the Wigner
ensemble approaches the famous Wigner semicircle law
ρ(λ) =
1
2piNσ2
√
4Nσ2 − λ2 , (A.3)
while the eigenvalue spectrum of the square Wishart ensemble is given by
ρ(λ) =
1
2piNσ2λ
√
(4Nσ2 − λ)λ . (A.4)
The typical scale of the largest eigenvalue in the large N limit is given by λWisN = 4σ
2N .
By interpreting the random matrix ensembles as an interacting gas at finite temperature
with repulsive Coulomb interactions, it is immediately clear that fluctuations of all
Wishart eigenvalues towards large values are extremely rare. Due to the repulsive
interactions, a fluctuation of the smallest eigenvalue to scales of the typical eigenvalue
Nσ2, corresponds to a configuration with free energy H ∼ N2/2 and therefore is super-
exponentially suppressed e−N
2
. The precise probability density function for the smallest
eigenvalue is known analytically in terms of Hypergeometric functions and for β = 1,
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Table 2. Summary of Hermite and Laguerre random matrix ensembles [38]. The matrix Q
represents an orthogonal transformation, while U represents a unitary transformation. In the
joint eigenv lue distribution, the constant ξ s given by ξ = M −N + 1− 2/β.
is given by ρ(λi) = e
βH . In the large N limit, the eigenvalue spectrum of the Wigner
ensemble is given by the Wigner semicircle law,
ρ(λ) =
1
2piNσ2
√
4Nσ2 − λ2 , (A.3)
while the eigenvalue spectru of the square Wishart ensemble is given by
ρ(λ) =
1
2piNσ2λ
√
(4Nσ2 − λ)λ . (A.4)
The typical scale of the largest eigenvalue in the large N limit is given by λWisN =
4σ2N . By interpreting the random matrix ensembles in terms of an interacting gas
at finit emperature with repulsive Coulomb inter c io , it is immediately clear that
fluctuations of all Wishart eigenvalues towards large values are extremely rare. Due to
the repulsive interactions, a fluctuation of the smallest eigenvalue to scales of order the
typical eigenvalue, Nσ2, corresponds to a configuration with free energy H ∼ N2/2,
and is therefore super-exponentially suppressed, with probability ∼ e−N2 . The precise
probability density function for the smallest eigenvalue is known analytically in terms
of hypergeometric functions; for β = 1 and N  1 one finds [41, 42]
ρλmin(λ) =
1
2σ2
(√
Nσ2
λ
+N
)
exp
(
−
√
Nλ
σ2
− Nλ
2σ2
)
. (A.5)
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It follows that the median size of the smallest eigenvalue is λ˜min = Cσ
2/N , where
C = 2 + log(4)− 2
√
1 + log(4) ≈ 0.30 . (A.6)
Using (A.5) we immediately have the probability distribution of the inverse of the
smallest eigenvalue:17
ρ(λ)Wis1/min =
1
2(λσ2)3/2
(√
N +
N√
λσ2
)
exp
(
−
√
N
σ2λ
− N
2σ2λ
)
. (A.7)
This scales as 1/λ3/2 for large λ, so the distribution is heavy-tailed. On the other
hand, a fluctuation to small inverse eigenvalues is heavily suppressed. Therefore, the
smallest eigenvalue can easily be much smaller than its typical value, but not much
larger. (In the context of our analysis of the diameters of axion fundamental domains,
this fact about the smallest eigenvalue of a Wishart matrix implies that the diameter
can significantly exceed the lower bounds derived in this work.)
Another useful property follows from the rotational symmetries inherent to the
Wigner and Wishart ensembles: eigenvector delocalization (cf. [24]). Given a collection
of matrices drawn from the Wishart ensemble, the eigenvectors are with high proba-
bility uniformly distributed on the sphere SN−1. As a result, the entries of normalized
eigenvectors are are normally distributed with vanishing mean and variance 1/N . The
median size of the the largest-magnitude entry of a delocalized eigenvector immediately
evaluates to
Max({|ψi|}) =
√
2 erf−1(2−1/N)√
N
≡ `N√
N
, (A.8)
Thus, up to logarithmic corrections, which we capture in the factor `N , the largest
entry of the eigenvector is given by 1/
√
N [43].
This result also holds for the inverse of a rotationally symmetric matrix, because
the eigenvectors of a diagonalizable matrix are unaffected by taking the inverse. Fur-
thermore, one can verify numerically that matrices of the form
A = B>CB (A.9)
obey eigenvector delocalization, as long as the matrices B>B form a rotationally in-
variant ensemble, independent of the properties of C. We will encounter potentially
non-rotationally invariant matrices C, appearing in the form (A.9), where eigenvector
17The probability distribution of the inverse of a random variable with distribution ρ(λ) is given by
ρ−1(µ) = 1/µ2ρ(1/µ).
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delocalization of A still holds.
A.2 Approach to universality
It is important to address the conditions under which random matrices approach the
universal regime. In particular, the classical random matrix ensembles are defined
in terms of non-heavy tailed entries, i.e. the cumulative distribution function of the
entries decays at least exponentially. However, there are more general matrices that
still approach universality.
Let us consider the example of a N × N unit matrix that is perturbed by a ma-
trix δQ, where δQ is a random matrix with real i.i.d. elements with the Gaussian
distribution N (0, σδQ):
Q = 1 + δQ . (A.10)
The matrix Q>Q is given by
Q>Q = 1 + (δQσδQ + δQ
>
σδQ
) + δQ>σδQδQσδQ , (A.11)
in which the first term has eigenvalues of order 1, the second term is a Wigner matrix
with eigenvalues of order
√
8Nσ2δQ, and the third term, which is a Wishart matrix,
has eigenvalues of order 4σ2δQN . The matrix Q
>Q is well approximated by a Wishart
matrix for σδQ & 1/(2
√
N). While this parametric scaling is confirmed by numerical
studies, we observe that the smallest eigenvalue actually approaches the Wishart result
for σδQ &
√
2/
√
N .
Let us consider the example of Q = 1 + δQ, where δQ consists of a matrix with
NδQ random entries equal to one, with all other entries vanishing. The quadratic norm
of the entries of δQ evaluates to (for NδQ  N2)
σ2δQ = NδQ/N
2 . (A.12)
As we noted above, the matrix Q>Q approaches universality for σ2δQ & 2N , which
is satisfied for
NδQ & 2N . (A.13)
Therefore, we have a lower limit for σδQ (assuming only unit entries of Q),
σδQ &
√
2
N
, (A.14)
which corresponds to NδQ = 2N . Thus, the universal regime is approached by perturb-
ing a unit N ×N matrix by 2N random elements.
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x0 x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 p
−1 0 0 1 0 −2 0 1 0 0 1 0
0 0 0 0 −1 0 0 1 1 −1 0 0
0 0 0 0 0 1 1 0 0 0 −2 0
0 0 0 0 1 0 −1 0 0 0 1 1
0 0 1 0 0 0 0 0 −2 1 0 0
0 1 0 −1 0 2 0 1 0 −1 0 2
0 1 0 0 −1 0 1 0 0 0 0 0
Table 3. Charges for VA.
B Q in Calabi-Yau Hypersurfaces in Toric Varieties
In this appendix we briefly explore the form of q in two examples of Calabi-Yau hy-
persurfaces in toric varieties. We will simply demonstrate the nontriviality of certain
q, and not concern ourselves with explicit orientifold involutions, etc. All reflexive
polytopes in four dimensions are available in the Kreuzer-Skarke database [44]. Tri-
angulation of the corresponding polytope yields a simplicial toric variety with at most
pointlike singularities [45], which are missed by a generic Calabi-Yau hypersurface. We
use the algorithm presented in the appendix of [26] to triangulate the polytopes and
define the toric variety. For each ray vi in the fan that defines the toric variety there is a
corresponding homogeneous coordinate x0, the vanishing of which defines a divisor Di.
The Di are called the toric divisors, and define irreducible hypersurfaces in the toric
variety. In the following we will refer to both the divisor and its cohomological dual as
Di. A subset of the Di form a basis for H
1,1(X3,Z). To see which linear combinations of
Di contribute to the nonperturbative superpotential we need to compute certain Hodge
numbers of the toric divisors. This can be done using the program cohomCalg [46],
an implementation of the algorithm suggested and proved in [47–49], which uses the
Koszul sequence to calculate line bundle topology in toric varieties. We then calculate
the leading order contributions to the nonperturbative superpotential, which defines
the q matrix. As a first example, we consider the Calabi-Yau hypersurface in the toric
variety given in Table B, which we denote by VA.
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The Stanley-Reisner ideal is given by
SR = {x1x6, x1x10x3x8, x0x9x2x9, x2x7, x7x8, x0x2, x0x8, x4x5, x5x6, x10x4,
x1x5x6, x3x4x9, x3x6x9, x3x9x10, x3x4x7, x3x6x7, x3x7x10, x0x1x5} . (B.1)
This toric variety defines a Calabi-Yau hypersurface with h1,1 = 7. We take Di =
{D10, D9, D8, D7, D6, D5, D4} as a basis for divisors. The divisors {D10, D9, D6, D5, D4}
are rigid toric divisors. Moreover, the combinations D9 + D7, D9 + D8 are rigid. The
q matrix is then given by
q =
D10 D9 D8 D7 D6 D5 D4

W1 1 0 0 0 0 0 0
W2 0 1 0 0 0 0 0
W3 0 1 1 0 0 0 0
W4 0 1 0 1 0 0 1
W5 0 0 0 0 1 0 0
W6 0 0 0 0 0 1 0
W7 0 0 0 0 0 0 1
.
Here each Wi, i = 1 . . . 7, denotes the ith contribution to the nonperturbative su-
perpotential. We have kept only the leading contributions to the nonperturbative
superpotential, neglecting higher-order terms, e.g. from the rigid cycle D10 +D9.
The Ka¨hler cone conditions present a difficulty in this example. If we demand that
each of the holomorphic curves, given by generators of the Mori cone, has area of at
least 1, then the four-cycles that appear in the superpotential are forced to become
very large. As a result, the nonperturbative superpotential — and correspondingly,
the scalar potential — become extremely small in Planck units, precluding moduli
stabilization near the GUT scale. For the purpose of constructing models of large-
field inflation, one would like to find Calabi-Yau manifolds with “mild” topology, by
which we mean that the divisor volumes do not grow rapidly with the curve areas. The
DDFGK compactification described in §6 is one such example, but it would be valuable
to characterize this issue more generally.
As a second example, we consider the Calabi-Yau hypersurface in the toric variety
in Table B, denoted VB. The Stanley-Reisner ideal is given by
SR = {x4x8, x6x8, x8x9, x10x8, x2x6, x2x9, x0x3, x3x6, x10x3, x5x7, x0x9,
x10x9, x1x4, x0x6, x1x2x3, x1x2x5, x0x4x5, x1x10x2, x10x2x7, x0x7x8} . (B.2)
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x0 x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 p
−1 0 1 0 −1 0 0 1 0 0 1 1
−1 1 1 0 0 3 0 0 −1 0 0 3
0 0 −1 −1 1 0 0 0 1 0 0 0
0 0 0 0 0 0 −2 0 0 1 1 0
0 0 0 1 0 −1 1 0 0 −1 0 0
0 0 1 −1 −1 0 0 0 0 1 0 0
0 1 1 1 0 0 0 −2 −1 0 0 0
Table 4. Charges for VB.
This toric variety defines a Calabi-Yau hypersurface with h1,1 = 7. We take Di =
{D10, D9, D8, D7, D6, D5, D4} as a basis for divisors. The divisors {D10, D9, D8, D5, D4}
are rigid toric divisors, while {D7, D6} are exact Wilson divisors with h0,1 = 1. More-
over, the combinations D6 + D9, D4 + D7, and D10 + D6 are rigid. The q matrix is
then given by
q =
D10 D9 D8 D7 D6 D5 D4

W1 1 0 0 0 0 0 0
W2 0 1 0 0 0 0 0
W3 0 0 1 0 0 0 0
W4 0 0 0 1 0 0 1
W5 0 1 0 0 1 0 0
W6 0 0 0 0 0 1 0
W7 0 0 0 0 0 0 1
W8 1 0 0 0 1 0 0
.
Again each Wi, i = 1 . . . 8, denotes the ith contribution to the nonperturbative
superpotential. Note that at leading order there are eight contribution to W for seven
divisors.
To build a vacuum of string theory in which inflation can occur, one must take into
account many more details, such as a consistent orientifold with tadpole cancellation
and moduli stabilization. Here we have simply demonstrated the nontriviality of q at
moderate h1,1. A statistical study of the form of q at moderate to large h1,1 would be
an interesting direction for the future.
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