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Речей,  керуванні  космічними  кораблями,  військовою  технікою  та  багатьма 
іншими різними сферами застосування в сучасних технологіях. У цих систе-






ся  дослідження  об’єктів,  аналіз  впливу  збурень,  що  діють  на  об’єкт,  визна-
чення  оптимального  закону  керування,  пошук  або  обчислення  оптимальної 












Об'єктом дослідження  є  нейромережеві  системи  керування  динаміч-
ними об'єктами.  
Предметом дослідження є методи та технології автоматизованого про-
єктування  інтелектуалізованих  апаратних  засобів  нейромережевих  систем 
керування динамічними об'єктами. 
Метою дисертаційної роботи  є  підвищення  ефективності  нейромере-
жевих  систем  керування  за  рахунок  створення  швидкодіючих  компонентів, 




















Проведено  аналіз  сучасного  стану  програмних,  апаратних  і  апаратно-
програмних засобів реалізації ШНМ. В результаті проведеного аналізу вста-
новлено,  що  засоби  реалізації  нейромережевих  систем  керування  повинні 
орієнтуватися на широке застосування в промислових умовах, бути універса-
льними і гнучкими, функціонувати та навчатися в реальному часі, бути прос-




розроблено  алгоритми  апаратної  реалізації  штучного  нейрона  з  сигмоїдаль-
ною фукцією активації та нейрона прихованого шару RBF-мережі з функцією 
активації  Гауса.  Проведено  дослідження  реалізованих  штучних  нейронів  та 
ШНМ. Показано, що за рахунок розробленого методу та алгоритмів забезпе-




подальшої  реалізації.  Розроблено  метод  проєктування  апаратних  компонен-
тів,  таких  як  пряма  та  інверсна  модель  об'єкта  керування,  нейромережевих 
систем керування, які є базовими для структурного синтезу систем керуван-
ня,  для  обчислення  векторів  стану  об'єкта  і  формування  функції  керування 
ним. Розроблено метод оптимізації вагових коефіцієнтів ШНМ за допомогою 






зворотнім  зв'язком;  адаптивну  систему  керування  із  прямою  та  інверсною 
моделями об'єкта керування; адаптивну нейромережеву систему керування з 











The  dissertation  on  competition  of  a  scientific  degree  of  the  candidate  of 
technical  sciences  on  a  specialty  05.13.05  –  Сomputer  systems  and  components. 
The  work  was  performed  at  the  Department  of  Automation  and  Control  in 
Technical Systems of the National Technical University of Ukraine "Igor Sikorsky 
Kyiv Polytechnic Institute". The dissertation will be held at the specialized scien-
tific  council  D 26.002.02  of  the  National  Technical  University  of  Ukraine  «Igor 
Sikorsky Kyiv Polytechnic Institute», Kyiv, 2021. 
The  dissertation  is  devoted  to  solving  the  problem  of  increasing  the 
efficiency  of  the  components  of  neural  network  control  systems,  which  allow  to 
synthesize  neural  network  control  systems  that  function  and  adapt  in  real  time 
taking into account the specifics of control tasks. 
ANN  can  be  used  in  facilities  such  as  robotics,  unmanned  aerial  vehicle 
control,  vehicle  control,  pattern  recognition,  analysis  and  decision  making  in  the 
Internet  of  Things,  spacecraft  control,  military  equipment  and  many  other 
applications of modern technologies. In these systems, neural networks can be used 
to identify objects, predict the state of objects, recognize, cluster, classify, analyze 
large amounts of data  coming at  high speed  from a  large  number of devices and 
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sensors,  and  more.  ANN  can  be  used  to  build  control  and  correction  devices, 
reference,  adaptive,  nominal  and  inverse-dynamic  models  of  objects,  based  on 
which  the  study  of  objects,  analysis  of  the  impact  of  perturbations  acting  on  the 
object,  determining  the  optimal  control  law,  search  or  calculation  of  the  optimal 
program to change  the control effect when changing the values of  the parameters 
of the object and the characteristics of the input data. 
Dynamic expansion  of embedded  systems  that  require  the  use of  hardware 
with  ANN,  to  increase  the  efficiency  of  their  work,  determine  the  increased 
requirements  for  these  hardware,  their  speed,  accuracy  and  use  of  computing 
resources. 
Thus,  the  scientific  and  technical  task  of  increasing  the  efficiency  of 
hardware  implementation  of  neural  network  components  of  control  systems  for 
dynamic  objects,  providing  adaptation  and  self-tuning  of  control  systems  in  real 
time is relevant. 
The object of the research  is  neural  network  control  systems  for  dynamic 
objects. 
The subject of research is methods and technologies of automated design of 
intellectualized hardware of neural network control systems of dynamic objects. 
The purpose of the dissertation  is  to  increase  the  efficiency  of  neural 
network  control  systems  by  creating  high-speed  components  that  allow  you  to 
implement  the  functions  of  identification,  adaptation  and  control  of  dynamic 
objects in real time. 
The results of the research are presented in four sections of the dissertation. 
Section  1  analyzes  the  areas  of  application  of  ANN  hardware,  the  main 
structures  of  neural  network  control  systems  for  dynamic  objects.  Based  on  the 












neural  network  components  of  the  CS  is  the  most  optimal  for  hardware 
implementation. 
The  analysis  of  the  current  state  of  software,  hardware  and  hardware-
software means of realization of ANN is carried out. As a result of the analysis it 
was  established  that  the  means  of  implementation  of  neural  network  control 
systems should be focused on widespread use in industrial conditions, be universal 
and  flexible,  function  and  learn  in  real  time,  be  simple  and  cheap,  so  the  most 
promising  tools  can  be  considered  FPGA.  The  review  of  the  main  works  on 
realization of ANN by means of FPGA is carried out. 
Section 2 proposes a method for designing nonlinear activation functions of 





optimization  of  the  used  resource  is  provided,  the  speed  of  calculations  of 
hardware  units  with  ANN  and  their  accuracy  in  comparison  with  analogues 
increases. 
Section 3 develops  technology  for construction,  research and evaluation of 
neural  network  models  of  multidimensional  control  objects  for  their  further 
implementation. A method of designing hardware components, such as direct and 
inverse  model of control object, neural  network control  systems, which are basic 
for structural synthesis of control systems, for calculation of state vectors of object 
and  formation  of  control  function  is  developed.  The  method  of  optimization  of 
ANN weighting  factors by  means of genetic algorithm at  realization on FPGA  is 
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developed  that  allows  to  increase  considerably  speed  of  adaptation  of  direct  and 
inverse model of control object. 
In  the  fourth  section  implemented  and  researched  on  the  basis  of  the 
developed  components:  control  systems  without  feedback;  feedback  control 
systems;  adaptive  control  system  with  direct  and  inverse  models  of  the  control 
object; adaptive neural network control system with a reference model; a model of 
the operating  neurocontroller of  the  stabilization  system  of a  moving object on a 
limited plane is developed. 
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нтезу  систем  керування  в  умовах  невизначеності  є  на  даний  час  однією  з 
центральних  в  сучасній  теорії  автоматичного  керування.  Складність  вирі-
шення  цієї  проблеми  обумовлена  складністью  самого  об’єкта  керування, 
структурними, параметричними та інформаційними невизначеностями в опи-





Нейромережеві  системи  керування  є  високотехнологічним  напрямком 
теорії керування та відносяться до класу нелінійних динамічних систем. Ви-
сока швидкодія за рахунок розпаралелювання вхідної інформації в поєднанні 
зі  здатністю  до  навчання  нейронних  мереж  робить  цю  технологію  вельми 
привабливою  для  створення  пристроїв  керування  в  автоматичних  системах. 
Нейронні мережі можуть бути використані для побудови регулюючих та ко-
ректуючих  пристроїв,  еталонних,  адаптивних,  номінальних  та  інверсно-










заданий  принцип  функціонування  дозволяє  створювати  системи  автоматич-
ного керування, оптимальні по швидкодії, енергоспоживанню та ін. Природ-













ефективність  програм  з  ШНМ  в  порівнянні  з  архітектурою  Фон  Неймана. 













лення  процедури  навчання  та  функціонування  внутрішніх  елементів  нейро-
мережі. Такі можливості з'являються при реалізації ШНМ на програмованих 
інтегральних логічних схемах(FPGA).  
Таким  чином  є  актуальна  науково-технічна  задача  реалізації  нейроме-
режевих компонентів систем керування динамічними об'єктами, що забезпе-
чують  адаптацію  та  самоналагодження  систем  керування  в  реальному  часі. 
Для досягнення цього необхідна розробка нових методів та алгоритмів реалі-
зації апаратних компонентів нейромережевих систем керування. 
Зв’язок роботи з науковими програмами, планами, темами. Дослі-
дження,  представлені  у  дисертації,  проводились  в  рамках  держбюджетних 
науково-дослідних  робіт  Національного  технічного  університету  України 
«Київський  політехнічний  інститут  імені  Ігоря  Сікорського»:  «Розробка  ме-
тодів та засобів проектування і реалізації оптимального та енергозберігаючо-
го керування в багатооб'єктних розподілених технічних комплексах»  (номер 
державної  реєстрації  0110U002196);  «Розробка  методів  і  засобів  апаратно-
програмної  реалізації  нейроконтролерів  на  основі  програмованих  логічних 
інтегральних схем для побудови  інтелектуальних систем керування»  (номер 
державної реєстрації 0113U000223); «Платформа розроблення, експлуатації  і 
розвитку  критичних  ІТ-інфраструктур  для  роботи  з  великими  даними»  (но-
мер державної реєстрації 0116U003801); «Розробка та впровадження системи 
керування  ІТ-інфраструктурою  з  консолідованими  інформаційно-
обчислювальними  ресурсами»  (номер  державної  реєстрації  0115U000322); 






























тування  інтелектуалізованих  апаратних  засобів  нейромережевих  систем  ке-
рування динамічними об'єктами.   
Методи дослідження. Методологічну  основу  дослідження  становлять 
фундаментальні положення сучасної теорії автоматичного керування, наукові 
дослідження  вітчизняних  і  зарубіжних  вчених  у сфері  нейромережевих сис-
тем  керування.  Аналіз  паралельних  процесів  та  похибки  обчислень  прово-














ромережевих  систем,  таких  як  пряма  та  інверсна  модель  об'єкта  керування, 















Практичне значення отриманих результатів. Отримані  в  дисерта-
ційній роботі результати можуть бути використані для проєктування контро-
















–  реалізовано  макет  нейроконтроллера  для  системи  стабілізації  рухо-
мого об'єкта на обмеженій площині та проведено його дослідження, які підт-
вердили високу ефективність роботи; 





тету  України  «Київський  політехнічний  інститут  імені  Ігоря  Сікорського», 
починаючи  з  2013-2014  навчального  року  в матеріалах  лекцій  з  навчальних 













дження;  [6,  11,  19,  25]  –  метод  та  алгоритми  апаратної  реалізації  штучних 





допомогою  нейронних  мереж;  [13,  34]  –  нейромережева  модель  технології 





Апробація результатів дисертації. Основні  положення  та  результати 
проведених у дисертаційній роботі досліджень доповідались та обговорюва-
лись  на  21  міжнародній  та  всеукраїнській  науково-технічній  конференції: 
Ювілейна міжнародна науково-практична конференція «Розподілені комп'ю-
терні  системи»  (Київ,  НТУУ  «КПІ»,  2010 р.);  X-та  міжнародна  науково-
практична конференція «Контроль та керування складними системами» (Він-
ниця,  ВНТУ,  2010р.,  2012  р.);  73  міжнародна  конференція  «Вагони  нового 
покоління:  із  XX  в  XXI  сторіччя»  (Харків,  2011);  Міжнародна  конференція 
«Системний  аналіз  та  інформаційні  технології»  (Київ,  НТУУ  «КПІ»,  2011, 
2012,  2013);  Міжнародна  конференція  «Обчислювальний  інтелект  –  2011» 
(Черкаси,  ЧДТУ,  2011р.);  Міжнародна  конференція  з  автоматичного  керу-
вання «АВТОМАТИКА/ AUTOMATIСS – 2011» (Львів, НУ «Львівська полі-
техніка»,  2011);  XІII  та  XIV  міжнародній  науковій  конференціях  імені  Т.А. 
Таран «Інтелектуальний аналіз інформації» (Київ, НТУУ «КПІ», 2013, 2014); 









nia, 2017; The  First  International Conference  on Computer Science,  Engineering 
and Education Applications (ICCSEEA2018) 18-20 January 2018, Kiev, Ukraine; 
Одинадцята  міжнародна  науково-практична  конференція  з  програмування 
УкрПРОГ’2018, Україна, Київ, 22-24 травня 2018 р.; The Second International 
Conference  on  Computer  Science,  Engineering  and  Education  Applications 
(ICCSEEA2019)  26-27  January  2019,  Kiev,  Ukraine;  2020  IEEE  7th 














ділів,  висновків,  списку  літературних  джерел,  додатків.  Робота  містить  131 




РОЗДІЛ 1. АНАЛІЗ МЕТОДІВ ТА ЗАСОБІВ ПОБУДОВИ 
НЕЙРОМЕРЕЖЕВИХ СИСТЕМ КЕРУВАННЯ ДИНАМІЧНИМИ 
ОБ'ЄКТАМИ 
 
















альні  рівняння  або  щільності  ймовірностей  випадкових  зовнішніх  впливів. 
Об'єкт – це чорний ящик, що піддається невідомим випадковим впливам, до-
ступні лише його входи і виходи.  





 ,)(),( ttP yu            (1.1) 
29 
 
яка зв'язує вектор вхідних впливів  )(tu  з вектором вихідних сигналів  )(ty .  





Змінні  Tp tututut ))(),...,(),(()( 21u , 
T
n txtxtxt ))(),...,(),(()( 21x ,  і 
T
m tytytyt ))(),...,(),(()( 21y  є векторами. Тут  )(tu  і  )(ty  – вектори входу і ви-
ходу системи, відповідно,  )(tx  – змінна стану системи, p – розмірність вхід-
ного простору, m – розмірність вхідного простору, а n – порядок системи. 














        (1.2) 
Тут вектори функцій   1 2, , , nf f f    і   1 2, , , mF f f f   – статичні не-
лінійні  перетворення.  ,: npn    .: mnF    Вектор  )(tx   описує 
стан системи в момент часу t. Він визначається станом системи в початковий 
момент  t0<t  і  виходом  )(tu ,  визначеному  на  інтервалі  [t0,  t).  Вихід  системи 
)(ty  повністю визначається станом системи  )(tx  в момент t. 
Іншим підходом є дискретний опис динамічної системи. При розбитті за 



















лювання,  що  забезпечує  задану  поведінку  об'єкта.  Для  вирішення  цього  за-
вдання на додаток до основного контуру в систему керування вводиться кон-
тур адаптації [3, 4]. 










достатньо  для  визначення  поточного  режиму  функціонування  об’єкта.  При 
широкому класі можливих структур об'єкта важко сподіватися на вибір єди-




















ними  динамічними  характеристиками  [4].  Завдання  алгоритму  адаптації  по-






При  прямому  адаптивному  управлінні  [4]  контури  адаптації  працюють 
по замкнутому циклу. Це дозволяє парирувати зміни параметрів об'єкта і ре-
гулятора в процесі функціонування. Проте кожен контур самонастроювання 




те всі помилки  ідентифікації,  відхилення параметрів об'єкта  і регулятора  іс-
тотно впливають на точність керування. 










































Пряму модель ОК по вимірах вхідних  )(ku  та вихідних  )(ky даних мож-
на отримати по схемі (рисунок 1.3а), відомій в теорії ідентифікації, як схема з 
налагоджуваною моделлю  [23,  24,  34].  Вона  реалізується  в  даному  випадку 
рекурентною штучною мережею, що навчається на основі помилки  )(ˆ te : 
1 1 ( )( 1) ( , ,..., ; , , ; ).m n lk k k k k k iy k u z u z u y z y z y
     F w
   
 




ального  ОК, який  в загальному  випадку може бути представлений парамет-
рично недовизначеним нелінійним диференціальним рівнянням 
)]1(),...,();1(),...,1(),([)1(  mkukunkykykyfky ,   (1.4) 
є налаштовані значення вагових коефіцієнтів  )( l




німізації  помилки  ( ) ( ) ( )e t y t y t 
 
 або  мінімуму  деякого  функціонала 

















а)            б) 
Рис. 1.3 – Схеми ідентифікації об’єкта керування (а) та прямої моделі об'єкта 
керування (б) у вигляді ШНМ 
Засновані  на  ШНМ  ідентифікаційні  моделі  називаються  нейроемулято-
рами  (НЕ).  У  загальному  вигляді  вони  описуються  нелінійним  рівнянням 
(1.4). 
Для одержання прямої моделі в заданому класі функцій u(t) U не пот-
рібно  повної  апріорної  інформації  про  структуру  зв'язків й  їхніх  операторів 
для  ОК,  окрім  інформації  про  стійкість  та  обмеженість  всіх  траєкторій  y(t) 





В  схемі  узагальненого  інверсного  навчання,  Рис.  1.4а,  в  якості  вхідних 
даних використається  тестовий сигнал u*(t).  Це може бути, наприклад,  зна-















в  завданні  інверсного  моделювання  ОК  за  допомогою  нейромережі  і  його 
форма відповідає класу відтворених у завданні керування функцій. 
На  відміну  від  узагальненої  схеми  в  спеціалізованій  використовується 
помилка між заданою функцією r(t) і виходом y(t), мережа налагоджується за 
динамічним  алгоритмом  навчання.  Якщо  нейромережа  навчена  і  помилка 

























або  в  реальному  часі.  В  режимі  попереднього  навчання  НК  навчається  по 
схемі попереднього інверсного навчання, схема якого показана на Рис. 1.4а. 
В  схему  СК  без  зворотного  зв'язку  може  бути  додана  нейромережа-
емулятор (НЕ), яка буде виконувати роль моделі об'єкта для імітаційного мо-





















сягнення  завдання  (1.4)  необхідно  реалізовувати  шляхом  побудови  (адапта-
ції) закону керування, що забезпечує задане (звичайно екстремальне) значен-
ня деякого функціонала якості I(y(t)) 
exttyItu  ))(()( .        (1.5) 



















–  НЕ.  В  АН  ШНМ1  використовуються  поточні  виміри  відтвореної  функції 
g(t) і виходу прямої моделі ОК  )(ˆ ty . Пряма модель виконується також у ви-









 при  0t , так що  )()( tt yy 

. При налагоджені ШНМ1 




  при  t .  Отже, 
y(t) g(t) і  )()( tt gy 

. Якщо А – оператор об'єкта, Ас – оператор адаптивно-
го  контролера  ШНМ1  і  Ам –  оператор  моделі,  реалізованої  ШНМ2,  то  лан-
цюжок граничних переходів при навчанні мереж:  )()()( ttt gyy 

 при t 









НК  використовується  для  формування  необхідного  сигналу  керування  при 
заданому  вихідному  стані  об'єкта  (якщо  НК  описує  зворотну  динаміку  ОК 
[34]), а НЕ – для оцінки значень недоступних безпосередньому виміру пара-
метрів об'єкта [34]. Ці дані використовуються потім для навчання НК. 
Системи  керування  з  ШНМ  класифікуються  як  адаптивні  системи  [8, 
34]. Вони також розділяються на замкнуті й розімкнуті адаптивні СК. Під за-
мкнутістю  СК  розуміється  пряме  використання  вхідних  і  вихідних  сигналів 
об'єкта для адаптації керування, без проміжної ідентифікації об'єкта. Особли-
вістю  адаптивних  СК  є  необхідність  переналагодження  нейроконтролера  в 
темпі  з  реальним  часом,  а  навчання  можливе  і  в  режимі  попереднього  нав-
чання.  













нтрольованим  навчанням,  що  забезпечує  СУ  глобальну  асимптотичну  стій-
кість. 
Наведені структурні схеми НСК, що навчаються у режимах попередньо-
го навчання  і навчання в реальному часі  ілюструють основні відомі  ідеї по-
будови СК з ШНМ [34]. Провівши огляд структурних схем СК з ШНМ мож-
на зробити висновок що основними компонентами, таких систем, є пряма та 













ренавчання  в  умовах  реального  часу  в  адаптивних  та  самоналагоджуваних 





















рування  з  одного  стану  в  інший.  Час  реалізації  алгоритму  керування  (ty) не 
має бути більше, ніж час, протягом якого ОК переходить з поточного стану в 




Вважається [36], що вихід будь-якого з параметрів   i yt tП  з області 
допустимих станів: 
     min maxi y i y i yt t t t t t    П П П  
переводить об'єкт керування в область неприпустимих станів: 
       min max; .i y i y i y i yt t t t t t t t     П П П П  
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су;   ,ді yP t t  – ймовірність знаходження об'єкта керування в області допусти-
мих або керованих станів по параметру Прi;
max min,рі ріП П  – максимальне і міні-
мальне значення швидкості зміни  i-го параметра, при якому в момент вико-
нання команди керування об'єкт керування буде знаходитися в області допу-
стимих  станів;  ріП   –  швидкість  зміни  і-того  параметра  об'єкта  керування; 







Під  нейромережевими  елементами  мінімальної  структури  в  загальному 
випадку  розуміється  багатошарова  ШНМ  з  одним  або  двома  прихованими 
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шарами.  ШНМ  з  одним  прихованим  шаром  може  апроксимувати  функції  з 
заданою  точністю  за  відсутності  обмежень  на  кількість  нейронів  в  шарі.  В 




Під  простими  в  обчислювальному  сенсі  алгоритмами  навчання  будемо 
розуміти  алгоритми,  які  не  мають  складних  нелінійних  функцій  або  коли 
процедура навчання застосовується до обмеженої частини нейромережі. 
Під  розпаралеленою  процедурою  навчання  та  функціонування  будемо 
розуміти використання одночасного навчання та функціонування ряду неза-
лежних  елементів  ШНМ.  Такі  можливості  з'являються  при  апаратно-
програмній реалізації на паралельних обчислювальних системах. 




Час  вирішення  паралельних  задач  визначається  ефективністю  розпара-





Для  побудови  НСК  необхідно  провести  огляд  та  аналіз  основних  типів 
ШНМ та їх властивостей, для реалізації на їх базі компонентів нейромереже-








1.2 Аналіз основних типів штучних нейронних мереж та їх властивостей 
для реалізації компонентів нейромережевих систем керування 
 
На сьогоднішній день розроблено та досліджено декілька десятків типів 









функція  активації  f(s)  приймається  однаковою  для  всіх  базових  елементів 
нейронної мережі [42]. Структура багатошарових нейронних мереж прямого 
розповсюдження (БНМПР) зображена на Рис. 1.10. 
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        (1.7) 
Співвідношення (1.5) – (1.7) описують БНМПР з нелінійними функціями 
активації  f(s) пошарово. Функцію  )( l




























льної  та  інверсно-динамічної  моделей  об'єкта,  на  основі  яких  виконується 
спостереження  та  оцінка  параметрів об'єкта,  спостереження  та  оцінка  вели-
чини діючих в системі збурень, пошук або обчислення оптимальної програми 
зміни керуючого впливу, ідентифікація об'єкта, прогнозування стану об'єкта, 













входи буферного шару  [43 –  49].  Прийнято  виділяти два класи багатошаро-
вих  нейромереж  зі  зворотним  розповсюдженням:  рекурентні  та  рециркуля-
ційні.  У  рециркуляційних  розповсюдження  сигналів  між  нейронами  суміж-
них шарів здійснюється через двонаправлені зв'язки з різними ваговими кое-
фіцієнтами  в прямому  і  зворотному  напрямах.  Цей  клас  багатошарових  ме-
реж далі не розглядається, оскільки СК будуються на ланках однонаправле-
ної дії.  Рекурентні нейромережі також  передають сигнали  у  зворотному на-
прямі,  але  по  каналах  зворотного  зв'язку.  На  даний  час  розроблено  і  дослі-
джено  ряд  модифікацій  рекурентних  мереж  [39],  але  найбільше  поширення 
набули релаксаційні мережі із зворотними зв'язками, названі мережами Хоп-
філда [40]. 
У  мережах  Хопфілда  відбувається  динамічне  перетворення  в часі  вхід-































































Відповідно  до  цього  матриця  вагових  коефіцієнтів  W  розмірністю  n×n 
складається у вигляді симетричної матриці з нульовими елементами на голо-
вній діагоналі, тобто wi,j=wj,iі wi,j = 0. Динаміка мережі Хопфілда забезпечуєть-
ся введенням зворотних зв'язків з виходів qj(k) на входи базових елементів (i
 j) через елементи затримки  tsez  1  ( t  – період дискретизації безперерв-
них функцій qj(k)). В цьому випадку мережа Хопфілда відповідає нелінійній 
багатозв'язковій системі  з векторними зворотними зв'язками, рисунок 1.11а. 
У  векторній  формі  вихід  дискретної  моделі  мережі  Хопфілда  записується  у 
вигляді: 
,...;1,0   )),(),(()1(  kkkk rqfq       (1.9) 
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f(.)=col(f(s1), ..., f(sn))  –  вектор  нелінійних  функцій  активації.  В  (1.9)  для  k=0 
ri(0)0, а для k>0 всі ri(k)=0. На виходах нейронів в результаті такої початко-
вої імпульсної дії буде реакція qi(1), (ί= n,1 ). При r(k)= 0 (k = 1, 2,…) через дію 
від'ємного  зворотного  зв'язку  з  оператором  затримки  1z   вектор  виходу  ме-
режі Хопфілда буде: 







лінійної  функції  перетворення  nRr   в  mRq  з алгоритмом  налагодження 
вагових  коефіцієнтів  wi,j (i,j= n,1 ). Присутність  зворотних  зв'язків  породжує 
проблему стійкості мережі або, для дискретних моделей (1.9), (1.10), пробле-
му збіжності послідовності   1,0    )(  ii qkkq . Докладний аналіз пробле-
ми стійкого навчання нейронної мережі Хопфілда розглянуто в [39].  
Хоча  більша  частина  літератури  зосереджена  на  використанні  мережі 









Більшість  застосувань  мережі  Хопфілда,  для  вирішення  цих  проблем, 











RBF-мережі є  також  універсальними апроксиматорами  і при незначних 
обмеженнях можуть бути застосовані для апроксимації будь-якої безперерв-
ної функції  [50 – 60]. RBF-мережі по своїй структурі відносяться до двоша-
рових  мереж,  в  яких  використовується  прихований  шар  з  фіксованим  нелі-
нійним перетворенням вектора входу з постійними ваговими коефіцієнтами. 


















)2( ,...,2,1   ,1)()( rr . 
Структура  RBF-мережі  з  вектором  входу 
nRr   і  вектором  виходу 
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Вони мають екстремум при зміні входів r тільки поблизу встановлених 











Вагові  коефіцієнти  другого  шару  )2(,, jiji ww  , параметр  h,  положення  так 
званих  «центрів  поля  сприйнятливості»  [50],  що  залежать  від  встановлених 
значень вагових коефіцієнтів в першому шарі  
jj























f arr   
де аj* = соl(а*j,1, а*j,2, ∙∙·, а*j,n) – числовий вектор, а σj,k –  «ширина» функції 
Гауса.  
Специфіка  RBF-мережі  полягає  у  тому,  що  в  робочому  режимі  в  них 
налагоджуються тільки вагові коефіцієнти лінійного вихідного шару. Помил-
ка апроксимації обчислюється безпосередньо на виході мережі так само, як і 
в  БНМ,  але  налагодження  тільки  одного,  лінійного  по  параметрах  налаго-
дження  шару  знімає  проблему  пошуку  глобального  мінімуму  функціонала 
навчання  (як  правило,  квадратичного)  і  сприяє  швидкій  збіжності  процесу 
навчання мережі. 
Проблемою  RBF-мереж  є  вибір  числа  радіально-базисних  функцій,  не-
обхідних для апроксимації,  і ця обставина стає критичним чинником у вико-
ристовуванні  RBF-мереж  в  задачах  ідентифікації  і  керування,  де  необхідна 
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інформація  для  визначення  розмірності  RBF-мереж  як  правило,  відсутня.  В 









вації.  Після  навчання,  на  основі  зворотного  розповсюдження,  локалізовані 
сигнали  мережі  RBF  інтегруються  і  реконструюється  у  відповідний  простір 






















вих  елементів,  результатом  чого  є  виконання  мережею  конкретних  задач  – 
розпізнавання,  оптимізації,  апроксимації,  керування.  Досягнення  подібних 
цілей формалізується критерієм якості Q, мінімальне значення якого відпові-
дає якнайкращому вирішенню поставленої задачі [62 – 66]. 










Перерахованим  стратегіям  відповідають  конкретні  алгоритми  навчання 
ШНМ. Кожен алгоритм орієнтований на конкретну архітектуру мережі  і ви-

















де  хk  –  вектор  параметрів;  αk  –  параметр  швидкості  навчання;  gk  –  градієнт 
функціоналу, відповідні ітерації з номером k.  
Вектор в напрямку, протилежному градієнту, вказує напрямок найкоро-











В  алгоритмах  сполученого  градієнта  [64]  пошук  мінімуму  виконується 












































В  багатьох  випадках  застосування  градієнтних  методів  локального  по-
шуку, традиційно використовуваних для побудови нейромоделей, у ряді ви-
падків,  таких  як  багатоекстремальність  цільової  функції,  недиференційова-
ність функцій активації нейроелементів та  інші є неприйнятним або немож-
ливим  [67 –  71].  Тому  доцільним  є  використання  методів  еволюційного  по-
шуку [71 – 83], які не вимагають обчислення значень похідних цільових фун-
кцій, що дозволяє ефективно застосовувати їх для вирішення задач побудови 




Методи  еволюційної  оптимізації  використовуються  для  вирішення  різ-
них завдань, пов'язаних із синтезом нейромереж: відбір ознак, настроювання 
ваг,  вибір  оптимальної  архітектури  мережі,  адаптація  навчального  правила, 
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ініціалізація  значень  вагових  коефіцієнтів,  пошук  оптимальних  значень  па-
раметрів  досліджуваної  системи  за  наявною  нейромоделлю  і  т.п.  [70  –  76]. 
Незважаючи  на  те,  що  еволюційна  оптимізація  може  виконуватися  довше  в 
порівнянні  із  градієнтними  методами,  вона,  у  загальному  випадку,  є  значно 
менш чутливою до початкових параметрів навчання.  
До еволюційних методів відносять:  генетичні методи, еволюційні стра-































     
де Nμ – кількість нейронів на μ-ому шарі; L – кількість ознак у навчальній ви-
бірці; M – кількість шарів нейромережі. 
Випадкове  створення  хромосом  початкової  популяції  при  параметрич-






























1.4 Аналіз сучасних програмних, апаратних і апаратно-програмних пла-













Такі  можливості  з’являються  з  розвитком  цифрових  технологій,  таких  як 
програмовані логічні  інтегральні схеми  (FPGA), цифрові сигнальні процесо-
ри  (DSP)  та  інтегральні  схеми  спеціального  призначення  (ASIC)  [84–96]. 
Крім того, створення мов опису обладнання (HDL) дозволило інженерам роз-
робити та кодувати модель ШНМ один раз та використовувати її на будь-якій 
апаратній  платформі.  ШНМ  можуть  бути  реалізовані  на  будь-якому  з  цих 
пристроїв,  що  використовують  VHDL  [97  –  101].  Після  написання  коду 
VHDL він може бути використаний або для реалізації схеми в налаштованих 
пристроях, або може бути поданий на виготовлення чіпа ASIC. VHDL засно-
ваний  на  принципах  програмного  проєктування,  але  всупереч  звичайним 








підвищує  якість  моделювання  при  використанні  стандартних  алгоритмів. 
Крім того, графічний інтерфейс користувача існуючих нейросимуляторів ро-
блять  їх  простими  у  використанні  та  допомагає  користувачам  моделювати 
процеси та системи з використанням ШНМ. 
Одним з напрямнків програмної реалізації в останній час є реалізація за 
допомогою  графічних  процесорів  GPU  [102].  Завдяки  параллельній 
архітектурі і спеціально вбудованим блокам реалізації ШНМ GPU підняли на 
новий  рівень  програмну  реалізацію  ШНМ.  Використання  GPU  дозволило 
значно  ускладнити  реалізуємі  системи  на  базі  ШНМ,  значно  підвищити  їх 
ефективність  та  скоротити  в  десятки  разів  швидкість  навчання  та  обробки 





та  оцінки  програмних  моделей  глибокого  навчання  є  Keras.  Він  обгортає 
ефективні чисельні бібліотеки обчислень Theano та TensorFlow [103].  







низького  споживання  енергії.  Ще  одна  тенденція  впровадження  апаратних 
засобів  з  ШНМ  –  використання  пристроїв  на  базі  DSP.  DSP  пропонують  є 
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більш  ефективний  варіант  через  їх  гнучкості  та  низької  вартості,  оскільки 

















реалізованого  чіпом,  тому  використання  цієї  функції  може  мати дуже  вели-
кий ефект для гнучкості системи в цілому. З появою FPGA проєктування ци-
фрових  мікросхем  перестало  бути  долею  виключно  великих  підприємств  з 
обсягами  випуску  в десятки  і  сотні  тисяч  кристалів.  Проєктування  і  випуск 
невеликої  партії  унікальних  цифрових  пристроїв  став  можливий  в  умовах 
проєктно-конструкторських  підрозділів  промислових  підприємств,  в дослід-
ницьких  і  навчальних  лабораторіях.  Промислово  випускаються  «заготовки» 
програмованих мікросхем з електричним програмуванням і автоматизованим 
процесом перекладу схеми користувача в послідовність імпульсів програму-
вання  роблять  проєктування  нових  цифрових  пристроїв  порівнянним  з  роз-
робкою програмного забезпечення. FPGA це дешева, проста та гнучка плат-




перепрограмовані  FPGA  дозволяють  проводити  прототипування,  а  також 
можна використовувати для  вбудованих додатків, де надійність  та простота 





фікації  архітектури.  Недоліками  FPGA  є  з  однієї  сторони  неповне  викорис-
тання ресурсів чіпа, з іншої – обмеженість ресурсів чіпа.  
На основі цього аналізу можна зробити висновок, що нейромережеві си-
стеми  можуть  бути  реалізовані  кожним  із  перерахованих  вище  засобів,  на 
Рис.  1.13  зображена  порівняльна  характеристика  програмних  та  апаратних 
засобів реалізації  ШНМ.    Виходячи  з  того, що  засоби реалізації нейромере-
жевих систем повинні орієнтуватися на широке застосування в промислових 










на  за  допомогою  мови  опису  апаратних  інтегральних  схем.  Для  розробки 
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ралельній/послідовній  реалізації  нейронів,  реалізації  та  точності  даних  для 






ся  для  розпізнавання  зображень.  Представлено  кілька  реалізацій  мережі  на 





для  різних  форматів  чисел  з  фіксованою точкою.  Апаратна  реалізація  RBF-
нейромережі виконана з використанням чіпу Virtex-6 xc6vcx240t-1ff1156. 
В  роботі  [107]  описана  система  машинного  бачення  в  реальному  часі, 
яка  дозволяє  локалізувати  обличчя  у  відеопослідовностях  та  перевірити  їх 
особу.  Система  машинного  бачення  побудована  на  методах  обробки  зобра-
жень та RBF-мережах. В роботі описано три апаратні реалізації система ма-









ратного  забезпечення  інтегрованої  схеми  (VHDL)  та  реалізовано  на  FPGA 
Xilinx  Virtex  4.  Експериментальні  результати  продемонстрували,  що  запро-
















ми  адаптивного  фільтрування  з  усіма  модулями,  реалізованими  в  апаратно, 




Декілька  підходів  високошвидкісного  апаратного  забезпечення  загаль-














нових  методів,  алгоритмів  та  засобів  апаратної  реалізації  буде  розглянута  в 
цій роботі. 
 
1.5 Висновки до 1 розділу 
 






























РОЗДІЛ 2. МЕТОД ТА АЛГОРИТМИ ПРОЄКТУВАННЯ ШТУЧНИХ 
НЕЙРОННИХ МЕРЕЖ НА ОСНОВІ FPGA 
 
2.1 Метод проєктування штучних нейронних мереж на FPGA  
 
Технологія  розробки  застосувань  на  програмованих  логічних  інтегра-
льних схемах основана на описі алгоритму такою мовою, як VHDL та авто-
матичній трансляції цього опису в опис на рівні логічних таблиць, та  інших 
функціональних  компонентів  FPGA.  Але  елементарні  функції  в  FPGA,  як 
правило,  реалізуються  як  окремі  проєкти  чи  замовлені  віртуальні  модулі,  в 
яких вказується розрядність даних та іноді – внутрішня будова.  
Методи та алгоритми апаратної реалізації компонентів НСК мають бу-
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q  – вихідний сигнал k-го нейрона;  f (.) – активаційна функція нейрона; 
ika ,  – вхідні сигнали k–го нейрона;  kiw  – синаптична вага k–го нейрона;  kb  – 
зміщення k–го нейрона. 
Активаційна  функція  f (.)  нейрона  виконує  нелінійне  перетворення, 
здійснюване нейроном.  Існує багато  видів активаційних функцій,  але найбі-























)( ,         (2.2) 
де а – параметр, що визначає нахилу лінійної ділянки. При нескінченно вели-
кому значенні параметра а функція вироджується в порогову. 
На  Рис.  2.2  крива  б  зображений  вид  шматково-лінійної  функції  при 
а=1. 
Сигмоїдальна функції (Рис. 2.2 крива в). Це найбільш ширше викори-
стовуваний  тип  активаційних  функцій.  Сигмоїдальні  функції  є  монотонно 






ніж  слабкі,  оскільки  області  сильних  сигналів  відповідають  пологим  ділян-
кам характеристики. Це дозволяє запобігти насичення від великих сигналів.  
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Активною  областю  визначення  функції  активації  нейрона  є  область 
значень вхідних параметрів, у якій спостерігається істотна зміна значень фу-
нкції активації.  
Для  сигмоїдної  функції  використовується  інтервал  [–4;  4]  як  активна 
область визначення, при цьому функція приймає значення в інтервалі (0,018; 
0,982), що становить 96,4 % від всієї області значень. Для тангенційної, сиг-
моїдної  і  радіально-базисної  функцій  як  активну  область  визначення  запро-
поновано  в  [34]  інтервал  [–2;  2],  у  якому  зазначені  функції  приймають  зна-
чення в інтервалах (–0,964; 0,964) і (0,0183; 1], відповідно. 




Запропонуємо  наступний  метод  проєктування  на  FPGA  функцій  акти-
вації  штучного  нейрону.  Вхідними  даними  для  методу  є  функції  що  опису-
ються формулою (2.9), або ті які можуть бути через них записані та точність з 
якою має бути реалізована функція активації.  
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2.2 Розробка алгоритму апаратної реалізації штучного нейрона з сигмої-










ребує  мінімальних  ресурсів  але  має  гірші  показники  точності.  Мінімальна 
допустима точність та мінімально допустимий діапазон мають бути визначе-
ні  для  оптимізації  використаного  апаратного  ресурсу  та  швидкості  обчис-
лень,  не  впливаючи  на  продуктивність  ШНМ.  Точність чисел  з  фіксованою 





































Розрахунок  проходить  з  використанням  чисел  з  фіксованою  точкою. 
Кожне число – 16 біт, з яких 9 приходить на цілу частину і 7 на дробову. Для 
арифметичних  операцій  над  цими  числами  використовується  бібліотека 































f k x b   . 
Крок 6. Якщо x < 0, обрахувати значення локальної змінної за форму-
лою: 







































































та максимальне відхилення   0,556%, по реалізації  сигмоїдальної функції  ак-





Реалізований  за  даним  алгоритмом  штучний  нейрон  з  4-ма  входами  і 



















































































якої  безперервної  функції.  RBF-мережі  по  своїй  структурі  відносяться  до 










лізація прихованого шару та нелінійних функцій активації   if r , зокрема ре-
алізація функції Гауса. 
При апаратній реалізації RBF-мережі однією з основних проблем є реа-
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            (2.9) 


























ра,  задаємо  змінну  х.  Для  реалізації  використовуються  числа  з  фіксованою 
комою. Числа 16-бітні, 9 біт приходить на цілу частину і 7 на дробову. 
Крок 2.  Розраховуємо  модуль  від  аргументу  функції  Гауса,  задаємо 
змінну  x: 
x x            (2.12) 
Крок 3. На даному кроці виконується розбиття на лінійні шматки фун-












0.275, 1  ,   0 ' 0.6,
0.58, 1  .183 ,  0.6 ' 1.2,
, 0.48, 1  .063 ,  1  .2 1.8,
0.238,  0.628 ,  1.8 2.4,
0.093,  0.28 ,    ' 2.4.
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 f x k x b              (2.14) 

























































Реалізована  за  даним  алгоритмом  нейронна  мережа  з  4-ма  нейронами 
прихованого шару та з одним нейроном з сигмоїдальною функцією активації 
на FPGA з використанням 16-розрядних чисел з фіксованою точкою зайняла 
1089  LUTs.  Кожний  нейрон  прихованого  шару  RBF-мережі  розроблений  на 
FPGA  як  окремий  обчислювальній  блок.  Швидкодія,  як  сумарна  затримка 
комбінаційної схеми блоку RBF-мережі склала 117.805 нс. З цих результатів 
видно,  що  кількість  LUTs  зросла  на  63% при  порівнянні  з  одним  нейроном 
сигмоїдальної  функції  активації,  тоді  як  час  збільшився  лише  на  50%,  це 
пов’язано з тим, що нейрони прихованого шару можуть обчислюватись пара-
лельно.  Синтез  та  моделювання  нейронної  мережі  з  4-ма  нейронами  прихо-
ваного шару та з одним нейроном з сигмоїдальною функцією активації вико-



















































мереж  дозволяють  регулювати  точність  обчислень  при  різній  розрядності 
вхідних даних, визначати займаний ресурс FPGA в кількості вентилів логіч-
ної матриці LUTs. 
Апаратна  реалізація  радіально-базисних  нейронних  мереж  з  такою 
швидкістю дозволяє їм використовувати в реальному часі обчислювальні си-







2.4 Особливості реалізації нейронних мереж на FPGA за розробленими 




слювальну середу.  По  термінології нейроінформатики це  універсальні пара-





го  вся  процедура  обробки  однієї  команди  розбивається  на  кілька  етапів,  по 






При  багатопроцесорній  обробці  більше  ніж  один  процесор  в  системі 
робить обробку вступників команд, тим самим дозволяючи здійснювати пов-
ністю паралельну обробку. 
При  програмно-апаратній  реалізації  штучних  нейронних  мереж  на 
FPGA,  кожний  шар  мережі  працює  паралельно  іншому,  тут  використаний 
принцип конвеєра. Нейрони в кожному шарі також працюють паралельно за 
принципом  багатопроцесорної  обробки  даних.  Тобто  кожний  штучний  ней-
































1-1-1  3  484  0.56389366  0.546875  0.017019  120.243 
1-2-1  5  585  0.62573413  0.609375  0.016359  126.216 
1-3-2  10  723  0.68372392  0.671875  0.011849  127.772 
85 
 
1-5-1  11  523  0.78328235  0.765625  0.017657  128.754 
2-2-1  8  488  0.63863534  0.625  0.013635  150.481 
2-3-1  11  790  0.70144096  0.6875  0.013941  130.580 
2-4-2  18  899  0.75747616  0.75  0.007476  133.601 
4-4-4  36  1104  0.79223947  0.765625  0.026614  133.534 
3-5-1  23  725  0.82549114  0.796875  0.028616  134.047 
2-4-1  14  933  0.75747616  0.75  0.007476  133.537 
1-3-1  7  723  0.68372392  0.671875  0.011849  127.707 
2-1-1  5  602  0.57070375  0.5625  0.008204  126.216 
1-4-1  9  829  0.73651211  0.734375  0.002137  127.632 
1-6-1  13  1065  0.82373748  0.796875  0.026862  132.262 
3-1-1  7  723  0.577080667  0.5625  0.014581  128.705 
3-2-1  11  819  0.65058263  0.625  0.025583  134.138 
2-8-2  34  1369  0.907020339  0.890625  0.016395  163.237 
 





лена ШНМ 3-2-1, що  займає 1125  LUT, реалізована в цій роботі мережа  за-
ймає 819 LUT.  
Для отримання похибки апаратно реалізованої  ШНМ в FPGA, зібрано 
перевірочну  модель  в  програмному  пакеті  MatLab,  Рис.  2.13,  в  таблиці  2.5 























Результати  моделювання  RBF-мережі  і  відповідно  займаний  ними  ре-
















1-1  1  452  86.671 
2-1  2  771  86.736 
3-1  3  1090  86.761 
4-1  4  1409  86.770 
1-2  2  695  90.043 
2-2  4  1110  90.107 
3-2  6  1525  90.133 
4-2  8  1940  90.141 
1-3  3  942  93.913 
2-3  6  1470  93.978 
3-3  9  1998  94.003 
4-3  12  2526  94.012 
1-4  4  1193  101.579 
2-4  8  1838  101.755 
3-4  12  2483  101.78 
4-4  16  3128  101.789 
1-5  5  1445  105.123 
2-5  10  2192  105.188 
1-6  6  1679  107.54 
2-6  12  2511  107.604 
1-8  8  2156  112.968 


















У  таблиці  2.7  представлено  порівняння  результатів моделювання  ней-
ронної  мережі  RBF  на  FPGA,  реалізованій  найближчим  відомим  аналогом 
[106] (Аналог) та реалізованою нейронною мережею RBF відповідно до роз-








Аналог[106]  Розроблений  Аналог[106]  Розроблений 
2-1  1170  257  41.26  27.524 









2.5 Висновки до розділу 2 
 
В даному розділі запропоновано метод проєктування нелінійних функ-
цій  активації  штучного  нейрону  на  FPGA.  На  базі  запропонованого  методу 
розроблено  алгоритми  апаратної  реалізації  штучного  нейрона  з  сигмоїдаль-
ною фукцією активації та нейрона прихованого шару RBF-мережі з функцією 
активації  Гауса.  Проведено  дослідження  реалізованих  штучних  нейронів  та 
ШНМ. Показано, що за рахунок розробленого методу та алгоритмів забезпе-
















нок  розпаралелення  великої  кількості  операцій,  та  оптимально  використати 
займаний ресурс в FPGA; 
– розроблено алгоритм апаратної реалізації нейрона прихованого шару 








РОЗДІЛ 3. МЕТОДИ ПРОЄКТУВАННЯ АПАРАТНИХ КОМПОНЕНТІВ 
НЕЙРОМЕРЕЖЕВИХ СИСТЕМ КЕРУВАННЯ НА FPGA 
 
3.1 Розробка технології багатоетапної процедури ідентифікації складних 





пошукового  підходу  чи  використання  алгоритмів  самоорганізації,  що  також 
потребує часових затрат.  
При апаратній реалізації нейромережевих компонентів на основі FPGA 
необхідно  використовувати  ШНМ мінімальної структури, які  задовільняють 
задану  точність,  для  оптимізації  використаного  ресурсу  в  FPGA  та  часових 
затрат на обробку інформації таким компонентом.  
Під нейромережевими елементами мінімальної структури в загальному 
випадку  розуміється  багатошарова  ШНМ  з  одним  або  двома  прихованими 
шарами.  ШНМ  з  одним  прихованим  шаром  може  апроксимувати  функції  з 





кації  динамічних  систем  необхідно  визначити  «зовнішню»  і  «внутрішню» 








Збільшення числа нейронів  у схованому шарі  і  збільшення числа при-
хованих  шарів  підвищують  репрезентативні  можливості  нейронної  мережі, 
але призводять до значних труднощів при практичній реалізації,  збільшення 
часових витрат як на навчання, так і на роботу в режимі прогнозування. Це і 





















Основна  ідея  полягає  в  побудові  оптимальної,  в  за  деяким  критерієм, 
моделі  за  результатами  спостережень  над  вхідними  та  вихідними  змінними 
системи. На практиці реалізація процедури ідентифікації вимагає вирішення 
цілого ряду допоміжних завдань, основними з яких є: 














На  Рис.  3.3  представлений  схема  побудови  та  дослідження  нейромере-














1. Задати  діапазон  зміни  входу  ( maxU ,  minU )  і  виходу  ( maxY ,  minY )  ОК. 


























,                             (3.1) 
де  z  – кількість значень похибки (вибирати рівне кількості елементів вектора 
tout з workspace Matlab);  y – вихід об'єкта або його моделі;  ŷ – вихід нейро-
мережевої моделі об'єкта. 
Крок 5. Повторюємо крок 2-3 і створюємо необхідну кількість нейрон-





Крок 6. Обчислити  загальну  сумарну  середньоквадратичну  помилку 
всіх нейронних мереж з області можливих модельних структур з різними па-
раметрами  затриманих входів та виходів  за формулою (3.1),  а  також різною 
кількістю нейронів у прихованому шарі.  
Крок 7. Оцінити адекватність нейромережевих моделей за величиною 




чити  кількість  затриманих  входів  i,  затриманих  сигналів  виходу  мережі  j,  і 
кількості нейронів прихованого шару n. Розроблена технологія відрізняється 
від  існуючих  [35] етапом створення сукупності нейромережевих моделей та 
їх  оцінювання,  що  дозволяє  обрати  мінімальну  структуру  нейромережевої 
моделі для подальшої реалізації та підвищити рівень автоматизації процеду-
ри ідентифікації. 
Для  реалізації  даного  алгоритму  було  розроблено  програмний  пакет 
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Для  того,  щоб  задати  об'єкт  керування,  вводимо  матриці  A,B,C,D  як 
параметри у вікно блоку «State-space», який визивається при натисканні кно-
пки «Объект управления» головного меню програми. 




















кількість навчальних  ітерацій.  Нажимаємо кнопку  «Обучить», як  зображено 
на рисунку 3.7. 



















лежить  від  обраного  об'єкту  керування.  В  даному  випадку,  оскільки  маємо 
об'єкт  керування  з  3  вхідними  параметрами,  записуємо  відповідно  наведені 
вище параметри блоку «Uniform Noice Generator». 
Для  обчислення  середньоквадратичної  похибки  згенерованої  нейронної 
мережі, необхідно скористатися перевірочною моделлю, яка визивається при 


































модель  обчислення  сумарної  середньоквадратичної  помилки,  запустити  мо-










МІМО-об’єкта.  З  таблиці  3.1  видно,  що  оптимальною  структурою,  по 
критерію  найменьшої  середньоквадратичної  похибки,  для  даної  моделі  з  3 
вхідними  та  4  вихідними  параметрами  є  структура  з  16  нейронами  у 
прихованому  шарі,  1  затриманим  входом  та  2  затриманими  виходами.  При 
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цьому  отримано  значення  середньоквадратичної  помилки  0.001401.  Також 
було досліджено різні багатовимірні об'єкти 2x2, 4x2, 4x3, 3x3. Для системи 
2x2  оптимальною  структурою  виявилась  структура  з  5  нейронами  у 
прихованому  шарі,1затриманим  входом  та  3  затриманими  виходами  (5-1-3). 








0_1 0_2 0_3 1_1 1_2 1_3 2_1 2_2 2_3 
5  0.593  0.6415  0.663  0.0207  0.0336  0.0190  0.0079  0.0316  0.934 
6  0.634  0.565  0.656  0.012  0.0138  0.0519  0.0100  0.878  0.0430 
7  0.681  0.912  0.601  0.0070  0.0291  0.0373  0.0127  0.789  0.0085 
8  0.720  0.4416  0.886  0.0209  0.0274  0.0159  0.0147  0.3705  0.0672 
9  0.715  0.5647  0.734  0.0127  0.0179  0.0148  0.0155  0.0224  0.927 
10  0.623  0.899  0.3688  0.0090  0.0132  0.0497  0.0182  0.7073  0.956 
11  0.675  0.5014  0.841  0.0313  0.0182  0.0314  0.0785  0.913  0.0078 
12  0.579  0.5043  0.7661  0.0079  0.0031  0.0211  0.0047  0.0368  0.0368 
13  0.658  0.936  0.856  0.0033  0.0135  0.0105  0.0186  0.3052  0.0342 
14  0.783  0.3992  0.887  0.0092  0.0093  0.0189  0.0277  0.0021  0.878 
15  0.981  0.731  0.734  0.0130  0.0121  0.0585  0.0206  0.0202  0.0205 













3.2 Метод проєктування прямої та інверсної моделі об'єкта керування з 
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{[ ( ), ( )], 1, }NZ u t y t t N  ,                        (3.2) 
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де:   u t – тестовий сигнал;   y t  – реакція об'єкту на тестовий сигнал; t – час; 
N  – розмірність множини Z. 
Побудова  інформативної  множини  даних  Z може  бути  виконана  шля-
хом  імітаційного  моделювання  (у  випадку  якщо  модель  об'єкту  відома)  або 
шляхом проведення серії експериментів з реальним об'єктом (у випадку, як-
що модель об'єкту не відома.).  
Для  нелінійних  об'єктів  надзвичайно  важливо,  що  б  в множині  експе-
риментальних даних  NZ  були представлені всі можливі комбінації амплітуд і 
частот  з  робочого  діапазону  системи.  Один  з  можливих  варіантів  тестового 
сигналу, що задовольняє вказаним вимогам, описується виразом: 
   
1
int 1 , 1,2,
t
u t u t N e t
N
   
        
    (3.3) 
де:   e t – білий шум з дисперсією  2e . 
Іншим варіантом тестового сигналу є синусоїда з наростаючою часто-
тою  c  і амплітудою  cA , що змінюється: 























          (3.4) 
де  н ,  к – відповідно початкове і кінцеве значення частоти синусоїдального 
сигналу;  nA ,  KA  – відповідно початкове і кінцеве значення амплітуди синусо-
їдального сигналу. 









яка  може  бути  умовно  розділена  на  «внутрішню  структуру»  і  «зовнішню 
структуру».  
Внутрішня  структура  нейронної  мережі  визначається:  топологією  ме-
режі,  кількістю  прихованих  шарів,  числом  нейронів  і  видом  активаційних 
функцій в кожному шарі.  
Зовнішня  структура  нейронної  мережі  визначається  вектором  входу 
 t   (регресором). Вектор входу   t  нейронної мережі можна представити 
як: 
1 1 1 1( ) [ ] [ ( 1) ( ) ( 1) ( )]
T T
k k k kt t t d t t d               ,       (3.4) 
де:  k  –  k -а компонента регресора;  kd  – «глибина» регресора. 
Під  вибором  регресора  мається  на  увазі  визначення  компонент  регре-
сора  k  і глибини регресії  kd , тобто кількості  d  значень  k -ої компоненти ре-
гресора  в  попередні  значення  часу.  У  якості  компонент  регресора  зазвичай 
використовуються ті параметри системи (процесу), які можуть бути безпосе-
редньо виміряні (або оцінені) в режимі функціонування. Наприклад, для од-
новимірних  об'єктів  в  якості  компонентів  регресора  використовується  зна-
чення входу   u t  і виходу   y t  об'єкту. Вибір глибини регресії визначається 
динамікою об'єкта. 
Таким чином,  завдання вибору структури нейронної мережі  зводиться 
до визначення «глибини» регресора   t   («зовнішня» структура)  і кількості 
нейронів  прихованого  шару  n   («внутрішня»  структура)  багатошарової  ней-
ронні мережі, що містить один  прихований шар нейронів  з  сигмоїдальними 
функціями активації і вихідний шар з лінійними функціями активації. 
Визначення області «можливих» модельних структур   1, , , kV n    в 










моделі з області   1, , , kV n    обчислюється значення критерію адекватнос-
ті,  у  якості  котрого  можна  використовувати  значення  середньоквадратичної 
помилки (3.1). За критерієм середньоквадратичної та складністю моделі оби-
рається модель із області можливих модельних структур   1, , , kV n   . 
Етап 4. Реалізація нейромережевої моделі на FPGA. 
Для  апаратної  реалізації  нейромережевої  моделі  на  FPGA,  обраної  на 
третьому  етапі,  використовуються  метод  та  алгоритми  апаратної  реалізації 
ШНМ розроблені та описані в другому розділі. 
Етап 5. Оцінка «вартості» реалізації моделі на FPGA. 
Для  вибраної  моделі  обчислюється  значення  критерію  «вартості»  апа-
ратної реалізації нейромережевої моделі на FPGA. Під «вартістю» реалізації 
C в  даному  випадку  розуміється  частина  ресурсів  (Slices),  кількість  D–
тригерів (Flip Flops), об'єм вбудованої блокової пам'яті (BRAM), кількість чо-
тиревходових  таблиць  перетворення  (Look-up  Table)), необхідних для реалі-
зації отриманої моделі на вибраному типі кристала FPGA 
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,      (3.5) 
де:  iS ,  iF ,  iR ,  iL  – кількість Slices, Flip Flops, BRAM, Look-up Table, відпові-






Умовою  реалізуємості  нейромережевої  моделі  на  вибраному  кристалі 
FPGA є виконання нерівності 








лізувати  неможливо.  В  цьому  випадку  забезпечити  виконання  умови  (3.6) 
можна наступним чином: виконати процедуру оптимізації структури моделі, 
перейти  на  етап  7;  вибрати  кристал  FPGA  більшої  ємності  і/або  іншого  сі-
мейства; збільшити число кристалів FPGA. 
Етап 7. Оптимізація структури моделі 
Оптимізація  структури  нейромережевої  моделі  проводиться  шляхом 
видалення  ряду  малозначних  вагових  коефіцієнтів.  Для  реалізації  цього  мо-
жуть  бути  використані  такі  алгоритми:  алгоритм  послідовного  зменшення 








Запропонований  метод  проєктування  прямої  та  оберненої  нейромере-
жевої моделі об'єкта керування при їх апаратній реалізації на FPGA, відрізня-








3.3 Метод оптимізації коефіцієнтів нейронних мереж генетичним алго-
ритмом при апаратній реалізації на FPGA 
 
Розробка паралельних  обчислювальних  систем включає  в себе всі риси 
розробки послідовних. Але в розробці паралельних обчислювальних систем є 
три додаткових чітко визначених етапи.  











гових  коефіцієнтів  нейронних  мереж  необхідно  дослідити  характеристики 


















 1 mod ,i ir k r M   , 
де M – модуль (0 < M), k – множник (0 ≤ k < M).  
Число M повинне бути досить великим, оскільки період генерації чисел 
не  може  мати  більше  ніж  M  елементів.  Логічно  обрати  2NM  ,  оскільки  у 
цьому  випадку  операції  ділення,  які  мають  місце  в  процедурах  обчислень  і 









Тобто  для  генетичного  алгоритму  використовуємо  3  молодші  розряди 
згенерованого  випадкового  числа.  Це  можливо  зробити,  оскільки  існує  тео-
рема  що,  при  використанні  конгруентного  метода  генерації  випадкових  чи-
сел,  молодші  розряди  отриманого  випадкового  числа  ведуть  себе  так  само 
випадково, як і старші. 
Число  8,  обумовлене  кількістю  бітів  у  хромосомі.  Якщо  змінити  кіль-
кість біт, то виникне необхідність генерації випадкових чисел у  іншому діа-
пазоні. Наприклад для діапазону 1…10, це можна зробити за формулою: 







k   ;  202 1048576M   . 
Для реалізація генетичного алгоритму на FPGA для навчання нейронних 
мереж запропонуємо наступний метод:  











1-й нейрон  2-й нейрон    N-й нейрон 
1  2  3  4  5    n-1  n 
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1  -1  -1  -1  -1  -1  ...  -1  -1 
2  -1  -1  -1  0  0  ...  0  0 
3  1  1  1  1  1  ...  1  1 
... 
k-1  0  0  0  0.5  0.5  ...  -1  -1 
k  0.5  0.5  0.5  0.5  0.5  ...  0.5  0.5 
 













гий,  і  т.д.  Сортування  хромосом  необхідно  виконати  за  значенням  фітнес-
функцій. Сортуються обидва масиви, масив rel буде відсортовано за зростан-
ням значень, а масив chrs сортується для того, щоб елементи масивів продо-
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H' – новий набір  хромосом, Н  – попередній. Усі  хромосоми  розглядаємо як 




хромосомі,  m  –  номер  вагового  коефіцієнту  в  хромосомі.  Таким  чином,  за 
формулою,  усі  біти  нової  хромосоми  копіюються  з  і-ї  хромосоми  поперед-
нього покоління, окрім біта з номером b, він копіюється з j-ї хромосоми.  
Дана  операція  реалізується  за  допомогою  циклів  for.  Після  виконання 
формуємо нове покоління і переходимо на крок 2.  
Крок 7.  Зупиняємо  роботу  генетичного  алгоритму  та  підставляємо  в 
нейромережу отримані значення. 


















формує  вихід мережі для кожного  нового набору вагових  коефіцієнтів. Змі-
нює своє значення при запуску цього процесу. i – номер хромосоми, на осно-
ві якої були сформовані вагові коефіцієнти, перед запуском процесу, що фо-
рмує  вихід  нейронної  мережі  (перед  установкою  сигналу  start  в  1) 
NoutsForming  –  сигнал,  який  встановлений  в  1  поки  відбувається  прогонка 
хромосом  через  нейронну  мережу.  Переходить  з  0  в 1  коли  всі  6  хромосом 
оброблені,  коли  можна  переходити  до  аналізу  результатів:  завершити  алго-







одного  сигналу  в  двох  різних  процесах,  тому  введено  додатковий  сигнал  – 
analysis.  Після  «прогону»  6-ти  хромосом  через  нейронну  мережу  значення 
цього  сигналу  переходить  з  0  в  1,  а  при  початку  нової  ітерації  генетичного 
алгоритму  –  з  1  в  0.  При  переході  сигналу  analysis  з  1  в  0,  змінюється  і 
NoutsForming, але в  іншому процесі. Analysis – сигнал, який встановлений в 
1, поки відбувається аналіз  інформації,  отриманої при прогоні хромосом че-
рез  нейронну  мережу.  Сигнал  clc  формує  затримки  в  часі  в  1  пікосекунду. 
Перші  6  пікосекунд  відбувається  «прогонка»  хромосом  через  нейронну  ме-
режу (сигнал NoutsForming = 1). У цей час значення сигналу i змінюється від 
1  до  6  кожну  пікосекунду,  на  початку  кожної  пікосекунди  змінюється  зна-
чення сигналу Start  і формується вихід  нейронної мережі для  i-ї  хромосоми 















значення  вхідних  параметрів  in1,  in2,  in3,  Zout,  а  також  значень  початкової 











Друга  ШНМ  складається  з  двох  нейронів  в  першому,  вхідному,  шарі  і 
одного нейрона в другому, вихідному, шарі. Нейрони об’єднані чотирма си-
напсами. Час навчання склав 0,23 мілісекунди. 
Порівняння  отриманих  результатів  з  еквівалентними  результатами,  ви-
явленими у аналогічних опублікованих роботах[109, 110, 112, 113], предста-











Посилання  N K T1  T2  Прискорення 
[112]  20  380  74 мс  0,285 мс  260 
[113]  32  200  1,6 мс  0,2 мс  8 
[109]  64  500  0,941 мс  0,625 мс  1,5 




















Калмана, подібно до  інших рекурсивним фільтрам, реалізований  в  тимчасо-
вому, а не в частотному поданні, але на відміну від інших подібних фільтрів, 
фільтр Калмана оперує не тільки оцінками стану, а ще й оцінками невизначе-
ності  (щільності  розподілу)  вектора  стану,  спираючись  на  формулу  Байеса 
умовної ймовірності. 
Алгоритм працює  в два етапи.  На етапі прогнозування фільтр Калмана 
екстраполюють  значення  змінних  стану,  а  також  їх  невизначеності.  На  дру-
гому  етапі  за  даними  вимірювання  (отриманого  з  деякою  погрішністю)  ре-




Апаратна  реалізація  фільтра  Калмана  на  FPGA  дозволить  синтезувати 










а, коефіцієнт  деякої  відомої  керуючої  функції  uk=a∙k,  де  k  –  номер  ітерації. 
При  обчисленні  використовувались  десяткові  числа,  проте,  так  як  в  мові 

















сла  типу  integer  (ділене  та  дільник)  і  приводить  їх  до  типу  unsigned.  Тому 
отримавши два двійкових числа, дуже легко знайти частку маніпулюючи бі-






































Нехай  динаміка  об'єкта  керування  описується  фізичним  законом  руху. 
Характеризується  деякою  вихідною  величиною,  яка  змінюється  за  заданим 
законом  1k k kx v dtx    ,  де  kϵ[0,100]  –  номер  ітерації;  хk+1ϵ[0,4950]  –  вихід-
на(вимірювана)  величина  на  ітерації  k+1;  a=1  –  коеф.  нелінійного  закону; 
k a kv     –  відома  керуюча функція.  В  побудованій  моделі  похибка  датчика 
не перевищує  50k  , генерується псевдовипадкова послідовність значень. 
На часовій діаграмі, що зображена на Рис. 3.15, видно, що сигнал на ви-
ході датчика  (sensor_out) спотворений  похибкою,  видно сигнал без похибки 
та  роботу  фільтра  Калмана.  При  точності  0.0001  використовуваній  в обчис-






Наглядний  графік  фільтрації  сигналу  за  методом  Калмана  датчика 
















алізації  багатоетапної  процедури  ідентифікації  багатовимірних  динамічних 
об'єктів  з використанням нейронних мереж. Відрізняється від  існуючих ета-
пом  створення  сукупності  нейромережевих  моделей  та  їх  оцінювання.  Ре-















гових  коефіцієнтів  нейронних  мереж  за  допомогою  генетичного  алгоритму 
при реалізації його на програмованих логічних інтегральних схемах, який ві-
дрізняється  від  існуючих  реалізацією операцій мутації та кросовера, що до-
зволяє  значно  підвищити  швидкість  оптимізації  вагових  коефіцієнтів  ней-
ронних мереж. 
 Розроблено  алгоритм  реалізації  фільтра  Калмана,  розглянуто приклад 
його реалізації  та промодельовано його роботу.  Апаратний блок з фільтром 




РОЗДІЛ 4. ДОСЛІДЖЕННЯ НЕЙРОМЕРЕЖИВИХ СИСТЕМ 
КЕРУВАННЯ ДИНАМІЧНИМИ ОБ'ЄКТАМИ ЗІ ЗАСТОСУВАННЯМ 
АПАРАТНИХ КОМПОНЕНТІВ НА FPGA 
 
Для  дослідження  нейромережевих  систем  керування  складними  дина-
мічними  об'єктами  на  основі  апаратних  компонентів  реалізованих  на  FPGA 
задамо багатовимірний об'єкт керування у вигляді (1.1): 
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Даний об'єкт має два входи  1 2,u u  та три виходи  1 2 3, ,y y y , рисунок 4.1, 
описується матрицями А, В, С, D:  
0.25 6.25 1 1
2 2.5 4 1
; ; 0.1 1 ; .1.25 1
4 0 0 1
2 3 0.5 1
   
                  
      
  
A B C D   (4.2) 
На Рис. 4.1 зображена структура об’єкта керування, що описаний мат-
рицями (4.2), на Рис. 4.1 сигнали     1 2,u t u t  – функції керування,     1 2,x t x t  










0.25 6.25 1 1
0.9797  -0.0248 0.0396 0.0098
; ; 0.1 1 ; .1.25 1
0.0396 0.9995 0.0008 0.0102
2 3 0.5 1
   
                 
      
  
A B C D
(4.3) 




На  Рис.  4.3  зображено  графіки  вхідних     1 2,u t u t   та    вихідних






Для  синтезу  нейромережевих  моделей  об'єкта  керування  використаємо 
метод синтезу апаратних  компонентів систем керування на основі  ШНМ на 
прикладі  реалізації  узагальненої  нейромережевої  моделі  об'єкта  керування, 
запропонований в 3.2 та проведемо синтез та дослідження систем керування 
без зворотнього звязку, системи керування з зворотнім зв’язком, системи ке-
рування  з  прямою  та  оборенною  ШНМ  моделю  об’єкта  та  зворотнім 
зв’язком, системи керування з еталонною моделлю та зворотнім зв’язком. 
 




зробленим  методом  описаним  в  підрозділі  3.2  реалізуємо  нейромережеві 
компоненти  такі  як,  пряма  та  обернена(інверсна)  модель  об'єкта  керування. 
Компонент  схеми,  що  відображає  сам  об'єкт  керування  реалізується  за  рів-
няннями простору станів в дискретному вигляді за матрицями (4.2).  На Рис. 








На  Рис.  4.4  представлені  neuro_controller_1  –  обернена(інверсна)  ней-
ромережева  модель  об'єкта  керування  та  компонент  її  адаптації.  Адаптація 















 4.2 Дослідження системи керування зі зворотнім зв'язком  
 
Для реалізації  та дослідження системи керування з  зворотнім  зв'язком 













На  Рис.  4.6  сигнали  neuro_controller_2  –  обернена(інверсна)  нейроме-
режева модель об'єкта керування та компонент її адаптації. Адаптація прохо-


























На  Рис.  4.8  представлені  neuro_controller_3  –  обернена(інверсна)  ней-
ромережева модель об'єкта керування та компонент її адаптації, neuro_model 





























На  рисунку  4.10  представлені  neuro_controller_4  –  обернена(інверсна) 
нейромережева модель об'єкта керування та компонент  її адаптації. Адапта-
ція  проходить  в  режимі  «on-line»  за  методом  описаним  в  підрозділі  3.3.  На 
neuro_controller_4 надходять сигнали у1, у2 та у3 що є виходом об'єкта керу-
вання та сигнали у1_е, у2_е та у3_е, що є виходами еталонної мережі. Крите-










На  рисунку  4.11  представлено  перехідний  процес  в  адаптивній  та  оп-
тимальній  нейромережевій  СК  з  зворотнім  зв'язком,  НК  в  вигляді  оберне-
ної(інверсної)  моделі  об'єкта  керування  та  еталонної  моделі  об'єкта,  по  осі 
ординат  зображено  задане  значення,  а  по  осі  абсцис  такти.  В  даній  системі 
час встановлення становить 3 такти. 
 





Головна  проблема  яка  стримує  застосування  реконфігурованих  уніфі-











зації  відносно  широкого  класу  додатків  в  заданій  предметній  області.  Така 
узагальнена  структурна  схема  дозволить  підвищити  швидкість  розробки 
конфігурацій. 
Сучасні  засоби  керування  технічними  та  технологічними  об'єктами 
мають в своєму складі обчислювальне ядро, засоби вводу аналогової та циф-
рової  інформації,  засоби  виводу  аналогової  та  цифрової  інформації,  засоби 
обміну даними з  іншими обчислювальними пристроями, елементи візуаліза-
ції  та  оперативного  керування.  Такі  засоби  керування  будуються  на  основі 












тегральна  схема;  МК  –  мікроконтролер;  модуль  вводу  аналогових  сигналів; 
модуль виводу аналогових сигналів; модуль вводу дискретних сигналів; мо-
дуль  виводу  дискретних  сигналів;  модуль  пам'яті;  модуль  інтерфейсів;  мо-
дуль керування та індикації; генератор. 






Модулі  вводу/виводу  аналогових  та  цифрових  сигналів  для  вво-
ду/виводу інформації з/в систему або об'єкт керування. 
Модуль пам'яті  забезпечує  зберігання даних  та конфігураційної  послі-
довності FPGA. 
В  даній  структурній  схемі  присутні  два  обчислювальних  ядра:  мікро-
контролер  (МК)  і  FPGA.  В  залежності  від  задач  керування,  мікроконтролер 
може бути: основним елементом нейромережевого контролера,  а  FPGA  від-












4.4 Нейромережевий контролер системи стабілізації рухомого об'єкта  
 
Для побудови макета нейромережевого контролера в якості об'єкта ке-
рування  обрано  систему  балансування  кульки  на  платформі,  здатну  встано-
вити кульку в задану точку. Платформа нахиляючись по кожній з двох гори-
зонтальних  осей  контролює  положення  кульки.  По  кожній  осі  для  нахилу 
платформи використано електричні двигуни. Положення кульки на платфор-
мі фіксується за допомогою відеокамери. Таке завдання балансування є роз-
ширенням  задачі  балансування  «перевернутого  маятника».  Такий  об'єкт  ке-
рування є складним багатовимірним об'єктом та розроблений для демонстра-
ції НСК синтезованих на розроблених компонентах. 
Метою  даної  роботи  є  розробка  автоматичної  системи  стабілізації  ру-
хомого об'єкта на площині в реальному часі з можливістю встановлення ру-
хомого  об'єкту  в  заданій  точці  на  площині,  використовуючи  розроблені  ме-
тоди та алгоритми проєктування апаратних компонентів НСК.  
Для  побудови  системи  балансування  кульки  на  платформі  було  вирі-




ри.  Наступним  завданням  було  спроєктувати  механізм  нахилу  пластини. 
Пластина має нахилятися по двох своїх осях, щоб мати можливість збалансу-
вати кульку. Для цієї конструкції, обрано варіант коли два приводи прикріп-
люються  по  двох  кутах  пластини,  яка  підтримується  кульовим  шарніром  в 
центрі, в якості двох необхідних ступенів руху.  












пластини  навколо  двох  осей,  цифрової  відеокамери,  для  відстеження  поло-
ження  кульки,  апаратного  та  програмного  забезпечення,  що  опрацьовує  ін-
формацію та керує системою в режимі реального часу.  
Для  подальшого  фізичного  моделювання  системи  зробимо  наступні 
припущення  використовуються  в  моделюванні  вищеописаної  фізичної  сис-
теми:  














значається  двома  кутами  (q1  і  q2),  які  представляють  собою  тіла  обертання. 











Виходячи  з  вищевикладеного,  очевидно,  що  з  чотирьох  змінних  – 
1 2 1 2, , ,m m q q  , тільки дві є незалежними, так як механізм має два ступені сво-
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Помічено, що, в загальному випадку кут повороту пластини q2 пов'яза-
















Справедливість  цього  припущення  також  перевірена  експерименталь-
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 у – координата:  
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Якщо  використовуються  майже  нульові  кути  положення  платформи, 
можна  припустити,  що  у  випадку  ряду  Тейлора  вони  дорівнює  куту  sin . 
Подібна ситуація для  cos , яка дорівнює одиниці, також можна знехтувати в 
градусах,  починаючи  з  квадрата,  наприклад,  якщо  швидкість  становить  0.1 
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Перейдемо  до  передавальної  функції  через  перетворення  Лапласа  за 
допомогою рівняння (4.10): 
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Отримана  передавальна  функція  T(s)  промодельована  в  пакеті  Matlab 
Simulink і отримана залежність положення кулі від кута повороту сервомото-









повороту  серводвигуна,  графік  якого  показаний  на  рисунку  4.17(б).  Отже, 
коли двигун обертається на кут близько 0.17,  кулька рухається  з однієї  сто-
рони платформи до іншої. 
 












Схема  є  класичною  схемою  спеціалізованого  інверсного  навчання.  За 
допомогою технології і програмного пакету розроблених в підрозділі 3.1, бу-
ла  обрана  тришарова  ШНМ  з  двома  нейронами  в  вхідному  шарі,  вісьмома 
нейронами в прихованому шарі та двома нейронами в вихідному шарі, дослі-
дження  різного  типу  нейромережевих  моделей  в  розробленому  середовищі 
«MIMO-plant»  що  дана  топологія  з  найменьшою  похибкою  відтворить  рух 
кульки на платформі.  Початкове навчання  інверсної нейромережевої моделі 
виконано на даних отриманих при моделюванні ПІД-регулятора в [123,138].  
За  методами  описаними  в  третьому  розділі  синтезуємо  нейромереже-
вий  компонент  такий  як,  обернена(інверсна)  модель  об'єкта  керування  та 
компонент  її  адаптації.  В  процесі роботи стенду нейромережевий регулятор 
буде  адаптуватися  та  нівелювати  вісі  ті  припущення  та  невизначеності  при 
моделюванні  та розрахунках,  а  також до  змін  в умовах його роботи, напри-
клад при зміні параметрів кульки, до внесення збурюючи впливів в систему.   















Робота  стенда  по  керуванню  рухом  кулі  на  платформі  за  допомогою 










режеву  систему  керування  з  зворотнім  зв'язком,  представлену  на  Рис.  4.22. 















4.5 Висновки до розділу 4 
 
В  даному  розділі  реалізовано  та  досліджено  на  основі  розроблених 
компонентів: системи керування без зворотного зв'язку; системи керування з 
зворотнім зв'язком, адаптивна система керування із прямою та інверсною мо-
делями  об'єкта  керування,  адаптивної  нейромережевої  системи  керування  з 
еталонною  моделлю,  розроблено  макет  діючого  нейроконтролера  системи 
стабілізації рухомого об'єкта на обмеженій площині.  
При дослідженні даних систем керування показано, що розроблені ней-






Розроблено  узагальнену  структурну  схему  нейроконтролера  на  основі 
програмованих  логічних  інтегральних  схем,  що  реалізує  базові  компоненти 
нейромережевих систем керування. 
Реалізовано  макет нейроконтроллера  для  системи  стабілізації  рухомого 
об'єкта на обмеженій площині та проведено його дослідження, які підтверди-
ли високу ефективність роботи.  
Такий об'єкт керування, як  кулька на  платформі є  складнім нелінійним 
об'єктом  тому для керування  ним розроблено нейромережеву систему  керу-
вання, яка відноситься до класу нелінійних динамічних систем. Розроблена в 
даній роботі нейромережева система керування функціонує та адаптуються в 







Побудовану  і  випробувану  систему  можна  використовувати  як  відмін-
ний  випробувальний  стенд  для  тестування  різних  інших  схем  керування.  В 








дачі  підвищення  ефективності  роботи  компонентів  нейромережевих  систем 
керування,  які  дозволяють  синтезувати  нейромережеві  системи  керування, 








тимізувати  кількість  використаного  обчислювального  ресурсу  та  збільшити 
швидкодію обчислень нейронної мережі.  
2. Вперше  розроблено метод проєктування апаратних компонентів  ней-




3. Вперше  розроблено  метод  проектування  апаратного  компоненту  оп-














його  реалізації  та  промодельована  його  робота.  Апаратний  блок  з  фільтром 
Калмана  дозволяє  відфільтровувати  завади  на  вхідних  даних  нейромереже-
вих регуляторів систем керування. 





програмованих  логічних  інтегральних  схем,  що  реалізує  базові  компоненти 
нейромережевих систем керування; 



















12. Результати  впроваджені  при  розробці  системи  управління  ІТ-
інфраструктурою ТОВ «СІТІУС ПРО». За допомогою технології та програм-
ного забезпечення  «МІМО-plant» обрано оптимальну структуру ШНМ, в пі-
дсистемі  інтелектуального  управління  консолідованими  інформаційно-
обчислювальними ресурсами, що дозволило підвищити ефективність консо-
лідованих  інформаційно-обчислювальних  систем  на  8%  при  забезпеченні 
стабільного  рівня  якості  надання  користувачам  інформаційно-
телекомунікаційних послуг. 
13. Розроблена  технологія  та  програмне  забезпечення  «МІМО-plant» 
впроваджена  в  автоматизовану  систему  проєктування  ІТ-інфраструктури 
ТОВ «АЙАДМІН», це дозволило змоделювати  і прогнозувати навантаження 
в  корпоративній  ІТ-інфраструктурі,  що  проєктується.  Підвищити  рівень  ав-
томатизації  та  інтелектуалізації  спеціального програмного  забезпечення  для 
автоматизованого  проєктування  корпоративної  ІТ-інфраструктури  ТОВ 
«АЙАДМІН» та скоротити часові затрати на проєктування на 20%. Моделю-
вання  і  прогнозування  навантаження  в  корпоративній  ІТ-інфраструктурі 
здійснюється за рахунок автоматичного підбору структури штучної нейрон-
ної  мережі  та  її  навчання,  по  бажаним  параметрам  корпоративної  ІТ-
інфраструктури, що проєктується. 
14. Результати впроваджені у навчальний процес кафедри автоматики і 
керування  в  технічних  системах  НТУУ  «КПІ»,  починаючи  з  2013-2014  на-
вчального року вони використовуються в матеріалах лекцій з навчальних ди-
сциплін «Теорія штучного інтелекту в управлінні», в якій введено новий роз-
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