Abstract-The discrete polynomial transform (DPT) has been introduced recently as a computationally efficient algorithm for estimating the phase parameters of constant-amplitude polynomial phase signals. In this correspondence, we present a modification of the DPT, which improves the estimation accuracy. We show by a perturbation analysis that the mean-squared error of the estimates is reduced when the order of the polynomial is three or greater.
I. INTRODUCTION
In this correspondence, we are concerned with the estimation of the polynomial phase coefficients of a polynomial phase signal. Special cases of the signal model used in this correspondence arise in various applications. Some of these applications are addressed in [8] . First, pulse compression radar systems use signals that have polynomial phase. Typical examples of such systems would be signals with linear or quadratic phase. If the target for the radar is in motion, then the received signal will have different polynomial phase coefficients than the polynomial phase coefficients of the transmitted signal. Depending on the relative motion of the target, the received signal may be modeled as a polynomial phase signal of higher order than the last transmitted signal. Yet another proposed application for polynomial phase signals is for modeling certain animal sounds and is proposed in [8] .
Earlier results on estimating polynomial phase coefficients include the method proposed by Kumaresan and Verma [5] . Their method can be obtained as a special case of the approach given in this correspondence. Specifically, their method was to take finite differences of the phase by using the method presented in this correspondence with all of the delay parameters equal to unity. Another approach was proposed by Kitchen [4] . That approach was to first finite-difference the phase and then use a weighted least squares estimation algorithm.
The approach taken in this correspondence is a modification of the discrete polynomial transform (DPT). The DPT was recently presented in [7] - [10] as a computationally efficient algorithm for estimating the phase coefficients of a constant-amplitude polynomial phase signal. The DPT algorithm estimates each of the phase coefficients in a successive manner from the highest order phase coefficient to the lowest order. Each phase coefficient is estimated by solving a nonlinear optimization problem in a computationally efficient manner. Specifically, a solution to the optimization problem is obtained by using a fast Fourier transform (FFT) calculation.
The original DPT algorithm uses a single delay parameter that is chosen to minimize the mean-square error (MSE) of the estimates. In this correspondence, we present a variation of the DPT algorithm that involves M 01 delay parameters when the order of the polynomial is M: Further, we choose all of the M 01 delay parameters to minimize the MSE of the estimate. The original DPT algorithm corresponds to Manuscript received March 5, 1996 ; revised July 9, 1997. This work was supported by the Office of Naval Research under contracts N00014-91-J-1602 and N00014-95-1-0912 and by the National Science Foundation under grant NSF MIP-90-17221. The associate editor coordinating the review of this paper and approving it for publication was Dr. Petar M. Djuric.
S. constraining all of the M 01 delay parameters to be equal. By relaxing this constraint, we obtain an algorithm that has a smaller MSE of the estimate at a high SNR when the order of the polynomial is of three or greater. The original and modified versions of the DPT algorithm have similar computational requirements. In [11] , an alternative name for the DPT algorithm was taken to be the "higher order ambiguity function" since the DPT can be considered to be a generalization of the ambiguity function. The signal model considered here can be expressed in the following manner. We observe a complex signal sn in identically distributed circular white Gaussian noise w n : That is, we observe yn = sn + wn (1) where n ranges from 
II. THE DPT ALGORITHM
The DPT algorithm is an iterative algorithm. The first stage of the algorithm estimates the highest order coefficient of (2) . Then, the lower order coefficients can be estimated by repeating the estimation procedure after the estimated terms have been demodulated from the observation. We therefore examine the estimation of the highest order coefficient. This estimate is given as the solution of the optimization problem [7] , [8] as defined bŷ
where ! is used to represent the Im(aM ), and
is the objective function we are maximizing. The function F (!) is maximized by taking the FFT of the quantity g 
In (4), we define s to be the sum of all of the delay parameters 1 ; 2 ; 11 1; M01 and to be the product of these delay parameters.
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Although (3)- (8) describe the modified DPT, the original DPT can be obtained from these equations as a special case. Specifically, to obtain the original DPT from the above definitions, simply let = 1 = 2 = 111 = M01 : Like the original DPT, the delay parameters for the modified DPT algorithm should be chosen such that the solution is unambiguous. Specifically, we take j!j < :
For the case M = 2, the signal model is a chirp (the frequency is linearly increasing over time). For this example, the recursive equations imply that g 1 n (y y y) = y n and that h 1 n (y y y) = y n0 : Thus, the objective function becomes
The sequence yny 3 n0 is essentially a single tone. The exp() term attempts to demodulate the tone to baseband so that the accumulation process will achieve maximum energy gain.
III. STATISTICAL ANALYSIS
To determine the appropriate values of the delay parameters, we begin by determining an approximation of the MSE of the estimate as a function of all of the delay parameters. This approximation is valid when we assume that the signal-to-noise ratio is sufficiently high. A first-order approximation of the estimate can be obtained by differentiating the estimate with respect to the observation. Since the observation is taken to be complex, we will make use of the complex analysis theory described by Brandwood [2] . Thus, the first-order approximation of the estimate can be stated aŝ 
To determine the derivative of the estimate with respect to the observation, we begin by using a necessary but not sufficient condition to determine the global maximum of (3), that is
To determine the desired derivative of (10), we differentiate (11) 
By substituting (23) into (10) and using the fact that the derivative of the estimate with respect to the conjugate of the observation is simply the complex conjugate of (23), the first-order approximation of the MSE of the estimate can easily be expressed for any choice of the delay parameters without any additional assumptions. Specifically, we can state the MSE of the estimate as
where we have defined (m 0 n)(m0 0 n0)n 0n0x: (27) Here, however, we express the MSE of the estimate when making two additional assumptions. First, we assume that the delay parameters are chosen to be a fixed percentage of the observation length. This choice was made to simplify the statistical analysis. That is, the delay parameters are assumed to be of the form
where i is not a function of the number of observations. The second additional assumption is that we have a large number of observations.
With these assumptions, we can express the sum of an integer raised to a power [1] in a very compact form, that is Thus, in summary, the MSE of the phase estimate has the form of (24), where 
The variables s ; l ; and l are defined in a manner similar to (29) , that is, these variables are defined as fixed percentages of the number of observations. The parameter is defined as the product of 1 ; 2 ; 11 1; M01 : Note that the value of K in (31) is not a function The value of K only depends on the normalized delay parameters i :
IV. COMPARISON WITH THE CRB
To determine the normalized delay parameters, we can perform a nonlinear minimization of (31) over all of the normalized delay parameters for any known value of the polynomial order M: We performed this optimization when M ranged from two to five.
To perform the nonlinear optimization of (31), we used a grid search to obtain an initial estimate and then improved the initial estimate by using a Gauss-Newton algorithm. The results are given in Table I . The table shows the normalized delay parameters that were obtained from the solution of these optimization problems. The delay parameters of the modified DPT algorithm are compared with the delay parameters of the original DPT algorithm. The original DPT can be considered to be a constrained version of the modified DPT where all of the delay parameters are equal and optimized as a single free parameter. We only examined the first several choices of the order of the polynomial as a representative sample. Note that this optimization can be performed for any desired polynomial order.
The statistical efficiency, which is the ratio of the Cramer-Rao bound (CRB) to the first-order MSE of the estimate when the number of the observations is large, is also shown in Table I . In [8] , it was shown that the CRB for constant-amplitude polynomial phase signals has the same form as (24) but with a different value for the constant K: Specifically, the value of K that is used to compute the CRB is given by
Under the assumptions for which the analysis was made, the asymptotic efficiency is a ratio of the two constants, that is, the efficiency is not a function of the signal parameters, noise variance, or the number of observations.
In Table I , we also show the statistical efficiency for the estimates obtained when using the original DPT and the modified DPT as a function of the polynomial order. Note that 0 dB corresponds to achieving the CRB. The table clearly illustrates that the modified DPT has a smaller MSE than the original DPT when the order of the polynomial is between three and five. Note that when the order of the polynomial is five, the MSE of the estimate when using the modified DPT is approximately 5 dB smaller than the MSE of the original DPT (at high SNR).
V. NUMERICAL EXAMPLE
To illustrate the improvement in the modified DPT algorithm over the original version, we examined a particular example. Specifically, we considered estimating a M when M = 5: The signal parameters were chosen to be a 0 = 2j; a 1 = 2 3 10 02 j; a 2 = 2 3 10 04 j; a 3 = 2 3 10 06 j; a4 = 2 3 10 07 j; and a5 = 2 3 10 08 j: The variance of the white noise was taken to be unity, that is, 2 = 1: A Monte Carlo simulation was performed using 300 trials with 500 observations. In Fig. 1 , we show a comparison between the CRB (solid line), the original DPT using a Monte Carlo simulation (pluses) and theoretical approximation (dash-dot line), and the modified DPT using a MonteCarlo simulation (asterisks) and theoretical approximation (dashed line). The figure shows the MSE of the estimate after normalization. The normalization consisted of dividing the MSE by the square of the coefficient. Note that as predicted, the modified DPT has approximately a 5-dB improvement over the original version at high signal-to-noise ratios. The theoretical value of K for the original DPT algorithm was K = 2:05 3 10 10 :
The value using the modified DPT was K = 6:50310 9 : The MSE of the other coefficients a 0 ; a 1 ; 1 1 1 ; a 4 behaved qualitatively the same, and therefore, we showed only one of the coefficients as an example.
VI. CONCLUSION
We have shown a variation of the DPT algorithm involving multiple delay parameters that can be chosen to minimize a firstorder approximation of the MSE of the estimate. The estimation algorithm is given by (3)- (8) . The optimal delay parameters can be obtained for any order of the polynomial by minimizing the nonlinear function given in (24), (31), and (32). The minimizing delay parameters are presented for polynomial orders of five or less in Table I . The statistical efficiency when the order of the polynomial is five or less is also given in Table I . For polynomial orders greater than five, we expect a similar type of performance gain, although we have not tested this assumption. A numerical example substantiated the theoretical results by showing that the modified DPT has the predicted improvement over the original DPT.
