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CI osed queueing networks have exact, product—form so lutions on I y 
if they fit into the categories defined by Baskett et. al. [BASK75] . 
Other types of networks which may be of interest do not quite conform 
to these specifications. One such cI ass contains queues with f irst— 
come—first—served queueing disc ip 1. ines and non-exponential service 
distributions. These networks may be solved approximately by using an 
iterative technique based on the so—cal1ed Norton's Theorem 
decomposition wh_ich reduces a network to a corresponding (so 1 vab 1 e) 
two—queue network. 
This report discuss.es a program written in Pascal at Purdue 
University which emp1oys Norton 1s Theorem. Perhaps more important 1y, 
it attempts to fill in some of the reasoning and implementation 
details omitted by the more formal papers on the subject. 
Section 2 discusses Norton's Theorem and the manner in which it 
was applied in thre program. Section 3 discusses the techniques which 
were used to solve the two—queue model; emphasis is placed on a 
recursive technique developed by Saner [SAUE75]. Section A describes 
the extension of the basic algorithm to queues with load-dependent 
service rates. The input format of the program is described in 
Section 5, with some comments on the applicability of the program in 
Section 6. There are.two appendices : • the first contains derivations 
of the formulas used for modeling non—exponentia1 distributions by the 
method of stages, while the second contains the equations used- in the 
recursive solution of the two—queue model. 
2. Norton's Theorem 
Given a network of M queues, Norton's Theorem states that it is 
possible to replace (M—1) of the queues with"a single queue with load-
dependent service rates such that performance characteristics 
(throughput, utilization, mean- queue length, etc.) at the M-th queue 
remain unchanged from what they were in the original model. The exact 
reduction is easy to make if the queues all have exponential service 
rates, but difficult if they do not. 
To make the decomposition, we first assume that all the queues 
which are to be aggregated have exponential service distributions. 
(It is this assumption which makes the so 1ution on 1y approximate.) 
The aggregated exponential queues are then replaced by a single queue 
with load-dependent service rates. The rates are chosen so that the 
effect of the new queue upon the remaining original queue is exactly 
the same as that of the aggregated exponential queues. A composite 
coefficient of variation is then assigned to the new equivalent 
server. (Coefficient of variation is a measure of the skewness of a 
distribution, defined as the standard deviation divided by the- mean.) 
This decomposition is done in the procedure EQITIVALENTSER VER in 
the program. Suppose that we have M queues in the network, and that 
2 
vre wish to aggregate a-1 1 but the k—th qu-euze. Let Yj be the 
visit count to station i , obtained by so 1 ving the -equations 
r e1 at i ve 
M 
Yj = S Y j P j i 
j = l 
where pj j is the transition probability from station j to station i. 
Then if (ji i.s the service rate at station i, Xj = ^i/Hi is the 
relative throughput at station i. The Xj's could then normally be 
used with Buz en ' s al gorithm [BUZE73] to find the normal i z ing constants 
G n for various loads, n, and, finally, the throughputs for each of the 
queues in the network. What we do instead is to "short—circuit" 
server k by setting X k to zero (i.e. , =») , and measure the 
throughput through station k. This measures the throughput of the 
rest of the network with station k removed, and can be used as the 
service rate for an equivalent server. 
Assuming that there are N customers in the network, we compute G n 
(n=0,1,...,N) using the computed Xj's with Xk=0. Buzen then tells us 
that the throughput through station i with n customers present is 
Ti = 
J<iXiGn- 1 
The throughput at station k must be the sum of the 
arriving at k from the other queues in the network; i.e., 
throughputs 
M M Yj ! 
Tk = 2 PjkTj = £ Pjk 
j=l j=l 
Gn-l M 




We then take T k as the service rate of the equivalent server when 
there are n customers at the equivalent server. 
The composite coefficient of variation, C*, is computed as a 
weighted average of the coefficients of variation of the individual 
queues comprising the equivalent server. The weights used are the 




i = l 
M 
2 Yi/MI 
i = 1 
The equival-ent server is now completely parameterized, and. we can 
solve this two queue model by one of the techniques described in 
section 3 for the throughput T k and mean queue length nj, at queue k. 
(We are uninterested in the statistics for the composite queue.) 
Remember that these solutions are on 1y approximate due to the 
exponential assumption. We need to check the "goodness" of the 
solutions, and possibly refine them before accepting them as a final 
answer. The method used is due to Chandy, Her.zog, and Woo [CHAN75] . 
Suppose that we have gone through the decomposition—so Iution 
procedure described above for each of the queues in the network. One 
obvious way to check solution validity is to compare the sum of the 
mean queue lengths with the number of customers in the network: they 
should match. We should also check to see that the throughputs are 
correct. To do this, we first compute a normalized throughput as 
Ti = Tj/Yj. The normalized throughputs should be equal, since 




(throughput at j must be the sum of 
the incoming throughputs) 
= K Y / Y (notice that the Tj's are merely another 
solution to' the equations which produced 
the Yi's, and so must be some constant 
multiple of the Yj's) 
K = KYfc/Yj, 
1 M 
S P i fcT£ Y k i-1 
= T k/Y k = T k' 
We can then compute a mean normalized throughput as 
M 
MNT = S Ti Y M 
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and compare the individual throughputs with the mean. 
We will say that this iteration of the solution has excess queue 
length if 
M 
S n ; > N(i+£) , 
i=l 
and insufficient queue 1ength if 
M 
S n4 < N(l-£) , 
i=l 
where £ is some error tolerance, typically .01 or .05. In addition, a 
queue will be said to have excess throughput: if T£ > MNT(l+£), and 
insufficient throughput if Tj' < MNT(l-fi). 
For the remainder of this discussion, we must keep two sets of 
rates in mind: a set of service rates, . which may be adjusted to 
reduce the error in the solution, and are used only in computing the 
composite rates for the equivalent server; and a set: of real rates, 
Rj, which are the original service rates in the model, and are used to 
parameterize the isolated queue and provide performance measures. 
The service rates are adjusted as .follows: 
1) If there is excess queue 1ength, then for each queue-having 
insufficient throughput, set ' = SjT;'/MNT. 
2) If there is insufficient queue 1ength, then for each queue 
having excess throughput, set Si' = SiTj'/MNT. 
3) If there is excess queue 1ength or insufficient queue 
1ength, and no adjustments were made in either 1) or 2), 
then set 
M 
Si' = SiN / £ nj 
j=l 
for each queue in the network. 
4) If there is neither excess, nor insufficient queue 1ength, 
then compute ' = SjTj'/MNT for each queue. 
If ]S£ ' - Si| < £ for all i, then the model is within the 
error to]eranee, and the so Iution may be accepted. 
If the stopping criteria in 4) were not met, then we take the new Si * 
and go back to the decomposition—solution stage to try again. 
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The reasoning behind the a-djustments performed in 1) is as 
follows: we must reduce the sum of the mean queue lengths. If queue i 
has insufficient throughput, then S £' < Si. Remember that the Sj's 
are used on Iy when determining composite queue rates. Thus the rates 
of the equivalent servers corresponding-to every queue except queue i 
will be reduced. This implies that the throughput of the equivalent 
server (and hence, of the isolated queue) will be reduced, and that 
the mean queue length at the equivalent server will increase, 
providing a corresponding decrease at the isolated queue. Thus the 
sum of the mean queue Iengths will decrease (which makes the 
throughput at queue i more near 1y equal to the others), and the new 
mode I should be c1oser to the convergence criteria. Simi1ar reasoning 
may be used for the other adjustments. 
In summary then, an algorithmic form for the solution technique. 
1. For each queue k, l^k^M, do 
a. Parameterize the server equivalent to the (M—1) queues not • 
inc1uding queue k. 
b. Solve the resulting two queue model, obtaining the 
throughput and mean queue length for. queue k. 
2. Make adjustments to the service rates as necessary. 
3. If the convergence criteria are satisfied, stop. Otherwise, 
go back to step 1. 
3. Solving the Two Queue Model 
In order to solve the two queue network, we must first develop a 
representation of the two queues which will reflect their non-
exponential nature, and:yet is not too difficult to solve. It has 
been shown that any distribution can be represented as a sum of 
exponential distributions. We use this fact to develop models which 
match the mean and coefficient of variation (i.e. r the first two 
moments) of the given distribution. These models are primarily due to 
Sauer and Chandy [SAUE75a], and Sauer [SAUE75b]. 
Consider first a queue with mean.service rate n and coefficient 
of variation c < 1. (Figure 1). This queue may be represented by a 
series of exponential queues, called a Modified Erlang model (Figure 
2) , where 
2rc 2+i—2—(r 2+4-4rc 2 ) 1 / 2 
1/(i—1) 1 / 2 > c s 1/r 1 / 2 , p = , 
2(c a + l)(r—1) 
and •• =*/*.=(r-p(r-l) )p. (See Appendix I). 
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The probability that a customer leaves the: station after parsing 
through the first stage is p; with probability (1—p) he-passes through 
the remaining (i—-1) stages before departing. 
On the other hand, .if c > 1 , then we may represent the queue with 
a hyperexponential mode 1 (Figure 3) , where 
c2+l-(c2-l)1''2 
p = , ^!=2p// , and 2(l-p)//. 
2(c2+l) 
In order to simplify the solution to the problem, we can redraw this . 
model to resemble the Modified Erlang by mak-ing'sure that = P-2 • ; 
then 1etting p' = p + (1—p)2/p, obtaining the model shown in Figure 4, 
Since we have a two queue network, we can mode 1 each queue as 
above, and then denote the state space as the set of (i,j,n)'s, where 
i is the stage in which the customer at queue 1 is currently residing, 
j is the stage in which the customer at queue 2 is currently residing, 
and n is the number of customers at queue 1. 
There are several ways to solve for the probabilities of the 
various states. One way is to set up and sol.ve all the balance 
equations directly. This technique is easy to implement, but severely 
limits the size of the state space. Even for models with two stages 
per queue, the number of customers is limited to about forty before 
the storage space needed for the coefficient matrix has grown too 
large to be tractable. 
The solution technique actually used in the program is an 
extension of work done by Sauer [SAUE75b], and makes use of the fact 
that it is possible to solve for P(i,j,n) in terms of only the 
P(i,j,n—l)'s and P(i,j,n-2) 's. We first assign an arbitrary value to 
the P(l,j,0)'s, and then solve for all the other state probabilities 
in terms of these. We can then determine how all the other 
probabilities depend on the P(l,j.O)'s, and can solve for the 
P(l,j,0)'s. A second pass through the state space using the correct 
starting values produces al 1 the desired probabi 1 iti.es. 
We need to take a closer look at how this is actually 
accomplished. First, we should note that each P(i,j,n) is actually a 
vector with R2 elements. (R2 is the number of stages in the 
representation of queue 2.) The initial assignment is P(l,j,0) = ej, 
where ej is a column vector v/ith a one in the j—th row, and zeroes 
elsewhere. The reason for doing this is so that later we know that if 
P ( i i j « n ) = 
l E 2 
I 
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thjen P( i , j,, n)=a jPOl ,.1T CO+c^PX 1,2, 0) + . . . 4-crH2P( 1, R2-0) . 
Nejct, we pass through the state space starting at the P(i , j , 1) 's 
and finishing with the P(i,j,N)'s. Notice that we only need to have 
the P(i,j,n-l)'s and P(i,j,n—2)'s available at any one time. Hence, 
the number of oust oncers in the network has no bearing on the amount of . 
memory needed for this technique. As we pass through the state:space, 
v/e keep a sum vector S which adds up all the indi vidua I probabi 1 i ty 
vectors. (See Appendix II for the equations- and proof of their 
val i.dity. ) 
After passing completely through the state;space, we observe that • 
v/e cou 1 d direct 1 y compute the P( 1 , j ,N—1) 's from their own ba 1 ance 
equations now that we have the P(i,j,N)'s. Call these recomputed • 
probabilities the P1(1,j,N—1) ' s. If we have a solution, it should be 
true that P( 1., j , W-l')-P ' (1 . j , N-l )=0 , or Dj^O. These difference 
equations, coupled with the fact that all of the probabilities must 
sum to 1, produce the following set of equations: 
D2 0 
D3 0 
• X = 
0 
s 1 
which, when solved, give us the correct values for the P(l,j,0)'sl We 
can now plug these in as the starting values, and repeat this 
procedure to get all the probabilities. Performance measure's of 
interest can be computed along the way. 
A third solution technique is to solve the- balance equations by 
iteration. Here, we pick some arbitrary values for all the 
probabilities, and then.recompute them using the balance equations 
directly. The resulting probabilities are then normalized so that 
they sum to one, and the process is repeated until the normalization 
constant is sufficiently close to one. Note that here, we will 
probably need more than two iterations to obtain solutions. However, 
we hope to improve the accuracy of the solution by avoiding the 
difference equations. 
4. Extensions 
The basic techniques described above assume that a 11 the queues 
in the network have Ioad—independent service rates. However, we can 
produce equivalent servers for queues with 1oad—dependent service 
rates by using the corresponding algorithms of Buzen [BUZE73] or 
Brue 1 1 [BRTJE78] . Solving the two—queue model calls for a 
straightforward extension of the recursive technique; now both servers 
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(instead of only the equivalent server) may be load—dependent. 
AIthough general 1oad—dependent service rates have not been 
imp 1 ernented in. the program , the special case of mul tip 1 e identical . 
servers at a service center has been handled. This effectively 
includes the infinite server queueing discipline, which is implemented 
as a service center with as many servers as there are customers in the 
network. All the necessary equations for solving the two—queue 
network my be found in Appendix II. 
An opti.on permitting the user to generate a file of performance 
criteria of interest for later input to a plotting routine was never 
completed. However, the vestigial plot flag remains as. part of the 
input specification. This flag should always be turned off. 
5. Input Format 
Input to the program should be in the fo1 lowing format. 
M 
NMIN NMAX {IN"CR} (Model is solved for NMIN to NMAX 
customers in increments of INCR; 
INCR may be omitted if NMIN=NMAX) 
NUMBER OF SERVERS AT DEVICE i (-1 means infinite) 
one set 
of these 
for each ^ 
device 
FLAG Si Ci 
I Ji P(I.Ji) 
I J 2 P(I,J2) 
i Jx pu.ji) 
-i 
PLOTFLAG 
(where FLAG=0 => Sx is a service time; 
FLAG=1 => S^ is a service rate) 
Branching-probabi1ities from device i 
to device'Jk. The list is ended with 
a -1.. 
(0=> OFF;' 1 => ON) 








Device Time (sees.) C Nr. Servers 
1 11. 012 1.1 Z OP 
2 0. 043 2.36 2 
3 0. 181 0.77 3 
4 7. 189 0. 95 CO 
For N=50 to 100 by 5's 
Plot flag off 
4 
50 100 5 
-1 
0 11.012 1.12 
1 2 1 . 0 
-1 
2 
0 0.043 2.36 
2 1 0.25 
2 2 0.05 
2.3 0.6 
2 4 0.1 
-1 
3 
0 0.181 0.77 
3 2 1.0 
-1 
-1 
0 7.189 0.95 





When the program derives solutions-, for a particular model , they 
tend to be quite good.. Errors, even for mean queue lengths, are only 
a few percent. However, solutions cannot always be obtained^ The 
number of customers for which a particular mode 1 can be successfu11y 
solved is dependent on the model. The more balanced the model, the 
more difficult it is to obtain a solution. Seme models wi11 admit 
solutions for only thirty customers, while others (similar to that 
described in section 5) have be^n successfu11y solved for as many as 
eighty—five customers. The difficulties seem to Lie in the fact that 
as the state space grows, we have to subtract very small probabilities 
from other very smaI 1 probabi1ities, whi1e the answer 1oses 
significant digits. 
The third: solution technique described in section 3 was an 
attempt to avoid this problem by avoiding subtractions. 
Unfortunately, the technique uses many iterati.ons, and in fact does 
not seem to converge as well as the implemented technique. The 
reasons for this are currently unknown. 
Throughout, this paper it has been implicitly assumed that the 
queueing net-works under: discussion contain only a single customer 
class. Some thought has been given to implementing a mu 11i.p 1 e—c 1 ass 
version of the program. Although this might be successfully 
accomplished for small numbers of classes (i.e., two or three), it 
does not seem feasible in the general case since one must produce a 
service rate for every p.ossible combination of customers which could 
be at the equivalent server. For the single—class case, this involves 
only N solutions (where N is the number of customers in the network); 
for multi—class networks, the number of required solutions grows 
combinatorially. Thus it would seem that this problem requires a 
di fferent approach. 
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Appendix I 
This appendix contains the derivations of the fornrulas for the 
branching probabilities and service rates of the stages of the 
Modified Erlang and hyperexponential models, as well as proof that the 
hyperexponential can also be modeled as a Modified Erlang. 
Modified Erlangj 
The easiest way to derive formulas for p and (j is to use Laplace 
transforms. In [KLEI75], we see that the Laplace transform for the 
.Erlang model as we have defined it is 
r 
B*(s> = p(Mi/Cs+//j)> + (1-p) n Ui/<s+fJi). 
i = l 
where f/i i's the service rate- of stage i. Since in our case, 
M i = ^ 2 = - • > we can simplify this to 
B*(s) = pfj/is+fi) + (l-p)jwr/(s +/j)r 
= p^Cs+ju)"1 + (l-p)Mr(s+^)-r 
Differentiating:, we find 
B* c 1 1 (s) = -pmCs+^u)"2 — r ( 1—p )jur(s+£<) - T + i ) . 
From [KLEX75] , we learn, that the first moment, Xi , of any distribution 
may be found from, its Laplace transform thusly: 
= —B*1 1 } (0) = p/fj + r(l-p)/// . 
Differentiating:again , we obtain 
B* < 2 } (s) = 2piU(s+/0 ~ 3 +- r(r+l> (l-p)^r<s+/u) " < r + 2 > , 
Tsrnd since the second moment of the distribution, X 2, can be found as 
X 2 = B* ( 2 >(0), we obtain 
X 2 = Zp/u2 + r (r+1) (1—p)//U2 . 
X.et d be the mean service rate of the device being modeled, and c be 
its coefficienti of variation. Then since c = (Xa— X ^ 1 ' 2 / Xi , we see 
that 
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C 2*! 2 + X!2 = X a 
X^ = (c2+l)X,2 = (c2+l)/d2 . 
:and s o we f ind that 
(1) p//i + r(l-p)//J - 1/d, and 
(2) -2p/*/a + rCr+l)(l-p)/^2 = (c2+l)/d2 . 
•Multiplying (1) by we obtain 
(3) p = d(p+r(1—p)). 
.Substituting (3) into (2) and cancelling- the common d 2 term, we'.:7f:rnd 
2p + r(r+l)(l-p) = ( c 2+1) ( p-l-i—rp ) 2 
2p + (r2+r) — p(r2+r) = (c2 + l) (p^-t-r2-^2p3+2pr-2p2r-2pT>2) 
p<2-r2-r) +- (r2+r> - (ca+l > (p2 (l+r2-2r)+p(2r-ra)+r2) 
(c2+l)p2(H-r2-2r) + p (2rc 2-2r 2ca+2r-2rja—2+r 2+r) = -r ac 2+r 






(4r2c 4+r-a+4+4r 2c2—4i—8ra2—4r2c 4+4r+4rc2—4r2e 2 ) l / 2} 
2(c2+l)(r-1) 
= {2rcJJ+r-2-(— 4rc 2+r 2+4) 1 / 2}/2(c* + l) (r-1) , 
which is the desired result. From O ) , we can rearrange terms, and 
find that /j = d(r-p(r-l)). 
Hyperexponential 
For the hyperexponentia1, we find that [KLEI75] 
B*(s) - pfiii/Cs+Mt) + (l-p)yUa/(s+^2) . 
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As ibefore., we dif ferentiate and^ f ind that 
B * ( s ) = -pfi^s+fjO'2 " <l-p)^2(s+/y2>-2 
-B*<1>(0) = p / jW'i + (l-p>/^2 = 1/d 
B*f2>(s) = 2p//1(s+(u1)-3 + 2Cl-p)^2(s+^2)"3 
(4) B*(2>(0> = 2p/ M l 2 + 2(1—p)/p22 = (c*+l)/d2 
Now if we choose ix^  = 2dp, we obtain 
p/2dp + (l-p)/iW2 - 1/d 
l/2d + (1 —pi) 2 = 1/d 
M^/2. + d ( 1 —p ) = [A 2 
fi^  = 2d( 1—p) , 
verifying the formulas for the service rates of. the two stages. We 
also find-by substituting into (4) that 
2p/(2dp)* + 2(1—p)/(2d(1—p))2 - (c2+l)/d2 
2p/4p 2 + 2(1—p)/4(1—p)2 = c2+l 
2(1—p) + 2p = 4(ca-Hl )p (1—p) 
1 = 2(ca+l)p(l-p) 
2(c2+l)p2 - 2(c-a+l)p + 1 = 0 
p {2(c2+l) - (4c4+8c2+4—Sc-2—8) 1 / 2 } / 4(c2+i) 
= {2(c2+l) - (4c4 —4) 1 2•} / 4(c2+l) 
= {c2 + 1 - (c4-l)1/2} / 2(c=+l) . 
FinaJ.Iy, we need to show "that the hyper exponential distribution 
ican be successfully modeled by a modified Erlang as described in 
section 3. 
Let p be the probability of branching to stage- 1 in the 
hyperexponentia1, and q=l—p be the probability of branching to stage 
2.. We know that /71=2p^ and ju2=2q;u.,. where fx is the service rate1 of the 
device being modeled. In the modified Erlang, the branching 
probability p' is 
p ' = p + q2/p = (p2+q2)/p . 
and so the .Laplace transform is 
14 
(p*+qa><2p,a) <p-q-pa)< 2p// )( 2q// ) = 
p(2p/«+s) p (2p^+s) (2q/U+s) 
,-i4p3JTJU2+4pq-3ju2+4p 2q;u2-4pq3'/u2—4p3q/u2+(p2+q:i) (2pjU>s 
p(2piU+s) (2qy/+s) 
( p 2 +q 2 ) +4pqyu2 2p 2 /U 2q 2 a* 
(2p^+s) (2q/u+s) 2pjU+s 2q/u+s 
- P/«l/(Ml+s) + , 
^which is the Laplace transform of the hyperexpotential distribution. 
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This appendix 
the two queue model, 
Appendix II 
contains the equations used to recursively solve 
and proofs of their correctness. Important 
results are marked with.a (#) as they appear. 
The fo1 lowing terminology will be used: 
(* i.n service rate of the i—th stage of queue 1 with n 
customers present 
Xj > n : service rate of the j-th stage of queue 2 with n 
customers present at queue 1 
R1 : number of stages at queue 1 
~R2 : number of stages at queue 2 
p : probability of departing queue 1 after receiving: 
service at the first stage 
q : probability of departing queue 2 after receiving. 
service at the first stage 
fip : (1—p) if we are talking about a transition from 
stage 1 to stage-2 of queue 1; 1 otherwise 
S q : (1-q) i_f we are talking about a transition from 
stage 1 to stage 2 of queue 2; 1 otherwise 
N : number of customers in the network 
The state space transition diagrams in Figures 5 and 6 may-aid in 
understanding the following material. 
The system is solved in the following manner: for each l=n£N, we 
first compute P(l.l,n), then all the P(i,l,n)'s, then the F(l,j,n)'s, 
and, finally, the remaining P(i,j,n)'s. 
Conjecture; 1 : 
For l^n=N—1, , 
1 
PC 1 , l,n) » S 
i=2 
, n - 1 1 IT 
MK. 
P(i,R2,n—1) 
jWl k=i + M , 






k=2 iUk,n+X, (fV 
le 
Ff.: By induction on 1; n is fixed, but arbitrary. 
f a m 
For 1=2, we obtain 
, n— 1 
P(2,l,n) = 
/"a , n J 
f qXl.n-i ^ ' 
A*2 , r» J 
A*2 , N ^ 1 , N J 




„ t * 2 , , n J 
= {XH2,n_,P(2JR2.n-l) 
+ qXl,„_1P<2,l,n-l) + (l-p)Mi >nP(l ,l..n-)} . 
which is correct from the flow diagram. 
Assume true for 1. Show true for 1+1. 
P(l+l,l,n) = U/Ca/i+I .ri+^ I {XH2,n-lP(I+l rR2,n-l) 
+ q.Xi jn_iP(l+l.l,n—1) + fj! , nP(l ,l,n)} 
(from the flow diagram) 
LE2 , 1 
Ml+1 , i , 
P( 1+1 ,R2.,n-l) + 
qX1 , n-
V 1, 










qXi , n — I 1 MV. , 
n 




k = 2 /Jit, n + ^l , ft 
P(1 ,1,n) 
17 
1+1 XB2,n-l 1+1 J"k,n 
= E < n P(i ,R2,ti-1 ) 
i=2 ML + L , RV PK,N+XI , 
q ^ i , I 1+1 Mk,n 
+ n P(i , 1., n—l) 
+ l , n k=i Mk, n+>M p n I 
1 + 1 5p*/k_ljn 
+ n P( 1 ,1 , n) 
Ma,n+Xl,n 
Q.E.D. 
If we let 0'! equal the summation, and a! be the coefficient of 
P(l,l,n), we have P(1,1,n)=01+a!P(l,1,n> . 
Now from the balance equation for P(l,l,n—1), we obtain 
(Mi.b-i+Xj,n_!>P(l.1,n-l) = pplrnP(l,l,n) + t„P(Rl,l,n) 
+ XB2,n_2P(l,R2,n-2) + qXi ,n_aPCl,l.,n-2) 
= p^ fi ...PCl.l.n) + ,n(pHi+«BiF(l. l.n)) 
+ XRa,n-2PCi,R2,n-2) + q\,,n^3P(l,l,n-2) 
= (PMi ,n+i«Hi ,Aaai)PCl,l.,n) + ^Bi,nP-ai 
+ XH^jn_aP(l,R2,n-2) + qXt,n_2P(1,1.n-2) 
or 
(*) P(1 , 1 , n) = {1/CpMl .rvORi)} { ( ^ . n - i U i . ^ ^ P d . l . n - l ) 
- ^hi.bPbi - X H 2 j n_ 2P(l,R2,n-2) - qXL ,n_2P(l,1,n-2)} 
Notice that all the terms on the right hand side contain 
probabilities of degree n—1 or n-2. Hence, we can solve for P(l,l,n) 
knowing only these earlier probabilities. 
To solve for the P(i,l,n)'s, we can use the balance equations 
directly from the figure. 
(*) P(i,l,n) = {l/(jUi , ,n)} { SpjUi- x , nP(i-l, 1. n) 
+ XHa,n-iP(i.R2,n-l) + qXj,n_iP(i,1,n—1)} , 
for 2 ^iSRi, 1 £.n=N. 
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Con, j e c ture-.2: 
P(I.j.n) = S n P(i,j-L,n) 
i=2 , n k=i Af*. n+X } , n 
+ n P C1 , j , n ) 
^=2 + , n 
for 2= 1 ^ R1 , 2S JSR2, lS^N-l. 
"Pf: By induction on 1; j and n are fixed, but arbitrary. 
For 1=2, we obtain 
M 2 . n P(2, j , n) P(2, j —1 , n ) 




= U/(jU2,n+Xj ,n)> UqXj-j ,np(2, j-l,n) -+ (l-p)/^ , nP(l , j } ~ 
-which is true by inspection of the figure and the balance equations. 
Now suppose the conjecture is true for 1. Show it is true for 
1 + 1 : 
PC 1 + 1 . j.,n) = {1/(^1+1 UqXj-1 ,nP(l+l, j-l,n) 
+ Mi.J.n)} 
J- 1 ,n 
+ 1 , j • n 
P(1+1,j-1,n) + 
Ml , n 1 j- 1 ,n I M-k.n 
2 n P(i.j-l.n) 
-"1+1 , n+Xj , n i=2 jUl , n. 
1 Sp^k-l.n 
+ n P(l.j.n) 
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sq^i-i.n i 1+1 
= P(l+l,j-l,n) + Z n P(i.j-l.n) 
1+1 «PA<k-i,n 
+ n P (1, j , n ) 
^=2 //k,n + Xj ,n 
1+1 Sq\j-lrn 1 + 1 Mk ? n 1+1 «PJ"k-i,n 
= S n P(i , j —1, n) + n P( 1 , j,n) 
i = 2 Ml + l,n fc^i iUfc.n + Xj.n k=2 *fk .n+Xj 
Q. E. D. 
XT we let Pi be the above summation, and a* be the coefficierrt of 
P(l.j,n), we can write P(l,j,n) = Pi + c^Pd.j.n), and then 
(fi.n-i+'M.ii-i) PC1, j .n—1) = pa»i , nP(l . J ,n) + SqXj-x , n-iPCl . j-l.-n-l> 
+ /'El ,nPCRl . j.n) 
, n - i + X j > P(1 , j ,n—1) = Pjm, ,nPCl , j .n) + SqX^ 1 , n_iP(l , j-1 ,n-l> 
+ JWE1,n(pHi + aE1P(l,j,n>) 
O ) P(l,j,n) {1/ipMi ,naHi>l iOi , n-i+Xj P(l , j , n—l) 
~ «qXj-i,n-iP(l.j-l,n-l) -AfHi.nPai ) 
^Notice again that we can now solve for the P(l,j,n)'s using only those 
probabilities previously determined. 
Once we have all the above probabi1 ities, it is easy to solve for 
-the remaining ones directly from the balance equations. 
(*) P( i , j , n ) = {l/(Mi , ,^ +Xj ,„>} {apAfi_i>nP<i-l, j.n) 
+ 5 qX j _ j ,nP(i.j-l.n) } 
f or 2=iSRl, l^n^N-1 
We need one more equation to cover the special case where n=N. 
It is derived directly from the.figure, and is given by 
qXi.n-i P ( 1, 1 , N—1) + X ^ , ^ P (1 , R2, N— 1) 
(*) P(1,1,N) 
Mi , » 
20 
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Figure 1. Non-exponential queue. 
A, 
Figure 2. Modified Erlang Model. 
Figure k. Modified Erlang form of 
Hyperexponential Model. 
Figure 5. lower portion of statespace for 
two queues with exponential stages. 
Figure 6. Complete statespace for two queue 
model with Rl=3, R2=3, N=3. 
