To construct a well-performing recommender offline, eliminating selection biases of the rating feedback is critical. A current promising solution to the challenge is the propensity weighting approach that models the missing mechanism of rating feedback. However, the performance of existing propensitybased algorithms can be significantly affected by the propensity estimation bias. To alleviate the problem, we formulate the missing-not-at-random recommendation as the unsupervised domain adaptation problem and drive the propensity-agnostic generalization error bound. We further propose a corresponding algorithm minimizing the bound via adversarial learning. Our proposed theoretical framework and algorithm do not depend on the propensity score and can obtain a well-performing rating predictor without the true propensity information. Empirical evaluation using benchmark real-world datasets demonstrates the effectiveness and the real-world applicability of the proposed approach.
Introduction
The main objective of recommender systems is to obtain a well-performing rating predictor from sparse observed rating feedback. During the process, a great challenge is that most of the missing mechanism of the real-world rating dataset is missing-not-at-random (MNAR). The MNAR missing mechanism is created because of two factors. The first is the past recommendation policy. If one relied on a policy recommending popular items with high probability in the past, then the observed ratings under that policy include more data of popular items [5, 33] . The other is users' self-selection. For example, users tend to rate items for which they have positive preferences, and the ratings for negative preferences are more likely to be missing [20, 26] .
The MNAR problem makes it difficult to learn rating predictors from observable data [31] because it is widely recognized that naive methods often lead to sub-optimal and biased recommendations under the MNAR settings [26, 27, 31] . One of the most established solutions to the problem is the propensity-based approach. It defines the probability of each instance being observed as the propensity score and obtains an unbiased estimator for the true metric of interest by weighting each data by the inverse of its propensity [18, 26, 32] . In general, this unbiasedness is desirable; however, this property is ensured only when the true propensities are available; it is widely known that the performance of the propensity-based algorithms is highly susceptible to the propensity estimation methods [2, 25] . However, in real-world recommender systems, the true propensities are mostly unknown, and this leads to the severe bias in the estimation of the loss function of interest even when the propensity weighting estimators are used.
To solve the limitation of the previous propensity-based methods, in this work, we establish a new theory of MNAR recommendation inspired by the theoretical framework of unsupervised domain adaptation. Similar to the propensity weighting, unsupervised domain adaptation addresses the problem settings in which the feature distributions between the training and test sets are different. Moreover, methods of unsupervised domain adaptation generally utilize distance metrics measuring dissimilarity between probability distributions and does not depend on propensity weighting techniques [6, 7, 23, 24] . Thus, it is considered to be useful to solve the problem caused by the propensity estimation bias. However, the connection between the MNAR recommendation and unsupervised domain adaptation has not yet been thoroughly investigated.
To bridge the two potentially related fields, we first define a discrepancy metric to measure the distance between the two missing mechanisms inspired by domain discrepancy measures for unsupervised domain adaptation [3, 4] . Then, we derive a generalization error bound depending on the naive loss on the MNAR feedback and the discrepancy between the ideal missing-completely-at-random (MCAR) and the common MNAR missing mechanisms. Our theoretical bound is independent of the propensity score; thus, the bias problem relating to the propensity scoring is eliminated. Moreover, we propose an algorithm called Domain Adversarial Matrix Factorization. The proposed algorithm simultaneously minimizes the naive loss on the MNAR feedback and the discrepancy measure in an adversarial manner. Finally, we conduct an experiment on a standard real-world dataset to empirically demonstrate the effectiveness of the proposed approach.
The contributions of this paper can be summarized as follows.
• We construct a new theoretical approach to the problem of MNAR recommendation based on the theoretical bound of unsupervised domain adaptation. Different from the previous propensity-based unbiased estimation approach, our proposed approach does not depend on the propensity score.
• We proposed Domain Adversarial Matrix Factorization that eliminates the bias of a recommender by introducing the domain adversarial learning to the matrix factorization model.
• We conducted comprehensive experiments on standard real-world datasets. In particular, we show that the existing propensity-based approaches are susceptible to the choice of propensity estimators. Besides, our proposed method outperforms the baseline methods with respect to rating prediction accuracy under situations where the true propensities are unknown, or the costly MCAR data is unavailable.
The rest of the paper is organized as follows. Section 2 summarizes the related literature. In Section 3, we formulate the MNAR recommendation problem and describe some limitations of existing methods. Then, in Section 4, we construct a new theoretical framework to address the MNAR problem inspired by the theory of unsupervised domain adaptation. Experimental setups and results are described in Section 5. Finally, we conclude and discuss future research directions in Section 6.
Related Work

De-biasing Recommender Systems
To address the bias of the MNAR explicit feedback, several related works assume the missing data model and rating model and estimate parameters using the iterative procedure [11, 20] . However, these methods are highly complex and do not perform well on real-world rating datasets [26, 32] .
The propensity-based methods were proposed to solve the limitations of these methods and to theoretically address the bias of MNAR feedback [18, 26, 31, 32] . Among them, the most basic means is called the Inverse Propensity Score (IPS) estimation established in the context of causal inference [12, 21, 22] . This estimation method provides the unbiased estimator of the true metric of interest by utilizing the propensity score defined as the probability of observing each instance. It has been shown that the unbiased estimator can be derived by weighting each data by the inverse of its propensity. The rating predictor based on the IPS estimator empirically outperformed the naive matrix factorization [15] and the probabilistic generative model [11] . These propensity-based methods can remove the bias of the naive methods, but the performance of these methods largely depends on the propensity score estimation model. In fact, ensuring the performance of the propensity estimator is challenging in real-world recommendations because users are free to choose which items to rate, and one cannot control the missing mechanism [11] .
Another approach for the MNAR recommendation is Causal Embeddings for Recommendations (CausE) proposed in [5] . This method jointly trains two matrix factorization models to reduce the effect of selection bias and empirically outperformed the propensity-based methods in terms of binary classification metrics. However, this method also requires some amount of MCAR rating feedback that is costly and inaccessible in most real-world recommender systems.
Therefore, the method that is independent of both the propensity score and MCAR data should be developed to be used in real-world applications but has not yet been proposed in the context of the MNAR recommendation.
Unsupervised Domain Adaptation
Unsupervised domain adaptation (UDA) aims to train a predictor that works well on a target domain by using only labeled source data and unlabeled target data during training [16, 23] . The major challenge of this field is that the feature distributions and the labeling functions can differ between the source and target domains. Thus, a predictor trained using only the labeled source data does not generalize well on the target domain. Therefore, measuring the discrepancy between the two domains is essential to achieve the desired performance on the target domain [16, 17] . Several discrepancy measures to measure the difference in the feature distributions between the source and target domains have been proposed [3, 16, 17, 34] . For example, H-divergence and H∆H-divergence [3, 4] have been used to construct many prediction methods in UDA such as DANN, ADDA, and MCD [6, 7, 24, 30] . These methods are built on the adversarial learning framework and can be theoretically explained as minimizing the empirical errors and the discrepancy measures between the source and target domains. The optimization of these methods does not depend on the propensity score. Thus, methods of UDA are considered to be beneficial to construct an effective recommender with biased rating feedback, because one cannot have access to the true propensities in most of the real-world recommender systems.
The work that is most related to ours is [2] . In this study, the propensity-agnostic lower bound of the performance of treatment policies is derived. The bound is based on the well-established H-divergence and can be optimized through domain adversarial learning. The proposed DACPOL procedure empirically outperforms the propensity-based treatment policy optimization algorithm called POEM [28, 29] under the situation where the past treatment policies (propensities) are unknown. Note that this method is for the treatment policy optimization and cannot be directly applied for the rating prediction task. Our proposed method shares a similar structure with the method proposed in [2] but is the first extension of the domain adversarial learning to develop a method to alleviate the bias of the MNAR recommendation without true propensity information.
Notation and Formulation
In this study, U is a set of users (|U| = m), and I is a set of items (|I| = n). We also denote the set of all user and item pairs as D = U × I. Let R ∈ R m×n be a true rating matrix, where each entry R u,i represents the true rating of user u to item i.
The objective of this study is to develop an algorithm to obtain an optimal predicted rating matrix R, where each entry R u,i is the predicted rating for (u, i). To achieve this objective, we formally define the ideal loss function that an optimal algorithm should minimize as follows:
where
In real-world recommender systems, calculating the ideal loss function is impossible because most of the rating data are missing. To precisely formulate this missing mechanism, we utilize two other matrices. The first is the propensity matrix denoted as P ∈ (0, 1) m×n . Each entry of this matrix P u,i is the propensity score of (u, i) representing the probability of the feedback of the pair being observed.
then the rating of the pair is observed; otherwise, it is unobserved. Throughout this study, we assume M = (u,i)∈D O u,i for all the observation matrices.
Under the formulation, constructing an effective estimator for the ideal loss function that can be estimated using only a set of observable feedback is critical to developing an effective recommendation algorithm.
Naive Estimator
Given a feedback data O, the most basic estimator for the ideal loss is the naive estimator defined as follows:
The naive estimator is the averaged loss values over the observed rating feedback. This estimator is valid when the missing mechanism of the rating data is missing-completely-at-random (MCAR), because, under the MCAR settings, the estimator is unbiased against the ideal loss function [26, 27] .
However, several previous studies have shown that, under the general MNAR settings, the simple naive estimator actually has a bias. Thus, it is undesirable to learn a recommendation algorithm [26, 27] ; one should rely on an estimator addressing this bias as an alternative to using the naive estimator.
Inverse Propensity Score Estimator
To improve the naive estimator, several previous works applied the IPS estimation to the recommendation settings [18, 26] . In the context of causal inference, the propensity scoring estimator is widely used to estimate causal effects of treatments from observational data [12, 21, 22] . One can derive an unbiased estimator for the loss function of interest with the true propensity score as follows:
This estimator is unbiased against the ideal loss and thus is considered to be more desirable than the naive estimator in terms of bias. However, this unbiasedness is valid only when the true propensity score is available; the IPS estimator can have a bias with an inaccurate propensity estimator (see Lemma 5.1 of [26] ). The bias problem of the IPS estimator often occurs in most real-world recommender systems. This is because the missing mechanism of the rating feedback can depend on user self-selection as well as past recommendation policy; it is challenging to accurately estimate the missing probability of each instance [20, 26, 32] .
In fact, most of the previous studies estimate the propensity score for the propensity-based matrix factorization model using some amount of MCAR test data [26, 31] . However, this kind of propensity estimation is actually infeasible because of the costly annotation process [8] . Therefore, in the next section, we explore the theory and algorithm that are independent of the propensity score aiming to alleviate the problem of propensity estimation bias. In addition, we investigate the effect of using different propensity estimators on the performance of the propensity-based matrix factorization method in the experimental part.
Proposed Method
In this section, we first derive the generalization error bound of the ideal loss function based on the discrepancy measure between two different propensity matrices. Our bound is propensity-agnostic; thus, the problem relating to the propensity estimation is eliminated in this bound. Inspired by the theoretical analysis, we propose Domain Adversarial Matrix Factorization (DAMF), which minimizes the derived upper bound via the adversarial learning procedure. The optimization of the proposed algorithm is independent of the propensity score; thus, the benefit of the proposed method is emphasized in situations with unknown propensities. Note that all the proofs in this section can be found in the supplementary materials.
Theoretical Bound
First, we define the discrepancy measure for the recommendation settings. Definition 1. (H∆H-divergence for recommendation) Let H be a class of predicted rating matrices and let (·, ·) : R × R → R ≥0 be a loss function. Then, the H∆H-divergence between the two propensity matrices P and P is defined as follows:
Note that H∆H-divergence for recommendation is independent of the true rating matrices. Therefore, one can calculate this divergence for any given pair of propensity matrices without the true rating information.
However, in reality, the true propensity matrices (P and P ) are unobserved. Thus, one has to estimate the divergence using realizations of them (O and O ). The following lemma shows the deviation bound of H∆H-divergence. Lemma 1. Any pair of propensity matrices P and P and their realizations O and O are given. The loss function is bounded above by a positive constant ∆. Then, for any δ ∈ (0, 1), the following inequality holds with a probability of at least 1 − δ
Then, we state the generalization error bound based on an ideal MCAR observation.
and any finite hypothesis space of predictions H = { R 1 , . . . , R |H| } are given. The loss function is bounded above by a positive constant ∆. Then, for any hypothesis R ∈ H and for any δ ∈ (0, 1), the following inequality holds with a probability of at least 1 − δ:
Next lemma relates the losses under two different propensity matrices.
Lemma 3. Assume that the loss function obeys the triangle inequality. Then, for any given predicted rating matrices R ∈ H and two propensity matrices P and P , the following inequality holds
where λ = min R∈H L R | P + L R | P Finally, using the H∆H-divergence for recommendation, we derive the propensity-agnostic generalization error bound of the ideal loss function. 
As previously explained, the bound is independent of the propensity score, and the problems relating to the propensity score estimation is avoided.
Algorithm
Here, we describe the detailed algorithm of the proposed DAMF. Inspired by Theorem 1, we consider minimizing the following objective:
disc between MCAR and MNAR where β is the trade-off hyperparameter between the naive loss on the MNAR feedback and the discrepancy between the MCAR and MNAR observation mechanisms. This optimization criterion consists of the two controllable terms of the theoretical bound in Eq. (8); both terms are independent of the propensity score and one does not have to estimate the propensity to optimize the objective. Here, the minimization of the first term (loss on MNAR feedback) can easily be conducted. On the other hand, that of the second term (disc between MCAR and MNAR) is difficult because the optimization over the pair of hypothesis is needed.
Therefore, in this work, we introduce a discriminator to classify item latent factors into two classes, rare and popular, aiming to derive item latent factors such that item popularity bias is eliminated. We adopt this approach because item popularity bias is the most problematic type of bias in recommender systems [33] , and a similar optimization approach has shown promising results in the neural word embedding literature [9] .
Here we describe the proposed algorithm in detail. First, we denote the user and item latent factors as U ∈ R m×d , V ∈ R n×d , and rating predictions are completed via the following dot product.
The loss function to derive these parameters is as follows:
Moreover, predictions for the item popularity are completed via the following linear transformation:
is a vector-scalar parameter pair and σ(·) is the sigmoid function. The outputs are confidence scores representing how rare each item is. The loss to derive these parameters is represented as the following binary cross entropy form.
where D rare is the set of all users and rare items, in contrast, D pop is the set of all users and popular items. Following the framework of domain adversarial training [6, 7, 9] , the rating predictor and the popularity discriminator are trained in a minimax manner as follows: for n = 1, . . . number of steps do 5:
Update θ dom by gradient ascent according to Eq. (10) with fixed U and V 6: end for 7: until convergence; 8: return U , V where β > 0 is the trade-off hyperparameter between the prediction and domain loss. Given fixed latent factors U and V , the optimization of the discriminator is as follows:
Then, given fixed parameters θ dom , the optimization of U and V is as follows:
We implement the proposed algorithm by TensorFlow and optimize U , V , and θ dom iteratively using the Adam optimizer [14] . The detailed training procedure of DAMF is described in Algorithm 1.
Experimental Evaluation
We conducted an empirical evaluation to compare the proposed method to other existing baselines. Note that the detailed description of the used datasets and the hyper-parameter tuning procedure can be found in the supplementary material.
Experimental Setup
Datasets
We used the following real-world datasets.
• MovieLens (ML) 1M 1 : This dataset contains five-star movie ratings collected from a movie recommendation service, and the ratings are MNAR. The dataset consists of approximately 1 million ratings from 6,040 users and 3,706 movies. In the experiments, we kept movies that had been rated by at least 20 users.
• Yahoo! R3 dataset 2 : It contains five-star user-song ratings. The training data contains approximately 300,000 MNAR ratings from 15,400 users against 1,000 songs, and the test data is collected by asking a subset of 5,400 users to rate 10 randomly selected songs. Thus, the test data is considered to be desirable to evaluate the performance of a recommender.
• Coat dataset 3 : It contains five-star user-coat ratings from 290 Amazon Mechanical Turk workers on an inventory of 300 coats. The training data contains 6,500 MNAR ratings collected through self-selections by the Turk workers. On the other hand, the test data is collected by asking the Turk workers to rate 16 randomly selected coats. 
Train/Validation/Test Splits
For the ML 1M dataset, we created a test set having different rating distribution from the original one. We created it by first dividing the original data into training and test sets, and then, resampling data from the test set based on the inverse of the rating density ratio in Eq. (12) . This creates a test set with completely different rating distribution with the training set. 
We tested the three prior rating distributions (type1, type2, and type3) for the ML 1M dataset. As shown in Figure 5 .1.1, type1 has small, type2 has medium, and type3 has large difference between the training and test rating distributions. For the Yahoo! R3 and Coat datasets, the original datasets were divided into training and test sets. We randomly selected 10% of the original training set for the validation set.
Baselines & Propensity estimators
We compared the MF-IPS in [26] to our proposed DAMF. It predicts each rating by R u,i = U u V i , where {U u } and {V i } are user and item latent factors. We did not contain the use-item bias terms to give the same model complexity with our proposed method. MF-IPS optimizes its parameters by minimizing the IPS loss in Eq. (3) with regularization terms.
For the MF-IPS, we tested the following propensity estimators. uniform propensity : P * , * = u,i∈D O u,i |D| user propensity :
user-item propensity : P u,i = P u, * · P * ,i logistic regression : O MNAR ≈Ô by logistic regression Note that when the uniform propensity is used, the MF-IPS is identical to the MF with the naive loss function [15] .
In contrast to previous works [26, 31] ; we did not use any data in the test set for the propensity estimation to imitate the real-world situation. However, in Section 4.2, we report the results with the following propensity estimator, just as reference.
Naive Bayes (NB) with true prior :
where r ∈ {1, 2, 3, 4, 5} is a realized rating. NB with true prior is, in reality, infeasible in most of the real-world problems, because it requires the MCAR explicit feedback to estimate the prior rating distribution. Table 1 : Performance of the different approaches on all the datasets over five different train/validation/test splits. DAMF significantly outperformed the other methods on both metrics. The bold fonts represent the best performance among the methods except for the MF-IPS (NB with true). We report the model performance on test sets with the lowest validation loss out of all iterations.
Hyperparameter Tuning
We tuned the dimensions of the latent factors within the range of {5, 10, . . . , 40}, and the L2-regularization parameter within the range of [10 −6 , 10 −2 ] for all the methods. The trade-off hyperparameter β was tuned within the range of [0.1, 1] for the proposed method. The combinations of the hyperparameters minimized the loss on validation sets were selected using the Optuna software [1] . In addition, for the proposed method, we set the top 20% frequent items in the training set as popular items and the remainder as rare. Figure 2 : Test MSEs vs. number of iterations on all the datasets. Note that, in Table 1 , we report the model with the lowest validation loss out of all iterations. Table 1 provides the averaged MAE and MSE over five different simulations on the ML 1M, Yahoo! R3, and Coat datasets. First, consistent with the previous work [26] , MF-IPS with true prior information performed the best in terms of both MAE and MSE 4 . However, MF-IPS, with the other propensity estimators, did not always outperform the vanilla MF (MF-IPS with uniform). The results suggest that MF-IPS is potentially an effective de-biasing method but is highly sensitive to the way of propensity estimation. In particular, using only MNAR training data for the propensity estimation does not lead to a well-performing recommender.
Results & Discussions
DAMF achieved significant performance gains on the three types of ML 1M and Yahoo! R3 dataset over the propensity-based MF models. Moreover, as shown in Table 1 , the performance gain on the ML 1M type 3 is much larger than those on type 1 and 2. It outperformed 13.4 % in type 3, 11.9 % in type 2, and 9.5 % in type 1 over the best baselines. These results suggest that the benefit of the proposed method is strengthened when there exists a large divergence between the training and test distributions.
On the other hand, the proposed method revealed a poor performance only on the coat dataset. This is because DAMF has a larger number of parameters to be optimized, and the size of this dataset is relatively small (only 6,264 ratings are in the training set). This hypothesis is also aligned with the significant gains over MF-IPS in both ML 1M and Yahoo! R3, where the number of observed ratings is much larger than the coat dataset. Figure 2 shows the Test MSEs vs. number of iterations. For the three types of ML 1M dataset, DAMF generally outperformed the MF-IPS after the 300 iterations. For the Yahoo! R3 dataset, the performance of MF-IPS first reaches a very high level and then gradually worsens with iterations. This phenomenon is very similar to the memorizing effects in noisy label literature [10, 13, 19] . On the other hand, DMAF alleviates the decreasing processing and almost monotonically improves its performance after 300 iterations.
To sum up, the proposed DAMF algorithm significantly outperforms the other baseline methods, especially for the moderate size and severely biased datasets. The results validate the effectiveness of the proposed approach under situations where the true propensities are unknown, or the costly MCAR data is unavailable.
Conclusion
In this study, we explored the problem of learning rating predictors from MNAR explicit feedback. First, we derived the generalization error bound of the loss function of interest inspired by the theoretical framework of unsupervised domain adaptation. The bound is propensity-agnostic; thus, problems related to the propensity estimation are eliminated in this bound. Then, we proposed Domain Adversarial Matrix Factorization that simultaneously minimizes the naive loss of the MNAR feedback and the discrepancy between two missing mechanisms. Finally, we conducted an experiment on the standard real-world datasets and showed that the proposed method significantly outperformed the baseline methods under a realistic situation where the true propensities are inaccessible.
Important future research directions are the extension of the proposed method to the recommendation using implicit feedback. Moreover, several disconnections between theory and algorithm still exist, although the benefit of the proposed algorithm was empirically shown. Bridging the gap between the theory and algorithm is another important theme.
Supplementary Materials
A Omitted Proofs
The deviations in the last line can be bounded as follows following the same logic flow in the proof of Theorem 5.2 in [26] .
Therefore, the following inequalities hold with a probability of at least 1 − δ/2, respectively. 
B Detailed Experimental Setup
Here we describe the detailed experimental setups.
B.1 The statistics of the used datasets
The statistics of the datasets used in the experiments after preprocessing are given in Table 2 . In addition, the prior rating distributions for type 1, 2, and 3 for ML 1M dataset are given in Table 3 . Table 4 describes the used hyper-parameter searching spaces. Moreover, the selected sets of hyper-parameters for all the methods are shown in Table 5 . 
B.2 Hyper-parameter tuning procedure
