A low-complexity blind timing algorithm is proposed to estimate timing offset in OFDM systems when multiple symbols are received (the timing offset estimation is independent of the frequency offset one). Though the maximum-likelihood estimation (MLE) using two or three symbols is good in offset estimation, its performance can be significantly improved by including more symbols in our previous work. However, timing offset estimation requires exhaustive search and a priori knowledge of the probability distribution of the received data. The method we propose utilizes the second-order statistics embedded in a cyclic prefix. An information vector (IVR) with the same length as the cyclic prefix is formed based on an autocorrelation matrix (AM). The modulus of elements in the IVR is first quantized based on a threshold that is defined by the variance of OFDM symbols. The timing offset is then estimated based on the binary sequence of the IVR. Because the exhaustive search used in the MLE can be avoided, computational complexity is significantly reduced. In practice, the proposed scheme can be used as a coarse synchronization estimation that can rapidly provide a rough and contractible estimation range, which serves as the basis for a fine estimation like the MLE. The proposed estimator will be proved theoretically to be asymptotically unbiased and mean-squared consistent. Simulations and comparisons will be provided in the paper to illustrate the advantages of our design.
INTRODUCTION
With the advances of wireless technologies, wireless networking has become ubiquitous due to the growing demand for pervasive mobile applications. It is projected that one-fifth of the world's population will access the Internet by mobile phone by the end of 2004. The convergence of computing, communication, and media will allow the users to communicate with each other and access any content at any time, anywhere. Future wireless networks will support services such as high-speed access, telecommuting, interactive media, video conferencing, real-time Internet gaming, e-business ecosystems, smart homes, automated highways, and disaster relief. Yet we still have to overcome many technical challenges in order to make this vision of a wireless future into reality. For instance, the performance of 3G wireless systems is not sufficient to meet the needs of future high-performance multimedia applications. There is thus a demand to extend the capabilities of current 3G wireless systems to the so-called "IP-based 4G systems." Among the 4G systems, the orthogonal frequency division multiplexing (OFDM) technique is probably the most promising technique for providing highthroughput broadband services. The OFDM is a multicarrier scheme of digital modulation and has been applied to terrestrial digital audio broadcasting (DAB) and digital video broadcasting (DVB) [1, 2] . The OFDM increases symbol duration by dividing an entire channel into many narrowband subchannels that are orthogonal to each other. The highrate serial data stream is divided into many low-rate parallel streams. It can provide high spectral efficiency, and can also produce much greater immunity to impulse noise and multipath fading. Its performance can be significantly improved using only a simple equalization technique [3] . Assuming that the length of the guard interval is larger than the delay spread of a channel, we can achieve communications without intersymbol interference (ISI) by inserting a cyclic prefix (also known as guard interval) into OFDM symbols [4] . Compared to the single-carrier system, the OFDM system is more sensitive to symbol timing error and frequency offset. This sensitiveness can cause significant system performance deterioration. To alleviate this problem, symbol timing and frequency offset must be accurately estimated and compensated for at a receiver before demodulation [5] .
There are two major categories of timing and frequency correction techniques in OFDM systems, data-aided and non-data-aided estimation (also known as blind estimation). Data-aided techniques use a known bit pattern or a pilot signal to estimate timing or frequency offset [6, 7] . However, in the data-aided design, some specialized synchronization symbols must be transmitted through a control channel, reducing achievable data rate. Non-data-aided blind estimation techniques offer another promising design alternative. These techniques estimate the synchronization parameters based on received information and utilize the side information consisting of incoming signal statistics. A maximumlikelihood estimation (MLE) technique was presented in [8] and later modified in [9] . Two or three OFDM frames (symbols) are used in [9] for estimation, and this technique's performance can be further improved by averaging over more symbols [10] . It has been proved that extending the observation interval can lead to improved estimation accuracy [11] . The previously mentioned estimations, however, need to perform an exhaustive search that requires high computational complexity.
So far, the majority of symbol timing offset estimation schemes are based on the assumption that an additive white Gaussian noise (AWGN) channel is present. The main reason for this is that signals that passed through a multipath dispersive channel have a much more complicated correlation structure than those passed through an AWGN channel. Although the author in [12] claims that signals in the model are transmitted over a fast Rayleigh-fading channel, the estimation model is actually derived from a single-path Rayleigh-fading channel. It does not actually differ from the AWGN channel model and is not suitable for estimation over a multipath channel. In this paper, we also assume that the channel is AWGN for simplicity. We have proposed a complicated estimation design for a fast time-varying multipath channel in [13] .
Timing offset estimation is usually performed before carrier frequency recovery is completed. Popular carrier frequency offset estimation schemes require perfect timing synchronization [14, 15, 16] . In this paper, we propose a new but simple timing offset estimator. A novel non-data-aided structure based on cyclic prefix has been introduced to estimate timing offset, and the proposed algorithm is independent of the frequency offset in OFDM systems. In our design, an information vector (IVR) is defined as a vector with the same length as a guard interval, which consists of elements in the off-diagonal submatrix of a sample autocorrelation matrix (AM). The IVR can provide sufficient information for offset-parameters estimation. Elements within the IVRs are first quantized into "0" or "1" based on a threshold defined by the variance of OFDM symbols. The timing offset can then be estimated based on the trend (rising edge or falling edge) of a quantized IVR, and based on the number of "0's" or "1's" within the IVR. Our proposed scheme does not require any probability assumptions about the received data and its signal-to-noise ratio (SNR). The frequency offset can be estimated by the phase angle of elements within an IVR. Because the exhaustive search is avoided, the computational complexity of the proposed estimator is significantly reduced. We will provide the numerical analysis later in this paper to demonstrate the performance of our design. The proposed method can actually be combined with a MLE mechanism for offset estimation, the proposed method for coarse estimation and the method combined with MLE for fine estimation. The scalable design provides a tradeoff between estimation complexity and accuracy. We will prove theoretically that the proposed estimator is asymptotically unbiased and mean-squared consistent.
The rest of this paper is organized as follows. In Section 2, we briefly survey the scientific background to our design, including the OFDM system, and also describe our design assumptions. Then, we introduce the proposed symbol timing and frequency offset estimators in Section 3. In Section 4, the numerical analysis of the proposed estimators will be discussed. Simulation results over an AWGN channel or a timevarying multipath channel will be presented in Section 5. Finally, we conclude our paper in Section 6.
SCIENTIFIC BACKGROUND
To simplify our analysis, we have chosen to investigate an N-subcarrier OFDM system over an AWGN channel. For comparison, we will evaluate our estimator's performance over both the AWGN channel and a time-varying multipath channel. A basic block diagram of an OFDM system is given in Figure 1 . On the transmitter side, N complex data symbols are modulated onto N subcarriers using the inverse fast fourier transform (IFFT). The last N g samples of the IFFT outputs are copied and inserted at the beginning of each OFDM symbol (e.g., one frame or one block) to form a guard interval. A baseband-modulated signal s(n) is available after the parallel-to-serial conversion, and can be expressed as
where S k (l) is a data symbol modulated by the kth subcarrier during the lth OFDM symbol duration. M = N + N g , and S k (l) is a zero-mean random variable with correlation
In the previous equations, * is a conjugate operator. rect(·) is a rectangular function written as follows: On the receiver side, the timing uncertainty in an OFDM signal can be modeled as a time shift θ e ∈ Z, where Z is an integer set. The unknown carrier frequency offset, which is caused by the Doppler effect and inherent instabilities in the transmitter and/or receiver carrier frequency oscillators, is expressed as a frequency shift, ε. The received signal can be written as
where v(n) is an AWGN noise with zero-mean and variance σ 2 v . Next, we will develop a novel low-complexity approach to estimate both the timing and frequency offsets in OFDM systems.
ESTIMATION OF TIMING OFFSET
observation column vector received at time n, and z(k) = y(k − M + 1). The start of a received OFDM symbol can probably occur anywhere within a symbol duration because sampling instants are randomly generated (refer to Figure 2) , namely, θ e ∈ {0, 1, 2, . . . , M −1}. The timing error θ e can be divided into three different cases over an OFDM symbol, as shown in Figure 2 . The structure of an AM highly depends on the timing error.
Case 1 (0 ≤ θ e < N g ). In this case, the AM can be expressed as
where
), and
B is an N g × N g matrix. σ 2 s is the variance of s(n), and (·) H denotes a conjugate transpose operation. Obviously, only the main diagonal entries of the matrix B, the so-called "IVR" in our design, contain information on timing error and frequency offset. The rest of the AM is independent of these offsets.
Case 2 (N g ≤ θ e < N). In this case, the AM can be expressed as follows:
where matrix R has the dimension of (N + N g ) × (N + N g ).
It does not contain any information about the timing offset θ e and frequency offset ε. However, the observation window can be shifted by a multiple of N g samples to the right or the left, which eventually leads to the same scenario as in Case 1 or Case 3.
Case 3 (N ≤ θ e < N + N g ). In this case, the AM can be expressed in the following form:
Similarly to Case 1, only the IVR consisted of the main diagonal entries of matrix C contains synchronization parameters. It provides sufficient information to calculate the timing and frequency offsets. Notice that the order of zero entries in matrix C is different from those in matrix B in (5), which helps timing offset estimator to distinguish Case 1 from Case 3.
The algorithm to estimate timing error can be summarized in Algorithm 1.
Where the threshold Λ exists, the quantized vector r is defined as σ 2 s /2. This is because the expected distance between the two kinds of the elements' absolute values in the IVR r is σ 2 s . The boundary classified the two kinds of the elements can thus be set as half of the distance, that is, σ 2 s /2. To better illustrate the algorithm, we include a flow chart in Figure 3 . Our estimation algorithm does not require any exhaustive search. In Cases 1 and 3, the estimator can directly compute a closed-form solution of the timing offset. In Case 2, at most N/N g − 1 searches are required to obtain the estimation.
Frequency offset is estimated after timing offset. However, the performance evaluation of frequency offset estimator is beyond the scope of this paper (please refer to [8, 9, 10, 11] for the detailed discussion). In this paper, we will focus on frequency offset estimation.
Assuming that R is an AM calculated according to received data, and its timing error can be perfectly corrected, R can be expressed as
Input-an observation column vector z(n). Output-symbol timing offsetθ e . Begin (1) Calculate the IVR r that is made up of the main diagonal entries of the top right N g × N g submatrix of the AM R. (2) Calculate the quantized vector r . Vector r is quantized to "0" if its absolute value is below the threshold Λ = σ 2 s /2; otherwise, it is quantized to "1." In this way, vector r can be rewritten as vector r , which is given 0 or 1. is a matrix with dimension of N g × N g . We define matrix D = ∠( B), where ∠(·) is a phase angle function for every entry in B. The frequency offset estimatorε can then be expressed aŝ 
In order to reduce the frequency offset estimation error, we haveε 
where B 1,1 denotes the entry in the first row and the first column of the matrix B.
PERFORMANCE AND COMPUTATIONAL COMPLEXITY ANALYSIS
The AM R can be estimated as follows:
where L f is the number of observation frames. It is asymptotically unbiased and mean-squared consistent [14] . From the proposed algorithm in Section 3, we can write the timing offset estimatorθ e in Case 1 as follows:
wherer = [r(1),r (2), . . . ,r(N g )] andr is the estimation of an IVR r. The function U(·) is used for quantization, which can be written as
According to (16) , we can easily verify that this estimator is asymptotically unbiased in Case 1 as follows:
The variance of the timing offset estimatorθ e in Case 1 can be written as
The first term on the right-hand side of (19) can be rewritten as
By substituting (20) into (19), we have
Therefore, the timing offset estimatorθ e is mean-squared consistent with increasing L f in Case 1. Similarly, we can prove that the timing-offset estimatorθ e is asymptotically unbiased and mean-squared consistent in Cases 2 and 3.
Since the frequency offset estimatorε is a deterministic function ofr(k), which is asymptotically unbiased and consistent, we conclude thatε is also an asymptotically unbiased and a consistent estimator of ε.
To demonstrate the low-complexity of our proposed design, we would like to compare the computational complexity of the proposed scheme with an MLE design in [11] .
To simplify the comparison, we can rewrite the timing offset estimator in [11] aŝ θ e = arg max
Here we assume that the computational complexity for calculating an IVR is N c . From Section 3, we know that it requires at most N/N g − 1 searches to estimate the timing offset in the N g ≤ θ e < N case. The maximum computational complexity is N c (N/N g − 1) . From (22) and (23), we can see that the computational complexity to estimate a given θ e in [11] is approximately 2N c . This method requires an exhaustive search of N + N g over each symbol interval. As a result, the total computational complexity of this method is 2N c (N + N g ). We can define a complexity coefficient η as η = the computation complexity of our algorithm the computation complexity in [11] 
when N N g , η ≈ 1/(2N g ). The complexity of the proposed algorithm is thus at least 2N g times lower than that in [11] , proving that ours is a low-complexity design.
SIMULATION RESULTS AND COMPARISONS
In this section, we present simulation results to demonstrate the performance of the proposed timing and frequency offset estimation in OFDM systems. The OFDM model used in SNR (dB) RMSE of timing offset Averaged MLE in [9] Proposed estimator MLE in [11] Comparing the performance of the timing offset estimation among the averaged MLE in [9] , the proposed estimator, and the optimal MLE in [11] .
the simulation contains a 64-point FFT, a guard interval of 16 samples (1/4 of the useful data interval), and a 16-QAM modulation scheme. SNR is defined as SNR = 10 log σ 2 s /σ 2 v . To compare the performance of our proposed estimator with that of the ML estimator (MLE), we assume that ε = 0.128 and θ e = 19, and compute the root mean square error (RMSE) of the timing offset over SNR = 0 ∼ 30 dB in an AWGN channel. Each simulation consists of 54 observation frames. All results have been obtained by averaging over 200 independent Monte Carlo trials. The ML methods include the MLEs in [9, 10] , which average estimation results over multiple received frames; and an MLE in [11] . The MLE in [11] theoretically can achieve optimal performance given the previous assumptions. Its timing offset estimation performance is better than both the averaged MLE in [10] and our proposed estimator, as shown in Figure 4 , especially when SNR < 4 dB. The performance of our timing offset estimator lies somewhere between the two MLEs, when SNR < 4 dB. Although its performance is not as good as the optimal MLE using multiple received frames in [11] , its computational complexity is only 3.125% (η = 0.03125) of the estimator in [11] , based on the calculation in (24). Our proposed algorithm retains acceptable estimation performance and thus can provide a coarse initial search under SNR < 4 dB condition. When SNR ≥ 4 dB, the performance of our estimator approaches that of the optimal MLE. Our scheme becomes more attractive than the MLE in [11] due to its low complexity. Figure 5 shows the frequency offset estimation performance of three different estimators and the Cramér-Rao bound (CRB) of the MLE.
An OFDM system is intended to be used in a multipath environment. We also have to consider the performance of our estimators in a time-varying multipath channel.
SNR (dB) MSE of frequency offset
Averaged MLE in [9] CRB averaged MLE in [9] Proposed estimator MLE in [11] CRB MLE in [11] Comparing the performance of the frequency offset estimation among the averaged MLE in [9] , the proposed estimator, and the optimal MLE in [11] .
It is assumed that a delayed power spectrum follows an exponential distribution, the Doppler spectrum follows the classical model in [17] , and the maximum delay spread is 10 samples. We also assume that each realization consists of 3 observation frames. All results have been obtained by averaging over 500 independent Monte Carlo trials. Figure 6 shows the mean square error (MSE) ofθ e /M versus θ e /M as a function of SNR for both our design and the MLE in (22) with an AWGN channel and a time-varying multipath channel, respectively. It is obvious that performance degrades for both our estimators with the time-varying multipath channel compared to performance with the AWGN channel. Figure 6 also shows that the performance of the proposed timing offset estimator is better than that of the MLE under low SNR conditions. This implies that we can combine the proposed estimator with the MLE in (22) to achieve optimal offset estimation. Specifically, the proposed estimator can serve as an initial coarse synchronization to narrow down the estimation range. The MLE fine synchronization in (22) then needs only to search over a very narrow range and obtains an accurate estimation result. This combined scheme has the merits of both designs in term of high estimation accuracy and low computational complexity. Figure 7 shows the MSE ofθ e /M versus θ e /M as a function of SNR for coarse synchronization and for fine synchronization as they have been previously defined for an AWGN channel, respectively. Coarse synchronization is the one we proposed in this paper, whereas fine synchronization is the MLE algorithm, as shown in (22). In each simulation, 3 observation frames are used. Letθ e denote the of the MLE in (22) under SNR ≥ 4 dB conditions, but its complexity is only 15.6% of that of the MLE. In addition, the performance of the MLE becomes worse than that of the proposed algorithm when the SNR values get as small as 0 dB and the same number of frames is used because the MLE is sensitive to stationary noise. Figure 8 illustrates how the number of data frames L f affects the performance of our timing offset estimation when SNR = 10 dB and SNR = 20 dB, respectively. It can be seen that the proposed timing offset estimation is asymptotically unbiased and mean-squared consistent as the number of observation frames increases, which is consistent with our numerical analysis in Section 4. Under the same conditions, we can get the frequency offset estimation as shown in Figure 9 . We can see that the performance of the frequency offset estimator improves when the SNR increases.
CONCLUSIONS
In this paper, we have proposed a low-complexity blind estimation algorithm for estimating timing offset and frequency offset in an OFDM system. An IVR, which consists of secondorder statistics, can provide sufficient information to estimate the offsets. Theoretical analysis and simulation results show that the proposed estimators are asymptotically unbiased and mean-squared consistent. Furthermore, the computational complexity of the proposed schemes is lowerat least 2N g times lower-than that of the MLE in [11] . In practice, the proposed estimator can serve as a coarse synchronization of the timing offset, which can quickly locate a rough search range for the fine MLE synchronization in [11] . Such a combined design can achieve the joint optimal performance in terms of both estimation accuracy and computational complexity. 
