ABSTRACT
INTRODUCTION
Currently, a lossy image compression technique got its popularity is fractal image compression technique [1, 2, 4, 5, 7, 8, 9, 14, 15] . The technique can offer much better compression ratios than DCT-based JPEG [11, 12, 15] compression technique. It is resolution independent. Therefore, it works well not only for achieving high compression ratios, but also for enlarging a complete image by some scale factor from same compressed image and zooming on a portion of an image. In fractal compression with PIFS, the input image is used as its own dictionary during encoding. The compression technique first partitions the input image into a set of non-overlapping ranges. There are many possible partitioning scheme [14] that can be used to select the range R i like quardtree, HV and triangular partition. The process of partitioning image repeats recursively starting from the whole image and continuing until the partitions are covered with a specified tolerance or the partitions are small enough. For each range, the compression technique searches for a part of the input image called a domain, which is similar to the range. The domain must be larger in size than the range to ensure that the mapping from the domain to the range is contractive in the spatial dimensions. To find the similarity between a domain D and a range R, the compression technique finds the best possible mapping T from the domain to the range, so that the image T(D) is as close as possible to the image R. The affine transformations are applied for this purpose. The best affine map from a range to a domain is found. This is done by minimizing the dissimilarity between range and mapped domain as a function of the contrast and brightness. The RMS metric or any other metric can be used to find the dissimilarity between range and mapped domain. The ways of partitioning image in this technique is one of the important factor determining the compression rate, compression time and quality of the image. One way to partition the image is quardtree partitioning scheme [14, 15] where the image is broken up into four equal-sized sub-images. The compression technique repeats recursively starting from the whole image and continuing until the squares are either covered with in some specified RMS tolerance or smaller than the specified minimum range size. But, there are some weakness of the quardtree based partitioning. It makes no attempt to partition the image in a image-context dependent way such that partitions share some self-similar structures. A way to remedy this problem i.e. an adaptive quardtree partitioning scheme is proposed. The variable position of the partition based on context of image makes the proposed partitioning scheme more flexible. The partitioning of the image is done in such a way that they share some self-similar structure. The detail of the proposed partitioning scheme is discussed in section 2. Then, a fractal image compression technique is proposed based on the proposed adaptive quardtree partitioning scheme and termed as Fractal Image Compression with Adaptive Quardtree Partitioning (FICAQP). The proposed compression technique is discussed in section 3. Results are given in section 4 and conclusions are done in section 5.
THE PROPOSED ADAPTIVE QUARDTREE PARTITIONING SCHEME
Let, a RxC range contains the pixel values P i, j for 0 ≤ i < R and 0 ≤ j < C, where R and C are the number of rows and columns of the range respectively and the top-left point of the rectangular range is (x,y) as shown in Fig. 1 . The proposed partitioning scheme is a three step process. In the first step, the range of the image to be divided is partitioned horizontally. In order to partition the range horizontally, pixel value sum ∑ P ௬ାିଵ ୀ௬ i,j is calculated for each pixel raw i, x≤i≤x+R-1 . These sums are used to compute absolute value of successive differences between pixel value sum of ith and (i+1)th row i.e. ( ∑ P ௬ାିଵ ୀ௬
i,j -∑ P ௬ାିଵ ୀ௬ i+1,j ) for each pixel raw i, x≤i≤x+R-1. Then, a linear biasing function min(i, R -i -1) is applied to each of these differences to multiply them by their distance from the nearest side of the rectangular range. This gives the biased horizontal differences between ith and (i+1)th row,
Then, the value of i (say Rp) is found such that h i is maximal that is mathematically,
The partition is made by the row number Rp to produce upper sub-ranges REC1 and lower subrange REC2 shown in Fig.2 . In the second step, the sub-range REC1 is partitioned vertically. In order to partition the sub-range REC1 vertically, sum of pixel values ∑ P
ோିଵ ୀ௫
i,j is calculated for each column j, y≤j≤y+C-1 of REC1. Similarly, the absolute value of successive differences between sum of pixel values of jth and (j+1)th columns i.e. ( ∑ P ோିଵ ୀ௫
i,j -∑ P ோିଵ ୀ௫ i+1,j ) are computed for each pixel column j, y≤j≤y+C-1 and the liner biasing function min(j-y, C-j+y-1) is applied to each of these differences to calculate the biased vertical differences between jth and (j+1)th columns,
Then, the value of j (say Cp1) is found such that v 1j is maximal that is mathematically,
The partition at vertical position Cp1 of REC1 is made to create two sub-ranges REC1.1 and REC1.2 as shown in Fig.3 . Similarly, in the third step, the sub-range REC2 is partitioned vertically. The pixel value sum ∑ P ோିଵ ୀோ i,j is calculated for each column j, y≤j≤y+C-1 of REC2 that are used to compute absolute value of successive differences( ∑ P
Similarly, biased vertical differences are calculated as
The value of j (say Cp2) is found such that v 2j is maximal that is mathematically,
The partition at vertical position Cp2 of REC2 is made to create two sub-ranges REC2.1 and REC2.2 as shown in Fig.4 . Finally, Rp x Cp1 sub-range REC1.1, Rp x (C-Cp1) sub-range REC1.2, (R-Rp) x Cp2 sub-range REC2.1 and (R-Rp) x (C-Cp2) sub-range REC2.2 are formed with their top-left points (x,y), (x,Cp1), (Rp,y) and (Rp,Cp2) respectively. The algorithm of the proposed adaptive quardtree partitioning scheme is given in section 2.1. 
The algorithm of proposed adaptive quardtree partitioning scheme
Let us consider a RXC range, REC with top-left point (x,y) where R and C are the number of rows and columns of the REC respectively. The detail algorithm of proposed adaptive quardtree partitioning scheme is given in Fig. 2 .
THE PROPOSED FRACTAL IMAGE COMPRESSION WITH ADAPTIVE QUARDTREE PARTITIONING SCHEME
The proposed image compression technique is quite similar to the existing fractal image compression technique except the used proposed partitioning scheme. Initially, a grey scale rectangular image F is taken as input for compression and a tolerance level Q (Quality) is set where encoding with lower value of Q will have better fidelity. The minimum range size R min is also set. A range with size R min is mapped even if there is no such domain that covers the range with the specified tolerance level Q. Initially, the whole image is the initial range R 1 that is marked as uncovered. Then, another parameter i.e. domain density is also set that determines domain step (distance between two consecutive domains) and a domain pool is created where each domain must be larger than the ranges to ensure contractive mapping from domain to range in spatial dimension. The detail algorithm of proposed technique is shown in Fig. 3 .
RESULTS
The comparison of compression ratios, compression times and PSNRs among fractal image compression technique with quardtree partitioning scheme (FICQP) and the proposed fractal image compression technique with adaptive quardtree partitioning scheme (FICAQP) have been made in table I using five gray scale images with a domain density value of 1 and image quality 1. The graphical representations of the same are shown in Fig. 4 (a) , (b) and (c) respectively. The proposed technique offers comparatively better rate of compression than its counterpart for all five images. But, the compression times taken by the proposed technique are much more than existing technique for all five images. The PSNR in proposed technique are improved significantly than the existing technique for all five images. The effect on compression ratio, compression time and PSNR for increasing the quality value Q in both FICQP and FICAQP for a particular domain density (i.e. D=1) and image Step 1: Initially, set Hmax = Vmax1 = Vmax2 = 0;
Step Table II and the graphical representations of the same are shown in Fig. 5 (a) , (b) and (c) respectively. The compression ratios increase and the compression times decrease with the increasing value of quality Q in both the techniques. But, the PSNRs are reduced.
Step 1: A gray scale rectangular image F is taken as input and a tolerance level quality (Q) (Encoding with lower Q will have better fidelity) is chosen.
Step 2: Minimum range size R min is selected and the initial range R 1 is marked as uncovered.
Step 3: Domain density value is selected and a domain pool D is created where each domain must be larger than the range.
Step 4: Classify all the domain by the ordering of the image brightness in the four quadrants of the domain. Step 5.2:
Range R i is marked as covered and the affine transformation T i is written out to the output file. Else
Step 5.
2.2:
Partition range Ri into four sub-ranges R i1 , R i2 , R i3 , R i4 using proposed Adaptive Quardtree Partitioning scheme. Produced sub-ranges are marked as uncovered. End if; End while;
Step 6: Stop. 
CONCLUSIONS
The proposed adaptive quardtree partitioning scheme sub-divides the entire image into four subimages and the partitioning points are selected adaptively in a context-dependent way such that some self-similar structure are shared. The proposed compression technique uses the proposed adaptive quardtree partitioning scheme and offers better compression than its counterpart for all most all images. The PSNR of the proposed technique between original image and image after compression decompression cycle are also significantly improved. But, the compression time is much more than the existing fractal image compression technique with quardtree partition. Farther investigation is needed to reduce the compression time of the proposed technique without loss of PSNR. In the proposed technique, ranges and domain are compared only with the same orientation. The compression ratios could be further improved by taking into account possible symmetries and rotations between ranges and domains and by using any loss-less data compression techniques like Huffman or arithmetic encoding on the parameters of affine transformations.
