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Abstract. The aim of the present paper is to introduce and to discuss the most basic
fundamental concepts of quantum physics by means of a simple and pedagogical example.
An appreciable part of its content presents original results. We start with the Euclidean
plane which is certainly a paradigmatic example of a Hilbert space. The pure states form
the unit circle (actually a half of it), the mixed states form the unit disk (actually a
half of it), and rotations in the plane rule time evolution through Majorana-like equations
involving only real quantities for closed and open systems. The set of pure states or a set of
mixed states solve the identity and they are used for understanding the concept of integral
quantization of functions on the unit circle and to give a semi-classical portrait of quantum
observables. Interesting probabilistic aspects are developed. Since the tensor product of two
planes, their direct sum, their cartesian product, are isomorphic (2 is the unique solution
to xx = x × x = x + x), and they are also isomorphic to C2, and to the quaternion field
H (as a vector space), we describe an interesting relation between entanglement of real
states, one-half spin cat states, and unit-norm quaternions which form the group SU(2).
We explain the most general form of the Hamiltonian in the real plane by considering the
integral quantization of a magnetic-like interaction potential viewed as a classical observable
on the unit 2-sphere. Finally, we present an example of quantum measurement with pointer
states lying also in the Euclidean plane.
1. Introduction
Quantum formalism contains many non-intuitive concepts like state or ray in Hilbert space,
superposition, operator and spectrum, entanglement, measurements and collapse etc. In this
paper we intend to introduce these concepts in a simple way with the objective of making
them accessible to non-specialists. Notwithstanding, in spite of their simplicity, some of our
results are original.
Hilbert spaces in quantum physics are usually vector spaces on complex numbers, and
many of them are infinite-dimensional. Here our approach is utterly minimalist, not only in
order to present the quantum formalism in a simple way but also for pedagogical purposes. It
is minimalist in the sense that our departure point is the simplest non-trivial Hilbert space,
namely the so familiar Euclidean plane [1], denoted R2. The idea of implementing quantum
formalism with real instead of complex Hilbert spaces is not novel, of course, and can be
traced back to Stueckelberg [2] for instance. However, we show that the formalism developed
in our article applies as well to unexpected situations, far beyond the mathematical modelling
of the microscopical world.
We start by revisiting the notion of state: when it is preceded by the adjective pure it is
commonly understood within quantum formalism as a unit ray in Hilbert space. Precisely, a
unit ray in the Euclidean plane is an orientation associated to an angle φ ∈ [0, pi), equivalently
to a point of the upper unit semi-circle deleted of its left boundary point. It is the unit circle
S1 where diametrically opposed points are made identical, i.e.
Set of unit rays ∼= S1/{−1, 1} . (1.1)
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Figure 1. Protractor viewed as set of unit rays in the Euclidean plane. The identification
with S1/{−1, 1} is clearly apparent on the picture, with 0◦ ≡ −180◦, 10◦ ≡ −170◦, etc, sign
minus being attributed to the internal graduation.
As a physical realization of this set, we immediately think of the compass without considering
the sense, i.e, by identifying North with South, East with West, ...., or even better, to the
familiar protractor shown in Figure 1.
The true compass orientations + senses are described by the unit circle itself. In order
to avoid notational complications in the present paper, we consider states as elements of the
unit circle, keeping in mind the possibility to view as equivalent two diametrically opposed
points.
Now, multiplying a unit vector or a ray by a real number has a deep signification both in
Euclidean geometry as in quantum formalism, since it lies at the heart of the superposition
principle. The latter states that any linear combination of two vectors is a vector, and that
a new unit vector or ray is built from this vector, if it is not zero, by dividing it by its length.
Next, we revisit the way a state is transformed through the action of a quantum
observable, i.e, a 2×2 symmetric real matrix, and the way it evolves with the introduction in
the formalism of an evolution parameter, i.e. a time. We show how such matrices correspond
to functions on the circle through a procedure named integral quantization. Finally, we show
how entanglement and measurement can be understood in this elementary framework.
A part of the material presented here is borrowed from references [3], [4] and [5]. The
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article is organized as follows. In Section 2 we briefly recall the definition of Hilbert space
before rewriting the language of Euclidean geometry by adopting bra and ket Dirac notations.
We then describe pure or mixed states, and symmetric 2×2 matrices as observables in these
real Hilbert spaces. We introduce quantum “orientation” observable with two mutually
exclusive measurements outcomes, namely “parallel = +1” and “perpendicular = −1. In
Section 3 we proceed with integral quantization of the circle, after a rapid survey of the
method. This method allows us to give in a straightforward way the quantum counterparts
of classical models such as functions (and even distributions) defined on the circle. These
counterparts are 2 × 2 symmetric real matrices acting on the Euclidean plane. Some
probabilistic aspects of the obtained quantum objects and of their semi-classical portraits
are examined in great details. Section 4 is devoted to the description of a quantum dynamics
adapted to our model. Indeed, an adaptation is necessary since we are supposed to use real
numbers, vectors and matrices in our quantum formalism, and the latter cannot be derived
from the quantization of some phase space. Such a classical object does not exist here, and
so our quantum dynamics cannot be derived from an Hamiltonian system. If one wants to
use quantum dynamics a` la Schro¨dinger-Heisenberg, one is forced to introduce at a certain
stage pure imaginary numbers. Hence, the most general Hamiltonian compatible with the
equation ruling the quantum evolution of symmetric 2×2 real matrices must be a symmetric
complex matrix. Nevertheless, we show how to persevere with using real numbers only. This
leads to our Majorana-like evolution equations. Then unitary evolution operators are just
2 × 2 rotation matrices, as expected in two-dimensional Euclidean geometry. We complete
the section with a study of the dynamics of open systems through the Lindblad equation.
Although non trivial in its full generality, this equation is easily solvable due to the simplicity
of our formalism. In Section 5, we address the question of entanglement of two systems with
states in the Euclidean plane. States of such objects are elements of the tensor product
R2⊗R2. We examine Bell states and inequality in this context, replacing the usual example
of two one-half spins with two orientation systems. Now, because of the elementary identity
2×2 = 2+2, this tensor product is isomorphic to R4 = R2×R2 (and also to R2⊕R2). Since the
plane R2 can be also viewed as the complex plane C, we get the possibility of understanding
initial entangled objects either as elements of the more elementary complex Hilbert spaces C2,
e.g., the space of quantum one-half spins, or as elements of the quaternion field H. This set
of possibilities sheds an interesting light on entangled objects viewed as cat states in C2. The
purpose of Section 6 is to give a physical exemple of the quantum Hamiltonian appearing in
Euclidean plane quantum dynamics. This is done by considering for instance a charged spin
one half particle, e.g., an electron, interacting with a magnetic field with constant direction in
the plane. The demonstration rests upon an integral quantization of the 2-sphere S2 viewed
as the phase space with canonical coordinates (J3 = J cos θ, φ), where ~J has the meaning of
an angular momentum and φ is the azimutal angle. Section 7 is a description of an elementary
quantum measurement of orientations in the plane in the context of the tensor product of
two Euclidean planes, one for the pointer states, the other one for the states of the system.
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In Section 8 we mention some interesting perpectives of generalisations of the content of our
work, centred on the continuation of the game R2 ⊗ R2 ∼= C2 ∼= H (as vector spaces) with
C2 ⊗ C2 ∼= C4 ∼= H × H ∼= O (as vector spaces), the latter Cartesian product being given
an octonionic structure. In Appendix A we describe different parametrizations of real 2× 2
density matrices together with interesting properties. Quaternions in different languages
and their basic properties are described in Appendix B, by insisting on their R+ × SU(2)
representation. In Appendix C we present the integral quantization of the 2-sphere which is
needed to establish our result in Section 6.
2. A quantum vision of the Euclidean plane
2.1. Euclidean plane with Dirac notations
We first recall that a finite-dimensional Hilbert space is a finite-dimensional real or complex
vector space V equipped with a scalar (or dot or inner) product 〈v|w〉 ∈ R or C, between
any pair of vectors v, w, with the following properties
〈v|w〉 = 〈w|v〉 complex conjugate symmetry , (2.1)
〈v|a1w1 + a2w2〉 = a1〈v|w1〉+ a2〈v|w2〉 linearity in the 2d argument , (2.2)
〈v|v〉 ≥ 0 , and 〈v|v〉 = 0⇒ v = 0 , (2.3)
where a1, a2, in (2.2) are arbitrary complex or real numbers, and (2.3) encodes the semi-
definiteness of the scalar product. In the case of a real vector space, the scalar product is
fully symmetric and bilinear. Hence, it is clear that the two-dimensional real vector space
equipped with the usual dot product, i.e. the Euclidean plane R2, is the simplest non-trivial
Hilbert space.
We now adopt the Dirac notations [6] for vectors in R2 after restoring the familiar
arrow or hat superscripts and boldface symbols. Given the orthonormal basis of R2 defined
by the two familiar unit vectors ı̂ and ̂, as is shown in Figure 2, any vector ~v in the plane
decomposes as
~v = vxı̂+ vy̂ . (2.4)
We also use in the sequel the column vector notation to designate ~v with implicit mention
of orthonormal basis,
~v =
(
vx
vy
)
, (2.5)
in such a way that the Dirac ket and bra notations become transparent,
~v = |~v〉 =
(
vx
vy
)
, 〈~v| =
(
vx vy
)
. (2.6)
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Hence, elementary matrix calculus allows to formulate scalar product and (orthogonal)
projector in bra ket (respectively in ket bra) notations:
〈~v |~w〉 = vxwx + vywy , |~v〉 〈~v| =
(
v2x vxvy
vxvy v
2
y
)
. (2.7)
Since we view the Euclidean plane as a space of quantum states, pure states are identified
with unit vectors, discarding, as announced in the introduction, the imposed equivalence
between opposed senses along the orientation support. Hence, the unit circle S1 in the plane
is the natural set of parameters which distinguish these states. To each φ ∈ [0, 2pi), polar
angle of the unit vector ûφ, corresponds the pure state |φ〉 := |ûφ〉. In particular, with these
notations and associated quantum terminology, the “horizontal orientation” or spin up state
is ı̂ = |0〉, ̂ =
∣∣∣pi
2
〉
is the “vertical orientation” or spin down state.
Their quality to form an orthonormal basis is encoded in the relations
〈0|0〉 = 1 =
〈pi
2
∣∣∣ pi
2
〉
, 〈0
∣∣∣pi
2
〉
= 0 , (2.8)
together with the fact that the sum of their corresponding orthogonal projectors resolves the
unity
I = |0〉〈0|+
∣∣∣pi
2
〉〈pi
2
∣∣∣ ⇔ ( 1 0
0 1
)
=
(
1 0
0 0
)
+
(
0 0
0 1
)
. (2.9)
Pursuing with our quantum terminology, the spin representation of a pure state lies in
the form of the expansion or decomposition
|φ〉 = cosφ |0〉+ sinφ
∣∣∣pi
2
〉
, (2.10)
with its two assumed values
〈0|φ〉 = cosφ ,
〈pi
2
∣∣∣φ〉 = sinφ . (2.11)
There exists another representation, named “unit circle”, which is given by the
trigonometric function
〈η|φ〉 = cos(φ− η) . (2.12)
However, there is here no quantum observable underlying localisation on the whole unit circle,
at the difference of ordinary quantum mechanics for which there exists a position operator, Q,
underlying configuration representation, or a momentum operator, P , underlying momentum
representation. On the other hand, it is known that in ordinary quantum mechanics there is
no sharp localisation in the corresponding phase space {(q, p)} due to the non commutativity
of these two operators (Heisenberg!). An analogous situation is encountered here with
CONTENTS 8
-
6
ı̂ = |0〉 ≡
(
1
0
)
|φ〉 =
(
cosφ
sinφ
)
(quantum) state in “spin representation”
O
〈0|0〉 = 1 = 〈pi
2
∣∣ pi
2
〉
, 〈0 ∣∣pi
2
〉
= 0
I = |0〉〈0|+ ∣∣pi
2
〉 〈
pi
2
∣∣ ⇔ ( 1 0
0 1
)
=
(
1 0
0 0
)
+
(
0 0
0 1
)
̂ = |pi/2〉 =
(
0
1
)
1
φ
$












Figure 2. The Euclidean plane and its unit vectors viewed as pure quantum states in Dirac
ket notations.
the fuzzy localisation exemplified by the probability distribution families on the unit circle
derived from (2.12),
η 7→ Pφ(η) = |〈η|φ〉|2 = cos2(φ− η) ,
∫ 2pi
0
Pφ(η) dη
pi
= 1 . (2.13)
To the pure state |φ〉 corresponds the orthogonal projector Pφ given by:
Pφ = |φ〉〈φ| =
(
cosφ
sinφ
)(
cosφ sinφ
)
=
(
cos2 φ cosφ sinφ
cosφ sinφ sin2 φ
)
(2.14)
= R(φ)|0〉〈0|R(−φ) , (2.15)
where R(φ) is the matrix of rotation in the plane by the angle φ,
R(φ) :=
(
cosφ − sinφ
sinφ cosφ
)
. (2.16)
In quantum formalism, the projector Pφ = |φ〉〈φ| is also called pure state. This designation
is consistent with the fact that the projector ignores orientation, Pφ = Pφ+pi. Then, mixed
states or density matrices are unit trace and non-negative matrices of the form
ρ := M(a, b) =
(
a b
b 1− a
)
, (2.17)
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with
0 ≤ a ≤ 1 , ∆ := det ρ = a(1− a)− b2 ≥ 0 . (2.18)
The conditions (2.18) express the non-negativeness of ρ, i.e. 〈φ|ρ|φ〉 ≥ 0 for all |φ〉.
Pure states are rank-one such matrices, i.e., ρ2 = ρ, corresponding to ∆ = 0, i.e.
b = ±√a(1− a). More details are given in Subsection 3.3 and in Appendix A. A more
enlightening parametrisation is given in terms of the highest eigenvalue λ = 1
2
(1+
√
1− 4∆),
1/2 ≤ λ ≤ 1 and polar angle φ, 0 ≤ φ ≤ pi of the corresponding pure eigenstate |φ〉 pointing
toward the upper half-plane. In terms of the more suitable parameter r = 2λ−1, 0 ≤ r ≤ 1,
the most general form of a real density matrix is given, as a pi-periodic matrix, in terms of
the polar coordinates (r, φ) of a point in the upper half unit disk:
ρr,φ =
(
1
2
+ r
2
cos 2φ r
2
sin 2φ
r
2
sin 2φ 1
2
− r
2
cos 2φ
)
= ρr,φ+pi , 0 ≤ r ≤ 1 , 0 ≤ φ < pi . (2.19)
This expression epitomizes the map from the closed unit disk to the set of density matrices.
More precisely, each ρr,φ is univocally (but not biunivocally) determined by a point in the
unit disk D, with polar coordinates (r = 2λ− 1,Φ := 2φ), 0 ≤ r ≤ 1, 0 ≤ Φ < 2pi. We check
that for r = 1 the density matrix is just the orthogonal projector on the unit vector |φ〉 with
polar angle φ, i.e. ρ1,φ = Pφ.
The parameter r can be viewed as a measure of the distance of ρ to the pure state Pφ
while 1 − r measures the degree of “mixing”. A statistical interpretation is made possible
through the von Neumann entropy [8, 9] defined as
Sρ := −Tr(ρ ln ρ) = −λ lnλ− (1− λ) ln(1− λ) = −1 + r
2
ln
1 + r
2
− 1− r
2
ln
1− r
2
. (2.20)
As a function of λ ∈ [1/2, 1] Sρ is nonnegative, concave and symmetric with respect to its
maximum value log 2 at λ = 1/2, which corresponds to r = 0. The graph of Sρ as a function
of r is presented in Figure 3. In fact, this function is the basic Boltzmann-Gibbs or Shannon
entropy in the case of two possibilities with probabilities λ and 1− λ.
2.2. Quantum observables
According to the canons of quantum formalism, a quantum observable is a self-adjoint
operator in the Hilbert space of quantum states, because self-adjointness is essential in the
Copenhagen-Dirac-von Neumann interpretation of quantum physics [10], [11], [12], [13] [14].
Indeed, the spectral theorem for bounded or unbounded self-adjoint operators is the key
for (sharp) quantum measurement, as it was mentioned above. In our case, a self-adjoint
operator A is represented by a 2 × 2 real symmetric matrix and its spectral decomposition
reads in terms of the two orthogonal projectors corresponding to its real eigenvalues:
A = λ1 Pφ1 + λ2 Pφ2 , φ2 = φ1 ±
pi
2
. (2.21)
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Figure 3. Graph of the von Neumann entropy Sρ as a function of parameter r ∈ [0, 1]. Its
maximal value ln 2 is reached at r = 0, which corresponds to the density matrix 12I.
An immediate example is provided by the spin representation (2.10), which is also understood
through the superposition of the two basic projectors
Λ = λ0|0〉〈0|+ λpi
2
∣∣∣pi
2
〉〈pi
2
∣∣∣ . (2.22)
In terms of quantum measurement, this decomposition means that the observable
“orientation” assumes two values only: λ0, associated to the projector on the horizontal
or spin up state |0〉 and the other one, λpi
2
, associated to the projector on the vertical or
spin down
∣∣pi
2
〉
. Those measurements of orientation with only two issues are sharp in the
sense that the corresponding projectors are orthogonal. At this point, we understand why
no angular sharp localisation can be established on the unit circle. By sharp localisation we
mean the existence of an angle operator A acting as a multiplication operator in “angle”
representation 〈η|φ〉 ≡ φ(η). Such an operator does not exist because no 2×2 real symmetric
matrix A can satisfy the equation 〈η|A|φ〉 = η〈η|φ〉 = η cos(φ− η), for all 0 ≤ φ, η,< 2pi.
Three basic matrices generate the Jordan algebra [7] of all real symmetric 2×2 matrices.
They are the identity matrix and the two real Pauli matrices,
σ1 =
(
0 1
1 0
)
, σ3 =
(
1 0
0 −1
)
. (2.23)
Any element A of the algebra decomposes as :
A ≡
(
a b
b d
)
=
a+ d
2
I +
a− d
2
σ3 + bσ1 = αI + δσ3 + βσ1 . (2.24)
The product in this algebra is defined by
O′′ = A A′ = 1
2
(AA′ + A′A) , (2.25)
which entails on the level of components α, δ, β, the relations :
α′′ = αα′ + δδ′ + ββ′, δ′′ = αδ′ + α′δ, β′′ = αβ′ + α′β . (2.26)
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Let us associate to the unit vector ûφ the following symmetric matrix,
σφ := cosφσ3 + sinφσ1 ≡ −→σ · ûφ =
(
cosφ sinφ
sinφ − cosφ
)
= R(φ)σ3 , (2.27)
where we have introduced the unusual vector notation −→σ = σ3ı̂ + σ1̂. Thus, this operator
(see also (A.12)) is the composition of the rotation by angle φ with the mirror symmetry
with respect to the polar axis. We will use it in Section 5 for presenting the Bell inequality
within the context of the Euclidean plane. Its important feature of (2.27) lies in its spectral
decomposition,
σφ =
∣∣∣∣φ2
〉〈
φ
2
∣∣∣∣− ∣∣∣∣φ2 + pi2
〉〈
φ
2
+
pi
2
∣∣∣∣ . (2.28)
It leads us to interpret σφ as the quantum observable associated to the orientation “polar
angle” φ/2 (or the equivalence class of lines parallel to ûφ/2), corresponding to the
measurement outcome +1 (i.e., parallel), and its orthogonal in the plane (or the set of lines
normal to ûφ/2), corresponding to the outcome −1 (i.e., perpendicular). Note the actions of
σφ on states |φ〉 and its orthogonal |φ+ pi/2〉, and the average value of σφ in state |θ/2〉,
σφ|φ〉 = |0〉 , σφ
∣∣∣φ+ pi
2
〉
= −
∣∣∣pi
2
〉
,
〈
θ
2
∣∣∣∣σφ ∣∣∣∣θ2
〉
= cos(θ − φ) = 〈θ|φ〉 = ûθ · ûφ . (2.29)
It is interesting to notice that the density operator (2.19) can be expressed in terms of
σφ as
ρr,φ =
1
2
(I + rσ2φ) . (2.30)
3. Integral quantization of the circle
It is mostly accepted that a quantum model for a system has a classical counterpart
from which it is built through some quantization procedure. In this section, we present
a straightforward quantization based on integral calculus. Then we explain how the classical
counterparts of the above 2 × 2 symmetric matrices, viewed as quantum observables, are
the quantized versions of real-valued functions on the circle, and that there is a one-to-one
relation if we restrict the functions to be linear in elements in the finite set {1, cos 2φ, sin 2φ}.
3.1. An outline of integral quantization
Any quantization of functions defined on a set X (e.g. a phase space or something else)
should reasonably meet four basic requirements [4]:
(i) Linearity It is a linear map f 7→ Af :
Q : C(X) 7→ A(H) , Q(f) = Af , (3.1)
where
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• C(X) is a vector space of complex or real-valued functions f(x) on a set X, i.e. a
“classical” mathematical model,
• A(H) is a vector space of linear operators in some real or complex Hilbert space H, i.e,
a “quantum” mathematical model.
The map (3.1) is such that
(ii) Unity the function f = 1 is mapped to the identity operator I on H,
(iii) Reality a real f is mapped to a self-adjoint operator Af in H or, at least, a symmetric
operator (in the infinite dimensional case)
(iv) Covariance if X is acted on by a symmetry group G, i.e. for g ∈ G, G 3 x 7→ g ·x ∈ X,
then there exists a unitary representation U of the group such that AT (g)f = U(g)AfU(g
−1),
with (T (g)f)(x) = f (g−1 · x).
In our case, H is finite-dimensional and the operators Af are viewed as matrices.
Of course, further requirements are necessarily added, depending on the mathematical
structures equipping X and C(X) and their respective physical relevance.
An easy way to achieve the above minimal programme is to use resources offered by
some adapted integral calculus. Suppose that the set X is equipped with a measure dν(x)
allowing to deal with integrals like
∫
X
T (x) dν(x), in which the functions T (x) are matrix
valued, the integral being performed on each matrix element. Now, suppose that there exists
an X-labeled family of matrices M(x) resolving the identity I in the following sense:
X 3 x 7→ M(x) ,
∫
X
M(x) dν(x) = I (3.2)
The case we are specially interested in what occurs when the M(x)’s are unit trace and
non-negative, i.e. are density matrices,
M(x) = ρ(x) , (3.3)
because of their possible probabilistic content (see below). With this material at hand, the
integral quantization of functions f(x) on X is the linear map
f 7→ Af =
∫
X
M(x) f(x) dν(x) , (3.4)
which fulfills at least our quantization requirements (i) and (ii) and it takes the classical
function f(x) to the operator Af . If the matrices M(x) are real symmetric, then (iii) is also
satisfied. To get (iv), i.e. covariance, we need to add more structure on the measure space
(X, ν). Such structures appear in a natural way in the examples that we consider in this
paper, namely the circle, X = S1, which is considered in the sequel, and the sphere, X = S2,
which is considered in Appendix C.
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3.2. Semi-classical portraits
Any quantization map should be complemented with a “dequantization” map, associating
with Af a function fˇ(x), more or less similar to the original f(x), and giving a “semi-classical
portrait” of Af . In quantum mechanics, examples are provided by the Husimi function or
the Wigner function[15], more generally by lower (Lieb) [16] or contravariant (Berezin) [17]
symbols. The terminology lower, which will appear below together with upper, is justified
by the two Berezin-Lieb inequalities which follow from the symbol formalism.
As a matter of fact, some properties of the operator Af , may be derived or at least
well grasped from functional properties of its lower symbol, which is defined in the present
context by:
Af 7→ fˇ(x) := tr(M(x)Af ) =
∫
X
tr(M(x)M(x′)) f(x′) dν(x′) . (3.5)
When M(x) = ρ(x) (density matrix), the map x′ 7→ tr(ρ(x)ρ(x′)) defines a probability
distribution tr(ρ(x)ρ(x′)) on the measure space (X, dν(x′)), as it is easily proved by
multiplying the resolution of the unity in (3.2) with ρ(x) and tracing the result. Then the
function fˇ(x) is the local average of the original f with respect to the above distribution:
f(x) 7→ fˇ(x) =
∫
X
f(x′) tr(ρ(x)ρ(x′)) dν(x′) . (3.6)
In many cases, this generalisation of convolution has a regularising effect on the original f .
For instance, if f(x) = δx0(x) is the Dirac function peaked at x0 ∈ X,∫
X
g(x) δx0(x) dν(x) = g(x0) , (3.7)
for any test function g(x), then δˇx0(x) = tr(ρ(x)ρ(x0)), a function which is expected to be
more regular around x0.
3.3. Quantization of the circle
In the context of the present work, the measure space (X, dν(x)) is the unit circle equipped
with its uniform (Lebesgue) measure:
X = S1 , dν(x) =
dφ
pi
, φ ∈ [0, 2pi) . (3.8)
The Hilbert space is the Euclidean plane H = R2. Note that S1 is also a group, isomorphic
to the abelian group SO(2) of rotations in the plane. Thus, we can expect that rotational
covariance mentioned in point (iv) plays a central role here. It is indeed the case since the
covariance property (A.14) described in Appendix A allows one to define the family of density
operators obtained from rotational transport of the initial density operator introduced in
(2.19),
ρr,φ0(φ) = R (φ) ρr,φ0R (−φ) = ρr,φ0+φ , 0 ≤ φ < 2pi . (3.9)
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where the rotation matrix R(φ) is defined by (2.16). It is straightforward to prove that this
family resolves the identity ∫ 2pi
0
ρr,φ0(φ)
dφ
pi
= I . (3.10)
The proof can be made by hand, integrating each matrix element. Actually it is the direct
consequence of a famous result in group representation theory, named Schur’s Lemma [18].
It follows the S1-labelled family of probability distributions on (S1 , dφ/pi)
pη(φ) = tr (ρr,φ0(η) ρr,φ0(φ)) =
1
2
(
1 + r2 cos 2(φ− η)) . (3.11)
Such an expression reminds us of the cardioid distribution (see [19], page 51). At r = 0 we
get the uniform probability on the circle whereas at r = 1 we get the simplified resolution
of the identity ∫ 2pi
0
|φ〉〈φ| dφ
pi
= I . (3.12)
and the pure state probability distribution Pη(φ) = cos2 (φ− η) previously introduced in
(2.13).
The quantization of a function (or distribution) f(φ) on the circle based on (3.10) leads
to the 2×2 matrix operator
f 7→ Af =
∫ 2pi
0
f(φ)ρr,φ0(φ)
dφ
pi
=
(
〈f〉+ r
2
Cc (R−φ0f)
r
2
Cs (R−φ0f)
r
2
Cs (R−φ0f) 〈f〉 − r2Cc (R−φ0f)
)
, (3.13)
where 〈f〉 := 1
2pi
∫ 2pi
0
f(φ) dφ is the average of f on the unit circle and Rφ0(f)(φ) := f(φ−φ0).
The symbols Cc and Cs are for the cosine and sine doubled angle Fourier coefficients of f ,
Cc(f) =
∫ 2pi
0
f(φ) cos 2φ
dφ
pi
, Cs(f) =
∫ 2pi
0
f(φ) sin 2φ
dφ
pi
. (3.14)
The eigenvalues of the symmetric matrix Af are
λ± = 〈f〉 ± r
2
√
C2c (R−φ0f) + C2s (R−φ0f) , (3.15)
with respective orthogonal eigenvectors
|φ±〉 , tanφ± = Cs (R−φ0f)
Cc (R−φ0f) + λ±
=
Cc (R−φ0f)− λ±
Cs (R−φ0f)
. (3.16)
The covariance property, i.e., our 4th requirement on any quantization procedure, is fulfilled
here by application of (3.9):
R (θ) Af R (−θ) = ARθ(f) . (3.17)
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The simplest function to be quantized is the angle function a(φ), i.e. the 2pi-periodic
extension of a(φ) = φ, up to the addition of a constant, for φ ∈ [0, 2pi),
Aa =
(
pi + r
2
sin 2φ0 − r2 cos 2φ0
− r
2
cos 2φ0 pi − r2 sin 2φ0
)
= piI +
r
2
σ2φ0−pi/2 , (3.18)
with the notations of (2.27). Its eigenvalues are pi ± r
2
with corresponding eigenvectors∣∣∣φ0 ∓ pi
4
〉
. Its lower symbol is given by the smooth function
aˇ(φ) = pi − r
2
2
sin 2φ , (3.19)
which reduces to the constant pi for r = 0, i.e., to the average of the angle function for the
uniform distribution on the circle.
It is natural to ask what is a classical counterpart of the quantum orientation observable
σθ (for the direction state |θ/2〉) introduced in (2.27) and (2.28). It is the quantization
through the map (3.13) of the following function
f(φ) =
2
r
ûθ+φ0 · ûφ 7→ Af = σθ . (3.20)
3.4. Quantization with pure states and symbol calculus
The existence of the set {|φ〉〈φ|} as the particular case r = 1 and φ0 = 0 of the density
matrices (3.9) permits to proceed with the simplified “coherent state” integral quantization
f 7→ Af = 1
pi
∫ 2pi
0
dφ f(φ)|φ〉〈φ| . (3.21)
The quantized version of the angle function a(φ) introduced above becomes:
Aa =
(
pi −1
2
−1
2
pi
)
, (3.22)
with eigenvalues pi ± 1
2
. Thus, a localisation measurement on the circle would yield those
two values only, along the spectral decomposition
Aa =
(
pi +
1
2
) ∣∣∣∣3pi4
〉〈
3pi
4
∣∣∣∣+ (pi − 12
) ∣∣∣pi
4
〉〈pi
4
∣∣∣ , (3.23)
with ∣∣∣pi
4
〉〈pi
4
∣∣∣ = I + σ1 , ∣∣∣∣3pi4
〉〈
3pi
4
∣∣∣∣ = I − σ1 . (3.24)
The family of pure states {|φ〉〈φ|} allows one to carry out the symbol calculus a` la Berezin-
Lieb mentioned above. To any self-adjoint operator A one associates the two types of symbol,
functions Aˇ(φ) et Â(φ) respectively defined on the unit circle by
Aˇ(φ) = 〈φ|A|φ〉 : lower or covariant symbol , (3.25)
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and
A =
1
pi
∫ 2pi
0
dφ Â(φ)|φ〉〈φ| . (3.26)
where Â(φ) is named upper or contravariant symbol of A, besides the fact that it is also the
classical counterpart of A in the context of integral quantization.
The simplest upper symbols and the lower symbols of non-trivial basic elements are
respectively given by :
cos 2φ = σˇ3(φ) =
1
2
σ̂3(φ), sin 2φ = σˇ1(φ) =
1
2
σ̂1(φ) . (3.27)
For the symmetric matrix (2.24) there follows the two symbols :
Aˇ(φ) =
a+ d
2
+
a− d
2
cos 2φ+ b sin 2φ = α + δ cos 2φ+ β sin 2φ , (3.28)
Â(φ) = α + 2δ cos 2φ+ 2β sin 2φ = 2Aˇ(φ)− 1
2
trA . (3.29)
For instance, the lower symbol of the quantum angle (3.22) is obtained by fixing r = 1
in (3.19):
〈φ|Aa |φ〉 = pi −
1
2
sin 2φ, (3.30)
a pi-periodic function that smoothly varies between the two eigenvalues of Aφ, as is shown
in Figure 4.
As announced in the preamble of this section, one notices that all the symbols defined
above belong to the subspace VA of real Fourier series that is the linear span of the three
functions 1, cos 2φ, sin 2φ. Hence Â(φ) is highly non unique since it is defined up to the
addition of any function N(φ) lying in the orthogonal complement of VA, i.e. such that∫ 2pi
0
dφN(φ)|φ〉〈φ| = 0.
For example, the expressions of the upper and lower symbols of the density matrix (2.30)
read as
ρ̂r,φ(θ) =
1
2
+ r cos 2(θ − φ) , ρˇr,φ(θ) = 1
2
(1 + r cos 2(θ − φ)) . (3.31)
Let us finally make explicit the Berezin-Lieb inequalities in the present context. Let g
be a convex function. Denoting by λ± the eigenvalues of the symmetric matrix A, we have
1
pi
∫ 2pi
0
g(Aˇ(φ)) dφ ≤ tr(g(A)) = g(λ+) + g(λ−) ≤ 1
pi
∫ 2pi
0
g(Â(φ)) dφ . (3.32)
This double inequality justifies the use of adjectives lower and upper for symbols.
3.5. Probabilistic aspects
Behind the resolution of the identity (3.12) lies an interesting interpretation in terms of
geometrical probability. Let us consider a Borel [20] subset ∆ of the interval [0, 2pi) and the
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Figure 4. The lower symbol of the angle operator in the two-dimensional quantization of
the circle is the pi-periodic function pi − 12 sin 2φ that varies between the two eigenvalues of
Aφ.
restriction to ∆ of the integral (3.12):
a(∆) =
1
pi
∫
∆
dφ |φ〉〈φ| . (3.33)
One easily verifies the following properties :
a(∅) = 0 , a([0, 2pi)) = Id,
a(∪i∈J∆i) =
∑
i∈J
a(∆i) , if ∆i ∩∆j = ∅ for all i 6= j . (3.34)
The application ∆ 7→ a(∆) defines a normalized measure on the σ-algebra [21] of the Borel
sets in the interval [0, 2pi), assuming its values in the set of positive or null 2 × 2 matrices
(POVM).
Let us now put into evidence the probabilistic nature of the measure a(∆). Let |η〉 be
a unit vector. The application
∆ 7→ 〈η|a(∆)|η〉 = 1
pi
∫
∆
cos2(φ− η) dφ (3.35)
is clearly a probability measure, since it involves precisely the distribution Pφ(η) introduced
in (2.13). For instance, for ∆ = [θ1, θ2] and η = 0, we have
a ([θ1, θ2]) =
θ2 − θ1
2pi
− 1
pi
sin (θ2 − θ1) sin (θ2 + θ1) . (3.36)
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Now, the quantity 〈η|a(∆)|η〉 means that direction |η〉 is examined from the point of view
of the family of vectors {|φ〉, φ ∈ ∆}. As a matter of fact, it has a geometrical probability
interpretation in the plane [22]. With no loss of generality let us choose η = 0. Recall here
the canonical equation describing a straight line Dφ,p in the plane :
〈φ|−→v 〉 = cosφx+ sinφ y = p , −→v =
(
x
y
)
, (3.37)
where |φ 〉 is the direction normal to Dφ,p and the parameter p is equal to the distance of Dφ,p
to the origin. There follows that dp dφ is the (non-normalized) probability measure element
on the set {Dφ,p} of the lines randomly chosen in the plane. Picking a certain φ, consider
the set {Dφ,p} of the lines normal to |φ〉 that intersect the segment with origin O and length
| cosφ| equal to the projection of |φ〉 onto |0〉 as shown in Figure 5
O
|0〉
|φ〉











-
HHHHHHHH
HHHHHHHH
HHHHHHHH
HHHHHHHH
HHHHHHHH
︸ ︷︷ ︸
cosφ
Figure 5. Set {Dφ,p} of straight lines normal to |φ〉 that intersect the segment with origin
O and length | cosφ | equal to the projection of |φ〉 onto |0〉.
The measure of this set is equal to :(∫ cos2 φ
0
dp
)
dφ = cos2 φ dφ . (3.38)
Integrating (3.38) over all directions |φ〉 gives the area of the unit circle. Hence we can
construct 〈η|a(∆)|η〉 as the probability for a straight line in the plane to belong to the set of
secants of segments that are projections 〈η|φ〉 of the unit vectors |φ〉, φ ∈ ∆, onto the unit
vector |η〉.
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4. Time evolution, rotation, and Baby Majorana equations
4.1. Closed system
We now deal with the question of the existence of a quantum dynamics compatible with the
simplicity of our model. Let us introduce into the game a time (or evolution) parameter
t, which is of classical nature. Following the principles established by Heisenberg and
Schro¨dinger [10], the quantum dynamics of a system rests upon the existence of the
associated, possibly time-dependent, Hamiltonian operator H = H(t). Given some initial
time t0, this operator generates its corresponding evolution operator U(t, t0) through the
equation
i~
∂
∂t
U(t, t0) = H(t)U(t, t0) . (4.1)
The operator U is unitary,
U(t, t0)U(t, t0)
† = U(t, t0)†U(t, t0) = I . (4.2)
Note that these two above relations imply that H(t)U(t0, t) = U(t0, t)H(t). The operator
U is expected to obey the composition rule
U(t2, t1)U(t1, t0) = U(t2, t0) , t2 > t1 > t0 , (4.3)
which implies U(t, t) = I for all t. As representing a physical quantity, namely the energy of
the system, the Hamiltonian is a self-adjoint operator. From (4.1) are derived two celebrated
equations, the Schro¨dinger one when this relation between operators is applied to a quantum
state,
i~
∂
∂t
U(t, t0)|ψ〉 ≡ i~ ∂
∂t
|ψ(t)〉 = H(t) |ψ(t)〉 , |ψ〉 = |ψ(t0)〉 , (4.4)
and the Heisenberg-Dirac equation when applied to a possibly time-dependent quantum
observable A(t),
i~
d
dt
AH = [AH , H] + U(t, t0)
†
(
i~
∂
∂t
A
)
U(t, t0) , (4.5)
where AH(t) := U(t, t0)
†A(t)U(t, t0).
In the present context of the Euclidean plane, can we involve a 2 × 2 real symmetric
matrix as a Hamiltonian H? A first problem concerns the construction of H without the
existence of a classical phase space as a guidance. Let us circumvent this difficulty by simply
postulating its existence. Then, another issue makes our effort totally pointless. Indeed,
from the equations (4.2) and (4.3) we infer that the evolution operator must be the rotation
matrix
U(t, t0) = R(φ(t)− φ(t0)) (4.6)
for a certain function φ(t), and if we rely on (4.1), we must deal with a 2 × 2 Hermitian
complex matrix
H(t) =
(
a(t) b(t)
b(t) d(t)
)
, with a(t) , d(t) ∈ R , b(t) ∈ C , (4.7)
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in order to have a non-trivial solution. We then solve (4.1) to find for the above coefficients
a(t) = 0 = d(t) , i~
dφ
dt
= b(t) ≡ −iE(t) , (4.8)
Hence the allowed form of the Hamiltonian reads
H(t) =
(
0 −iE(t)
iE(t) 0
)
= E(t)σ2 , (4.9)
and for the evolution operator
U(t, t0) = R
(
1
~
∫ t
t0
E(t′) dt′
)
. (4.10)
Hence the presence of the imaginary unit i in (4.7) is unavoidable. If we want to keep the
reality of our Euclidean plane and of the matrices acting on it, no real symmetric matrix,
except the null matrix, can represent an Hamiltonian in the context of our approach. If we
wish to keep the dynamics consistent with our formalism based on real numbers only, we
have to abandon the requirement for H to be symmetric. Instead, let us introduce the real
“pseudo-Hamiltonian”
H˜(t) =
(
0 −E(t)
E(t) 0
)
= E(t)τ2 , τ2 = −iσ2 =
(
0 −1
1 0
)
. (4.11)
Then, by dividing by i the evolution equations (4.4) and (4.5), one obtains the two following
equations involving only real quantities,
~
∂
∂t
|ψ(t)〉 = H˜(t) |ψ(t)〉 , ~dAH
dt
= [AH , H˜] + U(t, t0)
†
(
~
∂A
∂t
)
U(t, t0) , (4.12)
where U(t, t0) is the rotation (4.10). They are our Baby Majorana equations [24]. The price
to pay with our manipulation is that the eigenvalues ±iE of H˜ are real only in the trivial
case E = 0: no physical energy comes out from our formalism.
If E is constant, the pseudo-Hamiltonian H˜ generates uniform rotational evolution in
the plane, i.e., U(t, t0) = e
E
~ tτ2 . In the case of the time evolution of a pure state Pφ0 , this
evolution corresponds to a uniform rotation, with frequency |E|/~, of the unit vector |φ0〉.
On the algebraic side, we note that our real quantum dynamics involves the
antisymmetric matrix τ2. Together with σ1 and σ3 these 3 matrices generate the Lie algebra
sl(2,R) of the group SL(2,R)
[σ1, τ2] = 2σ3 , [τ2, σ3] = 2σ1 , [σ3, σ1] = −2τ2 . (4.13)
If we had sticked to the complex formalism imposed by (4.1), we would have to introduce
the third Pauli matrix σ2, which was missing in (2.23). Then the self-adjointness of H is
preserved, and quantum evolution restores the full real Lie algebra of SU(2) generated by
the σi’s, i = 1, 2, 3. Actually, we will use in Section 6 the equation (4.1) for presenting a
physical example of (4.8).
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4.2. Open systems
Restricting the form of “acceptable” Hamiltonians to (4.9) or (4.11) is not tenable since this
family does not include the case of quantum open systems, particularly when the latter are
submitted to measurement. We will come back to the important question of measurement
in Section 7 with the presentation of a simple example. In this subsection, we consider an
extension of (4.12) to a type of quantum master equation, namely the Lindblad equation [25],
describing the time evolution of the density matrix ρr,φ in (2.19) for an open system. The
interest for a such an equation has been recently revived by S. Weinberg in a large audience
article [26]. When applied to the evolution of a quantum observable A, the Lindblad equation
in its diagonal form (which does not restrict its validity) is expressed as
dA
dt
=
i
~
[H,A] +
∑
k
hk
[
LkAL
†
k −
1
2
(
AL†kLk + L
†
kLkA
)]
, (4.14)
where the Lk with the identity form a basis of operators and the coefficients hk are non-
negative constants.
In a finite N -dimensional Hilbert space there are N2 − 1 Lindblad operators Lk that,
together with the identity, generate the entire N2-matrix vector space. Since in the present
framework our Hilbert space is two-dimensional (N = 2), the three matrices σ1, τ2, σ3,
together with the identity, form a basis for the vector space of real 2 × 2 matrices, the
equation (4.14), when applied to ρr,φ, becomes
dρr,φ
dt
=
1
~
[ρr,φ, H˜] + h1 (σ1ρr,φσ1 − ρr,φ) + h2 (−τ2ρr,φτ2 + ρr,φ) + h3 (σ3ρr,φσ3 − ρr,φ)
= r
(E(t)
~
sin 2φ− h1 cos 2φ
)
σ3 + r
(
−E(t)
~
cos 2φ− h3 sin 2φ
)
σ1 + h2 I .
(4.15)
Since
dρr,φ
dt
≡ ρ˙r,φ = 12(r˙ cos 2φ − 2r sin 2φ φ˙)σ3 + 12(r˙ sin 2φ + 2r cos 2φ φ˙)σ1, we get by
identification and after some algebraic manipulations using (4.13) the condition
h2 = 0 , (4.16)
and the first-order differential system
φ˙ =
h1 − h3
2
sin 4φ− E
~
, (4.17)
r˙
r
= (h3 − h1) cos 4φ− (h3 + h1) . (4.18)
Eq. (4.17) leads to a kind of Ricatti equation. Having in hand a solution φ(t), the second
one is easily integrated and we find
r(t) = r0 exp
[
−(h3 + h1)(t− t0) + (h3 − h1)
∫ t
t0
cos 4φ(t′) dt′
]
. (4.19)
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Due to the nonnegativess of h1 and h3, we easily infer that r → 0, i.e., ρr,φ → I/2 as t→∞,
which means that the von Neumann entropy of the open system tends to its maximum at
large time, as we can expect. Note that for h1 = h3 the angle φ behaves like for a closed
system,
φ(t)− φ(t0) = −
∫ t
t0
dt′
E(t′)
~
, (4.20)
whereas the behaviour of r simplifies to
r(t) = r0e
−2h1(t−t0) . (4.21)
Finally, it is interesting to establish the semi-classical portrait of Eq. (4.15) with h2 = 0
by calculating with lower symbols formula (3.27) and (3.31) its mean value in state |θ〉
d
dt
〈θ|ρr,φ|θ〉 = r˙
2
cos 2(φ− θ)− r sin 2(φ− θ)φ˙
= r
E
~
sin 2(φ− θ)− rh1 cos 2φ cos 2θ − rh3 sin 2φ sin 2θ .
(4.22)
Since such an equation should hold for all θ ∈ [0, 2pi), it leads to the same differential system
as the quantum (4.17)-(4.18). This is a simple illustration of the Ehrenfest theorem (see
[27] and references therein), which is exact here. Similarly, by using again the formulas
(3.27) corresponding to the quantization (3.21) with pure states, we check that (4.15) is the
quantization of the classical dynamical system for the time dependent parameters (r, φ),
d
dt
ρ̂r,φ(θ)
= 2r
[(E(t)
~
sin 2φ− h1 cos 2φ
)
cos 2θ +
(
−E(t)
~
cos 2φ− h3 sin 2φ
)
sin 2θ
]
,
(4.23)
which is the same as the quantum (4.17)-(4.18).
5. Entanglement, Baby Bell inequality, and isomorphisms
5.1. Bell states
The possible entanglement property of quantum states appears with the construction of
tensor products [28] of Hilbert spaces for describing quantum states of composite systems.
In the present case, we are in presence of a remarkable sequence of vector space isomorphisms
due to the fact that 22 = 2× 2 = 2 + 2:
R2 ⊗ R2 ∼= R2 × R2 ∼= R2 ⊕ R2 ∼= C2 ∼= H , (5.1)
where H is the field of quaternions (see Appendix B for definition and properties of these
objects).
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Let us first write the (canonical) orthonormal basis of the tensor product R2A⊗R2B, the
first factor being for system “A” and the other for system “B”, as
|0〉A ⊗ |0〉B ,
∣∣∣pi
2
〉
A
⊗
∣∣∣pi
2
〉
B
, |0〉A ⊗
∣∣∣pi
2
〉
B
,
∣∣∣pi
2
〉
A
⊗ |0〉B . (5.2)
These factors |0〉, ∣∣pi
2
〉
pertaining to A or to B, are termed “q-bit” or “qubit” in standard
language of quantum information. Actually, it would be preferable to call them “Rebit” since
this term exists as well in quantum information when one manipulates states in real Hilbert
spaces (see for instance [31]. They can be associated to an orientation pointer measuring the
horizontal (resp. vertical) direction or polarisation described by the state |0〉 (resp. ∣∣pi
2
〉
).
We now introduce the celebrated Bell pure states [29, 30] in R2A ⊗ R2B as special linear
superpositions of the above basis elements
|Φ±〉 = 1√
2
(
|0〉A ⊗ |0〉B ±
∣∣∣pi
2
〉
A
⊗
∣∣∣pi
2
〉
B
)
, (5.3)
|Ψ±〉 = 1√
2
(
|0〉A ⊗
∣∣∣pi
2
〉
B
±
∣∣∣pi
2
〉
A
⊗ |0〉B
)
, (5.4)
or in matrix form,
(
|Φ+〉 |Φ−〉 |Ψ+〉 |Ψ−〉
)
=
(
|0〉A ⊗ |0〉B
∣∣pi
2
〉
A
⊗ ∣∣pi
2
〉
B
|0〉A ⊗
∣∣pi
2
〉
B
∣∣pi
2
〉
A
⊗ |0〉B
) 1√
2

1 1 0 0
1 −1 0 0
0 0 1 1
0 0 1 −1
 . (5.5)
They form an orthonormal basis of R2A ⊗ R2B. They are four specific maximally entangled
quantum states of two qubits. “Maximally” refers to the degree to which a state in a quantum
system consisting of two entities is entangled. This degree is measured by the aforementioned
von Neumann entropy [8] of either of the two reduced density operators of the state, i.e.,
obtained by tracing out one of the partners in the composite systems. They exhibit perfect
correlation. Consider for instance the state |Φ+〉. If the pointer associated to A measures its
qubit in the standard basis the outcome would be perfectly random, either possibility having
probability 1/2. But if the pointer associated to B then measures its qubit, the outcome,
although random for it alone, is the same as the one A gets. There is quantum correlation.
Tracing out the B-partner in the pure state |Φ+〉〈Φ+| gives the mixed state 1
2
IA for the
A-partner, whose the von Neumann entropy (2.20) is equal to its maximal value ln 2.
5.2. Inequality and its violation
Let us transpose into the present setting the 1964 analysis and result [32] presented
by Bell in his discussion about the EPR paper [33] and about the subsequent Bohm’s
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approaches [34, 35] based on the assumption of hidden variables. We replace the spin one-
half particles considered by Bell as examples with the parallel (i.e., +1) and perpendicular
(i.e., −1) quantum orientations in the plane as the only possible issues of the observable σφ
introduced in (2.27), supposing that there exists a pointer device designed for measuring such
orientations with outcomes ±1 only. We now consider a bipartite system of two quantum
orientations described respectivement by −→σ A and −→σ B in the so-called singlet state Ψ− in
(5.3). In such a state, if measurement of the component σAφa :=
−→σ A · ûφa yields the value
+1, then measurement of σBφb when φb = φa must yield the value −1, and vice-versa. From
a classical perspective, the explanation of such a correlation needs a predetermination by
means of the existence of hidden parameters λ ∈ Λ, with the notations of [32]. The result
εA ∈ {−1,+1} (resp. εB ∈ {−1,+1}) of measuring σAφa (resp. σBφb ) is then determined by
φa and λ only, not by φb also, i.e. ε
A = εA(φa, λ) (resp. ε
B = εB(φb, λ)). Given a probability
distribution ρ(λ) on Λ, the classical expectation value of the product of the two components
σAφa and σ
B
φb
is given by
P(φa, φb) =
∫
Λ
dλ ρ(λ) εA(φa, λ) ε
B(φb, λ) . (5.6)
Since
∫
Λ
dλ ρ(λ) = 1 and εA,B = ±1, we have −1 ≤ P(φa, φb) ≤ 1. Equivalent predictions
with the quantum setting then imposes the equality between the classical and quantum
expectation values:
P(φa, φb) =
〈
Ψ−
∣∣σAφa ⊗ σBφb ∣∣Ψ−〉 = −ûφa · ûφb = − cos(φa − φb) . (5.7)
In (5.7), the value −1 is reached at φa = φb. This is possible for P(φa, φa) only if
εA(φa, λ) = −εB(φa, λ). Hence, we can write (5.6) as
P(φa, φb) = −
∫
Λ
dλ ρ(λ) ε(φa, λ) ε(φb, λ) , ε(φ, λ) ≡ εA(φ, λ) = ±1 . (5.8)
Let us now introduce a third unit vector ûφc . Due to ε
2 = 1, we have
P(φa, φb)− P(φa, φc) =
∫
Λ
dλ ρ(λ) ε(φa, λ) ε(φb, λ) [ε(φb, λ) ε(φc, λ)− 1] . (5.9)
It results the (baby) Bell inequality:
|P(φa, φb)− P(φa, φc)| ≤
∫
Λ
dλ ρ(λ) [1− ε(φb, λ) ε(φc, λ)] = 1 + P(φb, φc) . (5.10)
Hence, the validity of the existence of hidden variable(s) for justifying the quantum
correlation in the singlet state Ψ−, and which is encapsulated by (5.10), has the following
consequence on the arbitrary triple (φa, φb, φc):
1− cos(φb − φc) ≥ |cos(φb − φa)− cos(φc − φa)| , (5.11)
CONTENTS 25
equivalently, in terms of the two independent angles ζ =
φa − φb
2
and η =
φb − φc
2
,∣∣sin2 ζ − sin2(η + ζ)∣∣ ≤ sin2 η . (5.12)
It is easy to find pairs (ζ, η) for which this inequality does not hold true. For instance with
η = ζ 6= 0, i.e., φb = φa + φc
2
, (5.12) becomes
|4 sin2 η − 3| ≤ 1 , (5.13)
and this does not hold true for all |η| < pi/4, i.e., for |φa − φb| = |φb − φc| < pi/2.
Actually, we did not follow the proof given by Bell in [32], which is a lot more elaborate.
Also, Bell considered unit vectors in 3-space. Restricting his proof to vectors in the plane does
not make any difference, as it is actually the case in many works devoted to the foundations
of quantum mechanics, see for instance [36].
5.3. Complex cat states
Let us now turn our attention to the complex two-dimensional Hilbert space C2, one of the
most familiar mathematical objects in our initiation to quantum formalism, after having
been so nicely popularised by Feynman [23] with examples like two-level atom or spin one-
half objects. Now, as a complex vector space, space C2, with canonical basis e1, e2, has
a real structure. The latter is isomorphic to the real vector space R4, itself isomorphic to
R2 ⊗ R2, from the above. A standard real structure is obtained by considering the vector
expansion
C2 ∈ v = z1e1 + z2e2 = x1e1 + y1 (ie1) + x2e2 + y2 (ie2) , (5.14)
i.e., by writing z1 = x1 + iy1, z2 = x2 + iy2, and considering the set of vectors
{e1, e2, (ie1) , (ie2)} (5.15)
as forming a basis of R4. Now, we need to define a map from this R4 to R2 ⊗R2, forgetting
about the superfluous subscripts A and B. For this, we use the map [Euclidean plane R2]
7→ [complex “plane” C] determined by
|0〉 7→ 1 ,
∣∣∣pi
2
〉
7→ i . (5.16)
Considering this identification as a guidance, we choose to write the correspondence between
bases as
|0〉 ⊗ |0〉 = e1 ,
∣∣∣pi
2
〉
⊗
∣∣∣pi
2
〉
= −e2 , |0〉 ⊗
∣∣∣pi
2
〉
= (ie1) ,
∣∣∣pi
2
〉
⊗ |0〉 = (ie2) , (5.17)
CONTENTS 26
or, in matrix form, (
|0〉 ⊗ |0〉 ∣∣pi
2
〉⊗ ∣∣pi
2
〉 |0〉 ⊗ ∣∣pi
2
〉 ∣∣pi
2
〉⊗ |0〉)
=
(
e1 e2 (ie1) (ie2)
)
1 0 0 0
0 −1 0 0
0 0 0 1
0 0 1 0
 . (5.18)
Interpreting C2 as the space of quantum states of a two-level system, e.g. spin one-half with
standard arrow notations
e1 := | ↑ 〉 ≡
(
1
0
)
, e2 ≡ | ↓ 〉 :=
(
0
1
)
, (5.19)
the correspondences (5.17) and (5.18) might be interpreted as giving a real composite nature
to “up” and “down” complex objects. Note that the 4 × 4-matrix on the right of (5.18) is
its own inverse. Finally, we get the matrix map from the Bell basis to the basis (5.15)
(
|Φ+〉 |Φ−〉 |Ψ+〉 |Ψ−〉
)
=
(
e1 e2 (ie1) (ie2)
) 1√
2

1 1 0 0
−1 1 0 0
0 0 1 −1
0 0 1 1
 . (5.20)
In terms of components of vectors in their respective spaces,
x1
x2
y1
y2
 = 1√2

1 1 0 0
−1 1 0 0
0 0 1 −1
0 0 1 1


x+
x−
y+
y−
 . (5.21)
Equivalently, in complex notations, with z± = x± + iy±,(
z+
z−
)
=
1√
2
(
1 −C
C 1
)(
z1
z2
)
≡ C@
(
z1
z2
)
, (5.22)
where we have introduced the conjugation operator Cz = z¯, i.e. the mirror symmetry with
respect to the real axis, −C being the mirror symmetry with respect to the imaginary axis.
Note that the “cat” operator C@ can be expressed in the quaternionic language for SU(2),
as introduced in (B.1), by
C@ = 1√
2
(I + F) , F := C ̂ =
(
0 −C
C 0
)
, ̂ = −iσ2 =
(
0 −1
1 0
)
. (5.23)
Therefore, with the above choice of isomorphisms, Bell entanglement in R2 ⊗ R2 is not
represented by a linear superposition in C2. It involves also the two mirror symmetries
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±C. Interpreting C2 as in (5.19), we see that the operator F is a kind of “flip” whereas the
operator C@ builds from the up and down basic states the two elementary Schro¨dinger cats
F | ↑ 〉 = | ↓ 〉 , F | ↓ 〉 = −| ↑ 〉 ,
C@ | ↑ 〉 = 1√
2
(| ↑ 〉+ | ↓ 〉) , C@ | ↓ 〉 = 1√
2
(−| ↑ 〉+ | ↓ 〉) . (5.24)
We can now understand better the real Bell state nature of these elementary cat
superpositions if we remember the identification (5.17) between composite real states and
complex up and down basic states. Interesting too is the appearance of the flip F in the
construction of the spin one-half coherent state defined in terms of spherical coordinates
(θ, φ) by
S2 3 n̂(θ, φ) 7→ |θ, φ〉 =
(
cos
θ
2
| ↑ 〉+ eiφ sin θ
2
| ↓ 〉
)
≡
(
cos θ
2
eiφ sin θ
2
)
. (5.25)
Indeed, they result from the action on the up state by the operator D
1
2
(
ξ¯n̂
)
given in (B.15).
This operator represents the element ξ¯n̂ in SU(2), quaternionic conjugate or inverse of ξn̂.
The latter corresponds through the homomorphism SO(3) 7→ SU(2) to the specific rotation
Rn̂ that maps the unit vector pointing to the north pole, k̂ = (0, 0, 1), to n̂, as is shown in
Figure B2 and explained at length in Appendix B:
|θ, φ〉 = D 12 (ξ¯n̂) | ↑ 〉 = ( cos θ2 − sin θ2e−iφ
sin θ
2
eiφ cos θ
2
)(
1
0
)
. (5.26)
Now we notice that the second column of D
1
2
(
ξ¯n̂
)
is precisely the flip of the first one,
D
1
2
(
ξ¯n̂
)
=
(
|θ, φ〉 F|θ, ϕ〉
)
. (5.27)
Actually, this feature is the key for grasping the isomorphisms C2 ∼= H ∼= R+ × SU(2).
With the notations of Appendix B and using quaternionic algebra, e.g., ı̂ = ̂k̂ (and even
permutations),
H 3 q = q0 + q1ı̂+ q2̂+ q3k̂ = q0 + q3k̂ + ̂
(
q1k̂ + q2
)
≡
(
q0 + iq3
q2 + iq1
)
≡ Zq ∈ C2 , (5.28)
after identifying k̂ ≡ i, as both are roots of −1. Then the flip appears naturally in the final
identification H ∼= R+ × SU(2) as
q ≡
(
q0 + iq3 −q2 + iq1
q2 + iq1 q0 − iq3
)
=
(
Zq FZq
)
. (5.29)
CONTENTS 28
6. Magnetic interpretation
The fact that the sole acceptable form the Hamiltonian may assume in our model is (4.9)
might suggest a magnetic field interacting with a one-half spin magnetic moment. How can
we integrate this physics in our toy model?
We recall that the (potential) energy of a magnetic moment [37] ~µ submitted to a
magnetic field
−→
B is given by
Vm = −−→B · ~µ . (6.1)
In the case of a moving charged point, the magnetic moment is proportional to the angular
momentum of this charge. Here we consider a magnetic moment as a physical system on its
own, without any consideration of space location or something else, and proportional to an
angular momentum or classical spin denoted by ~J:
~µ = γ~J . (6.2)
The factor γ is usually named gyromagnetic factor. Now, the energy of a magnetic moment
submitted to a constant magnetic field alone is conserved. Choosing the direction of the unit
vector k̂ , part of the orthonormal basis in space
(
ı̂, ̂, k̂
)
, as the same as
−→
B , we have for the
Hamiltonian
h = Vm = −γ‖−→B‖ ‖~J‖ cos θ = γBJ cos θ = E, (6.3)
and so the polar angle θ is conserved: the magnetic moment experiences a precession about
the k̂ -axis at constant azimuthal velocity φ˙ in such a way that Jz = J cos θ is also conserved.
Actually, this precession motion which takes place on the surface of a sphere S2(J) of radius J
has to be viewed as a phase trajectory in S2(J), the latter being viewed as the classical phase
space for the magnetic moment. The canonical conjugate coordinates are in the present case
action-angle variables, the angle variable being the azimuthal angle φ whereas the action
variable Iφ is precisely J3. Indeed, from the expression
J sin θ dθ dφ = dφ dJz (6.4)
of the rotational invariant measure on S2(J), one infers that Jz is canonically conjugate to
φ, and the action variable defined as
Iφ =
1
2pi
∮
Jz dφ (6.5)
is identical to Jz in the case of a constant external magnetic field. Note that Jz and φ are a
part of the cylindrical coordinates of the sphere S2(J) with radius J .
Let us turn our attention to the quantum model of a magnetic moment interacting with
a constant magnetic field. Following the integral quantization procedure of the two-sphere
S2 and of functions (or distributions on it), as is explained in details in Appendix C, and
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yielding the expression (C.14), the quantum version of the classical Hamiltonian (6.1) with
~J = Jn̂ reads as
H = Ah = −r
3
γJ ~B · ~σ , (6.6)
where the parameter 0 ≤ r ≤ 1 plays the same roˆle as in (2.19). Now, contrarily to our
previous choice, we take the direction of the magnetic field along the unit vector ̂,
−→
B = B̂.
This new choice gives precisely the quantum Hamiltonian (4.9),
H =
(
0 −iE
iE 0
)
, with E = −r
3
γJB . (6.7)
This formula leaves to us the freedom to choose r and J in order to comply with observations,
for instance for the electron. We just remind that, in its quantum description, the electron
total spin magnetic moment is given by the formula [38]:
‖~µs‖ = −
e
2m
g‖~J‖ , | ~J‖ =
√
1
2
(
1
2
+ 1
)
~ =
√
3
2
~ , (6.8)
where e is the charge of the electron, g is the Lande´ g-factor, and by the quantization
equation along the direction determined by n̂:
µn̂ = ±1
2
gµB (6.9)
where µB = e~/2me is the Bohr magneton.
7. An example of (baby) quantum measurement
In this section we adapt to the set of orientations in the Euclidean plane an example of simple
quantum measurement presented by Peres in [39]. Two planes and their tensor product are
under consideration here. The first one is the space of states |φM〉 of an orientation pointer.
We note that the action of the matrix τ2 on these states corresponds to the rotation by pi/2:
τ2 |φM〉 =
(
0 −1
1 0
) (
cosφM
sinφM
)
=
(
− sinφM
cosφM
)
=
∣∣∣φM + pi
2
〉
. (7.1)
The second plane is the space of states |φS〉 of the system whose the orientation is to be
measured. Let us now introduce the quantum observable AS to be measured. It acts on the
states of the system and with spectral decomposition like in (2.21),
AS = λ‖ Pφ‖ + λ⊥ Pφ⊥ , φ⊥ = φ‖ ±
pi
2
. (7.2)
For instance, we could consider the quantum angle Aa given by (3.18), but it could be any
Af issued from the quantization of a function f(θ) along the procedure (3.13).
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The pointer is aimed to detect the “parallel” orientation in the plane determined by the
angle φ‖ and its orthogonal determined by φ⊥.
The interaction pointer-system generating a measurement at time t = tM is described
by the operator
H˜int(t) = δ(t− tM) τ2 ⊗ AS . (7.3)
Note that it is a Hamiltonian in our sense for the pointer, but it is not for the system.
However, we consider the following corresponding evolution operator U(t0, t) for t0 < tM :
U(t, t0) = exp
[
1
~
∫ t
t0
dt′ δ(t′ − tM) τ2 ⊗ AS
]
= exp
[
1
~
Θ(t− tM) τ2 ⊗ AS
]
, (7.4)
where Θ is the Heaviside function. Hence, as soon as t > tm, and from the general formula
involving an orthogonal projector P ,
exp(λτ2 ⊗ P ) = R(λ)⊗ P + I ⊗ (I − P ) , (7.5)
we obtain
t > tM , U(t, t0) = R(λ‖)⊗ Pφ‖ +R(λ⊥)⊗ Pφ⊥ . (7.6)
One easily checks that U(t, t0)U(t, t0)
† = U(t, t0)†U(t, t0) = I⊗ I. After having prepared the
pointer in the state |φM = 0〉, the action of (7.6) on the initial state |φM = 0〉 ⊗ |φS〉 reads
for t > tM
U(t, t0) |φM = 0〉 ⊗ |φS〉 = cos
(
φS − φ‖
) ∣∣λ‖〉⊗ ∣∣φ‖〉− sin (φS − φ‖) |λ⊥〉 ⊗ |φ⊥〉 . (7.7)
As expected from the standard theory of quantum measurement, this formula indicates that
the probability for the pointer to indicate the parallel orientation φ‖ is cos2
(
φS − φ‖
)
whereas
it is sin2
(
φS − φ‖
)
for the perpendicular orientation φ‖ + pi/2 = φ⊥.
8. Conclusion
Basic aspects of quantum formalism have been presented in this paper, taking the Euclidean
plane as the simplest mathematical model to be considered in a pedagogical approach. We
have shown the central role played by the unit circle on both classical and quantum levels.
The unit circle is not only viewed as the set of pure states, but it is also the classical
model from which are built quantum observables through a covariant integral quantization.
In the presentation of the procedure, we have insisted on its probabilistic aspects. The
corresponding quantum dynamics has been given a physical flavour at the price of increasing
the dimension from two to three in order to implement what we call integral quantization,
and a simple illustration is presented in terms of magnetic moment. We have shown that
entanglement, a central notion of modern developments in quantum physics, allows to follow
an interesting path from the Euclidean plane to the quantum one-half spin formalism and to
the quaternionic language as well. As an interesting continuation of the procedure, this path
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can be extended in order to include entanglement of two 1/2 spins and to give an interesting
description of the latter in an octonionic language [40]. Indeed, like R2 ⊗ R2 ∼= C2 ∼= H (as
vector spaces), we can continue with C2 ⊗ C2 ∼= C4 ∼= H × H ∼= O (as vector spaces), the
Cartesian product of two quaternion fields being given an octonionic structure a` la Cayley
Dickson. This is the content of a work in progress.
A. Parametrizations of 2× 2 real density matrices
There are various expressions for a density matrix acting on the Euclidean plane, i.e. a 2×2
real positive matrix with trace equal to 1. The most immediate one is the following with
parameters a and b:
ρ := M(a, b) =
(
a b
b 1− a
)
, 0 ≤ a ≤ 1 , ∆ := det ρ = a(1− a)− b2 ≥ 0 . (A.1)
The above inequalities imply the following ones
0 ≤ a(1− a) ≤ 1
4
, 0 ≤ ∆ ≤ 1
4
, −1
2
≤ b ≤ 1
2
. (A.2)
Let
1
2
≤ λ = 1
2
(1 +
√
1− 4∆) ≤ 1 (A.3)
be the highest eigenvalue of ρ (the lowest one is 0 ≤ 1−λ ≤ 1/2). The spectral decomposition
of ρ reads as
ρ = λ|φ〉〈φ|+ (1− λ)
∣∣∣φ+ pi
2
〉〈
φ+
pi
2
∣∣∣ (A.4)
where
|φ〉 ≡
(
cosφ
sinφ
)
, −pi
2
≤ φ ≤ pi
2
, (A.5)
is the corresponding unit eigenvector, chosen as pointing toward the right half-plane. We
could have as well chosen the opposite |φ + pi〉 = −|φ〉 pointing in the left half-plane since
|φ + pi〉〈φ + pi| = |φ〉〈φ|. Our choice corresponds to the most immediate one in terms
of orthonormal basis of the plane issued from the canonical one {|0〉 , |pi/2〉} through the
rotation by φ.
Let us make explicit the decomposition (A.4),
ρ =
((
λ− 1
2
)
cos(2φ) + 1
2
(
λ− 1
2
)
sin(2φ)(
λ− 1
2
)
sin(2φ)
(
1
2
− λ) cos(2φ) + 1
2
)
. (A.6)
We derive from this expression the polar parametrization of the (a, b) parameters of ρ:
a− 1
2
=
(
λ− 1
2
)
cos(2φ) , b =
(
λ− 1
2
)
sin(2φ) . (A.7)
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In return, we have the angle φ ∈ [−pi/2, pi/2] in function of a and b
φ =

1
2
arctan
(
b
a− 1/2
)
, −pi
4
≤ φ ≤ pi
4
,
1
2
arctan
(
b
a− 1/2
)
+
pi
4
, |φ| ≥ pi
4
.
(A.8)
In this way, each ρ is univocally (but not biunivocally) determined by a point in the unit
disk, with polar coordinates (r := 2λ− 1,Φ := 2φ), 0 ≤ r ≤ 1, −pi ≤ Φ < pi.
Also note the alternative expression issued from (A.6):
ρ = R(r,Φ) =
1
2
(I + rR(Φ)σ3) = 1
2
(I + (2λ− 1)R(φ)σ3R(−φ)) , (A.9)
where R(Φ) is the rotation matrix in the plane
R(Φ) =
(
cos Φ − sin Φ
sin Φ cos Φ
)
, (A.10)
and σ3 is the diagonal Pauli matrix
σ3 =
(
1 0
0 −1
)
. (A.11)
In order to get the second equality in (A.9) we used the important property
R(Φ)σ3 =
(
cos Φ sin Φ
sin Φ − cos Φ
)
= σ3R(−Φ) . (A.12)
Therefore the expression of a matrix density to which we refer mostly often through the
paper reads
ρ = R(r,Φ) =
(
1
2
+ r
2
cos Φ r
2
sin Φ
r
2
sin Φ 1
2
− r
2
cos Φ
)
. (A.13)
The expression (A.13) is convenient to examine the way a density matrix transforms
under a rotation R(ω) in the plane. We have the covariance property
ρ = R(r,Φ) 7→ R(ω)R(r,Φ)R(−ω) = 1
2
(I + (2λ− 1)R(φ+ ω)σ3R(−φ− ω))
= R(r,Φ + 2ω) ≡ ρ(ω) . (A.14)
B. SU(2) as unit quaternions acting in R3
B.1. Rotations and quaternions
A convenient representation of rotations in space is possible thanks to quaternion calculus.
We recall that the quaternion field as a multiplicative group is H ' R+×SU(2). The
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Figure B1. The direct rotation by ω about the oriented axis (O, n̂) brings vector ~r to
vector ~r′.
correspondence between the canonical basis of H ' R4, (1 ≡ f0, f1, f2, f3), and the Pauli
matrices is fa ↔ (−1)a+1iσa, with a = 1, 2, 3. Hence, the 2×2 matrix representation of these
basis elements is the following:(
1 0
0 1
)
↔ f0 ,
(
0 i
i 0
)
↔ f1 ≡ ı̂ ,
(
0 −1
1 0
)
↔ f2 ≡ ̂ ,
(
i 0
0 −i
)
↔ f3 ≡ k̂ , (B.1)
where we have also introduced more familiar symbols for the
Any quaternion decomposes as q = (q0, ~q) (resp. q
afa, a = 0, 1, 2, 3) in scalar-vector
notation (resp. in Euclidean metric notation). We also recall that the multiplication law
explicitly reads in scalar-vector notation: qq′ = (q0q′0 − ~q · ~q′, q′0~q + q0~q′ + ~q × ~q′). The
(quaternionic) conjugate of q = (q0, ~q) is q¯ = (q0,−~q), the squared norm is ‖q‖2 = qq¯, and
the inverse of a nonzero quaternion is q−1 = q¯/‖q‖2. Unit quaternions, i.e., quaternions
with norm 1, which form the multiplicative subgroup isomorphic to SU(2), constitute the
three-sphere S3.
On the other hand, any proper rotation in space is determined by a unit vector n̂ defining
the rotation axis and a rotation angle 0 ≤ ω < 2pi about the axis, as illustrated in Figure
B1.
The action of such a rotation, R(ω, n̂), on a vector ~r is given by:
~r′
def
= R(ω, n̂) ·~r = ~r · n̂ n̂ + cosω n̂× (~r× n̂) + sinω (n̂×~r) . (B.2)
The latter is expressed in scalar-vector quaternionic form as
(0, ~r′) = ξ(0,~r)ξ¯ , (B.3)
where
ξ :=
(
cos
ω
2
, sin
ω
2
n̂
)
∈ SU(2) , (B.4)
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or, in matrix form resulting from the identification (B.1),
ξ ≡
(
ξ0 + iξ3 −ξ2 + iξ1
ξ2 + iξ1 ξ0 − iξ3
)
=
(
cos ω
2
+ in3 sin ω
2
(−n2 + in1) sin ω
2
(n2 + in1) sin ω
2
cos ω
2
− in3 sin ω
2
)
, (B.5)
in which case quaternionic conjugation corresponds to the transposed conjugate of the
corresponding matrix,
ξ¯ = ξ−1 =
(
ξ0 − iξ3 ξ2 − iξ1
−ξ2 − iξ1 ξ0 + iξ3
)
. (B.6)
In particular, for a given unit vector
n̂(θ, φ) = (sin θ cosφ, sin θ sinφ, cos θ) = n̂ , (B.7)
0 ≤ θ ≤ pi , 0 ≤ φ < 2pi ,
one considers the specific rotation R(θ, ûφ) that maps the unit vector pointing to the north
pole, k̂ = (0, 0, 1), to n̂, as is shown in Figure B2,
(0, n̂) =
(
0,R(θ, ûφ)k̂
)
≡ ξn̂
(
0, k̂
)
ξ¯n̂ , ûφ
def
= (− sinφ, cosφ, 0) , (B.8)
with, in quaternionic and matrix notations,
ξn̂ =
(
cos
θ
2
, sin
θ
2
ûφ
)
=
(
cos θ
2
− sin θ
2
eiφ
sin θ
2
e−iφ cos θ
2
)
, ξ¯n̂ =
(
cos θ
2
sin θ
2
eiφ
− sin θ
2
e−iφ cos θ
2
)
, (B.9)
(0, n̂) = n̂ =
(
i cos θ i sin θeiφ
i sin θe−iφ −i cos θ
)
. (B.10)
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Figure B2. Specific rotation Rn̂ that maps the unit vector pointing to the north pole,
k̂ = (0, 0, 1), to n̂.
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B.2. Spin 1/2 formalism
The unitary irreducible representations ξ 7→ Dj(ξ) of SU(2) [41] are labelled by half-
integers j. For a given j, the corresponding complex Hilbert space is finite-dimensional,
with dimension 2j + 1. The matrix elements of the linear operator Dj(ξ) in the basis |j,m〉
are given by
Djm1m2(ξ) = (−1)m1−m2 [(j +m1)!(j −m1)!(j +m2)!(j −m2)!]1/2×
×
∑
t
(ξ0 + iξ3)
j−m2−t
(j −m2 − t)!
(ξ0 − iξ3)j+m1−t
(j +m1 − t)!
(−ξ2 + iξ1)t+m2−m1
(t+m2 −m1)!
(ξ2 + iξ1)
t
t!
, (B.11)
in agreement with Talman [41]. In the lowest non trivial dimensional case we are concerned
with in this paper, j = 1/2, these matrix elements are given by
D
1
2
1
2
1
2
(ξ) = ξ0 − iξ3 , D
1
2
− 1
2
1
2
(ξ) = −ξ2 + iξ1 , D
1
2
1
2
− 1
2
(ξ) = ξ2 + iξ1 , D
1
2
− 1
2
− 1
2
(ξ) = ξ0 + iξ3 .
(B.12)
Hence, we have to be careful when we work with matrix representations of quaternions, due
to the choice of basis. Consequently, besides the “canonical” one (B.5), we use preferably
(and safely!) the notation D
1
2 (ξ) for the 2×2 matrix given by (B.12) in the “up” and “down”
spin basis, ∣∣∣∣12 12
〉
= | ↑ 〉 ,
∣∣∣∣12 − 12
〉
= | ↓ 〉 . (B.13)
Precisely, we have
D
1
2 (ξ) = (ξ0 + iξ3)| ↓ 〉〈↓ |+ (−ξ2 + iξ1)| ↓ 〉〈↑ |+ (ξ2 + iξ1)| ↑ 〉〈↓ |+ (ξ0 − iξ3)| ↑ 〉〈↑ | ,
(B.14)
D
1
2 (ξ¯) = (ξ0 − iξ3)| ↓ 〉〈↓ |+ (ξ2 − iξ1)| ↓ 〉〈↑ |+ (−ξ2 − iξ1)| ↑ 〉〈↓ |+ (ξ0 + iξ3)| ↑ 〉〈↑ | ,
(B.15)
and for the particular case ξ = ξn̂, essential in the construction of spin 1/2 coherent states,
D
1
2 (ξn̂) = cos
θ
2
| ↓ 〉〈↓ | − sin θ
2
eiφ| ↓ 〉〈↑ |+ sin θ
2
e−iφ| ↑ 〉〈↓ |+ cos θ
2
| ↑ 〉〈↑ | , (B.16)
D
1
2
(
ξ¯n̂
)
= cos
θ
2
| ↓ 〉〈↓ |+ sin θ
2
eiφ| ↓ 〉〈↑ | − sin θ
2
e−iφ| ↑ 〉〈↓ |+ cos θ
2
| ↑ 〉〈↑ | , (B.17)
C. Integral quantization of the unit 2-sphere
We consider the unit sphere equipped with its rotationally invariant measure:
X = S2 , dν(x) =
sin θ dθ dφ
2pi
, θ ∈ [0, pi] , φ ∈ [0, 2pi) . (C.1)
The Hilbert space is H = C2.
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The unit ball B in R3 parametrizes the set of 2× 2 complex density matrices ρ. Indeed,
given a 3-vector ~r ∈ R3, viewed as a pure quaternion ~r ≡ (0,~r) ∈ H, and such that
r = ‖~r‖ ≤ 1, a general density matrix ρ can be written as
ρ ≡ ρ~r = 1
2
(
1− iD 12 (~r)
)
=
1
2
(
1 + x3 x1 + ix2
x1 − ix2 1− x3
)
=
1
2
(
1 + r cos η r sin ηeiζ
r sin ηe−iζ 1− r cos η
)
,
(C.2)
where (x1, x2, x3) (resp. (r, η, ζ)) are the cartesian (resp. spherical) coordinates of vector ~r.
We have used the representation D
1
2 defined by (B.14) in order to avoid any ambiguity about
the basis in which is expressed the density matrix ρ. If r = 1, with spherical coordinates
(η = θ, ζ = −φ), then ρ is the pure state
ρ = |θ, φ〉 〈θ, φ| , (C.3)
where the column vector |θ, φ〉 is the spin j = 1/2 coherent state introduced in (5.25).
Let us now transport the density matrix ρ by using the two-dimensional complex
representation of rotations in space, namely the matrix SU(2) representation. For ξ ∈ SU (2),
one defines the family of density matrices labelled by ξ:
ρ~r(ξ) := D
1
2 (ξ)ρD
1
2 (ξ¯) =
1
2
(
1− iD 12 (ξ~rξ¯)) . (C.4)
In order to get a one-to-one correspondence with the points of the 2-sphere, we restrict the
elements of SU(2) to those corresponding to the rotation R(θ,−ûφ) bringing the unit vector
k̂ pointing to the North pole to the vector n̂− with spherical coordinates (θ,−φ), as described
in (B.8) and (B.9) but with an opposed sign for φ in order to get (C.3) for r = 1.
ρ~r(θ, φ) := D
1
2
(
ξn̂−
)
ρ~rD
1
2
(
ξ¯n̂−
)
= ρξn̂−~rξ¯n̂− , (C.5)
The value of the integral
∫
S2
ρ~r(θ, φ)
sin θ dθ dφ
2pi
=
 1 x1 + ix22x1 − ix2
2
1
 (C.6)
shows that the resolution of the unity is achieved with ~r = ±r k̂ only. Then, it is clear that
ρ
rk̂
(θ, φ) =
1
2
(
1 + r cos θ r sin θ e−iφ
r sin θ eiφ 1− r cos θ
)
. (C.7)
It is with this strong restriction and the simplified notation
ρ
rk̂
(θ, φ) ≡ ρr(θ, φ) (C.8)
that we go forward to the next calculations with the resolution of the unity∫
S2
ρr(θ, φ)
sin θ dθ dφ
2pi
= I . (C.9)
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Note that the resolution of the identity with the SU(2) transport of a generic density operator
(C.2) is possible only if we integrate on the whole group, as it was done in [42].
The S2-labelled family of probability distributions on (S2 , sin θ dθ dφ/2pi)
pθ0,φ0(θ, φ) = tr (ρr(θ0, φ0) ρr(θ, φ)) =
1
2
(
1 + r2r̂0 · r̂)
)
=
1
2
(
1 + r2(cos θ0 cos θ + sin θ0 sin θ cos(φ0 − φ)
)
. (C.10)
At r = 0 we get the uniform probability on the sphere whereas at r = 1 we get the probability
distribution corresponding to the spin 1/2 CS (5.25),
pθ0,φ0(θ, φ) = |〈θ0, φ0|θ, φ〉|2 . (C.11)
The quantization of a function (or distribution) f(θ, φ) on the sphere based on (C.9)
leads to the 2×2 matrix operator
f 7→ Af =
∫
S2
f(θ, φ)ρr(θ, φ)
sin θ dθ dφ
2pi
=
(〈f〉+ r CS2c (f) r CS2s (f)
r
(
CS
2
s (f)
)∗
〈f〉 − r CS2c (f)
)
, (C.12)
where 〈f〉 := 1
4pi
∫
S2 f(θ, φ) sin θ dθ dφ is the average of f on the unit sphere and C
S2
c and C
S2
s
are Fourier coefficients of f on the sphere defined as
CS
2
c (f) =
1
4pi
∫
S2
f(θ, φ) cos θ sin θ dθ dφ , CS
2
s (f) =
1
4pi
∫
S2
f(θ, φ) e−iφ sin2 θ dθ dφ .
(C.13)
Applying the quantization formula (C.12) of the three components of the generic unit vector
(B.7) provides, as expected, the three Pauli matrices, up to a common factor in agreement
with general results given in [43],
n̂ 7→ An̂ =
∫
S2
sin θ cosφsin θ sinφ
cos θ
 ρr(θ, φ) sin θ dθ dφ
2pi
=
r
3
σ1σ2
σ3
 . (C.14)
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