Using metacontrast masking we examined the temporal dynamics of surface completion in object vision. By varying the stimulus onset asynchrony between the target object and the flanking mask(s), we obtained estimates of the time required for the entire surface contrast to fill out within the area delimited by the contours/edges of the target. The estimated speed of the filling-out process was 36.0 deg/s. Using existing estimates of cortical magnification, the computed filling-out speed in terms of cortical distance is .385 m/s, a value that approximates the estimated cortical filling-in speed and the speed of horizontal propagation in monkey V1. We discuss our results in relation to (1) prior findings of filling-in and filling-out phenomena, using surface completion in cortical space as the unifying principle, and (2) extant computational models of object vision.
Introduction
Visually an object is spatially delimited by its contours which ''confine'' its surface properties. Contour and surface properties are processed interactively in complex ways that can be assessed by exploiting well-known surface completion phenomena. Troxler (1804) was the first to note that, with steady fixation, static stimuli can eventually fade from view as the surface characteristics of a background gradually fill in those of the stimulus. Relative to stimuli with sharp contours, stimuli with indistinct or blurred contours accelerate such surface filling-in (Friedman, Zhou, & Van der Heydt, 1999; Krauskopf, 1963) . While filling-in of an object's surface properties such as luminance contrast or color is a well established phenomenon (Pinna, Brelstaff, & Spillmann, 2001; Pinna & Grossberg, 2005; Rossi & Paradiso, 2003; Spillmann & de Weerd, 2003) , ''filling-out'' processes also have been reported (Hamburger et al., 2006; Kanai et al., 2006) . Both of the filling-in and filling-out phenomena are typically observed under conditions which require observers to maintain very steady fixation. Since the complete filling-in or filling-out processes can require up to several tens of seconds (Kanai et al., 2006) , we refer to this process of surface completion as ''macrogenetic''. According to the two-stage model of surface completion proposed by Spillmann and de Weerd (2003) , under steady fixation the filling or spreading of surface features may actually be a relatively fast, microgenetic process, but starting only after the slowly, macrogenetically evolving degradation of contour, produced by adaptation processes occasioned during the steady fixation, has run its full course.
The temporal dynamics of a visual object's contour and surface attributes depends on spatial scale and on the type of attribute being processed. It is well known that the latency of perceptual and cortical processing of object features varies directly with their spatial frequency (Breitmeyer, 1975; Lupp, Hauske, & Wolf, 1976; Vassilev & Mitov, 1976; Vassilev & Strashimirov, 1979; Williamson, Kaufmann, & Brenner, 1978) and is slower for chromatic than for achromatic stimulus attributes (Satgunam & Fogt, 2005; Schwartz & Loop, 1983) . Within this temporally dynamic context, masking procedures, which can assess perceptual contour and surface formation microgenetically, i.e., within the millisecond range (Bachmann, 2000; Pessoa & de Weerd, 2003) , have been successfully employed to measure the time-course of surface completion -specifically filling-in -that proceeds from the outer contour of a stimulus to its interior (Caputo, 1998; Paradiso & Nakayama, 1991; Rossi & Paradiso, 2003) . These studies reveal that the microgenesis of surface filling-in is not instantaneous but rather an incremental process that, depending on the spatial extent of the surface, requires anywhere from several tens to a hundred or more milliseconds. However, at this microgenetic level, filling-out processes also are implied on theoretical and empirical grounds. In particular, Petry (1978) employed metacontrast masking to compare the masking of the inner, medial portions of the target stimulus relative to that of the outer, edge portions. For target-mask onset asynchronies (SOAs) greater than or equal to the value producing optimal masking, the results showed that the SOA at which the outer portions of a target's surface escape metacontrast masking is longer than the SOA at which the medial/inner portions of its surface escape metacontrast suppression. One way to interpret this finding theoretically is via the sustained-transient approach to masking proposed by Breitmeyer and Ganz (1976) . Here the contrast of the surface progressively nearer to the edges of the target, containing progressively higher spatial frequency components, is perceptually processed more slowly than its inner surface contrast (see Breitmeyer & Ganz, 1976; Figs. 9 and 11) , thus leading to a progressive filling-out of surface contrast. Although at first glance filling-in does not fit into this theoretical scheme, the well established coarse-to-fine spatial processing in the visual system can be implemented in extensions of computational models to reconcile the two phenomena in terms of a spatiotemporal process of filling-out by progressive filling-in.
Experiment: Metacontrast measures of filling-out
In the present experiment we adopt a metacontrast masking method similar to that used by Petry (1978) in that a rectangular target is followed at variable SOAs by two mask stimuli, one flanking each side of the target. Since the visibility of the target varies in a nonmonotonic, U-shaped manner with target-mask SOA metacontrast SOAs are varied from an intermediate value, where metacontrast suppression of target visibility is strongest, to high values, where metacontrast no longer is effective. A preliminary study revealed that the SOA yielding optimal surface masking varied between 70 and 90 ms. Consequently, while the target's visibility was almost totally suppressed at an intermediate SOA of 80 ms, at progressively higher SOAs the target became progressively more visible. A facsimile of this systematic increase of visibility, starting with the appearance of a dark central blurred region at SOAs slightly above 80 ms and ending with the appearance of a totally filled out target with sharp edges at the highest SOA value of 240 ms, is depicted in Fig. 1 . In the actual experiment, by requiring observers (Os) to indicate at each SOA whether or not the target was completely visible, we can track how complete visibility varies with SOA. Here we predict that, overall, complete target visibility increases as SOA increases. Since surface filling-out is expected to increase directly with target width, we also expected the psychophysical functions relating proportion of ''complete'' responses to SOA to shift towards progressively higher values along the SOA axis as target width increases.
Methods

Observers
A total of six observes participated in the experiment. One of them was the author BB; the other five were volunteers from the University of Houston undergraduate population ranging in age from 20 to 24 years. These five observers were naïve as to the purpose of the experiment but were well trained in making psychophysical judgments. All Os had normal or corrected-to-normal vision.
Stimuli and apparatus
All visual displays, generated by a Macintosh IIci microcomputer driving a Spectrum/8 graphics card, were presented at a 75-Hz frame rate on a 19-in. Trinitron high-resolution color monitor. The background luminance was 50 cd/m 2 ; the luminance of the target and mask stimuli was .5 cd/m 2 , yielding a contrast of .98. Target and mask stimuli were each presented for 27 ms. Each of the two flanking mask rectangles (see Fig. 1 ) was .2°wide and .67°high. The height of all targets also was .67°, but their width could vary in .5°steps from .5°to 2.0°. Target and flanking masks were centered within a notional fixation cross as depicted in Fig. 1 . As a result one half of the target fell to the left and the other half to the right of fixation. For that reason we describe the dimensions of the targets in terms of their half-widths. A target's halfwidth also corresponds to the retinal distance from the center of the fovea to the target's edges. The SOAs separating the onsets of the target and mask were: 80, 107, 133, 160, 187, 213 , and 240 ms. The experiment was conducted in a dark room. All viewing was binocular at a distance of 114 cm. At that distance the display dimensions of the monitor were 14.5°Â 11°. Although no chin-or headrest was used, observers were instructed to fixate the center of the notional fixation cross throughout each trial. Although eye movements might play a significant role in steady-fixation studies of surface completion, their role is minimized here since on any trial the entire target-mask sequence transpired in 267 ms or less.
Procedure
All Os served in two daily sessions, in each of which a separate block of 210 trials was devoted to each of the four target widths. The order of target-width blocks was counterbalanced across four naïve Os and randomized for one naïve O and BB. In each block, 30 trials were devoted to each of the seven SOAs. Subject to this constraint, SOAs were randomized across the 210 trials. Os were asked to fixate the center of the notional fixation cross. Target and mask were each presented for 27 ms. After each trial the O was asked to indicate, by pressing one of two keys, whether or not the (black) target was completely visible. The naïve Os were instructed that two criteria for complete visibility had to be met simultaneously:
(1) the perception of clear and sharp left and right edges and (2) the perception of a uniform dark surface between these edges. Across the two sessions and for all target widths, each observer generated 60 responses for each of the seven SOAs. 
Results
The proportion (out of 60 possible) of complete-percept responses were used in data analyses and in constructing psychometric functions. A 4 (target half-width) Â 7 (SOA) repeatedmeasures ANOVA was performed on the arcsin-transformed proportions. The main effects of target half-width (F(3, 15) = 4.31, p < .023) and of SOA (F(6, 30) = 87.20, p < .0001) were significant, while the two-way interaction was not (F(18, 90) = 1.31, p > .200). The main effect of SOA is reflected in the fact that, as expected, the proportion of complete target visibility increased as the SOA increased. The main effect of target half-width, in combination with the lack of significant interaction, indicates that target visibility functions shift, without significant change of slope, toward higher SOA values as target half-width increases (see Fig. 2 ).
Estimating the filling-out speed
To obtain a measure of the speed of the surface filling-out process in the two experiments, we proceeded as follows. First we found the probit function that best fit each O's results at each of the four target widths. From each of these four probit functions we obtained an estimate of the SOA at which complete-visibility proportions of 
Filling-out in cortical space
Using estimates of cortical magnification in human primary visual cortex recently reported by Duncan and Boynton (2003), we 
where CD is cortical distance in mm and RD is retinal distance in deg. On the assumptions (a) that the filling-out process involves the primary visual cortex and (b) that the neural filling-out process occurs at a constant cortical speed, one would expect that the speed of filling-out in retinal coordinates should also be expressible as a power function. As can be seen from inspection of the lower panel of Fig. 3 , least-squares fit power functions (depicted by the solid lines) relating SOA .70 and SOA .90 to retinal distance accounted respectively for 97.5% and 99.0% of the systematic variability. Of these power functions, only that for SOA .70 appears to provide a somewhat better fit to the obtained results than does the corresponding linear function shown in the upper panel.
Since the relation of cortical distance to retinal distance is given by a power function as expressed in Eq. (1), and since similar power functions relate SOA .70 and SOA .90 to retinal distance, the relation of SOA .70 and SOA .90 to cortical distance should fit well to linear functions. In Fig. 4 , we plot the SOA .70 and SOA .90 values as a function of cortical distance. As can be seen the respective least-squares linear functions provide very good fits accounting respectively for 99.2% and 96.8% of the systematic variability. Moreover, the corresponding slopes of the two functions are 2.83 and 2.38 ms/mm. When inverted, these values in turn yield respective cortical fill-out speeds of .35 and .42 m/s. We take their average of .385 m/s as the estimate of the filling-out speed in cortical (V1) space.
General discussion
Relation to prior findings
Without making assertions about the existence of distinct underlying mechanisms, we make a clear descriptive distinction between observed surface filling-in and filling-out phenomena along the following lines: the former proceeds from the outer contour of an object toward its interior, whereas the latter proceeds from an interior portion of an object toward its outer contour. Using a steady-fixation procedure, both Hamburger et al. (2006) and Kanai et al. (2006) have observed both phenomena on a macrogenetic time scale of several seconds. Using a backward (metacontrast) masking paradigm, our results showed that along a time scale ranging over several tens of milliseconds the perceptual completion of an object proceeds as a filling-out of surface contrast. However, as noted, when using the steady-fixation technique, the relatively long time required to adapt and thus degrade the contour-forming processes before the faster acting surface completion begins (Spillmann & de Weerd, 2003) may account for these differences of the overall surface-completion time.
Since filling-in, as defined above, has proved a useful tool in many areas of vision research (see Pessoa & de Weerd, 2003) , up to now the filling-in of an object's surface properties such as luminance contrast or color has featured more prominently in past research than filling-out. This is particularly true for prior microgenetic studies of surface filling-in (Caputo, 1998; Paradiso & Nakayama, 1991; Rossi & Paradiso, 2003) . Since the prior microgenetic filling-in and the microgenetic filling-out reported here proceed in opposite spatial directions, an attempt to reconcile these two processes and their distinctive properties remains to be made. Fig. 3 , here depicting the relationship between SOAs and cortical distance along with the corresponding best-fitting linear functions. Cortical distance was computed using Duncan and Boynton's (2003) fMRI-based estimates of cortical V1 magnification factor.
First, whereas the speed of filling-in of surface luminance contrast has been reported to proceed at 110-150 deg/s in retinal space (Paradiso & Nakayama, 1991; Rossi & Paradiso, 2003) , our results yield an estimated filling-out speed of 36 deg/s, about 3-4 times slower than the filling-in process. However, these discrepancies can be resolved (a) by taking into account cortical magnification and (b) by assuming, as our results indicate, that surface completion proceeds at a constant speed in cortical space. Using Levi, Klein, and Aitsebaomo's (1985) estimates of V1 cortical magnification, Paradiso and Nakayama (1991) reported that the cortical filling-in speed ranges from .15 to .4 m/s. Since we used Duncan and Boynton's more recent fMRI-based estimates of human V1 cortical magnification, our estimates may not be strictly comparable to those of Paradiso and Nakayama (1991) . To compare our filling-out speeds to the filling-in speeds reported by Paradiso and Nakayama (1991) we followed their procedure, using the estimates of V1 cortical magnification reported by Levi, Klein, and Aitsebaom (1985) . With this procedure we obtain a cortical filling-out speed of .30 m/s. This value falls within the range of cortical filling-in speeds reported by Paradiso and Nakayama (1991) and, moreover, is close to our .385 m/s estimate of cortical filling-out speed, using Duncan and Boynton's (2003) measures of human cortical V1 magnification.
Second, given this similarity between the estimates of cortical filling-in and cortical filling-out speeds, the question remains as to why Paradiso and Nakayama's (1991) 110-150 deg/s estimates of retinal filling-in speed are 3-4 times higher than our 36 deg/s estimate of retinal filling-out speed. In our experiment the distance from the center of the fovea to the outer edges of the targets varied from .25°to 1.0°. Similar to our study, the Paradiso and Nakayama (1991) study centered the solid disk targets and the outline, circular mask at the fovea. However, while the radius of the target could range from .55°to 3.4°, the radius of the circular mask was either 1.4°or 2.0°. Consequently, their results are based on stimuli whose radii extend up to 3.4 times farther than our largest target halfwidth. Assuming, as we have, that in cortical space surface completion speed is constant, one would expect surface completion estimates to be faster in retinal space with stimuli sampling larger eccentricities. Using the range of eccentricities used by Paradiso and Nakayama (1991) and extrapolating the power functions shown in the bottom panel of Fig. 3 to this eccentricity range, we obtained estimates of retinal filling-out speeds at these eccentricities ranging from 95 to 125 deg/s, close to and significantly overlapping the 110-150 deg/s estimates of retinal filling-in speed reported by Paradiso and Nakayama (1991) . Thus, because (a) regardless if it is taken to be a process of filling-in or filling-out, the speed of surface completion in cortical spatial coordinates is constant while (b) cortical-magnification varies with retinal eccentricity, changes of the angular extent or location of stimuli on the retina will produce changes of the speed of surface filling-in and filling-out when measured in retinal coordinates.
Relation to theoretical models of contour and surface processing
Since our results deal with stimuli/objects defined by luminance contrast, we will limit the discussion to contours and surfaces defined by such luminance contrast. It is generally agreed that an object's contours, edges or boundaries and its luminance (or chromatic) contrast are processed separately by the visual system. Several extant models of object vision incorporate distinctions between contour and surface processing (Arrington, 1994 (Arrington, , 1996 Grossberg, 1997; Marr, 1982; Rudd & Arrington, 2001; Watt, 1988) . According to Grossberg's (1994 Grossberg's ( , 1997 ) model description of the Boundary Contour and Feature Contour Systems (BCS/FCS), well supported by neuroanatomical and neurophysiological findings (Felleman, Xiao, & McClendon, 1997) , the boundaries and surface of an object are processed in separate cortical pathways. Moreover, in various elaborations of the BCS/FCS model, once an object's contours have been established its surface is completed through a diffusive process that begins at the contours and fills the object's surface inward (Arrington, 1994 (Arrington, , 1996 Grossberg, 1997; Rudd & Arrington, 2001) . Since this filling-in must await contour formation, the visual processes supporting contour formation precede those supporting surface completion (Grossberg, 2003; Romani et al., 1999) . This holds both at the fast, microgenetic level assessed by masking techniques and at the slower level characterized during steady fixation, as proposed by Spillmann and de Weerd (2003) , by first a slow adaptation process leading to contour degradation followed by fast filling-in. In Marr's (1982) model, contours are represented by the outputs of zero-crossing detectors and surface properties are represented by outputs of ''blob'' and ''bar'' processors. In Watt's (1988) model the contour-formation stage is followed by spatial integration which recovers (approximately) the original spatial luminance profile. While Grossberg's (1997), Arrington's (1994 Arrington's ( , 1996 and Rudd and Arrington's (2001) models specifically assume an underlying cortical architecture of diffusive surface filling-in, Marr's and Watt's models do not specify the visual processes or neural networks underlying the completion of surface contrast or color. Of additional relevance is the oriented-differenceof-Gaussians (ODOG) model proposed by McCourt (1999, 2005) and Blakeslee, Pasieka, and McCourt (2005) to account for numerous spatial brightness-induction and brightness-assimilation phenomena, both of which can also be regarded as types of surface filling. However, akin to the surface filling obtained with the steady-fixation method, up to now these induction and assimilation phenomena have been investigated with stimuli presented for prolonged durations. Without specifying the temporal dynamics of the ODOG model it is not clear if or how it would apply to surface filling on the tens of millisecond scale.
Complete filling out by progressive partial filling in?
Assuming that filling-in is a theoretically viable component of an object's surface completion, we propose that our results can be described as a filling-out by progressive filling in. Regarding the first-order, luminance defined transitions characterizing the stimuli used in the present (and Paradiso and Nakayama's (1991) ) study, contours theoretically can be computed by zerocrossing detectors envisaged in models such as that proposed by Marr (1982) .
1 Or by edge detectors akin to those implemented in Arrington's (1994 Arrington's ( , 1996 and Watt's (1988) Marr (1982) and Watt (1988) proposed that edge information can be computed at variable, coarse-to-fine, spatial scales. 3 As noted in the Introduction, it is well established that the perceptual and cortical processing latencies of object features vary directly with their spatial frequency (Breitmeyer, 1975; Lupp, Hauske, & Wolf, 1976; Vassilev & Mitov, 1976; Vassilev & Strashimirov, 1979; Williamson, Kaufmann, & Brenner, 1978) , thus giving rise to a coarse-to-fine processing order (Hughes, Nozawa, & Kitterle, 1996; Schyns & Oliva, 1994) 1 In Marr's model zero-crossing detection can begin as early as the level of retinal ganglion cells, whose receptive fields can be characterized by non-oriented, circularly symmetric centers and antagonistic surrounds. However, full edge processing could not occur until the outputs of such subcortical neurons are integrated to form orientation selective cortical edge detectors. These can be regarded as oriented zerocrossing detectors whose outputs specify the location and orientation of edges. 2 Arrington's (1996) and Watt's (1988) models rely on contrast-polarity-specific edge detectors that could be realized by separate cortical ON-and OFF-channels. The implementation of these edge detectors differ in detail between the two models. For purposes of figural depiction (see Fig. 5 ), we have schematically adopted the implementation proposed by Arrington (1996) . 3 Although implementations of the BCS/FCS architecture typically relied on a single spatial scale, the fact that the architecture can be elaborated by incorporating a range of spatial scales also was noted by Grossberg (1987) and Arrington (1996) . spanning temporally over 50-100 ms. With this in mind, we propose a general descriptive model of our results that incorporates features of the above computational models. The model is schematized in Fig. 5 . Proceeding from bottom to top, in the bottom panel is shown a stimulus consisting of a white and medium gray bar on a dark background. In the next panel is shown a one-dimensional spatial luminance profile of the stimulus display. In the subsequent three panels are shown the computations of the edge and surface brightness of the stimuli. The edges are depicted by chevrons. Their amplitudes are directly proportional to the magnitude of the luminance transitions at the edges; their sign, positive or negative, depends on whether the transition is from a lower to a higher or from a higher to a lower luminance; and their width is proportional to the spatial scale of the edge detectors. Going upwards along these three panels are shown the processing of the stimulus display at three progressively finer spatial scales proceeding from a spatial frequency (in arbitrary units) of 1.00 through 2.83 (1.5 octave increase) to 8.0 (3 octave increase).
One way to incorporate aspects of the above models that assume a diffusive completion of an object's surface starting at its contours and filling-in is to note that the contour specification proceeds temporally from coarse to fine spatial scales (low to high spatial frequencies). We additionally assume that, at each spatial scale, as soon as the contour specification has occurred the surface brightness filling-in begins. As the process of contour specification followed by filling-in repeats at progressively finer spatial scales, the perception of the stimulus proceeds by a progressive fillingout until the entire stimulus appears to be fully filled out.
Complete filling out by progressive partial filling out?
However, one need not take diffusive filling-in processes as constitutive of surface completion. An alternative approach can be taken by, for instance, extrapolating Watt's (1988) model. Here, as noted, the contour specifying stage is followed by a spatial integration stage whose output approximates the spatial luminance profile. The temporal dynamics of the integration stage is not specified in that it could proceed without either a diffusive process of filling-in or filling-out. Nevertheless, again assuming that the contour specification proceeds temporally from coarse to fine spatial scales, one would in effect expect a progressive filling-out process as the integrative stages at each spatial scale summate, thus yielding percepts that are progressively better approximations to the original luminance profile until a fully filled out percept is attained. Analogously one could modify Marr's (1982) model by assuming that not only zero-crossing detectors but also surface (blob and bar) processors work at different spatial and correlated temporal scales, again without assuming either diffusive filling at any spatial scale.
Either approach to filling-out would in effect predict that the entire process occurs in the milliseconds to tens of milliseconds range, thus conforming to the microgenetic nature of visual perception (Bachmann, 2000; . The variability in the time course of the filling-out (and also of filling-in) depends on two factors, the extent of the surface and the location of the surface in the visual field. The total filling-out time would be directly proportional to the spatial extent of the surface, as confirmed in the present study, and inversely proportional to its eccentricity in the visual field. Taking into account cortical magnification and assuming, as we do, that filling-out occurs at a constant cortical speed, one would expect that an object having a surface extent of fixed angular value in visual space may take a few tens of milliseconds to complete perceptually if it is centered, as in our experimental set up, in the foveal region of the visual field but only a few milliseconds if it is located in a perifoveal or peripheral location.
These considerations also have implications for studies of surface completion using prolonged and steady fixations. For instance, one would predict that the time required to complete the fillingin/-out processes reported by Hamburger et al. (2006) and Kanai et al. (2006) will depend not only on the size of their surfaces but also on their location relative to fixation. In particular, the foveally centered disk stimuli used by Kanai et al. (2006) were defined by a radially Gaussian, equiluminant color gradient varying from, say, red at their center to green at their boundaries. With such stimuli, color filling time of the disk's surface should increase with stimulus radius. However, Kanai et al. (2006) found that variations of the radius had no significant effect on color-filling time. On the one hand, this may point to a fundamental difference between the microgenetic processes and macrogenetic processes of surface filling. A second possibility is that increases of the radius are confounded with a shallowing of the spatial color gradient. By tending to decrease the surface filling time, the shallowing would countervail the tendency to increase the filling time as radius increases, thus producing no overall changes of filling time. A third Stimulus display consisting of a white rectangle segment bordered to its immediate right by a gray rectangle segment, both on a dark background. Next-to-lowest panel: the one-dimensional spatial luminance profile of the stimulus display. The upper three panels show the computations of edges, given by the chevrons, and the surface contrasts at three progressively finer spatial scales. Widths of chevrons narrows as spatial scales becomes finer; amplitude of chevrons corresponds to the magnitude of luminance contrast at an edge; upright and inverted chevrons designate edges defined by transitions form low-to-high and high-to-low luminances, respectively. The coarsest spatial scale is labeled 1.00f, designated an arbitrarily low spatial frequency. The progressively finer spatial scales labeled 2.83f and 8.00f designate spatial frequencies 1.5 and 3.0 octaves higher than the lowest one. Processing time is depicted as increasing from coarse spatial scale (lower panel) to fine spatial scale (top panel). Horizontal arrows indicate how surface completion proceeds at different spatial scales by a diffusive filling-in. The vertically oriented dashed lines depict how the surface completion temporally evolves from the central to the outer regions of the rectangular stimulus segments. possibility is that since the filling times observed by Kanai et al. (2006) can run upwards of 10 s, the absence of significant fillingtime changes as radius changes may simply reflect the fact that the steady-fixation technique resulting in macrogenetic estimates are subject to the vagaries of eye-movement control mechanisms that abort perfectly rigid fixations and to the intrusion of occasional blinks. Both of these can produce temporal transients of retinal stimulation that may interact in complex ways with contour and color adaptation effects. According to this third possibility, steady-fixation techniques simply are not suitable for tracking the microgenetic time course of surface filling, since the slow process, requiring several seconds, presumably required for prior adaptation and degradation of contours (Spillmann & de Weerd, 2003) would add a vast amount of noise to the estimate of the much briefer process of surface filling. Moreover, introducing internal contours to the fixated stimulus, via either equiluminant chromatic differences as in the Hamburger et al. (2006) study or luminance differences as in the Kanai et al. (2006) study, adds further complications, which, while affecting surface completion at the macrogenetic level (Kanai et al., 2006) , may or may not affect surface completion at the microgenetic level.
Differences between bilateral and unilateral metacontrast masking?
Past qualitative and quantitative observations (Sherrick & Dember, 1970; Werner, 1935) have noted that a partial or unilateral metacontrast mask can affect the part of the target nearest the mask very strongly and those at greater distance from the mask progressively less. For instance, if a disk-shaped target is followed at optimal SOAs by an adjacent mask consisting of half of an annulus located to the left of the target, the visibility of the left half of the surface area is suppressed, while that in the right half becomes progressively more visible. The resulting percept of the target is akin to a half moon with blurred, indistinct contours on its left transitioning towards distinct sharp contours at its right (Werner, 1935) . Such unilateral masking effects may also contribute to the ''object trimming'' reported by Kahan and Mathis (2002) and Kahan and Enns (2006) . In view of such unilateral masking, the bilateral masking used in the present study may not be the only or most appropriate way to measure the microgenesis of surface completion. The reason for this is that the unilateral masking effects that can be produced independently at each side of the target may combine in some unforeseen ways (e.g., additively or interactively to produce either super-or sub-additive effects), thus yielding masking effects at any point on the target's surface different from those produced by either unilateral mask alone. Hence, in the present experiments one might have obtained an estimate of filling-out speed of surface contrast that differs from that obtained with unilateral masks. Further research is required to determine (a) how unilateral masks combine their masking effects and (b) if unilateral masks yield estimates of surface-completion speeds that differ from bilateral masks.
