Introduction
The last few years have seen rapid advances in 2D object recognition. We can now build systems that accurately recognize objects [19, 29, 54, 60] , localize them with 2D bounding boxes [13, 46] or masks [18] , and predict 2D keypoint positions [3, 18, 64] in cluttered, real-world images. Despite their impressive performance, these systems ignore one critical fact: that the world and the objects within it are 3D and extend beyond the XY image plane.
At the same time, there have been significant advances in 3D shape understanding with deep networks. A menagerie of network architectures have been developed for different 3D shape representations, such as voxels [5] , pointclouds [8] , and meshes [68] ; each representation carries its own benefits and drawbacks. However, this diverse and creative set of techniques has primarily been developed on synthetic benchmarks such as ShapeNet [4] consisting of rendered objects in isolation, which are dramatically less complex than natural-image benchmarks used for 2D object recognition like ImageNet [51] and COCO [36] .
Input Image 2D Recognition 3D Meshes 3D Voxels Figure 1 . Mesh R-CNN takes an input image, predicts object instances in that image and infers their 3D shape. To capture diversity in geometries and topologies, it first predicts coarse voxels which are refined for accurate mesh predictions.
We believe that the time is ripe for these hitherto distinct research directions to be combined. We should strive to build systems that (like current methods for 2D perception) can operate on unconstrained real-world images with many objects, occlusion, and diverse lighting conditions but that (like current methods for 3D shape prediction) do not ignore the rich 3D structure of the world.
In this paper we take an initial step toward this goal. We draw on state-of-the-art methods for 2D perception and 3D shape prediction to build a system which inputs a real-world RGB image, detects the objects in the image, and outputs a category label, segmentation mask, and a 3D triangle mesh giving the full 3D shape of each detected object.
Our method, called Mesh R-CNN, builds on the state-ofthe-art Mask R-CNN [18] system for 2D recognition, augmenting it with a mesh prediction branch that outputs highresolution triangle meshes.
Our predicted meshes must be able to capture the 3D structure of diverse, real-world objects. Predicted meshes should therefore dynamically vary their complexity, topology, and geometry in response to varying visual stimuli. However, prior work on mesh prediction with deep networks [23, 56, 68] has been constrained to deform from Figure 2 . Example predictions from Mesh R-CNN on Pix3D. Using initial voxel predictions allows our outputs to vary in topology; converting these predictions to meshes and refining them allows us to capture fine structures like tabletops and chair legs.
fixed mesh templates, limiting them to fixed mesh topologies. As shown in Figure 1 , we overcome this limitation by utilizing multiple 3D shape representations: we first predict coarse voxelized object representations, which are converted to meshes and refined to give highly accurate mesh predictions. As shown in Figure 2 , this hybrid approach allows Mesh R-CNN to output meshes of arbitrary topology while also capturing fine object structures.
We benchmark our approach on two datasets. First, we evaluate our mesh prediction branch on ShapeNet [4] , where our hybrid approach of voxel prediction and mesh refinement outperforms prior work by a large margin. Second, we deploy our full Mesh R-CNN system on the recent Pix3D dataset [59] which aligns 395 models of IKEA furniture to real-world images featuring diverse scenes, clutter, and occlusion. To date Pix3D has primarily been used to evalute shape predictions for models trained on ShapeNet, using perfectly cropped, unoccluded image segments [40, 59, 72] , or synthetic rendered images of Pix3D models [75] . In contrast, using Mesh R-CNN we are the first to train a system on Pix3D which can jointly detect objects of all categories and estimate their full 3D shape.
Related Work
Our system inputs a single RGB image and outputs a set of detected object instances, with a triangle mesh for each object. Our work is most directly related to recent advances in 2D object recognition and 3D shape prediction. We also draw more broadly from work on other 3D perception tasks. 2D Object Recognition Methods for 2D object recognition vary both in the type of information predicted per object, and in the overall system architecture. Object detectors output per-object bounding boxes and category labels [12, 13, 35, 37, 45, 46] ; Mask R-CNN [18] additionally outputs instance segmentation masks. Our method extends this line of work to output a full 3D mesh per object. Single-View Shape Prediction Recent approaches use a variety of shape representations for single-image 3D reconstruction. Some methods predict the orientation [10, 20] or 3D pose [30, 43, 65] of known shapes. Other approaches predict novel 3D shapes as sets of 3D points [8, 33] , patches [15, 69] , or geometric primitives [9, 63, 66] ; others use deep networks to model signed distance functions [41] . These methods can flexibly represent complex shapes, but rely on post-processing to extract watertight mesh outputs.
Some methods predict regular voxel grids [5, 70, 71] ; while intuitive, scaling to high-resolution outputs requires complex octree [49, 61] or nested shape architectures [48] .
Others directly output triangle meshes, but are constrained to deform from fixed [55, 56, 68] or retrieved mesh templates [50] , limiting the topologies they can represent.
Our approach uses a hybrid of voxel prediction and mesh deformation, enabling high-resolution output shapes that can flexibly represent arbitrary topologies.
Some methods reconstruct 3D shapes without 3D annotations [23, 25, 47, 67, 74] . This is an important direction, but at present we consider only the fully supervised case due to the success of strong supervision for 2D perception. Multi-View Shape Prediction There is a broad line of work on multi-view reconstruction of objects and scenes, from classical binocular stereo [17, 52] to using shape priors [1, 2, 6, 21] and modern learning techniques [24, 26, 53] . In this work, we focus on single-image shape reconstruction. 3D Inputs Our method inputs 2D images and predicts semantic labels and 3D shapes. Due to the increasing availabilty of depth sensors, there has been growing interest in methods predicting semantic labels from 3D inputs such as RGB-D images [16, 57] and pointclouds [14, 31, 44, 58, 62] . We anticipate that incorporating 3D inputs into our method could improve the fidelity of our shape predictions. Datasets Advances in 2D perception have been driven by large-scale annotated datasets such as ImageNet [51] and COCO [36] . Datasets for 3D shape prediction have lagged their 2D counterparts due to the difficulty of collecting 3D annotations. ShapeNet [4] is a large-scale dataset of CAD models which are rendered to give synthetic images. The IKEA dataset [32] aligns CAD models of IKEA objects to real-world images; Pix3D [59] extends this idea to a larger set of images and models. Pascal3D [73] aligns CAD models to real-world images, but it is unsuitable for shape reconstruction since its train and test sets share the same small set of models. KITTI [11] annotates outdoor street scenes with 3D bounding boxes, but does not provide shape annotations.
Method
Our goal is to design a system that inputs a single image, detects all objects, and outputs a category label, bounding box, segmentation mask and 3D triangle mesh for each detected object. Our system must be able to handle cluttered real-world images, and must be trainable end-to-end. Our output meshes should not be constrained to a fixed topol- Figure 3 . System overview of Mesh R-CNN. We augment Mask R-CNN with 3D shape inference. The voxel branch predicts a coarse shape for each detected object which is further deformed with a sequence of refinement stages in the mesh refinement branch.
ogy in order to accommodate a wide variety of complex real-world objects. We accomplish these goals by marrying state-of-the-art 2D perception with 3D shape prediction.
Specifically, we build on Mask R-CNN [18] , a state-ofthe-art 2D perception system. Mask R-CNN is an end-toend region-based object detector. It inputs a single RGB image and outputs a bounding box, category label, and segmentation mask for each detected object. The image is first passed through a backbone network (e.g. ResNet-50-FPN [34] ); next a region proposal network (RPN) [46] gives object proposals which are processed with object classification and mask prediction branches.
Part of Mask R-CNN's success is due to RoIAlign which extracts region features from image features while maintaining alignment between the input image and features used in the final prediction branches. We aim to maintain similar feature alignment when predicting 3D shapes.
We infer 3D shapes with a novel mesh predictor, comprising a voxel branch and a mesh refinement branch. The voxel branch first estimates a coarse 3D voxelization of an object, which is converted to an initial triangle mesh. The mesh refinement branch then adjusts the vertex positions of this initial mesh using a sequence of graph convolution layers operating over the edges of the mesh.
The voxel branch and mesh refinement branch are homologous to the existing box and mask branches of Mask R-CNN. All take as input image-aligned features corresponding to RPN proposals. The voxel and mesh losses, described in detail below, are added to the box and mask losses and the whole system is trained end-to-end. The output is a set of boxes along with their predicted object scores, masks and 3D shapes. We call our system Mesh R-CNN, which is illustrated in Figure 3 .
We now describe our mesh predictor, consisting of the voxel branch and mesh refinement branch, along with its associated losses in detail.
Mesh Predictor
At the core of our system is a mesh predictor which receives convolutional features aligned to an object's bounding box and predicts a triangle mesh giving the object's full 3D shape. Like Mask R-CNN, we maintain correspondence between the input image and features used at all stages of processing via region-and vertex-specific alignment operators (RoIAlign and VertAlign). Our goal is to capture instance-specific 3D shapes of all objects in an image. Thus, each predicted mesh must have instance-specific topology (genus, number of vertices, faces, connected components) and geometry (vertex positions).
We predict varying mesh topologies by deploying a sequence of shape inference operations. First, the voxel branch makes bottom-up voxelized predictions of each object's shape, similar to Mask R-CNN's mask branch. These predictions are converted into meshes and adjusted by the mesh refinement head, giving our final predicted meshes.
The output of the mesh predictor is a triangle mesh T = (V, F ) for each object. V = {v i ∈ R 3 } is the set of vertex positions and F ⊆ V ×V ×V is a set of triangular faces.
Voxel Branch
The voxel branch predicts a grid of voxel occupancy probabilities giving the course 3D shape of each detected object. It can be seen as a 3D analogue of Mask R-CNN's mask prediction branch: rather than predicting a M × M grid giving the object's shape in the image plane, we instead predict a G × G × G grid giving the object's full 3D shape.
Like Mask R-CNN, we maintain correspondence between input features and predicted voxels by applying a small fully-convolutional network [38] to the input feature map resulting from RoIAlign. This network produces a feature map with G channels giving a column of voxel occupancy scores for each position in the input. Predicting voxel occupancies aligned to the image plane requires an irregularly-shaped voxel grid. We achieve this effect by making voxel predictions in a space that is transformed by the camera's (known) intrinsic matrix K. Applying K −1 transforms our predictions back to world space. This results in frustumshaped voxels in world space.
Maintaining pixelwise correspondence between the image and our predictions is complex in 3D since objects become smaller as they recede from the camera. As shown in Figure 4 , we account for this by using the camera's (known) intrinsic matrix to predict frustum-shaped voxels. Cubify: Voxel to Mesh The voxel branch produces a 3D grid of occupancy probabilities giving the coarse shape of an object. In order to predict more fine-grained 3D shapes, we wish to convert these voxel predictions into a triangle mesh which can be passed to the mesh refinement branch.
We bridge this gap with an operation called cubify. It inputs voxel occupancy probabilities and a threshold for binarizing voxel occupancy. Each occupied voxel is replaced with a cuboid triangle mesh with 8 vertices, 18 edges, and 12 faces. Shared vertices and edges between adjacent occupied voxels are merged, and shared interior faces are eliminated. This results in a watertight mesh whose topology depends on the voxel predictions.
Cubify must be efficient and batched. This is not trivial and we provide technical implementation details of how we achieve this in Appendix. Alternatively marching cubes [39] could extract an isosurface from the voxel grid, but is significantly more complex. Voxel Loss The voxel branch is trained to minimize the binary cross-entropy between predicted voxel occupancy probabilities and true voxel occupancies.
Mesh Refinement Branch
The cubified mesh from the voxel branch only provides a coarse 3D shape, and it cannot accurately model fine structures like chair legs. The mesh refinement branch processes this initial cubified mesh, refining its vertex positions with a sequence of refinement stages. Similar to [68] , each refinement stage consists of three operations: vertex alignment, which extracts image features for vertices; graph convolution, which propagates information along mesh edges; and vertex refinement, which updates vertex positions. Each layer of the network maintains a 3D position v i and a feature vector f i for each mesh vertex.
Vertex Alignment yields an image-aligned feature vector for each mesh vertex 1 . We use the camera's intrinsic matrix to project each vertex onto the image plane. Given a feature map, we compute a bilinearly interpolated image feature at each projected vertex position [22] .
In the first stage of the mesh refinement branch, VertAlign outputs an initial feature vector for each vertex. In subsequent stages, the VertAlign output is concatenated with the vertex feature from the previous stage. Graph Convolution [28] propagates information along mesh edges. Given input vertex features {f i } it computes updated features
where N (i) gives the i-th vertex's neighbors in the mesh, and W 0 and W 1 are learned weight matrices. Each stage of the mesh refinement branch uses several graph convolution layers to aggregate information over local mesh regions. Vertex Refinement computes updated vertex positions
where W vert is a learned weight matrix. This updates the mesh geometry, keeping its topology fixed. Each stage of the mesh refinement branch terminates with vertex refinement, producing an intermediate mesh output which is further refined by the next stage. Mesh Losses Defining losses that operate natively on triangle meshes is challenging, so we instead use loss functions defined over a finite set of points. We represent a mesh with a pointcloud by densely sampling its surface. Consequently, a pointcloud loss approximates a loss over shapes.
Similar to [56] , we use a differentiable mesh sampling operation to sample points (and their normal vectors) uniformly from the surface of a mesh. To this end, we implement an efficient batched sampler; see Appendix for details. We use this operation to sample a pointcloud P gt from the ground-truth mesh, and a pointcloud P i from each intermediate mesh prediction from our model.
Given two pointclouds P , Q with normal vectors, let Λ P,Q = {(p, arg min q p − q ) : p ∈ P } be the set of pairs (p, q) such that q is the nearest neighbor of p in Q, and let u p be the unit normal to point p. The chamfer distance between pointclouds P and Q is given by ) and the (absolute) normal distance is given by
The chamfer and normal distances penalize mismatched positions and normals between two pointclouds, but minimizing these distances alone results in degenerate meshes (see Figure 5) . High-quality mesh predictions require additional shape regularizers: To this end we use an edge loss
are the edges of the predicted mesh. Alternatively, a Laplacian loss [7] also imposes smoothness constraints. The mesh loss of the i-th stage is a weighted sum of
. The mesh refinement branch is trained to minimize the mean of these losses across all refinement stages.
Experiments
We benchmark our mesh predictor on ShapeNet [4] , where we compare with state-of-the-art approaches. We then evaluate our full Mesh R-CNN for the task of 3D shape prediction in the wild on the challenging Pix3D dataset [59] .
ShapeNet
ShapeNet [4] provides a collection of 3D shapes, represented as textured CAD models organized into semantic categories following WordNet [42] , and has been widely used as a benchmark for 3D shape prediction. We use the subset of ShapeNetCore.v1 and rendered images from [5] . Each mesh is rendered from up to 24 random viewpoints, giving RGB images of size 137 × 137. We use the train / test splits provided by [68] , which allocate 35,011 models (840,189 images) to train and 8,757 models (210,051 images) to test; models used in train and test are disjoint. We reserve 5% of the training models as a validation set.
The task on this dataset is to input a single RGB image of a rendered ShapeNet model on a blank background, and output a 3D mesh for the object in the camera coordinate system. During training the system is supervised with pairs of images and meshes. Evaluation We adopt evaluation metrics used in recent work [55, 56, 68] . We sample 10k points uniformly at random from the surface of predicted and ground-truth meshes, and use them to compute Chamfer distance (Equation 1), Normal consistency, (one minus Equation 2), and F1 τ at various distance thresholds τ , which is the harmonic mean of the precision at τ (fraction of predicted points within τ of a ground-truth point) and the recall at τ (fraction of groundtruth points within τ of a predicted point). Lower is better for Chamfer distance; higher is better for all other metrics.
With the exception of normal consistency, these metrics depend on the absolute scale of the meshes. In Table 1 we follow [68] and rescale by a factor of 0.57; for all other results we follow [8] and rescale so the longest edge of the ground-truth mesh's bounding box has length 10. Implementation Details Our backbone feature extractor is ResNet-50 pretrained on ImageNet. Since images depict a single object, the voxel branch receives the entire conv5 3 feature map, bilinearly resized to 24 × 24, and predicts a 48 × 48 × 48 voxel grid. The VertAlign operator concatenates features from conv2 3, conv3 4, conv4 6, and conv5 3 before projecting to a vector of dimension Table 1 . Single-image shape reconstruction results on ShapeNet, using the evaluation protocol from [68] . For [68] , † are results reported in their paper and ‡ is the model released by the authors.
128
. The mesh refinement branch has three stages, each with six graph convolution layers (of dimension 128) organized into three residual blocks. We train for 25 epochs using Adam [27] with learning rate 10 −4 and 32 images per batch on 8 Tesla V100 GPUs. We set the cubify threshold to 0.2 and weight the losses with λ voxel = 1, λ cham = 1, λ norm = 0, and λ edge = 0.5.
Baselines
We compare with previously published methods for single-image shape prediction. N3MR [25] is a weakly supervised approach that fits a mesh via a differentiable renderer without 3D supervision. 3D-R2N2 [5] and MVD [55] output voxel predictions. PSG [8] predicts point-clouds. Appendix additionally compares with OccNet [41] .
Pixel2Mesh [68] predicts meshes by deforming and subdividing an initial ellipsoid. GEOMetrics [56] extends [68] with adaptive face subdivision. Both are trained to minimize Chamfer distances; however [68] computes it using predicted mesh vertices, while [56] uses points sampled uniformly from predicted meshes. We adopt the latter as it better matches test-time evaluation. Unlike ours, these methods can only predict connected meshes of genus zero.
The training recipe and backbone architecture vary among prior work. Therefore for a fair comparison with our method we also compare against several ablated versions of our model (see Appendix for exact details):
• Voxel-Only: A version of our method that terminates with the cubified meshes from the voxel branch.
• Pixel2Mesh
+ : We reimplement Pixel2Mesh [68] ; we outperform their original model due to a deeper backbone, better training recipe, and minimizing Chamfer on sampled rather than vertex positions.
• Sphere-Init: Similar to Pixel2Mesh
+ , but initializes from a high-resolution sphere mesh, performing three stages of vertex refinement without subdivision.
• Ours (light): Uses a smaller nonresidual mesh refinement branch with three graph convolution layers per stage. We will adopt this lightweight design on Pix3D.
Voxel-Only is essentially a version of our method that omits the mesh refinement branch, while Pixel2Mesh + and Sphere-Init omit the voxel prediction branch. Table 2 . We report results both on the full ShapeNet test set (left), as well as a subset of the test set consisting of meshes with visible holes (right). We compare our full model with several ablated version: Voxel-Only omits the mesh refinement head, while Sphere-Init and Pixel2Mesh + omit the voxel head. We show results both for Best models which optimize for metrics, as well as Pretty models that strike a balance between shape metrics and mesh quality (see Figure 5) ; these two categories of models should not be compared. We also report the number of vertices |V | and faces |F | in predicted meshes (mean±std).
‡ refers to the released model by the authors.
Input Image
With L edge (pretty) Figure 5 . Training without the edge length regularizer L edge results in degenerate predicted meshes that have many overlapping faces. Adding L edge eliminates this degeneracy but results in worse agreement with the ground-truth as measured by standard metrics such as Chamfer distance.
Best vs Pretty
As previously noted in [68] (Section 4.1), standard metrics for shape reconstruction are not wellcorrelated with mesh quality. Figure 5 shows that models trained without shape regularizers give meshes that are preferred by metrics despite being highly degenerate, with irregularly-sized faces and many self-intersections. These degenerate meshes would be difficult to texture, and may not be useful for downstream applications. Due to the strong effect of shape regularizers on both mesh quality and quantitative metrics, we suggest only quantitatively comparing methods trained with the same shape regularizers. We thus train two versions of all our ShapeNet models: a Best version with λ edge = 0 to serve as an upper bound on quantitative performance, and a Pretty version that strikes a balance between quantitative performance and mesh quality by setting λ edge = 0.5. Table 1 compars our Pretty and Best models with prior work on shape prediction from a single image. We use the evaluation protocol from [68] , Image Pixel2Mesh + Ours Figure 6 . Pixel2Mesh + predicts meshes by deforming an initial sphere, so it cannot properly model objects with holes. In contrast our method can model objects with arbitrary topologies. using a 0.57 mesh scaling factor and threshold value τ = 10 −4 on squared Euclidean distances. For Pixel2Mesh, we provide the performance reported in their paper [68] as well as the performance of their open-source pretrained model. Table 1 shows that we outperform prior work by a wide margin, validating the design of our mesh predictor. Ablation Study Fairly comparing with prior work is challenging due to differences in backbone networks, losses, and shape regularizers. For a controlled evaluation, we ablate variants using the same backbone and training recipe, shown in Table 2 . ShapeNet is dominated by simple objects of genus zero. Therefore we evaluate both on the entire test set and on a subset consisting of objects with one or more holes (Holes Test Set)
Comparison with Prior Work
2 . In this evaluation we remove the ad-hoc scaling factor of 0.57, and we rescale meshes so the longest edge of the ground-truth mesh's bounding box has length 10, following [8] . We compare the open-source Pixel2Mesh model against our ablations in this evaluation setting. Pixel2Mesh + (our reimplementation of [68] ) significantly outperforms the original due to an improved training recipe and deeper backbone.
We draw several conclusions from Table 2 : (a) On the Full Test Set, our full model and Pixel2Mesh
+ perform on par. However, on the Holes Test Set, our model dominates as it is able to predict topologically diverse shapes while Pixel2Mesh
+ is restricted to make predictions homeomorphic to spheres, and cannot model holes or disconnected components (see Figure 6 ). This discrepancy is quantitatively more salient on Pix3D (Section 4.2) as it contains more complex shapes. (b) Sphere-Init and Pixel2Mesh + perform similarly overall (both Best and Pretty), suggesting that mesh subdivision may be unnecessary for strong quantitative performance. (c) The deeper residual mesh refinement architecture (inspired by [68] ) performs on-par with the lighter non-residual architecture, motivating our use of the latter on Pix3D. (d) Voxel-Only performs poorly compared to methods that predict meshes, demonstrating that mesh predictions better capture fine object structure. (e) Each Best model outperforms its corresponding Pretty model; this is expected since Best is an upper bound on quantitative performance.
Pix3D
We now turn to Pix3D [59] , which consists of 10069 real-world images and 395 unique 3D models. Here the task is to jointly detect and predict 3D shapes for known object categories. Pix3D does not provide standard train/test splits, so we prepare two splits of our own.
Our first split, S 1 , randomly allocates 7500 images for training and 2500 for testing. Despite the small number of unique object models compared to ShapeNet, S 1 is challenging since the same model can appear with varying appearance (e.g. color, texture), in different orientations, under different lighting conditions, in different contexts, and with varying occlusion. This is a stark contrast with ShapeNet, where objects appear against blank backgrounds.
Our second split, S 2 , is even more challenging: we ensure that the 3D models appearing in the train and test sets are disjoint. Success on this split requires generalization not only to the variations present in S 1 , but also to novel 3D shapes of known categories: for example a model may see kitchen chairs during training but must recognize armchairs during testing. This split is possible due to Pix3D's unique annotation structure, and poses interesting challenges for both 2D recognition and 3D shape prediction. Evaluation We adopt metrics inspired by those used for 2D recognition: AP box , AP mask and AP mesh . The first two are standard metrics used for evaluating COCO object detection and instance segmentation at intersection-over-union (IoU) 0.5. AP mesh evalutes 3D shape prediction: it is the mean area under the per-category precision-recall curves for F1 0.3 at 0.5 3 . Pix3D is not exhaustively annotated, so for evaluation we only consider predictions with box IoU > 0.3 with a ground-truth region. This avoids penalizing the model for correct predictions corresponding to unannotated objects.
We compare predicted and ground-truth meshes in the camera coordinate system. Our model assumes known camera intrinsics for VertAlign. Mesh R-CNN predicts object positions in the image plane, but it cannot resolve the fundamental scale / depth ambiguity along the Z-axis. During evaluation we therefore match the depth extent (Z near and Z far ) of our predictions to the ground-truth shape. Future work might predict depth extents based on shape priors. Figure 7 . Examples of Mesh R-CNN predictions on Pix3D. Mesh R-CNN detects multiple objects per image, reconstructs fine details such as chair legs, and predicts varying and complex mesh topologies for objects with holes such as bookcases and tables. Implementation details We use ResNet-50-FPN [34] as the backbone CNN; the box and mask branches are identical to Mask R-CNN. The voxel branch resembles the mask branch, but the pooling resolution is decreased to 12 (vs. 14 for masks) due to memory constraints giving 24 × 24 × 24 voxel predictions. We adopt the lightweight design for the mesh refinement branch from Section 4.1. We train for 12 epochs with a batch size of 64 per image on 8 Tesla V100 GPUs (two images per GPU). We use SGD with momentum, linearly increasing the learning rate from 0.002 to 0.02 over the first 1K iterations, then decaying by a factor of 10 at 8K and 10K iterations. We initialize from a model pretrained for instance segmentation on COCO. We set the cubify threshold to 0.2 and the loss weights to λ voxel = 3.0, λ cham = 1.0, λ norm = 0.1 and λ edge = 0.5 and use weight decay 10 −4 ; detection loss weights are identical to Mask R-CNN.
Comparison to Baselines As discussed in Section 1, we are the first to tackle joint detection and shape inference in the wild on Pix3D. To validate our approach we compare with ablated versions of Mesh R-CNN, replacing our full mesh predictor with Voxel-Only, Pixel2Mesh
+ , and SphereInit branches (see Section 4.1). All baselines otherwise use the same architecture and training recipe. Table 3 (top) shows the performance on S 1 . We observe that: (a) Mesh R-CNN outperforms all baselines, improving over the next-best by 14.9% AP mesh overall and across most categories; Tool and Misc 4 have very few test-set instances (11 and 19 respectively), so their AP is noisy. (b) Mesh R-CNN shows large gains vs. Sphere-Init for objects with complex shapes such as bookcase (+23.7%), table (+21.8%) and chair (+15.0%). (c) Voxel-Only performs very poorly -this is expected due to its coarse predictions. Table 3 (bottom) shows the performance on the more challenging S 2 split. Here we observe: (a) The overall per- 4 Misc consists of objects such as fire hydrant, picture frame, vase, etc.
formance on 2D recognition (AP box , AP mask ) drops significantly compared to S 1 , signifying the difficulty of recognizing novel shapes in the wild. (b) Mesh R-CNN outperforms all baselines for shape prediction for all categories except tool. (c) Absolute performance on wardrobe and misc is small for all methods due to significant shape disparity between models in train and test. 
4).
In Table 5 we evaluate our trained models using groundtruth object regions, thus assuming perfect boundingbox detection. Absolute performance on shape reconstruction (Chamfer, Normal, etc.) is significantly lower than on ShapeNet, demonstrating the difficulty of Pix3D. AP mesh drops by a few points for all models compared to Table 3 (top), possibly because tight object regions, devoid of context, are not ideal for 3D shape prediction, which can be amplified when training on imperfect region proposals.
Figures 2 and 7 show example predictions from Mesh R-CNN. Our method can detect multiple objects per image, reconstruct fine details such as chair legs, and predict varying and complex mesh topologies for objects with holes such as bookcases and desks.
Discussion
We propose Mesh R-CNN, a novel system for joint 2D perception and 3D shape inference. We validate our approach on ShapeNet and show its merits on Pix3D. Mesh R-CNN is a first attempt at 3D shape prediction in the wild. Despite the lack of large supervised data, e.g. compared to COCO, Mesh R-CNN shows promising results.
