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THE SQUARE ROOT PROBLEM FOR SECOND ORDER, DIVERGENCE
FORM OPERATORS WITH MIXED BOUNDARY CONDITIONS ON Lp
PASCAL AUSCHER, NADINE BADR, ROBERT HALLER-DINTELMANN, AND JOACHIM REHBERG
Abstract. We show that, under general conditions, the operator
(
−∇ · µ∇ + 1
)
1/2
with
mixed boundary conditions provides a topological isomorphism between W 1,pD (Ω) and L
p(Ω),
for p ∈ ]1, 2[ if one presupposes that this isomorphism holds true for p = 2. The domain Ω is
assumed to be bounded, the Dirichlet part D of the boundary has to satisfy the well-known
Ahlfors-David condition, whilst for the points from ∂Ω \D the existence of bi-Lipschitzian
boundary charts is required.
1. Introduction
The main purpose of this paper is to identify the domain of the square root of a divergence form
operator −∇·µ∇+1 on Lp(Ω) as a Sobolev spaceW 1,pD (Ω) of differentiability order 1 for p ∈ ]1, 2].
(The subscript D indicates the subspace of W 1,p(Ω) whose elements vanish on the boundary part
D.) Our focus lies on non-smooth geometric situations in Rd for d ≥ 2. So, we allow for mixed
boundary conditions and, additionally, deviate from the Lipschitz property of the domain Ω in
the following spirit: the boundary ∂Ω decomposes into a closed subset D (the Dirichlet part)
and its complement, which may share a common frontier within ∂Ω. Concerning D, we only
demand that it satisfies the well-known Ahlfors-David condition (equivalently: is a (d − 1)-set
in the sense of Jonsson/Wallin [42, II.1]), and only for points from the complement we demand
bi-Lipschitzian charts around. As special cases, the pure Dirichlet (D = ∂Ω) and pure Neumann
case (D = ∅) are also included in our considerations. Finally the coefficient function µ is just
supposed to be real, measurable, bounded and elliptic in general, cf. Assumption 4.2. Together,
this setting should cover nearly all geometries that occur in real-world problems – as long as the
domain does not have irregularities like cracks meeting the Neumann boundary part ∂Ω \D. In
particular, all boundary points of a polyhedral 3-manifold with boundary admit bi-Lipschitzian
boundary charts – irrespective how ’wild’ the local geometry is, cf. [38, Thm. 3.10].
The identification of the domain for fractional powers of elliptic operators, in particular that
of square roots, has a long history. Concerning Kato’s square root problem – in the Hilbert space
L2 – see e.g. [10], [27], [24], [6] (here only the non-selfadjoint case is of interest). Early efforts,
devoted to the determination of domains for fractional powers in the non-Hilbert space case seem
to culminate in [54]. In recent years the problem has been investigated in the case of Lp (p 6= 2)
for instance in [5], [8], [40], [41], [37], [9]; but only the last three are dedicated to the case of a
nonsmooth Ω 6= Rd. In [9] the domain is a strong Lipschitz domain and the boundary conditions
are either pure Dirichlet or pure Neumann. Our result generalizes this to a large extent and, at
the same time, gives a new proof for these special cases, using more ’global’ arguments. Since,
in the case of a non-symmetric coefficient function µ, for the nonsmooth constellations described
above no general condition is known that assures (−∇ · µ∇ + 1)1/2 : W 1,2D (Ω) → L2(Ω) to be
an isomorphism, this is supposed as one of our assumptions. This serves then as our starting
point to show the corresponding isomorphism property of (−∇ · µ∇ + 1)1/2 : W 1,pD (Ω) → Lp(Ω)
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for p ∈ ]1, 2[. For the case d = 1 this is already known, even for all p ∈ ]1,∞[ and more general
coefficient functions µ, cf. [7]. So we stick to the case d ≥ 2.
While the isomorphism property is already interesting in itself, our original motivation comes
from applications: having the isomorphism (−∇ · µ∇ + 1)1/2 : W 1,pD (Ω) → Lp(Ω) at hand, the
adjoint isomorphism
(
(−∇·µ∇+1)1/2)∗ = (−∇·µT∇+1)1/2 : Lq(Ω)→W−1,qD (Ω) allows to carry
over substantial properties of the operators −∇ ·µ∇ on the Lp-scale to the scale of W−1,qD -spaces
for q ∈ [2,∞[. In particular, this concerns the H∞-calculus and maximal parabolic regularity, see
Section 11, which in turn is a powerful tool for the treatment of linear and nonlinear parabolic
equations, see e.g. [53] and [35].
The paper is organized as follows: after presenting some notation and general assumptions in
Section 2, in Section 3 we introduce the Sobolev scale W 1,pD (Ω), 1 ≤ p ≤ ∞, related to mixed
boundary conditions and point out some of their properties. In Section 4 we define properly the
elliptic operator under consideration and collect some known facts for it. The main result on
the isomorphism property for the square root of the elliptic operator is precisely formulated in
Section 5. The following sections contain preparatory material for the proof of the main result,
which is finished at the end of Section 10. Some of these results have their own interest, such as
Hardy’s inequality for mixed boundary conditions that is proved in Section 6 and the results on
real and complex interpolation for the spaces W 1,pD (Ω), 1 ≤ p ≤ ∞, from Section 8, so we shortly
want to comment on these.
Our proof of Hardy’s inequality heavily rests on two things: first one uses an operator that
extends functions from W 1,pD (Ω) to W
1,p
0 (Ω•), where Ω• is a domain containing Ω. Then one is
in a situation where the deep results of Ancona [2], Lewis [48] and Wannebo [58], combined with
Lehrba¨ck’s [47] ingenious characterization of p-fatness, may be applied.
The proof of the interpolation results, as well as other steps in the proof of the main result,
are fundamentally based on an adapted Caldero´n-Zygmund decomposition for Sobolev functions.
Such a decomposition was first introduced in [5] and has also succesfully been used in [11], see
also [12]. We have to modify it, since the main point here is, that the decomposition has to
respect the boundary conditions. This is accomplished by incorporating Hardy’s inequality into
the controlling maximal operator. This result, which is at the heart of our considerations, is
contained in Section 7.
All these preparations, together with off-diagonal estimates for the semigroup generated by our
operator, cf. Section 9, lead to the proof of the main result in Section 10. Finally, in Section 11
we draw some consequences, as already sketched above.
After having finished this work we got to know of the paper [15]. There, among other deep
things, Lemma 3.2 and the interpolation results of Section 8 are also proved – and this in an even
much broader setting than ours.
Acknowledgments. In 2012, after we asked him a question, V. Maz’ya proposed a proof of
Proposition 6.3 that heavily relied on several deep results from his book [49]. Actually there was
an earlier reference in the literature with a different approach that, provided a simple lemma is
established, applies directly. It was again V. Maz’ya who drew our attention to the fact that
something like this lemma is needed. We warmly thank him for all that.
The authors also want to thank A. Ancona, M. Egert, P. Koskela, and W. Trebels for valuable
discussions and hints on the topic.
Finally we thank the referees for many valuable hints.
2. Notation and general assumptions
Throughout the paper we will use x, y, . . . for vectors in Rd and the symbol B(x, r) stands for
the ball in Rd around x with radius r. For E,F ⊆ Rd we denote by d(E,F ) the distance between
E and F , and if E = {x}, then we write d(x, F ) or dF (x) instead.
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Regarding our geometric setting, we suppose the following assumption throughout this work.
Assumption 2.1. (i) Let d ≥ 2, let Ω ⊆ Rd be a bounded domain and let D be a closed
subset of the boundary ∂Ω (to be understood as the Dirichlet boundary part). For every
x ∈ ∂Ω \D there exists an open neighbourhood Ux of x and a bi-Lipschitz map φx from
Ux onto the cube K := ]−1, 1[d, such that the following three conditions are satisfied:
φx(x) = 0,
φx(Ux ∩Ω) = {x ∈ K : xd < 0} =: K−,
φx(Ux ∩ ∂Ω) = {x ∈ K : xd = 0} =: Σ.
(ii) We suppose that D is either empty or satisfies the Ahlfors-David condition: There are
constants c0, c1 > 0 and rAD > 0, such that for all x ∈ D and all r ∈ ]0, rAD]
(2.1) c0r
d−1 ≤ Hd−1(D ∩B(x, r)) ≤ c1rd−1,
where Hd−1 denotes (here and in the sequel) the (d− 1)-dimensional Hausdorff measure,
defined by
Hd−1(A) := lim inf
ε→0
{ ∞∑
j=1
diam(Aj)
d−1 : Aj ⊆ Rd, diam(Aj) ≤ ε, A ⊆
∞⋃
j=1
Aj
}
.
Remark 2.2. (i) Condition (2.1) means that D is a (d − 1)-set in the sense of Jons-
son/Wallin [42, Ch. II].
(ii) On the set ∂Ω ∩ (⋃x∈∂Ω\D Ux) the measure Hd−1 equals the surface measure σ which
can be constructed via the bi-Lipschitzian charts φx around these boundary points,
compare [28, Section 3.3.4 C] or [36, Section 3]. In particular, (2.1) assures the property
σ
(
D ∩ (∪x∈∂Ω\DUx)) > 0.
(iii) We emphasize that the cases D = ∂Ω or D = ∅ are not excluded.
If B is a closed operator on a Banach space X , then we denote by domX(B) the domain of this
operator. L(X,Y ) denotes the space of linear, continuous operators from X into Y ; if X = Y ,
then we abbreviate L(X). Furthermore, we will write 〈·, ·〉X′ for the pairing of elements of X and
the dual space X ′ of X .
Finally, the letters c and C denote generic constants that may change value from occurrence
to occurrence.
3. Sobolev spaces related to boundary conditions
In this section we will introduce the Sobolev spaces related to mixed boundary conditions and
prove some results related to them that will be needed later.
If Υ is an open subset of Rd and F a closed subset of Υ, e.g. the Dirichlet part D of ∂Ω, then
for 1 ≤ q <∞ we define W 1,qF (Υ) as the completion of
(3.1) C∞F (Υ) := {ψ|Υ : ψ ∈ C∞0 (Rd), supp(ψ) ∩ F = ∅}
with respect to the norm ψ 7→ (∫
Υ
|∇ψ|q + |ψ|q dx)1/q. For 1 < q <∞ the dual of this space will
be denoted by W−1,q
′
F (Υ) with 1/q + 1/q
′ = 1. Here, the dual is to be understood with respect
to the extended L2 scalar product, or, in other words: W−1,q
′
F (Υ) is the space of continuous
antilinear forms on W 1,qF (Υ).
Finally, we define the respective spaces for the case q = ∞. We set W 1,∞F (Υ) := Lip∞,F (Υ)
with
(3.2) Lip∞,F (Υ) :=
{
f |Υ : f ∈ (L∞ ∩ Lip)(Rd), f |F = 0
}
=
{
f ∈ (L∞ ∩ Lip)(Υ), f |F = 0
}
.
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The norm on this space is
‖f‖L∞(Υ) + sup
x,y∈Υ,x 6=y
|f(x)− f(y)|
|x− y| .
The last equality in (3.2) is a consequence of the Whitney extension theorem. We have Lip∞,F (Υ) ⊆{
f ∈ W1,∞(Υ) : f |F = 0
}
(W1,∞(Υ) is defined using distributions) and the converse holds iff Ω
is uniformly locally convex by [32, Theorem 7].
In order to simplify notation, we drop the Ω in the notation of spaces, if misunderstandings
are not to be expected. Thus, function spaces without an explicitely given domain are to be
understood as function spaces on Ω.
Lemma 3.1. Let Υ ⊆ Rd be a bounded domain and F a (relatively) closed subset of ∂Υ. Then
W 1,∞F (Υ) ⊆W 1,qF (Υ) for 1 ≤ q <∞.
Proof. Let (αn)n be the sequence of cut-off functions defined on R
+ by
αn(t) =

0, if 0 ≤ t < 1/n,
nt− 1, if 1/n ≤ t ≤ 2/n,
1, if t > 2/n.
Remark that for t 6= 0 the sequence αn(t) tends to 1 as n → ∞. Furthermore, for all t ≥ 0 we
have 0 ≤ tα′n(t) ≤ 2 and the sequence (tα′n(t))n tends to 0.
For x ∈ Rd we set wn(x) := αn(d(x, F )). Then, by the above considerations, wn → 1 almost
everywhere as n → ∞. The function d(·, F ) is Lipschitzian with Lipschitz constant 1, hence it
belongs to W 1,∞loc (R
d), cf. [28, Ch. 4.2.3 Thm. 5]. Since α is piecewise smooth, the usual chain
rule for weak differentiation (cf. [29, Ch. 7.4 Thm. 7.8]) applies, which gives
|∇wn(x)| =
∣∣α′n(d(x, F ))∣∣|∇d(x, F )| ≤ ∣∣α′n(d(x, F ))|
almost everywhere on Rd. Thus d(x, F )|∇wn(x)| is bounded and converges to 0 almost everywhere
as n→∞.
Let g ∈ W 1,∞F (Υ), which we consider as defined on Rd. Since Υ is bounded, we may assume
that g has compact support in some large ball B. Let gn := gwn. Then gn is compactly supported
in B and in Rd \ F . We claim that gn → g in W 1,q(Rd). Indeed, g − gn = g(1−wn) and, by the
dominated convergence theorem, g(1− wn)→ 0 in Lq(Rd), since wn → 1.
Now, for the gradient, we have
∇gn −∇g = (wn − 1)∇g + g∇wn.
Again by the dominated convergence theorem, the first term converges to 0 in Lq(Rd).
It remains to prove that ‖g∇wn‖Lq(Rd) converges to 0. We have
(3.3) (g∇wn)(x) =
{
0, if x ∈ F,
g(x)
d(x,F )d(x, F )∇wn(x) a.e. on Rd \ F.
Since g is Lipschitz continuous on the whole of Rd and satisfies g = 0 on F , we find
sup
x∈Rd
∣∣∣ g(x)
d(x, F )
∣∣∣ = sup
x∈Rd
∣∣∣g(x)− g(x∗)
x− x∗
∣∣∣ ≤ C,
where x∗ ∈ F denotes an element of F that realizes the distance of x to F . So both factors on the
right hand side in (3.3) are bounded and d(x, F )∇wn(x) goes to 0 almost everywhere as n→∞.
Thus, since g has compact support, the dominated convergence theorem yields g∇wn → 0 in
Lq(Rd).
Finally, it suffices to convolve this approximation with a smooth mollifying function that has
small support to conclude g ∈ W 1,qF (Υ). 
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Next, we establish the following extension property for function spaces on domains, satisfying
just part (i) of Assumption 2.1. This has been proved in [26] for q = 2. For convenience of the
reader we include a proof.
Lemma 3.2. Let Ω and D satisfy Assumption 2.1 (i). Then there is a continuous extension
operator E which maps each space W 1,qD (Ω) continuously into W
1,q
D (R
d), q ∈ [1,∞]. Moreover, E
maps Lq(Ω) continuously into Lq(Rd) for q ∈ [1,∞].
Proof. For every x ∈ ∂Ω \D let the set Ux be an open neighbourhood that satisfies the condition
from Assumption 2.1 (i). Let Ux1 , . . . , Uxℓ be a finite subcovering of ∂Ω \D and let η ∈ C∞0 (Rd)
be a function that is identically one in a neighbourhood of ∂Ω \D and has its support in U :=⋃ℓ
j=1 Uxj .
Assume ψ ∈ C∞D (Ω); then we can write ψ = ηψ+ (1− η)ψ. By the definition of C∞D (Ω) and η
it is clear that the support of (1− η)ψ is contained in Ω, thus this function may be extended by
0 to the whole space Rd – while its W 1,q-norm is preserved.
It remains to define the extension of the function ηψ, what we will do now. For this, let
η1, . . . , ηℓ be a partition of unity on supp(η), subordinated to the covering Ux1 , . . . , Uxℓ . Then
we can write ηψ =
∑ℓ
r=1 ηrηψ and have to define an extension for every function ηrηψ. For
doing so, we first transform the corresponding function under the corresponding mapping φxr
from Assumption 2.1 (i) to η˜rηψ = (ηrηψ) ◦ φ−1xr on the half cube K−. Afterwards, by even
reflection, one obtains a function η̂rηψ ∈ W 1,q(K) on the cube K. It is clear by construction
that supp(η̂rηψ) has a positive distance to ∂K. Transforming back, one ends up with a function
ηrηψ ∈ W 1,q(Uxr) whose support has a positive distance to ∂Uxr . Thus, this function may also
be extended by 0 to the whole of Rd, preserving again the W 1,q norm.
Lastly, one observes that all the mappings W 1,q(Uxr ∩ Ω) ∋ ηrηψ 7→ η˜rηψ ∈ W 1,q(K−),
W 1,q(K−) ∋ η˜rηψ 7→ η̂rηψ ∈W 1,q(K) andW 1,q(K) ∋ η̂rηψ 7→ ηrηψ ∈ W 1,q(Uxr ) are continuous.
Thus, adding up, one arrives at an extension of ψ whose W 1,q(Rd)-norm may be estimated by
c‖ψ‖W 1,q(Ω) with c independent from ψ. Hence, the mapping E, up to now defined on C∞D (Ω),
continuously and uniquely extends to a mapping from W 1,qD to W
1,q(Rd).
It remains to show that the images in fact even are in W 1,qD (R
d). For doing so, one first
observes that, by construction of the extension operator, for any ψ ∈ C∞D (Ω), the support of the
extended function Eψ has a positive distance to D – but Eψ need not be smooth. Clearly, one
may convolve Eψ suitably in order to obtain an appropriate approximation in theW 1,q(Rd)-norm
– maintaining a positive distance of the support to the set D. Thus, E maps C∞D (Ω) continuously
into W 1,qD (R
d), what is also true for its continuous extension to the whole space W 1,qD (Ω).
It is not hard to see that the operator E extends to a continuous operator from Lq(Ω) to
Lq(Rd), where q ∈ [1,∞]. 
Remark 3.3. (i) By construction, all extended functions Ef have their support in Ω ∪⋃ℓ
j=1 Uxj , and, hence, in a suitably large ball.
(ii) Employing Lemma 3.2 in conjunction with (i), one can establish the corresponding
Sobolev embeddings of W 1,pD (Ω) into the appropriate L
q-spaces (compactness included)
in a straightforward manner.
(iii) When combining E with a multiplication operator that is induced by a function η0 ∈
C∞0 (R
d), η0 ≡ 1 on Ω, one may achieve that the support of the extended functions
shrinks to a set which is arbitrarily close to Ω.
(iv) It is not hard to see that functions from W 1,pD (Ω) admit a trace on the set ∂Ω \ D,
thanks to the bi-Lipschitz charts presumed in our general Assumption 2.1. Moreover,
the Jonsson/Wallin results in [42, Ch. VII] show that the extended functions Ef admit a
trace on the set D. A much more delicate point is the existence of a trace on D and the
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coincidence with the trace of the extended function. This question is deeply investigated
in [15, Ch. 5], cf. Theorem 5.2 and Corollary 5.3, compare also [42, Ch. VIII Prop. 2].
In the following these subtle considerations will not be needed.
Remark 3.4. The geometric setting of Assumption 2.1 still allows for a Poincare´ inequality for
functions from W 1,pD , as soon as D 6= ∅. This is proved in [36, Thm. 3.5], if Ω is a Lipschitz
domain. In fact, the proof only needs that a part of D admits positive boundary measure and
this is guaranteed by Remark 2.2 (ii).
This Poincare´ inequality entails that, whenever D 6= ∅, the norms given by ‖f‖W 1,pD and
‖∇f‖Lp for f ∈ W 1,pD are equivalent. So, in this case, in all subsequent considerations one may
freely replace the one by the other.
4. The divergence operator: Definition and elementary properties
We now turn to the definition of the elliptic divergence form operator that will be investigated.
Let us first introduce the ellipticity supposition on the coefficients.
Assumption 4.1. The coefficient function µ is a Lebesgue measurable, bounded function on Ω
taking its values in the set of real, d× d matrices, satisfying for some µ• > 0 the usual ellipticity
condition
ξTµ(x)ξ ≥ µ•|ξ|2, for all ξ ∈ Rd and almost all x ∈ Ω.
The operator A : W 1,2D →W−1,2D is defined by
〈Aψ,ϕ〉W−1,2D := t(ψ, ϕ) :=
∫
Ω
µ∇ψ · ∇ϕ dx, ψ, ϕ ∈W 1,2D .
Often we will write more suggestively −∇ · µ∇ instead of A.
The L2 realization of A, i.e. the maximal restriction of A to the space L2, will be denoted by
the same symbol A; clearly this is identical with the operator that is induced by the sesquilinear
form t. If B is a densely defined, closed operator on L2, then by the Lp realization of B we mean
its restriction to Lp if p > 2 and the Lp closure of B if p ∈ [1, 2[. (For all operators we have in
mind, this Lp-closure exists.)
As a starting point of our considerations we assume that the square root of our operator is
well-behaved on L2.
Assumption 4.2. The operator (−∇·µ∇+1)1/2 :W 1,2D → L2 provides a topological isomorphism;
in other words: the domain of (−∇ · µ∇+ 1)1/2 on L2 is the form domain W 1,2D .
Remark 4.3. By a recent result in [24] the isomorphism property which is assumed in the above
assumption is known in our context under the additional hypotheses that Ω is a d-set, i.e. there
is a constant c > 0, such that
1
c
rd ≤ Hd
(
Ω ∩B(x, r)) ≤ crd for all x ∈ Ω and r ∈ [0, 1],
where Hd denotes the d-dimensional Hausdorff measure. Furthermore, some other remarkable
special cases in this context are available:
(i) If this assumption is satisfied for a coefficient function µ, then it is also true for the
adjoint coefficient function, cf. [51, Thm. 8.2].
(ii) Assumption 4.2 is always fulfilled if the coefficient function µ takes its values in the set
of real symmetric d× d-matrices.
(iii) In view of non-symmetric coefficient functions see [10] and [27].
Finally, we collect some facts on −∇ · µ∇ as an operator on the L2 and on the Lp scale.
Proposition 4.4. Let Ω ⊆ Rd be a domain and let D ⊆ ∂Ω (relatively) closed.
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(i) The restriction of −∇ · µ∇ to L2 is a densely defined sectorial operator.
(ii) The operator ∇ · µ∇ generates an analytic semigroup on L2.
(iii) The form domain W 1,2D is invariant under multiplication with functions from W
1,q, if
q > d.
Proof. (i) It is not hard to see that the form t is closed and its numerical range lies in
the sector {z ∈ C : | Im z| ≤ ‖µ‖L∞µ• Re z}. Thus, the assertion follows from a classical
representation theorem for forms, see [44, Ch. VI.2.1].
(ii) This follows from (i) and [44, Ch. V.3.2].
(iii) First, for u ∈ C∞D (Ω) and v ∈ C∞(Ω) the product uv is obviously in C∞D (Ω) ⊆ W 1,2D .
But, by definition of W 1,2D , the set C
∞
D (Ω) (see (3.1)) is dense in W
1,2
D and C
∞(Ω) is
dense in W 1,q. Thus, the assertion is implied by the continuity of the mapping
W 1,2D ×W 1,q ∋ (u, v) 7→ uv ∈W 1,2,
because W 1,2D is closed in W
1,2. 
Proposition 4.5. Let Ω and D satisfy Assumption 2.1 (i). Then the semigroup generated by
∇ · µ∇ in L2 satisfies upper Gaussian estimates, precisely:
(et∇·µ∇ f)(x) =
∫
Ω
Kt(x, y)f(y) dy, for a.a. x ∈ Ω, f ∈ L2,
for some measurable function Kt : Ω× Ω→ R+, and for all ε > 0 there exist constants C, c > 0,
such that
(4.1) 0 ≤ Kt(x, y) ≤ C
td/2
e−c
|x−y|2
t eεt, t > 0, a.a. x, y ∈ Ω.
Proof. A proof is given in [26] – heavily resting on [4], compare also [51, Thm. 6.10]. 
Proposition 4.6. Let Ω and D satisfy Assumption 2.1 (i).
(i) For every p ∈ [1,∞], the operator ∇ · µ∇ generates a semigroup of contractions on Lp.
(ii) For all q ∈ ]1,∞[ the operator −∇ · µ∇ + 1 admits a bounded H∞-calculus on Lq with
H∞-angle arctan ‖µ‖L
∞
µ•
. In particular, it admits bounded imaginary powers.
Proof. (i) The operator ∇ · µ∇ generates a semigroup of contractions on L2 (see [51,
Thm 1.54]) as well as on L∞ (see [51, Ch. 4.3.1]). By interpolation this carries over
to every Lq with q ∈ ]2,∞[ and, by duality, to q ∈ [1, 2].
(ii) Since the numerical range of −∇ · µ∇ is contained in the sector {z ∈ C : | Im z| ≤
‖µ‖L∞
µ•
Re z}, the assertion holds true for q = 2, see [31, Cor. 7.1.17]. Secondly, the
semigroup generated by ∇ ·µ∇− 1 obeys the Gaussian estimate (4.1) with ε = 0. Thus,
the first assertion follows from [23, Theorem 3.1]. The second claim is a consequence of
the first, see [19, Section 2.4]. 
5. The main result: the isomorphism property of the square root
We can now formulate our main goal, that is to prove that the mapping
(A+ 1)1/2 = (−∇ · µ∇+ 1)1/2 :W 1,qD → Lq
is a topological isomorphism for q ∈ ]1, 2[. We abbreviate −∇ ·µ∇+1 by A0 throughout the rest
of this work.
More precisely, we want to show the following main result of this paper.
Theorem 5.1. Under Assumptions 2.1, 4.1 and 4.2 the following holds true:
(i) For every q ∈ ]1, 2] the operator A−1/20 is a continuous operator from Lq into W 1,qD .
Hence, its adjoint continuously maps W−1,qD into L
q for any q ∈ [2,∞[.
8 PASCAL AUSCHER, NADINE BADR, ROBERT HALLER-DINTELMANN, AND JOACHIM REHBERG
(ii) Moreover, if q ∈ ]1, 2], then A1/20 maps W 1,qD continuously into Lq. Hence, its adjoint
continuously maps Lq into W−1,qD for any q ∈ [2,∞[.
We can immediately give the proof of (i), i.e. the continuity of the operator A
−1/2
0 : L
q →W 1,qD .
We observe that this follows, whenever
1. The Riesz transform ∇A−1/20 is a bounded operator on Lq, and, additionally,
2. A
−1/2
0 maps L
q into W 1,qD .
The first item is proved in [51, Thm. 7.26], compare also [22]. It remains to show 2. The first
point makes clear that A
−1/2
0 maps L
q continuously into W 1,q, thus one only has to verify the
correct boundary behavior of the images. If f ∈ L2 →֒ Lq, then one has A−1/20 f ∈W 1,2D →֒ W 1,qD ,
due to Assumption 4.2. Thus, the assertion follows from 1. and the density of L2 in Lq.
Remark 5.2. Theorem 5.1 (i) is not true for other values of q in general, see [5, Ch. 4] for a
further discussion.
The hard work is to prove the second part, that is the continuity of A
1/2
0 : W
1,q
D → Lq. The
proof is inspired by [5], where this is shown in the case Ω = Rd, and will be developed in the
following five sections.
6. Hardy’s inequality
A major tool in our considerations is an inequality of Hardy type for functions in W 1,pD , so
functions that vanish only on the part D of the boundary.
We recall that, for a set F ⊆ Rd, the symbol dF denotes the function on Rd that measures the
distance to F . The result we want to show in this section, is the following.
Theorem 6.1. Under Assumption 2.1, for every p ∈ ]1,∞[ there is a constant cp, such that∫
Ω
∣∣∣∣ fdD
∣∣∣∣p dx ≤ cp ∫
Ω
|∇f |p dx
holds for all f ∈ W 1,pD .
Since the statement of this theorem is void for D = ∅, we exclude that case for this entire
section. Please note, that then the norm on the spaces W 1,pD may be taken as ‖∇ · ‖p in view of
the Ahlfors-David condition of D.
Let us first quote the two deep results on which the proof of Theorem 6.1 will base.
Proposition 6.2 (see [48], [58], see also [45]). Let Ξ ⊆ Rd be a domain whose complement
K := Rd \ Ξ is uniformly p-fat (cf. [48] or [45]). Then Hardy’s inequality
(6.1)
∫
Ξ
∣∣∣∣ gdK
∣∣∣∣p dx = ∫
Ξ
∣∣∣∣ gd∂Ξ
∣∣∣∣p dx ≤ c ∫
Ξ
|∇g|p dx
holds for all g ∈ C∞0 (Ξ) (and extends to all g ∈ W 1,p0 (Ξ), p ∈ ]1,∞[ by density).
Proposition 6.3 ([47, Theorem 1]). Let Ξ ⊆ Rd be a domain and let H∞d−1 denote the (d − 1)-
dimensional Hausdorff content, i.e.
H∞d−1(A) := inf
{ ∞∑
j=1
rd−1j : xj ∈ A, rj > 0, A ⊆
∞⋃
j=1
B(xj , rj)
}
.
If Ξ satisfies the inner boundary density condition, i.e.
(6.2) H∞d−1
(
∂Ξ ∩B(x, 2d∂Ξ(x))
) ≥ c d∂Ξ(x)d−1, x ∈ Ξ,
for some constant c > 0, then the complement of Ξ in Rd is uniformly p-fat for all p ∈ ]1,∞[.
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The subsequent lemma will serve as the instrument to reduce our case to the situation of a
pure Dirichlet boundary.
Lemma 6.4. Let B ⊇ Ω be an open ball. We define Ω• as the union of all open, connected
subsets of B that contain Ω and avoid D. Then Ω• is open and connected and we have ∂Ω• = D
or ∂Ω• = D ∪ ∂B.
Proof. The first assertion is obvious. The connectedness follows from the fact that all the sets
that, by forming their union, generate Ω• contain Ω, and, hence, a common point. It remains to
show the last assertion. Clearly, we have ∂Ω• ⊆ B.
We claim that D ⊆ ∂Ω•: Let x ∈ D. As D ⊆ ∂Ω, we know that x is an accumulation point of
Ω and thus also of Ω•, since Ω ⊆ Ω•. Furthermore x 6∈ Ω•. Hence, x ∈ ∂Ω•.
We claim that ∂Ω• ⊆ ∂B ∪D. Assume not. Then there exists x ∈ ∂Ω• with x ∈ B \D. As
B \D is open, it contains an open ball Kx centred at x. Then Ω• ∪Kx is an open and connected
(since x is a point of accumulation of Ω•, the set Ω•∩Kx is not empty) set containing Ω, contained
in B and not meeting D. As it strictly contains Ω•, this contradicts the definition of Ω•.
Let us now consider an annulus KB ⊆ B that is adjacent to ∂B and does not intersect Ω.
If Ω• ∩ KB = ∅, then ∂Ω• ⊆ B, and, consequently, ∂Ω• = D. If Ω• ∩ KB is not empty, then
Ω• ∪KB is open, connected, contains Ω, avoids D and is contained in B. Hence, Ω• ∪KB ⊆ Ω•,
what implies ∂B ⊆ ∂Ω•. 
Remark 6.5. At first glance one might think that Ω• could always be taken as B \D. The point
is that this set need not be connected, as the following example shows: take Ω = {x : 1 < |x| < 2}
and D = {x : |x| = 1}. Obviously, if a ball B contains Ω, then B \D cannot be connected. In
the spirit of Lemma 6.4, here the set Ω• has to be taken as B \ (D ∪ {x : |x| < 1}).
The next lemma links the Hausdorff content, appearing in Proposition 6.3, to the Hausdorff
measure, compare also [16].
Lemma 6.6. If F ⊆ Rd is bounded and satisfies the Ahlford-David condition (2.1), then there is
a C ≥ 0 with H∞d−1(E) ≥ CHd−1(E) for every non-empty Borel set E ⊆ F .
Proof. Let {B(xj , rj)}j∈N be a covering of E by open balls centered in E. If rj ≤ 1, then rd−1j
is comparable to Hd−1(F ∩ B(xj , rj)), whereas if rj > 1 then certainly Hd−1(F ∩ B(xj , rj)) ≤
Hd−1(F )rd−1j . Note carefully that 0 < Hd−1(F ) < ∞ holds, since F can be covered by finitely
many balls with radius one centered in F . Altogether,
∞∑
j=1
rd−1j ≥ C
∞∑
j=1
Hd−1(F ∩B(xj , rj)) ≥ CHd−1
(
F ∩
∞⋃
j=1
B(xj , rj)
)
≥ CHd−1(E)
with C depending only on F . Taking the infimum, H∞d−1(E) ≥ CHd−1(E) follows. 
Let us now prove Theorem 6.1. One first observes that in both cases appearing in Lemma 6.4
the set ∂Ω• satisfies the Ahlfors-David condition: for the boundary part D this was supposed in
Assumption 2.1, and for ∂B this is obvious. Thus, from the Ahlfors-David condition for Ω• we
get constants r• > 0 and c > 0 with
Hd−1
(
∂Ω• ∩B(y, r)
) ≥ crd−1, y ∈ ∂Ω•, r ∈ ]0, r•].
This yields, invoking Lemma 6.6,
H∞d−1
(
∂Ω• ∩B(y, r)
) ≥ CHd−1(∂Ω• ∩B(y, r))
≥ Cc
( r•
diam(Ω•)
)d−1
rd−1, y ∈ ∂Ω•, r ∈ ]0, diam(Ω•)].(6.3)
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But (6.3) implies the inner boundary density condition (6.2), compare [47, p. 2195]. Thus Propo-
sition 6.2 and Proposition 6.3 imply that Hardy’s inequality in (6.1) is true for Ξ = Ω• and all
g ∈W 1,p0 (Ω•).
In view of Lemma 6.4 we can define an extension operator E• :W
1,p
D (Ω)→W 1,p0 (Ω•) as follows:
If ∂Ω• = D, then we put E•ψ := Eψ|Ω• , where E is the extension operator from Lemma 3.2. If
∂Ω• = D ∪ ∂B, then we choose an η ∈ C∞0 (B) with η ≡ 1 on Ω and put E•ψ := (ηEψ)|Ω• . Now,
let f ∈W 1,pD (Ω). Then we can use (6.1) for E•f ∈W 1,p0 (Ω•) and we finally find∫
Ω
∣∣∣∣ fdD
∣∣∣∣p dx ≤ ∫
Ω
∣∣∣∣ fd∂Ω•
∣∣∣∣p dx ≤ ∫
Ω•
∣∣∣∣ E•fd∂Ω•
∣∣∣∣p dx ≤ c ∫
Ω•
|∇(E•f)|p dx
≤ c‖f‖p
W 1,pD
≤ c
∫
Ω
|∇f |p dx.
This proves Theorem 6.1.
Remark 6.7. There is another strategy of proof for Hardy’s inequality (6.1), avoiding the concept
of ’uniformly p-fat’. In [47] it is proved that the inner boundary density condition (6.2) implies
the so-called p-pointwise Hardy inequality which implies Hardy’s inequality, compare also [45].
7. An adapted Caldero´n-Zygmund decomposition
The proof of Theorem 5.1 heavily relies on a Caldero´n-Zygmund decomposition forW 1,pD functions.
The important point, which brings the mixed boundary conditions into play, is that we have to
make sure that for f ∈ domLp(A1/20 ), the good and the bad part of the decomposition are both also
in this space. This is not guaranteed neither by the classical Caldero´n-Zygmund decomposition
nor by the version for Sobolev functions in [5, Lemma 4.12]. This problem will be solved by
incorporating the Hardy inequality into the decomposition.
For ease of notation, in the whole section we set 1/d∅ = 0.
We denote by Q the set of all closed axis-parallel cubes, i.e. all sets of the form {x ∈ Rd :
|x −m|∞ ≤ ℓ/2} for some midpoint m ∈ Rd and sidelength ℓ > 0. In the following, for a given
cube Q ∈ Q we will often write sQ for some s > 0, meaning the cube with the same midpoint m,
but sidelength sℓ instead of ℓ.
Furthermore, for every x ∈ Rd we set Qx := {Q ∈ Q : x ∈ Q◦}. Now we may define the
Hardy-Littlewood maximal operator M for all ϕ ∈ L1(Rd) by
(7.1) (Mϕ)(x) = sup
Q∈Qx
1
|Q|
∫
Q
|ϕ|, x ∈ Rd.
It is well known (see [55, Ch. 1]) that M is of weak type (1, 1), so there is some K > 0, such that
for all p ≥ 1
(7.2)
∣∣{x ∈ Rd : |[M(|ϕ|p)](x)| > αp}∣∣ ≤ K
αp
‖ϕ‖p
Lp(Rd)
, for all α > 0 and ϕ ∈ Lp(Rd).
Lemma 7.1. Let Ω and D satisfy Assumption 2.1. Let p ∈ ]1,∞[, f ∈W 1,pD and α > 0 be given.
Then there exist an at most countable index set I, cubes Qj ∈ Q, j ∈ I, and measurable functions
g, bj : Ω→ R, j ∈ I, such that for some constant N ≥ 0, independent of α and f ,
(1) f = g +
∑
j∈I
bj,
(2) ‖∇g‖L∞ + ‖g‖L∞ + ‖g/dD‖L∞ ≤ Nα,
(3) supp(bj) ⊆ Qj, bj ∈ W 1,1D ∩W 1,p and
∫
Ω
(
|∇bj|+ |bj|+ |bj |
dD
)
≤ Nα|Qj | for every j ∈ I,
(4)
∑
j∈I
|Qj | ≤ N
αp
‖f‖p
W 1,pD
,
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(5)
∑
j∈I
1Qj (x) ≤ N for all x ∈ Rd,
(6) ‖g‖W 1,pD ≤ N‖f‖W 1,pD .
If D 6= ∅, all the norms ‖f‖W 1,pD may be replaced by ‖∇f‖Lp.
In order to verify the final statement, note that for D 6= ∅ the Ahlfors-David condition guaran-
tees that the surface measure of D is strictly positive, cf. Remark 2.2 (ii). Thus we can conclude
by Remark 3.4.
We will subdivide the proof of Lemma 7.1 into six steps.
Step 1: Adapted Maximal function. Let f ∈ W 1,pD . Then, using the extension operator E•
from the proof of Theorem 6.1, we find E•f ∈ W 1,p0 (Ω•). So we may extend this function again
by zero to the whole of Rd, obtaining a function f˜ ∈W 1,pD (Rd) that satisfies supp(f˜) ⊆ B for the
ball B from Section 6 and the estimate ‖f˜‖W 1,pD (Rd) ≤ C‖f‖W 1,pD with a constant C that does not
depend on f . Furthermore, Hardy’s inequality
(7.3) ‖f˜/dD‖Lp(Rd) ≤ C‖∇f˜‖Lp(Rd)
holds, cf. Section 6.
Remark 7.2. Using f˜ , we will construct the Caldero´n-Zygmund decomposition on all of Rd
and afterwards restrict again to Ω. Admittedly, it would be more natural to stay inside Ω, but
this leads to several technical problems, since the regularity of the boundary of cubes in Ω, i.e.
Ω ∩Q for some cube Q in Rd, may be very low, so that for instance the validity of the Poincare´
inequality is no longer obvious. If Ω is more regular, say a strong Lipschitz domain, this extension
can be omitted.
We consider the open set
E :=
{
x ∈ Rd : [M(|∇f˜ |+ |f˜ |+ |f˜ |/dD)](x) > α}.
The easiest case is that of E = ∅. Then we may take I = ∅ and g = f and the only assertion
we have to show is (2), the rest being trivial. So, let x ∈ Ω be given. Since x is not in E, we
have for almost all such x, by the fact that h(x) ≤ (Mh)(x) for all Lebesgue points of an L1(Rd)
function h,
|∇g(x)|+ |g(x)|+ |g(x)|/dD(x) = |∇f(x)|+ |f(x)|+ |f(x)|/dD(x)
= |∇f˜(x)|+ |f˜(x)|+ |f˜(x)|/dD(x)
≤ [M(|∇f˜ |+ |f˜ |+ |f˜ |/dD)](x) ≤ α.
This implies (2).
So, we turn to the case E 6= ∅. By Jensen’s inequality, (7.2), (7.3) and the continuity of the
extension operator we obtain
|E| ≤ ∣∣{x ∈ Rd : [M((|∇f˜ |+ |f˜ |+ |f˜ |/dD)p)](x) > αp}∣∣
≤ K
αp
∥∥|∇f˜ |+ |f˜ |+ |f˜ |/dD∥∥pLp(Rd) ≤ Cαp ‖f˜‖pW 1,p(Rd) ≤ Cαp ‖f‖pW 1,pD .(7.4)
In particular this measure is finite, so F := Rd \ E 6= ∅. This allows for choosing a Whitney
decomposition of E, cf. [13, Lemmas 5.5.1 and 5.5.2], see also [55] and [56]. Thus, we get an at
most countable index set I and a collection of cubes Qj ∈ Q, j ∈ I, with sidelength ℓj that fulfill
the following properties for some c1, c2 ≥ 1
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(i) E =
⋃
j∈I
8
9Qj .
(ii)
8
9
Q◦j ∩
8
9
Q◦k = ∅ for all j, k ∈ I, j 6= k.
(iii) Qj ⊆ E for all j ∈ I.
(iv)
∑
j∈I
1Qj ≤ c1.
(v)
1
c2
ℓj ≤ d(Qj , F ) ≤ c2ℓj for all j ∈ I.
There are two immediate consequences of these properties that are important to observe.
Firstly, the family Q◦j , j ∈ I, is an open covering of E and, secondly, (v) implies that for some
c˜ > 1, independent of j, we have
(7.5) (c˜Qj) ∩ F 6= ∅ for all j ∈ I.
Now, (iv) immediately implies (5) and this, together with (7.4) allows to prove (4) due to∑
j∈I
|Qj| =
∫
E
∑
j∈I
1Qj ≤ c1|E| ≤
C
αp
‖f‖p
W 1,pD
.
Step 2: Definition of the good and bad functions. Let (ϕj)j∈I be a partition of unity on
E with
a) ϕj ∈ C∞(Rd),
b) supp(ϕj) ⊆ Q◦j ,
c) ϕj ≡ 1 on 89Qj,
d) ‖ϕj‖L∞ + ℓj‖∇ϕj‖L∞ ≤ c,
for all j ∈ I and some c > 0. The construction of such a partition can be found e.g. in [13,
Section 5.5].
Let us distinguish two types of cubes Qj. We say that Qj is a usual cube, if d(Qj , D) ≥ ℓj
and Qj is a special cube, if d(Qj , D) < ℓj (In the case D = ∅ all cubes are seen as usual ones).
Then we define for every j ∈ I, using the notation hQ := 1|Q|
∫
Q h,
b˜j :=
{(
f˜ − f˜Qj
)
ϕj , if Qj is usual,
f˜ϕj , if Qj is special.
Setting g˜ := f˜ −∑j∈I b˜j as well as bj := b˜j |Ω and g := g˜|Ω, these functions automatically satisfy
(1). Note that there is no problem of convergence in this sum, due to (5).
It is clear by construction that supp(bj) ⊆ Qj and bj ∈ W 1,p(Ω) for all j ∈ I. The next step
is to show that bj ∈W 1,1D and since W 1,p →֒W 1,1, we only have to establish the right boundary
behaviour of bj .
We start with the case of a usual cube Qj. Then bj =
(
(f˜ − f˜Qj )ϕj
)|Ω. Since ϕj has support
in Qj and d(Qj , D) ≥ ℓj > 0, the function bj can be approximated by C∞c (Rd \D) functions in
the norm of W 1,1. Thus bj ∈W 1,1D .
If Qj is a special cube, we have bj = (f˜ϕj)|Ω. The fact that f˜ ∈W 1,pD (Rd) implies that there is
a sequence (f˜k)k ⊆ C∞c (Rd \D), such that f˜k → f˜ in W 1,p(Rd). Therefore, (f˜kϕj)k is a sequence
in C∞c (R
d \ D) and we show that it converges to f˜ϕj in W 1,1, so that we can conclude that
bj ∈W 1,1D . This convergence follows from ϕj ∈W 1,p
′
(Rd) by
‖f˜ϕj − f˜kϕj‖L1 ≤ ‖f˜ − f˜k‖Lp‖ϕj‖Lp′ → 0 (k →∞)
and the corresponding estimate for the gradient∥∥∇(f˜ϕj)−∇(f˜kϕj)∥∥L1 ≤ ∥∥∇(f˜ − f˜k)ϕj∥∥L1 + ∥∥(f˜ − f˜k)∇ϕj∥∥L1
≤ ∥∥∇(f˜ − f˜k)∥∥Lp‖ϕj‖Lp′ + ‖f˜ − f˜k‖Lp‖∇ϕj‖Lp′ → 0 (k →∞).
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Step 3: Proof of (3). After the above considerations, it remains to prove the estimate. We
start again with the case of a usual cube and for later purposes we introduce some q ∈ [1,∞[.
On usual cubes it holds ∇b˜j = ∇f˜ϕj + (f˜ − f˜Qj )∇ϕj and using d) we obtain∫
Qj
|∇b˜j |q ≤
∫
Qj
(|∇f˜ ||ϕj |+ |f˜ − f˜Qj ||∇ϕj |)q ≤ C ∫
Qj
(|∇f˜ |q|ϕj |q + |f˜ − f˜Qj |q|∇ϕj |q)
≤ C
(∫
Qj
|∇f˜ |q + 1
ℓqj
∫
Qj
|f˜ − f˜Qj |q
)
.
In the second integral we may now apply the Poincare´ inequality, since f˜ − f˜Qj has zero mean on
Qj . This yields
(7.6)
∫
Qj
|∇b˜j |q ≤ C
(∫
Qj
|∇f˜ |q + 1
ℓqj
diam(Qj)
q
∫
Qj
|∇f˜ |q
)
≤ C
∫
Qj
|∇f˜ |q.
We now specialize again to q = 1 and, invoking (7.5), we pick some z ∈ c˜Qj ∩ F , and bring into
play the maximal operator:∫
Qj
|∇b˜j | ≤ C
∫
c˜Qj
|∇f˜ | ≤ C|Qj | 1|c˜Qj |
∫
c˜Qj
(
|∇f˜ |+ |f˜ |+ |f˜ |
dD
)
(7.7)
≤ C|Qj | sup
Q∈Qz
1
|Q|
∫
Q
(
|∇f˜ |+ |f˜ |+ |f˜ |
dD
)
= C|Qj |
[
M
(
|∇f˜ |+ |f˜ |+ |f˜ |
dD
)]
(z).
Now, we capitalize that z ∈ F and obtain
(7.8)
∫
Ω
|∇bj | ≤
∫
Qj
|∇b˜j | ≤ C|Qj |α.
For the corresponding estimate for |bj | we use again the Poincare´ inequality for f˜ − f˜Qj on Qj to
obtain for all q ∈ [1,∞[
(7.9)
∫
Ω
|bj|q ≤
∫
Qj
|b˜j |q =
∫
Qj
|f˜ − f˜Qj |q|ϕj |q ≤ C
∫
Qj
|f˜ − f˜Qj |q ≤ C
∫
Qj
|∇f˜ |q.
Note that the factor diam(Qj) from the Poincare´ inequality is bounded uniformly in j, since all
Qj are contained in E and E has finite measure.
Proceeding as in (7.7) and (7.8), we find, specialising to q = 1,
(7.10)
∫
Ω
|bj | ≤ C|Qj |α.
For the third term |bj |/dD we note that on a usual cube Qj we have dD ≥ ℓj. Thus we get as
before by the Poincare´ inequality∫
Ω
|bj|
dD
≤
∫
Qj
|b˜j |
dD
≤ C
ℓj
∫
Qj
|f˜ − f˜Qj | ≤ C
∫
Qj
|∇f˜ |
and we can again conclude as in (7.7) and (7.8).
So, we turn to the proof of the estimate in (3) for the case of a special cube. Then bj = (f˜ϕj)|Ω,
and we get with the help of d)
|∇b˜j| ≤ |∇f˜ ||ϕj |+ |f˜ ||∇ϕj | ≤ C
(
|∇f˜ |+ |f˜ |
ℓj
)
.
Since Qj is a special cube, we get for every x ∈ Qj
(7.11) dD(x) = d(x, D) ≤ diam(Qj) + d(Qj , D) ≤ Cℓj + ℓj ≤ Cℓj
14 PASCAL AUSCHER, NADINE BADR, ROBERT HALLER-DINTELMANN, AND JOACHIM REHBERG
and this in turn yields
(7.12) |∇b˜j | ≤ C
(
|∇f˜ |+ |f˜ |
dD
)
.
Since, obviously
(7.13) |b˜j| = |f˜ϕj | ≤ C|f˜ | and |b˜j|
dD
=
|f˜ϕj |
dD
≤ C |f˜ |
dD
hold, we find by one more repetition of the arguments in (7.7) and (7.8) with some z ∈ c˜Qj ∩ F∫
Ω
(
|bj|+ |∇bj |+ |bj |
dD
)
≤ C
∫
Qj
(
|f˜ |+ |∇f˜ |+ |f˜ |
dD
)
≤ C|Qj ||c˜Qj |
∫
c˜Qj
(
|f˜ |+ |∇f˜ |+ |f˜ |
dD
)
≤ C|Qj |α.(7.14)
Step 4: Proof of (2): Estimate of |g| and |g|/dD. The asserted bound for |g| and |g|/dD is
rather easy to obtain on F ∩Ω, since on F all functions b˜j , j ∈ I, vanish, which means g˜ = f˜ on
F . This implies for almost all x ∈ F ∩ Ω by the definition of F
|g(x)|+ |g(x)|
dD(x)
= |f˜(x)|+ |f˜(x)|
dD(x)
≤
[
M
(
|∇f˜ |+ |f˜ |+ |f˜ |
dD
)]
(x) ≤ α.
So, for the estimate of these two terms we concentrate on the case x ∈ E. Setting Iu := {j ∈ I :
Qj usual} and Is := {j ∈ I : Qj special}, we obtain on E
g˜ = f˜ −
∑
j∈Iu
b˜j −
∑
j∈Is
b˜j = f˜ −
∑
j∈Iu
(f˜ − f˜Qj )ϕj −
∑
j∈Is
f˜ϕj = f˜ − f˜
∑
j∈I
ϕj +
∑
j∈Iu
f˜Qjϕj
= f˜1F +
∑
j∈Iu
f˜Qjϕj =
∑
j∈Iu
f˜Qjϕj .
Now, we fix some x ∈ E. Let I(x) := {j ∈ I : x ∈ supp(ϕj)}, Iu,x := Iu∩I(x) and Is,x := Is∩I(x).
Then the above estimate yields together with d)
|g˜(x)| ≤
∑
j∈Iu
|f˜Qj ||ϕj(x)| ≤ C
∑
j∈Iu,x
|f˜Qj | = C
∑
j∈Iu,x
1
|Qj |
∣∣∣∫
Qj
f˜(y) dy
∣∣∣
≤ C
∑
j∈Iu,x
1
|Qj |
∫
Qj
|f˜(y)| dy.(7.15)
Picking again some zj ∈ c˜Qj ∩ F , j ∈ I, this yields with the argument that we used already
several times and since Iu,x is finite
|g˜(x)| ≤ C
∑
j∈Iu,x
1
|c˜Qj|
∫
c˜Qj
|f˜(y)| dy ≤ C
∑
j∈Iu,x
[
M(|f˜ |)](zj) ≤ C ∑
j∈Iu,x
α ≤ Cα.
In order to estimate g˜/dD on E, we estimate as in (7.15) for x ∈ E
|g˜(x)|
dD(x)
=
∣∣∑
j∈Iu
f˜Qjϕj(x)
∣∣
dD(x)
≤ C
∑
j∈Iu,x
|f˜Qj |
dD(x)
≤ C
∑
j∈Iu,x
1
|Qj |
∫
Qj
|f˜(y)|
dD(x)
dy.
Every cube in this sum is a usual one, so d(Qj , D) ≥ ℓj. Furthermore, we have x ∈ Qj for all
j ∈ Iu,x by construction. This means that for every j ∈ Iu,x and all y ∈ Qj the distance between
x and y is less than Cℓj for some constant C depending only on the dimension. Thus
dD(y) = d(y, D) ≤ d(y, x) + d(x, D) ≤ Cℓj + dD(x) ≤ Cd(Qj , D) + dD(x) ≤ CdD(x).
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Consequently, we get for some zj ∈ c˜Qj ∩ F as before
|g(x)|
dD(x)
≤ C
∑
j∈Iu,x
1
|Qj |
∫
Qj
|f˜(y)|
dD(y)
dy ≤ C
∑
j∈Iu,x
1
|c˜Qj |
∫
c˜Qj
|f˜(y)|
dD(y)
dy
≤ C
∑
j∈Iu,x
[
M(|f˜ |/dD)
]
(zj) ≤ Cα.
Step 5: Proof of (2): Estimate of |∇g|. In order to estimate |∇g|, it is not sufficient to know
that
∑
j∈I b˜j converges pointwise as before. At least we have to know some convergence in the
sense of distributions to push the gradient through the sum. Let J ⊆ I be finite. Then we have,
due to (7.10) for usual cubes and (7.14) for special cubes∥∥∥∑
j∈J
|b˜j |
∥∥∥
L1(Rd)
=
∫
Rd
∑
j∈J
|b˜j | =
∑
j∈J
∫
Qj
|b˜j| ≤ Cα
∑
j∈J
|Qj |
with a constant C that is independent of the choice of J . Since
∑
j∈I |Qj | is convergent due to
(4), this implies that
∑
j∈I |b˜j| is a Cauchy sequence in L1(Rd).
In particular
∑
j∈I b˜j converges in the sense of distributions, so we get ∇
∑
j∈I b˜j =
∑
j∈I ∇b˜j
in the sense of distributions.
In a next step we show that the sum
∑
j∈I ∇b˜j converges absolutely in L1. Investing the
estimates in (7.6) and (7.12), respectively, we find∫
Qj
|∇b˜j | ≤ C
∫
Qj
(
|∇f˜ |+ |f˜ |
dD
)
.
Thus, we obtain by (5) and the fact that E has finite measure, cf. (7.4),∑
j∈I
‖∇b˜j‖L1(Rd) =
∑
j∈I
‖∇b˜j‖L1(Qj) ≤ C
∑
j∈I
∫
Qj
(
|∇f˜ |+ |f˜ |
dD
)
= C
∫
E
∑
j∈I
1Qj
(
|∇f˜ |+ |f˜ |
dD
)
≤ C
∥∥∥|∇f˜ |+ |f˜ |
dD
∥∥∥
L1(E)
≤ C
∥∥∥|∇f˜ |+ |f˜ |
dD
∥∥∥
Lp(E)
≤ ∥∥∇f˜∥∥
Lp(Rd)
+
∥∥∥ f˜
dD
∥∥∥
Lp(Rd)
.
Now, by Hardy’s inequality (7.3) this last expression is finite and this yields the desired absolute
convergence.
This allows us to calculate
∇g˜ = ∇f˜ −
∑
j∈I
∇b˜j = ∇f˜ −
∑
j∈Iu
(∇f˜ϕj + (f˜ − f˜Qj )∇ϕj)−∑
j∈Is
(∇f˜ϕj + f˜∇ϕj).
Note that the above considerations concerning the convergence of
∑
j∈I ∇b˜j also yield that the
sums over ∇f˜ϕj , (f˜ − f˜Qj )∇ϕj and f˜∇ϕj are absolutely convergent in L1, so
∇g˜ = ∇f˜ −
∑
j∈I
∇f˜ϕj −
∑
j∈Iu
(f˜ − f˜Qj )∇ϕj −
∑
j∈Is
f˜∇ϕj = ∇f˜1F −
∑
j∈Iu
(f˜ − f˜Qj )∇ϕj −
∑
j∈Is
f˜∇ϕj .
On F we know that every summand in the above two sums vanishes, so by the L1-convergence
shown above we see ∇g˜ = ∇f˜ on F . Thus on F we easily get the desired L∞-estimate for ∇g˜,
since for almost all x ∈ F
|∇g˜(x)| = |∇f˜(x)| ≤M(|∇f˜ |)(x) ≤M(|∇f˜ |+ |f˜ |+ |f˜ |/dD)(x) ≤ α.
So, we concentrate on x ∈ E. Since E is open all sums in
∇g˜(x) = −
∑
j∈Iu
(
f˜(x)− f˜Qj
)∇ϕj(x)−∑
j∈Is
f˜(x)∇ϕj(x)
16 PASCAL AUSCHER, NADINE BADR, ROBERT HALLER-DINTELMANN, AND JOACHIM REHBERG
are finite thanks to (5) and
∑
j∈I ϕj is constantly 1 in a neighbourhood of x. Thus, we may
calculate for x ∈ E
∇g˜(x) =
∑
j∈Iu
f˜Qj∇ϕj(x)− f˜(x)
∑
j∈I
∇ϕj(x) =
∑
j∈Iu
f˜Qj∇ϕj(x).
We set on E
hu :=
∑
j∈Iu
f˜Qj∇ϕj and hs :=
∑
j∈Is
f˜Qj∇ϕj
and we will show in the following the estimates |hs(x)| ≤ Cα and |hu(x) + hs(x)| ≤ Cα for all
x ∈ E. Then we have the same bound for hu and hence also for ∇g˜ on E.
In order to show the desired estimate for hs, we recall that by (7.11) we have dD(y) ≤ Cℓj for
all y in a special cube Qj . Using d) and this estimate we find for all x ∈ E
|hs(x)| ≤
∑
j∈Is
|f˜Qj ||∇ϕj(x)| ≤
∑
j∈Is,x
C
ℓj
|f˜Qj | ≤ C
∑
j∈Is,x
1
|Qj |
∫
Qj
|f˜(y)|
ℓj
dy
≤ C
∑
j∈Is,x
1
|Qj |
∫
Qj
|f˜(y)|
dD(y)
dy.
Now, we use again that the above sum is finite, uniformly in x, so it suffices to estimate each
addend by Cα. In order to do so, we once more bring into play the maximal operator in some
point zj ∈ c˜Qj ∩ F :
1
|Qj|
∫
Qj
|f˜(y)|
dD(y)
dy ≤ C 1|c˜Qj |
∫
c˜Qj
|f˜(y)|
dD(y)
dy ≤ CM(|∇f˜ |+ |f˜ |+ |f˜ |/dD)(zj) ≤ Cα.
We turn to the estimate of hu+hs. Let x ∈ E and choose some i0 ∈ I(x). Then for every j ∈ I(x)
we have x ∈ Qj ∩ Qi0 , so by property (v) of the Whitney cubes, the sidelengths ℓj and ℓi0 are
comparable with uniform constants. Thus we can choose some κ ≥ c˜, such that κQi0 ⊇ Qj for
all j ∈ I(x). Since ∑j∈I ∇ϕj(x) = 0, one finds
(hu + hs)(x) =
∑
j∈I
f˜Qj∇ϕj(x) =
∑
j∈I
(f˜Qj − f˜κQi0 )∇ϕj(x).
This implies thanks to d)∣∣(hu + hs)(x)∣∣ ≤∑
j∈I
|f˜Qj − f˜κQi0 ||∇ϕj(x)| ≤
∑
j∈I(x)
C
ℓj
|f˜Qj − f˜κQi0 |.
For every j ∈ I(x) we have
|f˜Qj − f˜κQi0 | =
∣∣∣ 1|Qj |
∫
Qj
f˜(y) dy − f˜κQi0
∣∣∣ = ∣∣∣ 1|Qj|
∫
Qj
(
f˜(y)− f˜κQi0
)
dy
∣∣∣
≤ 1|Qj|
∫
Qj
∣∣f˜(y)− f˜κQi0 ∣∣ dy ≤ C 1|κQi0 |
∫
κQi0
∣∣f˜(y)− f˜κQi0 ∣∣ dy,
since Qj and κQi0 are of comparable size and Qj ⊆ κQi0 . Applying the Poincare´ inequality on
κQi0 , we further estimate by
≤ Cκℓi0
1
|κQi0 |
∫
κQi0
∣∣∇f˜(y)∣∣ dy ≤ Cℓj 1|κQi0 |
∫
κQi0
∣∣∇f˜(y)∣∣ dy.
Since κ ≥ c˜, there is again some point z ∈ κQi0 ∩ F and we may continue as above
≤ CℓjM
(|∇f˜ |+ |f˜ |+ |f˜ |/dD)(z) ≤ Cℓjα.
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Putting everything together and investing that I(x) is uniformly finite for every x ∈ E, we have
achieved
|∇g˜(x)| ≤ ∣∣hs(x)∣∣+ ∣∣(hu + hs)(x)∣∣ ≤ Cα
and have thus proved (2).
Step 6: Proof of (6). We first estimate
‖g‖W 1,pD ≤ ‖g˜‖W 1,pD (Rd) =
∥∥∥f˜ −∑
j∈I
b˜j
∥∥∥
W 1,pD (R
d)
≤ ‖f˜‖W 1,pD (Rd) +
∥∥∥∑
j∈I
b˜j
∥∥∥
W 1,pD (R
d)
.
By the continuity of the extension operator we have ‖f˜‖W 1,pD (Rd) ≤ C‖f‖W 1,pD , so we only have to
estimate the sum of the b˜j, j ∈ I.
Here we again rely on (5) and the equivalence of norms in RN to obtain
(7.16)
∥∥∥∑
j∈I
b˜j
∥∥∥p
Lp(Rd)
=
∫
Rd
∣∣∣∑
j∈I
b˜j
∣∣∣p ≤ ∫
Rd
(∑
j∈I
|b˜j |
)p
≤ C
∫
Rd
∑
j∈I
|b˜j |p = C
∑
j∈I
∫
Qj
|b˜j |p.
Investing the estimates in (7.9) for q = p and in (7.13) for usual and special cubes, respectively,
we find
(7.17)
∫
Qj
|b˜j|p ≤ C
∫
Qj
(|f˜ |p + |∇f˜ |p).
Combining the two last estimates we thus have with the help of (5)∥∥∥∑
j∈I
b˜j
∥∥∥p
Lp(Rd)
≤ C
∑
j∈I
∫
Qj
(|f˜ |p + |∇f˜ |p) ≤ C ∫
Rd
∑
j∈I
1Qj
(|f˜ |p + |∇f˜ |p) ≤ C‖f˜‖W 1,pD (Rd).
For the estimate of the gradient, we argue as in (7.16) and (7.17), in order to find thanks to the
estimates in (7.6) for q = p and (7.12)∥∥∥∑
j∈I
∇b˜j
∥∥∥p
Lp(Rd)
≤ C
∑
j∈I
∫
Qj
|∇b˜j |p ≤ C
∑
j∈I
∫
Qj
(
|∇f˜ |p + |f˜ |
p
dpD
)
.
Investing again (5) and the Hardy inequality in (7.3), we end up with∥∥∥∑
j∈I
∇b˜j
∥∥∥p
Lp(Rd)
≤ C
∫
Rd
(
|∇f˜ |p + |f˜ |
p
dpD
)
≤ C
∫
Rd
|∇f˜ |p ≤ ‖f˜‖W 1,pD (Rd)
and this finishes the proof, thanks to ‖f˜‖W 1,pD (Rd) ≤ C‖f‖W 1,pD .
Having the Caldero´n-Zygmund decomposition at hand, we can now show that it really respects
the boundary condition on D.
Corollary 7.3. Let p ∈ ]1,∞[ and f ∈ W 1,pD be given. The functions g and b =
∑
j∈I bj from
Lemma 7.1 have the following properties:
(i) b ∈ W 1,1D with ‖b‖W 1,1 ≤ Cα1−p‖f‖pW 1,pD ,
(ii) g ∈ W 1,∞D with ‖g‖W 1,∞D ≤ Cα,
(iii) If f ∈W 1,2D , then also g, b ∈W 1,2D .
Proof. (i) Thanks to (3) in Lemma 7.1 we have bj ∈ W 1,1D (Ω) for all j ∈ I. Moreover, by
the estimates in (3) and (4) of the same lemma,
(7.18)
∑
j∈I
‖bj‖W 1,1 ≤ Cα
∑
j∈I
|Qj| ≤ Cα1−p‖f‖pW 1,pD <∞.
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Thus, the sum in b is absolutely convergent in W 1,1, which means that b satisfies the
asserted norm estimate and lies in the closed subspace W 1,1D . Thus, we have achieved
(i).
(ii) We first show that g˜ has a Lipschitz continuous representative and that the Lipschitz
constant is controlled by Cα. From the proof of Lemma 7.1 we have g˜ ∈ W 1,p(Rd) for
all 1 ≤ p <∞. So, from [33, Section 2] we can infer that for almost all x, y ∈ Rd∣∣g˜(x)− g˜(y)∣∣ ≤ C|x− y|((M(|∇g˜|p)) 1p (x) + (M(|∇g˜|p)) 1p (y)) .
The Hardy-Littlewood maximal operator is bounded on L∞(Rd), so this implies
sup
x,y∈Rd,x 6=y
|g˜(x)− g˜(y)|
|x− y| ≤ C‖∇g˜‖L∞(Rd) ≤ Cα
and we find g˜ ∈W 1,∞(Rd) = (L∞ ∩ Lip)(Rd).
It remains to prove the right boundary behaviour of g˜, i.e. g˜|D = 0. Then by the
Definition of W 1,∞D , cf. (3.2), we find g = g˜|Ω ∈W 1,∞D . Since f˜ , b˜ ∈W 1,1D (Rn), these two
functions have zero trace on D Hd−1-almost everywhere, so the same is true for g˜ and
we only have to get rid of the “almost everywhere”. Let x ∈ D be given. Then for every
ε > 0, by the Ahlfors-David condition (2.1), we have σ(B(x, ε) ∩D) > 0, so there must
be points in this set, where g˜ vanishes. But this means that x is an accumulation point
of the set {y ∈ D : g˜(y) = 0}. By the continuity of g˜ this implies g˜(x) = 0.
(iii) By (ii) and Lemma 3.1 we have g ∈W 1,∞D →֒ W 1,2D , so with f also b is in this space. 
8. Real interpolation of the spaces W 1,pD (Ω)
In this section we establish interpolation within the set of spaces {W 1,pD (Ω)}p∈[1,∞]. There already
exist interpolation results for spaces of this scale which incorporate mixed boundary conditions
(compare [50], [30]) but – to our knowledge – not of the required generality concerning the Dirich-
let part. The key ingredient for this generalization will be the Caldero´n-Zygmund decomposition
proved in Section 7.
8.1. The interpolation result. The main result of this section is the following.
Theorem 8.1. Let Ω and D satisfy Assumption 2.1. Then for all choices of 1 ≤ p0 < p < p1 ≤ ∞
we have for α = (p−p0)p1(p1−p0)p
W 1,pD (Ω) =
(
W 1,p0D (Ω),W
1,p1
D (Ω)
)
α,p
with equivalent norms.
We recall the following complex reiteration theorem:
Theorem 8.2. [14, 17] For any compatible couple of Banach spaces (A0, A1) we have[
(A0, A1)λ0,p0 , (A0, A1)λ1,p1
]
α
= (A0, A1)β,p
for all λ0, λ1 and α in (0, 1) and all p0, p1 in [1,∞], except for the case p0 = p1 = ∞. Here β
and p are given by β = (1 − α)λ0 + αλ1 and 1p = 1−αp0 + αp1 .
¿From this theorem and our real interpolation Theorem 8.1, a complex interpolation result for
Sobolev spaces W 1,pD (Ω) follows.
Corollary 8.3. Let Ω and D satisfy Assumption 2.1. For 1 < p0 < p < p1 < ∞ and α =
1
p0
− 1p
1
p0
− 1p1
= p1(p−p0)p(p1−p0) , we have [
W 1,p0D (Ω),W
1,p1
D (Ω)
]
α
= W 1,pD (Ω).
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8.2. The K-Method of real interpolation. The reader can refer to [13], [14] for details on
the development of this theory. Here we only recall the essentials to be used in the sequel.
Let A0, A1 be two normed vector spaces embedded in a topological Hausdorff vector space V .
For each a ∈ A0 +A1 and t > 0, we define the K-functional of interpolation by
K(a, t, A0, A1) = inf
a=a0+a1
(‖a0‖A0 + t‖a1‖A1).
For 0 < θ < 1, 1 ≤ q ≤ ∞, the real interpolation space (A0, A1)θ,q between A0 and A1 is given
by
(A0, A1)θ,q =
{
a ∈ A0 +A1 : ‖a‖θ,q :=
(∫ ∞
0
(
t−θK(a, t, A0, A1)
)q dt
t
)1/q
<∞
}
.
It is an exact interpolation space of exponent θ between A0 and A1, see [14, Chapter II].
Definition 8.4. Let f : X → R be a measurable function on a measure space (X,µ). The
decreasing rearrangement of f is the function f∗ : ]0,∞[→ R defined by
f∗(t) = inf
{
λ : µ({x : |f(x)| > λ} ≤ t}.
The maximal decreasing rearrangement of f is the function f∗∗ defined for every t > 0 by
f∗∗(t) =
1
t
∫ t
0
f∗(s) ds.
Remark 8.5. It is well known that when X satisfies the doubling property, then (Mf)∗ ≤ Cf∗∗,
whereM is again the Hardy-Littlewood maximal operator from (7.1). This is an easy consequence
of the fact that M is of weak type (1, 1) and of strong type (∞,∞), see [13, Theorem 3.8, p. 122],
and µ({x : |f(x)| > f∗(t)}) ≤ t for all t > 0.
We refer to [13], [14] for other properties of f∗ and f∗∗.
We conclude by quoting the following classical result ([14, p. 109]):
Proposition 8.6. Let (X,µ) be a measure space with a σ-finite positive measure µ. Let f ∈
L1(X) + L∞(X). We then have
(i) K(f, t, L1, L∞) = tf∗∗(t) and
(ii) for 1 ≤ p0 < p < p1 ≤ ∞ it holds (Lp0 , Lp1)θ,p = Lp with equivalent norms, where
1/p = (1− θ)/p0 + θ/p1 with 0 < θ < 1.
8.3. Proof of the interpolation result. The proof of Theorem 8.1 is based on the following
estimates for the K-functional.
Lemma 8.7. Let 1 < p <∞. We have for all t > 0
K(f, t,W 1,1D ,W
1,∞
D ) ≥ C1t
(|f |∗∗(t) + |∇f |∗∗(t)) for all f ∈W 1,1D +W 1,∞D
and
K(f, t,W 1,1D ,W
1,∞
D ) ≤ C2t
(
|∇f˜ |∗∗(t) + |f˜ |∗∗(t) +
( |f˜ |
dD
)∗∗
(t)
)
for all f ∈ W 1,pD .
The constants C1, C2 are independent of f and t, and f˜ = Ef is the Sobolev extension of f from
Lemma 3.2.
Proof. For the lower bounds, let f ∈ W 1,1D +W 1,∞D be given. Then due to Proposition 8.6 (i)
K(f, t,W 1,1D ,W
1,∞
D ) ≥
(
inf
f=f0+f1
(‖f0‖L1 + t‖f1‖L∞) + inf
f=f0+f1
(‖∇f0‖L1 + t‖∇f1‖L∞)
)
≥ C(K(|f |, t, L1, L∞) +K(|∇f |, t, L1, L∞)) = Ct(|f |∗∗(t) + |∇f |∗∗(t)).
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Now, for the upper bound, we consider f ∈ W 1,pD . For every t > 0 we set
α(t) :=
(
M
(
|∇f˜ |+ |f˜ |+
∣∣∣ f˜
dD
∣∣∣))∗(t)
and we recall from the proof of Lemma 7.1 the notation
E = Et =
{
x ∈ Rd : M
(
|∇f˜ |+ |f˜ |+
∣∣∣ f˜
dD
∣∣∣)(x) > α(t)}.
Remark that with this choice of α(t), we have |Et| ≤ t for all t > 0. Furthermore, due to
Remark 8.5 applied with X = Rd
(8.1) α(t) ≤ C
(
|∇f˜ |∗∗ + |f˜ |∗∗ +
∣∣∣ f˜
dD
∣∣∣∗∗)(t).
Now, we take the Caldero´n-Zygmund decomposition from Lemma 7.1 for f with this choice of
α(t). This results in a decomposition of f ∈ W 1,pD as f = g + b with b ∈ W 1,1D and g ∈ W 1,∞D .
Invoking Corollary 7.3 (ii), we have ‖g‖W 1,∞D ≤ Cα(t) and from (7.18) we deduce
‖b‖W 1,1D ≤ Cα(t)
∑
j∈I
|Qj| ≤ Cα(t)|Et| ≤ Ctα(t).
Combining these estimates with (8.1), we find
K(f, t,W 1,1D ,W
1,∞
D ) ≤ ‖b‖W 1,1D + t‖g‖W 1,∞D ≤ Ctα(t) ≤ Ct
(
|∇f˜ |∗∗(t) + |f˜ |∗∗(t) +
( |f˜ |
dD
)∗∗
(t)
)
.
for all f ∈W 1,pD and for all t > 0 and this was the claim. 
Proof of Theorem 8.1. By the reiteration Theorem (cf. [57, Thm.1.10.2]) it suffices to establish
the special case of p0 = 1 and p1 = ∞, i.e. W 1,pD = (W 1,1D ,W 1,∞D )1−1/p,p with equivalent norms
for 1 < p <∞. First, since Ω is bounded we have W 1,pD →֒W 1,1D →֒ W 1,1D +W 1,∞D . Moreover, for
f ∈W 1,pD we have due to Lemma 8.7
‖f‖1−1/p,p =
(∫ ∞
0
[
t1/p−1K(f, t,W 1,1D ,W
1,∞
D )
]p dt
t
)1/p
≤ C
(∫ ∞
0
[
t1/p
(
|∇f˜ |∗∗(t) + |f˜ |∗∗(t) +
( |f˜ |
dD
)∗∗
(t)
)]p dt
t
)1/p
= C
∥∥∥|∇f˜ |∗∗ + |f˜ |∗∗ + ( |f˜ |
dD
)∗∗∥∥∥
Lp(R+)
.
Since ‖g∗∗‖Lp(R+) ∼ ‖g∗‖Lp(R+) = ‖g‖Lp, this allows us to continue
≤ C
(
‖∇f˜‖Lp(Rd) + ‖f˜‖Lp(Rd) +
∥∥∥ f˜
dD
∥∥∥
Lp(Rd)
)
≤ C‖f˜‖W 1,pD (Rd) ≤ C‖f‖W 1,pD
thanks to the Hardy inequality in (7.3) and the continuity of the extension operator that assigns
f˜ to f .
Conversely, let f ∈ (W 1,1D ,W 1,∞D )1−1/p,p. Then, invoking the lower estimate in Lemma 8.7 we
find as above, investing that g 7→ g∗∗ is sublinear,
‖f‖1−1/p,p ≥ C
(∫ ∞
0
[
t1/p
(|f |∗∗(t) + |∇f |∗∗(t))]p dt
t
)1/p
= C
∥∥|f |∗∗ + |∇f |∗∗∥∥
Lp(R+)
≥ C∥∥(|f |+ |∇f |)∗∗∥∥
Lp(R+)
≥ C‖|f |+ |∇f |‖Lp ≥ C‖f‖W 1,p .
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It remains to check the right boundary behaviour of f , i.e. f ∈ W 1,pD . In order to do so, we use the
fact thatW 1,1D ∩W 1,∞D is dense in (W 1,1D ,W 1,∞D )1−1/p,p, see [14, Theorem 3.4.2]. If f = limn→∞ fn
for some sequence (fn) in W
1,1
D ∩W 1,∞D , then the limit is also in W 1,p(Ω) by the above inequality.
As W 1,∞D ⊆ W 1,pD by Lemma 3.1, we have fn ∈ W 1,pD for every n ∈ N. As this space is closed in
W 1,p, this yields f ∈W 1,pD and we find
‖f‖W 1,pD = ‖f‖W 1,p ≤ C‖f‖1−1/p,p. 
9. Off-diagonal estimates
As a next preparatory step towards the proof of Theorem 5.1, we show that the Gaussian estimates
imply Lp-L2 off-diagonal estimates for the operators T (t) := e−tA0 and tA0T (t).
Lemma 9.1. Let p ∈ [1, 2] and let E,F ⊆ Ω be relatively closed. Then there exist constants
C ≥ 0 and c > 0, such that for every h ∈ L2 ∩ Lp with supp(h) ⊆ E we have for all t > 0
(i) ‖T (t)h‖L2(F ) ≤ Ct(d/2−d/p)/2 e−c
d(E,F )2
t ‖h‖Lp for p ≥ 1 and
(ii) ‖tA0T (t)h‖L2(F ) ≤ Ct(d/2−d/p)/2 e−c
d(E,F )2
t ‖h‖Lp for p > 1.
Proof. (i) We denote the kernel of T (t) by kt. Since A0 = −∇ · µ∇+ 1, using the notation
of Proposition 4.5, we have kt = e
−tKt. Thus for kt we have the Gaussian estimates
0 ≤ kt(x, y) ≤ C
td/2
e−c
|x−y|2
t , t > 0, a.a. x, y ∈ Ω,
without the term eεt. Using these, a straightforward calculation shows
‖T (t)h‖2L2(F ) ≤
C
td
e−c
d(E,F )2
t
∥∥e−c |·|22t ∗|h˜|∥∥2
L2(Rd)
,
where we denoted by h˜ the extension by 0 of h to the whole of Rd. Now, applying
Young’s inequality to bound the convolution one obtains the assertion.
(ii) In a first step, we observe that it is enough to show the assertion in the case p = 2. In
fact, we have by the first part of the proof (set E = F = Ω and p = 1)
‖tA0T (t)h‖L2(F ) ≤ ‖T (t/2)tA0T (t/2)h‖L2 ≤ Ct−d/4‖tA0T (t/2)h‖L1
≤ Ct−d/4‖h‖L1,
since T (t) extrapolates to an analytic semigroup on L1 by the Gaussian estimates, cf.
[39] or [3]. Admitting the assertion in the case p = 2:
‖tA0T (t)h‖L2(F ) ≤ C e−c
d(E,F )2
t ‖h‖L2,
the result then follows by interpolation using the Riesz-Thorin Theorem.
In order to prove the off-diagonal bounds in the case p = 2, we apply Davies’ trick,
following the proof of [5, Proposition 2.1]. Since this procedure is rather standard, we
just give the major steps.
For some Lipschitz continuous function ϕ : Ω → R with ‖∇ϕ‖L∞ ≤ 1 and ̺ > 0 we
define the twisted form
a̺(u, v) =
∫
Ω
(
µ∇(e−̺ϕ u) · ∇(e̺ϕ v) + uv) dx, u, v ∈ D(a̺) := W 1,2D .
Setting κ := 2̺2‖µ‖L∞ and estimating the real and imaginary part of the quadratic form
a̺ + κ− 1 one finds that the numerical range of a̺ + κ lies in the (shifted) sector S + 1,
where S := {λ ∈ C : | Imλ| ≤ √‖µ‖L∞µ• Reλ} and µ• is the ellipticity constant from
Assumption 4.1.
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In the following, we denote by A̺ the operator associated to the form a̺ in L
2. Since
A̺ + κ − 1 is maximal accretive, cf. [44, Ch. VI.2], its negative generates an analytic
C0-semigroup e
−tA̺ on L2 and A̺ even admits a bounded H
∞-calculus there, cf. [19,
Ch. 2.4] or [31]. Applying the functional calculus of A̺, for every t ≥ 0 we find∥∥tA̺ e−tA̺∥∥ ≤ ∥∥t(A̺ + κ) e−t(A̺+κ)∥∥ etκ+∥∥e−t(A̺+κ)∥∥tκ etκ
≤ C etκ+C e2tκ ≤ C e4̺2t‖µ‖L∞ .(9.1)
Recalling that the form domain W 1,2D is invariant under multiplications with e
̺ϕ by
Proposition 4.4 (iii), it is easy to verify that for every f ∈ L2 with e−̺ϕ f ∈ D(A0), we
have A̺f = − e̺ϕA0 e−̺ϕ f . From this we then deduce
R(λ,A̺) = e
̺ϕR(λ,A0) e
−̺ϕ, for all λ > ̺2‖µ‖L∞,
which finally yields for every f ∈ L2
e−tA̺ f = lim
n→∞
[n
t
R(n/t, A̺)
]n
f = e̺ϕ lim
n→∞
[n
t
R(n/t, A0)
]n
e−̺ϕ f = e̺ϕ T (t) e−̺ϕ f.
Now we specify ϕ(x) = d(x, E) for x ∈ Ω. Then for every h ∈ L2 with support in E and
all ̺, t > 0 we get
tA0T (t)h = −t d
dt
T (t)h = t e−̺ϕA̺ e
−tA̺ e̺ϕ h = t e−̺ϕA̺ e
−tA̺ h,
as ϕ = 0 on the support of h. This yields for all ̺, t > 0
‖tA0T (t)h‖L2(F ) = ‖t e−̺d(·,E)A̺ e−tA̺ h‖L2(F ) ≤ e−̺d(E,F ) ‖tA̺ e−tA̺ h‖L2
≤ C e4̺2‖µ‖L∞ t−̺d(E,F ) ‖h‖L2,
thanks to (9.1). Minimizing over ̺ > 0 finally yields the assertion with c = (8‖µ‖L∞)−1.

10. Proof of the main result
We now turn to the proof of Theorem 5.1. Building on the hypotheses that the assertion is true
for p = 2, cf. Assumption 4.2, we will show the corresponding inequality in a weak (p, p) setting
for all 1 < p < 2. Then our result follows by interpolation. More precisely we want to show the
following.
Proposition 10.1. Let Ω and D satisfy Assumption 2.1, and let µ be such that Assumptions 4.1
and 4.2 are true. Then there is a constant C ≥ 0, such that for all p ∈ ]1, 2[, for every f ∈ C∞D
and all α > 0 we have
(10.1)
∣∣{x ∈ Ω : |A1/20 f(x)| > α}∣∣ ≤ Cαp ‖f‖pW 1,pD .
Proof. We follow the proof of [5, Lemma 4.13]. Let α > 0, p ∈ ]1, 2[ and f ∈ C∞D be given. We
apply the Caldero´n-Zygmund decomposition from Lemma 7.1 to write f = g +
∑
j∈I bj. In all
what follows the references (1) – (6) will stand for the corresponding features in Lemma 7.1.
Since C∞D →֒W 1,2D = domL2(A1/20 ), by Corollary 7.3 (iii) also the functions g and b =
∑
j∈I bj
are in the L2-domain of A
1/2
0 and A
1/2
0 b =
∑
j∈I A
1/2
0 bj . Thus, we can estimate
(10.2)∣∣{x ∈ Ω : |A1/20 f(x)| > α}∣∣ ≤ ∣∣∣{x ∈ Ω : ∣∣A1/20 g(x)∣∣ > α2}∣∣∣+ ∣∣∣{x ∈ Ω : ∣∣∣(A1/20 b)(x)∣∣∣> α2}∣∣∣,
and our aim is to bound both terms on the right hand side by C‖f‖p
W 1,pD
/αp.
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The one containing g is as always the easy part. We first note that thanks to (6) and Corol-
lary 7.3 we know
‖g‖W 1,pD ≤ C‖f‖W 1,pD and ‖g‖W 1,∞D ≤ Cα.
By interpolation this yields
‖g‖2
W 1,2D
≤ C‖g‖p
W 1,pD
‖g‖2−p
W 1,∞D
≤ Cα2−p‖f‖p
W 1,pD
.
This implies, using the Tchebychev inequality and Assumption 4.2∣∣∣{x ∈ Ω : ∣∣A1/20 g(x)∣∣ > α2}∣∣∣ ≤ Cα2 ‖A1/20 g‖2L2 ≤ Cα2 ‖g‖2W 1,2D ≤ Cαp ‖f‖pW 1,pD .
Let’s turn to the estimate of the second part in (10.2). We first recall the integral representation
of the square root
A
1/2
0 u =
2√
π
∫ ∞
0
A0 e
−t2A0 u dt for all u ∈ domL2(A1/20 ),
which can be deduced straightforwardly from the well known formula (see [52, Ch. 2.6])
A
−1/2
0 =
1√
π
∫ ∞
0
e−tA0√
t
dt.
This yields thanks to A
1/2
0 b =
∑
j∈I A
1/2
0 bj∣∣∣{x ∈ Ω : ∣∣∣(A1/20 b)(x)∣∣∣ > α2}∣∣∣ = ∣∣∣{x ∈ Ω : ∣∣∣ 2√π
∫ ∞
0
∑
j∈I
(
A0 e
−t2A0 bj
)
(x) dt
∣∣∣ > α
2
}∣∣∣
= lim sup
m→∞
∣∣∣{x ∈ Ω : ∣∣∣ 2√
π
∫ ∞
2−m
∑
j∈I
(
A0 e
−t2A0 bj
)
(x) dt
∣∣∣ > α
2
}∣∣∣.
In the following we denote again by ℓj the sidelength of the cube Qj, j ∈ I, and we set rj := 2k
for that value of k ∈ Z, such that 2k ≤ ℓj < 2k+1. With this notation we split the integral for
every m ∈ N: ∣∣∣{x ∈ Ω : ∣∣∣ 2√
π
∫ ∞
2−m
∑
j∈I
(
A0 e
−t2A0 bj
)
(x) dt
∣∣∣ > α
2
}∣∣∣
≤
∣∣∣{x ∈ Ω : ∣∣∣∑
j∈I
∫ rj∨2−m
2−m
A0 e
−t2A0 bj(x) dt
∣∣∣ > √πα
8
}∣∣∣
+
∣∣∣{x ∈ Ω : ∣∣∣∑
j∈I
∫ ∞
rj∨2−m
A0 e
−t2A0 bj(x) dt
∣∣∣ > √πα
8
}∣∣∣.(10.3)
For the estimate of the first integral we may restrict ourselves to the case rj > 2
−m, since
otherwise there is no contribution from this term. We do the usual trick to split off the union of
the sets 4Qι, ι ∈ I, that does not produce any sort of problem due to∣∣∣⋃
ι∈I
4Qι
∣∣∣ ≤∑
ι∈I
|4Qι| ≤ C
∑
ι∈I
|Qι|
(4)
≤ C
αp
‖f‖p
W 1,pD
.
So, we only have to estimate∣∣∣{x ∈ Ω \⋃
ι∈I
4Qι :
∣∣∣∑
j∈I
∫ rj
2−m
A0 e
−t2A0 bj(x) dt
∣∣∣ > √πα
8
}∣∣∣
=
∣∣∣{x ∈ Ω : ∣∣∣1(∪ι∈I4Qι)c∑
j∈I
∫ rj
2−m
A0 e
−t2A0 bj(x) dt
∣∣∣ > √πα
8
}∣∣∣.
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By the Tchebychev inequality we get
≤ C
α2
∥∥∥1(∪ι∈I4Qι)c∑
j∈I
∫ rj
2−m
A0 e
−t2A0 bj dt
∥∥∥2
L2
.(10.4)
In order to estimate this norm we take u ∈ L2(Ω) with ‖u‖L2 = 1. Then∣∣∣∫
Ω
u1(∪ι∈I4Qι)c
∑
j∈I
∫ rj
2−m
A0 e
−t2A0 bj dt
∣∣∣ ≤∑
j∈I
∫
Ω
|u|1(∪ι∈I4Qι)c
∣∣∣∫ rj
2−m
A0 e
−t2A0 bj dt
∣∣∣.
We now split the integration over Ω into frame-like pieces and apply the Cauchy-Schwarz inequal-
ity. Note that the characteristic function results in the sum over l starting only at l = 2.
≤
∑
j∈I
∞∑
l=2
∫
(2l+1Qj\2lQj)∩Ω
|u|
∣∣∣∫ rj
2−m
A0 e
−t2A0 bj dt
∣∣∣
(10.5)
≤
∑
j∈I
∞∑
l=2
∥∥u∥∥
L2((2l+1Qj\2lQ)∩Ω)
∥∥∥∫ rj
2−m
A0 e
−t2A0 bj dt
∥∥∥
L2((2l+1Qj\2lQ)∩Ω)
.
In order to estimate the first factor of the last expression, we identify u with its trivial extension
by zero to Rd. Then we let appear the maximal operator to obtain for every y ∈ Qj∥∥u∥∥2
L2((2l+1Qj\2lQ)∩Ω)
≤
∫
2l+1Qj
|u|2 ≤ C2d(l+1)|Qj | 1|2l+1Qj|
∫
2l+1Qj
|u|2 ≤ C2dlℓdj
[
M(|u|2)](y).
Applying the off-diagonal estimates for t2A0 e
−t2A0 from Lemma 9.1 with the set Qj ∩ Ω as E,
(2l+1Qj \ 2lQj) ∩ Ω as F , d/(d− 1) as p and bj as h, we get∥∥A0 e−t2A0 bj∥∥L2((2l+1Qj\2lQj)∩Ω) ≤ Ct2 td/2−(d−1) e−c d(E,F )2t2 ‖bj‖Ld/(d−1)
≤ C
t1+d/2
e−c
4lr2j
t2 ‖bj‖Ld/(d−1),
since d(E,F ) ≥ d(Qj , 2l+1Qj \ 2lQj) ≥ c(2lℓj − ℓj) ≥ c(2l − 1)rj ≥ c2lrj thanks to l ≥ 2.
According to (3) the functions bj are from W
1,1
D . Exploiting the Sobolev embedding W
1,1
D →֒
Ld/(d−1) (cf. Remark 3.3 (ii))
(10.6) ‖bj‖Ld/(d−1) ≤ C‖bj‖W 1,1 ≤ Cα|Qj | ≤ Cαℓdj .
Putting all this together we find for our second factor∥∥∥∫ rj
2−m
A0 e
−t2A0 bj dt
∥∥∥
L2((2l+1Qj\2lQj)∩Ω)
≤
∫ rj
2−m
‖A0 e−t2A0 bj‖L2((2l+1Qj\2lQj)∩Ω) dt
≤ Cαℓdj
∫ rj
2−m
1
t1+d/2
e−c
4lr2j
t2 dt
= Cαℓdj
∫ c4lr2j 4m
c4l
( √s
2lrj
)1+d/2
e−s 2lrjs
−3/2 ds
≤ Cαℓdj r−d/2j 2−ld/2
∫ ∞
c4l
s−1+d/4 e−s ds,
which is now independent of m ∈ N. Since the integrand is positive and rj ≥ 2ℓj we may continue
≤ Cαℓd/2j 2−ld/2 e−c4
l
∫ ∞
c4l
s−1+d/4 e−s+c4
l
ds
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= Cαℓ
d/2
j 2
−ld/2 e−c4
l
∫ ∞
0
(σ + c4l)−1+d/4 e−σ dσ
= Cαℓ
d/2
j 4
−l e−c4
l
∫ ∞
0
(σ4−l + c)−1+d/4 e−σ dσ.
This last integral is bounded uniformly in l ≥ 2. In fact, if d > 4, then we estimate 4−l ≤ 4−2
and if d ≤ 4, we may just estimate by dropping out the whole σ4−l. So, estimating once more
4−l ≤ 4−2, we end up with∥∥∥∫ rj
2−m
A0 e
−t2A0 bj dt
∥∥∥
L2((2l+1Qj\2lQj)∩Ω)
≤ Cαℓd/2j e−c4
l
.
Coming back to (10.5) we thus have∫
(2l+1Qj\2lQj)∩Ω
|u|
∣∣∣∫ rj
2−m
A0 e
−t2A0 bj dt
∣∣∣ ≤ C2ld/2ℓd/2j ([M(|u|2)](y))1/2αℓd/2j e−c4l
for every y ∈ Qj. Averaging over y the inequality remains valid and we get∑
j∈I
∞∑
l=2
∫
(2l+1Qj\2lQj)∩Ω
|u|
∣∣∣∫ rj
2−m
A0 e
−t2A0 bj dt
∣∣∣
≤ C
∑
j∈I
∞∑
l=2
1
|Qj|
∫
Qj
α2ld/2ℓdj e
−c4l
([
M(|u|2)](y))1/2 dy
≤ Cα
∑
j∈I
∞∑
l=2
2ld/2 e−c4
l
∫
Qj
([
M(|u|2)](y))1/2 dy.
The sum over l now turns out to be convergent, so we continue
≤ Cα
∫
Rd
∑
j∈I
1Qj (y)
([
M(|u|2)](y))1/2 dy ≤ Cα ∫
⋃
j∈I Qj
([
M(|u|2)](y))1/2 dy,
where we used (5) in the last step. By the Kolmogorov inequality (cf. [56, IV.7.19]) we have∫
⋃
j∈I Qj
([
M(|u|2)](y))1/2 dy ≤ C∣∣∣⋃
j∈I
Qj
∣∣∣1/2‖|u|2‖1/2L1(Rd)) ≤ C(∑
j∈I
|Qj |
)1/2
‖u‖L2.
Coming back to (10.4), we thus finally achieve (observe that ‖u‖L2 = 1)∣∣∣{x ∈ Ω \⋃
ι∈I
4Qι :
∣∣∣∑
j∈I
∫ rj
2−m
A0 e
−t2A0 bj(x) dt
∣∣∣ > √πα
8
}∣∣∣
≤ C
α2
∥∥∥1(⋃ι∈I 4Qι)c∑
j∈I
∫ rj
2−m
A0 e
−t2A0 bj dt
∥∥∥2
L2
≤ C
∑
j∈I
|Qj | ≤ C
αp
‖f‖p
W 1,pD
by (4).
We turn to the estimate of the second addend on the right hand side of (10.3). For this task,
we will again need the notion of a bounded H∞-calculus. The definition and further information
can be found in [19] or [31].
We define the function
ψ(z) :=
∫ ∞
1
z e−t
2z dt, Re(z) > 0.
We show that
ψ ∈ H∞0 (Σµ) :=
{
f : Σµ → C analytic and ∃ε > 0 s.t. |f(z)| ≤ C |z|
ε
(1 + |z|)2ε for all z ∈ Σµ
}
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for every µ ∈ ]0, π/2[, where Σµ := {z ∈ C : | arg(z)| < µ}. In fact we have substituting
τ = t2Re(z)− Re(z)∣∣∣ (1 + |z|)2ε|z|ε ψ(z)∣∣∣ ≤
∫ ∞
1
|z|1−ε(1 + |z|)2ε e−t2 Re(z) dt
=
∫ ∞
0
|z|1−ε(1 + |z|)2ε e−τ e−Re(z) 1
2
√
Re(z)(τ +Re(z))
dτ
≤ C|z|1/2−ε(1 + |z|)2ε e−c|z|
∫ ∞
0
e−τ√
τ
dτ,
since Re(z) ∼ |z|, thanks to | arg(z)| < µ < π/2. Thus, we may choose ε ∈ ]0, 1/2[.
Furthermore, we have for every z ∈ C with Re(z) > 0 and every r > 0
1
r
ψ(r2z) =
∫ ∞
r
z e−t
2z dt,
so since A0 has a bounded H
∞-calculus on Lq, see Proposition 4.6 (ii), we have the equality of
operators ∫ ∞
r
A0 e
−t2A0 dt =
1
r
ψ(r2A0)
in Lq for every 1 < q < 2. Thus, denoting Ik := {j ∈ I : rj ∨ 2−m = 2k} for every k ∈ Z, we get∑
j∈I
∫ ∞
rj∨2−m
A0 e
−t2A0 bj dt =
∑
k∈Z
∑
j∈Ik
1
rj ∨ 2−mψ
(
(rj ∨2−m)2A0
)
bj =
∑
k∈Z
ψ(4kA0)
∑
j∈Ik
bj
rj ∨ 2−m .
After these preparations we actually start the estimate. Let q := d/(d − 1) be the Sobolev
conjugated index to 1. Using the Tchebychev inequality for this q, we get∣∣∣{x ∈ Ω : ∣∣∣∑
j∈I
∫ ∞
rj∨2−m
A0 e
−t2A0 bj(x) dt
∣∣∣ > √πα
8
}∣∣∣
≤ C
αq
∥∥∥∑
j∈I
∫ ∞
rj∨2−m
A0 e
−t2A0 bj dt
∥∥∥q
Lq
=
C
αq
∥∥∥∑
k∈Z
ψ(4kA0)
∑
j∈Ik
bj
rj ∨ 2−m
∥∥∥q
Lq
.
Observe, that the sum over k is in fact a finite sum, since Ik is empty for k < −m by definition
and for large k by the finite measure of E, cf. (7.4). Thus, there is no convergence problem in
applying Lemma 10.2, which helps to estimate this expression further by
≤ C
αq
∥∥∥∥(∑
k∈Z
∣∣∣∑
j∈Ik
bj
rj ∨ 2−m
∣∣∣2)1/2∥∥∥∥q
Lq
=
C
αq
∫
Ω
(∑
k∈Z
∣∣∣∑
j∈Ik
bj(x)
rj ∨ 2−m
∣∣∣2)q/2 dx.
Now, by (5) the sum over k is finite for every x ∈ Ω and the number of addends is even bounded
uniformly in x and in m, so by the equivalence of norms in finite dimensional spaces, we may
continue to estimate by
≤ C
αq
∫
Ω
(∑
k∈Z
∣∣∣∑
j∈Ik
bj(x)
rj ∨ 2−m
∣∣∣)q dx ≤ C
αq
∫
Ω
(∑
j∈I
|bj(x)|
rj ∨ 2−m
)q
dx.
Next we estimate rj ∨ 2−m by rj and, using again the equivalence of norms in the finite sum over
j, we get
≤ C
αq
∫
Ω
∑
j∈I
|bj(x)|q
rqj
dx ≤ C
αq
∑
j∈I
ℓ−qj
∫
Ω
∣∣bj(x)∣∣q dx,
SQUARE ROOTS OF DIVERGENCE OPERATORS 27
since rj ∼ ℓj . Using once more the Sobolev embedding W 1,1 →֒ Ld/(d−1) = Lq, we see as in
(10.6) ∫
Ω
∣∣bj(x)∣∣q dx = ‖bj‖qLq ≤ C(αℓdj )q = Cαqℓdqj .
Summarizing we have shown∣∣∣{x ∈ Ω : ∣∣∣∑
j∈I
∫ ∞
rj∨2−m
A0 e
−t2A0 bj(x) dt
∣∣∣ > √πα
8
}∣∣∣ ≤ C
αq
∑
j∈I
ℓ−qj α
qℓdqj = C
∑
j∈I
ℓdj
≤ C
∑
j∈I
|Qj | ≤ C
αp
‖f‖p
W 1,pD
,
using one final time (4). 
It remains to prove Lemma 10.2, which serves as a substitute for Lemma 4.14 in [5]. We give a
different proof, that instead of Lp-L2 off-diagonal estimates relies on the H∞ functional calculus
of the operator and gives the assertion for the full range of 1 < q <∞.
Lemma 10.2. Let 1 < q <∞, let −B be the generator of a bounded analytic semigroup on Lq,
such that B and B′ admit bounded H∞-calculi on Lq and Lq
′
, respectively and let ψ ∈ H∞0 (Σφ)
for some φ ∈ ]ϕ∞B , π], where ϕ∞B is the H∞-angle of B. Then for every choice of functions
fk ∈ Lq, k ∈ Z, we have ∥∥∥∑
k∈Z
ψ(4kB)fk
∥∥∥
Lq
≤ C
∥∥∥(∑
k∈Z
|fk|2
)1/2∥∥∥
Lq
,
whenever the left hand side is convergent.
Before starting the proof, we observe, that thanks to [43, Theorem 5.3], the operator B even
has an R-bounded H∞-calculus of angle ϕ∞B on Lq, which means, that for every φ > ϕ∞B and
every bounded set of functions Ξ ⊆ H∞(Σφ) the set of operators {ξ(A) : ξ ∈ Ξ} is R-bounded in
L(Lq). Here a set T ⊆ L(Lq) is calledR-bounded, if there is a constant C ≥ 0, such that for every
N ∈ N, for every choice of functions fk ∈ Lq, k = 1, . . . , N , operators Tk ∈ T , k = 1, . . . , N ,
and {−1, 1}-valued, symmetric and independent random variables εk, k = 1, . . . , N , on some
probability space S, we have∥∥∥ N∑
k=1
εkTkfk
∥∥∥
L2(S;Lq)
≤ C
∥∥∥ N∑
k=1
εkfk
∥∥∥
L2(S;Lq)
.
In the proof of Lemma 10.2, we will use the following Lemma from [43, Lemma 4.1] (see also
[18]).
Lemma 10.3. Let 1 < q <∞, let −B be the generator of a bounded analytic semigroup on Lq,
such that B admits a bounded H∞-calculus on Lq and let ψ ∈ H∞0 (Σφ) for some φ ∈ ]ϕ∞B , π].
Then there is a constant C ≥ 0, such that for every bounded sequence (αk)k∈Z ⊆ C and every
t > 0 we have ∥∥∥∑
k∈Z
αkψ(2
ktB)
∥∥∥
L(Lq)
≤ C sup
k∈Z
|αk|.
Proof of Lemma 10.2. Since ψ ∈ H∞0 (Σφ), there exists an ε > 0 with |ψ(z)| ≤ C|z|ε/(1 + |z|)2ε
for all z ∈ Σφ. Let δ ∈ ]0, ε[ and set
ψ1(z) :=
zδ
(1 + z)2δ
, ψ2(z) :=
(1 + z)2δ
zδ
ψ(z), z ∈ Σφ.
Then we have ψ1, ψ2 ∈ H∞0 (Σφ), ψ = ψ1ψ2 and (ψ1(B))′ = ψ1(B′).
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Now, let N ∈ N and let g ∈ Lq′ with ‖g‖Lq′ = 1, where 1/q + 1/q′ = 1. Then for every family
of {−1, 1}-valued, symmetric and independent random variables εk, k = −N, . . . , N , on some
probability space S, we have∣∣∣∫
Ω
N∑
k=−N
(
ψ(4kB)fk
)
(x)g(x) dx
∣∣∣ = ∣∣∣∫
S
N∑
k=−N
ε2k(σ)
∫
Ω
(
ψ2(4
kB)fk
)
(x)
(
ψ1(4
kB′)g
)
(x) dx dσ
∣∣∣.
Since the random variables εk, k = −N, . . . , N , are independent and thus orthogonal in L2(S),
we may write this as
=
∣∣∣∫
S
N∑
j,k=−N
εk(σ)εj(σ)
∫
Ω
(
ψ2(4
kB)fk
)
(x)
(
ψ1(4
jB′)g
)
(x) dx dσ
∣∣∣
≤
∫
S
∣∣∣∫
Ω
N∑
k=−N
εk(σ)
(
ψ2(4
kB)fk
)
(x)
N∑
j=−N
εj(σ)
(
ψ1(4
jB′)g
)
(x) dx
∣∣∣ dσ
and using twice the Ho¨lder inequality we estimate by
≤ C
∥∥∥ N∑
k=−N
εkψ2(4
kB)fk
∥∥∥
L2(S;Lq)
∥∥∥ N∑
j=−N
εjψ1(4
jB′)g
∥∥∥
L2(S;Lq′)
.
Now, in the first factor we use the R-bounded H∞-calculus of B. Since the set of functions
{ψ2(4k·) : k ∈ Z} is bounded in H∞(Σφ), we get∥∥∥ N∑
k=−N
εkψ2(4
kB)fk
∥∥∥
L2(S;Lq)
≤ C
∥∥∥ N∑
k=−N
εkfk
∥∥∥
L2(S;Lq)
≤ C
∥∥∥( N∑
k=−N
|fk|2
)1/2∥∥∥
Lq
,
where the last inequality follows from Khinchin’s inequality (cf. [20, 1.10]).
In order to estimate the second factor, we apply Lemma 10.3 and get∥∥∥ N∑
j=−N
εjψ1(4
jB′)g
∥∥∥
L2(S;Lq′ )
≤
(∫
S
∥∥∥ N∑
j=−N
εj(σ)ψ1(2
2jB′)
∥∥∥2
L(Lq′ )
‖g‖2
Lq′
dσ
)1/2
≤
(∫
S
( N
sup
j=−N
|εj(σ)|
)2
dσ
)1/2
= 1.
This implies∥∥∥ N∑
k=−N
ψ(4kB)fk
∥∥∥
Lq
= sup
g∈Lq′ ;‖g‖
Lq
′=1
∣∣∣∫
Ω
N∑
k=−N
(
ψ(4kB)fk
)
(x)g(x) dx
∣∣∣ ≤ C∥∥∥( N∑
k=−N
|fk|2
)1/2∥∥∥
Lq
for every N ∈ N. Letting N →∞ the assertion follows. 
Let us now come to the final step of the proof of the second assertion of Theorem 5.1. Inequal-
ity (10.1) can be interpreted as follows: A
1/2
0 is a continuous operator from C
∞
D (Ω) – equipped
with the W 1,p-norm – into the Lorentz space Lp,∞, cf. [57, Ch. 1.18.6]. The space Lp,∞ is identi-
cal (as a set) with (L∞, L1) 1
p ,∞
, and its quasinorm f 7→ supt≥0 tp|{x : |f(x)| > t}| is equivalent to
the (L∞, L1) 1
p ,∞
-norm (see [57, Ch. 1.18.6]); i.e. under a suitable renorming Lp,∞ is an ordinary
Banach space. Hence, A
1/2
0 uniquely extends by density to a continuous operator from W
1,p
D into
Lp,∞. Thus, up to now, we have the two continuous mappings
A
1/2
0 : W
1,2
D → L2
and
A
1/2
0 :W
1,p
D → Lp,∞
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for all 1 < p < 2. Let q ∈ ]1, 2[ and choose p ∈ ]1, q[. Using real interpolation, this gives the
continuous mapping
A
1/2
0 : (W
1,p
D ,W
1,2
D )θ,q → (Lp,∞, L2)θ,q.
Setting θ = 2q
q−p
2−p , the left hand side is equal to W
1,q
D by Theorem 8.1 and the right hand side
equals Lq according to [57, Thm. 2 Ch. 18.6]. This finishes the proof.
Corollary 10.4. Under the above assumptions, one has for p ∈ ]1, 2] and β ∈ ]0, 12 [
(10.7) domLp(A
β
0 ) = [L
p,W 1,pD ]2β .
Proof. The operator A0 admits bounded imaginary powers, according to Proposition 4.6 (ii).
Hence, (10.7) follows from a classical result, see [57, Ch. 1.15.3]. 
Remark 10.5. In view of this result it would be highly interesting to determine also the inter-
polation spaces in formula (10.7). We suggest the formula
(10.8) [Lp,W 1,pD ]θ =
{
Hθ,p, if θ < 1p
Hθ,pD , if θ >
1
p ,
Hθ,p being the space of Bessel potentials and Hθ,pD being the subspace which is defined via the
trace-zero condition onD. Unfortunately, we are not able to prove this at present; but in the more
restricted context of so called regular sets (10.8) is shown in [30]. Compare also [34, Section 5]
for a simple characterization of regular sets in case of space-dimensions 2 and 3, and see also [50].
11. Consequences
In this section we come back to the original motivation of our work, namely to carry over results
which are known for divergence operators, when acting on Lp spaces, to the spaces from the
scale W−1,qD , q ∈ [2,∞[, compare also [9], [25, Section 5], [35], [37]. In particular, this affects
maximal parabolic regularity, which is an extremely powerful tool for the treatment of linear and
nonlinear parabolic equations with nonsmooth data, see e.g. [53] or [35]. The crucial point is that
this allows to treat a discontinuous time-dependence of the right hand side, which is relevant for
applications. Moreover, the spaces W−1,qD allow to include distributional right hand sides; the
reader may think, e.g. of electric surface densities, concentrated on interfaces between different
materials – even when these interfaces move in time.
Definition 11.1. Following [57, Ch.1.14], we call a densely defined operator B on a Banach
space X positive, if it satisfies the resolvent estimate
‖(B + λ)−1‖L(X) ≤ c
1 + λ
for a constant c and all λ ∈ [0,∞[. (Note that a positive operator is sectorial in the sense of [19,
Ch. 1.1].)
Let us recall the notion of maximal parabolic regularity.
Definition 11.2. Let 1 < s <∞, let X be a Banach space and let J := ]T0, T [ ⊆ R be a bounded
interval. Assume that B is a closed operator in X with dense domain D (in the sequel always
equipped with the graph norm). We say that B satisfies maximal parabolic Ls(J ;X) regularity,
if for any f ∈ Ls(J ;X) there exists a unique function u ∈W 1,s(J ;X) ∩ Ls(J ;D) satisfying
u′ +Bu = f, u(T0) = 0,
where the time derivative is taken in the sense of X-valued distributions on J (see [1, Ch III.1]).
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Remark 11.3. (i) It is well known that the property of maximal parabolic regularity of an
operator B is independent of s ∈ ]1,∞[ and the specific choice of the interval J (cf. [21]).
Thus, in the following we will say for short that B admits maximal parabolic regularity
on X .
(ii) If an operator satisfies maximal parabolic regularity on a Banach space X , then its
negative generates an analytic semigroup on X (cf. [21]). In particular, a suitable left
half plane belongs to its resolvent set.
Lemma 11.4. Let X,Y be two Banach spaces, where X continuously and densely injects into Y .
Assume that B is a positive operator on X, such that Bβ : X → Y is a topological isomorphism
for some β ∈ ]0, 1]. Then the following holds true.
(i) B admits an extension B˜ on Y , which also is a positive operator there.
(ii) If B admits an H∞-calculus, then B˜ admits an H∞-calculus with the same H∞-angle.
(iii) If B satisfies maximal parabolic regularity on X, then B˜ satisfies maximal parabolic
regularity on Y .
Proof. The well-known Balakrishnan formula B−β = sinπβπ
∫∞
0 t
−β(B+ t)−1 dt (see [52, Ch. 2.6])
shows that the resolvent commutes with the fractional power B−β. Hence, for ψ ∈ X and λ ≥ 0
one can estimate
‖(B + λ)−1ψ‖Y =
∥∥Bβ(B + λ)−1B−βψ∥∥
Y
≤ ‖Bβ‖L(X;Y )‖(B + λ)−1‖L(X)‖B−β‖L(Y ;X)‖ψ‖Y
≤ ‖Bβ‖L(X;Y )‖B−β‖L(Y ;X)
c
1 + λ
‖ψ‖Y .
This shows that the resolvent of B may be continuously extended to Y and that this extension
admits the estimate ‖ ˜(B + λ)−1‖L(Y ) ≤ c˜1+λ . Thus, one defines the extension B˜ of B to Y
as the inverse of B˜−1. Since X →֒ Y , domX(B) →֒ domY (B˜). But domX(B) is dense in
X by the definition of a positive operator and X was dense in Y by our assumption. Thus,
domY (B˜) ⊃ domX(B) is also dense in Y . For (ii) see [19, Prop. 2.11]. Finally, assertion (iii)
is proved in [37, Lemma 5.12]. The main idea is again that the parabolic solution operator on
Lr(J ;X) commutes with the fractional power B−β . 
Theorem 11.5. Let Ω and D satisfy the Assumption 2.1, let µ satisfy Assumptions 4.1 and 4.2
and assume q ∈ [2,∞[. Then the extension of −∇ · µ∇ + 1 from Lq to W−1,qD (being identical
with the restriction from W−1,2D ) has the following properties:
(i) It induces a positive operator.
(ii) It admits a bounded H∞-calculus with H∞-angle arctan ‖µ‖L
∞
µ•
; in particular, it admits
bounded imaginary powers.
(iii) It satisfies maximal parabolic regularity; in particular, its negative generates an analytic
semigroup.
Proof. Thanks to Remark 4.3, the transposed coefficient function µT also satisfies Assumption
4.2. Hence, the operator
(11.1)
(−∇ · µT∇+ 1)1/2 :W 1,pD → Lp
provides a topological isomorphism for all p ∈ ]1, 2], according to Theorem 5.1. Clearly, the
adjoint operator of (11.1), being identical with the operator
(−∇ · µ∇ + 1)1/2 : Lq → W−1,qD ,
with q = pp−1 ∈ [2,∞[, is also a topological isomorphism. Consequently, we need to know the
asserted properties only on the spaces Lq due to Lemma 11.4.
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In order to see this for (i), it suffices to note that on every space Lq, 1 < q <∞, the operator
−∇ · µ∇ generates a strongly continuous semigroup of contractions (see Proposition 4.6), hence,
the operator admits the required resolvent estimate by the Hille-Yosida theorem.
Assertion (ii) is discussed in Proposition 4.6 and, concerning (iii), the contraction property of
the semigroup on all Lq spaces, provides maximal parabolic regularity on these spaces due to a
deep result of Lamberton (see [46]). 
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