A fast carrier phase recovery scheme is developed for satellite navigation receiver using an antenna array based on the phase retrieval theory, in which the antenna array provides sufficient measurement information for the phase recovery algorithm. First, the complex satellite signal model after coherent integration is established using the antenna array. Then, considering symbol uncertainty of the navigation data during the coherent integration time, the carrier phase estimation is formulated as a typical phase retrieval problem. At last, using the squared iterative method (SQUAREM), which is capable of superlinear convergence, a fast variant of the Wirtinger Flow (WF) algorithm is derived to solve the phase recovery problem efficiently without compromising the balance between simplicity and stability. As demonstrated by numerical results, the proposed algorithm outperforms the state-of-the-art in terms of the mean squared error (MSE) convergence. Moreover, the adjustment processes of the carrier phase in the proposed method is validated.
I. INTRODUCTION
Recently, research on high-precision positioning using satellite navigation receiver, such as the global positioning system (GPS), has attracted significant attention in the military and safety-critical fields [1] - [3] . Normally, high-precision positioning is achieved by estimating the carrier phase of satellite signals in phase-locked loop (PLL). However, the PLL is very vulnerable to radio frequency (RF) interferences [3] . Therefore, the carrier phase recovery problem in the presence of interferences poses a big challenge in satellite navigation receiver [4] .
In a GPS receiver, the effective signal-to-noise ratio (SNR) is reduced by interferences, which is equivalent to an attenuation of the received GPS signal itself [5] . In order to enhance the tracking capability of the GPS receiver in such an environment, various approaches have been proposed. In broad terms, these approaches include designing an adaptive loop filter [6] , improving loop architecture [5] , multi-sensor The associate editor coordinating the review of this manuscript and approving it for publication was Giorgio Montisci . fusion [2] , beamforming based on antenna array [7] - [9] , and so on. The work in this paper will be focused on the antenna array technique given its excellent spatial interference suppression capability, and the extra diversity provided for phase retrieval compared with schemes based on a single antenna.
In recent years, a new class of phase recovery algorithms are widely used in the fields of image and audio signal processing [10] , [11] . In the absence of phase information, the original image or signal can still be reconstructed with high probability when the number of measurements is large enough, which is normally four times the dimension of the original signal [12] . Using the alternating minimization technique [13] , the Gerchberg-Saxton (GS) algorithm was developed to solve the phase retrieval problem [14] . Another popular method is based on the semidefinite programming (SDP) technique and the rank-1 matrix recovery framework [10] . However, the ''matrix-lifting'' problem will occur in the case of high dimensional incident signals [15] . More recently, using the steepest descent method with a heuristic step, a Wirtinger Flow (WF) algorithm was proposed to solve the phase retrieval problem [16] . Moreover, associated with the majorization-minimization (MM) framework, three new phase retrieval algorithms, called PRIME-Single-Term, PRIME-Both-Terms and PRIME-Power, were proposed in [17] , where the phase retrieval problem is solved using a surrogate optimization approach with a simple closed-form solution at each iteration. However, due to multiple parameters majorization or high-dimensional eigen-decomposition, the PRIME-Both-Terms and PRIME-Power algorithms have potentially a slower convergence rate. Besides, a truncated amplitude flow (TAF) algorithm was presented in [18] by employing the magnitudebased least squares cost function. Furthermore, for the phase retrieval of sparse signals, a sparse TAF algorithm with a recovery guarantee was developed in [19] . More recently, associating compressive phase retrieval via majorization-minimization technique (C-PRIME) with the convex 1 -norm penalty term, a phase retrieval approach encouraging sparse solution was proposed in [20] , where the phase retrieval problem is formulated into the least-absolute-shrinkage-and-selection-operator (LASSO) form. However, its convergence rate is usually slow.
In this paper, we consider the carrier phase recovery problem from the perspective of phase retrieval theory, which is different from the view of traditional PLL. Due to the symbol uncertainty of navigation data during the coherent integration period, the carrier phase estimation in GPS receiver is transformed into a phase retrieval problem by employing an antenna array. As well known, the antenna array not only has the interference suppression capability in the spatial domain, but also can capture more spatial measurement information. In this work, the antenna array will acquire sufficient number of measurements for the phase retrieval algorithm to recover the carrier phase with a high probability. Furthermore, on the basis of the WF algorithm, the squared iterative method (SQUAREM) in [21] is modified to handle the phase retrieval problem, ending up with a new variant of SQUAREM with a faster convergence rate. To demonstrate the effectiveness of the proposed approach, the mean squared error (MSE) performance of carrier phase recovery are tested. Moreover, the adjustment processes of the carrier phase in the proposed method and traditional PLL are compared.
Furthermore, we also investigated other popular accelerator methods published in recent years. Over-relaxation acceleration is proposed in [22] , in which computing the optimal parameter α is generally a difficult problem. In [23] , a fast iterative shrinkage-thresholding algorithm is proposed to solve linear inverse problem. More recently, one accelerator method via backtracking is proposed in [24] . But it is not easy to guarantee convergence accuracy because a loose approximation of the original objective function should be used.
II. PROBLEM FORMULATION
In the signal tracking process, the baseband receiver tracks the coarse-acquisition (C/A) code phase, carrier frequency and carrier phase of the received satellite signal. Specifically, the C/A code phase tracking is performed using delay-locked loop (DLL), whereas the carrier tracking is accomplished by PLL, frequency-locked loop (FLL) or the combination of PLL and FLL [5] . In the tracking loops mentioned above, the PLL has been widely used in the high-precision positioning field because its output measurement value of the carrier phase is quite accurate in many cases.
A block diagram of a typical PLL structure is shown in Fig. 1 . It consists of a pair of mixers, a carrier phase discriminator, a loop filter and a numerically controlled oscillator (NCO). In the PLL, the phase discriminator is used to estimate the carrier phase error from the In-Phase/Quadrature (I/Q) branches. Then, the output of the phase discriminator goes through a loop filter to generate a signal which drives the NCO. Subsequently, the NCO generates a replica signal whose phase is synchronized to that of the incoming signal [25] .
In the tracking loop of the traditional satellite navigation receiver with a single antenna, the coherent integration values of the prompt I/Q branches after the integrate and dump processes [25] are respectively expressed as 
where t represents the sampling time, p is the signal power, D stands for the bit stream of the navigation data with uncertain symbol ±1, ζ is the C/A code phase delay, R (·) stands for the auto-correlation function (ACF) of the C/A code, T coh is the coherent integration time, f and φ represent the frequency error and the phase error between the received signal and the locally generated replica, respectively. Then, the phase error φ can be calculated using the phase discriminator in the PLL
where, arctan is the inverse tangent function.
It should be noted that the traditional PLL is simple, but its tracking ability is very weak and it is easy to lose the lock in the presence of interferences. It is widely known that the navigation receiver with an antenna array can effectively suppress interferences in the spatial domain, which has been widely studied in the literature [26] . In the following sections, we will exploit another advantage of the antenna array considering that it can provide more spatial measurement information, based on which a new carrier phase estimation scheme from the framework of phase retrieval theory is then proposed.
III. PROPOSED CARRIER PHASE ESTIMATION VIA PHASE RETRIEVAL
In this section, we will first design the scheme of carrier phase retrieval for a GPS receiver equipped with antenna array and transform the carrier phase estimation problem into a new phase recovery problem. After that, we extend the scheme of SQUAREM to the WF algorithm and then develop a new phase retrieval algorithm with a fast convergence speed. array. Then, the IF signals enter into the baseband signal processing process, i.e., acquisition and tracking. Acquisition is the process of coarsely estimating the C/A code phase and carrier frequency of the visible satellite signals. After successful acquisition, the signal tracking process begins to work, which provides accurate estimates of the C/A code and carrier as they change over time. Different from the traditional PLL, the phase discriminator is replaced by the carrier phase retrieval module in Fig. 2 . Moreover, the antenna array is used to provide spatial measurement information to the carrier phase retrieval module. In the following, the model derivation for carrier phase retrieval is provided in detail.
A. PHASE RETRIEVAL MODEL FOR GPS NAVIGATION
We consider a uniform linear array (ULA) consisting of M antennas and assume K satellite signals are received by the ULA. Fig. 3 shows the diagram of incident signals at ULA antenna, where d denotes the inter-element spacing and GPS signal is considered as far-field and narrow-band signal. First, we assume that direction of arrival (DOA) of the k-th signal at array antenna is θ k and the k-th signal arriving at the reference antenna element can be expressed as where f 0 is signal frequency and C is spreading C/A code sequence. It should be noted that the C/A codes among different satellite signals are different and almost orthogonal which can reduce the mutual interference and is helpful for signal detection [27] . Then, for the k-th antenna element, the received signal is
is time delay of the signal arriving at the m-th element compared with the reference element and c is the speed of light.
According to the assumption that the GPS signal is narrowband [28] , then we have
where λ is carrier wavelength of GPS signal. Therefore, all the incident signals at antenna array can be written as in (7) at the top of the next page.
In (7), u m (t) stands for all signals received by the m-th antenna element and we denotes steering vector as
Then, after the processes of integrate and dump [25] , the signals of prompt I/Q branches, for the reference antenna element, are respectively expressed in the equations (1) and (2) . Then, for the k-th signal, the complex signal is
are considered as the amplitude and phase of signal x k (t), respectively. Similarly, for the whole antenna array, all the incident signals after the processes of integrate and dump can be expressed as
where s = [s 1 , s 2 · · · s M ] T , s m stands for all signals received by the m-th antenna element, A = [a(θ 1 ), a(θ 2 ) · · · a(θ K )], x = [x 1 , x 2 · · · x K ] T and t is omitted for notational simplicity in the following. It should be noted that after the acquisition process of the satellite navigation receiver, the ranges of both the C/A code phase delay ζ and the frequency error f can be determined in (9) . Specifically, ζ ∈ (−0.5, 0.5) stands for the chip of the C/A code and f is actually the Doppler frequency from the satellite to the antenna array, satisfying f ∈ (−10, 10) kHz.
But for the navigation data D, its value may change during the coherent integration time T coh . Specifically, for GPS signal, the period of C/A code and navigation data code are 1ms and 20ms, respectively [27] . The coherent integration time should be an integral multiple of 1ms and it is also less than or equal to 20ms. Generally, the coherent integration time is set to 10ms. Fig. 4 shows a diagram of navigation data and the coherent integration time. It is observed that the navigation data values 1 and -1 are randomly distributed [30] . The starting moment of the coherent integration time is not aligned with the boundary of a navigation data bit. Therefore, the value of navigation data D may change during some coherent integration times [27] . For example, in the Fig. 4 , the navigation data D (blue line) is changed in the second coherent integration time.
Therefore, in order to solve the problem, the paper formulates the carrier phase estimation in GPS receiver from the viewpoint of phase retrieval scheme. Specifically, we consider the intensity measurement and reformulate (10) as y = |Ax| 2 + n (11) where y is the M × 1 intensity measurement vector, n ∈ R M is the real-valued white Gaussian noise and |·| denotes the element-wise magnitude. Note that (11) is the standard model for phase retrieval. The task in this work is to recover the carrier phase signal x. B . PHASE RETRIEVAL VIA THE WF-SQUAREM ALGORITHM According to the above derivation, the carrier phase estimation problem is formulated as recovering the K -dimensional complex signal x from the intensity of M linear measurements, which is a typical phase retrieval problem. Normally, to find a suitable solution, a general choice is to consider the following least squares problem
where · 2 denotes the Frobenius norm. Notice that the optimization problem (12) is inherently non-convex and it is difficult to get a closed-form solution. Recently, employing the gradient descent technique, an efficient WF algorithm was proposed in [16] to solve the problem. The iterative procedure of the WF algorithm, for t = 0, 1, 2, · · · , is
where x 0 is an initial guess value, µ denotes an appropriate step size and ∇f (x t ) denotes the gradient of the function f (x) at the t-th iteration, which can be expressed as
where (·) H is conjugate transpose and diag(·) is the operation of forming a diagonal matrix. However, the WF method has the disadvantage that its convergence rate is slow. In order to further accelerate the convergence rate, we extend the SQUAREM scheme [21] to the WF method and propose a new WF-SQUAREM algorithm. Normally, the SQUAREM scheme can achieve a superlinear convergence rate with global convergence. The recursive relationship and convergence of the SQUAREM scheme have been proved in [21] . Instead of updating x t+1 directly from x t at the t-th iteration, the SQUAREM scheme first introduces an intermediate point η based on x t and then updates the next point x t+1 from the intermediate point. The proposed WF-SQUAREM algorithm is tabulated as follows.
It should be pointed out that in order to prevent the updating rule of the SQUAREM scheme from violating the descent property of the WF framework, a process of judgment and adjustment, i.e., the while loop, is inserted into the proposed algorithm. A simple variant of the back-tracking strategy is designed to repeatedly halve the distance between α and −1, i.e., α = (α − 1)/2 until y − |Aη| 2 2 2 ≤ y − |Az 2 | 2 2 2 . Even in the worst case where α = −1, the intermediate point Step 1. Initialize x 0 as follows: 2 , which ensures that the while loop can be terminated.
As mentioned in [17] , due to the loss of phase information, the recovered signal may have an unknown constant phase shift with respect to the original signal x. Therefore, an accurate phase shift needs to be calculated in the following procedure. After getting a solution x * from the proposed algorithm, we define a function of MSE as
where ψ denotes the constant phase shift. The derivative of h(ψ) with respect to ψ is
Setting the derivative equal to zero, we have
Finally, x * · e jψ gives the recovered signal.
IV. SIMULATION RESULTS
In the following experiments, we consider a ULA consisting of M = 50 antennas unless specified otherwise, where the inter-element spacing d is set to half wavelength of the GPS L1 signal. GPS L1 signal consists of carrier, C/A code and navigation data, where the carrier frequency, C/A code frequency and navigation data frequency are 1575.42 MHz, 1.023 MHz and 50Hz, respectively. The carrier wavelength of GPS L1 signal is about 19 cm. The C/A codes belong to the family of Gold codes, which are generated from the product of two 1023-bit pseudorandom noise (PRN) sequence [27] . Navigation data is a bit stream of the navigation data with uncertain symbol ±1. The additive noise is modeled as an independent Gaussian process with zero mean and unit variance. The number of GPS signals is K = 10 and the DOAs of the 10 GPS signals are set to
Moreover, we also assume that the coherent integration time T coh = 10ms, the code phase and Doppler frequency have been synchronized, which means that the C/A code phase delay ζ = 0 and the frequency error f = 0. Therefore, R (ζ k ) = 1 and sinc ( f k T coh ) = 1. Meanwhile, The SNRs of GPS signals are set to 20 dB after C/A code sequences are synchronized, which is reasonable and consistent with the actual application of GPS receiver [30] .
The phase error φ k , k = 1, . . . , K is randomly distributed between 0 and 2π . Furthermore, for the proposed WF-SQUAREM algorithm, the heuristic step size µ in (13) is chosen as the same as that in [16] , where the values of ε and µ max are initialized as 330 and 0.3, respectively. In the following experiments, 500 Monte-Carlo runs are performed. The main simulation parameters of the software-defined GPS receiver [31] are listed in Table 1 
unless otherwise

A. COHERENT INTEGRATION ATTENUATION VERSUS FREQUENCY ERROR
In the equations (1-2) and (9) , the frequency error f affects the results of coherent integration. The coherent integration of signal is beneficial to improve the SNR [30] . Fig. 5 shows the relationship of coherent integration attenuation sinc ( fT coh ) versus frequency error f . It is observed that the function sinc ( fT coh ) gets its maximum value 1 in the case of f = 0. Thus, there is no attenuation in the result of coherent integration, which is beneficial to improve the SNR of signal.
Otherwise, if f is not equal to 0, the result of coherent integration will be partially attenuated, which will reduce the SNR of signal and make it difficult to detect and track signal to some extent [30] . Also, the similar case will happen if code phase is not synchronized, because the auto-correlation function R (·) could not get its maximum value 1.
B. RECOVERED MAGNITUDE AND PHASE COMPARISONS
Firstly, for the proposed WF-SQUAREM algorithm, in order to compare the magnitudes of the recovered signal and the original signal intuitively, the magnitude curves are shown in Fig. 6 at the 50th iteration. It is observed that, at the DOAs of the 10 GPS signals, the magnitudes in the recovered signal are almost the same as those in the original signal, which proves that the proposed WF-SQUAREM algorithm can recover the magnitude information of original signal successfully.
Furthermore, to verify the recovering ability of phase information, Fig. 7 plots the original signal and recovered signal when the number of iterations is 1, 10 and 50, respectively, where we can observe the iteration process of the proposed WF-SQUAREM algorithm. Specifically, it can be seen from the iterative process that the recovered signal is a random complex vector at the first iteration. As the number of iterations increases, the position of the recovered signal becomes close to that of the original signal. After 50 iterations, the phase of the recovered signal is almost the same as that of the original signal, showing an excellent phase recovery ability of the WF-SQUAREM algorithm.
C. MSE OF RECOVERD SIGNAL VERSUS THE NUMBERS OF ANTENNAS
Then, we test the MSE performance of the proposed WF-SQUAREM algorithm with different numbers of antennas. In this paper the number of antenna elements M affects steering vector a(θ ) in (8) and matrix A in (11), and then determines the gradient ∇f (x) in (14) which affects the convergence rate of the proposed method. Fig. 8 shows the MSE results versus the iteration number in the cases of M = {20, 25, 30, 40, 50}. It is observed that, for M = 20, i.e., the MSE value is stable at about 10 and does not change any more as the number of iterations increases. For the other cases, the MSE values decrease gradually with the increase of iterations. Moreover, Fig. 8 also depicts that the MSE curves have a much faster convergence rate and a much lower steadystate value as the number of antennas increases. After a large number of experiments, we find that the convergence rate of MSE curves starts to get faster when the number of antennas is more than twice the number of signals. Specifically, the values of MSE are significantly improved after M = 20, which is because more suitable gradients are obtained by using more measurement data.
Moreover, the MSE of M = 20 has the higher steady-state value of 7.5 and the steady-state values of M = {30, 40, 50} are about 6 × 10 −4 , 1 × 10 −4 and 5 × 10 −5 , respectively. Similar to [17] , we also assume that an algorithm has successfully recovered the original signal if the MSE is less than or equal to 10 −4 . Based on this criterion, only in the cases of M = {40, 50}, the WF-SQUAREM algorithm can successfully recover the original signal, which is consistent with the statement in [12] that about 4K measurements are required for a successful recovery.
D. MSE COMPARISON OF DIFFERENT ALGORITHMS
This paper considers the problem that the updating rule of the SQUAREM scheme [21] may violate the descent property of the WF framework and designs a process of judgment and adjustment, i.e., the while loop (Step 8) in the proposed algorithm, The Fig. 9 shows the MSE of WF-SQUAREM algorithm with and without Step 8. It is observed that the MSE curve without Step 8 has many obvious outliers and it could not approach the steady state like the case with Step 8.
Moreover, to compare the MSE performance of the proposed WF-SQUAREM algorithm with the existing WF [16] , FISTA [23] , GS [14] , PRIME-Single-Term, PRIME-Both-Terms and PRIME-Power algorithms [17] , the MSE curves of the above-mentioned algorithms are shown in Fig. 10 . It should be noted that the original FISTA algorithm in [23] is used to tackle the general linear inverse problem with a fast convergence rate. In this paper, combining the model of the WF algorithm, the FISTA technique can solve the phase retrieval problem, which is abbreviated as the WF-FISTA algorithm. Moreover, as mentioned in [17] , the PRIME-Single-Term algorithm has the same solution as the GS algorithm but from a different majorizationminimization perspective. Therefore, the MSE curve of PRIME-Single-Term is not shown in Fig. 10 .
As can be seen, all the MSE curves decrease rapidly and converge gradually with an increasing iteration number. Specifically, the GS, PRIME-Both-Terms and PRIME-Power algorithms have an approximate steady-state value close to 2 × 10 −4 and the WF, WF-FISTA and WF-SQUAREM algorithms have the same steady-state value 5 × 10 −5 , which is lower than that of the GS, PRIME-Both-Terms and PRIME-Power algorithms. However, the GS algorithm has a relatively faster convergence rate than the other methods except for the proposed WF-SQUAREM algorithm. Compared with the GS algorithm, the PRIME-Both-Terms algorithm has more parameters to be optimized which results in a slower convergence rate. For the PRIME-Power algorithm, the measurement matrix A is column vectorized and then a high dimensional intermediate matrix needs to be eigen-decomposed, which is computationally costly and time consuming.
On the other hand, although the WF and WF-FISTA algorithms have a lower steady-state value, their convergence rate is slower than the GS and PRIME-Both-Terms algorithms. Furthermore, the MSE values of the WF-FISTA algorithm are smaller than those of the WF algorithm before the number of iterations reaches 160, as the WF-FISTA algorithm has used more a priori information. Overall, the proposed WF-SQUAREM algorithm has a lower steady-state value than the GS method and also outperforms in terms of MSE convergence rate the other tested approaches because of the superlinear convergence ability of the SQUAREM method.
E. COMPARISON OF ADJUSTMENT PROCESS OF CARRIER PHASE ERROR
In order to compare the adjustment processes of the carrier phase in traditional PLL and the proposed method, the software-defined GPS receiver [31] is used where the simulation parameters in Table 1 . Fig. 11 shows the carrier phase errors versus the update number of PLL. It is observed that the carrier phase errors of the 10 GPS signals have obvious oscillation during convergence process but decrease gradually with the increase of iterations. These phase errors have an approximate steady-state value about 0 when the update number of PLL reaches 110-120. Fig. 12 depicts the carrier phase error versus iteration number of the proposed method, where the number of iterations is based on the proposed algorithm itself rather than on the PLL hardware. Compared with the PLL method, the phase error curves of the proposed algorithm do not have the oscillatory behaviour and converge directly to their steady-state values, close to 0 when the number of iterations reaches 23-25. Moreover, it can be seen from Figs. 11 and 12 that, although the adjustment processes of the carrier phase errors are different, the their steady-state values are nearly same, close to 0.
F. MULTIPATH EFFECTS ON CARRIER AND CODE PHASE
Multi-path may cause measurement errors of C/A code phase and carrier phase. For the code tracking loop, multi-path will distort the curve of autocorrelation function R (·) and then affect the measurement of the code phase to some extent [29] . Fig. 13 depicts the code phase measurement error versus muti-path dealy, where γ represents correlator spacing. It is seen that the muti-path can cause 0.25 chip (about 75 meters) code phase error in the case of γ = 0.5 chip and code phase error only has 0.05 chip (about 15 meters) when γ = 0.1. Therefore, correlator with narrow-spacing is a choice for multi-path suppression. For the carrier tracking loop, Fig. 14 shows the carrier phase measurement error versus carrier phase delay of multi-path in the case of β = [0.2, 0.4, 0.6, 0.8, 1], where β denotes amplitude ratio of multipath to direct signal, i.e., attenuation coefficient of multi-path. It is seen that carrier phase measurement error becomes smaller as the attenuation coefficient decreases. Specifically, when attenuation coefficient of multi-path β = 1, we get the maximum value of carrier phase measurement error ±90 • , i.e., 0.25 carrier wavelength or 4.75cm, which is less than 1cm in general.
Stated thus, compared with C/A code tracking loop, multipath has little effect on carrier tracking loop. Moreover, if the carrier loop can track the direct signal well, multipath energy will be greatly attenuated after coherent integration and the multipath can be ignored in this case [30] . But if the code loop or carrier loop first locks the multipath signal, it will cause serious measurement error and tracking error. Then, multipath suppression must be considered in such a situation. This paper mainly considers the problem of symbol uncertainty of the navigation data during the coherent integration time and phase retrieval scheme. The fading and multi-path effects on our proposed method will be considered in future work.
V. CONCLUSION
In this work, different from the traditional PLL-based carrier phase estimation, the carrier phase of GPS signals has been recovered from the perspective of phase retrieval with the aid of an antenna array. Considering the symbol characteristic of complex satellite signals after coherent integration, the carrier phase estimation problem is transformed into a phase retrieval problem. Due to the loss of phase information, an antenna array is used to capture enough measurement information to successfully recover the original signals. Moreover, a WF-SQUAREM algorithm has been proposed to solve the problem and the signal recovery process is also shown by numerical simulation results. Furthermore, the proposed method outperforms the existing methods in terms of the MSE convergence rate. At last, the adjustment process of the carrier phase error in the proposed method is compared with that in the traditional PLL method, where the effectiveness of carrier phase recovery of the proposed method has been validated.
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