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ABSTRACT 
The spread of a matrix with real eigenvalues is the difference between its largest 
and smallest eigenvalues. The Gerschgorin circle theorem can be used to bound the 
extreme eigenvalues of the matrix and hence its spread. For nonsymmetric matrices 
the Gerschgorin bound on the spread may be larger by an arbitrary factor than the 
actual spread even if the matrix is symmetrizable. This is not true for real symmetric 
matrices. It is shown that for real symmetric matrices (or complex Hermitian matrices) 
the ratio between the bound and the spread is bounded by m, where p is the 
maximum number of off diagonal nonzeros in any row of the matrix. For full matrices 
this is just 6. This bound is not quite sharp for n greater than 2, but examples with 
ratios of &? for all n are given. For banded matrices with m nonzero bands the 
maximum ratio is bounded by 6 independent of the size of n. This bound is sharp 
provided only that n is at least 2m. For sparse matrices, p may be quite small and the 
Gerschgorin bound may be surprisingly accurate. 
1. INTRODUCTION 
The spread of a matrix A with real eigenvalues is the difference between 
its largest and smallest eigenvalue and will be denoted by s(A). The 
Gerschgorin circle theorem (see Varga [l, p. 161) provides bounds on all the 
eigenvalues of A and can be used to bound the spread. This bound will be 
denoted by b(A). For s(A) > 0, the ratio b( A)/s( A) will be denoted by 
g(A). Obviously g(A) > 1 for all matrices with s(A) > 0. Consider the two by 
two matrix 
AC2 ’ 
[ 1 1 0’ 
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The eigenvalues of A are l_+ a. s(A) is 2\/2. The Gerschgorin circle 
theorem bounds the largest eigenvalue of A to be less than or equal to 3 and 
the smallest eigenvalue of A to be greater than or equal to - 1. Thus b(A) is 
4 and the ratio g(A) is &. 
If A is replaced by Dp’AD, for any invertible matrix D, then the 
Gerschgorin bound on the spread is changed even though the actual spread is 
not. If D = diag(1, p) with /3 # 0, then B = D-‘AD is 
B= 
2 P 1 1 p-l 0 . 
s(B) is 2fi for any positive value of /3, but b(R) is 2+ p + p-‘. Thus g(R) 
can be made arbitrarily large by choosing p to be arbitrarily large (or small). 
However, it will be shown that for real symmetric matrices A, g(A) 
cannot be arbitrarily large. Throughout the rest of this paper A will be an n 
by n real symmetric matrix. The eigenvalues of A will be denoted by 
Let g, be the maximum value of g(A) over all n by n real symmetric 
matrices A. If s(A) is zero, then A is just a scalar multiple of the identity 
matrix, b(A) is also zero, and g(A) is formally undefined. For such matrices, 
g(A) will be extended by continuity to its limit value of 1. Since this is the 
minimum value of g(A) for any A, this will have no effect on the value of g,. 
This paper examines how large g, is for all n. Section 2 investigates the case 
of n = 2, Section 3 gives bounds on g,, Section 4 examines banded and 
sparse matrices, and Section 5 gives some conclusions. 
2. n=2 
In general g(A), for a real symmetric matrix of dimension n, is a very 
complicated function of n( n + 1)/2 variables. Even for n = 2 this is three 
variables, and computing g, would appear to be difficult. Fortunately, for 
any real numbers 13 and E, 
and so two of the variables can be eliminated. If A has equal diagonal 
elements, then g(A) takes on its minimum value of one. Therefore for 
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suitable choices of 6 and E the maximum value of g(A) is obtained by a 
matrix of the form 
A(r)= [; ;I. 
The characteristic polynomial of A(r) is p(x) = x2 - x - r2, and the eigenval- 
ues of A(r) are (1 f ds)/2. Thus 
s(A(r)) =J1+4T2, 
b(A(r)) = 1+2r, 
and 
The maximum value of g(A(r)), which can be found by differentiating, is 
g, =a, obtained when r = 4. 
3. BOUNDS ON g, 
THEOREM 1. For all positive n 
By definition, the Gerschgorin ratio g(A) for any matrix which is a scalar 
multiple of the identity is 1, and so the theorem is true for n = 1. To prove the 
lower bound for arbitrary n, consider the matrix 
A,,= 
-0 1 1 1 ... 1 
1 0 0 0 ... 0 
1 0 0 0 ... 0 
1 0 0 0 ... 0 
. . . . 
. . . . 
_; ;, (j ;, . . . ;, 
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of dimension n. All the eigenvalues of A,, are zero except two of them, which 
are fdx,andso s(A,)is2-. Also b(A,)=2(n -l),andsog(A,) 
is 4x. This proves the lower bound. 
To prove the upper bound, let ci and R, be the center and radius of the 
Gerschgorin circle that gives the left endpoint of the bound on the spread. Let 
c, and R, be the center and radius of the corresponding right hand circle. 
The Gerschgorin ratio of A is 
g(A) = 
c,-c,+R,+R, 
h,-h, ’ 
To obtain an upper bound on g(A) we will first obtain a lower bound on 
s(A) as a function of the c ‘s and R ‘s. This will then yield an upper bound on 
g(A) as a function of the c’s and R’s, and then this upper bound will be 
maximized. 
To obtain the lower bound on s(A), symmetrically permute the rows and 
columns of A so that ci is in the upper left hand comer. Apply an orthogonal 
similarity (Householder reflection) to A which zeros out all but the first two 
elements of the first row and column of the matrix. The transformed matrix 
will have a 2 x 2 leading principal minor of the form 
H, = ;: ” 
[ 1 a1 ’ 
where ci is the same as before, r, is the 2-norm of the vector whose l-norm is 
R,, and c~i is some real number. By the Cauchy interlace theorem, s( H,) is a 
lower bound on s(A). 
Let 
H, = 2 ” 
[ 1 a2 
be the analogue to H, generated using c,. s(H,) is also a lower bound on 
s(A), but y = s( H,@ H,) is a better bound. 
If ci=c2=c, then R,=R,=R, g(A)=R/max(r,,r?), and g(A) is 
bounded by R, the maximum ratio of the l-norm and the 2-norm of a vector. 
This maximum ratio is the square root of the number of nonzero components 
in the vector, which is Jn-1. 
If ci is not equal to c, then, by replacing A with 6(A + EZ) if necessary, 
we may assume that rl 3 r,, ci = 0, and c2 = 1. Let pi and vi be the larger 
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and the smaller eigenvalue of Hi, for i = 1, 2. Then 
a,+1+~(a2+l)2+4(r~-a2) 
cl2 = 2 
and 
a2+1-&Y2+1)2+4(r~-a2) 
v2 = 
2 
Y = max(pl, p2> - min(vl, ye). 
y is a function of the four parameters rr, r,, (or, and 02. We will first compute 
the minimum value of y [ = y(cw,, oz)] for fixed values of rr, and r2, Let 
H,(al) and H,(a,) denote H, and H, as functions of (or and o2 respectively, 
and let P,( a,) and Vi( ai) be the largest and smallest eigenvalues of H,( a, ). 
Both p i( oi ) and vi( CQ ) are monotonically increasing functions, while s( H,( a1 )) 
and S( H,(a,)) are unimodal functions with unique minima at (Y, = o and 
ff2 = 1 respectively. 
LEMMA 2. The minimum of ~(a,, a,) can occur in three possible ways: 
(1) Y = ~(Hd0)). 
(2) Y = s(W)). 
(3) Y =~(Hl(~l))=s(H2(~2)) (i.e. pl(a1)=p2(a2) and ~~(a,)= K,((Y~)J 
Proof. Clearly s( H,(O)) and s( H,(l)) are lower bounds for y, so the first 
and second cases are minima if they can occur. Define 02(crl) as the value of 
K, which makes v2(al) = vr((~r) for the given value of or. By assumption 
r,-> r, and so 
and hence 
- rr = VI(O) < Y2( 1) = 1 - r, 
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then we are in case (1) [or (2)]. Otherwise there exists a unique value of c~i 
with 
and since ri > r,, 
The unique minimum of y is obtained at this point, since any perturbation of 
the (Y’S separately or in concert increases y. This is case (3). W 
For example, if r, = 2 and r, = 1, then a,(O) = - 3 and d = pL,( - 3) < 
pi(O) = 2, and so this is case (1). If r, = 0.2 and rs = 0.1, then ar,(O) = - & 
and s = pLz( - s) > ~~(0) = 0.2, and so this is case (3). The unique values of 
(pi and (us which make the eigenvalues of H, and H, the same can be found 
by equating the traces and determinants of H, and H,. The values are 
(Y, = 0.97 and (us = - 0.03. The minimum value of the spread is 
y(0.97, - 0.03) = 1.0492378. 
In general the minimum spread in case (3) is 
Thus the bound in case (3) is 
g(A) G 
l+R,+R, 
1+2r,2+2r:+(r;-rr:)2 
The numerator of the bound depends on the R’s, while the denominator 
depends on the r ‘s. For fixed r’s the bound is clearly maximized by choosing 
the R’s as large as possible. If we let p be the maximum ratio of Ri /1;, then 
Only case (3) is relevant to computing the minimum upper bound on g(A), 
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since if A falls into case (1) [or (2)], it is possible to increase r, [or rr] without 
increasing the spread of A. Thus the numerator of r could be increased 
without increasing the denominator, and r would not be an upper bound on 
g(A). In case (3) it is possible to determine the maximum value of r as a 
function of rr and rs by first finding the maximum of 7’ by equating partial 
derivatives of ~‘(r,, r2) to zero and then evaluating r at the maximum point. 
In particular 
o_ fw _ h2 _ 4[1+p(r,+r,)12(r2-r~)[l+(T?+r1)2] 
ar, dr2 
[l+2r;+2r:+(r;-r$]2 * 
The only factor in this expression which can be zero is (rs - rr), which shows 
that at the maximum r, = r, = r. Substituting this into the expression for 72 
yields 
72 = (l+ww” 
1+4r2 * 
The maximum of this expression is obtained at r = p/2, and the maximum 
value of 7 is 
For full matrices p = Jnri and so r = 6, completing the proof of Theo- 
rem 1. W 
The bound & does not seem to be achievable for 72 greater than 2, since 
it is not possible to independently prescribe H, and H, in an optimal 
manner. On the other hand, the achieved value of Jn-1 is not a bound for 
n = 3, since g(A) = 1.5426 > fi for the matrix 
0 
A=1 [ 
1 1 
1 11. 1  2 
Further improvements can be made, but all must lie between the achievable 
value of m and the bound fi. The value of the sharp bound will not be 
pursued further here. 
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4. BANDED AND SPARSE MATRICES 
The analysis in the preceding section applies to band matrices as well, 
with the exception of the value of the bound p. For band matrices with m 
nonzero bands, the row which generates, R, has at most m - 1 nonzeros and 
so p = 4s. This in turn leads to the bound 
This bound is achievable for all n and m, provided only that 12 > 2m, as 
shown by the following example. 
Let k = [m/2], and let W be an m X m matrix which is zero except in 
the kth row and column. The kth row and column are all ones except the 
diagonal element, which is two. Let X = 21- W, and let A be the direct sum 
of X, W, and a zero matrix of dimension n - 2m. Then A is an 72 X n matrix 
with m nonzero bands. The eigenvalues of A are just zeros and the 
eigenvalues of W and X. The extreme eigenvalues of both W and X are 
the same by construction and are 1 + 6. Thus the spread of A is 2&. The 
Gerschgorin bound of A is 
2+(m-l)- [0-(m-l)] =2m. 
Thus g(A) = 6 as desired. The matrix A for m = 5 and 12 = 11 is shown 
below:- 
A= 
00100 0 0 0 0 00 
00100 0 0 0 0 00 
11211 0 0 0 0 00 
00100 0 0 0 0 00 
00100 0 0 0 0 00 
00000 2 o-1 0 00 
00000 0 2-l 0 00 
0 0 0 0 0 -1 -1 0 -1 -1 0 
00000 0 o-1 2 00 
00000 0 o-1 0 20 
00000 0 0 0 0 00 
There is nothing special about being a band matrix. The key quantity is the 
maximum number of off diagonal nonzeros in a row. If A is any sparse matrix 
which has at most p off diagonal nonzeros in any row, then g(A) < m. 
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5. CONCLUSIONS 
This paper has shown that the ratio between the Gerschgorin bound and 
the spread of the spectrum of a symmetric matrix A is bounded by m, 
where p is the maximum number of off diagonal nonzeros in any row of the 
matrix (the bound also holds for complex Hermitian matrices, since the bound 
/3 = fi on the ratio of the l-norm to the 2norm of a vector holds for complex 
vectors as well). For full matrices of dimension bigger than 2 this bound is not 
quite sharp, but the sharp bound must be at least fi. For banded and sparse 
matrices the bound is sharp, and p will be small and the Gerschgorin estimate 
will be adequate for most applications. 
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