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Ein Meilenstein in der Geschichte der theoretischen Informatik sind die Ar-
beiten des Linguisten Noam Chomsky (unter anderem [3, 4]) aus den Fu¨nf-
ziger Jahren des vorigen Jahrhunderts, in denen verschiedene Typen von
Grammatiken definiert und ihre generativen Ma¨chtigkeiten untersucht wer-
den. Das langfristige Ziel seiner Arbeit ist es, natu¨rliche Sprachen mo¨glichst
durch formale, mathematisch handhabbare Ersetzungssysteme darzustel-
len. Grammatiken sind solche Systeme, die mithilfe von Regeln oder Pro-
duktionen aus einem vorgegebenen Startsymbol Wo¨rter u¨ber einer Menge
von Zeichen, den Terminalsymbolen, erzeugen. Als Hilfsmittel werden da-
bei Nichtterminalsymbole verwendet, auf die in den entstehenden Zwischen-
stadien, den Satzformen, solange Regeln angewandt werden, bis schließ-
lich ein Wort entsteht, das nur noch aus Terminalsymbolen besteht. In
natu¨rlich-sprachlichen Beispielen ko¨nnen grammatische Wortarten wie Sub-
stantiv oder Verb als derartige Nichtterminalsymbole fungieren. Hierbei ist
zu beachten, dass ein Wort der natu¨rlichen Sprache in der Grammatik als
ein einzelnes Zeichen abgebildet werden kann. Ein aus den einzelnen Zeichen
zusammengesetztes Wort der Grammatik entspricht somit einem vollsta¨ndi-
gen Satz der natu¨rlichen Sprache. In der mathematischen Formalisierung
erzeugt die Grammatik in einem Ableitungsprozess jeweils ein Wort. Die
Menge aller ableitbaren Wo¨rter ist die von der Grammatik erzeugte Spra-
che. Eine solche formale Sprache ist lediglich als eine Menge von Wo¨rtern
u¨ber dem zugrunde liegenden Alphabet definiert und ist im Folgenden nicht
als eine natu¨rliche Sprache aufzufassen.
Die Familien der Sprachen, die von den Chomsky-Grammatiken erzeugt wer-
den, ergeben eine echte Hierarchie, die nach ihrem Begru¨nder Chomsky-
Hierarchie genannt wird:
1. REG (regula¨re Sprachen),
2. CFL (kontextfreie Sprachen),
1
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3. CSL (kontextsensitive Sprachen),
4. RE (rekursiv aufza¨hlbare Sprachen).
Dabei ist jede Sprachfamilie jeweils eine echte Teilmenge der nachfolgenden
und somit von allen weiteren Familien. Aus Sicht der Linguistik sind da-
bei insbesondere kontextfreie und kontextsensitive Sprachen von Interesse.
Der Begriff kontextfrei gibt an, dass bei den Ersetzungsregeln der entspre-
chenden Grammatiken jeweils nur ein Nichtterminalsymbol durch ein neues
Teilwort zu ersetzen ist. Es spielt also keine Rolle, in welchem Kontext das
Symbol anzutreffen ist, das heißt, welche Teilwo¨rter sich auf seiner linken
beziehungsweise rechten Seite befinden. Bei kontextsensitiven Grammatiken
hingegen kann dieser Kontext beachtet werden, und Nichtterminale ko¨nnen
somit in unterschiedlichen Zusammenha¨ngen unterschiedlich ersetzt werden.
Es hat sich im Laufe der Zeit herausgestellt, dass kontextfreie Grammati-
ken fu¨r die Beschreibung der in der Praxis auftretenden Pha¨nomene nicht
ausreichen (Zitat aus [7, Seite 24]):
”
Indeed, the world seems to be non-context-free . . .“
Kontextsensitive Grammatiken sind aus Sicht der Linguistik hinreichend
ausdrucksstark, sie sind jedoch leider aus praktischen Gesichtspunkten un-
geeignet. Algorithmen, die fu¨r ein gegebenes Wort entscheiden, ob es in
einer kontextsensitiven Sprache enthalten ist, haben im Allgemeinen eine
(bezu¨glich der La¨nge des Wortes) exponentielle Laufzeit. Daher sind diese
Algorithmen schon bei relativ geringer Wortla¨nge praktisch nicht mehr ein-
setzbar – die Laufzeit wa¨chst schnell zu mehreren Jahren, Jahrhunderten
und so weiter. Fu¨r die Frage, ob eine gegebene kontextsensitive Gramma-
tik mindestens ein Wort erzeugen kann, also fu¨r das sogenannte Leerheits-
problem, existiert sogar – unabha¨ngig von der Laufzeit – u¨berhaupt kein
Algorithmus.
Anstatt von kontextfreien zu kontextsensitiven Produktionsregeln u¨berzu-
gehen, wird daher auch versucht, die Anwendung der kontextfreien Regeln
zu reglementieren. Obwohl dies auf den ersten Blick den Eindruck einer
Schwa¨chung der generativen Ma¨chtigkeit erwecken ko¨nnte, werden damit
tatsa¨chlich ausdruckssta¨rkere Modelle geschaffen. Dies wird bei Gramma-
tiken mit kontrollierten Ableitungen auf unterschiedliche Weise realisiert.
So kann beispielsweise bei regularly controlled grammars with / without ap-
pearance checking festgelegt werden, dass die Regeln nur in einer bestimm-
ten Reihenfolge angewandt werden du¨rfen, die durch eine regula¨re Sprache
u¨ber der Menge der Regeln festgelegt wird. Durch das optionale appearance
checking kann zudem bestimmt werden, dass zuna¨chst alle Regeln einer be-
stimmten Form angewandt werden mu¨ssen, bevor zu einer anderen Regel
u¨bergegangen werden darf. Dieses Konzept wird auch bei matrix grammars
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with appearance checking verwendet. Hier werden Folgen von kontextfreien
Produktionsregeln in den sogenannten Matrizen zusammengefasst und die
Anwendungen der Regeln auf die so gegebene Reihenfolge beschra¨nkt; die
Auswahl der anzuwendenden Matrix ist jedoch frei. Ein anderer Ansatz ist
es, nicht die Reihenfolge der anzuwendenden Regeln festzulegen, sondern
Bedingungen an die Satzformen zu stellen, die wa¨hrend des Ableitungs-
prozesses entstehen. So wird bei conditional grammars jede Produktionsre-
gel mit einer regula¨ren Menge (u¨ber den Nichtterminalen und Terminalen
der Grammatik) verbunden. Eine solche Regel kann nur angewandt wer-
den, wenn die aktuelle Satzform in der angegebenen Menge enthalten ist.
Bei semi-conditional grammars werden die Regeln stattdessen mit erlaub-
ten beziehungsweise verbotenen Kontexten versehen, die in einer Satzform
auftreten mu¨ssen beziehungsweise nicht auftreten du¨rfen. Diese sind ein Spe-
zialfall der conditional grammars, wie auch die random context grammars,
bei denen die Kontexte sogar nur aus Nichtterminalzeichen bestehen. Wei-
tere Typen von Grammatiken mit kontrollierten Ableitungen fu¨hren einen
gewissen Grad von Parallelita¨t im Ableitungsprozess ein oder steuern die
Ableitungen durch Indizes und definieren so ebenfalls Sprachfamilien, die
oberhalb der kontextfreien Sprachen angesiedelt sind (siehe beispielsweise
[1, 15, 16, 24, 37, 39, 54]).
Ein vo¨llig anderer Ansatz wurde 1969 von Solomon Marcus in [38] mit
dem Konzept der contextual grammars eingefu¨hrt, die einen grundsa¨tzlich
anderen Aufbau als die Chomsky-Grammatiken haben. Bei Letzteren wer-
den getrennte Mengen von Terminal- und Nichtterminalsymbolen unter-
schieden. Aus einem ausgezeichneten Nichtterminalzeichen, dem Startsym-
bol oder Axiom, werden anhand der gegebenen Produktionsregeln solange
Satzformen gebildet, bis ein Wort erreicht wird, das vollsta¨ndig aus Ter-
minalsymbolen besteht. Bei den contextual grammars hingegen wird eine
Menge von Axiomen vorgegeben. Diese Axiome sind aus Zeichen des glei-
chen Alphabets wie auch die zu erzeugenden Wo¨rter aufgebaut und sind
daher selbst bereits Wo¨rter aus der erzeugten Sprache. Mithilfe einer Men-
ge von Kontexten und einer Auswahlfunktion werden dann in bestehenden
Wo¨rtern die Positionen ausgewa¨hlt, an denen ein Kontext eingefu¨gt und so-
mit ein neues, la¨ngeres Wort gebildet wird. In den vergangenen Jahrzehnten
wurden zudem verschiedene Einschra¨nkungen der allgemeinen Form dieser
Grammatiken eingefu¨hrt (siehe beispielsweise [48]). Diese sollen die contex-
tual grammars in geeigneter Weise einschra¨nken, um fu¨r die von Seiten der
Linguistik gestellten Fragen das bereits erwa¨hnte Ziel eines einerseits ausrei-
chend ma¨chtigen und andererseits (unter anderem bezu¨glich der Laufzeit)
praktisch durchfu¨hrbaren Modells erreichen zu ko¨nnen.
Außer den bereits erwa¨hnten (und vielen weiteren) Grammatikmodellen gibt
es zudem das weite Gebiet der Automatentheorie, in dem abstrakte Ma-
schinen als theoretische Modelle fu¨r Computer und fu¨r Berechnungen im
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Allgemeinen betrachtet werden. Zu jeder Ebene der Chomsky-Hierarchie
existieren hier jeweils Automatenmodelle, die exakt die gleichen Sprachfa-
milien beschreiben wie die Grammatiken, mithilfe derer die Hierarchie de-
finiert wird. Die klassischen Modelle zur Charakterisierung dieser Ebenen
sind (in der Reihenfolge wie zuvor):
1. endlicher Automat,
2. Kellerautomat,
3. linear beschra¨nkter Automat,
4. Turingmaschine.
Die Automatentheorie bescha¨ftigt sich mit umfangreichen Fragestellungen
zu den oben genannten und vielen weiteren Automatenmodellen. Neben
der fundamentalen Frage nach der Berechnungssta¨rke der Modelle werden
algebraische Eigenschaften der durch sie akzeptierten Sprachfamilien, die
mo¨glichst platzsparende Beschreibung gegebener Sprachen, die effiziente Im-
plementierung als Software sowie viele weitere Themen betrachtet. Die Au-
tomatentheorie und die Theorie der formalen Sprachen haben Anwendungen
unter anderem in der Berechenbarkeitstheorie, in der Komplexita¨tstheorie,
im Compilerbau, bei objektorientierter Modellierung, in Realzeit-Systemen,
Kommunikationsprotokollen, theoretischer Biologie und – nicht zuletzt – in
der Linguistik gefunden.
Wie im Bereich der Grammatiken, wurden auch in der Automatentheorie in
den vergangenen Jahrzehnten diverse neue Modelle erforderlich, um Kon-
zepte aus der Linguistik formalisieren zu ko¨nnen, beziehungsweise um zu
versuchen, linguistische Fragestellungen zu lo¨sen.
Der von Michal Chytil, Martin Pla´tek und Jo¨rg Vogel betrachtete
Listenautomat (englisch list automaton, siehe [6, 49]) ist ein solches Beispiel,
das zudem auch aus der Sicht einer Implementierung interessant ist. Die Da-
tenstruktur der doppelt verketteten Liste ist eine naheliegende und effiziente
Form, die Eingabe eines Automaten zu u¨bergeben. Listenautomaten arbei-
ten auf einer solchen Liste und verfu¨gen u¨ber die Operationen Einfu¨gen,
Lo¨schen, Schreiben und Kopf nach links beziehungsweise Kopf nach rechts
bewegen; diese Operationen erscheinen aus praktischer Sicht sehr natu¨rlich.
Aus theoretischer Sicht ergibt sich durch die Listenautomaten zudem ein
a¨ußerst interessantes Ergebnis: Schra¨nkt man die zur Verfu¨gung stehenden
Operationen in geeigneter Form ein, lassen sich die bereits erwa¨hnten vier
Ebenen der Chomsky-Hierarchie in einem gleichfo¨rmigen Automatenmodell
charakterisieren. Erstaunlich ist diese Charakterisierung vor allem fu¨r die
Ebene der kontextfreien Sprachen. Wa¨hrend die Darstellung von endlichen
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Automaten, linear beschra¨nkten Automaten und Turingmaschinen als Lis-
tenautomaten auf naheliegende Weise mo¨glich ist, ist die Simulation eines
Kellerautomaten keineswegs offensichtlich.
Eine mo¨gliche Anwendung und die Motivation fu¨r das Konzept der Verku¨r-
zung durch Lo¨schen liegen darin, zu erkennen, ob ein gegebener Satz syntak-
tisch korrekt aufgebaut ist. Durch eine schrittweise Verku¨rzung wird schließ-
lich ein kurzer Satz erreicht, fu¨r den nun die Entscheidung
”
korrekt / nicht
korrekt“ getroffen werden kann. Falls die Verku¨rzungen die Korrektheit oder
Inkorrektheit nicht vera¨ndern, kann somit das Ergebnis fu¨r den urspru¨ngli-
chen Satz durch diesen Prozess gewonnen werden. Als Beispiel betrachten
wir die schrittweise Verku¨rzung des folgenden Satzes:
”
Die schwarze Katze lief schnell davon.“
”
Die Katze lief schnell davon.“
”
Die Katze lief davon.“
”
Die Katze lief.“
Eine mit dem Lo¨schen vergleichbare Operation ist die des Ausradierens. Hier
wird ein Eingabesymbol nicht komplett entfernt (zum Beispiel aus einer
doppelt verketteten Liste), sondern lediglich mit einem Leerzeichen u¨ber-
schrieben. Der von dem Zeichen zuvor beanspruchte Platz bleibt jedoch –
wie beim Ausradieren eines Wortes auf einem Blatt Papier – bestehen; die
ausradierte Stelle ist also im Nachhinein noch als solche zu erkennen. Das
Ausradieren wurde 1979 durch Burchard von Braunmu¨hl und Rutger
Verbeek als ein Spezialfall im Rahmen ihrer Arbeit [55] u¨ber finite-change
automata eingefu¨hrt. Diese Automaten sind als Turingmaschinen mit zwei
Ba¨ndern definiert, wobei das erste Band die Eingabe entha¨lt. U¨ber zwei
Funktionen f bzw. g werden fu¨r eine gegebene Wortla¨nge obere Schranken
fu¨r die Platzbeschra¨nkung auf dem ersten bzw. zweiten Band fixiert. Eine
feste Zahl k gibt an, wie oft ein einzelnes Feld des ersten Bandes mit ei-
nem neuem Symbol beschrieben werden darf. Durch die Einschra¨nkung der
Funktion f auf die identische Abbildung und der Zahl k auf den Wert 1
ergeben sich die erasing automata E(g). Ein solcher Automat kann auf dem
ersten Band nicht mehr als die mit der Eingabe beschriebenen Felder be-
treten (wie ein linear beschra¨nkter Automat), er kann diese jedoch einmalig
mit einem neuen Zeichen u¨berschreiben. Es wird allerdings festgelegt, dass
beim U¨berschreiben eines Feldes stets das gleiche Symbol verwendet werden
muss. Zudem steht das g-platzbeschra¨nkte zweite Band zur Verfu¨gung.
Fu¨r das U¨berschreiben mit einem fest vorgegebenen Symbol wurde somit
der Begriff des Ausradierens gepra¨gt. In Analogie zum bereits vorgestellten
Beispiel der schrittweisen Verku¨rzung eines Satzes durch Lo¨schen kann das
Ausradieren wie folgt zur Syntaxu¨berpru¨fung verwendet werden:
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”
Die schwarze Katze lief schnell davon.“
”
Die Katze lief schnell davon.“
”
Die Katze lief davon.“
”
Die Katze lief .“
In [55] wurde bewiesen, dass erasing automata E(log) mit einem logarith-
misch beschra¨nkten zweiten Band alle kontextfreien Sprachen akzeptieren
ko¨nnen. Das Akzeptieren einer kontextfreien Sprache wird dabei u¨ber die
ru¨ckwa¨rtige Abarbeitung (das heißt vom gegebenen Wort zum Axiom) ei-
ner Grammatik in Chomsky-Normalform realisiert. Die in derselben Arbeit
aufgestellte Vermutung, dass nicht alle kontextfreien Sprachen durch einen
erasing automaton ohne weiteres Arbeitsband erkannt werden ko¨nnen, wur-
de allerdings 1991 von Frantiˇsek Mra´z und Martin Pla´tek in [42]
widerlegt. Dabei wurde gezeigt, dass die Ableitungsschritte einer kontext-
freien Grammatik in Chomsky-Normalform durch einen erasing automaton
geraten werden ko¨nnen. Die bei der Verarbeitung verwendete Technik kann
als Verallgemeinerung des parallelen Algorithmus zum Parsen von kontext-
freien Sprachen aus [52] betrachtet werden. In [27] wurde 1992 zudem ein
alternativer Beweis erbracht, bei dem die Rechtsableitung einer Gramma-
tik in TS(k)-Form ru¨ckwa¨rts abgebaut wird. Die TS(k)-Form ist dabei eine
Normalform fu¨r kontextfreie Grammatiken, bei der die rechten Seiten der
Produktionsregeln – bis auf Ausnahmen fu¨r das direkte Ableiten aus dem
Startsymbol – mit mindestens k Terminalzeichen enden. Durch diese Nor-
malform wird sichergestellt, dass die wa¨hrend der Abarbeitung der Gram-
matik auftretenden Nichtterminalzeichen durch das Ausradieren von geeig-
neten Eingabezeichen auf dem Band codiert hinterlassen werden ko¨nnen.
Durch die La¨nge der rechten Regelseiten ist dabei ausreichend Platz fu¨r die
Codierung der Nichtterminale vorhanden.
Ebenfalls im Jahre 1992 wurde von Petr Jancˇar, Frantiˇsek Mra´z und
Martin Pla´tek in [28] erstmals die Kombination der Operationen Lo¨schen
und Ausradieren in einem neuen Automatenmodell betrachtet. Dieser neue
Automatentyp wird als forgetting automaton bezeichnet. Er stellt den Mit-
telpunkt dieser Arbeit dar, in der wir ihn – nur zum Teil eingedeutscht – als
Forgetting-Automaten bezeichnen. Auf eine vollsta¨ndige U¨bersetzung, etwa
als vergessenden Automaten, wird verzichtet. Die verschiedenen in [28] defi-
nierten Modelle der Forgetting-Automaten ergeben sich aus den Teilmengen,
die aus der Menge aller mo¨glichen Operationen gebildet werden ko¨nnen. Die-
se Operationen sind das Lo¨schen DL, das Ausradieren ER und das schlichte
Bewegen MV des Kopfes auf ein Nachbarfeld. Ferner wird jeweils eine mit
Index L bzw. R versehene Version betrachtet, bei der der Index die Be-
wegungsrichtung angibt, die eingeschlagen werden kann. So bedeutet MVL
das Bewegen des Kopfes um ein Feld nach links, wa¨hrend ERR das Ausra-
dieren eines Feldes mit anschließender Rechtsbewegung bezeichnet. Bei den
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Lo¨schoperationen wird entsprechend das aktuelle Feld gelo¨scht und der Kopf
anschließend auf dem zuvor links bzw. rechts liegenden Feld platziert.
Ein Forgetting-Automat ist somit ein Automat, der u¨ber mindestens ei-
ne der Operationen MVL, MVR, ERL, ERR, DLL und DLR verfu¨gt. Da sich
erstens 63 solcher Mengen von Operationen als Grundlage fu¨r einen Au-
tomaten betrachten lassen und zweitens zudem der nichtdeterministische
und der deterministische Fall fu¨r jeden Typ eines Automaten unterschieden
werden kann, ergibt sich durch diese Definition ein breites Feld von Model-
len, das es zu untersuchen gilt. Ergebnisse zu bestimmten Typen der list
automata und der erasing automata, die nun als Spezialfa¨lle der Forgetting-
Automaten aufgefasst werden ko¨nnen, erga¨nzen dabei die Betrachtungen
aus der Arbeit [28], in der die Familien der von Forgetting-Automaten er-
kannten Sprachen in die Chomsky-Hierarchie eingeordnet wurden. In den
weiteren Vero¨ffentlichungen [26, 29, 30, 31, 43, 44] folgten neue Ergebnisse,
unter anderem der durch Diagonalisierung gefu¨hrte Beweis, dass auch das
berechnungsma¨chtigste nichtdeterministische Forgetting-Automaten-Modell
schwa¨cher als ein deterministischer linear beschra¨nkter Automat ist. Aller-
dings blieben auch einige Probleme ungelo¨st.
Ausgehend von den bisher betrachteten Forgetting-Automaten ist das Mo-
dell zudem in einer Reihe von Arbeiten erweitert beziehungsweise abgea¨ndert
worden. Durch die Einfu¨hrung von Restart-Automaten in [32] wurde 1995
von Petr Jancˇar, Frantiˇsek Mra´z, Martin Pla´tek und Jo¨rg Vo-
gel die schrittweise Verku¨rzung einer Eingabe zur Syntaxanalyse (
”
analysis
by reduction“) mithilfe von mehreren Durchga¨ngen der Berechnung model-
liert. In jedem Durchgang muss dabei das Eingabeband verku¨rzt werden.
Durch den Restart wird der Automat anschließend am Bandanfang neu ge-
startet. Diverse Varianten der Restart-Automaten wurden unter anderem in
[33, 35, 36, 45, 46] betrachtet und fu¨hrten zu interessanten Charakterisierun-
gen bekannter Sprachfamilien. So wurden beispielsweise die Church-Rosser-
Sprachen von Gundula Niemann und Friedrich Otto in [47] durch de-
terministische Restart-Automaten charakterisiert, die zusa¨tzliche Sonderzei-
chen schreiben ko¨nnen. In [34, 50] betrachten Petr Jirˇicˇka und Jaroslav
Kra´l beziehungsweise Daniel Pr˚usˇa zweidimensionale Erweiterungen der
Forgetting-Automaten. In diesem Fall liegen die Eingaben eines Automaten
nicht mehr als eindimensionale Zeichenkette vor, sondern als zweidimensio-
nale, rechteckige Matrix aus Symbolen. Eine solche Matrix kann als zweidi-
mensionales Wort oder Bild bezeichnet werden. Eine Menge solcher Wo¨rter
wird daher zweidimensionale Sprache oder Bildsprache genannt. Da sich hier
im Gegensatz zum eindimensionalen Fall das Entfernen eines einzelnen Fel-
des nicht sinnvoll realisieren la¨sst, wird im zweidimensionalen Fall nur das
Ausradieren betrachtet. Die so definierten Forgetting-Automaten werden in
den genannten Arbeiten schließlich mit anderen Modellen zur Beschreibung
zweidimensionaler Sprachen (siehe zum Beispiel [10]) verglichen.
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In dieser Arbeit wird die Untersuchung der Forgetting-Automaten fort-
gefu¨hrt und es wird versucht, weitergehende Einblicke in die Mo¨glichkeiten
und Grenzen dieses Modells zu gewinnen. Die weiteren Kapitel dieser Arbeit
sind wie folgt aufgebaut: In Kapitel 2 legen wir einige grundlegende Schreib-
weisen und Bezeichnungen fest. Ferner werden die in den darauf folgenden
Kapiteln verwendeten Automaten- und Grammatikmodelle definiert.
In Kapitel 3 wird das Modell des Forgetting-Automaten ausfu¨hrlich beschrie-
ben und formal definiert. Zu einigen typischen Beispielsprachen werden ent-
sprechende Automaten konstruiert. Nach der Zusammenstellung der aus der
Literatur bekannten Ergebnisse betrachten wir eine Reihe von Normierun-
gen fu¨r bestimmte Modelle, die in den folgenden Kapiteln beno¨tigt werden.
Kapitel 4 befasst sich mit der Berechnungsma¨chtigkeit fu¨r den allgemeinen
Fall eines Eingabealphabets, wa¨hrend in Kapitel 5 nur una¨re (das heißt
aus einem Element bestehende) Alphabete betrachtet werden. Dabei wer-
den die Modelle der Forgetting-Automaten sowohl untereinander als auch
mit aus der Literatur bekannten, klassischen Modellen wie linearen und me-
talinearen Grammatiken sowie verschiedenen Arten von Za¨hler-Automaten
verglichen. Der u¨berwiegende Teil der Ergebnisse aus den Kapiteln 4 und 5
wurde bzw. wird auf der Eleventh International Conference on Implementa-
tion and Application of Automata (CIAA 2006) in Taipeh und der Twelfth
International Conference on Developments in Language Theory (DLT 2008)
in Kyoto pra¨sentiert und in den Konferenzba¨nden der beiden Tagungen
([11, 14]) sowie der Zeitschrift International Journal of Foundations of Com-
puter Science ([13]) vero¨ffentlicht.
Im abschließenden Kapitel 6 werden die Familien der von Forgetting-Auto-
maten erkannten Sprachen auf ihre Abschlusseigenschaften hin untersucht.
Die Ergebnisse aus diesem Kapitel wurden gro¨ßtenteils auf der Tagung
Mathematical and Engineering Methods in Computer Science (MEMICS




In diesem Kapitel werden wir zuna¨chst einige grundlegende Begriffe und
Notationen betrachten, die fu¨r dieses und die weiteren Kapitel von Bedeu-
tung sind. Des Weiteren werden die beno¨tigten grundlegenden Typen von
Grammatiken und Automaten formal definiert.
2.1 Begriffe und Notationen
Es sei N := {1, 2, 3, . . . } die Menge der natu¨rlichen Zahlen. Die Vereinigung
N ∪ {0} wird mit N0 bezeichnet.
Fu¨r eine Menge M bezeichnet |M | deren Ma¨chtigkeit. Fu¨r das kartesische
Produkt der MengenM1,M2, . . . ,Mn schreiben wirM1×M2×· · ·×Mn; das
k-fache kartesische Produkt einer Menge M wird auch mit Mk bezeichnet.
Fu¨r die Potenzmenge von M schreiben wir 2M.
Fu¨r Mengen M und N unterscheiden wir zwei verschiedene Notationen der
Inklusion:
M ⊆ N M ist eine Teilmenge von N ,
M ⊂ N M ist eine echte Teilmenge von N (M 6= N).
Wir nennen zwei MengenM und N unvergleichbar, falls wederM in N noch
N in M enthalten ist, das heißt es gilt:
M 6⊆ N und N 6⊆M.
Ist f eine Abbildung von der Menge X in die Menge Y , so schreiben wir
f : X → Y . Fu¨r ein Element x ∈ X bezeichnet f(x) das Bild von x unter f .
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Alphabete sind endliche, nichtleere Mengen. Die Elemente eines Alphabets
werden als Zeichen oder Symbole bezeichnet. EinWort ist eine endliche Fol-
ge von Elementen des Alphabets, das durch Hintereinanderschreiben (Kon-
katenieren) seiner Zeichen entsteht. Das leere Wort wird mit λ bezeichnet.
Ist A ein Alphabet, so schreiben wir A∗ fu¨r die Menge aller Wo¨rter u¨ber A
und A+ fu¨r A∗ \ {λ}. Mit An bezeichnen wir die Menge aller Wo¨rter der
La¨nge n u¨ber A, mit A≤n die Menge aller Wo¨rter der La¨nge kleiner oder
gleich n. Fu¨r ein Wort w ∈ A∗ bezeichnet wn die n-fache Konkatenation von
w, wobei w0 = λ. |w| ist die La¨nge des Wortes w (mit |λ| = 0). Mit |w|a
bezeichnen wir die Ha¨ufigkeit des Vorkommens von a ∈ A im Wort w ∈ A∗.
Teilmengen von A∗ heißen (formale) Sprachen u¨ber A. Fu¨r eine Sprache
L ⊆ A∗ bezeichnet L = (A∗ \ L) das Komplement von L.
Fu¨r ein Wort w = a1 · · · an ∈ A
∗ bezeichnen wir mit wR das (zu w) gespiegel-
te Wort, also wR = an · · · a1. Die gespiegelte Sprache L
R einer Sprache L ist
definiert als die Menge aller gespiegelten Wo¨rter aus L: LR = {wR | w ∈ L}.
Betrachten wir zwei Automaten, so bezeichnen wir diese als a¨quivalent, falls
die von ihnen erkannten Sprachen gleich sind. Die von einem Automaten
A erkannte Sprache bezeichnen wir dabei mit L(A), die Familie der von
Automaten eines Typs X erkannten Sprachen mit L (X).
Die Familie der von deterministischen Automaten des Typs X erkannten
Sprachen bezeichnen wir mit Ldet(X). Beschra¨nken wir die Betrachtung auf
Sprachen u¨ber einem una¨ren Alphabet (das heißt einem Alphabet, welches
nur aus einem Symbol besteht), dann bezeichnen wir die entsprechenden
Sprachfamilien mit L u(X) bzw. L udet(X).
Erweitern wir die Menge S der Zusta¨nde eines Automaten um weitere Zu-
sta¨nde S′, so gehen wir stets davon aus, dass die Vereinigung S∪S′ disjunkt
ist, das heißt es gilt S ∩ S′ = ∅. Durch Umbenennen der Zusta¨nde la¨sst sich
dies gegebenenfalls immer sicherstellen.
2.2 Endliche Automaten
Ausgangspunkt unserer Betrachtungen von Automaten ist das Modell des
endlichen Automaten. Charakteristisch hierfu¨r sind einerseits die endliche
Menge an Zusta¨nden, in denen sich ein Automat befinden kann und die ge-
wissermaßen das Geda¨chtnis darstellen, und andererseits die Tatsache, dass
das Eingabeband nur gelesen – nicht beschrieben – werden kann. Zuna¨chst
betrachten wir unidirektionale Automaten, die sich nur in einer Richtung
u¨ber das Eingabeband bewegen ko¨nnen und nach dem Lesen eines Zeichens
jeweils entsprechend ihrer U¨berfu¨hrungsfunktion einen neuen Zustand (den
Folgezustand) annehmen. Befindet sich ein Automat nach dem Lesen des
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letzten Zeichens der Eingabe in einem ausgezeichneten Endzustand, so ak-
zeptiert er die Eingabe, anderenfalls akzeptiert er sie nicht. Auf diese Weise
wird die von A akzeptierte Sprache beschrieben.
Zuna¨chst definieren wir den deterministischen endlichen Automaten, bei
dem der Folgezustand nach dem Lesen eines Zeichens stets eindeutig festge-
legt ist.
2.2.1 Definition
(i) Ein deterministischer endlicher Automat (DFA,
”
deterministic finite
automaton“) ist ein System A = 〈S,A, δ, s0, F 〉, wobei gilt:
(a) S ist die endliche Menge von Zusta¨nden,
(b) A ist das Eingabealphabet,
(c) s0 ist der Startzustand,
(d) F ⊆ S ist die Menge der Endzusta¨nde,
(e) δ : S ×A→ S ist die totale U¨berfu¨hrungsfunktion.
(ii) Die erweiterte U¨berfu¨hrungsfunktion ∆ : S × A∗ → S von A wird fu¨r
a ∈ A,w ∈ A∗ und s ∈ S wie folgt definiert:
∆(s, λ) = s
∆(s, wa) = δ(∆(s, w), a)
(iii) Die von A akzeptierte Sprache ist
L(A) = {w ∈ A∗ | ∆(s0, w) ∈ F}.
Nun betrachten wir die nichtdeterministischen endlichen Automaten, die
nach dem Lesen eines Zeichens in mehrere Folgezusta¨nde verzweigen ko¨nnen:
2.2.2 Definition
(i) Ein nichtdeterministischer endlicher Automat (NFA,
”
nondeterminis-
tic finite automaton“) ist ein System A = 〈S,A, δ, s0, F 〉, wobei gilt:
(a) – (d) wie in Definition 2.2.1,
(e) δ : S ×A→ 2S ist die U¨berfu¨hrungsfunktion.
(ii) Die erweiterte U¨berfu¨hrungsfunktion ∆ : S ×A∗ → 2S von A wird fu¨r
a ∈ A,w ∈ A∗ und s ∈ S wie folgt definiert:






(iii) Die von A akzeptierte Sprache ist
L(A) = {w ∈ A∗ | ∆(s0, w) ∩ F 6= ∅}.
Die Familie der von endlichen Automaten erkannten Sprachen ist die Fa-
milie REG der regula¨ren Sprachen, sowohl im deterministischen als auch
im nichtdeterministischen Fall (siehe [23]). Auch die folgende Erweiterung
auf eine bidirektionale Bewegung des Lesekopfes fu¨hrt noch nicht aus der
Familie der regula¨ren Sprachen heraus.
Gegenu¨ber den unidirektionalen Modellen gibt es folgende Unterschiede:
• Die U¨berfu¨hrungsfunktion liefert nicht nur einen Folgezustand, son-
dern bestimmt zusa¨tzlich auch eine Kopfbewegung (−1 =̂ nach links,
1 =̂ nach rechts).
• Um die Arbeitsweise der Automaten beschreiben und das Akzeptieren
definieren zu ko¨nnen, werden Konfigurationen und deren U¨bergang
zu Nachfolgekonfigurationen betrachtet. Eine Konfiguration beschreibt
die Eingabe, den Zustand und die Kopfposition, die den Gesamtzu-
stand eines Automaten zu einem bestimmten Zeitpunkt ausmachen.
• Die Eingabe wird durch ein linkes und ein rechts Bandbegrenzungs-
symbol ( und ) eingefasst. Beim Erreichen eines Begrenzungssym-
bols kann der Automat sich wieder zuru¨ckbewegen und die Berechnung
fortfu¨hren. In der Literatur wird das bidirektionale Modell u¨blicher-
weise ohne diese Symbole definiert (siehe zum Beispiel [23]), und der
Automat fa¨llt somit beim Erreichen des Eingabeendes vom Band. Die
Berechnungssta¨rke ist jedoch in beiden Fa¨llen gleich (siehe [53]). Wir
betrachten hier die Variante mit Begrenzungen, da dieses Modell fu¨r
die weiteren Kapitel von Bedeutung sein wird.
• Die U¨berfu¨hrungsfunktion der bidirektionalen endlichen Automaten
ist auch fu¨r den deterministischen Fall im Allgemeinen nicht total,
sondern partiell. Gera¨t der Automat in eine Situation, in der die
U¨berfu¨hrungsfunktion nicht definiert ist (und somit keine Nachfolge-
konfiguration existiert), so sprechen wir davon, dass der Automat ha¨lt.
2.2.3 Definition
(i) Ein deterministischer bidirektionaler endlicher Automat (2DFA,
”
two-
way deterministic finite automaton [with endmarkers]“) ist ein System
A = 〈S,A, δ, s0,,, F 〉, wobei gilt:
(a) – (d) wie in Definition 2.2.1,
(e) , /∈ A sind das linke bzw. das rechte Bandbegrenzungssymbol,
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(f) δ : S × (A∪ {,})→ S × {−1, 1} ist die U¨berfu¨hrungsfunktion.
Fu¨r alle s ∈ S gilt δ(s,) ⊆ S × {1} und δ(s,) ⊆ S × {−1}.
(ii) Eine Konfiguration von A ist ein Wort aus S  A∗ oder A∗SA∗.
Im Falle einer Konfiguration vsw befindet sich A im Zustand s ∈ S,
vw ist die Eingabe und der Kopf von A befindet sich auf dem ersten
Zeichen rechts von s.
(iii) Die Relation ⊢ beschreibt den U¨bergang von einer Konfiguration zur
Nachfolgekonfiguration:
a1 · · · ai−1sai · · · an ⊢ a1 · · · ais
′ai+1 · · · an
falls δ(s, ai) = (s
′, 1)
a1 · · · ai−1sai · · · an ⊢ a1 · · · ai−2s
′ai−1 · · · an
falls δ(s, ai) = (s
′,−1)
(iv) Die von A akzeptierte Sprache ist
L(A) = {w ∈ A∗ | s0  w ⊢
∗ xsy, s ∈ F, δ ist fu¨r xsy undefiniert},
wobei ⊢∗ die reflexive, transitive Hu¨lle der Relation ⊢ bezeichnet.
Ein nichtdeterministischer bidirektionaler endlicher Automat (2NFA,
”
two-
way nondeterministic finite automaton“) kann wiederum analog definiert
werden:
2.2.4 Definition
(i) Ein nichtdeterministischer bidirektionaler endlicher Automat (2NFA)
ist ein System A = 〈S,A, δ, s0, F 〉, wobei gilt:
(a) – (e) wie in Definition 2.2.3,
(f) δ : S × (A ∪ {,})→ 2S×{−1,1} ist die U¨berfu¨hrungsfunktion.
(ii) – (iv) wie in Definition 2.2.3.
Es gilt, wie bereits erwa¨hnt:
L (DFA) = L (NFA) = L (2DFA) = L (2NFA) = REG.
Fu¨r den Beweis der Gleichheit der Berechnungssta¨rke von unidirektionalen
und bidirektionalen endlichen Automaten werden zumeist Kreuzungsfolgen
(Crossing Sequences, siehe [23, 51]) verwendet. Fu¨r die weiteren Betrachtun-
gen in dieser Arbeit ist jedoch die Beweismethode aus [22, 53] zweckma¨ßiger,
die im Folgenden beschrieben wird.
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Es seien ein 2DFA A = 〈S,A, δ, s0,,, F 〉 und eine Eingabe w = a1 · · · an
gegeben. Ohne Beschra¨nkung der Allgemeinheit setzen wir voraus, dass A
eine Eingabe genau dann akzeptiert, wenn er beim erstmaligen Erreichen des
rechten Bandbegrenzungssymbols einen Endzustand annimmt. Jedem Pra¨fix
wi = a1 · · · ai von w, i ∈ {1, . . . , n}, wird eine Abbildung ∆i : S → S ∪ {sR}
zugeordnet, die die Zustandsa¨nderung von A widerspiegelt, falls sich der
Automat nach links zuru¨ck auf das Teilwort wi bewegt und es wieder verla¨sst
(oder in eine Schleife la¨uft). Gilt ∆i(s) = t fu¨r ein t ∈ S, bedeutet dies, dass
sich A schließlich auf das (i+1)-te Feld bewegt, wenn er im Zustand s auf auf
das i-te Feld angesetzt wird; bei der Bewegung auf das (i+1)-te Feld nimmt
A dabei den Zustand t an. Gilt ∆i(s) = sR, gera¨t A in eine Schleife, wenn er
im Zustand s auf das i-te Feld angesetzt wird; somit bewegt sich A niemals
vom (i+ 1)-ten Feld nach rechts und wird die Eingabe nicht akzeptieren.
Die Anzahl verschiedener Abbildungen ∆i : S → S∪{sR} ist (|S|+1)
|S| und
somit endlich. Wir definieren daher einen DFA A′ = 〈S′, A, δ′, s′0, F
′〉 wie
folgt: Die Zustandsmenge S′ besteht aus Paaren (s,∆), mit s ∈ S und einer
Abbildung ∆ : S → S∪{sR}, sowie einem Zustand sT , fu¨r den δ
′(sT , a) = sT
fu¨r alle a ∈ A gilt, d. h. der als Senke fungiert. A′ nimmt nach dem Lesen
einer Eingabe w genau dann den Zustand (s,∆) an, wenn der 2DFA A den
Zustand s annimmt, sobald er das erste Mal w nach rechts verla¨sst und ∆
die w zugeordnete Abbildung ist.






genau dann, wenn sich s2 und ∆2 aus s1 und ∆1 wie folgt ergeben:
1. ∆2(t1) = t, falls es eine Folge von Zusta¨nden t2, t3, . . . , tn, t gibt, sodass




i) = ti+1 fu¨r alle i ∈ {1, . . . , n − 1} gelten.
Zudem ist δ(tn, a) = (t, 1).
Falls eine derartige Folge t1, . . . , tn, t existiert, ko¨nnen wir o. B. d.A.
annehmen, dass die Folge keinen Zustand doppelt entha¨lt.
2. ∆2(t1) = sR, falls es keine endliche Folge von Zusta¨nden gibt, die
Punkt 1 genu¨gt.
3. s2 = ∆2(s1). Falls jedoch ∆2(s1) = sR gilt, existiert kein solcher Zu-
stand s2 und daher wird δ
′((s1,∆1), a) = sT definiert.
Auf diese Weise entha¨lt der Zustand des DFAs A′ stets die dem bereits
gelesenen Teilwort zugeordnete Abbildung ∆ und passt diese beim Lesen
jedes weiteren Zeichens entsprechend an.
Der Anfangszustand s′0 wird definiert als (s0,∆0), wobei ∆0 die dem leeren
Wort λ (d. h. dem sofortigen Erreichen des linken Bandbegrenzungssymbols)
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zugeordnete Funktion ist. Die Menge der Endzusta¨nde F ′ wird definiert als
{(s,∆) | s ∈ F}.
Der Beweis der Aussage L(A) = L(A′) erfolgt schließlich per Induktion und
wird hier nicht ausgefu¨hrt.
2.3 Kellerautomaten und kontextfreie Sprachen
Nachdem wir im letzten Abschnitt endliche Automaten und regula¨re Spra-
chen, das heißt die unterste Ebene der Chomsky-Hierarchie, betrachtet ha-
ben, widmen wir uns in diesem Abschnitt der na¨chstho¨heren Ebene. Diese
wird durch kontextfreie Grammatiken beziehungsweise Kellerautomaten be-
schrieben.
2.3.1 Definition
(i) Eine kontextfreie Grammatik ist ein System G = 〈N,T, S, P 〉, wobei
gilt:
(a) N ist die endliche Menge der Nichtterminalsymbole,
(b) T ist die endliche Menge der Terminalsymbole mit N ∩ T = ∅,
(c) S ist das Startsymbol,
(d) P ⊂ N × (N ∪ T )∗ ist die endliche Menge der Produktionen.
(ii) Die Ableitungsrelation ⇒ beschreibt das Erzeugen von Wo¨rtern:
uAv ⇒ uwv falls u, v ∈ (N ∪ T )∗, (A,w) ∈ P
(iii) Die von G erzeugte Sprache ist
L(G) = {w ∈ T ∗ | S ⇒∗ w},
wobei ⇒∗ die reflexive, transitive Hu¨lle der Relation ⇒ bezeichnet.
Eine Sprache heißt kontextfrei, wenn sie von einer kontextfreien Grammatik
erzeugt wird.
Nun betrachten wir das Modell des Kellerautomaten, bei dem ein endlicher
Automat um einen Kellerspeicher erweitert wird.
2.3.2 Definition
(i) Ein nichtdeterministischer Kellerautomat (PDA,
”
pushdown automa-
ton“) ist ein System A = 〈S,A,Γ, δ, s0,⊥, F 〉, wobei gilt:
(a) S ist die endliche Menge von Zusta¨nden,
(b) A ist das Eingabealphabet,
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(c) Γ ist die endliche Menge von Kellersymbolen,
(d) s0 ist der Startzustand,
(e) ⊥∈ Γ ist das Kellerendesymbol,
(f) F ⊆ S ist die Menge der Endzusta¨nde,
(g) die U¨berfu¨hrungsfunktion δ bildet von S × (A ∪ {λ}) × Γ in die
Menge der endlichen Teilmengen von S × Γ∗ ab.
(ii) Eine Konfiguration von A ist ein Element aus S × A∗ × Γ∗. Im Falle
einer Konfiguration (s, w, z) befindet sich A im Zustand s ∈ S, w ist
die restliche Eingabe und z der Kellerinhalt (dessen erstes Zeichen das
oberste Kellersymbol ist).
(iii) Die Relation ⊢ beschreibt den U¨bergang von einer Konfiguration zur
Nachfolgekonfiguration:
(s, aw, gz) ⊢ (s′, w, z′z) falls (s′, z′) ∈ δ(s, a, g) mit
s, s′ ∈ S, a ∈ A ∪ {λ}, w ∈ A∗, g ∈ Γ und z, z′ ∈ Γ∗
(iv) Die von A akzeptierte Sprache ist
L(A) = {w ∈ A∗ | (s0, w,⊥) ⊢
∗ (s, λ, z), s ∈ F, z ∈ Γ∗}.
Die deterministische Variante des Kellerautomaten ist – im Gegensatz zu
den endlichen Automaten – weniger ma¨chtig als das nichtdeterministische
Modell:
2.3.3 Definition
(i) Ein deterministischer Kellerautomat (DPDA) ist ein Kellerautomat
A = 〈S,A,Γ, δ, s0,⊥, F 〉, fu¨r den gilt:
(a) Fu¨r alle s ∈ S und g ∈ Γ ist δ(s, a, g) fu¨r alle a ∈ A undefiniert,
falls δ(s, λ, g) definiert ist.
(b) Fu¨r alle s ∈ S, g ∈ Γ und a ∈ A ∪ {λ} gilt |δ(s, a, g)| ≤ 1.
(ii) Eine Sprache heißt deterministisch kontextfrei, wenn sie von einem de-
terministischen Kellerautomaten erkannt wird.
Die Familien der kontextfreien bzw. deterministisch kontextfreien Sprachen
werden mit CFL bzw. DCFL bezeichnet. Es gilt:
L (DPDA) = DCFL ⊂ CFL = L (PDA).
2 Grundlagen 17
2.4 Lineare und metalineare Grammatiken
In diesem Abschnitt betrachten wir Teilklassen der Familie der kontextfreien
Sprachen, die sich durch Einschra¨nkungen an die kontextfreien Grammati-
ken ergeben.
2.4.1 Definition
(i) Eine Grammatik G = 〈N,T, S, P 〉 heißt k-linear (fu¨r ein k ∈ N), falls
alle Produktionen aus P von einer der folgenden Formen sind:
(S → v), (X → z) oder (X → zY z′)
mit X,Y ∈ N , z, z′ ∈ T ∗ und v ∈ (N ∪ T )∗, wobei v ho¨chstens k
Zeichen aus N entha¨lt und S auf keiner rechten Seite einer Produktion
vorkommt.
(ii) Eine Grammatik heißt linear, wenn sie 1-linear ist.
(iii) Eine Grammatik heißt metalinear, wenn sie k-linear (fu¨r ein k ∈ N)
ist.
(iv) Eine Sprache heißt metalinear bzw. k-linear, wenn sie durch eine me-
talineare bzw. k-lineare Grammatik erzeugt werden kann.
(v) Die Familien der linearen bzw. metalinearen Sprachen werden mit LIN
bzw. METALIN bezeichnet.
Es gilt:
REG ⊂ LIN ⊂ METALIN ⊂ CFL
2.5 Deterministisch lineare Sprachen
2.5.1 Definition
Eine lineare LR(1)-Grammatik ist eine lineare Grammatik G = 〈N,T, S, P 〉,
bei der fu¨r alle Satzformen v1yaw1 und v1yaw2 (wobei v1, v2, w1, w2 ∈ T
∗,
y ∈ T ∗NT ∗ ∪ T ∗ und a ∈ T sind) gilt: Falls Ableitungen
S ⇒∗ v1Aaw1⇒ v1yaw1
S ⇒∗ v2Bw ⇒ v1yaw2
existieren, folgt daraus, dass
v1 = v2, A = B,w = aw1
gilt. Weiterhin entha¨lt N keine u¨berflu¨ssigen Symbole und S kommt nicht
auf den rechten Seiten der Produktionen vor.
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Ein deterministischer 1-Turn-Kellerautomat ist ein deterministischer Kel-
lerautomat A = 〈S,A,Γ, δ, s0,⊥, F 〉, fu¨r den jede (vollsta¨ndige) Berechnung
(s1, w1, y1) ⊢ · · · ⊢ (sk, wk, yk)
auf einem akzeptierten Wort die folgende Eigenschaft hat: Es existiert ein
i ∈ {1, . . . , k} derart, dass fu¨r die Kellerinhalte gilt:
|y1| ≤ · · · ≤ |yi−1| ≤ |yi| > |yi+1| ≥ · · · ≥ |yk|.
Die Familie der von deterministischen 1-Turn-Kellerautomaten akzeptierten
Sprachen stimmt mit der Familie der von linearen LR(1)-Grammatiken er-
zeugten Sprachen u¨berein (siehe [21]). Daher wa¨hlen wir eine Bezeichnung




deterministisch linear“ wird in der Literatur unterschiedlich
gebraucht. Eine U¨bersicht u¨ber verschiedene Notationen wird in [20] ange-
geben.
2.6 Linear beschra¨nkte Automaten
2.6.1 Definition
(i) Ein nichtdeterministischer linear beschra¨nkter Automat (LBA,
”
line-
ar bounded automaton“) ist ein System A = 〈S,A, T, δ, s0,,, F 〉,
wobei gilt:
(a) S ist die endliche Menge von Zusta¨nden,
(b) A ist das Eingabealphabet,
(c) T ⊃ A ist die endliche Menge von Bandsymbolen,
(d) s0 ist der Startzustand,
(e) , ∈ T \A sind das linke bzw. das rechte Bandbegrenzungssym-
bol,
(f) F ⊆ S ist die Menge der Endzusta¨nde,
(g) δ : S × T → 2S×T×{−1,0,1} ist die U¨berfu¨hrungsfunktion. Fu¨r alle
s ∈ S gilt δ(s,) ⊆ S×{}× {1} und δ(s,) ⊆ S×{}× {−1}.
(ii) Eine Konfiguration von A ist ein Wort aus S  T ∗ oder T ∗ST ∗.
Im Falle einer Konfiguration xsy befindet sich A im Zustand s ∈ S,
xy ist der momentane Bandinhalt, und der Kopf von A befindet
sich auf dem ersten Zeichen rechts von s.
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(iii) Die Relation ⊢ beschreibt den U¨bergang von einer Konfiguration zur
Nachfolgekonfiguration:
a1 · · · ai−1sai · · · an ⊢ a1 · · · ai−1a
′
is
′ai+1 · · · an
falls δ(s, ai) = (s
′, a′i, 1)
a1 · · · ai−1sai · · · an ⊢ a1 · · · ai−1s
′a′iai+1 · · · an
falls δ(s, ai) = (s
′, a′i, 0)
a1 · · · ai−1sai · · · an ⊢ a1 · · · ai−2s
′ai−1a
′
iai+1 · · · an
falls δ(s, ai) = (s
′, a′i,−1)
(iv) Die von A akzeptierte Sprache ist
L(A) = {w ∈ A∗ | s0  w ⊢
∗ xsy, s ∈ F, δ ist fu¨r xsy undefiniert}.
Ein deterministischer linear beschra¨nkter Automat (DLBA) ist ein linear
beschra¨nkter Automat A = 〈S,A, T, δ, s0,,, F 〉, fu¨r den gilt:
|δ(s, a)| ≤ 1 ∀s ∈ S, a ∈ T.
Die von nichtdeterministischen bzw. deterministischen linear beschra¨nkten
Automaten erkannten Sprachen werden als kontextsensitiv bzw. determi-
nistisch kontextsensitiv bezeichnet. Die Familien der kontextsensitiven bzw.
der deterministisch kontextsensitiven Sprachen werden mit CSL bzw. DCSL
bezeichnet. U¨blicherweise werden kontextsensitive Sprachen und die Familie
CSL u¨ber kontextsensitive Grammatiken definiert und es wird anschließend
CSL = L (LBA) gezeigt. Da in dieser Arbeit kontextsensitive Grammatiken




In diesem Kapitel werden die Grundlagen fu¨r die weitere Betrachtung der
Forgetting-Automaten geschaffen. In Abschnitt 3.1 definieren wir zuna¨chst
das Modell des Forgetting-Automaten formal und beschreiben die verschie-
denen mo¨glichen Operationen, die ein Forgetting-Automat ausfu¨hren kann;
diese Operationen sind das unverkennbare Merkmal der Automaten. Durch
die Definition der Konfiguration eines Forgetting-Automaten und die mo¨gli-
chen U¨berga¨nge von einer Konfiguration zu einer Folgekonfiguration kann
definiert werden, welches die von einem Automaten erkannte Sprache ist.
Anschließend werden die verschiedenen Einschra¨nkungen der Menge der zur
Verfu¨gung stehenden Operationen diskutiert, die a priori zu 63 verschiede-
nen Automatentypen fu¨hren. Es wird sich dabei schnell zeigen, dass einige
davon auf triviale Weise zu derselben Berechnungsma¨chtigkeit fu¨hren und
daher nicht einzeln betrachtet werden mu¨ssen. Einige triviale Modelle wer-
den zudem direkt von der weiteren Betrachtung ausgeschlossen.
Einige Beispiele fu¨r das Erkennen von ha¨ufig verwendeten Sprachen werden
in Abschnitt 3.2 angegeben. In Abschnitt 3.3 listen wir die bereits bekannten
Ergebnisse aus den Arbeiten [26, 27, 28, 29, 30, 31, 43, 44, 49] auf und ordnen
die oben erwa¨hnten 63 Modelle – sowohl im deterministischen als auch im
nichtdeterministischen Fall – anhand dieser Ergebnisse in diejenigen Klassen
ein, die in den Kapiteln 4 bis 6 weiter betrachtet werden. Ergeben dabei
mehrere Typen von Automaten dieselbe Berechnungsma¨chtigkeit, wa¨hlen
wir einen als Repra¨sentanten fu¨r die Klasse dieser Modelle aus und geben
anschließend nur noch diesen an.
In Abschnitt 3.4 bescha¨ftigen wir uns schließlich mit einigen Normierungen,
die die Diskussion bestimmter Automatenklassen im Folgenden vereinfa-
chen werden, beziehungsweise die als Grundlage fu¨r spa¨tere Beweise dienen
ko¨nnen.
20
3 Das Modell des Forgetting-Automaten 21
3.1 Formale Definition der Forgetting-Automaten
In diesem Abschnitt wird das Modell des Forgetting-Automaten beschrie-
ben, welches die Grundlage aller weiteren Betrachtungen dieser Arbeit dar-
stellt. Ein Forgetting-Automat kann in gewisser Weise als eine eingeschra¨nk-
te Form eines linear beschra¨nkten Automaten (LBA, siehe Definition 2.6.1)
aufgefasst werden. Wir betrachten hier zuna¨chst den Typ des Forgetting-Au-
tomaten, der u¨ber alle mo¨glichen Operationen verfu¨gt; die bereits erwa¨hnten
63 Modelle ergeben sich dann durch weitere Einschra¨nkungen an diese Men-
ge der anwendbaren Operationen.
Der Forgetting-Automat besteht aus einer endlichen Zustandskontrolle und
kann sich bidirektional u¨ber die durch die beiden Bandbegrenzungssymbole
 und  eingefasste Eingabe bewegen. Wa¨hrend ein linear beschra¨nkter Au-
tomat die Eingabezeichen (außer den Begrenzungssymbolen) durch Symbole
aus einem endlichen Bandalphabet beliebig oft u¨berschreiben kann, sind die
Vera¨nderungsmo¨glichkeiten des Bandinhalts beim Forgetting-Automaten li-
mitiert. Außer der normalen Bewegung u¨ber das Band sind nur die folgenden
Operationen mo¨glich:
Ausradieren eines Feldes Durch das U¨berschreiben eines Symbols mit
einem fest definierten Leerzeichen kann der Inhalt des Feldes ausra-
diert werden. Betritt der Automat dieses Feld spa¨ter erneut, ist der
urspru¨ngliche Inhalt nicht mehr erkennbar – lediglich die Informati-
on, dass sich an dieser Position zuvor ein Eingabesymbol befand, kann
daraus abgeleitet werden. Obwohl der Gehalt dieser Information auf
den ersten Blick recht gering scheinen mag, wird sich herausstellen,
dass das Ausradieren zu einer u¨berraschend hohen Berechnungssta¨rke
des Modells fu¨hrt.
Da keine anderen Symbole geschrieben werden ko¨nnen, ist das Aus-
radieren eines Feldes ein irreversibler Vorgang. Das Ausradieren eines
bereits ausradierten Feldes ist mo¨glich, fu¨hrt aber zu keiner A¨nderung
des Bandinhaltes.
Lo¨schen eines Feldes Das komplette Entfernen eines Feldes des Einga-
bebandes wird als Lo¨schen bezeichnet. Es ist mit dem Lo¨schen eines
Elementes in der Datenstruktur einer doppelt verketteten Liste ver-
gleichbar und verku¨rzt somit das Eingabeband. In diesem Fall weicht
das Modell des Forgetting-Automaten von dem des LBA ab. Ein linear
beschra¨nkter Automat kann diese Operation durch das Schreiben eines
Bandsymbols, das als bereits entfernt zu interpretieren ist, simulieren.
Das tatsa¨chliche Verku¨rzen des Bandes ist hier jedoch nicht mo¨glich.
Der Begriff des Eingabebandes wird bei Forgetting-Automaten somit
anders verwendet als bei den klassischen Automatenmodellen.
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Mo¨gliche Bezeichnungen wie variables Band oder Liste verwenden wir
in dieser Arbeit jedoch nicht.
Wir definieren das Modell des Forgetting-Automaten und die verwendeten
Operationen (mitsamt verschiedener Einschra¨nkungen) nun formal wie folgt:
3.1.1 Definition
(i) Ein Forgetting-Automat ist ein System A = 〈S,A,,, xy, O, δ, s0, F 〉,
wobei gilt:
(a) S ist eine endliche Menge von Zusta¨nden.
(b) A ist das Eingabealphabet.
(c) , /∈ A sind das linke bzw. das rechte Bandbegrenzungssymbol,
xy /∈ A ist das fu¨r das Ausradieren verwendete Leerzeichen.
Die Menge A∪{,, xy} der Bandsymbole wird mit Aˆ bezeichnet.
(d) O ist eine nichtleere Menge von Operationen (siehe unten).
(e) δ : S × Aˆ→ 2S×O ist die U¨berfu¨hrungsfunktion.
(f) s0 ∈ S ist der Startzustand.
(g) F ⊆ S ist die Menge der Endzusta¨nde.
Fu¨r Endzusta¨nde ist die U¨berfu¨hrungsfunktion stets undefiniert,
das heißt es gilt δ(s, a) = ∅ ∀s ∈ F, a ∈ Aˆ.
(ii) Die Menge O besteht aus einer oder mehreren der folgenden Opera-
tionen (eine formale Beschreibung mittels Konfigurationsu¨berga¨ngen
folgt in Teil (v) dieser Definition):
MVL: den Kopf ein Feld nach links bewegen
MVR: den Kopf ein Feld nach rechts bewegen
DLL: das aktuelle Feld lo¨schen (das heißt komplett aus dem Einga-
beband entfernen) und den Kopf auf das urspru¨nglich links vom
aktuell gelegenen Feld bewegen
DLR: das aktuelle Feld lo¨schen und den Kopf auf das urspru¨nglich
rechts vom aktuell gelegenen Feld bewegen
ERL: das aktuelle Feld ausradieren (das heißt mit dem Leerzeichen xy
u¨berschreiben) und den Kopf nach links bewegen
ERR: das aktuelle Feld ausradieren und den Kopf nach rechts bewegen
(iii) Liest A das Begrenzungssymbol  (bzw. ), kann der Automat nur
halten oder das Symbol unvera¨ndert mit einer MVR-Operation (bzw.
MVL-Operation) verlassen:
δ(s,) ⊆ S × {MVL} und δ(s,) ⊆ S × {MVR} ∀s ∈ S.
Dabei sind MVL- bzw. MVR-Operationen auf  bzw.  auch dann
mo¨glich, wenn diese Operationen nicht in O enthalten sind.
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(iv) Im Allgemeinen ist ein Forgetting-Automat nach Teil (i) nichtdetermi-
nistisch. Ein Forgetting-Automat heißt deterministisch, wenn fu¨r seine
U¨berfu¨hrungsfunktion gilt:
|δ(s, x)| ≤ 1 fu¨r alle s ∈ S und x ∈ Aˆ.
(v) Eine Konfiguration eines Forgetting-AutomatenA ist eine Zeichenkette
w1sw2, wobei w2 6= λ gilt, w1w2 ∈ (A∪{xy})
∗
 der Inhalt des Bandes
und s der aktuelle Zustand sind; A liest das erste Zeichen von w2.
Mit ⊢ bezeichnen wir die Relation, die den Konfigurationsu¨bergang
gema¨ß δ beschreibt; ⊢∗ ist die reflexive, transitive Hu¨lle von ⊢.
Der Konfigurationsu¨bergang ist fu¨r die Operationen aus O dabei fu¨r
einen Bandinhalt
w0w1 · · ·wnwn+1 = w1 · · ·wn  mit w1, . . . , wn ∈ (A ∪ {xy})
∗
und i ∈ {0, . . . , n+ 1} wie folgt definiert:
w0 · · ·wi−1swi · · ·wn+1 ⊢ w0 · · ·wi−2twi−1 · · ·wn+1
falls (t,MVL) ∈ δ(s, wi)
w0 · · ·wi−1swi · · ·wn+1 ⊢ w0 · · ·witwi+1 · · ·wn+1
falls (t,MVR) ∈ δ(s, wi)
w0 · · ·wi−1swi · · ·wn+1 ⊢ w0 · · ·wi−2twi−1wi+1 · · ·wn+1
falls (t,DLL) ∈ δ(s, wi)
w0 · · ·wi−1swi · · ·wn+1 ⊢ w0 · · ·wi−1twi+1 · · ·wn+1
falls (t,DLR) ∈ δ(s, wi)
w0 · · ·wi−1swi · · ·wn+1 ⊢ w0 · · ·wi−2twi−1xywi+1 · · ·wn+1
falls (t,ERL) ∈ δ(s, wi)
w0 · · ·wi−1swi · · ·wn+1 ⊢ w0 · · ·wi−1xytwi+1 · · ·wn+1
falls (t,ERR) ∈ δ(s, wi)
Nach Teil iii sind dabei auf den Bandbegrenzungssymbolen w0 = 
bzw. wn+1 =  nur MVR- bzw. MVL-Operationen erlaubt.
Ein Eingabewort wird genau dann von A akzeptiert, wenn es eine Be-
rechnung gibt, die mit der Startkonfiguration s0w beginnt und eine
Konfiguration mit einem Endzustand erreicht.
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∣∣ s0  w ⊢∗ w1sw2 mit s ∈ F,w2 6= λ und





In Abbildung 3.1 werden zwei Beispiele fu¨r mo¨gliche Bandinhalte darge-
stellt. Das schwarze Dreieck unterhalb des Bandes symbolisiert dabei die
Kopfposition des Automaten.
 a b a b a b a b 
s
(a) Zu Beginn der Berechnung steht der
Lesekopf auf dem linken Bandbegren-
zungssymbol.
 xy xy xy xy a b a b 
s
(b) Der Lesekopf steht nach dem Aus-
radieren einiger Zeichen auf dem am
weitesten links liegenden Eingabezei-
chen.
Abbildung 3.1: Beispiele fu¨r Bandinhalte.
Sind bei einem Forgetting-Automaten fu¨r eine Operation sowohl die Links-
als auch die Rechtsbewegung mo¨glich, das heißt, entha¨lt die Menge O der
Operationen des Automaten sowohl die mit L als auch die mit R indizierte
Version, lassen wir den Index weg, um beide Operationen anzugeben:
MV =̂ MVL,MVR ER =̂ ERL,ERR DL =̂ DLL,DLR
Um einen Forgetting-Automaten eines bestimmten Typs zu beschreiben, ge-
ben wir die mo¨glichen Operationen des Automaten wie folgt an: Ist O eine
Menge von Operationen, so bezeichnen wir die entsprechenden Automaten
mit diesen Operationen als (O)-Automaten und die durch sie beschriebe-
ne Sprachfamilie als L (O), wobei auf die Mengenklammern der Menge O
verzichtet wird. Ist die Menge der Operationen eines Automaten A bei-
spielsweise O = {MVR,DL}, bezeichnen wir A als (MVR, DL)-Automaten.
Die Familie der von (MVR, DL)-Automaten erkannten Sprachen bezeichnen
wir mit L (MVR, DL).
Entha¨lt die Menge O der Operationen eines Forgetting-Automaten A =
〈S,A,,, xy, O, δ, s0, F 〉 keine ER-Operation, ist die Angabe des fu¨r das
Ausradieren verwendeten Leerzeichens u¨berflu¨ssig. In diesem Fall geben wir
den Automaten auch als System A = 〈S,A,,, O, δ, s0, F 〉 an.
Da die Menge der zur Verfu¨gung stehenden Operationen eines Forgetting-
Automaten eine nichtleere Teilmenge der sechselementigen Menge
{MVL,MVR,DLL,DLR,ERL,ERR}
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ist, ergeben sich aus Definition 3.1.1 somit 26 − 1 = 63 verschiedene Auto-
matenmodelle, die betrachtet werden ko¨nnen. Zudem kann fu¨r jede dieser
Mengen von Operationen jeweils der deterministische und der nichtdeter-
ministische Fall unterschieden werden, sodass insgesamt 126 Modelle von
Forgetting-Automaten angegeben werden ko¨nnen.
Im Folgenden werden wir jedoch sechs Modelle nicht weiter betrachten, deren
Mo¨glichkeiten sehr eingeschra¨nkt sind. Dies sind die Modelle der determinis-
tischen bzw. der nichtdeterministischen (MVL)-, (ERL)- und (MVL, ERL)-Au-
tomaten. Ein Automat von einem der genannten Typen kann sich aufgrund
der Festlegung, dass MVR auf dem linken Bandbegrenzungssymbol stets er-
laubt ist, nach rechts auf das erste Zeichen einer Eingabe bewegen – falls
dieses u¨berhaupt existiert, das heißt das Eingabewort nicht leer ist. Vom
ersten Eingabezeichen ausgehend ist dann allerdings nur noch eine Links-
bewegung mo¨glich, die das erste Zeichen unvera¨ndert la¨sst bzw. ausradiert.
Somit ko¨nnen keine weiteren Zeichen mehr gelesen werden.
Man beachte, dass ein (DLL)-Automat im Gegensatz dazu durch abwech-
selnde MVR-Bewegungen auf dem linken Bandbegrenzungssymbol  und
DLL-Schritte auf dem jeweils na¨chsten verbliebenen Eingabezeichen bereits
die gesamte Eingabe von links nach rechts lesen und somit einen endlichen
Automaten simulieren kann.
Die Berechnungssta¨rke der zuvor genannten, stark eingeschra¨nkten Modelle
halten wir im na¨chsten Satz fest:
3.1.2 Satz
L (MVL) = Ldet(MVL) = L (ERL) = Ldet(ERL)




∣∣A ist ein Alphabet, B ⊆ A} ∪{
BA∗ ∪ {λ}
∣∣A ist ein Alphabet, B ⊆ A}
Beweis Es sei A = 〈S,A,,, xy, O, δ, s0, F 〉 ein Forgetting-Automat von
einem der genannten Typen und w ∈ A∗ ein beliebiges Eingabewort. Der
Automat A wird auf das linke Bandbegrenzungssymbol angesetzt und kann
dieses (nach Definition 3.1.1, Teil iii) mit MVR nach rechts verlassen. Es ist
jedoch auch mo¨glich, dass δ(s0,) gleich der leeren Menge ist, das heißt, die
U¨berfu¨hrungsfunktion ist hier undefiniert. In diesem Falle gilt:
L(A) =
{
∅ = ∅A∗ falls s0 /∈ F,
A∗ = AA∗ ∪ {λ} falls s0 ∈ F.
Falls δ(s0,) 6= ∅ ist, kann sich A mit einer MVR-Operation nach rechts be-
wegen und erreicht dort entweder das rechte Bandbegrenzungssymbol (falls
w = λ) oder das erste Eingabezeichen (falls w 6= λ). Fu¨r w = λ besteht
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die Mo¨glichkeit, dass A die Eingabe akzeptiert (und somit λ ∈ L gilt) oder
nicht akzeptiert (und damit λ /∈ L gilt). Fu¨r w 6= λ kann A keine Rechts-
bewegungen mehr ausfu¨hren und folglich nicht mehr Zeichen als das linke
Bandbegrenzungssymbol und das erste Eingabezeichen lesen. Fu¨r eine ge-
wisse Teilmenge B ⊆ A akzeptiert A die Eingabe w = w1 · · ·wn daher fu¨r
w1 ∈ B und verwirft sie fu¨r w1 ∈ A \B.
Die von A akzeptierte Sprache ist daher BA∗ oder BA∗ ∪ {λ}. 2
Die genannten Modelle werden im Folgenden komplett außer Acht gelassen.
Ebenfalls von untergeordnetem Interesse sind die Modelle von Forgetting-
Automaten, die die regula¨ren Sprachen charakterisieren (eine vollsta¨ndige
Auflistung wird in den Tabellen 3.1 und 3.2 auf Seite 37 f. angegeben):
L (MVR) = L (ERR) = L (DLR) = L (MV) = · · · = REG.
Die entsprechenden Automatenmodelle stimmen mehr oder weniger direkt
mit den wohlbekannten Modellen der endlichen Automaten (DFA / NFA)
bzw. der bidirektionalen endlichen Automaten (2DFA / 2NFA) u¨berein und
werden daher hier nicht weiter untersucht. Ein deterministischer (MVR)-Au-
tomat entspricht – bis auf die Bandbegrenzungssymbole – einem DFA, ein





allen Forgetting-Automaten“ usw., so
sind damit stets alle Modelle außer den genannten Modellen, die die re-
gula¨ren Sprachen charakterisieren, und denen in Satz 3.1.2 aufgeza¨hlten
Modellen gemeint.
Zur Vereinfachung der Argumentation nehmen wir im Folgenden fu¨r einen
Forgetting-Automaten A = 〈S,A,,, xy, O, δ, s0, F 〉 ohne Beschra¨nkung
der Allgemeinheit an, dass s0 /∈ F gilt. Aus s0 ∈ F folgt sonst L (A) = A
∗;
die Sprache A∗ kann jedoch auch mithilfe zweier Zusta¨nde s0 und s1, wobei
s0 /∈ F und s1 ∈ F , sowie der Festlegung δ(s0,) = {(s1,MVR)} erkannt
werden.
3.2 Grundlegende Beispiele
Die Beschreibung eines Forgetting-Automaten wird in den spa¨teren Kapi-
teln aufgrund der in der Regel sehr großen Anzahl von Zusta¨nden zumeist
nur noch in Worten erfolgen. Um eine Vorstellung von der Realisierung
der Arbeitsweise eines Automaten zu bekommen, betrachten wir in diesem
Abschnitt beispielhaft auch die formale Definition einiger Automaten zu
bestimmten gegebenen Sprachen. Die dabei verwendeten Beispielsprachen
wurden so ausgewa¨hlt, dass sie fu¨r die spa¨teren Betrachtungen nu¨tzlich sind,
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beziehungsweise in Beweisen direkt als Begru¨ndungen herangezogen werden
ko¨nnen.
Zuna¨chst betrachten wir eine Sprache, die oft als Beispiel fu¨r eine Spra-
che verwendet wird, welche nicht von einem endlichen Automaten erkannt
werden und mithilfe des Pumping-Lemmas fu¨r regula¨re Sprachen als nicht-
regula¨r nachgewiesen werden kann:
3.2.1 Beispiel {anbn | n ∈ N} ∈ Ldet(ERR, DL)
Ein deterministischer (ERR, DL)-Automat A kann die angegebene Sprache
wie folgt erkennen:
Mithilfe von ERR-Operationen bewegt sich A u¨ber die a am Bandanfang, bis
er das erste b erreicht. Nun beginnt A, abwechselnd jeweils ein b mit einer
DLL-Operation und ein Leerzeichen mit einer DLR-Operation zu lo¨schen.
Falls A erneut auf ein a trifft, ha¨lt er in einem nichtakzeptierenden Zustand,
da in diesem Fall die Eingabe nicht von der Form a∗b∗ war.
Durch das abwechselnde Lo¨schen jeweils eines b und eines Leerzeichens (also
eines ausradierten a) u¨berpru¨ft A, ob beide Zeichen gleich oft auftreten und
die Eingabe somit zu Beginn der Berechnung von der Form anbn (fu¨r ein
n ∈ N) war.
Formal definieren wir den Automaten als
A = 〈{s0, s1, s2, s3}, {a, b},,, xy, {ERR,DL}, δ, s0, {s3}〉
mit der U¨berfu¨hrungsfunktion δ wie folgt (da im deterministischen Fall
δ(s, x) fu¨r jedes s ∈ S und x ∈ Aˆ ho¨chstens ein Element entha¨lt, geben
wir δ(s, x) hier nicht als Menge an):
Zustand Eingabe Folgezustand Operation
s0 a s0 ERR
s0 b s1 DLL
s0 xy undefiniert
s0  s0 MVR
s0  undefiniert
s1 a undefiniert
s1 b s1 DLL
s1 xy s1 DLR
s1  undefiniert




s2  s3 MVR
s2  undefiniert
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(Fortsetzung der Tabelle)






Ausgehend vom linken Bandbegrenzungssymbol bewegt sich A mit ERR-
Schritten im Zustand s0 bis zum ersten b und wechselt beim Lo¨schen dieses
Symbols in den Zustand s1, indem er abwechselnd ein b und ein xy lo¨scht.
Wechselt A beim Erreichen des rechten Bandbegrenzungssymbols in den
Zustand s2, hat er gleich viele b und Leerzeichen (urspru¨nglich a) aus-
gelo¨scht. Da die U¨berfu¨hrungsfunktion fu¨r s2 nur auf dem linken Bandbe-
grenzungssymbol definiert ist, wird an dieser Stelle u¨berpru¨ft, ob die Eingabe
vollsta¨ndig gelo¨scht wurde, das heißt, dass sich keine Leerzeichen mehr auf
dem Band befinden. A erreicht somit den akzeptierenden Zustand s3 genau
dann, wenn die Eingabe von der Form anbn (mit n ∈ N) war.
Man beachte, dass die Sprache {anbn | n ∈ N} = {anbn | n ≥ 1} das leere
Wort nicht entha¨lt. Der Automat A ha¨lt folgerichtig bei der Eingabe w = λ
im nichtakzeptierenden Zustand s0 auf dem rechten Bandbegrenzungssym-
bol.
Die Sprache {anbn | n ∈ N0} = {a
nbn | n ≥ 0} kann jedoch selbstversta¨nd-
lich auch durch einen leicht modifizierten (ERR, DL)-Automaten A
′ akzep-
tiert werden, den wir hier der Vollsta¨ndigkeit halber angeben:
A′ = 〈{s0, s
′
0, s1, s2, s3}, {a, b},,, xy, {ERR,DL}, δ
′, s0, {s3}〉.
Die U¨berfu¨hrungsfunktion δ′ ist dabei nur fu¨r s0 und den neu hinzugefu¨gten
Zustand s′0 gegenu¨ber δ vera¨ndert:






s0  s0 MVR
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(Fortsetzung der Tabelle)
Zustand Eingabe Folgezustand Operation
s1 a undefiniert
s1 b s1 DLL
s1 xy s1 DLR
s1  undefiniert












Im obigen Beispiel wurde ein (ERR,DL)-Automat fu¨r das Erkennen der nicht-
regula¨ren Sprache {anbn | n ∈ N} gewa¨hlt, da dieser Automatentyp der
schwa¨chste bezu¨glich der Berechnungssta¨rke ist, wie sich im na¨chsten Ab-
schnitt zeigen wird. An dieser Stelle sei jedoch bereits angemerkt, dass die
gegebene Sprache beispielsweise auch durch einen (MVR,DL)-Automaten er-
kannt werden kann, indem sich dieser mit MVR-Schritten bis zum ersten b
bewegt und anschließend jeweils ein a und ein b lo¨scht.
Als na¨chstes Beispiel betrachten wir eine typische Za¨hlersprache, das heißt
eine Sprache, die von Za¨hler-Automaten – mit denen wir uns in den weiteren
Kapiteln noch eingehender bescha¨ftigen werden – erkannt werden kann:
3.2.2 Beispiel
{
w ∈ {a, b}∗
∣∣ |w|a = |w|b} ∈ Ldet(ERR, DL)
Ein deterministischer (ERR, DL)-Automat A kann die angegebene Sprache
wie folgt erkennen:
A lo¨scht das erste Zeichen der Eingabe und bewegt sich mit ERR-Schritten
nach rechts bis zum na¨chsten Zeichen, das sich von dem ersten unterscheidet;
lo¨scht A beispielsweise zuna¨chst ein a, bewegt er sich anschließend bis zum
ersten b. A lo¨scht dieses Zeichen mit einer DLL-Operation. Falls A nun das
linke Bandbegrenzungssymbol erreicht (in diesem Fall begann das Eingabe-
wort mit ab oder ba), startet die beschriebene Prozedur von Neuem; ande-
renfalls hat A einige Zeichen, die gleich dem ersten gelo¨schten Zeichen sind,
mit ERR ausradiert und lo¨scht nun das letzte Leerzeichen, um rechts wieder-
um nach dem na¨chsten Zeichen zu suchen, das sich vom zuerst gelo¨schten
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unterscheidet. Dabei kann A schrittweise jeweils ein a und ein b lo¨schen,
wa¨hrend durch die Leerzeichen links vom Kopf die Differenz von bis dahin
aufgetretenen a und b mitgeza¨hlt wird. A akzeptiert schließlich die Eingabe
genau dann, wenn alle Symbole auf die beschriebene Weise gelo¨scht werden
ko¨nnen.
Formal definieren wir den Automaten als
A = 〈{s0, s1, s2, s3}, {a, b},,, xy, {ERR,DL}, δ, s0, {s3}〉
mit der U¨berfu¨hrungsfunktion δ wie folgt:
Zustand Eingabe Folgezustand Operation
s0 a s1 DLR
s0 b s2 DLR
s0 xy undefiniert
s0  s0 MVR
s0  s3 MVL
s1 a s1 ERR
s1 b s1 DLL
s1 xy s1 DLR
s1  s0 MVR
s1  undefiniert
s2 a s2 DLL
s2 b s2 ERR
s2 xy s2 DLR







Dabei sorgt die Festlegung δ(s0,) = (s3,MVL) dafu¨r, dass die Eingabe
(durch Annehmen des Endzustands s3) akzeptiert wird, wenn A vom linken
Bandbegrenzungssymbol mit einem Rechtsschritt direkt zum rechten Band-
begrenzungssymbol gelangt. Dies ist genau dann der Fall, wenn die Eingabe
leer oder nach dem Lo¨schen von gleich vielen a und b komplett gelo¨scht ist.
2
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Auch fu¨r das vorangegangene Beispiel la¨sst sich anmerken, dass die Sprache{
w ∈ {a, b}∗
∣∣ |w|a = |w|b} auf analoge Weise durch einen (MVR, DL)-Auto-
maten erkannt werden kann.
Nun betrachten wir ein typisches Beispiel fu¨r eine deterministisch kontext-
freie Sprache, also eine Sprache, die von einem deterministischen Kellerau-
tomaten erkannt werden kann:
3.2.3 Beispiel {wcwR | w ∈ {a, b}∗} ∈ Ldet(MVR, DL)
Ein deterministischer (MVR, DL)-Automat A kann die angegebene Sprache
wie folgt erkennen:
A bewegt sich mit MVR-Schritten nach rechts, bis das erste c erreicht wird.
A lo¨scht nun das c mit einer DL-Operation und beginnt damit, die Zeichen
links und rechts von der Kopfposition zu vergleichen und dabei zu lo¨schen.
Hierbei du¨rfen nur noch die Zeichen a und b auftreten.
Falls A nach dem Lo¨schen von zwei zu vergleichenden Zeichen nacheinander
die beiden Bandbegrenzungssymbole erreicht (das heißt alle Zeichen gelo¨scht
hat), wird die Eingabe akzeptiert.
Die formale Definition des Automaten lautet
A = 〈{s0, . . . , s5}, {a, b, c},,, {MVR,DL}, δ, s0, {s5}〉,
wobei die U¨berfu¨hrungsfunktion δ wie folgt definiert ist:
Zustand Eingabe Folgezustand Operation
s0 a s0 MVR
s0 b s0 MVR
s0 c s1 DLL
s0  s0 MVR
s0  undefiniert
s1 a s2 DLR
s1 b s3 DLR
s1 c undefiniert
s1  s4 MVR
s1  undefiniert
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(Fortsetzung der Tabelle)
Zustand Eingabe Folgezustand Operation
s3 a undefiniert














Die Zusta¨nde s2 bzw. s3 werden dabei erreicht, wenn A zuvor im Zustand
s1 ein a bzw. ein b gelo¨scht hat. Im Zustand s4 wird schließlich u¨berpru¨ft,
ob die Eingabe komplett gelo¨scht wurde. Falls dies der Fall ist, akzeptiert
A die Eingabe im Zustand s5. 2
Das nichtdeterministische A¨quivalent zum vorangegangenen Beispiel ist die
Menge der Palindrome gerader La¨nge u¨ber dem Alphabet {a, b}, ein klas-
sisches Beispiel fu¨r eine kontextfreie Sprache, die nicht deterministisch kon-
textfrei ist:
3.2.4 Beispiel {wwR | w ∈ {a, b}∗} ∈ L (MVR, DL)
Ein nichtdeterministischer (MVR, DL)-Automat A kann die Menge der Pa-
lindrome wie folgt erkennen:
A bewegt sich mit MVR-Bewegungen nach rechts und ra¨t, wann die Mitte
der Eingabe erreicht ist. Ab diesem Zeitpunkt vergleicht A analog zu Bei-
spiel 3.2.3 die Zeichen links und rechts vom Kopf und akzeptiert die Eingabe,
falls durch das paarweise Lo¨schen alle Zeichen gelo¨scht werden.
Formal definieren wir den Automaten A und seine U¨berfu¨hrungsfunktion
wie folgt:
A = 〈{s0, . . . , s6}, {a, b, c},,, {MVR,DL}, δ, s0, {s6}〉.
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Zustand Eingabe (Folgezustand, Operation)
s0 a (s1,MVR), (s2,MVR)
s0 b (s1,MVR), (s2,MVR)
s0  (s0,MVR), (s2,MVR)
s0  (s6,MVL)
s1 a (s1,MVR), (s2,MVR)























Beim erfolgreichen Raten der Mitte eines Palindroms geschieht Folgendes:
• Im Falle des leeren Wortes bewegt sich A vom linken Bandbegren-
zungssymbol nach rechts, nimmt erneut den Zustand s0 an und akzep-
tiert die Eingabe nach Erreichen des rechten Bandbegrenzungssymbols
im Zustand s6.
• Bei Palindromen der La¨nge 2 (also aa und bb) bewegt sich A nach
rechts und nimmt den Zustand s2 an. Nach dem Lo¨schen der beiden
Eingabezeichen erreicht A das linke Bandbegrenzungssymbol im Zu-
stand s2, u¨berpru¨ft im Zustand s5, dass die Eingabe komplett gelo¨scht
wurde und akzeptiert im Zustand s6.
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• Bei den Palindromen a1a2a3a4 der La¨nge 4 nimmt A zuna¨chst ein
weiteres Mal den Zustand s0 an, bewegt sich dann in den Zustand
s2 auf das Zeichen a2 und lo¨scht die zusammengeho¨rigen Zeichen a2
und a3 sowie a1 und a4. Anschließend wird auch hier das Wort durch
Annehmen der Zusta¨nde s5 und s6 akzeptiert.
• Bei Palindromen der La¨nge 2n mit n ≥ 3 wechselt A vom ersten
Eingabezeichen in den Zustand s1 und bewegt sich darin bis zum n-ten
Zeichen, indem es im Zustand s2 das paarweise Lo¨schen von Zeichen
beginnt.
2
Die folgende Sprache ist die erste in diesem Abschnitt, die nicht kontextfrei
ist und somit nicht von einem Kellerautomaten erkannt werden kann. Das
in dem Beispiel verwendete Modell des (ER, DL)-Automaten kann somit
Sprachen erkennen, die nicht kontextfrei sind. Spa¨ter wird sich jedoch auch
zeigen, dass kontextfreie Sprachen existieren, die nicht von einem (ER, DL)-
Automaten erkannt werden ko¨nnen.
3.2.5 Beispiel {a2
n
| n ∈ N0} ∈ Ldet(ER, DL)
Ein deterministischer (ER, DL)-Automat A kann L wie folgt erkennen:
A bewegt sich wiederholt u¨ber die Eingabe von Bandbegrenzungssymbol
zu Bandbegrenzungssymbol und lo¨scht dabei jedes zweite Zeichen auf dem
Band – wa¨hrend fu¨r die restlichen Symbole eine ER-Operation verwendet
wird. Auf diese Weise wird die Eingabe schrittweise halbiert. A akzeptiert
schließlich genau dann, wenn die La¨nge der Eingabe nach jedem Halbie-
rungsschritt gerade ist (bzw. 1 im letzten Schritt).
Die formale Definition des Automaten A und der U¨berfu¨hrungsfunktion
kann wie folgt realisiert werden:
A = 〈{s0, . . . , s5}, {a, b, c},,, xy, {ER,DL}, δ, s0, {s5}〉.
Zustand Eingabe Folgezustand Operation
s0 a s1 DLR
s0 xy s1 DLR
s0  s0 MVR
s0  undefiniert
s1 a s2 ERR
s1 xy s2 ERR
s1  undefiniert
s1  s5 MVL
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(Fortsetzung der Tabelle)
Zustand Eingabe Folgezustand Operation
s2 a s3 DLR
s2 xy s3 DLR
s2  undefiniert
s2  s4 MVL
s3 a s2 ERR




s4 xy s4 ERL






Im Zustand s0 wird dabei in jedem Durchgang zuna¨chst das linke Bandbe-
grenzungssymbol verlassen und nach dem Lo¨schen des ersten Zeichens in den
Zustand s1 verzweigt. Dort wird beim Erreichen des rechten Bandbegren-
zungssymbols in den akzeptierenden Zustand s5 gewechselt. Dies geschieht
bei der Eingabe a2
0
= a bzw. sobald nur noch ein Leerzeichen nach dem
mehrfachen Halbieren der urspru¨nglichen Eingabe verbleibt.
Falls im Zustand s1 das Bandende nicht erreicht wird, beginnt das abwech-
selnde Lo¨schen und Ausradieren der restlichen Zeichen in den Zusta¨nden s2
und s3. Ist die La¨nge der Eingabe gerade, verzweigt A beim Erreichen des
rechten Bandbegrenzungssymbols in den Zustand s4, in dem der Kopf zuru¨ck
zum Bandanfang gefu¨hrt wird. Anschließend beginnt A mit der na¨chsten
Iteration. 2
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3.3 Bereits bekannte Ergebnisse
In diesem Abschnitt geben wir die Ergebnisse an, die in den Arbeiten [26,
27, 28, 29, 30, 31, 43, 44, 49] erzielt wurden und die die Grundlagen fu¨r
die weiteren Betrachtungen sind. Die sich daraus ergebenden A¨quivalenzen
der insgesamt jeweils 63 Automatenmodelle im nichtdeterministischen und
im deterministischen Fall werden in den Tabellen 3.1 bzw. 3.2 zusammenge-
fasst. Die meisten der darin aufgelisteten A¨quivalenzen ergeben sich durch
die direkte Simulation einer fehlenden Operation mithilfe einer Hintereinan-
derausfu¨hrung anderer Operationen. So kann beispielsweise die Gleichheit
der Familien L (MV, ER) und L (MV, ERL) wie folgt begru¨ndet werden:
1. Die Inklusion L (MV, ERL) ⊆ L (MV, ER) gilt trivialerweise, da ein
(MV, ER)-Automat u¨ber alle Operationen verfu¨gt, die ein (MV, ERL)-
Automat ausfu¨hren kann.
2. Die Inklusion L (MV, ER) ⊆ L (MV, ERL) gilt, da die fehlende ERR-
Operation bei einem (MV, ERL)-Automaten durch die Hintereinander-
ausfu¨hrung der Operationen ERL sowie zweimal MVR simuliert werden
kann (vergleiche Abbildung 3.2).
 a b c a b c a b 
s
 a b c xy b c a b 
s
 a b c xy b c a b 
s
 a b c xy b c a b 
s
Abbildung 3.2: Simulation der ERR-Operation
durch eine ERL- und zwei MVR-Operationen.
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Bezeichnung A¨quivalente Modelle
L (MVL) L (MVL), L (ERL), L (MVL, ERL)
REG L (MVL, ERL, DLL), L (MVL, DLL), L (ERL, DLL),
L (DLL), L (MV), L (MVL, ER), L (MVL, ERL, DL),
L (MVL, ERL, DLR), L (MVL, ERR), L (MVL, DL),
L (MVL, DLR), L (MVR, ERR, DLR), L (MVR, ERR),
L (MVR, DLR), L (MVR), L (ER), L (ERL, DL),
L (ERL, DLR), L (ERR, DLR), L (ERR), L (DL),
L (DLR)
L (ERR, DL) L (ERR, DL), L (ERR, DLL)
L (MVR, DL) L (MVR, DL), L (MVR, DLL)
CFL L (MVR, ER), L (MVR, ERL), L (MVR, ERR, DL),
L (MVR, ERR, DLL)
L (ER, DL) L (ER, DL), L (ER, DLL), L (ER, DLR)
L (MVL, ER, DL) L (MVL, ER, DL), L (MVL, ER, DLL),
L (MVL, ER, DLR), L (MVL, ERR, DL),
L (MVL, ERR, DLL), L (MVL, ERR, DLR)
L (MVR, ER, DLR) L (MVR, ER, DLR), L (MVR, ERL, DL),
L (MVR, ERL, DLL), L (MVR, ERL, DLR)
L (MVR, ER, DL) L (MVR, ER, DL), L (MVR, ER, DLL)
L (MV, DL) L (MV, DL), L (MV, DLL), L (MV, DLR)
L (MV, ER) L (MV, ER), L (MV, ERL), L (MV, ERR)
L (MV, ER, DL) L (MV, ER, DL), L (MV, ER, DLL),
L (MV, ER, DLR), L (MV, ERL, DL),
L (MV, ERL, DLL), L (MV, ERL, DLR),
L (MV, ERR, DL), L (MV, ERR, DLL),
L (MV, ERR, DLR)
Tabelle 3.1: Klassifizierung der nichtdetermi-
nistischen Forgetting-Automaten-Modelle.
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Bezeichnung A¨quivalente Modelle
Ldet(MVL) Ldet(MVL), Ldet(ERL), Ldet(MVL, ERL)
REG Ldet(MVL, ERL, DLL), Ldet(MVL, DLL),
Ldet(ERL, DLL), Ldet(DLL), Ldet(MV),
Ldet(MVL, ER), Ldet(MVL, ERL, DL),
Ldet(MVL, ERL, DLR), Ldet(MVL, ERR),
Ldet(MVL, DL), Ldet(MVL, DLR),
Ldet(MVR, ERR, DLR), Ldet(MVR, ERR),
Ldet(MVR, DLR), Ldet(MVR), Ldet(ER),
Ldet(ERL, DL), Ldet(ERL, DLR),
Ldet(ERR, DLR), Ldet(ERR), Ldet(DL),
Ldet(DLR)
Ldet(ERR, DL) Ldet(ERR, DL), Ldet(ERR, DLL)
Ldet(MVR, DL) Ldet(MVR, DL), Ldet(MVR, DLL)
Ldet(MVR, ER) Ldet(MVR, ER), Ldet(MVR, ERL)
Ldet(MVR, ERR, DL) Ldet(MVR, ERR, DL), Ldet(MVR, ERR, DLL)
Ldet(ER, DL) Ldet(ER, DL), Ldet(ER, DLL)
Ldet(ER, DLR) Ldet(ER, DLR)
Ldet(MVL, ER, DL) Ldet(MVL, ER, DL), Ldet(MVL, ER, DLL),
Ldet(MVL, ER, DLR), Ldet(MVL, ERR, DL),
Ldet(MVL, ERR, DLL), Ldet(MVL, ERR, DLR)
Ldet(MVR, ER, DLR) Ldet(MVR, ER, DLR), Ldet(MVR, ERL, DL),
Ldet(MVR, ERL, DLL), Ldet(MVR, ERL, DLR)
Ldet(MVR, ER, DL) Ldet(MVR, ER, DL), Ldet(MVR, ER, DLL)
Ldet(MV, DL) Ldet(MV, DL), Ldet(MV, DLL), Ldet(MV, DLR)
Ldet(MV, ER) Ldet(MV, ER), Ldet(MV, ERL), Ldet(MV, ERR)
Ldet(MV, ER, DL) Ldet(MV, ER, DL), Ldet(MV, ER, DLL),
Ldet(MV, ER, DLR), Ldet(MV, ERL, DL),
Ldet(MV, ERL, DLL), Ldet(MV, ERL, DLR),
Ldet(MV, ERR, DL), Ldet(MV, ERR, DLL),
Ldet(MV, ERR, DLR)
Tabelle 3.2: Klassifizierung der determinis-
tischen Forgetting-Automaten-Modelle.
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Die weiteren Ergebnisse – insbesondere die Inklusionsbeziehungen zwischen
verschiedenen Sprachfamilien – werden in der U¨bersicht u¨ber die Klassifizie-
rung der nichtdeterministischen und der deterministischen Automatenmo-
delle in den Abbildungen 3.3 und 3.4 auf Seite 42 dargestellt. Die wichtigsten
Ergebnisse diskutieren wir jedoch kurz an dieser Stelle.
Die erste Sprachfamilie oberhalb der Familie der regula¨ren Sprachen wurde
durch die Sprache {anbn | n ∈ N} von dieser getrennt; die Inklusion ist
durch die mo¨gliche Simulation eines endlichen Automaten klar:
3.3.1 Satz ([29])
REG ⊂ L (ERR, DL)
Ein (ERR, DL)-Automat kann durch einen (MVR, DL)-Automaten simuliert
werden, indem die ERR-Operation durch MVR simuliert wird und die Zei-
chen links vom Kopf als Leerzeichen interpretiert werden. Die Echtheit der
Inklusion konnte hier mithilfe der Sprache {wcwR | w ∈ {a, b}∗} gezeigt
werden:
3.3.2 Satz ([29])
L (ERR, DL) ⊂ L (MVR, DL)
(MVR,DL)-Automaten ko¨nnen andererseits durch einen Kellerautomaten si-
muliert werden; die Sprache{
cn1ai1c
n1cn2ai2c
n2 · · · cnkaikc
nksdikdik−1 · · · di1 | k ≥ 1, ij ∈ {1, 2}, nj > 0
∀1 ≤ j ≤ k
}
trennt L (MVR, DL) von der Familie der kontextfreien Sprachen:
3.3.3 Satz ([29])
L (MVR, DL) ⊂ CFL
Das wohl bedeutendste Ergebnis ist die Charakterisierung der Familie der
kontextfreien Sprachen:
3.3.4 Satz ([27, 30, 31])
L (MVR, ER) = L (MVR, ERR, DL) = CFL
Der Nachweis der Gleichheit mittels doppelter Inklusion kann dabei einer-
seits durch die Simulation von Forgetting-Automaten durch Kellerautoma-
ten, andererseits durch die ru¨ckwa¨rtige Abarbeitung der Rechtsableitung
einer kontextfreien Grammatik (in einer speziellen Normalform) durch die
Forgetting-Automaten erfolgen.
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Oberhalb von CFL liegt die Familie L (MVR, ER, DLR), die Sprachen wie
{anbncn | n ∈ N0} oder {a
2n | n ∈ N} entha¨lt:
3.3.5 Satz ([29])
CFL ⊂ L (MVR, ER, DLR)
Am oberen Ende der Hierarchie der Forgetting-Automaten liegt die Fami-
lie der (MV, ER, DL)-Automaten, also der Automaten, die u¨ber alle sechs
mo¨glichen Operationen verfu¨gen. Von den Familien L (MVR, ER, DLR) und
L (MVR, ER, DL) wird sie durch die Sprache {wcw | w ∈ {a, b}
∗} getrennt:
3.3.6 Satz ([29])
L (MVR, ER, DLR) ⊆ L (MVR, ER, DL) ⊂ L (MV, ER, DL)
Wir kehren nun zu der Betrachtung weiter unten in der Hierarchie liegen-
der Sprachfamilien zuru¨ck, die bisher nicht eingeordnet wurden. Geht man
vom Modell des (ERR, DL)-Automaten zu dem des (ER, DL)-Automaten
u¨ber, ist offenkundig, dass die Berechnungsma¨chtigkeit mindestens gleich
bleibt. Tatsa¨chlich kann ein (ER, DL)-Automat nicht-kontextfreie Sprachen
wie {a2
n
| n ∈ N} erkennen (siehe Beispiel 3.2.5).
3.3.7 Satz ([29])
L (ERR, DL) ⊂ L (ER, DL)
Wa¨hrend die Echtheit der Inklusion L (ER, DL) ⊆ L (MVL, ER, DL) offen
bleibt, erfolgt die Trennung von der obersten Klasse der Hierarchie durch
die Sprache {wcwR | w ∈ {a, b}∗}:
3.3.8 Satz ([29])
L (MVL, ER, DL) ⊆ L (MV, ER, DL)
Analog zur Hinzunahme der ERL-Operation bei (ERR, DL)-Automaten wird
auch bei (MVR, DL)-Automaten durch die Hinzunahme der MVL-Operation
das Erkennen von nicht-kontextfreien Sprachen wie {a2
n
| n ∈ N} mo¨glich:
3.3.9 Satz ([29])
L (MVR, DL) ⊂ L (MV, DL)
Das Lo¨schen mittels einer DL-Operation kann durch das Ausradieren mit
einer entsprechenden ER-Operation und das U¨berwandern der entstehen-
den Leerzeichen mit MV-Schritten simuliert werden. Dadurch ergibt sich die
folgende Inklusion:
3.3.10 Satz ([29])
L (MV, DL) ⊆ L (MV, ER)
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Aus der Gleichheit L (MVR, ER) = CFL folgt bei Hinzunahme der MVL-
Operation direkt die Inklusion CFL ⊆ L (MV,ER). Durch die Zeugensprache
{a2
n
| n ∈ N} ∈ L (MV, ER) folgt zudem die Echtheit der Inklusion. Fu¨r
den deterministischen Fall wurde in [49] gezeigt, dass alle deterministisch
kontextfreien Sprachen bereits durch deterministische (MV,DL)-Automaten
erkannt werden ko¨nnen. Als Trennsprache fungiert erneut {a2
n
| n ∈ N}.
3.3.11 Satz ([49])
DCFL ⊂ Ldet(MV, DL)
Um die Berechnungsma¨chtigkeit der Forgetting-Automaten nach oben ab-
zuscha¨tzen, wurde in [26] die oberste Klasse L (MV, ER,DL) unter der Fami-
lie der deterministisch kontextsensitiven Sprachen eingeordnet und mittels
Diagonalisierung von dieser getrennt:
3.3.12 Satz ([26])
L (MV, ER, DL) ⊂ DCSL
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REG = L (MV) = · · ·
L (ERR, DL)
L (MVR, DL)
CFL = L (MVR,ER)
= L (MVR, ERR, DL)
L (MV,DL) L (ER,DL) = L (ER,DLR)
L (MV,ER)
L (MVL, ER, DL)
L (MVR, ER, DLR)
L (MVR, ER, DL)
L (MV,ER,DL)
DCSL
Abbildung 3.3: Die Hierarchie der nichtdeterministischen
Forgetting-Automaten auf dem Stand vor dieser Arbeit
(⇒: Inklusion, →: echte Inklusion, · · · : unvergleichbar).
REG = Ldet(MV) = · · ·
Ldet(ERR, DL)
Ldet(MVR, DL)











Abbildung 3.4: Die Hierarchie der deterministischen For-
getting-Automaten auf dem Stand vor dieser Arbeit.
3 Das Modell des Forgetting-Automaten 43
3.4 Normierung
Fu¨r einige Beweise in den folgenden Kapiteln wird es von Vorteil sein, ge-
wisse Annahmen fu¨r das Verhalten der Forgetting-Automaten treffen zu
ko¨nnen. Daher geben wir in diesem Abschnitt einige Lemmata an, die sich
damit bescha¨ftigen, ob und an welcher Position ein Forgetting-Automat ha¨lt
und welchen Bandinhalt er hinterla¨sst, falls er akzeptiert.
Wie bereits erwa¨hnt, betrachten wir dabei die Automatenmodelle am un-
teren Ende der Hierarchie – beziehungsweise die durch sie charakterisierten
Sprachfamilien L (MVL), Ldet(MVL) und REG – nicht mehr (siehe Tabel-
len 3.1 und 3.2 auf Seite 37 f.).
Zuna¨chst wird eine Normalform eingefu¨hrt, die die Bandposition beim Hal-
ten und die Anzahl der Endzusta¨nde betrifft:
3.4.1 Lemma
Bei allen Forgetting-Automaten kann o. B. d.A. vorausgesetzt werden, dass
sie auf dem rechten Bandbegrenzungssymbol  halten, wenn sie eine Ein-
gabe akzeptieren. Weiterhin kann angenommen werden, dass es genau einen
Endzustand gibt.
Beweis Es sei A = 〈S,A,,, xy, O, δ, s0, F 〉 ein beliebiger Forgetting-Au-
tomat. Wir simulieren A mit einem Forgetting-Automaten
B = 〈S ∪ {s′, s′′, s′′′}, A,,, xy, O, δ′, s0, {s
′′′}〉
mit L (B) = L (A), der – falls er akzeptiert – auf dem rechten Bandbegren-
zungssymbol ha¨lt. Zuna¨chst simuliert B den Automaten A direkt. Sobald
A einen akzeptierenden Zustand s ∈ F annimmt und somit ha¨lt, geht B
in einen neuen Zustand s′ u¨ber, in dem er sich zum rechten Bandbegren-
zungssymbol  bewegt und dort, mithilfe eines weiteren Hilfszustandes s′′,
schließlich im (einzigen) Endzustand s′′′ ha¨lt. Die fu¨r die Rechtsbewegung
im Zustand s′ verwendete Operation XR ist dabei
XR =
{
MVR falls MVR ∈ O,
ERR sonst.
Man beachte, dass bei den betrachteten Automatenmodellen, die ma¨chtiger
als endliche Automaten sind, stets die MVR- oder die ERR-Operation zur
Verfu¨gung steht (siehe Tabellen 3.1 und 3.2 auf Seite 37 f.).
Fu¨r die formale Definition der U¨berfu¨hrungsfunktion bedeutet dies:
δ′(s, a) ∋ (t, o) falls (t, o) ∈ δ(s, a), t /∈ F
δ′(s, a) ∋ (s′, o) falls (t, o) ∈ δ(s, a), t ∈ F
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(Fortsetzung der Definition)
δ′(s′, a) = {(s′, XR)} ∀a ∈ A ∪ {xy}
δ′(s′,) = {(s′,MVR)}
δ′(s′,) = {(s′′,MVL)}
δ′(s′′, a) = {(s′′′, XR)} ∀a ∈ A ∪ {xy}
δ′(s′′,) = {(s′′′,MVR)}
δ′(s′′′, a) = ∅ ∀a ∈ A ∪ {,, xy}
Dabei ist B genau dann deterministisch, wenn A es ist. 2
Wir haben uns davon u¨berzeugt, dass wir fu¨r alle Forgetting-Automaten
voraussetzen ko¨nnen, dass sie – falls sie akzeptieren – auf dem rechten Band-
begrenzungssymbol halten. Steht eine DL-Operation zur Verfu¨gung, ko¨nnen
wir die Endkonfiguration noch weiter vereinfachen:
3.4.2 Lemma
Bei allen Forgetting-Automaten, die u¨ber eine DL-Operation verfu¨gen, kann
o. B. d.A. vorausgesetzt werden, dass sie die Eingabe komplett lo¨schen und
auf dem rechten Bandbegrenzungssymbol  halten, wenn sie eine Einga-
be akzeptieren. Außerdem kann angenommen werden, dass es genau einen
Endzustand gibt.
Beweis Es sei A = 〈S,A,,, xy, O, δ, s0, F 〉 ein beliebiger Forgetting-Au-
tomat. Wir simulieren A – analog zu Lemma 3.4.1 – mit einem Forgetting-
Automaten
B = 〈S ∪ {s′, s′′, s′′′, s′′′′}, A,,, xy, O, δ′, s0, {s
′′′′}〉
mit L (B) = L (A), der – falls er akzeptiert – die Eingabe komplett lo¨scht
und auf dem rechten Bandbegrenzungssymbol ha¨lt. B simuliert zuna¨chst A
und lo¨scht die restliche Eingabe, sobald A einen akzeptierenden Zustand
annimmt. Dies wird wie folgt realisiert:
XL =
{
DLL falls DLL ∈ O,
ERL sonst.
sowie
δ′(s, a) ∋ (t, o) falls (t, o) ∈ δ(s, a), t /∈ F
δ′(s, a) ∋ (s′, o) falls (t, o) ∈ δ(s, a), t ∈ F
δ′(s′,) = {(s′,MVL)}
δ′(s′, a) = {(s′, XL)} ∀a ∈ A ∪ {xy}
δ′(s′,) = {(s′′,MVR)}
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(Fortsetzung der Definition)
δ′(s′′, a) = {(s′′,DLR)} ∀a ∈ A ∪ {xy}
δ′(s′′,) = {(s′′′,MVL)}
δ′(s′′′,) = {(s′′′′,MVR)}
δ′(s′′′′, a) = ∅ ∀a ∈ A ∪ {,, xy}
Die Operationen XL (also DLL oder ERL) und DLR stehen dabei allen be-
treffenden Automatenmodellen zur Verfu¨gung (siehe Tabellen 3.1 und 3.2
auf Seite 37 f.). Zudem gilt, dass B genau dann deterministisch ist, wenn A
es ist. 2
Die einzigen Automatenmodelle, die nicht u¨ber eine DL-Operation verfu¨gen,
sind die der (MVR, ER)- und der (MV, ER)-Automaten. Fu¨r diese ko¨nnen wir
selbstversta¨ndlich nicht annehmen, dass sie ihre Eingabe komplett lo¨schen,
falls sie sie akzeptieren. Wir ko¨nnen hier aber das komplette Ausradieren
voraussetzen:
3.4.3 Lemma
Bei (MVR, ER)- und (MV, ER)-Automaten kann o. B. d.A. vorausgesetzt wer-
den, dass sie die Eingabe komplett ausradieren und auf dem rechten Band-
begrenzungssymbol  halten, wenn sie eine Eingabe akzeptieren.
Beweis Analog zum Beweis von Lemma 3.4.2 kann ein simulierender Au-
tomat B die Eingabe zuna¨chst mit ERL bis zum linken und anschließend mit
ERR bis zum rechten Bandbegrenzungssymbol ausradieren. 2
Fu¨r einige der weiteren Betrachtungen ist es wichtig zu wissen, ob wir von
den deterministischen Automatenmodellen annehmen ko¨nnen, dass ihre Be-
rechnungen stets endlich sind, das heißt, dass sie nie in einer Endlosschleife
mu¨nden.
Eine Endlosschleife tritt bei einer Berechnung auf, wenn eine identische
Konfiguration ein zweites Mal erreicht wird, das heißt, wenn ein Konfigu-
rationsu¨bergang vsw ⊢∗ vsw erfolgt. In den folgenden Lemmata wird fu¨r
die jeweiligen Automatenmodelle durch unterschiedliche Methoden sicher-
gestellt, dass eine solche Wiederholung einer Konfiguration nicht auftritt.
Somit kann angenommen werden, dass ein entsprechender Automat stets
ha¨lt.
3.4.4 Lemma
Zu jedem deterministischen (ERR, DL)-Automaten existiert ein a¨quivalenter
deterministischer (ERR, DL)-Automat, der auf allen Eingaben ha¨lt.
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Beweis Es sei ein beliebiger deterministischer (ERR, DL)-Automat A gege-
ben. Nach Lemma 3.4.2 ko¨nnen wir annehmen, dass A auf dem leeren Band
ha¨lt, falls er die Eingabe akzeptiert.
Wir konstruieren einen haltenden deterministischen (ERR, DL)-Automaten
B mit L(B) = L(A) wie folgt:
Zuna¨chst beginnt B mit der direkten Simulation von A. Dabei gilt generell,
dass, falls A in einem nicht-akzeptierenden Zustand ha¨lt, B die restliche
Eingabe lo¨scht und ebenfalls in einem nicht-akzeptierenden Zustand ha¨lt.
Somit bleibt zu kla¨ren, wie Schleifen verhindert werden ko¨nnen.
Da mit den Operationen DLL und DLR das Eingabeband stets verku¨rzt wird,
kann A mit diesen Operationen nicht zu einer bereits vorher aufgetrete-
nen Konfiguration gelangen, das heißt in eine Schleife laufen. Mit der ERR-
Operation ko¨nnen bereits ausradierte Felder ungelo¨scht nach rechts verlassen
werden; eine Linksbewegung, die die Eingabe nicht verku¨rzt, kann jedoch nur
auf dem rechten Bandbegrenzungssymbol ausgefu¨hrt werden.
B simuliert daher die Aufeinanderfolge von endlich vielen, nicht in eine
Schleife fu¨hrenden ERR- und MVL-Schritten am rechten Bandende in einer
Operation. Da die Anzahl solcher ERR-Schritte durch die Zahl der Zusta¨nde
von A beschra¨nkt ist, ko¨nnen diese Folgen von Schritten direkt an der
U¨berfu¨hrungsfunktion abgelesen werden. Falls A mit den ERR-Schritten hin-
gegen in eine Schleife la¨uft, lo¨scht B sofort alle verbliebenen Eingabesymbole
und ha¨lt in einem nicht-akzeptierenden Zustand.
Nachdem alle Leerzeichen gelo¨scht wurden und das linke Bandbegrenzungs-
symbol  erreicht ist, ha¨lt B. Wie zuvor nimmt B dabei einen nicht-ak-
zeptierenden Zustand an, falls A in eine Schleife la¨uft (durch abwechselnde
MVL- und MVR-Schritte auf den beiden Bandbegrenzungssymbolen) oder
nach endlich vielen Schritten in einem nicht-akzeptierenden Zustand ha¨lt.
Falls A jedoch einen akzeptierenden Zustand erreicht und ha¨lt, geschieht
dies auch bei B.
Somit akzeptiert B die Eingabe genau dann, wenn A sie akzeptiert. 2
Aus dem vorangegangenen Beweis ergibt sich fu¨r die Berechnung eines de-
terministischen (ERR, DL)-Automaten:
1. Wir ko¨nnen annehmen, dass die Berechnung terminiert, das heißt, dass
der Automat stets ha¨lt.
2. Wir ko¨nnen annehmen, dass die Eingabe (bis auf die Bandbegren-
zungssymbole  und ) am Ende der Berechnung komplett gelo¨scht
ist.
3.4.5 Lemma
Zu jedem deterministischen (MVR,DL)-Automaten existiert ein a¨quivalenter
deterministischer (MVR, DL)-Automat, der auf allen Eingaben ha¨lt.
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Beweis Erneut sei ein beliebiger deterministischer (MVR,DL)-Automat ge-
geben, der gema¨ß Lemma 3.4.2 – falls er akzeptiert – auf dem leeren Band
ha¨lt und den wir mit einem haltenden Automaten des gleichen Typs simu-
lieren wollen. Analog zum Beweis von Lemma 3.4.4 ko¨nnen die restlichen
Symbole auf dem Band gelo¨scht werden, nachdem das rechte Bandbegren-
zungssymbol erreicht wird. In diesem Fall handelt es sich jedoch um Einga-
besymbole und nicht um Leerzeichen. Sobald alle Eingabesymbole gelo¨scht
sind und das linke Bandbegrenzungssymbol  erreicht ist, ha¨lt der simulie-
rende Automat und akzeptiert genau dann, wenn auch der zu simulierende
Automat die Eingabe akzeptiert. 2
3.4.6 Lemma
Zu jedem deterministischen (MVR, ER)-Automaten existiert ein a¨quivalenter
deterministischer (MVR, ER)-Automat, der auf allen Eingaben ha¨lt.
Beweis Es sei ein beliebiger deterministischer (MVR, ER)-Automat A ge-
geben. Nach Lemma 3.4.3 ko¨nnen wir annehmen, dass A auf dem komplett
ausradierten Band ha¨lt, falls er die Eingabe akzeptiert.
Zuna¨chst stellen wir die U¨berlegung an, in welchen Situationen bei einem
deterministischen (MVR, ER)-Automaten eine Endlosschleife auftreten, das
heißt, wann ein Konfigurationsu¨bergang vsw ⊢∗ vsw erfolgen kann.
In einer Schleife kann kein Ausradieren eines Eingabezeichens (das heißt
eines noch nicht ausradierten Zeichens) mehr stattfinden. Es sei daher
x = x1x2x3, mit x1 ∈ A ∪ {, xy}, x2 ∈ xy
∗ und x3 ∈ {xy,},
der Teil des Bandes, den A wa¨hrend eines Schleifendurchlaufs betritt. Wir
unterscheiden nun zwei Fa¨lle:
1. x ist an beiden Seiten durch ein Zeichen begrenzt, das kein Leerzeichen
ist, das heißt x = x1x2x3 ∈ (A ∪ {})xy
∗
.
2. x ist an mindestens einer Seite durch ein Leerzeichen begrenzt, das
heißt x1 = xy ∨ x3 = xy.
Im ersten Fall kann A in eine Schleife unbeschra¨nkter La¨nge laufen, das
heißt, x2 kann beliebig groß sein. Bei der Bewegung u¨ber x2 kann A beliebig
oft denselben Zustand annehmen, durch das Erreichen von x1 bzw. x3 kann
die Bewegungsrichtung jedoch wieder umgekehrt werden.
Im zweiten Fall kann die Anzahl der Schritte, die A in eine Richtung la¨uft,
nicht beliebig groß sein. Da sich A hier u¨ber eine Folge von Leerzeichen
bewegt und schließlich auch auf einem Leerzeichen die Bewegungsrichtung
umkehrt, kann die Anzahl der Schritte nicht gro¨ßer als die Anzahl seiner
Zusta¨nde sein.
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Wir konstruieren nun einen haltenden deterministischen (MVR, ER)-Auto-
maten B mit L(B) = L(A) wie folgt:
Fu¨r den ersten Fall kann der simulierende Automat B die auftretende Schlei-
fe dadurch erkennen, dass er sich den Zustand merkt, in dem sich A beim
Erreichen eines Eingabesymbols oder des linken Bandbegrenzungssymbols
befindet, bevor dieses nach rechts verlassen wird. Falls A anschließend u¨ber
ein Teilwort xy∗ nach rechts und wieder zuru¨ck la¨uft, kann B beim Errei-
chen des Eingabezeichens bzw. des Bandbegrenzungssymbols (x1 in obiger
Notation) den Zustand mit dem zuvor gespeicherten vergleichen und da-
mit im Falle einer U¨bereinstimmung das Auftreten einer Schleife erkennen.
Da nicht mehr als die (endlich vielen) Zusta¨nde von A gespeichert werden
mu¨ssen, kann dieser Prozess wiederholt werden, bis A entweder einen bereits
zuvor angenommenen Zustand auf x1 erreicht oder den Bandinhalt durch
eine ER-Operation auf x1 (fu¨r den Fall x1 ∈ A) vera¨ndert. Falls sich ein
Zustand wiederholt, kann B an dieser Stelle halten und somit die Schleife
verhindern. In diesem Fall akzeptieren sowohl B als auch A die Eingabe
nicht.
Fu¨r den zweiten Fall kann B mit der Information u¨ber die endlich vielen
Teilwo¨rter x ausgestattet werden, auf denen A in eine Schleife la¨uft. Bevor
B eine ERL-Operation auf einem Leerzeichen oder dem rechten Bandbe-
grenzungssymbol direkt simuliert, lassen wir B zuna¨chst mit weiteren ERL-
Operationen nach links laufen, um zu testen, ob eines der ihm bekannten, zu
einer Schleife fu¨hrenden Teilwo¨rter auftritt. Da es nur endlich viele solcher
Wo¨rter gibt, ist auch die maximale La¨nge l dieser Wo¨rter endlich. B muss
daher ho¨chstens l Schritte nach links (und wieder zuru¨ck) laufen – bis ein
Eingabezeichen erreicht wird oder l Leerzeichen u¨berschritten werden – um
zu wissen, ob der na¨chste Schritt in eine Schleife fu¨hrt.
Durch die Festlegung, das Hineinlaufen in eine Schleife am rechten Rand
der entsprechenden Teilwo¨rter zu testen und Felder links von der aktuellen
Position zu u¨berpru¨fen, kann hier mithilfe der MVR-Operation sichergestellt
werden, dass keine Eingabezeichen vera¨ndert werden mu¨ssen. Falls A in eine
Schleife la¨uft, kann B halten und somit die Schleife verhindern.
Insgesamt akzeptiert B daher genau dann, wenn auch A die Eingabe akzep-
tiert. 2
3.4.7 Lemma
Zu jedem deterministischen (MVR, ERR, DL)-Automaten existiert ein a¨qui-
valenter deterministischer (MVR, ERR,DL)-Automat, der auf allen Eingaben
ha¨lt.
Beweis Es sei ein beliebiger deterministischer (MVR, ERR, DL)-Automat
– der gema¨ß Lemma 3.4.2 auf dem leeren Band ha¨lt, falls er akzeptiert –
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gegeben, den wir mit einem haltenden Automaten des gleichen Typs si-
mulieren wollen. Analog zum Beweis der Lemmata 3.4.4 und 3.4.5 ko¨nnen
die restlichen Symbole auf dem Band gelo¨scht werden, nachdem das rechte
Bandbegrenzungssymbol erreicht wird. Sobald alle Eingabesymbole gelo¨scht
sind und das linke Bandbegrenzungssymbol erreicht ist, ha¨lt der simulieren-
de Automat und akzeptiert genau dann, wenn auch der zu simulierende
Automat die Eingabe akzeptiert. 2
3.4.8 Lemma
Zu jedem deterministischen (ER, DL)-Automaten existiert ein a¨quivalenter
deterministischer (ER, DL)-Automat, der auf allen Eingaben ha¨lt.
Beweis Es sei ein beliebiger deterministischer (ER, DL)-Automat A gege-
ben. Nach Lemma 3.4.2 ko¨nnen wir annehmen, dass A auf dem leeren Band
ha¨lt, falls er die Eingabe akzeptiert.
Auf a¨hnliche Weise wie im Beweis von Lemma 3.4.6 betrachten wir das
erneute Erreichen einer identischen Konfiguration. Es sei x = x1x2x3, mit
x1 ∈ {, xy}, x2 ∈ xy
∗ und x3 ∈ {xy,}, der Teil des Bandes, den A wa¨hrend
eines Schleifendurchlaufs betritt. Wir unterscheiden erneut zwei Fa¨lle:
1. x ist an beiden Seiten durch ein Bandbegrenzungssymbol begrenzt,
das heißt x1 =  ∧ x3 = .
2. x ist an mindestens einer Seite durch ein Leerzeichen begrenzt, das
heißt x1 = xy ∨ x3 = xy.
Im ersten Fall kann A in eine Schleife unbeschra¨nkter La¨nge laufen, im
zweiten Fall nicht.
Analog zum Beweis von Lemma 3.4.6 kann daher ein haltender determinis-
tischer Automat B mit L(B) = L(A) konstruiert werden. Fu¨r den ersten
Fall werden die an einem Begrenzungssymbol auftretenden Zusta¨nde mit-
protokolliert, bis sich ein Zustand wiederholt oder ein DL-Schritt ausgefu¨hrt
wird. Fu¨r den zweiten Fall kann B das Erreichen einer Schleife auf den end-
lich vielen dazu fu¨hrenden Teilwo¨rtern vermeiden. 2
3.4.9 Lemma
Zu jedem deterministischen (MVL, ER, DL)-Automaten existiert ein a¨qui-
valenter deterministischer (MVL, ER, DL)-Automat, der auf allen Eingaben
ha¨lt.
Beweis Ein (MVL, ER, DL)-Automat hat im Vergleich zu einem (ER, DL)-
Automaten lediglich einen Vorteil: Ein einzelnes Eingabezeichen kann un-
vera¨ndert nach links verlassen werden.
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Der Beweis von Lemma 3.4.8 muss deshalb lediglich dahingehend modifiziert




Nachdem die Hierarchie der Familien der von Forgetting-Automaten ak-
zeptierten Sprachen (auf dem Stand vor dieser Arbeit) in Kapitel 3 vor-
gestellt wurde, befassen wir uns in diesem Kapitel eingehend mit der Be-
rechnungsma¨chtigkeit der verschiedenen Automatenmodelle, das heißt der
genaueren Eingrenzung der durch die Modelle beschriebenen Sprachfamili-
en. Grundsa¨tzlich ergeben sich dabei drei mo¨gliche Arten von Ergebnissen:
1. Die Charakterisierung – das heißt die Gleichheit – zweier gegebener
Sprachfamilien L1 und L2.
Zumeist geschieht der Nachweis der Gleichheit durch den Beweis der
doppelten Inklusion, also durch den Nachweis von L1 ⊆ L2 und L1 ⊇
L2.
2. Die Inklusion einer gegebenen Sprachfamilie in einer anderen.
Hier wird in der Regel ein Modell durch ein anderes simuliert und –
im Falle einer echten Inklusion – eine Zeugensprache angegeben, die
zeigt, dass keine Gleichheit der Sprachfamilien bestehen kann.
3. Die Unvergleichbarkeit zweier Sprachfamilien L1 und L2.
Gilt weder L1 ⊆ L2 noch L1 ⊇ L2, sind die beiden Sprachfamilien
unvergleichbar.
Um die Berechnungsma¨chtigkeit der Forgetting-Automaten genauer zu un-
tersuchen, betrachten wir mo¨gliche Charakterisierungen, Inklusionen und
Unvergleichbarkeiten der beschriebenen Sprachfamilien sowohl untereinan-
der als auch im Vergleich zu anderen wohlbekannten Modellen der theoreti-
schen Informatik.
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4.1 Vergleich mit anderen Modellen
In diesem Abschnitt vergleichen wir die verschiedenen Modelle der Forget-
ting-Automaten mit aus der Literatur bekannten Automaten- und Gramma-
tikmodellen bzw. Sprachfamilien wie den linearen und metalinearen Spra-
chen, den deterministisch linearen Sprachen und 1-Za¨hler-Automaten.
Zuna¨chst betrachten wir die Klassen zwischen den Familien der regula¨ren
und der kontextfreien Sprachen genauer und vergleichen sie mit Familien
der linearen bzw. metalinearen Sprachen.
4.1.1 Satz
LIN ⊂ METALIN ⊂ L (MVR, DL)
Beweis
Zu METALIN ⊆ L (MVR, DL):
Gegeben sei eine k-lineare Grammatik G. Ein (MVR, DL)-Automat kann
mithilfe von MVR-Schritten die Positionen raten, an denen die k linearen
Teilpfade der Ableitung schließlich enden, das heißt an denen das jeweilige
Nichtterminalsymbol durch eine Zeichenkette ersetzt wird, die ausschließ-
lich aus Terminalsymbolen besteht. An diesen Stellen ko¨nnen die k linearen
Ableitungen gema¨ß den Produktionsregeln der Grammatik sukzessive von
innen nach außen (durch Lo¨schen von Symbolen mit DLL bzw. DLR) abge-
arbeitet werden.
Nach dem Erreichen eines der k Nichtterminalsymbole, die im ersten Ablei-
tungsschritt der Grammatik aus dem Startsymbol erzeugt werden ko¨nnen,
bewegt sich der Automat erneut mit MVR-Schritten nach rechts, um die
na¨chste Position zu raten. Dabei merkt er sich die k Nichtterminalsymbole
und kann nach dem Lo¨schen aller Zeichen feststellen, ob sich die gespeicher-
te Zeichenkette aus Nichtterminalen aus dem Startsymbol der Grammatik
ableiten la¨sst.
Zu METALIN 6= L (MVR, DL):
Die Sprache L =
{
w ∈ {a, b}∗
∣∣ |w|a = |w|b} ∈ L (MVR, DL) ist nicht meta-
linear. In Beispiel 3.2.2 wurde gezeigt, wie ein (ERR, DL)-Automat L erken-
nen kann. Auf analoge Weise kann auch ein (MVR,DL)-Automat L erkennen;
hier werden lediglich – anstelle von Leerzeichen – die jeweils u¨berza¨hligen
Symbole links vom Kopf gespeichert. 2
4.1.2 Lemma
LIN und METALIN sind unvergleichbar mit L (ERR, DL).






∣∣ w ∈ {a, b}∗} /∈ L (ERR, DL) (siehe [29]) ist eine
(sogar deterministisch) lineare Sprache.
”
6⊇“ Die kontextfreie Sprache
{
w ∈ {a, b}∗
∣∣ |w|a = |w|b} ist nicht meta-
linear, kann aber von einem (ERR, DL)-Automaten A erkannt werden, wie
bereits in Beispiel 3.2.2 gezeigt wurde. 2
Im deterministischen Fall vergleichen wir die Familien der von (ERR, DL)-
und von (MVR, DL)-Automaten erkannten Sprachen ebenfalls mit den ent-
sprechenden deterministisch linearen Sprachen, die durch deterministische
1-Turn-Kellerautomaten charakterisiert werden.
4.1.3 Satz
DetLIN ⊂ Ldet(MVR, DL)
Beweis Es sei ein deterministischer 1-Turn-Kellerautomat A gegeben. Zu-
na¨chst wandeln wirA durch die in [19, Theorem 5.7.1] beschriebene Methode
in eine lineare Grammatik G = 〈N,T, S, P 〉 um. Wie in [21] erla¨utert wurde,
fu¨hrt diese Konstruktion zu einer linearen LR(1)-Grammatik.
Die Verarbeitung eines gegebenen Eingabewortes a durch einen determi-
nistischen (MVR, DL)-Automaten B gestalten wir in zwei Phasen: In der
ersten Phase simuliert B den Kellerautomaten A, bis dieser erstmalig eine
Pop-Operation ausfu¨hrt, das heißt eine Zustandsu¨berfu¨hrung, bei der er das
oberste Kellersymbol lo¨scht (also das leere Wort auf den Keller schreibt). In
der zweiten Phase werden die Regeln der Grammatik sukzessive angewandt
und – gema¨ß den gegebenen linearen Produktionen – durch Lo¨schen des
Eingabewortes von innen nach außen simuliert.
B kann den ersten Teil der Simulation des Kellerautomaten A korrekt aus-
fu¨hren, da er dabei lediglich MVR-Operationen ausfu¨hren und nur das je-
weils oberste Kellersymbol als Zustandskomponente speichern muss. Sobald
A die erste Pop-Operation ausfu¨hrt, geht B zur zweiten Phase der Simulati-
on u¨ber und wendet die Ableitungsregeln der Grammatik G in umgekehrter
Richtung an. Aus der Konstruktion der Grammatik G folgt, dass die erste
Pop-Operation des Kellerautomaten genau an der Position des Eingabewor-
tes auftritt, an der im letzten Ableitungsschritt der linearen Grammatik
das Nichtterminalsymbol in Terminalsymbole umgewandelt wird. Ist diese
Position erreicht, kann B schrittweise das Nichtterminalsymbol bestimmen,
welches jeweils in der vorangegangenen Satzform im Ableitungsprozess der
erzeugenden Grammatik auftritt; aufgrund der Linearita¨t existiert in jeder
Satzform jeweils nur ein Nichtterminal und infolge der LR(1)-Bedingung ist
das Nichtterminal in der vorherigen Satzform eindeutig bestimmt.
Um die LR(1)-Bedingung ausnutzen zu ko¨nnen, liest B das folgende Termi-
nalsymbol mithilfe einer MVR- und einer anschließenden DLL-Operation; das
4 Die Berechnungsma¨chtigkeit der Forgetting-Automaten 54
gelesene Symbol a ∈ T speichert B in seinen Zusta¨nden ab. Da die rechten
Seiten der Produktionen in P maximal die La¨nge 2 haben (vergleiche die
Konstruktion von G in [21]), gibt es nur Produktionen der Formen
A→ B, A→ a′B und A→ Ba
(mit A,B ∈ N und a, a′ ∈ T ). B kennt somit den Teil a′Ba der aktuellen
Satzform ua′Baw1 und kann daher aufgrund der LR(1)-Bedingung das vor-
angegangene Nichtterminal A eindeutig bestimmen, fu¨r das je nach Form
der anzuwendenden Produktionsregel gilt (vergleiche Definition 2.5.1):
ua′Aaw1 ⇒ ua




Auf diese Weise kann B schrittweise die passenden Symbole lo¨schen, die
(mo¨gliche) Ableitung der Grammatik G zuru¨ckverfolgen und schließlich die
Eingabe akzeptieren, falls das Startsymbol S erreicht wird.
Folglich gilt DetLIN ⊆ Ldet(MVR,DL). Die Inklusion ist echt, da die Sprache{
w ∈ {a, b}∗
∣∣ |w|a = |w|b} ∈ Ldet(MVR, DL) nicht (deterministisch) linear
ist – vergleiche Beispiel 3.2.2. 2
Beim Vergleich der Sprachfamilien zwischen REG und DCFL mit der Fami-
lie der deterministisch linearen Sprachen ergeben sich a¨hnliche Ergebnisse
wie im nichtdeterministischen Fall. Wie auch im nichtdeterministischen Fall
ist die Familie der von (ERR, DL)-Automaten erkannten Sprachen unver-
gleichbar mit der Familie der entsprechenden linearen Sprachen:
4.1.4 Lemma






∣∣ w ∈ {a, b}∗} /∈ Ldet(ERR, DL) (siehe [29]) ist




w ∈ {a, b}∗
∣∣ |w|a = |w|b} ∈ Ldet(ERR, DL) ist nicht
(deterministisch) linear – vergleiche Beispiel 3.2.2. 2
In [29] wurde das interessante Ergebnis erzielt, dass L (MVR, ERR, DL) mit
der Familie der kontextfreien Sprachen u¨bereinstimmt. Entfernen wir die
MVR-Operation, erhalten wir eine andere wichtige Sprachfamilie, na¨mlich
die Familie der von (unidirektionalen) 1-Za¨hler-Automaten erkannten Spra-
chen.
Ein 1-Za¨hler-Automat (1CA, one-way one-counter automaton) ist ein Kel-
lerautomat, der in seinem Keller außer dem Kellerendesymbol ⊥ nur noch
ein weiteres Symbol verwenden darf. Die im Keller gespeicherte Information
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kann daher mit der La¨nge der gespeicherten una¨ren Zeichenkette gleichge-
setzt werden. Der Keller entspricht in diesem Fall also einfach einem Za¨hler,
in dem Zahlen aus N0 abgespeichert werden. Weiterfu¨hrende Informationen
u¨ber Za¨hlerautomaten ko¨nnen beispielsweise dem Lehrbuch [2] oder den
Originalarbeiten [5, 8, 9, 40] entnommen werden.
Interessanterweise stimmt das Modell des 1-Za¨hler-Automaten in der Be-
rechnungssta¨rke mit dem Modell des (ERR, DL)-Automaten u¨berein:
4.1.5 Satz
L (ERR, DL) = L (1CA)
Beweis
”
⊆“ Da L (ERR, DL) = L (ERR, DLL) gilt (DLR kann in diesem Fall durch
die Hintereinanderausfu¨hrung von DLL und ERR ersetzt werden, siehe Ka-
pitel 3), ko¨nnen wir bei der Simulation eines (ERR, DL)-Automaten davon
ausgehen, dass lediglich die Operationen DLL und ERR verwendet werden.
Des Weiteren gehen wir nach Lemma 3.4.4 davon aus, dass ein gegebener
(ERR, DL)- bzw. (ERR, DLL)-Automat eine Eingabe durch das Annehmen
eines Endzustandes auf dem rechten Bandbegrenzungssymbol bei komplett
gelo¨schter Eingabe akzeptiert.
Es sei A nun ein beliebiger (ERR, DLL)-Automat mit den genannten Eigen-
schaften. Ein 1-Za¨hler-Automat B kann A wie folgt simulieren:
Jede Operation von A wird durch eine Folge von Operationen von B simu-
liert. Dabei dient der Za¨hler von B zum Mitza¨hlen der wa¨hrend der Simula-
tion links vom Lesekopf befindlichen Leerzeichen auf dem Eingabeband des
Forgetting-Automaten A.
Da A jedes Element seiner Eingabe im unausradierten Zustand nur einmal
lesen kann (alle mo¨glichen Operationen lo¨schen die Eingabe oder radieren
sie aus), kann er durch einen unidirektional arbeitenden Automaten simu-
liert werden, falls dieser stets die Position des ersten bisher ungelesenen
Eingabezeichens und die Anzahl der momentan auf dem Band befindlichen
Leerzeichen mitverfolgen kann. Ersteres wird von B durch die Position sei-
nes eigenen Lesekopfes bewerkstelligt, die Anzahl der Leerzeichen – wie oben
erwa¨hnt – durch den Za¨hlerstand.
Der Lesekopf von A befindet sich wa¨hrend der Berechnung stets auf einer
der folgenden Positionen (siehe auch Abbildung 4.1):
(a) linkes Bandbegrenzungssymbol,
(b) das am weitesten rechts liegende Leerzeichen,
(c) das am weitesten links liegende Eingabezeichen,
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(d) rechtes Bandbegrenzungssymbol.
 a b a b a b a b 
s
(a) Der Lesekopf steht auf dem linken
Bandbegrenzungssymbol.
 xy xy xy xy a b a b 
s
(b) Der Lesekopf steht auf dem am wei-
testen rechts liegenden Leerzeichen.
 xy xy xy xy a b a b 
s
(c) Der Lesekopf steht auf dem am wei-
testen links liegenden Eingabezei-
chen.
 xy xy xy xy xy xy xy xy 
s
(d) Der Lesekopf steht auf dem rechten
Bandbegrenzungssymbol.
Abbildung 4.1: Die mo¨glichen Positionen des
Lesekopfes von A wa¨hrend einer Berechnung.
Da sich der Lesekopf von B wa¨hrend der Simulation jedoch immer auf ei-
nem Eingabesymbol befindet, muss er die Fa¨lle (a), (b) und (d) mithilfe von
λ-U¨berga¨ngen bewerkstelligen. Zu diesem Zweck stellt B bei jedem Simula-
tionsschritt fest, ob sich A im na¨chsten Schritt auf einem Eingabezeichen
(also auf dem am weitesten links liegenden) befinden wird oder nicht; dies
kann anhand der zu simulierenden Operation und des Za¨hlerstandes ermit-
telt werden, wie im Folgenden gezeigt wird. B merkt sich diese Tatsache
(A liest ein ausradiertes Zeichen oder ein Eingabesymbol) mithilfe seiner
Zusta¨nde und handelt im na¨chsten Schritt entsprechend. Dabei kann Fall
(a) anhand des Za¨hlerstandes erkannt werden, Fall (d) ist separat zu behan-
deln (siehe unten).
Die Simulation der Operation von A geschieht im Einzelnen wie folgt:
ERR Simuliert B das Lesen eines Eingabezeichens, geschieht Folgendes:
B erho¨ht den Za¨hlerstand um eins und simuliert im na¨chsten Schritt
wiederum das Lesen eines Eingabezeichens.
Simuliert B das Lesen eines Leerzeichens, geschieht Folgendes:
Mithilfe eines λ-U¨berganges simuliert B den Zustandsu¨bergang von A
und simuliert im na¨chsten Schritt das Lesen eines Eingabezeichens.
Der Za¨hlerstand bleibt dabei unvera¨ndert.
DLL Simuliert B das Lesen eines Eingabezeichens, geschieht Folgendes:
Das Eingabezeichen wird gelesen; der Za¨hlerstand bleibt unvera¨ndert.
Ist der Za¨hlerstand gro¨ßer als null, simuliert B im na¨chsten Schritt
das Lesen eines Leerzeichens. Ist der Za¨hlerstand jedoch gleich null,
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sto¨ßt A im na¨chsten Schritt auf das linke Bandbegrenzungssymbol
und bewegt sich von dort zuru¨ck auf das erste Symbol der Eingabe. B
fu¨hrt die Simulation dieser beiden Schritte in einer Operation durch
und simuliert im darauf folgenden Schritt wiederum das Lesen eines
Eingabezeichens.
Simuliert B das Lesen eines Leerzeichens, geschieht Folgendes:
Mithilfe eines λ-U¨berganges simuliert B den Zustandsu¨bergang von A
und vermindert den Za¨hlerstand um eins. Anschließend testet B den
Za¨hlerstand auf null und legt den Simulationsmodus fu¨r den na¨chsten
Schritt entsprechend fest: Ist der Za¨hlerstand null (A hat in diesem Fall
das letzte verbliebene Leerzeichen gelo¨scht und wird mit den na¨chsten
Schritten auf das linke Bandbegrenzungssymbol und von dort zuru¨ck
auf das erste Eingabesymbol gelangen), simuliert B zuna¨chst die fol-
gende Operation auf dem linken Bandbegrenzungssymbol  mit und
simuliert im na¨chsten Schritt wieder das Lesen eines Eingabezeichens.
Ist der Za¨hlerstand gro¨ßer als null (A steht nach diesem Schritt erneut
auf einem Leerzeichen), simuliert B im na¨chsten Schritt abermals das
Lesen eines Leerzeichens.
Schließlich bleibt noch das Verhalten von B zu kla¨ren, welches fu¨r die Simula-
tion des Erreichens des rechten Bandbegrenzungssymbols durch A no¨tig ist.
Da die Eingabe von B nicht durch Bandbegrenzungssymbole eingefasst ist,
konstruieren wir B derart, dass das Eingabeende mithilfe von nichtdetermi-
nistischen Schritten geraten und die Simulation der von A beim Auftreffen
auf das rechte Bandbegrenzungssymbol ausgefu¨hrten Schritte mithilfe von
λ-U¨berga¨ngen realisiert wird. Zu diesem Zweck fu¨hren wir von jedem bis-
herigen Zustand einen zusa¨tzlichen λ-U¨bergang in eine
”
Test-Routine“ ein,
in deren (neu hinzuzufu¨genden) Zusta¨nden nur noch λ-U¨berga¨nge mo¨glich
sind. Auf diese Weise kann B die Eingabe nicht komplett lesen (und akzep-
tieren), falls das Eingabeende falsch geraten wird. Wird das Ende jedoch
korrekt geraten, fu¨hrt B die im Folgenden beschriebenen Schritte zur Simu-
lation des Verhaltens von A aus und nimmt schließlich genau dann einen
akzeptierenden Zustand an, wenn auch A einen akzeptierenden Zustand er-
reicht.
Trifft A auf das rechte Bandbegrenzungssymbol, ist der verbliebene Band-
inhalt von der Form xyk, wobei k ∈ N0. A bewegt sich zuna¨chst in je-
dem Fall ein Feld nach links; auf dem letzten der k Leerzeichen stehend,
kann A lediglich die noch verbliebene Zeichenkette xyk abbauen. Die mo¨gli-
chen Operationen von A werden nun von B wie folgt (ausschließlich mit
λ-U¨berga¨ngen) simuliert:
ERR Durch ERR a¨ndert A den Inhalt des bereits ausradierten Elemen-
tes nicht; durch die Rechtsbewegung erreicht A zuna¨chst das rechte
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Bandbegrenzungssymbol und bewegt sich von dort im na¨chsten Schritt
wieder auf das urspru¨ngliche Element zuru¨ck. B simuliert dies durch
den aus den zwei Schritten resultierenden Zustandsu¨bergang.
DLL Durch DLL verku¨rzt A das Band von xy
k
 auf xyk−1; der Lesekopf
steht anschließend wiederum auf dem letzten Leerzeichen. B simuliert
dies durch Vermindern des Za¨hlers. Das Erreichen des linken Bandbe-
grenzungssymbols – und damit das komplette Lo¨schen der Eingabe –
erkennt B durch Pru¨fen des Za¨hlers auf null.
Schließlich akzeptiert B die Eingabe beim Herunterfallen vom Band genau
dann, wenn auch A – nach dem kompletten Lo¨schen der Eingabe – auf dem
rechten Bandbegrenzungssymbol ha¨lt und akzeptiert.
”
⊇“ Es seiA ein beliebiger 1-Za¨hler-Automat. Nach [18] ko¨nnen wir anneh-
men, dass dieser λ-frei ist, das heißt keine λ-U¨berga¨nge ausfu¨hrt. A macht
folglich pro Eingabezeichen nur einen U¨berfu¨hrungsschritt, bei dem ein neu-
er Zustand angenommen und eine Zeichenkette auf den Keller geschrieben
wird. An der U¨berfu¨hrungsfunktion ist dabei die la¨ngste Zeichenkette ab-
lesbar, die bei einer U¨berfu¨hrung auf den Keller geschrieben werden kann.
Ist k die La¨nge dieser Zeichenkette, so kann die La¨nge des Kellerinhalts,
das heißt des Za¨hlerstandes, in jedem Schritt maximal um k erho¨ht werden.
Diese Tatsache nutzen wir aus, um A mithilfe eines (ERR, DL)-Automaten
B zu simulieren.
Um die Funktion des Za¨hlers vonA zu simulieren, muss B sowohl den Za¨hler-
stand wa¨hrend der Berechnung als auch die Information, ob der Za¨hlerstand
null oder gro¨ßer als null ist, mitfu¨hren. Da der Za¨hlerstand jedoch die La¨nge
der bereits gelesenen Eingabe u¨berschreiten kann, kann B den Za¨hlerstand
nicht direkt durch ausradierte Zeichen repra¨sentieren. B speichert deshalb
in seinen Zusta¨nden den Za¨hlerstand modulo k ab und verwendet jeweils
ein ausradiertes Eingabezeichen fu¨r die Darstellung von k. Tritt ein
”
U¨ber-
lauf“ des internen Za¨hlerstandes ein (die Erho¨hung des Za¨hlerstandes fu¨hrt
zu einem internen Za¨hlerstand gro¨ßer oder gleich k), radiert B ein weiteres
Eingabezeichen aus; tritt ein
”
Unterlauf“ ein (die Verminderung des Za¨hler-
standes fu¨hrt zu einem internen Za¨hlerstand kleiner als null), lo¨scht B ein
Leerzeichen aus. Um dabei einen Za¨hlerstand von l ·k mit l > 0 vom Za¨hler-
stand null unterscheiden und somit den Nulltest vonA simulieren zu ko¨nnen,
fu¨hrt B zudem in seinen Zusta¨nden die Information mit, ob sich mindestens
ein ausradiertes Zeichen auf dem Band befindet. Diese Information bezeich-
nen wir im Folgenden als Variable X, deren Wert WAHR (es befinden sich
ausradierte Zeichen auf dem Band) oder FALSCH sein kann. Zu Beginn der
Simulation ist X auf FALSCH gesetzt; nach dem Lo¨schen eines Leerzeichens
wird der Wert jeweils neu bestimmt (siehe unten). Den Nulltest von A kann
B nun dadurch simulieren, dass er u¨berpru¨ft, ob X den Wert FALSCH hat
und der interne Za¨hlerstand null ist.
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Die Zustandsu¨berfu¨hrungsfunktion von A ist von der Form:
δ : S ×A× Γ→ S × Γ≤k
Durch die Simulation des Zustandes, das sequentielle Lesen der Eingabe (wie
bei A) und die Mitfu¨hrung des Za¨hlerstandes sowie der Variablen X kann B
die Zustandsu¨berfu¨hrungsfunktion δ direkt nachbilden. Einzig die korrekte
Simulation des Za¨hlerstandes und die Bestimmung des Wertes von X sind
noch genauer zu beschreiben:
Tritt durch die Vera¨nderung des Za¨hlerstandes kein U¨ber- oder Unterlauf des
internen Za¨hlers ein, geht B lediglich durch eine DLR-Operation zum Lesen
des na¨chsten Eingabezeichens u¨ber und fu¨hrt die interne Za¨hlerstandsa¨nde-
rung aus.
Falls ein U¨berlauf des internen Za¨hlers eintritt, erho¨ht B die Anzahl der
Leerzeichen auf dem Band durch das Ausfu¨hren einer ERR-Operation und
speichert den internen Za¨hlerstand modulo k reduziert ab. Da sich nun in
jedem Fall mindestens ein Leerzeichen auf dem Band befindet, wird X auf
WAHR gesetzt.
Tritt ein Unterlauf des internen Za¨hlers ein, werden durch zwei aufeinan-
derfolgende DLL-Operationen sowohl das gelesene Eingabezeichen als auch
das infolge des Unterlaufes zu lo¨schende Leerzeichen entfernt. Anschließend
befindet sich der Lesekopf von B auf dem am weitesten rechts liegenden
Leerzeichen (falls zuvor mindestens zwei Leerzeichen auf dem Band stan-
den) oder auf dem linken Bandbegrenzungssymbol. Im ersten Fall bela¨sst
B den Wert von X bei WAHR und bewegt sich mit einer ERR-Operation
(diese entspricht hier MVR, da sich B schon auf einem Leerzeichen befin-
det) zum na¨chsten zu lesenden Eingabezeichen. Im zweiten Fall setzt B den
Wert von X auf FALSCH und bewegt sich mit der obligatorischen MVR-
Bewegung auf das erste Eingabezeichen. In beiden Fa¨llen wird zudem der
interne Za¨hlerstand modulo k aktualisiert.
Auf die beschriebene Weise kann B jeden Schritt von A simulieren und
nimmt schließlich genau dann auf dem rechten Bandbegrenzungssymbol
einen akzeptierenden Zustand an, wenn A nach Lesen des letzten Einga-
bezeichens in einem akzeptierenden Zustand ha¨lt. 2
Um den Satz auch fu¨r den deterministischen Fall beweisen zu ko¨nnen, beno¨ti-
gen wir das folgende Lemma. Bei einem deterministischen 1-Za¨hler-Auto-
maten ko¨nnen wir zwar nicht auf λ-U¨berga¨nge verzichten, aber eine lineare
obere Schranke fu¨r die Ha¨ufigkeit ihrer Verwendung angeben.
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4.1.6 Lemma
Zu jedem deterministischen 1-Za¨hler-Automaten A existiert ein determinis-
tischer 1-Za¨hler-Automat B mit der Eigenschaft, dass nach dem Lesen von n
Eingabezeichen der Za¨hlerstand maximal k ·n (fu¨r ein festes k ∈ N) betra¨gt,
sodass L (A) = L (B) gilt.
Beweis Ist bei Automat A – ausgehend von einem bestimmten Zustand –
eine Folge von λ-U¨berga¨ngen mo¨glich, kann diese entweder
• in eine Schleife von Zusta¨nden s1, s2, . . . , sl, s1, . . . mu¨nden oder
• letztlich in einen Zustand u¨bergehen, fu¨r den wiederum eine Zustands-
u¨berfu¨hrung fu¨r ein Eingabezeichen definiert ist,
da im deterministischen Fall in einem Zustand nicht beide Arten der U¨ber-
fu¨hrung mo¨glich sind. Wir betrachten nun nur δ( . , λ, x) mit x 6=⊥ (das heißt
nur die Zustandsu¨berfu¨hrungen, die einen nichtleeren Keller betreffen) und
suchen nach den zwei genannten Fa¨llen von U¨bergangsfolgen. Da die Zu-
standsu¨berfu¨hrungsfunktion von A deterministisch ist, ko¨nnen wir sie leicht
auf solche Schleifen untersuchen.
Fu¨r die Erkennung einer nicht endenden Wiederholung von λ-U¨berga¨ngen
ist es wesentlich, ob der Za¨hlerstand im Verlauf eines Schleifendurchlaufs
s1, s2, . . . , sl, s1 mindestens gleich bleibt oder vermindert wird. Wird der
Za¨hlerstand vermindert, fu¨hrt die Wiederholung der Zusta¨nde nicht zu ei-
ner Endlosschleife des Automaten, da letztlich der Za¨hlerstand null wird und
ein anderer Zustandsu¨bergang greift. Wird der Za¨hlerstand jedoch erho¨ht
oder bleibt er gleich, ko¨nnen wir einen bestimmten Zustandsu¨bergang entfer-
nen, das heißt auf undefiniert setzen und somit die Berechnung terminieren
lassen, ohne die akzeptierte Sprache des Automaten zu vera¨ndern: Wir be-
trachten einen (nicht notwendigerweise eindeutigen) Zustand si, 1 ≤ i ≤ l,
bei dem der Za¨hlerstand beim einmaligen Durchlaufen der Schleife minimal
ist. Dann ko¨nnen wir den U¨bergang von si nach si+1 herausnehmen. Ein
Za¨hlerstand von null kann sich nach dem Erreichen von si nicht mehr ein-
stellen (siehe Abb. 4.2), wenn er bis dahin nicht aufgetreten ist. Daher kann
A die Schleife nicht mehr verlassen und somit keine weiteren Eingabezeichen
lesen.
Durch die Entfernung der genannten Zustandsu¨berga¨nge in A erhalten wir
den Automaten B mit den gewu¨nschten Eigenschaften und ko¨nnen die obe-
re Schranke k fu¨r die Erho¨hung des Za¨hlerstandes pro Eingabezeichen be-
stimmen. Die La¨nge einer Folge von λ-U¨berga¨ngen – bzw. die Anzahl der
Zeichen, die wa¨hrend dieser auf den Keller geschrieben werden – kann an-
hand der Zustandsu¨berfu¨hrungsfunktion von B ermittelt werden. Machen
wir dies fu¨r alle mo¨glichen Zusta¨nde des Automaten, erhalten wir auf diese
Weise die Zahl k als maximale Anzahl von Zeichen, die wa¨hrend einer Folge






Abbildung 4.2: Vera¨nderung des Za¨hlerstandes
wa¨hrend einer Folge von λ-U¨berga¨ngen.
von λ-U¨berga¨ngen auf den Keller geschrieben werden kann (das heißt als
maximale Erho¨hung des Za¨hlerstandes in einer Folge), plus der maximalen
Anzahl von Zeichen, die bei einem anschließenden
”
normalen“ U¨bergang
(kein λ-U¨bergang) geschrieben werden kann. 2
4.1.7 Satz
Ldet(ERR, DL) = Ldet(1CA)
Beweis
”
⊆“ Die Simulation eines deterministischen (ERR,DLL)-AutomatenA durch
einen 1-Za¨hler-Automaten B erfolgt im Wesentlichen wie im nichtdetermi-
nistischen Fall. Lediglich das Verhalten beim Auftreffen des zu simulierenden
Automaten auf das rechte Bandbegrenzungssymbol kann nicht analog be-
handelt werden, da das Eingabeende im vorherigen Beweis nichtdeterminis-
tisch
”
geraten“ wurde; auf die dort beschriebene Verarbeitung der restlichen
Leerzeichen ko¨nnen wir im deterministischen Fall jedoch verzichten, indem
wir schon wa¨hrend des ersten Teils der Berechnung das Ergebnis des zweiten
Teils mitberechnen.
A hat beim Auftreffen auf das rechte Bandbegrenzungssymbol lediglich eine
una¨re Eingabe zu verarbeiten, die sich links vom Lesekopf befindet. Mit den
ihm zur Verfu¨gung stehenden Operationen ERR und DLL kann A lediglich
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testen, ob das verbliebene Wort in einer gewissen regula¨ren Sprache enthal-
ten ist. Dies kann folgendermaßen begru¨ndet werden:
1. Diese Sprache ist regula¨r, da jede una¨re kontextfreie Sprache regula¨r
ist und Ldet(ERR, DL) ⊂ CFL gilt.
2. Das Verhalten von A kann durch einen endlichen Automaten simuliert
werden. ERR vera¨ndert die Eingabe nicht und fu¨hrt (mit anschließen-
der MVL-Operation) lediglich zu einer Zustandsa¨nderung, die in einem
Schritt simuliert werden kann; DLL fu¨hrt zum ”
Verbrauchen“ eines
Leerzeichens. Im Wesentlichen wird also die Zeichenkette nur einmal
von rechts nach links gelesen.
Um dies zu verdeutlichen, betrachten wir ein Beispiel. Nehmen wir an,
dass
A = 〈{s0, . . . , s6}, A,,, xy, {ERR,DLL}, δ, s0, {s6}〉
gilt und die U¨berfu¨hrungsfunktion δ auf den Zeichen , xy und  wie
folgt definiert ist:
Zustand Eingabe Folgezustand Operation
s0  s1 MVR
s0 xy undefiniert
s0  s5 MVL
s1  undefiniert
s1 xy s4 DLL
s1  s3 MVL
s2  undefiniert
s2 xy s0 ERR
s2  undefiniert
s3  undefiniert
s3 xy s2 DLL
s3  undefiniert
s4  s6 MVR
s4 xy s5 DLL
s4  undefiniert
s5  s6 MVR
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Erreicht A das rechte Bandbegrenzungssymbol im Zustand s1 mit drei










A akzeptiert also die Eingabe in diesem Fall. Sind stattdessen beim
Erreichen des rechten Bandbegrenzungssymbols fu¨nf Leerzeichen ver-











In diesem Fall ha¨lt A im Zustand s1 und akzeptiert die Eingabe so-
mit nicht. Allgemein la¨sst sich feststellen, dass ausgehend von einer
Konfiguration xyn ein akzeptierender Zustand erreicht wird, falls
n ∈ {3, 4, 6, 7, 9, 10, . . .} = 3N ∪ (3N+ 1)
ist. Ein DFA C1, der das Verhalten des (ERR, DLL)-Automaten nach
dem Erreichen des rechten Bandbegrenzungssymbols simuliert, kann
daher wie folgt angegeben werden:
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si,0 =̂ s3 si,1 =̂ s2 si,2 =̂ s1
si,3 =̂ s4
si,4 =̂ s5
Damit kehren wir zur Betrachtung des allgemeinen Falls zuru¨ck. Anstatt
die Berechnung auf der una¨ren Eingabe am Ende auszufu¨hren (ist si der
Zustand, in dem die Berechnung beginnt, so sei das Verhalten durch einen
DFA Ci gegeben), fu¨hrt B alle mo¨glichen Berechnungen der Automaten Ci
in jedem Schritt im Voraus parallel aus und nimmt genau dann einen akzep-
tierenden Zustand an, wenn er in einen Zustand si wechselt und der DFA Ci
den jeweils vorliegenden Za¨hlerstand zum gegebenen Zeitpunkt akzeptiert.








Abbildung 4.3: Der DFA Ci.
Um die Berechnung des endlichen Automaten Ci jeweils fu¨r den aktuellen
Za¨hlerstand ausfu¨hren zu ko¨nnen, muss B aufgrund der einfachen Struktur
eines una¨ren DFA (siehe Abb. 4.3) nicht den tatsa¨chlichen Za¨hlerstand ver-
wenden – das Herunterza¨hlen des Za¨hlers bis null wu¨rde den Za¨hlerstand
”
vernichten“. Ausgehend vom Startzustand si,0 folgt B bei jeder Za¨hler-
erho¨hung lediglich der entsprechenden Kante zum Folgezustand. Bei Ver-
minderungen des Za¨hlerstandes wird entsprechend der Vorga¨ngerzustand
angenommen; einzig im Zustand si,ki ist der korrekte Vorga¨ngerzustand da-
bei zuna¨chst unklar. Um zu u¨berpru¨fen, ob sich der DFA Ci im Zustand si,ki
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befindet, nachdem er ki oder ki+ l · (ni− ki+1), mit l ≥ 1, Zeichen gelesen
hat (d. h. null oder bereits l ≥ 1 Schleifendurchla¨ufe absolviert hat), vermin-
dert B den tatsa¨chlichen Za¨hlerstand um ki und fu¨hrt einen Nulltest aus.
Ist der Za¨hlerstand nun null, wird die Simulation von Ci im Zustand si,ki−1
fortgesetzt, anderenfalls im Zustand si,ni . Anschließend erho¨ht B den Za¨hler-
stand wieder um ki und hat auf diese Weise den urspru¨nglichen Za¨hlerstand
wiederhergestellt.
Durch die beschriebene Vorausberechnung wechselt B bei jedem U¨bergang
zum na¨chsten Eingabezeichen genau dann in einen Endzustand, wenn A
beim Auftreffen auf das rechte Bandbegrenzungssymbol im na¨chsten Schritt
– mit den auf dem Band befindlichen Leerzeichen links vom Kopf – schließ-
lich akzeptieren wird. Somit gilt L (A) = L (B).
”
⊇“ Nach Lemma 4.1.6 existiert eine obere Schranke k fu¨r die Erho¨hung
des Za¨hlerstandes pro Eingabezeichen. Mit dieser Konstante verla¨uft der
Beweis a¨hnlich zum nichtdeterministischen Fall.
Da hier – im Gegensatz zum nichtdeterministischen Fall – jedoch Folgen
von λ-U¨berga¨ngen auftreten ko¨nnen, mu¨ssen diese vom (ERR, DL)-Auto-
maten (der keine λ-U¨berga¨nge verwenden kann) in einem Schritt vorweg-
genommen werden. Aufgrund der deterministischen U¨berfu¨hrungsfunktion
des Za¨hler-Automaten kann die Verarbeitung eines Eingabezeichens und die
anschließende Folge von λ-U¨berga¨ngen vom (ERR, DL)-Automaten in einem
Schritt erledigt werden, falls die entstehenden Konfigurationen wa¨hrend der
Abarbeitung der λ-U¨berga¨nge im Voraus bekannt sind. Da die Erho¨hung des
Za¨hlerstandes pro Eingabezeichen nach Lemma 4.1.6 durch k beschra¨nkt, die
Verminderung pro Eingabezeichen aber nicht a priori beschra¨nkt ist (der
Automat kann mit λ-U¨berga¨ngen beliebig hohe Za¨hlersta¨nde lo¨schen), si-
muliert der deterministische (ERR, DL)-Automat jeweils nur k Schritte des
Za¨hler-Automaten in einer Operation und kann dadurch das Vermindern des
Za¨hlers korrekt simulieren. Dies geschieht – wie im nichtdeterministischen
Fall – durch das Vermindern des internen Za¨hlers und das Ausfu¨hren von
DLL-Operationen. Da Eingabe und Zustand jeweils bekannt sind, muss nur
noch die Kenntnis u¨ber das Ergebnis des Nulltests erlangt werden.
Bei einer Erho¨hung des Za¨hlerstandes ist das Ergebnis des Nulltests klar;
bei einer Verminderung des Za¨hlerstandes kann anhand der Variablen X
und des Za¨hlers modulo k (vgl. Satz 4.1.5) im Voraus erkannt werden, ob
nach einer Folge von k Schritten ein Unterlauf des internen Za¨hlers auftritt
und der Za¨hlerstand null erreicht wird oder nicht. Da bei einem Unterlauf
des internen Za¨hlers eine DLL-Operation ausgefu¨hrt werden muss, kann der
(ERR, DL)-Automat auch diese – zuna¨chst nicht beschra¨nkten – Folgen von
λ-U¨berga¨ngen simulieren, ohne selbst λ-U¨berga¨nge verwenden zu mu¨ssen.
2
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Die Familien L (ERR, DL) und Ldet(ERR, DL) sind also offensichtlich echte
Obermengen der Familie der regula¨ren Sprachen. Typische Beispiele fu¨r
die Trennung sind beispielsweise die Sprachen {anbn | n ∈ N} (siehe Bei-
spiel 3.2.1) und
{
w ∈ {a, b}∗
∣∣ |w|a = |w|b} (siehe Beispiel 3.2.2).
4.2 Die Beziehungen zwischen den Modellen der
Forgetting-Automaten
In diesem Abschnitt vergleichen wir hauptsa¨chlich die – nach den bereits ge-
fundenen Charakterisierungen verbliebenen – von Forgetting-Automaten er-
kannten Sprachfamilien untereinander. Dabei ergeben sich einerseits weitere
Charakterisierungen, die die Anzahl der tatsa¨chlich unterschiedlich ma¨chti-
gen Automatenmodelle weiter reduzieren. Andererseits betrachten wir In-
klusionen und Unvergleichbarkeiten, die die Beziehungen zwischen den ver-
schiedenen Modellen genauer beleuchten.
4.2.1 Lemma
Ldet(MVR, DL) ist unvergleichbar mit Ldet(ER, DL).
Beweis
”
6⊆“ Die kontextfreie Sprache L1 = {wcw
R | w ∈ {a, b}∗} ∈ Ldet(MVR,DL)
kann nicht von einem deterministischen (ER,DL)-Automaten akzeptiert wer-
den (siehe [28]). Ein deterministischer (MVR, DL)-Automat kann L1 gema¨ß
Beispiel 3.2.3 akzeptieren.
”
6⊇“ Die Sprache L2 = {a
2n | n ∈ N} ∈ Ldet(ER, DL) kann nicht von
einem deterministischen (MVR, DL)-Automaten akzeptiert werden, da L2
nicht kontextfrei und Ldet(MVR, DL) eine Teilmenge von DCFL ist. Ein
deterministischer (ER, DL)-Automat kann L2 jedoch gema¨ß Beispiel 3.2.5
akzeptieren. 2
Mit den Sprachen L1 und L2 aus dem vorangegangenen Beweis ko¨nnen wir
zudem folgern:
4.2.2 Korollar
Ldet(MVR, ER), Ldet(MVR, ERR, DL) und DCFL sind jeweils unvergleichbar
mit Ldet(ER, DL).
4.2.3 Satz
Ldet(MVR, DL) ⊂ Ldet(MVR, ER)
Beweis Die Inklusion Ldet(MVR, DL) ⊆ Ldet(MVR, ER) ergibt sich durch
die Simulation von DL durch ER und das Ignorieren der entstehenden Leer-
zeichen (siehe auch Abschnitt 3.3). Wir zeigen nun die Echtheit der Inklu-
sion.
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In [49] wurde gezeigt, dass die Sprache
L = {an1ban1an2ban2 · · · anlbanlcbl | l, n1, . . . , nl ∈ N}
nicht von einem deterministischen (MVR, DL)-Automaten erkannt werden
kann.
Ein deterministischer (MVR, ER)-Automat A kann L wie folgt akzeptieren:
A bewegt sich zuna¨chst nach rechts bis zum ersten b; dabei verwendet er bei
allen Feldern, mit Ausnahme des zweiten, MVR-Schritte und radiert lediglich
das zweite Feld als Trennfeld aus. Anschließend radiert er durch Rechts-
und Linksbewegungen mit ER-Schritten abwechselnd jeweils ein a auf der
rechten und linken Seite der erreichten Position aus. Um das zu Beginn
ausradierte Trennfeld erkennen zu ko¨nnen, fu¨hrt A das Ausradieren der
Felder auf der linken Seite mit einer ERL-Operation aus und bewegt sich
mit MVR vom erreichten Feld zuru¨ck nach rechts. Auf diese Weise kann
A erkennen, wann er das Trennfeld erreicht und somit das Ausradieren des
ersten Feldes verhindern. A bewegt sich anschließend nach rechts und radiert
zwei weitere a aus.
Zu diesem Zeitpunkt hat A den ersten Block an1ban1 in axy2n1 umgewandelt
und kann zur Verarbeitung des na¨chsten Blocks u¨bergehen. Durch Iterati-
on des beschriebenen Vorgangs wird somit jedes Teilwort anibani in axy2ni
umgewandelt.
In Abbildung 4.4 wird das Band wa¨hrend der Berechnung des Automaten
A bei der Verarbeitung des Wortes a4ba7ba8ba5cb3 = a4ba4a3ba3a5ba5cb3
dargestellt. Jede Zeile repra¨sentiert den Inhalt des Bandes, nachdem ein
weiteres Feld ausradiert wurde.
Wenn A das Zeichen c erreicht, hat er jeweils ein a fu¨r jeden Block an1ban1
auf der linken Seite des Kopfes u¨brig behalten und kann diese a nun durch
abwechselnde Links- und Rechtsbewegungen mit den b auf der rechten Seite
des Kopfes vergleichen. A akzeptiert schließlich die Eingabe, falls die Ein-
gabe am Ende dieses Vergleichs komplett ausradiert wurde. 2
4.2.4 Satz
Ldet(MVR, DL) ⊂ Ldet(MVR, ERR, DL)
Beweis Analog zum Beweis von Satz 4.2.3 kann ein deterministischer
(MVR, ERR, DL)-Automat A in jedem Block a
nibani die Anzahl der Zei-
chen links und rechts vom Markierungszeichen b vergleichen und ein a pro
Block fu¨r den spa¨teren Vergleich mit den b am Eingabeende u¨brig lassen.
Da in diesem Fall keine ERL-Operation zur Verfu¨gung steht – dafu¨r jedoch
die Operationen DLL und DLR – ko¨nnen hier die restlichen Zeichen eines
Blocks gelo¨scht statt ausradiert werden. Jeder Block anibani wird von A also





 a a a a b a a a a a a a b a a a a a a a a b a a a a a c b b b 
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 a xy a a xyxy a a a a a a b a a a a a a a a b a a a a a c b b b 
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 a xyxyxyxyxyxy a a a a a b a a a a a a a a b a a a a a c b b b 
 a xyxyxyxyxyxyxy a a a a b a a a a a a a a b a a a a a c b b b 
 a xyxyxyxyxyxyxyxy a a a b a a a a a a a a b a a a a a c b b b 
 a xyxyxyxyxyxyxyxy a xy a b a a a a a a a a b a a a a a c b b b 
 a xyxyxyxyxyxyxyxy a xy a xy a a a a a a a a b a a a a a c b b b 
 a xyxyxyxyxyxyxyxy a xy a xyxy a a a a a a a b a a a a a c b b b 
 a xyxyxyxyxyxyxyxy a xyxyxyxy a a a a a a a b a a a a a c b b b 
 a xyxyxyxyxyxyxyxy a xyxyxyxyxy a a a a a a b a a a a a c b b b 
 a xyxyxyxyxyxyxyxy a xyxyxyxyxyxy a a a a a b a a a a a c b b b 
 a xyxyxyxyxyxyxyxy a xyxyxyxyxyxy a xy a a a b a a a a a c b b b 
 a xyxyxyxyxyxyxyxy a xyxyxyxyxyxy a xy a a a xy a a a a a c b b b 
...
 a xyxyxyxyxyxyxyxy a xyxyxyxyxyxy a xyxyxyxyxyxyxyxyxyxy c b b b 
 a xyxyxyxyxyxyxyxy a xyxyxyxyxyxy a xyxyxyxyxyxyxyxyxyxyxy b b b 
 a xyxyxyxyxyxyxyxy a xyxyxyxyxyxy a xyxyxyxyxyxyxyxyxyxyxyxy b b 
 a xyxyxyxyxyxyxyxy a xyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxy b b 
 a xyxyxyxyxyxyxyxy a xyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxy b 
 a xyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxy b 
 a xyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxy
xyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxy
Abbildung 4.4: Beispiel-Abarbeitung des Wortes
a4ba7ba8ba5cb3 = a4ba4a3ba3a5ba5cb3 durch einen
deterministischen (MVR, ER)-Automaten.
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in ein einzelnes a umgeschrieben. Schließlich kann A nach dem Erreichen von
c die verbliebenen Zeichen links und rechts vom Kopf durch abwechselndes
Lo¨schen vergleichen und die Eingabe im Erfolgsfall akzeptieren. 2
Die beiden folgenden Sa¨tze betreffen deterministische (ER, DL)-Automaten,
fu¨r die in den Sa¨tzen 3.3.7 und 4.1.5 bereits nachgewiesen wurde, dass sie
ma¨chtiger als deterministische 1-Za¨hler-Automaten sind:
4.2.5 Satz
Ldet(ER, DL) = Ldet(ER, DLR)
Beweis In [29] wurde nachgewiesen, dass im nichtdeterministischen Fall die
Inklusion L (ER, DL) ⊆ L (ER, DLR) gilt. Der dort angegebene Beweis ver-
wendet jedoch Nichtdeterminismus, um die fehlende DLL-Operation durch
einen (ER, DLR)-Automaten zu simulieren und ist daher nicht auf den de-
terministischen Fall u¨bertragbar.
Die bei einem (ER,DLR)-Automaten fehlende DLL-Operation kann allerdings
sowohl im nichtdeterministischen als auch im deterministischen Fall einfach
durch die Hintereinanderausfu¨hrung von ERL und DLR simuliert werden,
da sich links vom Kopf kein Eingabezeichen befinden kann (siehe Abbil-
dung 4.5). Wird die DLL-Operation auf dem ersten Zeichen neben dem linken
Bandbegrenzungssymbol ausgefu¨hrt und zieht sie somit einen MVR-Schritt
nach sich, wird dies entsprechend durch die Hintereinanderausfu¨hrung von
ERL, MVR und DLR simuliert.
 xy xy xy xy a b a c 
s
 xy xy xy xy xy b a c 
s
 xy xy xy xy b a c 
s
Abbildung 4.5: Simulation der DLL-Operation
durch eine ERL- und eine DLR-Operation.
Daher gilt Ldet(ER, DL) = Ldet(ER, DLR). 2
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4.2.6 Satz
Ldet(ER, DL) ⊂ Ldet(MVR, ER, DL)
Beweis Der Beweis aus [29] gilt auch fu¨r den deterministischen Fall, da
die Zeugensprache {wcwR | w ∈ {a, b}∗} /∈ L (ER, DL) auch von einem
deterministischen (MVR, ER,DL)-Automaten akzeptiert werden kann (durch
Suchen des Symbols c und abwechselndes Lo¨schen der benachbarten Zeichen
auf der linken und rechten Seite). 2
Vergleichen wir die Modelle der (ER,DL)-Automaten und der (MVL,ER,DL)-
Automaten miteinander, stellen wir fest, dass (MVL, ER, DL)-Automaten
durch die zusa¨tzliche MVL-Operation lediglich in der Lage sind, das jeweils
erste bisher nicht gelo¨schte oder ausradierte Zeichen nach links unvera¨ndert
zu verlassen.
Ein (ER, DL)-Automat kann ein Eingabezeichen nach links nur durch ERL
oder DLL verlassen. Erfordert die U¨berpru¨fung eines Teilwortes v mehr-
fache Hin- und Ru¨ckbewegungen auf v, kann ein (ER, DL)-Automat diese
Bewegungen nicht ausfu¨hren, ohne weitere Zeichen rechts von v auszuradie-
ren oder zu lo¨schen. Dies ist der Fall, wenn eine nicht-regula¨re Eigenschaft
u¨berpru¨ft werden muss; da ein (ER, DL)-Automat jedes Zeichen im unaus-
radierten Zustand nur ein einziges Mal zu lesen vermag, kann eine derartige
Eigenschaft allerdings nur die La¨nge eines Teilwortes betreffen. Eine solche
Eigenschaft ist beispielsweise die, dass die La¨nge eines bestimmten Teilwor-
tes eine Zweierpotenz sein muss.
Die Trennung von Ldet(ER, DL) und Ldet(MVL, ER, DL) kann daher durch
die markierte Konkatenation zweier geeigneter nicht-regula¨rer Sprachen er-
folgen.
4.2.7 Satz
Ldet(ER, DL) ⊂ Ldet(MVL, ER, DL)







∣∣ n,m ∈ N}
Ein deterministischer (MVL, ER, DL)-Automat kann zuna¨chst durch schritt-
weise Halbierung der La¨nge u¨berpru¨fen, ob die La¨nge der ersten Zeichen-
kette der Form a∗ (bis zum Trennzeichen c) eine Zweierpotenz ist; dabei ist
die MVL-Operation entscheidend dafu¨r, dass der Automat imstande ist, das
Trennzeichen c unvera¨ndert zu verlassen. Anschließend kann der Rest der
Eingabe auf die Form ambm u¨berpru¨ft werden.
Um zu zeigen, dass L /∈ Ldet(ER, DL) gilt, nehmen wir zuna¨chst das Gegen-
teil an und betrachten zu diesem Zweck einen deterministischen (ER, DL)-
Automaten A = 〈S,A,,, xy, O, δ, s0, F 〉 mit L(A) = L.
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Es sei s = |S| die Anzahl der Zusta¨nde von A. Wir betrachten ein Einga-
bewort w = a2
2
n
canbn ∈ L mit n > 2s und die Berechnung von A auf w.
Dabei unterscheiden wir zuna¨chst die folgenden Fa¨lle:
1. A erreicht eine Schleife der Form xykxaicanbn ⊢+ xykxaicanbn
In diesem Fall erreicht A niemals das c und akzeptiert daher w genau
dann, wenn er wb = a2
2
n
canbn+1 /∈ L akzeptiert.
Dies ist ein Widerspruch zur Annahme L(A) = L.
2. A erreicht eine Schleife der Form xykxaicanbn ⊢+ xykxajcanbn
mit i > j und i− j ≤ s
In diesem Fall erreicht A das Trennzeichen c in einer Konfiguration
xy
k′x′canbn mit x′ ∈ S und k′ < s. A akzeptiert daher w genau
dann, wenn er ai−jw /∈ L akzeptiert.
Dies ist ein Widerspruch zur Annahme L(A) = L.
3. A erreicht eine Schleife der Form xykxaicanbn ⊢+ xylxajcanbn
mit k < l, i > j und k + i ≥ l + j
Wir betrachten die minimale Anzahl an Konfigurationsa¨nderungen,
fu¨r die die obige Bedingung gilt. Dann lo¨scht A in jedem Schleifen-
durchlauf 0 ≤ i+ k− (j + l) ≤ s Zeichen und bewegt sich in Richtung
des Trennsymbols c nach rechts. An diesem Punkt ko¨nnen erneut drei
verschiedene Fa¨lle unterschieden werden:
(a) A erreicht das erste b, bevor er  erreicht (oder er erreicht 
u¨berhaupt nicht mehr)















akzeptiert, da er bei der Berechnung auf beiden Wo¨rtern das erste
b in der gleichen Konfiguration erreicht:
Das erste Teilwort a2
2
n
wird um ein Vielfaches von i−j verku¨rzt.
A erreicht c daher in demselben Zustand wie bei der Berechnung
auf w. Durch die Verku¨rzung werden dabei (l′−k′)(l−k) weniger
Leerzeichen links vom Kopf stehen gelassen.
Das Teilwort an wird um ein Vielfaches von i′ − j′ verla¨ngert;
daher erreicht A das erste b in demselben Zustand wie bei der
Berechnung auf w. Durch die Verla¨ngerung werden hier auf dem
Band (l − k)(l′ − k′) zusa¨tzliche Leerzeichen stehen gelassen.
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Insgesamt erreicht A folglich bei beiden Eingabewo¨rtern das erste
b in demselben Zustand und mit derselben Anzahl an Leerzeichen
links vom Kopf.
Dies ist ein Widerspruch zur Annahme L(A) = L.
(b) A erreicht im weiteren Verlauf weder ein b noch 




canbn+1 /∈ L akzeptiert.
Dies ist ein Widerspruch zur Annahme L(A) = L.
(c) A erreicht , bevor er das erste b erreicht (oder er erreicht u¨ber-
haupt kein b mehr)
In diesem Fall kann A ho¨chstens s Zeichen in der Umgebung des
ersten b lo¨schen oder ausradieren, bevor er eine Schleife erreicht,
die zum linken Bandbegrenzungssymbol zuru¨ckfu¨hrt. Nachdem
das linke Bandbegrenzungssymbol wieder erreicht wird, mu¨ssen
die Fa¨lle 1 bis 3 iteriert betrachtet werden.
Die Fa¨lle 1, 2, 3 (a) und 3 (b) mu¨ssen dabei nur nach ho¨chstens s
Iterationen von Fall 3 (c) betrachtet werden, d. h. nach ho¨chstens
s Hin- und Ru¨ckbewegungen zwischen dem linken Bandbegren-
zungssymbol  und dem jeweils ersten a in Schleifen, die min-
destens eine ER-Operation beinhalten.
— Falls nach einem bestimmtem Zeitpunkt das am weitesten
links liegende a nicht mehr erreicht wird (dies entspricht
Fall 1), gilt die obige Begru¨ndung immer noch, da A nach
wie vor w genau dann akzeptiert, wenn er auch wb akzep-
tiert.
Dies ist ein Widerspruch zur Annahme L(A) = L.
— Falls A weniger als s Leerzeichen auf dem Band u¨brig la¨sst,
bevor er das erste b erreicht (fu¨r maximal s Iterationen ent-
spricht dies Fall 2), kann das erste Teilwort w wie folgt er-
weitert werden:
Ein Eingabewort fu¨hrt A in denselben Zustand – bevor die
Schleife betreten wird, die die Eingabe analog zu Fall 2 ver-
ku¨rzt – falls es in der Menge N := {aτcanbn | τ ∈ αN + β}
(mit α, β ∈ N) enthalten ist. Dabei ist αN + β die Men-
ge der Lo¨sungen der simultanen Kongruenzen, die durch die
Hin- und Herbewegungen definiert werden, die A jeweils in
denselben Zusta¨nden vom linken Bandbegrenzungssymbol 
zum ersten unausradierten Zeichen und zuru¨ck fu¨hren. Da
eine Lo¨sung existiert (na¨mlich fu¨r w), existieren nach dem
Chinesischen Restsatz sogleich unendlich viele Lo¨sungen.
Da maximal s Iterationen durchgefu¨hrt werden, ist α kleiner
als 22
n
und es existiert ein Wort an
′
canbn ∈ N derart, dass n′
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keine Zweierpotenz ist und A das Wort an
′
canbn /∈ L genau
dann akzeptiert, wenn er w akzeptiert.
Dies ist ein Widerspruch zur Annahme L(A) = L.
— Falls A das erste b nach maximal s Iterationen von Fall 3 (c)
erreicht – dies entspricht Fall 3 (a) – dann existiert wieder-
um eine Menge N ′ := {aτcanbn | τ ∈ α′N + β′} von Einga-
bewo¨rtern, die A in denselben Zustand fu¨hren, in dem die
Schleife begonnen wird, die zum ersten b fu¨hrt. Daher exis-
tieren zwei Zahlen n′ ∈ N0 und n






bn /∈ L genau dann akzeptiert, wenn er
w akzeptiert.
Dies ist ein Widerspruch zur Annahme L(A) = L.
— Falls A nach maximal s Iterationen von Fall 3 (c) zu der
Situation aus Fall 3 (b) gelangt, das heißt nie wieder das linke
Bandbegrenzungssymbol oder ein b erreicht, gilt wiederum,
dass A das Wort wb /∈ L genau dann akzeptiert, wenn er w
akzeptiert.
Dies ist ein Widerspruch zur Annahme L(A) = L.
— Falls Schleifendurchla¨ufe wie in Fall 3 (c) iteriert werden,
bis das erste b erreicht wird, tritt eine Folge z1, z2, . . . von
Zusta¨nden auf, in denen A das jeweils erste unausradierte a
erreicht. Aufgrund der Wahl von n existieren p und q mit
p < q so, dass zp = zq gilt.
Falls ausschließlich ER-Operationen in den Schleifen verwen-
det werden, die von  zu einem a und zuru¨ck fu¨hren und die
nach dem Auftreten von zp auftreten, existieren n
′, n′′ ∈ N
derart, dass A die gleiche Konfiguration auf dem ersten b





bn /∈ L verarbeitet.
Falls jedoch DL-Operationen in diesen Schleifendurchla¨ufen
auftreten, existieren n′, n′′ ∈ N so, dass die gleiche Kon-






bn /∈ L verarbeitet.
Dies ist abermals ein Widerspruch zur Annahme L(A) = L.
Schließlich haben wir in allen Fa¨llen einen Widerspruch zu der am Beginn ge-
troffenen Annahme L(A) = L erlangt. Somit folgt die Trennung der Sprach-
familien Ldet(ER, DL) und Ldet(MVL, ER, DL). 2
Wa¨hrend die Inklusion L (MVR, ER, DLR) ⊆ L (MVR, ER, DL) trivial ist,
wurde die Frage, ob eine echte Inklusion oder Gleichheit herrscht, in [29]
offen gelassen. Wir geben hier eine Antwort auf diese Frage und zeigen, dass
das Fehlen der DLL-Operation keinen Unterschied bei der Berechnungsma¨ch-
tigkeit ergibt:
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4.2.8 Satz
L (MVR, ER, DLR) = L (MVR, ER, DL)
Ldet(MVR, ER, DLR) = Ldet(MVR, ER, DL)
Beweis Ein (MVR, ER, DLR)-Automat B kann einen (MVR, ER, DL)-Au-
tomaten A wie folgt simulieren: Um die DLL-Operation zu simulieren, die
dem (MVR, ER,DLR)-Automaten nicht zur Verfu¨gung steht, unterscheidet B
wa¨hrend der Simulation zwei verschiedene Modi, die wir als Modus 1 und
Modus 2 bezeichnen.
In Modus 1 simuliert B die Operationen MVR, ERL, ERR und DLR direkt und
verbleibt in Modus 1. Die Operation DLL hingegen wird durch das Ausfu¨hren
von ERL und das Annehmen von Modus 2 simuliert. Dadurch verbleibt ein
zusa¨tzliches Leerzeichen auf der rechten Seite des Kopfes, das beim spa¨teren
Wiederannehmen von Modus 1 gelo¨scht werden muss.
In Modus 2 simuliert B das Verhalten von A wie folgt:
A B
fu¨hrt aus fu¨hrt aus nimmt Modus an
MVR MVR, DLR 1
ERL DLR, ERL 1
ERR DLR, MVR 1
DLL DLR, ERL 2
DLR DLR, DLR 1
Auf diese Weise kann B immer zur direkten Simulation in Modus 1 zuru¨ck-
kehren oder den Zustand beibehalten, dass genau ein zusa¨tzliches Leerzei-
chen rechts vom Kopf vorhanden ist.
Wenn beispielsweise (s′,ERR) ∈ δA(s, wi) gilt, fu¨hrt der Konfigurationsu¨ber-
gang
w1 · · ·wi−1swi · · ·wn ⊢A w1 · · ·wi−1xys
′wi+1 · · ·wn
in Modus 2 der Simulation zu den Transitionen
w1 · · ·wi−1(s, 2)wixywi+1 · · ·wn ⊢B w1 · · ·wi−1(s˜, 2)xywi+1 · · ·wn
⊢B w1 · · ·wi−1xy(s
′, 1)wi+1 · · ·wn  .
Dabei ist (s, i), i ∈ {1, 2}, der Zustand von B beim Simulieren des Zustands
s von A in Modus i. Der Zustand s˜ /∈ SA ist ein fu¨r die Simulation beno¨tigter
Zwischenzustand.
Auf diese Weise akzeptiert B schließlich die Eingabe genau dann, wenn A
akzeptiert. 2
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Eine weitere Beziehung zwischen Sprachfamilien, die in [29] offen gelassen
wurde, ist die zwischen L (ER, DL) und L (MV, ER). Wir zeigen hier die
folgende Inklusion:
4.2.9 Satz
L (ER, DL) ⊆ L (MV, ER)
Beweis Ein (MV, ER)-Automat B kann folgendermaßen einen (ER, DLL)-
Automaten A – nach Abschnitt 3.3 gilt L (ER, DL) = L (ER, DLL) – si-
mulieren: Im Wesentlichen simuliert B ER durch MV und DL durch ER, das
heißt, er radiert die Felder, die A ausradiert, nicht aus, sondern bewegt sich
nur nach rechts. Die Felder, die A lo¨scht, radiert B aus und betrachtet diese
Felder spa¨ter als bereits gelo¨scht.
Um den (ER, DL)-Automaten korrekt simulieren zu ko¨nnen, ist es notwen-
dig, stets die
”
kritische“ Position c zu kennen, bis zu der A die Eingabe
bereits ausradiert hat. Diese Kenntnis ist no¨tig, um zu wissen, ob A zu ei-
nem Zeitpunkt der Simulation ein Leerzeichen oder ein Eingabezeichen liest.
Zu diesem Zweck wird das Symbol an der Position c durch Ausradieren mar-
kiert und zudem die Information abgespeichert, dass fu¨r diesen Fall das am
weitesten rechts liegende Leerzeichen auf dem Band die Position c repra¨sen-
tiert und nicht – wie sonst – ein gelo¨schtes Symbol. Ob ein Zeichen das am
weitesten rechts liegende Leerzeichen auf dem Band ist, kann dabei wie folgt
festgestellt werden: Der (MV, ER)-Automat B bewegt sich beim Erreichen
eines Leerzeichens mit MVR-Schritten nach rechts, bis das na¨chste Leerzei-
chen oder das rechte Bandbegrenzungssymbol erreicht wird. Im ersten Fall
ist das urspru¨ngliche Leerzeichen nicht das am weitesten rechts liegende
Leerzeichen, im zweiten Fall schon.
B simuliert nun A auf die oben beschriebene Weise. Falls A sich dabei von
der Position c nach links bewegt (d. h. u¨ber die bereits ausradierten Zeichen
am Bandanfang la¨uft), ra¨t B, ob A zu dieser Position zuru¨ckkehren wird,
ohne ein Zeichen zu lo¨schen oder nicht. Betrachten wir die Teilberechnun-
gen, die A ausgehend von einem Zustand si und einer Bandbeschriftung
der Form xy∗xy · · · auf dem Symbol x ∈ A mit einer ERL-Operation
(bzw. DLL-Operation) beginnt und die ansonsten nur aus ER-Operationen
auf Leerzeichen bestehen, so erhalten wir das Verhalten eines 2NFA, der
seine Berechnung auf dem vorletzten (bzw. letzten) Leerzeichen der una¨ren
Eingabe w ∈ {xy}∗ (mit Begrenzungssymbolen  und y, siehe Abbildung 4.6)
startet.
Da dieser 2NFA auch durch einen DFA repra¨sentiert werden kann, simuliert
B das Verhalten eines solchen DFA Ci – jeweils ein Automat fu¨r jeden mo¨gli-
chen Ausgangszustand si, siehe Abbildung 4.3 auf Seite 64 – beim Erreichen
des Begrenzungssymbols y im Voraus und bewegt sich lediglich im entspre-
chenden Zustand einen Schritt nach rechts. Die Simulation von Ci kann
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 xy xy xy xy xy xy xy xy xy xy y · · ·
s
Abbildung 4.6: Der vom 2NFA betretene Teil des Bandes.
wiederum dadurch erreicht werden, dass B den Kanten des una¨ren Automa-
ten folgt – in Richtung der Kanten oder umgekehrt (vergleiche Satz 4.1.5).
Ausgehend vom Zustand si,ki u¨berpru¨ft B beim Zuru¨ckgehen, ob sein Kopf
auf Position ki steht: B la¨uft ki Felder nach links, testet, ob das linke Band-
begrenzungssymbol erreicht wird, und la¨uft anschließend wieder ki Felder
nach rechts. Auf diese Weise kann B stets den Zustand des DFA korrekt
mitsimulieren, wa¨hrend er sich auf dem Band hin- und herbewegt.
Falls B jedoch ra¨t, dass A mindestens ein Symbol lo¨schen wird, bevor er
zur aktuellen Position zuru¨ckkehrt, markiert B die Position c (er radiert sie
aus), fu¨hrt die Simulation fort und ha¨lt in einem nichtakzeptierenden Zu-
stand an, falls er falsch geraten hat, das heißt, falls A zur aktuellen Position
zuru¨ckkehrt, ohne ein Symbol gelo¨scht zu haben. Sobald A aber das erste
Mal ein Symbol links von Position c lo¨scht, betrachtet B einfach das am
weitesten rechts liegende Eingabesymbol links von Position c als gelo¨scht.
(Ob ein Symbol das am weitesten rechts liegende Eingabesymbol ist, kann
auf bereits beschriebene Weise u¨berpru¨ft werden.)
Auf diese Weise ko¨nnen die Berechnungen auf der Folge von Leerzeichen am
Bandanfang korrekt simuliert werden und B akzeptiert die Eingabe schließ-
lich genau dann, wenn A akzeptiert. 2
Das vorangegangene Ergebnis kann durch Hinzunahme der MVL-Operation
noch erweitert werden:
4.2.10 Satz
L (MVL, ER, DL) ⊆ L (MV, ER)
Beweis Wa¨hrend MVL auf bereits ausradierten Symbolen a¨quivalent zu
ERL ist, erlaubt es einem (MVL, ER,DLL)-Automaten, das am weitesten links
liegende noch nicht ausradierte Eingabesymbol nach links zu verlassen, ohne
es auszuradieren oder zu lo¨schen.
Der Beweis von Satz 4.2.9 kann daher wie folgt erweitert werden:
• MVL auf einem Eingabezeichen wird durch MVL simuliert. Eine andere
Behandlung ist nicht no¨tig, da sich die Position c nicht a¨ndert.
• MVL auf einem Leerzeichen wird – da a¨quivalent – wie ERL behandelt,
das heißt ebenfalls durch MVL simuliert.
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Auf diese Weise kann ein (MV, ER)-Automat auch einen (MVL, ER, DL)-Au-
tomaten korrekt simulieren. 2
Die Sa¨tze 4.2.9 und 4.2.10 ko¨nnen auch auf eine deterministische Version
erweitert werden:
4.2.11 Satz
Ldet(MVL, ER, DL) ⊆ Ldet(MV, ER)
Beweis Der Beweis von Satz 4.2.9 kann wie folgt modifiziert werden, um
den deterministischen Fall abzudecken: Falls sich der Automat A von Po-
sition c aus nach links bewegt, kann B hier nicht raten, ob A mindestens
ein Zeichen lo¨schen wird, bevor er zuru¨ckkehrt – dies ist jedoch auch nicht
no¨tig. Betrachten wir den DFA Ci, der aus einer ausschließlichen Bewegung
u¨ber die Leerzeichen am Bandanfang mit ER-Schritten resultiert, so ergeben
sich im deterministischen Fall zwei Mo¨glichkeiten:
1. Der Zustand von Ci repra¨sentiert genau einen Zustand des 2DFA oder
2. der Zustand von Ci repra¨sentiert die leere Menge von Zusta¨nden.
Im ersten Fall wird A zur Position c zuru¨ckkehren, ohne zwischendurch ein
Symbol gelo¨scht zu haben. B kann daher direkt den entsprechenden Zustand
annehmen. Im zweiten Fall wird A entweder halten oder eine DL-Operation
ausfu¨hren. B kann daher Position c durch Ausradieren markieren und mit
der direkten Simulation der Schritte von A auf den Leerzeichen fortfahren.
2
In [29] wurde gezeigt, dass die Sprache
{
wcwR
∣∣ w ∈ {a, b}∗} nicht durch
einen (MVL, ER, DL)-Automaten erkannt werden kann. Zusammen mit den
vorangegangenen Sa¨tzen 4.2.9 bis 4.2.11 ko¨nnen wir daher eine echte Inklu-
sion folgern, sowohl fu¨r den deterministischen als auch den nichtdeterminis-
tischen Fall:
4.2.12 Korollar
L (MVL, ER, DL) ⊂ L (MV, ER)
Ldet(MVL, ER, DL) ⊂ Ldet(MV, ER)
Fu¨r eine U¨bersicht der Klassifikation der Forgetting-Automaten im nicht-
deterministischen bzw. deterministischen Fall siehe Abbildung 4.7 bzw. 4.8.
Im deterministischen Fall ist als Vorgriff bereits die echte Inklusion von
Ldet(MV, DL) in Ldet(MV, ER) eingetragen, die sich in Kapitel 5 als Folge-
rung aus der Trennung fu¨r una¨re Sprachen ergibt.
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REG = L (MV) = · · ·
L (ERR, DL) = L (1CA) Satz 4.1.5
L (MVR, DL)
CFL = L (MVR,ER)
= L (MVR, ERR, DL)
LIN
METALIN
L (MV,DL) L (ER,DL) = L (ER,DLR)
L (MV,ER)
L (MVL, ER, DL)
L (MVR, ER, DL) =








Abbildung 4.7: Die Hierarchie der nichtdetermi-
nistischen Forgetting-Automaten (⇒: Inklusion,
→: echte Inklusion, · · · : unvergleichbar).
REG = Ldet(MV) = · · ·
Ldet(ERR, DL) = Ldet(1CA) Satz 4.1.7
Ldet(MVR, DL)




Ldet(ER, DL) = Ldet(ER, DLR)
Ldet(MV, ER)
Ldet(MVL, ER, DL)













Satz 4.2.3 Satz 4.2.4
Abbildung 4.8: Die Hierarchie der deterministi-
schen Forgetting-Automaten.
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4.3 Offene Fragen
Im nichtdeterministischen Fall sind die folgenden verbliebenen offenen Fra-
gen von besonderem Interesse:
• Ist L (MV,DL) eine echte Teilmenge von L (MV, ER) oder stimmen die
beiden Sprachfamilien u¨berein? (Fu¨r den deterministischen Fall ergibt
sich in Kapitel 5 die strikte Inklusion als Folgerung aus der Trennung
fu¨r una¨re Sprachen.)
• Eng verbunden mit der ersten Frage ist die folgende: Ist L (MV, DL)
eine Obermenge von CFL, das heißt, kann jede kontextfreie Sprache
von einem (MV, DL)-Automaten erkannt werden? Falls L (MV, DL)
gleich L (MV, ER) ist, kann diese Frage bejaht werden, da L (MV, ER)
eine Obermenge von CFL ist.
Als offene Frage bezu¨glich der deterministischen Automatenmodelle ver-
bleibt im Wesentlichen die folgende:
• Sind Ldet(MVR, ER) und Ldet(MVR, ERR, DL) echte Teilmengen von
DCFL? Im nichtdeterministischen Fall stimmen die entsprechenden
Sprachfamilien L (MVR, ER) und L (MVR, ERR, DL) mit der Familie
der kontextfreien Sprachen u¨berein. Im deterministischen Fall ist nur
bekannt, dass die Sprachfamilien jeweils eine Teilmenge von DCFL
sind.
Am oberen Ende der Hierarchie der Forgetting-Automaten bleibt schließlich
– sowohl im deterministischen als auch im nichtdeterministischen Fall – die
Frage, ob die Familien der von (MV, ER)- und (MV, ER, DL)-Automaten
erkannten Sprachen u¨bereinstimmen. Das Modell des (MV, ER)-Automaten
hat sich als erstaunlich ma¨chtig erwiesen und es ist noch nicht klar, ob es
eine Sprache gibt, die von einem (MV, ER, DL)-Automaten erkannt werden
kann, von einem (MV, ER)-Automaten jedoch nicht.
Kapitel 5
Die Berechnungsma¨chtigkeit
im Fall una¨rer Sprachen
In diesem Kapitel betrachten wir die Berechnungsma¨chtigkeit der verschie-
denen Modelle von Forgetting-Automaten fu¨r den Fall, dass die Eingabe
stets una¨r ist, das heißt, dass das Eingabealphabet nur aus einem einzigen
Symbol besteht. Ohne Beschra¨nkung der Allgemeinheit nehmen wir dabei
an, dass das Eingabealphabet die Menge A = {a} ist.
Forgetting-Automaten auf una¨ren Sprachen
Als Erstes betrachten wir dabei die Sprachfamilien am unteren Ende der
Hierarchie. Hier fallen die Familien ab der Familie der regula¨ren Sprachen
bis einschließlich der Familie der kontextfreien Sprachen zusammen, da diese
im una¨ren Fall u¨bereinstimmen:
5.1 Lemma
REGu = L u(ERR, DL) = L
u(MVR, DL) = L
u(MVR, ER)
= L u(MVR, ERR, DL) = CFL
u
Wa¨hrend im allgemeinen (nicht-una¨ren) Fall noch immer unbekannt ist,
ob die Inklusion CFL ⊆ L (MV, DL) gilt, ko¨nnen wir im una¨ren Fall das
folgende Resultat beweisen:
5.2 Satz
REGu = CFLu ⊂ L u(MV, DL)
Beweis Da ein (MV, DL)-Automat offensichtlich mindestens die Fa¨higkei-
ten eines endlichen Automaten hat, ist damit auch klar, dass die Inklusion
REGu ⊆ L u(MV, DL) gilt.
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Um die Echtheit der Inklusion zu zeigen, betrachten wir die nicht-regula¨re
Sprache L := {a2
n
| n ∈ N}. Ein (MV, DL)-Automat A kann L analog zu
Beispiel 3.2.5 erkennen, indem er die Eingabe in Bewegungen von Bandbe-
grenzungssymbol zu Bandbegrenzungssymbol schrittweise halbiert. 2
Zwei weitere Inklusionen von Sprachfamilien, deren Beziehungen im nicht-
una¨ren Fall noch nicht gekla¨rt sind, sind die folgenden (Gleichheit oder
Echtheit der Inklusionen bleiben offen):
5.3 Satz
L




det(MVL, ER, DL) ⊆ L
u
det(MVR, ER, DL)
Beweis Ein (MVR, ER, DL)-Automat B kann einen (MVL, ER, DL)-Auto-
maten A wie folgt simulieren: Zuna¨chst la¨uft B mit MVR-Schritten bis zum
rechten Bandbegrenzungssymbol . Anschließend simuliert B alle Schritte
von A in umgekehrter Richtung, das heißt MVR statt MVL, ERL statt ERR
usw. Auf diese Weise akzeptiert B eine Eingabe genau dann, wenn auch A
sie akzeptiert. 2
Ob die Familie L (MVL, ER, DL) unter Spiegelung abgeschlossen ist, ist bis-
her nicht bekannt (siehe Kapitel 6). Falls der Abschluss gilt, folgt das vor-
angegangene Ergebnis auch fu¨r den allgemeinen Fall.
Das folgende Resultat gilt im nicht-una¨ren Fall nicht, da dort die Sprache{
wcwR
∣∣ w ∈ {a, b}∗} als Gegenbeispiel herangezogen werden kann:
5.4 Satz
L
u(MV, DL) ⊆ L u(ER, DL)
L
u
det(MV, DL) ⊆ L
u
det(ER, DL)
Beweis Ein (ER, DL)-Automat B kann einen (MV, DL)-Automaten A wie
folgt simulieren: Da der (MV,DL)-Automat A nicht u¨ber eine ER-Operation
verfu¨gt und somit keine Leerzeichen auf das Band schreiben kann, liest er im
una¨ren Fall wa¨hrend der Berechnung – außer den Bandbegrenzungssymbolen
 und  – stets das gleiche Zeichen a.
B simuliert daher MVL bzw. MVR durch ERL bzw. ERR und verha¨lt sich beim
Lesen von xy und a gleich. 2
Um eine Inklusion von L u(MV, DL) in DCSLu zu zeigen, vergleichen wir
zuna¨chst (MV, DL)-Automaten mit Zweiwege-1-Za¨hler-Automaten. Nach-
dem wir uns in Kapitel 4 bereits mit den unidirektionalen 1-Za¨hler-Automa-
ten bescha¨ftigt haben, erweitern wir dieses Modell nun um die Mo¨glichkeit,
den Kopf in beide Richtungen u¨ber die Eingabe zu bewegen. Anders als beim
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U¨bergang vom NFA zum 2NFA wird hier die Berechnungsma¨chtigkeit des
Automaten erho¨ht. Ein (beschra¨nkter) Zweiwege-1-Za¨hler-Automat (2CA,
”
two-way one-counter automaton“) ist ein Automat, der sich bidirektional
u¨ber ein mit Bandbegrenzungssymbolen eingefasstes Eingabeband bewegen
kann und der u¨ber einen Za¨hler verfu¨gt, dessen Stand wa¨hrend jeder mo¨gli-
chen Berechnung nie die La¨nge der gegebenen Eingabe u¨berschreitet. Der
Automat kann in jedem Berechnungsschritt testen, ob der Za¨hler leer (das
heißt der Wert gleich null) ist und den Za¨hlerstand anschließend um eins
erho¨hen, vermindern oder unvera¨ndert lassen. Die Eingabe wird akzeptiert,
falls der Automat in einem Endzustand ha¨lt.
Wir werden uns zudem mit einer weiteren Form der Za¨hler-Automaten
bescha¨ftigen. Mit dem Modell des beschra¨nkten Zweiwege-2-Za¨hler-Auto-
maten (2-2CA,
”
two-way two-counter automaton“) wird der Zweiwege-1-
Za¨hler-Automat um einen weiteren (durch die Eingabela¨nge beschra¨nkten)
Za¨hler erweitert. Die Beschra¨nkung des Za¨hlers auf die La¨nge der Eingabe
stellt dabei eine echte Einschra¨nkung dar. Za¨hler-Automaten mit zwei unbe-
schra¨nkten Za¨hlern ko¨nnen bereits Turingmaschinen simulieren und somit
die rekursiv aufza¨hlbaren Sprachen erkennen, wie in [40] gezeigt wurde. Au-
tomaten mit beschra¨nkten Za¨hlern sind dagegen weitaus weniger ma¨chtig.
5.5 Satz
L u(MV, DL) ⊆ L u(2CA)
Beweis Ein 2CA B kann einen (MV, DL)-Automaten A im una¨ren Fall
wie folgt simulieren: Um den (MV, DL)-Automaten A korrekt zu simulieren,
muss der Za¨hler-Automat einerseits die Kopfposition von A verfolgen und
andererseits die La¨nge der verbliebenen una¨ren Eingabe speichern ko¨nnen.
Zu diesem Zweck setzt B seine eigene Kopfposition und den Za¨hlerstand fol-
gendermaßen ein: Der Za¨hlerstand speichert wa¨hrend der Simulation stets
die Position des Kopfes von B – wobei die Position des linken Bandbe-
grenzungssymbols mit 0 und die Position des ersten Eingabezeichens mit 1
bezeichnet wird – minus der Anzahl der von A bereits gelo¨schten Zeichen.
Mit anderen Worten: Die Anzahl der bereits gelo¨schten Zeichen wird durch
die Position des Kopfes von B minus des Za¨hlerstandes repra¨sentiert.
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B kann durch den Nulltest feststellen, ob A das linke Bandbegrenzungs-
symbol erreicht hat. Das rechte Bandbegrenzungssymbol hingegen markiert
sowohl fu¨r A als auch fu¨r B das Ende der Eingabe.
Das Vermindern des Za¨hlers wird folglich nur ausgefu¨hrt, wenn sich der
Kopf von A nicht auf dem linken Bandbegrenzungssymbol befindet und der
Za¨hler somit einen positiven Wert entha¨lt.
Auf diese Weise akzeptiert B die Eingabe genau dann, wenn A sie akzeptiert.
2
Wir ko¨nnen nun auch eine echte Inklusion folgern:
5.6 Korollar
L u(MV, DL) ⊂ DCSLu
Beweis Nach Satz 5.5 ist L u(MV, DL) eine Teilmenge von L u(2CA).
Die Familie L u(2CA) wiederum ist nach der Za¨hler-Hierarchie der una¨ren
Zweiwege-Za¨hler-Automaten (siehe [41]) eine echte Teilmenge der Familie
NLu der von nichtdeterministischen Turingmaschinen mit logarithmisch be-
schra¨nktem Arbeitsband erkannten una¨ren Sprachen. Diese Turingmaschi-
nen verfu¨gen u¨ber ein Eingabeband, welches sie nur lesen, aber nicht be-
schreiben ko¨nnen. Zusa¨tzlich steht ihnen ein Arbeitsband zur Verfu¨gung,
dessen La¨nge sich nach der La¨nge der Eingabe richtet. NLu ist schließlich
eine Teilmenge von DCSLu (siehe zum Beispiel [56, Seite 413]).
Es gilt also: L u(MV, DL) ⊆ L u(2CA) ⊂ NLu ⊆ DCSLu. 2
Mit demModell des Zweiwege-2-Za¨hler-Automaten ko¨nnen wir die Trennung
von DCSLu auch fu¨r L u(MVL, ER, DL) erreichen und damit das vorange-
gangene Ergebnis verbessern. Die echte Inklusion L u(MV, DL) ⊂ DCSLu
folgt dann zwar auch direkt aus dem neuen Ergebnis, die Beweise erschei-
nen jedoch fu¨r sich genommen von einem gewissen Interesse zu sein, weshalb
wir hier beide separat angeben.
5.7 Satz
L u(MVL, ER, DL) ⊆ L
u(2-2CA)
Beweis Ein Zweiwege-2-Za¨hler-Automat B kann einen (MVL, ER, DL)-
Automaten A im una¨ren Fall wie folgt simulieren. Um die Arbeitsweise
des (MVL, ER, DL)-Automaten A korrekt nachbilden zu ko¨nnen, muss der
Za¨hler-Automat Folgendes gewa¨hrleisten:
1. Die Kopfposition von A muss stets verfolgt werden ko¨nnen bzw. be-
kannt sein.
2. Die Anzahl der Leerzeichen am Bandanfang muss gespeichert werden.
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3. Die Anzahl der bereits gelo¨schten Zeichen muss beachtet werden.
B bewegt seinen Kopf wa¨hrend der Simulation zuna¨chst genau so, wie auch
A den Kopf bewegt. Sobald Zeichen gelo¨scht werden, kann B allerdings nicht
mehr die exakt gleiche Kopfposition beibehalten, da die genaue Position der
bereits gelo¨schten Zeichen nicht abgespeichert werden kann. Daher bewegt
B seinen Kopf stets derart, dass dessen Abstand zum rechten Bandbegren-
zungssymbol der gleiche ist, den auch der Kopf von A zur rechten Begren-
zung hat. Auf diese Weise markiert das rechte Bandbegrenzungssymbol so-
wohl fu¨r A als auch fu¨r B das Ende der Eingabe.
Den ersten Za¨hler setzt B ein, um dem Abstand des Kopfes von A zum
linken Bandbegrenzungssymbol mitzuza¨hlen. Erreicht der Za¨hlerstand null,
weiß B, dass A das linke Bandbegrenzungssymbol erreicht hat – auch wenn
dies fu¨r seinen eigenen Kopf noch nicht gilt.
Im zweiten Za¨hler speichert B schließlich noch den Abstand des Kopfes von
A zur Position c, bis zu der A die Eingabe bereits ausradiert hat (verglei-
che Satz 4.2.9). Da sich der Kopf von A sowohl links als auch rechts von
dieser Position c befinden kann, speichert B den Abstand im zweiten Za¨hler
und merkt sich zusa¨tzlich ein Vorzeichen fu¨r den Za¨hlerstand (das heißt,
die Tatsache, ob sich der Kopf links oder rechts von Position c befindet) als
Zustandskomponente. Dabei bezeichnet das positive Vorzeichen eine Kopf-
position rechts von c.
Ein Za¨hlerstand von null im zweiten Za¨hler entspricht somit der Tatsache,
dass A auf dem am weitesten rechts liegenden Leerzeichen steht. Bewegt
sich A von diesem auf das am weitesten links liegende Eingabezeichen, be-
merkt B dies durch eine Rechtsbewegung bei Za¨hlerstand null und speichert
das positive Vorzeichen in seinen Zusta¨nden ab. Die umgekehrte Bewegung
wird entsprechend durch das Erreichen des Za¨hlerstandes null – bei zuvor
abgespeichertem positiven Vorzeichen – bemerkt.
Die Simulation der Operationen von A geschieht daher wie folgt:
A B
Kopfbewegung A¨nderung A¨nderung
Za¨hler 1 Za¨hler 2
MVL links −1 −1
ERL auf a links −1 −1
ERL auf xy links −1 −2
ERR auf a rechts +1 −1
ERR auf xy rechts +1 ±0
DLL auf a keine −1 −1
DLL auf xy keine −1 ±0
DLR auf a rechts ±0 −1
DLR auf xy rechts ±0 ±0
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Das Vermindern des ersten Za¨hlers wird nur ausgefu¨hrt, wenn sich der Kopf
von A nicht auf dem linken Bandbegrenzungssymbol befindet und der Za¨hler
somit einen positiven Wert entha¨lt. Im Falle des zweiten Za¨hlers bezeichnet
das Vermindern jedoch die normale Minus-Operation, wenn man das Vor-
zeichen einbezieht. Steht der Za¨hler beispielsweise auf dem Wert +1 und
wird um zwei vermindert, fu¨hrt dies zum Ergebnis −1, das heißt zum glei-
chen Stand des eigentlichen Za¨hlers, aber zu einem Vorzeichenwechsel in der
Zustandskomponente.




L u(MVL, ER, DL) ⊂ DCSL
u
Beweis Die Familie L u(2-2CA) ist nach der bereits erwa¨hnten Za¨hler-
Hierarchie der una¨ren Zweiwege-Za¨hler-Automaten aus [41] eine echte Teil-
menge der Familie NLu.
Somit gilt: L u(MVL, ER, DL) ⊆ L
u(2-2CA) ⊂ NLu ⊆ DCSLu. 2
Im deterministischen Fall ko¨nnen wir ein sta¨rkeres Trennungsergebnis fu¨r




two-register machine“) besteht aus einer endli-
chen Zustandskontrolle und zwei Za¨hlern, die hier Register genannt werden.
Die Werte dieser Register ko¨nnen, wie u¨blich, in einem Schritt um eins
erho¨ht bzw. vermindert werden, oder sie ko¨nnen unvera¨ndert bleiben. Die
Maschine erha¨lt eine natu¨rliche Zahl als Eingabe im ersten Register und hat
– im Gegensatz zu den u¨brigen hier betrachteten Automatenmodellen – kein
Eingabeband. Sie arbeitet deterministisch und akzeptiert einen Eingabewert
durch das Annehmen eines akzeptierenden Zustands.
5.9 Satz
L udet(MV, DL) ⊂ L
u
det(MV, ER)
Beweis Die Inklusion L udet(MV,DL) ⊆ L
u
det(MV, ER) gilt, da in diesem Fall
DL-Operationen einfach durch entsprechende ER-Operationen simuliert und
die entstehenden Leerzeichen ignoriert werden ko¨nnen (siehe Abschnitt 3.3
bzw. [29]).
Eine 2-Register-Maschine B kann einen deterministischen (MV, DL)-Auto-
maten A im una¨ren Fall wie folgt simulieren: B erha¨lt die La¨nge der Eingabe
von A als Eingabewert in seinem ersten Register. Wa¨hrend der Simulation
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speichert B im ersten Register die Anzahl der Eingabezeichen, die sich unter
dem Kopf von A und rechts von ihm befinden. Im zweiten Register werden
entsprechend die Zeichen links vom Kopf mitgeza¨hlt. MV-Operationen kann
B daher durch die entsprechende Verlagerung des Za¨hlerstandes simulieren.
Bewegt sich A beispielsweise ein Zeichen nach links, erho¨ht B den Wert des
ersten Registers und vermindert den Wert des zweiten Registers jeweils um
eins. DLL-Operationen (bzw. DLR-Operationen) kann B durch das Vermin-
dern des zweiten (bzw. des ersten) Registers simulieren.
In [25] wurde bewiesen, dass die Menge von natu¨rlichen Zahlen
L2 = {n
2 | n ≥ 0}
– die der una¨ren Sprache L′2 = {a
n2 | n ≥ 0} entspricht – nicht durch
eine deterministische 2-Register-Maschine erkannt werden kann. Ein deter-
ministischer (MV, ER)-Automat C kann L′2 wie folgt erkennen: C markiert,
beginnend bei 1 und 4, sukzessive die Positionen der Quadratzahlen. Da
die Differenz (i+1)2− i2 zwischen zwei benachbarten Quadratzahlen gleich
2i + 1 ist, kann C die Absta¨nde zwischen zwei Zahlen jeweils nach rechts
kopieren und um zwei erho¨hen.
Zu diesem Zweck markiert C die Positionen i2 und i2 + 1 mit Leerzeichen
und radiert die umgebenden Eingabezeichen (das heißt die Zeichen an den
Positionen i2 − 1 und i2 + 2, siehe Abbildung 5.1) nicht aus.
 xy xy a xy xy a xy a xy xy a xy xy xy a xy xy a xy a xy a xy a xy xy a · · ·
1 4 9 16 25
Abbildung 5.1: Der Bandinhalt nach
dem Markieren der Position 25.
Die Teilwo¨rter axyxya dienen dabei als Begrenzungen, die es C erlauben, sich
auf dem Band hin und her zu bewegen, ohne das Wissen u¨ber die aktuelle
Position zu verlieren. Beim Kopieren von einem Bereich in den na¨chsten
markiert C nur jede zweite Position zwischen den Begrenzungen. Auf diese




Hineinkopieren“ des Abstands 2(i − 1) + 1 von links, mit
anschließendem Hinzufu¨gen zweier weiterer Felder. Dabei werden die
Positionen i2 + 3, i2 + 5, . . . , (i+ 1)2 − 4, (i+ 1)2 − 2 verwendet.
2. Fu¨r das
”
Weiterkopieren“ des Abstands 2i + 1 nach rechts. Hierzu
werden die Positionen i2+4, i2+6, . . . , (i+1)2−5, (i+1)2−3 verwendet.
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Um den Kopierprozess zu verdeutlichen, wird in Abbildung 5.2 ein Teil des
Bandes im Verlauf der Simulation dargestellt. Jede Zeile repra¨sentiert den
Inhalt des Bandes (zwischen den Positionen 15 und 51), nachdem ein weite-
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Abbildung 5.2: Eine Folge von Bandinhalten, die
wa¨hrend der Berechnung des Automaten C auftreten.
Auf die beschriebene Weise akzeptiert C schließlich die Eingabe genau dann,
wenn am Ende dieser Konstruktion beim Erreichen des rechten Bandbegren-
zungssymbols die Position des Symbols links von  eine Quadratzahl ist.
2
Ein offenes Problem aus [29] ist die Frage, ob die Berechnungsma¨chtigkeit
von (MV, ER)-Automaten gro¨ßer als die von (MV, DL)-Automaten ist. Der
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vorangegangene Satz (bzw. das folgende Korollar) lo¨st dieses Problem zu-
mindest teilweise – na¨mlich fu¨r den deterministischen Fall.
5.10 Korollar
Ldet(MV, DL) ⊂ Ldet(MV, ER)
Beweis Die Inklusion Ldet(MV, DL) ⊆ Ldet(MV, ER) gilt wiederum, da
hier DL-Operationen einfach durch entsprechende ER-Operationen simuliert
werden ko¨nnen (siehe Abschnitt 3.3 bzw. [29]).
Die Echtheit der Inklusion folgt aus Satz 5.9. 2
Im deterministischen Fall ko¨nnen wir zudem auch einen (MVL, ER, DL)-Au-
tomaten durch einen (MV, DL)-Automaten simulieren:
5.11 Satz
L udet(MVL, ER, DL) ⊆ L
u
det(MV, DL)
Beweis Ein deterministischer (MV,DL)-Automat B kann einen determinis-
tischen (MVL, ER, DL)-Automaten A im una¨ren Fall wie folgt simulieren:
Um A korrekt zu simulieren, muss B die Position c verfolgen, bis zu der A die
Eingabe ausradiert hat (vergleiche Satz 4.2.9). Um das Verhalten von A auf
einer hinreichend langen Eingabe simulieren zu ko¨nnen (die endlich vielen
Eingaben bis zu einer bestimmen festen La¨nge ko¨nnen direkt abgearbeitet
werden), betrachten wir Schleifen der Formen
xy
kxan ⊢∗ xykxam (m ≤ n) und (1)
xy
kxan ⊢∗ xylxam (m < n, k < l), (2)
bei denen A den gleichen Zustand mehrfach annimmt und endlos la¨uft (falls
m = n) oder schließlich das rechte Bandbegrenzungssymbol erreicht. Diese
Schleifen bestimmen das langfristige Verhalten des Automaten und machen
somit den Kern der Berechnung aus, die es zu simulieren gilt. Schleifen einer
mo¨glichen dritten Form
xy
kxan ⊢∗ xylxam (m > n, k > l) (3)
mu¨ssen dabei nicht betrachtet werden, da sich A bis zum Beginn einer sol-
chen Schleife maximal s Schritte (s bezeichne die Anzahl der Zusta¨nde von
A) vom linken Bandbegrenzungssymbols entfernt haben kann. La¨uft A in
eine Schleife der Form (3), erreicht er aufgrund der Bedingung k > l kurz
darauf wieder das linke Bandbegrenzungssymbol. Daher ergibt sich – auch
bei mehreren Durchla¨ufen dieser Form – bei Eingaben hinreichender La¨nge
irgendwann eine Schleife der Form (1) oder (2). Eine Schleife der Form (3)
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kann daher als anfa¨ngliche, endliche Teilberechnung angesehen und von der
weiteren Betrachtung ausgenommen werden.
B simuliert daher diese Schleifen, wa¨hrend er mit dem Kopf an Position c
stehen bleibt. Zuna¨chst simuliert B die ersten Schritte bis zum Erreichen
der Schleife direkt. Fu¨r Form (1) kann B das Verku¨rzen der verbleibenden
Eingabe aus a∗ direkt an Position c ausfu¨hren, wa¨hrend fu¨r Form (2) die
Simulation der Schleife durch eine Rechtsbewegung (Position c folgend) und
– falls no¨tig – durch ein Lo¨schen von entsprechend vielen Symbolen erfolgt.
Um das Verhalten von A beim Erreichen von  simulieren zu ko¨nnen, u¨ber-
pru¨ft B vor der Simulation eines jeden Schleifendurchlaufs die Distanz zum
rechten Bandbegrenzungssymbol. Da A sich wa¨hrend eines Schleifendurch-
laufs vor- und zuru¨ckbewegen kann, ko¨nnte das Verhalten durch das bloße
Lo¨schen der entsprechenden Anzahl von Symbolen vor Ort eventuell nicht
korrekt erfasst werden. B bewegt sich daher zuna¨chst stets eine bestimmte
Anzahl von Schritten nach rechts – diese Anzahl ist endlich und durch |SA|
nach oben beschra¨nkt – und u¨berpru¨ft, ob ein weiterer Schleifendurchlauf
problemlos simuliert werden kann, das heißt, ob A das rechte Bandbegren-
zungssymbol noch nicht erreicht. B kann schließlich die letzten Schritte vor
dem Erreichen des rechten Bandbegrenzungssymbols direkt simulieren und
anschließend ER-Operationen durch entsprechende MV-Operationen simulie-
ren (da der verbliebene Bandinhalt ausschließlich aus Leerzeichen besteht)
sowie MVL- und DL-Operationen unvera¨ndert u¨bernehmen.
Auf diese Weise akzeptiert B genau dann, wenn A akzeptiert. 2
Im Verbindung mit Satz 5.4 erhalten wir somit im deterministischen Fall
eine Gleichheit der folgenden drei Sprachfamilien:
5.12 Korollar
L udet(MV, DL) = L
u
det(ER, DL) = L
u
det(MVL, ER, DL)
Fu¨r eine U¨bersicht der Klassifikation der una¨ren Forgetting-Automaten im
nichtdeterministischen bzw. deterministischen Fall siehe Abbildungen 5.3
und 5.4.










Satz 4.2.10 Satz 5.3
Abbildung 5.3: Die Hierarchie der nichtde-
terministischen una¨ren Forgetting-Automaten
(⇒: Inklusion, →: echte Inklusion).
REGu = CFLu











Satz 5.9 Satz 5.3




In diesem Kapitel werden die Abschlusseigenschaften der Familien der von
Forgetting-Automaten erkannten Sprachen untersucht. Als Abschlusseigen-
schaft bezeichnet man die Eigenschaft einer Sprachfamilie, unter einer be-
stimmten Operation – wie zum Beispiel der mengentheoretischen Vereini-
gung – abgeschlossen zu sein oder nicht. Mit anderen Worten: Es wird die
Frage untersucht, ob die Anwendung einer in der Regel ein- oder zweistel-
ligen Operation auf eine bzw. zwei Sprachen aus einer gegebenen Sprachfa-
milie L immer eine Sprache ergibt, die wieder in L liegt, oder ob sich auch
Sprachen ergeben ko¨nnen, die nicht mehr in L liegen.
Wir betrachten hier die folgenden Operationen:
Vereinigung Gilt L1 ∪ L2 ∈ L fu¨r alle L1, L2 ∈ L ?
markierte Vereinigung Gilt {0}L1 ∪ {1}L2 ∈ L fu¨r alle L1, L2 ∈ L ?
Vereinigung mit regula¨ren Sprachen Gilt L ∪ R ∈ L fu¨r alle L ∈ L
und R ∈ REG?
Durchschnitt Gilt L1 ∩ L2 ∈ L fu¨r alle L1, L2 ∈ L ?
Durchschnitt mit regula¨ren Sprachen Gilt L ∩R ∈ L fu¨r alle L ∈ L
und R ∈ REG?
Komplement Gilt L ∈ L fu¨r alle L ∈ L ?
Spiegelung Gilt LR ∈ L fu¨r alle L ∈ L ?
Konkatenation Gilt L1L2 ∈ L fu¨r alle L1, L2 ∈ L ?
markierte Konkatenation Gilt L1#L2 ∈ L fu¨r alle L1, L2 ∈ L (mit










i ∈ L fu¨r alle L ∈ L ?
Homomorphismus Gilt h(L) ∈ L fu¨r alle L ∈ L und alle Homomorphis-
men h?
λ-freier Homomorphismus Gilt h(L) ∈ L fu¨r alle L ∈ L und alle
λ-freien Homomorphismen h?
Die Abschlusseigenschaften der Familien der von
Forgetting-Automaten erkannten Sprachen
Die Eigenschaften der Sprachfamilien, die mit den Familien der regula¨ren
bzw. kontextfreien Sprachen zusammenfallen, sind bereits hinreichend unter-
sucht (siehe z. B. [23]) und mu¨ssen daher hier nicht mehr betrachtet werden.
6.1 Satz (Abschluss unter Vereinigung)
(a) Die Familien L (ERR, DL), L (MVR, DL), L (MV, DL), L (ER, DL),
L (MV, ER), L (MVR, ER, DL), L (MVL, ER, DL) und L (MV, ER, DL)
sind abgeschlossen unter Vereinigung.
(b) Die Sprachfamilien Ldet(ERR, DL), Ldet(MVR, DL), Ldet(MVR, ER),
Ldet(MVR, ERR, DL) und Ldet(ER, DL) sind nicht abgeschlossen unter
Vereinigung.
Beweis
(a) Es sei L eine der genannten (nichtdeterministischen) Sprachfamilien
und es seien die Sprachen L1 und L2 aus L sowie die Automaten A1
und A2 mit L(A1) = L1 und L(A2) = L2 gegeben.
Ein nichtdeterministischer Automat B mit L(B) = L1 ∪L2 ra¨t lediglich
im ersten Schritt, ob L1 oder L2 erkannt werden soll und fa¨hrt mit der
Simulation von A1 oder A2 fort.
(b) Die Sprachen {anbncm | n,m ∈ N} und {anbmcm | n,m ∈ N} sind offen-
sichtlich Za¨hlersprachen, d. h., sie liegen in Ldet(1CA) = Ldet(ERR, DL)
und damit auch in den Familien Ldet(MVR, DL), Ldet(MVR, ER) und
Ldet(MVR, ERR, DL).
Die Vereinigung {anbncm | n,m ∈ N} ∪ {anbmcm | n,m ∈ N} liegt
jedoch nicht in DCFL ([2, Seite 221]) und somit nicht in den genannten
darin enthaltenen Sprachfamilien.
Die Familie Ldet(ER, DL) ist nicht unter Vereinigung abgeschlossen,
da sie – wie in den Sa¨tzen 6.5 und 6.7 gezeigt wird – unter Schnitt
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nicht abgeschlossen, unter Komplement jedoch abgeschlossen ist. Wa¨re
Ldet(ER, DL) unter Vereinigung abgeschlossen, wu¨rde durch die Abge-
schlossenheit unter Komplement nach dem Satz von De Morgan auch die
Abgeschlossenheit unter Schnitt (und somit ein Widerspruch) folgen.
2
Wie wir gesehen haben, sind alle Familien der von nichtdeterministischen
Modellen erzeugten Sprachen unter Vereinigung abgeschlossen. Vereinfachen
wir die Aufgabenstellung durch eine fu¨r jede der beiden zu vereinigenden
Sprachen jeweils unterschiedliche Markierung des ersten Zeichens, ko¨nnen
auch alle deterministischen Modelle diese vera¨nderte Form der Vereinigung
erkennen. Diese Erweiterung bezeichnen wir als markierte Vereinigung :
6.2 Definition (markierte Vereinigung)
Fu¨r zwei Sprachen L1 und L2 ist die markierte Vereinigung L1⊕L2 definiert
als
L1 ⊕ L2 = {0x | x ∈ L1} ∪ {1x | x ∈ L2}.
6.3 Satz (Abschluss unter markierter Vereinigung)
Alle Familien von Forgetting-Automaten sind abgeschlossen unter markier-
ter Vereinigung.
Beweis Es seien die Sprachen L1 und L2 aus einer Familie L (O) von For-
getting-Automaten gegeben, wobei O eine Menge mo¨glicher Operationen ist.
Es seien ferner die O-Automaten A1 und A2 mit L(A1) = L1 und L(A2) =
L2 gegeben. Dann kann ein O-Automat B die markierte Vereinigung L1⊕L2
wie folgt erkennen, wobei wir zwei Fa¨lle unterscheiden:
1. Ist DLR ∈ O, so kann B das erste Zeichen (das heißt die Markierung)
mit einem DLR-Schritt entfernen und dem ersten Zeichen entsprechend
mit der Simulation von A1 oder A2 fortfahren.
2. Ist DLR /∈ O, dies sind die Fa¨lle O = {MVR,ER} und O = {MV,ER},
radiert B das erste Zeichen zuna¨chst aus und beginnt mit der Simu-
lation von A1 bzw. A2 auf der restlichen Eingabe x. Wenn sich B
wa¨hrend dieser Simulation nach links bewegt und ein xy erreicht, la¨uft
er mit einem weiteren ERL-Schritt nach links und testet, ob er auf das
linke Bandbegrenzungssymbol oder ein anderes Symbol (das heißt ein
Eingabesymbol oder xy) trifft. Im ersten Fall simuliert B das Verhal-
ten beim Auftreffen auf  (das Erreichen des ausradierten Symbols
entsprach hier bereits dem Erreichen der linken Bandbegrenzung) und
bewegt sich mit zwei MVR-Schritten nach rechts u¨ber das ausradierte
Markierungssymbol zum ersten Zeichen des zu verarbeitenden Wortes
x zuru¨ck. Im zweiten Fall bewegt sich B lediglich mit einem MVR-
Schritt wieder nach rechts und fa¨hrt mit der Simulation fort.
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Auf diese Weise erkennt B genau die Sprache L1 ⊕ L2. 2
Eine weitere Vera¨nderung bzw. Einschra¨nkung der Vereinigungsoperation ist
die Vereinigung mit regula¨ren Sprachen. Hier werden nicht zwei Sprachen aus
einer Sprachfamilie miteinander vereinigt, sondern nur eine Sprache aus einer
gegebenen Sprachfamilie und eine regula¨re Sprache. Auch in diesem Fall sind
alle Automatenmodelle in der Lage, die daraus entstehenden Sprachen zu
akzeptieren.
6.4 Satz (Abschluss unter Vereinigung mit regula¨ren Sprachen)
Alle Familien von Forgetting-Automaten sind abgeschlossen unter Vereini-
gung mit regula¨ren Sprachen.
Beweis Da alle nichtdeterministischen Sprachfamilien nach Satz 6.1 unter
Vereinigung abgeschlossen sind und die Familie der regula¨ren Sprachen eine
Teilmenge jeder Familie von Forgetting-Automaten ist, sind die nichtdeter-
ministischen Sprachfamilien auch unter Vereinigung mit regula¨ren Sprachen
abgeschlossen.
Die Sprachfamilien Ldet(ERR, DL), Ldet(MVR, DL), Ldet(MVR, ERR, DL),
Ldet(ER, DL) und Ldet(MVL, ER, DL) sind nach Satz 6.7 (siehe unten) un-
ter Komplementbildung abgeschlossen; nach Satz 6.6 sind sie außerdem un-
ter Schnitt mit regula¨ren Sprachen abgeschlossen. Nach dem Gesetz von
De Morgan und der Abgeschlossenheit der regula¨ren Sprachen unter Kom-
plementbildung ist damit auch fu¨r eine Sprache L1 aus einer der genann-
ten Sprachfamilien L und fu¨r eine regula¨re Sprache L2 die Vereinigung
L1 ∪ L2 = L1 ∩ L2 wieder Element von L .
Fu¨r die Sprachfamilien Ldet(MV,DL), Ldet(MV, ER) und Ldet(MV, ER,DL)
gilt die Abgeschlossenheit aufgrund des Vorhandenseins der MVL- und der
MVR-Operation: Es seien eine Sprache L1 aus einer der gegebenen Sprach-
familien und ein entsprechender Forgetting-Automat A1 mit L(A1) = L1
gegeben. Es seien ferner die regula¨re Sprache L2 und ein endlicher Automat
A2 mit L(A2) = L2 gegeben. Die Vereinigung L1 ∪ L2 kann von einem For-
getting-Automaten B (gleichen Typs wie A1) erkannt werden, indem B sich
zuna¨chst mit MVR-Schritten einmal von links nach rechts u¨ber die Einga-
be bewegt und dabei A2 simuliert. Wird die Eingabe von A2 akzeptiert, so
akzeptiert auch B die Eingabe an diesem Punkt. Anderenfalls kann sich B
mit MVL-Schritten wieder zuru¨ck zum linken Bandbegrenzungssymbol be-
wegen und die Berechnung des Automaten A1 (auf der bisher unvera¨nderten
Eingabe) simulieren. 2
Im Fall der Schnittmengenbildung sind alle Sprachfamilien zwischen den Fa-
milien der regula¨ren und der kontextfreien Sprachen nicht abgeschlossen. Da
fu¨r die restlichen Sprachfamilien nur sehr wenige Zeugensprachen bekannt
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sind, die nicht in ihnen enthalten sind, konnte der Nichtabschluss fu¨r diese
Familien bisher nicht gezeigt werden.
6.5 Satz (Abschluss unter Schnitt)
Die Familien L (ERR, DL), Ldet(ERR, DL), L (MVR, DL), Ldet(MVR, DL),
Ldet(MVR, ER), Ldet(MVR, ERR, DL) und Ldet(ER, DL) sind nicht abge-
schlossen unter Schnitt.
Beweis Die Sprachen {anbncm | n,m ∈ N} und {anbmcm | n,m ∈ N} sind
offensichtlich Za¨hlersprachen, d. h., sie liegen in Ldet(1CA) = Ldet(ERR,DL)
und damit auch in den anderen genannten Sprachfamilien. Die Schnittmenge
{anbncm | n,m ∈ N} ∩ {anbmcm | n,m ∈ N} = {anbncn | n ∈ N} ist jedoch
nicht kontextfrei und liegt somit nicht in den genannten Sprachfamilien.
Zu Ldet(ER, DL):






∣∣ n,m ∈ N},
von der im Beweis von Satz 4.2.7 gezeigt wurde, dass sie nicht von einem
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dargestellt werden, die beide in Ldet(ER,DL) liegen. Im Fall von L1 kann ein
deterministischer (ER, DL)-Automat zuna¨chst alle a und das c lo¨schen und
schließlich das restliche Teilwort auf die Form ambm u¨berpru¨fen (vergleiche
Beispiel 3.2.1). Im Fall von L2 kann sich ein deterministischer (ER, DL)-Au-
tomat zuna¨chst mit ERR-Schritten u¨ber das erste Teilwort bewegen und alle
Zeichen ab dem Trennzeichen c mit DLR-Schritten lo¨schen; dabei muss der
Automat die Zeichen nach dem Trennzeichen lediglich auf die regula¨re Struk-
tur a∗b∗ testen. Nach dem Erreichen des rechten Bandbegrenzungssymbols
kann der Automat analog zu Beispiel 3.2.5 durch schrittweises Halbieren
der verbliebenen Eingabe testen, ob die La¨nge des ersten Teilwortes eine
Zweierpotenz war.
Daher ist Ldet(ER, DL) nicht unter Schnitt abgeschlossen. 2
Untersuchen wir nicht den allgemeinen Fall der Schnittbildung, sondern nur
den Schnitt mit regula¨ren Sprachen, so sind, wie auch im Fall der Vereini-
gung, alle betrachteten Sprachfamilien unter dieser Operation abgeschlossen.
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6.6 Satz (Abschluss unter Schnitt mit regula¨ren Sprachen)
Alle Familien von Forgetting-Automaten sind abgeschlossen unter Schnitt
mit regula¨ren Sprachen.
Beweis Alle Klassen sowohl der von nichtdeterministischen als auch der
von deterministischen (MV, DL)-, (MV, ER)- und (MV, ER, DL)-Automaten
erkannten Sprachen sind aufgrund des Vorhandenseins der MVL- und der
MVR-Operation abgeschlossen (vgl. Satz 6.4). Ein zugeho¨riger Forgetting-
Automat kann zuna¨chst einmal u¨ber die gesamte Eingabe laufen und das
Enthaltensein in der regula¨ren Sprache u¨berpru¨fen; anschließend bewegt sich
der Automat zuru¨ck zum linken Bandbegrenzungssymbol und simuliert den
entsprechenden Forgetting-Automaten. Die Eingabe wird schließlich akzep-
tiert, wenn sowohl der simulierte endliche Automat als auch der simulierte
Forgetting-Automat die Eingabe akzeptieren.
Die Familien L (ERR, DL), Ldet(ERR, DL), L (MVR, DL), Ldet(MVR, DL),
Ldet(MVR, ER), Ldet(MVR, ERR, DL), L (ER, DL), Ldet(ER, DL),
L (MVR, ER, DL) und Ldet(MVR, ER, DL) sind aufgrund der folgenden
Tatsache unter Schnitt mit regula¨ren Sprachen abgeschlossen: Ein zu
einer Sprachfamilie geho¨render Forgetting-Automat kann parallel zur
Verarbeitung eines Wortes einen deterministischen endlichen Automaten
simulieren; dabei werden nur Eingabezeichen verarbeitet – das heißt nicht
bereits ausradierte und daher mit xy beschriftete Felder – und davon nur
solche, die in Folge von Rechtsbewegungen, also durch eine MVR-, ERR-
oder DLR-Operation, erreicht werden.
Fu¨r die Familien der von (nichtdeterministischen oder deterministischen)
(MVL, ER, DL)-Automaten erkannten Sprachen funktioniert die parallel ab-
laufende Simulation eines deterministischen endlichen Automaten auf a¨hnli-
che Weise: Durch Rechtsschritte erreichte Eingabezeichen werden zuna¨chst
jeweils als neue Eingabe des endlichen Automaten interpretiert; wird jedoch
ein Eingabezeichen mithilfe eines MVL-Schrittes verlassen, so merkt sich
der Forgetting-Automat dies und bezieht es beim erneuten Erreichen des
Zeichens nicht in die Simulation des endlichen Automaten ein. Man beach-
te, dass jeweils nur ein einziges solches Eingabezeichen auftreten kann, da
hier Rechtsbewegungen lediglich mit einer ERR- oder DLR-Operation mo¨glich
sind und somit keine Eingabezeichen links vom Lesekopf auftreten, die mit
MVL-Bewegungen nach links u¨berwandert werden ko¨nnen. 2
Als weitere Anwendung der Lemmata aus Abschnitt 3.4 ko¨nnen wir nun
den Abschluss unter Komplement fu¨r die entsprechenden deterministischen
Modelle zeigen.
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6.7 Satz (Abschluss unter Komplement)
(a) Die Sprachfamilien Ldet(ERR, DL), Ldet(MVR, DL), Ldet(MVR, ER),
Ldet(MVR, ERR, DL), Ldet(ER, DL) und Ldet(MVL, ER, DL) sind abge-
schlossen unter Komplement.
(b) Die Familien L (ERR, DL) und L (MVR, DL) sind nicht abgeschlossen
unter Komplement.
Beweis
(a) Nach den Lemmata 3.4.4 bis 3.4.9 ko¨nnen deterministische (ERR, DL)-,
(MVR, DL)-, (MVR, ERR, DL)-, (ER, DL)- und (MVL, ER, DL)-Automa-
ten als haltend angenommen werden. Fu¨r eine Sprache L aus einer der
Sprachfamilien Ldet(ERR, DL), Ldet(MVR, DL), Ldet(MVR, ERR, DL),
Ldet(ER, DL) oder Ldet(MVL, ER, DL) und einen entsprechenden Au-
tomaten A mit L(A) = L erhalten wir daher den Automaten B mit
L(B) = L aus A durch Vertauschen von End- und Nichtendzusta¨nden.
(b) Nach Satz 6.1 ist die Familie L (ERR,DL) unter Vereinigung abgeschlos-
sen. Wa¨re L (ERR, DL) auch unter Komplement abgeschlossen, wu¨rde
nach dem Satz von De Morgan auch die Abgeschlossenheit unter Schnitt
gelten. Da die Familie L (ERR, DL) nach Satz 6.5 jedoch nicht unter
Schnitt abgeschlossen ist, kann sie auch unter Komplement nicht abge-
schlossen sein.
Analog folgt der Nichtabschluss unter Komplement fu¨r L (MVR, DL).
2
6.8 Satz (Abschluss unter Spiegelung)
(a) Die Familien L (ERR, DL), L (MV, DL), Ldet(MV, DL), L (MV, ER),
Ldet(MV, ER), L (MV, ER, DL) und Ldet(MV, ER, DL) sind abgeschlos-
sen unter Spiegelung.
(b) Die Sprachfamilien Ldet(ERR,DL), Ldet(MVR,DL), Ldet(MVR, ER) und
Ldet(MVR, ERR, DL) sind nicht abgeschlossen unter Spiegelung.
Beweis
(a) Die Familie L (ERR, DL) stimmt mit L (1-CA) u¨berein und ist daher
unter Spiegelung abgeschlossen (siehe [17]).
Die Familien L (MV, DL), Ldet(MV, DL), L (MV, ER), Ldet(MV, ER),
L (MV, ER, DL) und Ldet(MV, ER, DL) sind abgeschlossen unter Spie-
gelung, da die jeweiligen Automatenmodelle zu jeder Operation in ei-
ne Richtung auch die entsprechende Operation in die entgegengesetzte
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Richtung ausfu¨hren ko¨nnen. Fu¨r eine Sprache L aus einer der genannten
Sprachfamilien und einen entsprechenden Automaten A mit L(A) = L
erhalten wir daher den Automaten B mit L(B) = LR wie folgt: Zuna¨chst
bewegt sich B nach rechts bis zum rechten Bandbegrenzungssymbol 
und simuliert anschließend den Automaten A, wobei alle Operationen
in umgekehrter Richtung ausgefu¨hrt werden. Auf diese Weise akzeptiert
B die Eingabe w genau dann, wenn A die Eingabe wR akzeptiert.
(b) Ldet(ERR, DL): Die Sprache
L = {a0n1n2m | n,m ∈ N} ∪ {b0n1m2m | n,m ∈ N}
kann von einem deterministischen (ERR, DL)-Automaten A wie folgt
erkannt werden:
Ist das erste Zeichen ein a, lo¨scht A zuna¨chst das a und bewegt sich
anschließend mit ERR-Operationen u¨ber die Nullen bis zur ersten Eins.
Durch abwechselnde DLL- und DLR-Operationen lo¨scht er dann jeweils
eine Eins und ein Leerzeichen, das heißt eine ausradierte Null. Auf diese
Weise kann die Anzahl der Nullen und Einsen verglichen werden. Ist
das erste Zeichen ein b, lo¨scht A zuna¨chst alle Nullen und vergleicht
anschließend die Anzahl der Einsen und Zweien auf analoge Weise. Die
Eingabe wird nicht akzeptiert, falls nach dem ersten Zeichen kein Wort
der Form 0∗1∗2∗ folgt. Auf diese Weise akzeptiert A genau die angege-
bene Sprache L.
Die Spiegelung LR von L ist jedoch nicht deterministisch kontextfrei und
liegt damit nicht in Ldet(ERR,DL), da Ldet(ERR,DL) eine Teilmenge von
DCFL ist.
Die obige Zeugensprache L kann auch fu¨r den Nichtabschluss der Sprach-
familien Ldet(MVR, DL), Ldet(MVR, ER) und Ldet(MVR, ERR, DL) her-
angezogen werden, da diese jeweils Obermengen von Ldet(ERR,DL) und
Teilmengen von DCFL sind. 2
6.9 Satz (Abschluss unter Konkatenation)
(a) Die Familien L (ERR, DL), L (MVR, DL), L (MV, ER), L (MVL, ER, DL)
und L (MV, ER, DL) sind abgeschlossen unter Konkatenation.
(b) Die Sprachfamilien Ldet(ERR, DL), Ldet(MVR, DL), Ldet(MVR, ER),




(a) Es seien im Folgenden zu jeder Sprachfamilie L (O) stets die Sprachen
L1, L2 ∈ L (O) und die (O)-Automaten A1,A2 mit L(A1) = L1 sowie
L(A2) = L2 gegeben.
Zu L (ERR, DL):
Wir konstruieren einen Automaten B, der die Konkatenation L = L1L2
akzeptiert. Der Automat versucht dabei, eine Zerlegung seiner Eingabe
w in w = w1w2 mit w1 ∈ L1 und w2 ∈ L2 zu finden.
Analog zum Beweis von Lemma 3.4.4 kann das Abarbeiten der verblie-
benen una¨ren Eingabe links vom Kopf nach Erreichen des rechten Band-
begrenzungssymbols erledigt werden, ohne Rechtsbewegungen auf dem
jeweils letzten Leerzeichen ausfu¨hren zu mu¨ssen: Eine ERR-Operation
auf dem letzten Leerzeichen kann – inklusive einer darauffolgenden MVL-
Operation auf dem rechten Bandbegrenzungssymbol – direkt simuliert
werden, ohne den Kopf bewegen zu mu¨ssen. Weiterhin ko¨nnen DLR-
Operationen samt einer MVL-Operation mithilfe einer DLL-Operation
simuliert werden, die die zwei Zustandswechsel in einem Schritt zusam-
menfasst; hierdurch wird in beiden Fa¨llen die Eingabe um ein Zeichen
verku¨rzt und der Kopf des Automaten steht erneut auf dem letzten der
verbliebenen Leerzeichen. Die DLL-Operationen hingegen ko¨nnen direkt
simuliert werden.
Ein nichtdeterministischer (ERR, DL)-Automat kann daher raten, dass
sich der Kopf momentan an der Konkatenationsstelle (das heißt auf dem
letzten Zeichen des Wortes w1 ∈ L1) befindet. In diesem Fall lo¨scht er
das Zeichen unter dem Kopf und die verbliebenen Zeichen links vom
Kopf mit DLL-Schritten und u¨berpru¨ft – falls er die Eingabe w1 akzep-
tiert – die restliche Eingabe auf das Enthaltensein in L2.
Somit akzeptiert B genau die Sprache L = L1L2.
Zu L (MVR, DL):
Nach Lemma 3.4.5 kann ein (MVR, DL)-Automat nach Erreichen des
rechten Bandbegrenzungssymbols  die restliche Eingabe in einem Zug
lo¨schen.
Der simulierende Automat B verha¨lt sich daher wie folgt:
1. Er beginnt zuna¨chst mit der Simulation von A1.
2. Er ra¨t wa¨hrend der Simulation die Konkatenationsstelle.
3. Schließlich lo¨scht er die restliche Eingabe des ersten Wortes gema¨ß
dem bereits erwa¨hnten Lemma 3.4.5.
6 Abschlusseigenschaften 100
Anschließend kann B mit der Simulation von A2 auf der verbliebenen
Eingabe fortfahren.
Zu L (MV, ER):
Ein (MV, ER)-Automat B mit L(B) = L1L2 kann wie folgt konstruiert
werden:
1. B bewegt sich zuna¨chst mit MVR-Schritten nach rechts und ra¨t ein
beliebiges Feld, dessen Inhalt er sich merkt und anschließend ausra-
diert. B unterteilt die Eingabe w damit in zwei Teile w1 (dessen letz-
tes Zeichen das zuvor ausradierte ist) und w2, fu¨r die der Automat
nacheinander das Enthaltensein von w1 in L1 und das Enthaltensein
von w2 in L2 testet.
2. B kehrt zum Bandanfang zuru¨ck und simuliert das Verhalten von
A1. Wa¨hrend der Simulation von A1 dient das am weitesten rechts
liegende Leerzeichen als Markierung fu¨r das letzte Zeichen von w1.
Betritt B dabei ein Leerzeichen, bestimmt er zuna¨chst, ob es sich um
das als Begrenzung dienende Symbol handelt:
– B la¨uft nach rechts, bis das na¨chste Leerzeichen oder (das eigentli-
che Bandbegrenzungssymbol)  erreicht wird. Im ersten Fall han-
delte es sich bei dem zuvor erreichten Symbol folglich nicht um das
am weitesten rechts liegende, im zweiten Fall ist B dagegen bereits
auf dem am weitesten rechts liegenden Leerzeichen gestartet.
– B la¨uft nun nach links bis zum Erreichen des na¨chsten Leerzeichens
zuru¨ck und ist damit wieder am Ausgangspunkt angelangt (ohne
den Bandinhalt zu vera¨ndern). Entspricht das gelesene Leerzeichen
dem letzten Zeichen von w1, verha¨lt sich B entsprechend – auch
im Falle, dass der na¨chste Schritt nach rechts fu¨hrt und somit das
Verhalten von A1 auf  simuliert werden muss. Um A1 korrekt zu
simulieren, merkt sich B zudem, ob A1 dieses Feld im Laufe der
Simulation bereits ausradiert hat oder nicht.
3. Wird die Eingabe w1 von A1 akzeptiert, stellt B sicher, dass w1 kom-
plett ausradiert wird, indem er das am weitesten rechts liegende Leer-
zeichen sucht und mit ERL-Operationen bis zum linken Begrenzungs-
symbol la¨uft. Im Anschluss daran bewegt sich B zum ersten Zeichen
von w2.
4. B simuliert nun das Verhalten von A2 auf w2. Dabei dient das am
weitesten links liegende, nicht ausradierte Eingabesymbol als Mar-
kierung fu¨r das erste Zeichen von w2. Betritt B bei der Simulation
ein Eingabezeichen, bestimmt er wie folgt, ob es sich um das als Be-
grenzung dienende Symbol handelt:
– B la¨uft nach links, bis er das na¨chste Eingabezeichen oder das linke
Bandbegrenzungssymbol  erreicht. Im ersten Fall handelt es sich
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bei dem zuvor erreichten Symbol folglich nicht um das Bandbe-
grenzungssymbol, im zweiten Fall schon.
– B la¨uft nun nach rechts bis zum Erreichen des na¨chsten Eingabe-
zeichens zuru¨ck und hat damit den Ausgangspunkt wieder erreicht.
Ist das gelesene Eingabezeichen das erste Zeichen von w2, fu¨hrt B
ein gegebenenfalls zu simulierendes Ausradieren des Feldes nicht
aus. Stattdessen merkt B sich das Ausradieren des Feldes in einer
Zustandskomponente und weiß im Falle einer Linksbewegung, dass
anschließend das Verhalten von A2 auf  zu simulieren ist.
Schließlich akzeptiert B die Eingabe w genau dann (in einem der
nichtdeterministischen Versuche), wenn w1 ∈ L1 sowie w2 ∈ L2 und
somit w ∈ L1L2 gelten.
Zu L (MVL, ER, DL):
Wir konstruieren einen (MVL, ER, DL)-Automaten B mit L(B) = L1L2
wie folgt:
B versucht, eine Zerlegung der Eingabe w in w = w1w2 mit w1 ∈ L1 und
w2 ∈ L2 zu finden. B beginnt mit der Simulation von A1 und ra¨t beim
Erreichen eines beliebigen Eingabesymbols, dass das erreichte Zeichen
x ∈ A das erste Zeichen des zweiten Wortes w2 ist und damit als rechtes
Bandbegrenzungssymbol fu¨r A1 fungiert.
Damit das geratene Symbol wa¨hrend der Simulation nicht schon zuvor
als Eingabezeichen interpretiert wird (dies ko¨nnte zu einer fehlerhaften
Simulation von A1 fu¨hren), merkt sich der Automat wa¨hrend der ersten
Phase (das heißt bis zum Raten der Konkatenationsstelle) beim Errei-
chen eines Eingabesymbols und dem anschließenden Verlassen durch
MVL stets, dass das na¨chste Erreichen eines Eingabesymbols nicht zum
Raten der Konkatenationsstelle fu¨hren darf.
Sobald B also ra¨t, das Bandbegrenzungssymbol fu¨rA1 erreicht zu haben,
verla¨sst er dieses entsprechend mit einer MVL-Operation und fu¨hrt die
restliche Simulation von A1 auf dem verbliebenen Bandinhalt der Form
xy
∗x fort.
Sobald A1 einen akzeptierenden Zustand erreicht, lo¨scht B alle verblie-
benen Leerzeichen und fa¨hrt mit der Simulation von A2 fort. Auf diese
Weise akzeptiert B genau die Konkatenation der Sprachen L1 und L2.
Zu L (MV, ER, DL):
Analog zu L (MV, ER) kann das am weitesten rechts liegende Leerzei-
chen als Bandbegrenzungssymbol fu¨r das Teilwort w1 dienen. Hier muss
sich der Automat wa¨hrend der Simulation von A1 als Zustandskompo-
nente lediglich drei (statt zwei) verschiedene Mo¨glichkeiten fu¨r dieses
Feld merken:
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1. Das Zeichen ist als das urspru¨nglich dort vorgefundene Zeichen zu
interpretieren, das heißt, das gespeicherte Zeichen ist zu verwenden.
2. Das Zeichen wurde bereits ausradiert und ist damit tatsa¨chlich als
Leerzeichen zu interpretieren.
3. Das Zeichen wurde bereits gelo¨scht, das heißt, es ist als das rechte
Bandbegrenzungssymbol zu interpretieren.
Als Vereinfachung der Schritte 3 und 4 kann hier sogar das bereits u¨ber-
pru¨fte Teilwort komplett gelo¨scht statt ausradiert werden.
(b) Zu Ldet(ERR, DL):
Die Sprache
L = {a0n1n2m | n,m ∈ N0} ∪ {0
n1m2m | n,m ∈ N0}
kann von einem deterministischen (ERR,DL)-Automaten erkannt werden
(vergleiche den Beweis von Satz 6.8).
Die Konkatenation a∗L = {an | n ∈ N0}L der regula¨ren Sprache
{an | n ∈ N0} und der deterministisch kontextfreien Sprache L ist hinge-
gen nicht mehr deterministisch kontextfrei (siehe zum Beispiel [23]) und
liegt damit nicht in Ldet(ERR, DL), da Ldet(ERR, DL) eine Teilmenge
von DCFL ist.
Fu¨r Ldet(MVR, DL), Ldet(MVR, ER) und Ldet(MVR, ERR, DL) kann
ebenso die obige Zeugensprache L fu¨r den Nichtabschluss herangezogen
werden, da diese Sprachfamilien jeweils Obermengen von Ldet(ERR,DL)
und Teilmengen von DCFL sind.
Zu Ldet(ER, DL):




∣∣ n,m ∈ N} = {a2n ∣∣ n ∈ N}{cambm ∣∣m ∈ N}
nicht von einem deterministischen (ER, DL)-Automaten erkannt werden




∣∣n ∈ N} als auch {cambm ∣∣m ∈ N} von de-
terministischen (ER,DL)-Automaten erkannt werden ko¨nnen (vergleiche
Beispiele 3.2.5 und 3.2.1), ist Ldet(ER, DL) nicht unter Konkatenation
abgeschlossen. 2
6.10 Satz (Abschluss unter markierter Konkatenation)
(a) Die Sprachfamilien L (ERR, DL), Ldet(ERR, DL), L (MVR, DL),
Ldet(MVR, DL), Ldet(MVR, ER), Ldet(MVR, ERR, DL), L (MV, DL),
Ldet(MV, DL), L (MV, ER), Ldet(MV, ER), L (MVR, ER, DL),
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Ldet(MVR, ER, DL), L (MVL, ER, DL), Ldet(MVL, ER, DL),
L (MV, ER, DL) und Ldet(MV, ER, DL) sind abgeschlossen unter
markierter Konkatenation.
(b) Die Familie Ldet(ER, DL) ist nicht abgeschlossen unter markierter Kon-
katenation.
Beweis
(a) Die Sprachfamilien L (ERR, DL), L (MVR, DL), L (MV, ER),
L (MVL, ER, DL) und L (MV, ER, DL) sind nach Satz 6.9 abgeschlos-
sen unter Konkatenation. Der Abschluss unter markierter Konkatenati-
on folgt jeweils analog zu dem dort angegebenen Beweis. Im Falle von
L (ERR, DL) und L (MVR, DL) lo¨scht der entsprechende Automat le-
diglich zusa¨tzlich das Markierungssymbol an der Konkatenationsstelle.
Bei L (MVL, ER, DL) kann das Markierungssymbol mit MVL verlassen
und – nach dem Akzeptieren – das erste Wort inklusive des Markierungs-
symbols gelo¨scht werden. Im Falle von L (MV, ER) und L (MV, ER,DL)
ko¨nnen die entsprechenden Automaten sowohl MVL- als auch MVR-
Bewegungen ausfu¨hren und daher das Markierungssymbol unvera¨ndert
stehen lassen.
Analog sind die Familien L (MV,DL), Ldet(MV,DL), Ldet(MV, ER) und
Ldet(MV, ER,DL) aufgrund des Vorhandenseins der MVL- und der MVR-
Operation unter markierter Konkatenation abgeschlossen.
Es seien im Folgenden stets die Sprachen L1 und L2 aus der betreffenden
Sprachfamilie L sowie die Automaten A1 und A2 mit L(A1) = L1 und
L(A2) = L2 gegeben.
Zu Ldet(ERR, DL):
Nach dem Beweis von Lemma 3.4.4 ko¨nnen wir annehmen, dass A1 nach
dem Erreichen des Bandbegrenzungssymbols die auf dem Band verblie-
benen Symbole in einem Zug von rechts nach links lo¨scht. Wir konstru-
ieren daher den Automaten B, der die markierte Konkatenation von L1
und L2 erkennt, wie folgt: Zuna¨chst wird der Automat A1 simuliert; da-
bei dient das Markierungssymbol als rechtes Bandbegrenzungssymbol
fu¨r A1, es wird beim Erreichen gelo¨scht. Anschließend wird A2 auf der
verbliebenen Eingabe simuliert. Somit wird die Eingabe genau dann von
B akzeptiert, wenn das erste Teilwort in L1 und das zweite Teilwort in
L2 liegt.
Zu Ldet(MVR, DL):
Nach dem Beweis von Lemma 3.4.5 ko¨nnen wir auch fu¨r einen determi-
nistischen (MVR,DL)-Automaten annehmen, dass er nach dem Erreichen
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des Bandbegrenzungssymbols die auf dem Band verbliebenen Symbole
in einem Zug von rechts nach links lo¨scht. Daher erfolgt die Konstruktion
von B analog zu der fu¨r Ldet(ERR, DL).
Zu Ldet(MVR, ER):
Der Automat B beginnt mit der direkten Simulation von A1. Sobald die
Markierungsstelle erreicht wird, merkt sich B den Zustand von A1, der
sich bis dahin bei der Verarbeitung des ersten Wortes w1 ergab. Dann
bewegt sich B mit MVR u¨ber die Markierung hinweg und verarbeitet
zuna¨chst das zweite Wort komplett. Dabei dient das Markierungssymbol
als linkes Bandbegrenzungssymbol; es kann mittels der MVR-Operation
stets wieder unvera¨ndert nach rechts verlassen werden.







Abbildung 6.1: Beginn der Berechnung auf w2.
Falls A2 die Eingabe akzeptiert, la¨uft B nach links, radiert das Mar-
kierungssymbol aus und nimmt die Simulation von A1 wieder auf. Da-
bei wird der zuvor gespeicherte Zustand von A1 wiederverwendet. Bei
der weiteren Verarbeitung des ersten Wortes werden MVR- und ERR-
Operationen vermieden, indem das Verhalten bei der Bewegung u¨ber
die Leerzeichen rechts von der aktuellen Kopfposition parallel durch
einen una¨ren DFA C simuliert wird.







w2 (zu Beginn)︷ ︸︸ ︷
xyxyxyxyxyxyxyxyxyxyxyxyxyxyxy
Abbildung 6.2: Fortsetzung der Berechnung
auf w1 mithilfe des DFA C.
Analog zu Satz 4.1.5 kann der sich ergebende Folgezustand direkt am
DFA abgelesen werden; in diesem Fall handelt es sich im Gegensatz
zum dortigen Beweis allerdings um eine Folge von Leerzeichen, die am
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rechten Rand des Bandes auftritt. Schließlich akzeptiert B die Eingabe,
falls nach A2 nun auch A1 die Eingabe akzeptiert.
Zu Ldet(MVR, ERR, DL):
Analog zu Ldet(ERR, DL) bzw. Ldet(MVR, DL) – hier mit Lemma 3.4.7.
Zu L (MVR, ER, DL):
Die Konstruktion von B erfolgt hier a¨hnlich zu der von Ldet(MVR, ER):
Zuna¨chst wird A1 bis zum Erreichen des Markierungssymbols direkt
simuliert, der Zustand von A1 abgespeichert und mit der Simulation von
A2 auf dem zweiten Wort fortgefahren. Falls A2 akzeptiert, kann dieser
(gema¨ß Lemma 3.4.2) das zweite Teilwort komplett lo¨schen. Somit kann
B mithilfe des abgespeicherten Zustandes die direkte Simulation von A1
fortfu¨hren und schließlich akzeptieren, falls A1 und A2 akzeptieren.
Zu Ldet(MVR, ER, DL):
Analog zum nichtdeterministischen Fall.
Zu Ldet(MVL, ER, DL):
Zuna¨chst simuliert B den Automaten A1, wobei das Markierungssymbol
als rechtes Bandbegrenzungssymbol fu¨r A1 fungiert. Da hier eine MVL-
Operation zur Verfu¨gung steht, kann das Markierungssymbol wa¨hrend
der Simulation immer wieder unvera¨ndert verlassen werden. Falls A1
akzeptiert, ko¨nnen wir nach Lemma 3.4.2 annehmen, dass das erste
Teilwort komplett gelo¨scht ist. B kann somit das Markierungssymbol
lo¨schen, mit der Simulation von A2 fortfahren und schließlich genau
dann akzeptieren, wenn A1 und A2 akzeptieren.
(b) Zu Ldet(ER, DL):




∣∣ n,m ∈ N} = {a2n ∣∣ n ∈ N}{c}{ambm ∣∣m ∈ N}
nicht von einem deterministischen (ER, DL)-Automaten erkannt werden




∣∣ n ∈ N} als auch {ambm ∣∣m ∈ N} von
deterministischen (ER,DL)-Automaten erkannt werden ko¨nnen (verglei-
che Beispiele 3.2.5 und 3.2.1), ist Ldet(ER, DL) nicht unter markierter
Konkatenation abgeschlossen. 2
Lediglich fu¨r die Sprachfamilie L (ER, DL) wurde der Abschluss unter mar-
kierter Konkatenation hier nicht gezeigt. Bei (ER,DL)-Automaten ergibt sich
die Schwierigkeit bei einer Simulation des ersten Automaten A1 durch die
mo¨glichen
”
La¨ngenu¨berpru¨fungen“ auf der verbliebenen Zeichenkette aus
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Leerzeichen, nachdem die Konkatenationsstelle erreicht wurde. Das Mar-
kierungssymbol kann ohne eine MVL-Operation nicht unvera¨ndert verlassen
werden – der Automat A1 kann jedoch beispielsweise noch log2 |w1| wei-
tere Durchla¨ufe u¨ber die verbliebenen Leerzeichen machen, um zu testen,
ob die La¨nge von w1 eine Zweierpotenz ist. Dadurch ergeben sich fu¨r den
simulierenden Automaten B im Falle des Ausradierens oder Lo¨schens von
weiteren Eingabezeichen neben dem urspru¨nglichen Markierungssymbol un-
beschra¨nkt viele zu merkende Zeichen, was die Mo¨glichkeiten der endlichen
Zustandskontrolle u¨bersteigt.
Fu¨r den deterministischen Fall konnte daher in Satz 4.2.7 nachgewiesen
werden, dass die markierte Konkatenation bestimmter nicht-regula¨rer Spra-
chen nicht von einem deterministischen (ER,DL)-Automaten erkannt werden
kann. Im nichtdeterministischen Fall kann ein entsprechender Automat je-
doch die no¨tige Anzahl an Hin- und Herbewegungen auf dem ersten Teilwort
raten und in entsprechendem Abstand zum Markierungssymbol das erste
Mal umkehren. Auf diese Weise kann das Lo¨schen bzw. Ausradieren der ers-
ten Symbole des zweiten Teilwortes vermieden und – in manchen Fa¨llen –
die getrennte Simulation zweier nichtdeterministischer (ER, DL)-Automaten
durchgefu¨hrt werden. Ob auf diese Weise jedoch stets die markierte Konka-
tenation zweier gegebener Sprachen aus L (ER,DL) akzeptiert werden kann,
bleibt offen.
6.11 Satz (Abschluss unter Iteration)
(a) Die Familien L (ERR, DL), L (MVR, DL), L (MV, ER), L (MVL, ER, DL)
und L (MV, ER, DL) sind abgeschlossen unter Iteration.
(b) Die Familien Ldet(ERR, DL), Ldet(MVR, DL), Ldet(MVR, ER) und
Ldet(MVR, ERR, DL) sind nicht abgeschlossen unter Iteration.
Beweis
(a) Zu L (ERR, DL), L (MVR, DL) und L (MVL, ER, DL):
Analog zum Abschluss unter Konkatenation (Satz 6.9) kann sukzessive
jeweils ein Teilwort geraten und verarbeitet werden, bis das Eingabewort
komplett verbraucht ist.
Zu L (MV, ER):
Analog zum Abschluss unter Konkatenation werden sukzessive Teilwo¨r-
ter w1, . . . , wn geraten und das Enthaltensein eines jeden Teilwortes wi
in L u¨berpru¨ft. Die U¨berpru¨fung der Teilwo¨rter w1 und wn erfolgt dabei
genauso wie fu¨r die beiden Teilwo¨rter in Satz 6.9. Fu¨r die U¨berpru¨fung
der Teilwo¨rter wi, i = 2, . . . , n− 1, dient dabei sowohl das am weitesten
links liegende, nicht ausradierte Eingabesymbol als Markierung fu¨r das
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erste Zeichen von wi als auch das am weitesten rechts liegende Leerzei-
chen als Markierung fu¨r das letzte Zeichen von wi:









Auf diese Weise gilt w ∈ L(B) genau dann, wenn w ∈ L∗.
Zu L (MV, ER, DL):
Analog zu L (MV, ER) kann die Vorgehensweise aus Satz 6.9 iteriert
werden.
(b) Zu Ldet(ERR, DL):
Im Beweis von Satz 6.9 wurde bereits angegeben, dass die Sprache
L = {a0n1n2m | n,m ∈ N0} ∪ {0
n1m2m | n,m ∈ N0}
in Ldet(ERR, DL) enthalten ist. Die Iteration L
∗ ist jedoch nicht deter-
ministisch kontextfrei (siehe [23]) und liegt damit nicht in der Familie
Ldet(ERR, DL), da diese in DCFL enthalten ist.
Der Beweis fu¨r Ldet(MVR,DL), Ldet(MVR,ER) und Ldet(MVR,ERR,DL)
erfolgt analog, da diese Sprachfamilien Obermengen von Ldet(ERR, DL)
sind (und damit L enthalten) und ebenfalls Teilmengen von DCFL sind
(und daher L∗ nicht enthalten). 2
6.12 Satz (Abschluss unter markierter Iteration)
Die Familien L (ERR, DL), Ldet(ERR, DL), L (MVR, DL), Ldet(MVR, DL),
Ldet(MVR, ER), Ldet(MVR, ERR, DL), L (MV, DL), Ldet(MV, DL),
L (MV, ER), Ldet(MV, ER), L (MVL, ER, DL), Ldet(MVL, ER, DL),
L (MV, ER, DL) und Ldet(MV, ER, DL) sind abgeschlossen unter mar-
kierter Iteration.
Beweis Die Sprachfamilien L (ERR, DL), L (MVR, DL), L (MV, ER),
L (MVL, ER, DL) und L (MV, ER, DL) sind nach Satz 6.11 unter Iteration
abgeschlossen und daher auf analoge Weise auch unter markierter Iteration
abgeschlossen.
Im Falle der Familien Ldet(ERR, DL), Ldet(MVR, DL), Ldet(MVR, ERR, DL)
und Ldet(MVL, ER, DL) kann die Vorgehensweise fu¨r markierte Konkatena-
tion aus Satz 6.10 iteriert werden.
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Zu L (MV, DL), Ldet(MV, DL), Ldet(MV, ER) und Ldet(MV, ER, DL):
Die entsprechenden Automaten ko¨nnen in diesen Fa¨llen sowohl MVL- als
auch MVR-Bewegungen ausfu¨hren und daher die Markierungssymbole un-
vera¨ndert stehen lassen. Demzufolge ko¨nnen die einzelnen Teilwo¨rter hin-
tereinander abgearbeitet und die gesamte Eingabe kann akzeptiert werden,
wenn alle Teilwo¨rter akzeptiert werden.
Zu Ldet(MVR, ER):
Es sei A mit L(A) = L gegeben. Da Ldet(MVR, ER) = Ldet(MVR, ERL) gilt,
ko¨nnen wir annehmen, dass A ein (MVR, ERL)-Automat ist. Wir konstru-
ieren einen deterministischen (MVR, ER)-Automaten B, der die markierte
Iteration von L erkennt, indem er sukzessive A auf jedem der markierten
Teilwo¨rter w1, . . . , wn simuliert und sie anschließend komplett ausradiert.
Zuna¨chst simuliert B den Automaten A bis zum Erreichen des ersten Mar-
kierungssymbols direkt. Da B das Markierungssymbol nur mit ERL nach
links verlassen kann, wird die weitere Abarbeitung wie folgt vera¨ndert: Um
das mehrfache Erreichen des Bandbegrenzungssymbols von A zu vermeiden,
simuliert B das Verhalten bei der Bewegung u¨ber die Leerzeichen rechts
von der aktuellen Kopfposition parallel durch einen una¨ren DFA (vergleiche
Satz 6.10). Eine Schleife wird dabei nicht verhindert – dies ist allerdings auch
nicht no¨tig, da der Automat somit die Eingabe nicht akzeptiert. Man beach-
te, dass Lemma 3.4.6 nicht ohne Einschra¨nkung anwendbar ist, da in dessen
Beweis das mehrfache Erreichen des rechten Bandbegrenzungssymbols nicht
ausgeschlossen werden kann.
Falls A schließlich die Eingabe akzeptiert, radiert B, falls noch nicht gesche-
hen, das erste Wort komplett mit ERL-Operationen aus und bewegt sich mit
MVR-Schritten zum na¨chsten Eingabesymbol, das heißt dem ersten Symbol
von w2.
B beginnt nun mit der Simulation von A auf w2. Dabei ko¨nnen ERL-Opera-
tionen auf bereits ausradierten Feldern sowie MVR-Operationen stets direkt
ausgefu¨hrt werden. Eine ERL-Operation auf einem Eingabesymbol hingegen
erfordert die U¨berpru¨fung, ob dieses Symbol das am weitesten links liegende
Eingabesymbol auf dem Band ist, um das Simulieren des linken Bandbegren-
zungssymbols fu¨r A korrekt zu ermo¨glichen. Fu¨r diese U¨berpru¨fung wird die
ERL-Operation wie folgt simuliert: B bewegt sich mit ERL-Operationen bis
zu  oder zum na¨chsten Eingabesymbol nach links und anschließend mit
MVR-Operationen zuru¨ck nach rechts. Da die urspru¨ngliche Position dabei
in der Regel nicht wiedergefunden werden kann, muss das Verhalten von A
auf andere Weise korrekt simuliert werden, wie es nachfolgend beschrieben
wird.
Sobald das erste Symbol von w2 ausradiert wurde, wird erneut ein una¨rer
DFA verwendet, um das Verhalten vonA auf den Leerzeichen am Anfang des
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zweiten Wortes zu simulieren. Wir bezeichnen diesen DFA mit B und die
Anzahl der Leerzeichen am Anfang des Wortes mit n. Da B nur endlich
viele Zusta¨nde hat, kann er die beliebig groß werdende La¨nge n natu¨rlich
nicht abspeichern, aber das Verhalten von A auf dem Bandanfang xyn
beschreiben. Im Folgenden werden wir noch zwei weitere La¨ngen nl und
nr betrachten, fu¨r die das Verhalten von A durch una¨re DFAs Bl und Br







abbb xyxyxyxyxyxy︸ ︷︷ ︸
nl
a xyxyxyxyxy︸ ︷︷ ︸
nr
abaaba#babbbababb · · ·
Abbildung 6.3: Skizze der La¨ngen n, nl und nr
bei Abarbeitung des Teilwortes w2.
Um das Verhalten von A beim Verschmelzen von zwei Blo¨cken von Leer-
zeichen (durch das Ausradieren eines dazwischenliegenden Leerzeichens) zu
bewerkstelligen, speichert B stets mithilfe des una¨ren DFA Br die La¨nge
nr ≥ 0 des Blocks von Leerzeichen, auf dem er sich momentan befindet bzw.
der rechts vom Kopf liegt (falls B mit einer ERL-Operation ein Eingabesym-
bol erreicht). Fu¨hrt A eine ERL-Operation auf einem Eingabesymbol aus,
simuliert B diese wie folgt: Zuna¨chst fu¨hrt B ebenfalls eine ERL-Operation
aus. Falls dabei ein Eingabesymbol erreicht wird (das heißt keine Blo¨cke ver-
schmolzen werden), sind keine weiteren Maßnahmen no¨tig. Falls jedoch ein
Leerzeichen erreicht wird, fu¨hrt B weitere ERL-Operationen aus und za¨hlt
die Anzahl nl der Leerzeichen – mithilfe des una¨ren DFA Bl und daher mit
endlich vielen Zusta¨nden – bis (a) zum na¨chsten Eingabesymbol oder (b)
dem linken Bandbegrenzungssymbol.
(a) Wird ein Eingabesymbol erreicht, simuliert B das Verhalten von A auf
dem zusammengefu¨gten Block aus Leerzeichen mithilfe von Bl und Br.
Anschließend fu¨hrt er die direkte Simulation von A an der aktuellen Po-
sition (fallsA den Block auf der linken Seite verla¨sst) oder dem na¨chsten,
weiter rechts gelegenem Eingabesymbol (falls A den Block auf der rech-
ten Seite verla¨sst) fort.
Man beachte, dass im Falle des Verlassens auf der rechten Seite kein
weiterer Block von Leerzeichen rechts vom Kopf liegen kann. Fu¨r einen
solchen Block wa¨re die La¨nge nr nicht bekannt und ko¨nnte ohne das
Ausradieren eines weiteren Eingabezeichens auch nicht bestimmt wer-
den. Da nur MVR- und ERL-Operationen zur Verfu¨gung stehen, kann
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allerdings beim Erreichen eines Eingabesymbols mit MVR kein Leerzei-
chen rechts vom Kopf mehr existieren.
(b) Wird das linke Bandbegrenzungssymbol erreicht und somit ein Block
aus Leerzeichen mit dem Block am Anfang von w2 verschmolzen, kann
B bis zum ersten Eingabesymbol nach rechts laufen und das Verhalten
von A mithilfe der DFAs B und Br weitersimulieren.
Sobald das na¨chste Markierungssymbol erreicht wird, stellt der una¨re DFA
Br sicher, dass das Symbol wa¨hrend der Verarbeitung von w2 nur ein einziges
Mal betreten werden muss (wie schon fu¨r w1 geschehen).
Falls A schließlich die Eingabe w2 akzeptiert, kann die gesamte Prozedur fu¨r
die restlichen Teilwo¨rter w3 bis wn iteriert werden. 2
Nur fu¨r die Familien der von deterministischen bzw. nichtdeterministischen
(ER, DL)- und (MVR, ER, DL)-Automaten akzeptierten Sprachen wurde der
Abschluss unter markierter Iteration hier nicht gezeigt. Fu¨r das erstgenannte
Automatenmodell gelten die gleichen Anmerkungen wie bei dem Abschluss
unter markierter Konkatenation. Im Falle der (MVR, ER, DL)-Automaten
la¨sst sich zudem die fu¨r die markierte Konkatenation verwendete Methode
nicht auf markierte Iteration u¨bertragen.
6.13 Satz (Abschluss unter Homomorphismus)
(a) Die Familie L (ERR, DL) ist abgeschlossen unter Homomorphismus.
(b) Die Familien Ldet(ERR, DL), Ldet(MVR, DL), Ldet(MVR, ER),
Ldet(MVR, ERR, DL), Ldet(MV, DL) sind nicht abgeschlossen un-
ter λ-freiem Homomorphismus.
Die Familie Ldet(ER, DL) ist nicht abgeschlossen unter Homomorphis-
mus.
Beweis
(a) Da L (ERR, DL) mit L (1-CA) u¨bereinstimmt, ist L (ERR, DL) als volle
AFL unter Homomorphismus abgeschlossen (siehe [17]).
(b) Zu Ldet(ERR, DL):
Der Homomorphismus h : {a, a′, b, c} → {a, b, c}, mit h(a) = h(a′) = a,
h(b) = b, h(c) = c, bildet {anbncm | n,m ∈ N} ∪ {a′nbmcm | n,m ∈ N}
auf {anbncm | n,m ∈ N} ∪ {anbmcm | n,m ∈ N} ab.
Wa¨hrend {anbncm | n,m ∈ N} ∪ {a′nbmcm | n,m ∈ N} von einem
deterministischen (ERR, DL)-Automaten erkannt werden kann (verglei-
che Satz 6.8), ist {anbncm | n,m ∈ N} ∪ {anbmcm | n,m ∈ N} nicht
deterministisch kontextfrei und liegt damit nicht in Ldet(ERR, DL).
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Fu¨r den Nichtabschluss der Familien Ldet(MVR, DL), Ldet(MVR, ER)
und Ldet(MVR, ERR, DL) ko¨nnen wir ebenfalls die obige Zeugensprache
betrachten, da die genannten Sprachfamilien jeweils Obermengen von
Ldet(ERR, DL) und Teilmengen von DCFL sind.
Zu Ldet(MV, DL):
Wir betrachten die folgende Sprache:
L1 := {a} ∪ {aba
2ba4ba6b · · · ba2i | i ≥ 1} ∈ Ldet(MV, DL).
L1 kann von einem (MV, DL)-Automaten A1 wie folgt erkannt werden:
A1 bewegt sich in mehreren Durchga¨ngen vom linken zum rechten Band-
begrenzungssymbol und zuru¨ck. In einem Durchgang lo¨scht A1 dabei
das Teilwort aba am Bandanfang und jeweils zwei a in jedem weiteren
aus a bestehenden (und durch b begrenzten) Teilwort. A1 akzeptiert die
Eingabe, wenn die Eingabe auf diese Weise schließlich bis zu dem Wort
a verku¨rzt werden kann.
Der Homomorphismus h : {a, b} → {a}, mit h(a) = h(b) = a, bildet L1
auf {an
2
| n ≥ 1} /∈ Ldet(MV, DL) ab (siehe Satz 5.9).
Zu Ldet(ER, DL):






∣∣ n,m ∈ N}
folgendermaßen erkennen: A2 bewegt sich mit abwechselnden DLR- und
ERR-Schritten bis zum ersten d und halbiert damit die La¨nge des ersten
Teilwortes der Form a∗. Anschließend lo¨scht A2 das erreichte d in einer
DLL-Operation und bewegt sich mit ERL-Schritten zuru¨ck zum linken
Bandbegrenzungssymbol. A2 iteriert nun den Halbierungsvorgang und
erreicht schließlich – bei einer korrekten Eingabe – nach dem Lo¨schen
des letzten verbliebenen Leerzeichens am Bandanfang das Zeichen c.
Auf diese Weise kann A2 sowohl u¨berpru¨fen, dass die La¨nge des ersten
Teilwortes eine Zweierpotenz 2n (fu¨r ein n ∈ N) ist, als auch testen,
dass das zweite Teilwort die Form dn hat.
Schließlich kann A2 das erreichte c lo¨schen, das restliche Teilwort auf
die Form ambm u¨berpru¨fen (vergleiche Beispiel 3.2.1) und die Eingabe
genau dann akzeptieren, wenn sie in L2 liegt.
Wenden wir auf L2 den Homomorphismus h : {a, b, c, d} → {a, b, c} mit





∣∣ n,m ∈ N},
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von der im Beweis von Satz 4.2.7 gezeigt wurde, dass sie nicht von einem
deterministischen (ER, DL)-Automaten erkannt werden kann. Daher ist
Ldet(ER, DL) nicht unter Homomorphismus abgeschlossen. 2
Der Nichtabschluss von Ldet(ER,DL) wurde hier nur fu¨r allgemeinen Homo-
morphismus gezeigt, nicht jedoch fu¨r λ-freien Homomorphismus. Vermutlich
ist Ldet(ER, DL) auch unter λ-freiem Homomorphismus nicht abgeschlossen
– da jedoch keine geeigneten Zeugensprachen außerhalb von Ldet(ER, DL)
bekannt sind, konnte der Nachweis bisher nicht erbracht werden.
Eine U¨bersicht der Abschlusseigenschaften der Sprachfamilien bis einschließ-
lich der Familie der kontextfreien Sprachen wird in Tabelle 6.1 dargestellt.
Dabei symbolisiert ein Pluszeichen, dass eine Familie unter der entspre-
chenden Operation abgeschlossen ist; ein Minuszeichen symbolisiert ent-
sprechend den Nichtabschluss unter einer Operation. Im Falle eines Fra-
gezeichens ist der entsprechende Abschluss oder Nichtabschluss bisher nicht
gekla¨rt. Es fa¨llt dabei auf, dass die Familien der von den deterministischen
bzw. den nichtdeterministischen Modellen akzeptierten Sprachen die glei-
chen Abschlusseigenschaften haben wie die Familien, die durch determinis-





































































































































REG + + + + + + + + + + + +
L (ERR, DL) + + + − + − + + + + + +
Ldet(ERR, DL) − + + − + + − − + − + −
L (MVR, DL) + + + − + − ? + + + + ?
Ldet(MVR, DL) − + + − + + − − + − + −
Ldet(MVR, ER) − + + − + + − − + − + −
Ldet(MVR, ERR, DL) − + + − + + − − + − + −
CFL = L (MVR, ER) + + + − + − + + + + + +
DCFL − + + − + + − − + − + −
Tabelle 6.1: U¨bersicht der Abschlusseigenschaften
der Sprachfamilien bis einschließlich CFL.
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