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Building theories of neural circuits with machine learning
Sean Robert Bittner
As theoretical neuroscience has grown as a field, machine learning techniques have played an
increasingly important role in the development and evaluation of theories of neural computation.
Today, machine learning is used in a variety of neuroscientific contexts from statistical inference
to neural network training to normative modeling. This dissertation introduces machine learning
techniques for use across the various domains of theoretical neuroscience, and the application of
these techniques to build theories of neural circuits.
First, we introduce a variety of optimization techniques for normative modeling of neural activity,
which were used to evaluate theories of primary motor cortex (M1) and supplementary motor area
(SMA). Specifically, neural responses during a cycling task performed by monkeys displayed
distinctive dynamical geometries, which motivated hypotheses of how these geometries conferred
computational properties necessary for the robust production of cyclic movements. By using
normative optimization techniques to predict neural responses encoding muscle activity while
ascribing to an “untangled” geometry, we found that minimal tangling was an accurate model of
M1. Analyses with trajectory constrained RNNs showed that such an organization of M1 neural
activity confers noise robustness, and that minimally “divergent” trajectories in SMA enable the
tracking of contextual factors.
In the remainder of the dissertation, we focus on the introduction and application of deep
generative modeling techniques for theoretical neuroscience. Specifically, both techniques
employ recent advancements in approaches to deep generative modeling – normalizing flows – to
capture complex parametric structure in neural models. The first technique, which is designed for
statistical generative models, enables look-up inference in intractable exponential family models.
The efficiency of this technique is demonstrated by inferring neural firing rates in a log-gaussian
poisson model of spiking responses to drift gratings in primary visual cortex. The second
technique is designed for statistical inference in mechanistic models, where the inferred
parameter distribution is constrained to produce emergent properties of computation. Once fit, the
deep generative model confers analytic tools for quantifying the parametric structure giving rise
to emergent properties. This technique was used for novel scientific insight into the nature of
neuron-type variability in primary visual cortex and of distinct connectivity regimes of rapid task
switching in superior colliculus.
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Chapter 1: Introduction and Background
To understand the neural basis of behavior and cognition, neuroscientists have conducted ex-
tensive experiments and studies to describe neurons and their circuitry, cellular mechanisms, and
genetic factors [1, 2]. To build on these achievements, theoretical neuroscientists seek a lawful,
integrated understanding of neural computation through the perspective of mathematical model-
ing [3, 4, 5]. Mathematical models of neural computation are constrained by the biological and
physiological properties of the nervous system being studied. While single neuronal models can
provide important insight (e.g. [6, 7]), the predominant focus of theoretical neuroscience is dedi-
cated towards neural circuit modeling: networks of interconnected neurons that make up a given
brain area or subcircuit [8, 9, 10, 11, 12].
As the field of theoretical neuroscience has progressed, so has the field of machine learning.
Leaps in the capabilities of image and speech recognition were enabled by neural network archi-
tectures [13, 14], whose origins come from neuroscientific motivations [15]. Key ideas in each
of these fields have aided and advanced the other throughout their co-evolution [16, 17, 18]. Ma-
chine learning has become an integral part of theoretical neuroscience, and the specific technique
employed in a given study depends on the type of theory being evaluated.
Theories of neural computation can be categorized by the questions they attempt to answer:
What are neurons doing? How are they doing it? Why do they do it that way [19]? In this intro-
ductory chapter, we explain the different types of theories, the types of models they stipulate, and
the machine learning techniques used to evaluate such theories. With this context, we then intro-
duce the technique of deep generative modeling, which is a core topic of this dissertation. Finally,
we review the content of this dissertation, which introduces new machine learning techniques for
theoretical neuroscience, and develops theories of neural circuits through the application of such
techniques.
1
1.1 Types of theories in neuroscience
Here, we recapitulate the organization of theories in neuroscience by Levenstein et al. 2020
[19], which will serve as useful categories for explaining the role of machine learning in theoreti-
cal neuroscience. Descriptive theories in neuroscience seek to explain what a neural circuit does.
For example, such theories often describe the stimulus features [20], behavior [21], or abstract
representations [22] that neurons are responsive to. Mechanistic theories aim to explain how key
elements and properties of the neural circuit enable it to perform its computation. The mathemat-
ical structure of a mechanistic model reflects the biological constraints of the neural circuit; this
is how neurophysiological research informs theoretical modeling [9]. Normative theories aim to
explain why a neural circuit exhibits some phenomena. Within some established constraints of the
normative model, a neural circuit is proposed to optimize some criteria. For example, normative
models are implicit throughout neuroscience – auditory cortex is considered to be optimized for
processing sound. In the next section, we describe how descriptive, mechanistic, and normative
theories are evaluated with a variety of models, and how various machine learning techniques are
used to support this science.
1.2 Models and machine learning techniques in theoretical neuroscience
Different types of theories prescribe different types of models, which are mathematical formal-
izations of theories. Such models are used to ask empirical questions: Does the theory explain
observed phenomena (or data)? What predictions does the theory make? When analytic tech-
niques cannot answer these questions, techniques from the domain of machine learning are often
used to fit or train these models. In this chapter, we review the primary classes of models used in
theoretical neuroscience and the machine learning techniques used to analyze them.
2
1.2.1 Statistical generative models
To learn about the brain from neural recordings, neuroscientists have adopted statistical mod-
eling techniques to make the most of collected data. Descriptive theories (see types of theory in
Section 1.1) are typically embedded in such statistical generative models, for which considerable
methodology for neural data has been developed [23]. Neural responses are recorded with respect
to a particular stimulus or behavior (often in the same repeated condition), and by using statisti-
cal methodology, one can precisely quantify what the data informs us about a neuron or neuronal
population.
Statistical inference – the inference of model parameters most likely to produce observed data
– is the core machine learning technique developed for research with these models. Seminal work
modeling neural spiking data as point processes produced methods for inferring neural firing rate
[24] and a neuron’s relation to extrinsic experimental factors [25]. Advanced techniques supported
this inference in concert with spiking history from the remaining ensemble [26, 27], facilitating
the evaluation of a mechanistic theory that the network connectivity supports the hypothesized
representation.
State-space modeling of neural firing rates has grown in popularity, where unobserved factors
are inferred from the shared firing rate variability of the neural population [28, 29, 30]. By inferring
the low dimensional state of neural population activity, scientists can infer how computations are
executed through internal dynamics [31]. In this case of state space modeling of neural activity,
a mechanistic theory (at the level of dynamics predicated by neural connectivity) is built from the
low dimensional state inferred using a phenomenological model.
A major advance in the machine learning community for statistical inference was the develop-
ment of the variational autoencoder (VAE) [32, 33], which has had a sizable impact on the field
of statistical neuroscience. VAEs use deep neural networks to induce a posterior distribution on
hidden variables of a latent variable model given data. So far, VAEs have been used to expand the
class of generative models of cortical population activity [34, 35, 36, 37] and animal behavior [38,
39, 40] amenable to statistical inference. We will revisit the topic of VAEs when we introduce the
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topic of deep generative modeling in Section 1.3.
1.2.2 Neural circuit models
Neural circuit models are constructed via a system of mathematical equations to evaluate mech-
anistic theories of neural computation. The equations of neural circuit models often reflect the
constraints of the underlying biology, and are designed to reproduce phenomena observed from
the neural system being modeled. Neural circuit models come in a variety of sizes, structures, and
levels of abstraction. For example, prominent models of fly and crustacean subcircuits may consist
of five or less neurons [41, 42], while models of cortical areas in other model organisms may be on
the scale of hundreds [43] or thousands [44]. Models range from the scope of specific microcircuits
[45], to entire cortical areas [46], to whole brain models [47]. The computation modeled may be
related to sensory processing, action, or some intermediate processing.
In biologically realistic neural circuit models, the variables are often neural activity level (e.g.
membrane potential or firing rate), and the parameters of the model equations (e.g. ion channel
conductance, time constants, synaptic strength, or connectivity rate) govern the evolution of this
activity. For example, a model of the stomatogastric ganglion (STG) of crustaceans consists of
five neurons: two in the fast population (f1 and f2), two in the slow population (s1 and s2), and a
hub neuron that is both synaptically and electrically coupled to each population [41] (Fig. 1.1 top-
left). The synaptic and electrical conductance parameters gsynA, gsynB, and gel determine how the
membrane potentials of each neuron in this circuit evolve according to well-established biophysical
laws of cellular dynamics in neurons [48]. For different values of the conductance parameters, the
hub neuron’s spiking frequency will either sync with the fast, slow, or both populations. Since
the STG model contains neurons corresponding to real, identifiable cells, and it closely reflects
biophysical laws at the level of channel conductances, we consider it to have a high degree of
biological realism. Furthermore, since the coupling organization of this neural circuit model cannot
be unwound into a purely feed-forward structure, it is a recurrent neural circuit model.






















Figure 1.1: Neural circuit models. Examples are organized by biological realism (left), machine
learning methodological utility (right), recurrent (top), and feed-forward architecture (bottom).
STG - stomatogastric ganglion subcircuit of crustaceans to model hub neuron coupling [41] (see
text). Fly visual motion detector - three-neuron microcircuit of Drosophila that detects directional
motion [42] (see text). RNN - recurrent neural network. DNN - deep neural network.
the motion detector subcircuit in the fly Drosophila contains four neurons (Mi4, Mi1, Tm3, and
Mi9), which project to the detector neuron T4 [42] (Fig. 1.1 bottom-left). By closely character-
izing the input to these medullar cells and the strength and dynamics of their projections to T4,
scientists attempt to reverse engineer the precise algorithm implemented for motion detection [49].
In contrast to recurrency, this architecture is classified as a feed-forward circuit, since neurons Mi4,
Mi1, Tm3, and Mi9 are not influenced by the neural activity of T4.
It is often methodologically challenging to find the parameters of biologically realistic models
that reproduce observed phenomena. In Section 1.2.1, we described the technique of statistical
inference, which often does not generalize to this class of models because of the absence of a
tractable likelihood function. To infer the parameters of such neural circuit models, simulation-
based inference is used, where the model is simulated many times until suitable parameters are
obtained [50]. Historically, neuroscientists have used the sampling techniques of approximate
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bayesian computation [51] and sequential monte carlo [52] to fit (or "invert") neural circuit models.
In the next section, we introduce the more abstract subclass of neural circuit models, which we
classify as neural network models. We will consider neural networks as belonging to the class of
neural circuit models when they are used with the intention of modeling a computation executed by
a biological neural system. Otherwise, a neural network is not considered a neural circuit model,
and merely a utilitarian function approximator used to enable machine learning methodology.
1.2.3 Neural networks
The origin of the neural network architecture is rooted in the McCullough-Pitts neuron [15],
which is designed to integrate the incoming signals from neurons projecting incoming synapses.
Unsupervised [53] and supervised [54] learning rules for such neural networks were developed in
the mid-twentieth century, however the implementation of efficient backpropagation optimization
techniques for neural networks did not occur until the 1980’s [55, 56, 57]. Throughout the next
four decades, the generality and flexibility of neural networks coupled with efficient optimization
technology would make deep learning the dominant paradigm of machine learning [16]. No matter
the application or problem domain, neural networks have proven to be highly effective and tractable
function approximators.
Neural networks belong to two main classes of architectures: recurrent (Fig. 1.1 top-right) and
feed-forward (Fig. 1.1 bottom-right). Recurrent neural networks (RNNs) produce outputs as a map
from an internal hidden neural state which evolves over time via some internal connectivity and the
input it receives. RNNs are typically used to model sequence data. Feed-forward or deep neural
networks (DNNs), which consist of a sequence of nonlinear transformations at each layer of neural
units, are used to learn static mappings. In their everyday usage in machine learning technology, we
do not consider these neural networks as neural circuit models, but utilitarian classes of functions.
Only when they are used in a context of neural system modeling, do we consider them to be neural
circuit models.
For example, a popular approach in theoretical neuroscience has been to train an RNN to per-
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form some task, and to reverse engineer how the RNN executes the computation through its dynam-
ics [58]. The machine learning techniques of backpropagation and backpropagation-through-time
[59, 60] are used to train neural networks, whether it be in the context of unsupervised, supervised,
or reinforcement learning [18]. Furthermore, some research tests the efficacy of biologically plau-
sible learning rules in RNNs [61, 62, 63, 64]. In these examples, we would consider such RNNs to
be neural circuit models. The impressive performance of convolutional deep learning architectures
in computer vision [13] suggest that visual cortices may process visual stimuli in a similar man-
ner. Research has related the (approximately) feed-forward visual stream of primates to individual
components of the deep learning architecture [65]. In this case as well, the deep neural network
would be considered as a neural circuit model designed to evaluate a mechanistic theory.
1.2.4 Normative models
Normative models of neural activity suggest that it is optimal with respect to some criteria
while adhering to some constraints. These constraints may be biologically realistic in the spirit
of a mechanistic theory, or they may be more abstract and conceptual. For example, the gabor-
like responses of neurons in primary visual cortex can be explained by a normative model: gabor
responses emerge when synthetic neural activity are optimized to encode natural visual stimuli
under the constraint of a sparse linear code [66]. Machine learning techniques for constrained
optimization and regularization are often required to fit such normative models.
1.3 Deep generative modeling
In Section 1.2.1, we introduced statistical generative models, and how they can be used to ap-
proximate distributions of data. By inferring the parameters most likely to generate a given dataset,
we also gain the ability to produce samples with variation according to the learned distribution. In
deep generative models, deep neural networks are used to define the generative model, and gen-
erally increase the expressivity of the approximating model class. Deep generative models are
usually fit using VAEs [32] or generative adversarial networks (GANs) [67].
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The typical architecture of a deep generative model consists of a non-invertible deterministic
mapping of a latent variable to the mean and variance parameters of a generating gaussian (or
other) distribution. Recent advances in deep generative modeling have produced a new class of
deep generative models called normalizing flows, which are parameterized by invertible neural
network architectures [68, 69]. Special care is taken to design deep, expressive architectures that
remain invertible and either produce fast samples [70], fast probability density calculations [71],
or both [72].
Normalizing flows consist of two key components: a simple random initial distribution, and
a deep neural network. The simple random initial distribution (typically chosen as an isotropic
gaussian) has no parameters and is the source of randomness in the probability distribution. This
initial randomness is then deterministically transformed by the deep neural network to capture the
distributional structure of interest. The deep neural networks of normalizing flows are constrained
to be bijective, and to have tractable log determinant jacobians. As a note, normalizing flows should
not be misconstrued as neural circuit models, since they are simply representing a distribution
which is flexibly parameterized by the neural network. Continued research has resulted in a host
of powerful techniques for approximating distributions with rich structure [69].
1.4 Thesis overview
In this dissertation we introduce machine learning techniques for theoretical neuroscience, and
use these methods to develop theories of neural circuits. In Chapter 2, we develop optimization
techniques and train RNNs to evaluate normative theories of motor cortex based on the dynamical
geometry of neural responses to movement. In the remainder of the thesis, we introduce deep
generative modeling techniques for building descriptive and mechanistic theories. Both techniques
introduced in Chapters 3 and 4 employ normalizing flows to capture rich structure in parameter
distributions of neural models. In Chapter 3, we present an efficient method for posterior inference
with normalizing flows in statistical generative models (for descriptive theories), which we use
for fast inference in a log-gaussian poisson model of neural spiking responses in primary visual
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cortex. In Chapter 4, we present a method that uses normalizing flows for inference in mechanistic
neural circuit models. Finally in Chapter 5, EPI is used to develop mechanistic theories of neuron-
type variability in primary visual cortex, and of superior colliculus connectivity regimes producing
rapid task switching.
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Chapter 2: The dynamical geometry of population activity in motor cortex
In this chapter, we evaluate normative theories of primary motor cortex (M1) and supplemen-
tary motor area (SMA) based on the dynamical geometry of neural responses observed during a
cycling task performed by monkeys. Neural responses in M1 and SMA displayed cyclical and heli-
cal geometries, repectively, motivating the development of metrics to quantify dynamical geometry
of such nature. Such geometries were theorized to confer noise robustness and in the case of SMA
the ability to track of contextual factors. We developed an optimization-based technique for evalu-
ating a variety of normative models of M1 activity. Futhermore, we trained trajectory-constrained
RNNs to produce responses from both M1 and SMA to evaluate how dynamical geometric prop-
erties confer the robust production of cyclical movements in the presence of noise.
This work is featured across two studies presenting minimal "tangling" as a normative model
of M1 [73] and minimal "divergence" as a normative model of SMA [74]. Sections 2.2-2.2.6 are
lightly adapted from Russo et al. 2018 and were coauthored by Abigail A. Russo, Sean M. Perkins,
Jeffrey S. Seely, Brian M. London, Antonio H. Lara, Andrew Miri, Najja J. Marshall, Adam Kohn,
Thomas M. Jessell, Laurence F. Abbott, John P. Cunningham and Mark M. Churchland. Sections
2.3.1-2.3.3 are lightly adapted from Russo et al. 2020 and were coauthored by Abigail A. Russo,
Ramin Khajeh, Sean M. Perkins, John P. Cunningham, L. F. Abbott, and Mark M. Churchland.
Section 2.4 takes from both papers and describes the analyses performed in this chapter. All
remaining text provides summary of motivation and experimental results from the two studies
supporting the modeling analyses.
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2.1 Introduction
Motor cortex, which has synaptic projections to both spinal interneurons [75] and motoneurons
[76], has been shown to strongly represent both movement-related kinematics [21, 77, 78] and
muscle activity [79, 80, 81]. However, it has also been shown that neural responses contain features
reflecting network or feedback dynamics [82, 83]. Research into the neural basis of motor control
has largely focused on analyzing neural responses from reaching tasks, and has produced little
consensus on how to account for the variety of these phenomena. To interrogate the nature of
movement encoding and recurrent dynamics in motor cortex, Russo et al. [73] designed a novel
behavioral paradigm in which a hand pedal is rotated for different cycle counts in a forward and
backward direction (Fig. 2.1A-B). By collecting motion (Fig. 2.1C-D), neural (Fig. 2.1C) and
electromyographic (EMG) recordings (Fig. 2.1D) from monkeys during this behavior, kinematic,
neural, and muscle activity could be compared over extended periods of time.
During the execution of this task, individual neurons had heterogeneous responses properties.
At the population level, neurons coded for muscle activity quite well (R2 = 0.79), yet the popula-
tion response was dominated by a rotational component that did not code for muscle or kinematic
activity. This most salient feature of the population recordings motivated the precise characteri-
zation of dynamic population-level geometry in motor cortex. Russo et al. found that recordings
in primary motor cortex (M1) [73] and supplementary motor area (SMA) [74] revealed distinc-
tive population geometries (minimal tangling and divergence, respectively). In our analyses, we
evaluate how well such geometrical measures confer hypothesized computational properties, and
whether they define accurate normative models of recorded neural activity.
2.2 Motor cortex embeds commands in an untangled population response
2.2.1 Smooth dynamics predict low tangling
Recent physiological and theoretical investigations suggest that the neural state in motor cortex








Figure 2.1: Behavioral and physiological responses during cycling. A. Schematic of the task during
forward cycling. A green landscape indicated that virtual progress required cycling “forward". B.
An orange landscape indicated that progress required cycling “backward". C. Behavioral data and
spikes from one neuron during an example session. Data are for a single condition: forward /
seven-cycle / bottom-start (monkey C). Trials are aligned to movement onset, and ordered from
fastest to slowest. D. Behavioral data and raw trapezius EMG for one condition: backward /
seven-cycle / bottom-start (monkey D).
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should not be “tangled": similar neural states, either during different movements or at different




| |ẋt − ẋt ′ | |2
| |xt − xt ′ | |2 + ε
(2.1)
where xt is the neural state at time t (i.e., a vector containing the neural responses at that time), ẋt is
the temporal derivative of the neural state, | | · | | is the Euclidean norm, and ε is a small constant that
prevents division by zero (methods). Q(t) becomes high if there exists a state at a different time, t′,
that is similar but associated with a dissimilar derivative. We take the maximum to ask whether the
state at time t ever becomes tangled with any other state. This maximum is taken with t indexing
across time during all conditions. Q(t) can be analogously assessed for the muscle trajectories.
We chose tangling as a straightforward measure of whether a given trajectory could have been
produced by a smooth dynamical flow-field. Given limits on how non-smooth dynamics can be,
moments of very high tangling are incompatible with a fixed flow-field. Furthermore, even moder-
ately high tangling implies potential instabilities in the underlying flow-field (Supp Fig 1 and Supp
Note of [73]). High tangling thus implies that the system must rely on external commands rather
than internal dynamics, or that the system is flirting with instability. Although other metrics are
possible, tangling has the practical benefit that it can be computed directly from the trajectories
without needing to know (or fit) a flow-field.
For the reasons above, a network that relies heavily on intrinsic dynamics should avoid tangling.
In contrast, when population activity primarily reflects external commands (as for the muscles or a
population of sensory neurons) high tangling is both benign and, with enough observations, likely.
For example, co-contraction of the biceps and triceps at one moment might need to be quickly
followed by biceps activation and triceps relaxation. At a later moment or during a different move-
ment, co-contraction might instead need to be followed by biceps relaxation and triceps activation.
This would constitute an instance of tangling because the same state (co-contraction) is followed
by different subsequent states. Do such moments of high tangling indeed occur for the muscles?
If so, are they mirrored or avoided in the neural responses?
13
Russo et al. [73] showed that neural activity (in recordings and network models) had less tan-
gling than the muscle activity it produced, suggesting that similar neural states with conflicting
derivatives are avoided by motor cortex. Lower tangling of motor cortex than muscle population
activity was also found in monkeys performing reaching tasks and in mice performing reaching
and walking behaviors, suggesting that untangled motor responses are preserved across tasks and
species. In contrast, somatosensory cortex and visual cortex did not display the untangling prop-
erty.
2.2.2 Noise-robust networks display low tangling
For a recurrent or feedback-driven network, it is intuitive that high tangling must be avoided.
If the flow-field has some degree of smoothness, nearby states cannot be associated with very
different derivatives. Thus, moments of high tangling cannot be produced without relying on
disambiguating external inputs. Yet motor cortex trajectories avoided even moderate tangling. This
is not strictly necessary even in the idealized case of a fully autonomous dynamical system. For
example, some recurrent networks did show moderate tangling, yet still functioned [73]. Might the
very low empirical tangling confer some computational advantage? Formal considerations support
that possibility: even moderate tangling implies potential dynamical instabilities (Supp Note of
[73]).
To explore potential advantages of low tangling, we considered neural networks trained to gen-
erate a simple idealized output: cos t for one muscle and sin 2t for a second muscle (Fig 2.2A,
top). The resulting output trajectory was thus a figure-eight (left sub-panel). It is not possible for
a network’s internal trajectory to follow a pure figure-eight; the center-most state is very highly
tangled. Tangling can be reduced by employing a third dimension such that the trajectory is:[
cos t; sin 2t; β sin t
]
. Even a modest value of β reduces tangling enough (middle sub-panel) that
the trajectory can be produced. As a network follows that three-dimensional trajectory, the figure-
eight trajectory can still be “read out" via projection onto two of the axes (with the third dimension































































high tangling low tangling
Figure 2.2: Low trajectory tangling aids noise robustness, and can be leveraged to predict the
motor-cortex population response. A. Illustration of how an output can be embedded in a larger
trajectory with varying degrees of tangling. Top gray traces: A hypothetical two-dimensional
output [cos t, sin 2t]. Plotted in state space, the output trajectory is a figure-eight, and contains
a highly tangled central point. Adding a third dimension (β sin t) reduces tangling. B. Noise
robustness of recurrent networks trained to follow the internal trajectory
[
cos t, sin 2t, β sin t
]
By
varying β, we trained a set networks that could all produce the same output, but had varying
degrees of trajectory tangling. Noise tolerance (mean and SEM across initializations) is plotted
versus network tangling for each value of β. C. Similarity of the predicted and empirical motor-
cortex population responses (monkey D). Blue trace: prediction yielded by optimizing the cost
function in Eqn. 2. Cyan dot indicates similarity at initialization; i.e., the similarity of empirical
neural and muscle trajectories. This also provides a lower benchmark (orange dashed line). Gray
traces: Same as blue trace but initialized with Gaussian noise added during initialization. Multiple
initializations were yielded a family of predictions. Black dashed line shows upper benchmark
as described in the text, with a 95% confidence interval computed across random divisions of the
population. D. Same but for monkey C. E. Projection of a representative predicted population
response onto the top two PCs. Prediction based on EMG for monkey D. Green / red traces show
trajectories for three cycles of forward / backward cycling. F. Same but for monkey C. See also
Fig 2.3 and 2.4.
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gling (right sub-panel)? We examined noise tolerance across networks whose internal trajectories
were
[
cos t; sin 2t; β sin t
]
with different values of β. This necessitated the unusual step of training
networks not only to produce a desired output, but also to follow a specified internal trajectory (see
Section 2.4.1).
Networks with high trajectory tangling failed to produce the figure-eight output trajectory in
the presence of even small amounts of noise (Fig 2.2B). Networks with low trajectory tangling
were much more noise robust. We performed a similar analysis with trajectories that encoded the
empirical muscle trajectories, but with varying degrees of tangling (found using the optimization
approach in the next section). Again, low tangling provided noise robustness (Fig. 2.3). This
was true both for networks that generated a single internal trajectory, and networks that generated
different “forward" and “backward" trajectories based on inputs. Intuitively, when tangling is low
it is less likely that noise will perturb the network onto a nearby but inappropriate part of the
trajectory. More formally, low tangling aids local stability (Supp Fig 1; Supp Note of [73]). While
the example in Fig 2.2A,B is intentionally simplified, it illustrates a feature that may help interpret
the empirical neural trajectories. Note that β = 1 yields a weakly-tangled trajectory that encodes
the desired figure-eight output in one projection and is a circle in another projection (Fig 2.2A, right
sub-panel). Although we created this shape via construction, it is a natural shape to introduce: a
circle is the least-tangled rhythmic trajectory.
2.2.3 Hypothesis-based prediction of neural responses
The results above suggest a hypothesis: motor cortex may embed outgoing commands (which,
if muscle-like, would be quite tangled) in a larger trajectory such that the full orbit is minimally
tangled. Inspired by optimizations that successfully predicted V1 responses [66], we employed
an optimization approach to predict the dominant patterns of motor cortex activity. Optimization






























Monkey D Monkey C













Figure 2.3: Relationship between low tangling and noise robustness in networks trained to follow
specified internal trajectories. These trajectories encoded muscle activity with varying degrees
of tangling. A. Schematic of network architecture and internal trajectory for networks trained to
produce trajectories corresponding to forward cycling only. Networks (50 fully connected units)
were trained to produce ten-dimensional target trajectories that encode muscle activity with varying
degrees of trajectory tangling. To create target trajectories, we used an optimization that was the
same as that described in the main text (and that produced the data in Figure 7C-F) but was applied
to a single cycle of muscle data for forward cycling only. Optimization was repeated 10 times with
smooth noise added during initialization to produce a family of solutions. As optimization ran, we
kept the solution for different iterations: 0, 1, 2, 3, 4, 5, 10 ,100, and the final iteration. This yielded
90 trajectories: one for each optimization and iteration. These trajectories were all ten-dimensional
and had a wide variety of tangling values. For each such trajectory, 20 networks (each with a
different set of initial weights) were trained to autonomously and repeatedly follow that trajectory.
As for Figure 7B, networks were not trained to produce the trajectory as an output but rather to
internally follow that trajectory. B, C. Analysis of the noise robustness of the networks described
in A. Noise tolerance was assessed by training networks in the presence of different levels of
additive Gaussian noise. Noise tolerance was defined as the maximum noise level at which the
network still followed the target trajectory. Each black circle plots the mean noise tolerance across
many networks whose tangling fell within a given bin. Standard errors are within the symbol
size. D. Schematic for networks trained to produce trajectories corresponding to either forward
or backward cycling depending on an input. The input was two-dimensional. The command to
produce forward / backward cycling involved one dimension being high and the other low. Each
input dimension was connected to all network units with random weights. All other details are as
in A. E, F. Same as B,C, but for the networks described in D.
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where each column of the matrix Z describes the muscle population response for one time and
condition. The first term of the cost function ensures that neural activity “encodes" muscle activity;
Z X+X is the optimal linear reconstruction of Z from X (+ indicates the pseudo-inverse; | | · | |F
indicates the Frobenius norm). This formulation should not be taken to imply that the true neural-
to-muscle mapping is linear, merely that the predicted neural activity should yield a reasonable
linear readout of muscle activity, consistent with empirical findings [90, 91, 92]. The second term
of the cost function encourages low trajectory tangling. The predicted neural population response
thus balances optimal encoding of muscle activity with minimal tangling.
We applied optimization using muscle data that included three middle cycles of forward cycling
and three middle cycles of backward cycling. Thus, we are attempting to simultaneously predict
two “steady state" neural trajectories. We used canonical correlation to assess the similarity be-
tween predicted and actual neural responses. Canonical correlation finds linear transformations
of two datasets such that they are maximally correlated. We employed a variant of canonical
correlation that enforces orthonormal matrix transformations. Unity similarity thus indicates two
datasets are the same but for a rotation, isotropic scaling, or offset. We initialized optimization with
X̂init = Z , corresponding to the baseline hypothesis that neural activity is a “pure" code for muscle
activity. This resulted in a reasonably high initial similarity (Fig 2.2C-D, cyan dot) because muscle
activity shares many basic features with neural activity (e.g., the same fundamental frequency).
During optimization, we insisted that the predicted neural population response, X̂ , have the
same dimensionality as the muscle population response, Z (both were ten-dimensional). Matching
dimensionality is a conservative choice that aids interpretation. Because optimization cannot add
dimensions, some muscle-like features must be lost in order to gain features that reduce tangling.
Similarity will therefore increase only if the features gained during optimization are more realistic
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/ prominent than the features that are lost. Similarity between predicted and empirical populations
increased with optimization (Fig 2.2C-D blue), reaching a similarity roughly halfway between
the “pure muscle encoding" hypothesis and perfect similarity. To provide a rough benchmark of
good similarity, we computed the average similarity between two random halves of the empirical
neural population (black dashed trace with 95% confidence intervals). Similarity approached this
benchmark for both monkeys. To test the consistency of this result we repeated optimization, each
time initializing with the empirical patterns of muscle activity plus temporally smooth noise in
each of the ten dimensions. Similarity to the data always increased (gray traces). This analysis
also revealed that the addition of random structure decreased initial similarity (gray traces start
below the blue trace). This underscores that increasing similarity requires the addition of structure
matching that in the neural data, rather than any arbitrary structure.
Each initialization resulted in a slightly different solution (the optimized X̂). We were thus
able to ask which solutions were common and whether the nature of those solutions explains the
increased similarity with the empirical data. For all 200 solutions (100 per monkey), optimization
produced near-circular trajectories. When comparing between forward and backward, two classes
of solution emerged. The less common (31/100 for monkey D and 13/100 for monkey C) involved
dominant circular trajectories in planes that were nearly orthogonal (first principal angle > 85◦)
for forward and backward. The most common (69/100 and 87/100 for monkey D and C) involved
at least some overlap between these planes. In such cases, trajectories were almost always co-
rotational (67/69 and 85/87 for monkey D and C) in the top two PCs. Two typical solutions are
shown in Figure 2.2E,F. Co-rotations dominate because, when two trajectories exist in a common
subspace, tangling is lowest if they co-rotate (if they exist in orthogonal planes, co-rotation versus
counter-rotation is not defined). Similar structure was seen for the empirical data: the planes that
best captured neural trajectories during forward and backward cycling overlapped (principal angles
were 72◦ and 61◦ for monkey D, and 73◦ and 40◦ for monkey C) and showed co-rotation in the top
two PCs. Thus, the hypothesis embodied in Equation 2.2 not only increased quantitative similarity,
it also reproduced the dominant features of the neural data: nearly circular trajectories that exist in
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distinct but overlapping planes, and that co-rotate in the projection capturing the most variance.
2.2.4 Alternative predictions
We performed a variety of optimizations corresponding to cost functions embodying other
hypotheses (Fig 2.4). Optimizations that sought to reduce the norm of activity or to increase
sparseness (standard forms of regularization) led to decreases in similarity. Optimizing for local
smoothness (one aspect of low tangling) increased similarity but not as much as optimizing for low
tangling itself. Thus, similarity increased only when optimization reduced tangling, and increased
most when low tangling was directly optimized.
However, low tangling per se was not necessarily sufficient to increase similarity. We created
simulated populations where the response of each unit was either the response of a muscle or the
derivative of that response. This reflects the hypothesis that neurons might represent both muscle
activity and the change in muscle activity [93]. By construction, these simulated populations had
fairly low tangling [73]. Yet, they did not particularly resemble the neural population. Quanti-
tatively, similarity increased modestly for monkey D (roughly half as much as when optimizing
for low tangling directly) and decreased for monkey C. The dominant signals in these simulated
populations also did not show the same dominant circular structure seen in the neural data [73].
The mismatch can be understood by noting that differentiation increases the prevalence of high-
frequency features. This does not lead to a match with the dominant circular structure at the
fundamental frequency in the empirical data. In summary, optimizing directly for low tangling in-
troduced features that were both particularly effective in reducing tangling and matched features in
the data. Reducing tangling in a more “incidental" fashion did not produce these realistic features.
2.2.5 Signals introduced by optimization yield incidental correlations
The optimization based on Equation 2.2 added structure that reduced tangling. That structure is
unconnected to kinematics or other task parameters; optimization was blind to all such parameters.

























Figure 2.4: Elaboration of analyses in Figure 2.2C,D A, B. Same as Figure 2.2C,D but using ad-
ditional cost functions. These cost functions are described below, and formalized subsequently.
Each cost function embodies a hypothesis regarding the relationship between neural and muscle
activity. The similarity metric thus indicates how well that hypothesis predicts the data. Blue
traces (reproduced from Figure 2.2) show similarity between empirical and predicted population
responses when prediction employed the cost function in Equation 2.2. That cost function included
linear-decode error and trajectory tangling. Optimization thus embodies the hypothesis that neu-
ral activity seeks to encode muscle activity fairly directly while maintaining low tangling. Purple
traces: predictions yielded by minimizing non-linear decode error and the L2-norm of population
activity. Optimization thus embodies the hypothesis that neural activity may wish to be as modest
as possible while still allowing muscle activity to be decoded. Each muscle was allowed its own
non-linearity, the parameters of which were optimized. This potentially allowed neural activity to
be lower-dimensional and/or simpler than muscle activity, with different patterns of activity across
muscles accounted for via different non-linearities. In principle, this might have explained why the
dominant neural signals are ‘simpler’ and different from the dominant muscle signals. In fact, simi-
larity between the empirical and predicted populations typically declined. (There were many local
minima so the algorithm was run from many different initializations.) Gray traces: predictions
yielded by minimizing both non-linear decode error and trajectory tangling. This cost function
embodies the same hypothesis as in Equation 2.2, but allows each muscle’s activity to be decoded
nonlinearly as above. Across multiple initializations, similarity occasionally increased, especially
when compared to the purple traces. However, similarity did not increase to the same degree as for
the simpler cost function in Equation 2.2. This might mean that the ‘true’ readout is already close
to linear (such that the constraint of linearity is beneficial). More likely, the space of non-linear
readouts is sufficiently large that we did not find an instance where the non-linear model improved
upon the linear approximation. Red trace: prediction yielded by minimizing linear-decode error
and trajectory curvature within each condition. Trajectory curvature is effectively a local measure
of tangling. Similarity increased, but not as much as if tangling was minimized directly. Not
shown: prediction yielded by minimizing linear-decode error and sparseness. Similarity declined
dramatically and immediately, with traces falling off the bottom of the plot.
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degree than would a pure code for muscle activity. We used linear regression to decode a set of
kinematic parameters (horizontal and vertical position and velocity) from the activity of the muscle
population. Fits were reasonable (R2=0.86 and 0.88 for monkey D and C) but improved (R2=0.97
and 0.94) when we instead decoded kinematics from the predicted neural population response. This
performance was nearly identical to that observed when decoding kinematics from the empirical
neural population (R2=0.98 and 0.93). The ability to decode horizontal and vertical velocity might
initially seem surprising: the dominant signals in the neural data co-rotated in the top two PCs –
inconsistent with a velocity representation. However, the presence of more than two dimensions
with sinusoidal structure ensured that velocity could be read out reasonably accurately. Despite
these excellent decodes, generalization performance was poor: generalization R2 was near-zero
(or even negative) when fitting kinematics for one direction and predicting for the other. This
was true whether decoding was based on the predicted or empirical neural response. While poor
generalization does not exclude the possibility that the empirical population encodes kinematic
signals, we saw no direct evidence for this hypothesis. As noted above, we also rarely observed
neurons whose firing rates resembled kinematic parameters.
2.2.6 Muscle-like signals are embedded in trajectories with low tangling
The optimization results lead to the hypothesis that the dominant population-level signals in
motor cortex function to yield low tangling, and that muscle-like signals may be encoded by rel-
atively modest ‘ripples’ in dimensions that point off the plane of dominant circular structure. A
rough analogy would be a phonograph, where the direction that encodes a temporally complex
output is orthogonal to the dominant motion of the record. Can such structure be viewed directly
in the empirical data? We projected the neural population response onto triplets of dimensions (Fig
2.5). The first and second dimensions were always the first two PCs. The third was based on the
readout direction of a particular muscle, defined by the set of weights found via linear regression
(arrow in Fig 2.5A plots the readout direction for the trapezius). The third dimension was then
the vector that was orthogonal to the first two PCs, and allowed the three dimensions to span the
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readout direction.
Consider first a triplet of dimensions that span the trapezius readout direction (Fig 2.5A). Tra-
jectories trace out circular paths in the top PCs. Ripples in a third dimension yield the fine temporal
structure that matches trapezius activity Fig 2.5B). The overall trajectory thus has the joint prop-
erties of encoding trapezius activity while exhibiting low tangling. Similar structure was observed
for other muscles (Fig 2.5C,E).
The dimensions that encode muscle activity captured only modest variance. In the examples
in Figure 2.5, each muscle-readout dimension captured 10% as much variance as each of the top
two PCs. The vertical dimensions in 2.5A,C,E are thus shown on an expanded scale for visualiza-
tion. Similar structure was present for the network models and also for the predicted population
responses in Figure 2.2E,F: the activity of each “encoded" muscle constituted a set of ripples upon
dominant circular structure that yielded low tangling.
In addition to the dimensions from which muscle-like signals can be read out, there exist other
dimensions (not visible in Figure 2.5) that provide separation between neural trajectories during
forward and backward cycling. Low tangling may require such separation, else forward and back-
ward trajectories would have to encode very different patterns of muscle activity despite following
similar paths. Indeed, forward and backward neural trajectories were on average much better sep-
arated than the corresponding muscle trajectories. This difference in separation was large but not
as profound as the difference in tangling. Thus, low neural-trajectory tangling (relative to muscle-
trajectory tangling) results from a variety of factors: more circular trajectories, increased separation
between forward and backward trajectories, and greater alignment of flow-fields (e.g., co-rotation
in the dominant dimensions).
2.3 Supplementary motor area exhibits a minimally divergent geometry
Here, we consider the hypothesis that supplementary motor area (SMA) guides movement by
tracking contextual factors, and derive a prediction regarding population trajectory geometry. We
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Figure 2.5: Muscle-like signals coexist with signals that contribute to low tangling. Data are for
monkey D. A. Three-dimensional subspace capturing trajectories that encode trapezius activity;
i.e., can be linearly read out to approximate trapezius activity. Blue arrow indicates the readout
direction, defined by the weights identified via linear regression. Axes correspond to the first two
PCs and a third dimension that ensures the space spans the readout direction. Trajectories are
shown for four conditions: forward (green) and backward (red) seven-cycle movements, starting
at the top and bottom (lighter and darker traces). Lighter ‘shadow’ traces at bottom show the
projection onto just the first two PCs (perspective has been added). B. Projections, for the four
conditions plotted in A, onto the readout direction. Thin black trace plots the true activity of the
trapezius. Axis spans the time of movement. C,D. Same as A,B but for the medial biceps. Only
the third (vertical) axis is different. E,F. Same but for the medial triceps.
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time and conditions, such that it is never the case that two trajectories follow the same path and
then separate. Low trajectory divergence is essential to ensure that neural activity can distinguish
situations with different future motor outputs, even if current motor output is similar. We hypoth-
esize that the need to avoid divergence strongly influences the shape of the population trajectory,
and thus the response features observed within a particular task.
2.3.1 Trajectory divergence
Trajectories displayed by context-tracking networks reflect specific solutions to a general prob-
lem: ensuring that two trajectory segments never trace the same path and then diverge. Avoiding
such divergence is critical when network activity must distinguish between situations that have the
same present motor output but different future outputs. Rather than assessing the specific paths
of individual-network solutions, we developed a general metric of trajectory divergence. We note
that trajectory divergence differs from trajectory tangling [73], which was very low in both SMA
and M1 (Figure S5 of [74]). Trajectory tangling assesses whether trajectories are consistent with
a locally smooth flow-field. Trajectory divergence assesses whether similar paths eventually sepa-
rate, smoothly or otherwise. A trajectory can have low tangling but high divergence, or vice versa
(Figure 2.7).
To construct a metric of trajectory divergence, we consider times t and t′, associated population
states xt and xt ′, and future population states xt+∆ and xt ′+∆. We consider all possible pairings of
t and t′ across both times and cycling distances. Thus, t and t′ might occur during different cycles




becomes large if xt+∆ differs from xt ′+∆ despite xt and xt ′ being similar. The constant α is small
and proportional to the variance of x, and prevents hyperbolic growth.
Given that the difference between two random states is typically sizeable, the above ratio will
be small for most values of t′. As we are interested in whether the ratio ever becomes large, we
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take the maximum, and define divergence for time t as:
D(t) = max
t ′,∆
|xt+∆ − xt ′+∆ |2
|xt − xt ′ |2 + α
(2.3)
We consider only positive values of ∆. Thus, D(t) becomes large if similar trajectories diverge but
not if dissimilar trajectories converge. Divergence was assessed using a twelve-dimensional neural
state. Results were similar for all reasonable choices of dimensionality.
D(t) differentiated between context-tracking and context-naive networks. To compare, we con-
sidered pairs of networks, one context-tracking and one context-naïve. For each time, we plotted
D(t) for the context-tracking network versus that for the context-naive network. Trajectory diver-
gence was consistently lower for context-tracking networks (Figure 6C of [74], p<0.0001, rank
sum test). This was further confirmed by considering the difference in D(t) for every time and all
network pairs (Figure 6D of [74]). Both context-tracking and context-naïve trajectories contained
many moments when divergence was low, resulting in a narrow peak near zero. However, context-
naive trajectories (but not context-tracking trajectories) also contained moments when divergence
was high, yielding a large set of negative differences.
2.3.2 Computational implications of trajectory divergence
We considered trajectory divergence because of its expected computational implications. A
network with a high-divergence trajectory can accurately and robustly generate its output on short
timescales. Yet unless guided by external inputs at key moments, such a network may be suscepti-
ble to errors on longer timescales. For example, if a trajectory approximately repeats, a likely error
would be the generation of extra cycles or the inappropriate skipping of a cycle.
To test whether these intuitions are accurate, we performed additional simulations. We em-
ployed an atypical training approach that enforced an internal network trajectory [73], as opposed
to the usual approach of training a target output. We trained networks to precisely follow the em-
pirical M1 trajectory, recorded during a four-cycle movement, without any input indicating when
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to stop (Figure 2.6A). To ensure that solutions were not overly delicate, networks were trained
in the presence of additive noise. Using data from each monkey, we trained forty networks: ten
for each of the four four-cycle conditions. Networks were able to reproduce the cyclic portion of
the M1 trajectory. However, without the benefit of a stopping pulse, these networks failed to con-
sistently complete the trajectory. For example, networks sometimes erroneously produced extra
cycles (Figure 2.6B) or skipped cycles and stopped early (Figure 2.6C).
We also trained networks to follow the empirical SMA trajectories. Those trajectories con-
tained both a rhythmic component and lower-frequency ‘ramping’ signals (Figure 2.6D) related to
the translation visible in Figure 4C,D. In contrast to the high-divergence M1 trajectories, which
were never consistently followed for the full trajectory, the majority of network initializations re-
sulted in good solutions where the low-divergence SMA trajectory was successfully followed from
beginning to end. Thus, in the absence of a stopping pulse, the empirical SMA trajectories could
be reliably produced and terminated in a way that the M1 trajectories could not.
2.3.3 Discussion
A variety of studies argue that SMA contributes to the guidance of action based on internal,
abstract, or contextual factors [94, 95, 96, 97, 98, 99, 100, 101, 102, 103, 104, 105, 106]. We trans-
lated this hypothesis into a prediction regarding the geometry of population activity, and tested it
in a novel task. As predicted, trajectory divergence was low in SMA, and provided a cohesive
explanation for diverse response features. Slowly ramping firing-rates are, at the surface level,
a very different feature from changes in the occupied subspace. Yet both contribute to low di-
vergence. Other features (which we did not attempt to isolate) maintained low divergence across
cycling directions and starting positions. This raises a broader point: the features that subserve low
divergence will almost certainly be task and situation specific. For example, during sequences of
reaches, SMA neurons exhibit burst-like responses with various forms of selectivity. Such selec-
tivity presumably produces low divergence, although this remains to be explicitly tested. Thus, a











0 2.5 0 2.5
time (seconds)













Figure 2.6: A. Illustration of trajectory-constrained neural networks. Networks were trained to
autonomously follow a target trajectory defined by the top six PCs of the empirical population
trajectory during a four-cycle movement, including stopping at the end. Dashed lines show the
target trajectory for three PCs for one example: monkey D, M1, cycling backward starting at the
bottom. The activity of every neuron in the network was trained to follow a random combination of
the projection onto the top six PCs. This ensured that the simulated population trajectory matched
the empirical trajectory. B, C. Two example network trajectories (black lines) constrained to follow
M1 target trajectory (dashed gray lines) during a 4-cycle condition. These networks were less noise
robust than those following the SMA target trajectory and tended to produce too many cycles (B)
or abort early (C). D. An example network trajectory (blue lines) constrained to follow SMA target
trajectory (dashed gray lines). E. Trajectory completion robustness of networks constrained to
follow either the M1 (gray) or SMA (blue) population trajectories during the 4-cycle conditions
(monkey C). 10 networks were trained for each of the four 4-cycle conditions (all combinations
of starting position and pedaling direction) for each region. Dots correspond the mean of each
distribution and rightward-going hash corresponds to the 90th percentiles. F. Same for monkey D.
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inant response features seen in M1 (transient responses when reaching, rhythmic activity during
cycling, and so forth) combined with additional response features that ensure low divergence. It
is common for studies to focus on specific features that relate to how a network might perform
a particular task or computation [82, 107, 108, 89, 109, 99, 110]. This will remain an essential
strategy. A complementary strategy is to quantify general properties likely to be preserved across
a class of computations. Our divergence metric was designed with this goal in mind. We recently
considered a different geometric property, trajectory tangling [73], which is necessary for a net-
work to robustly generate an output via internal dynamics. Low trajectory tangling was observed
in M1 across a range of tasks, in both monkeys and mice. As another example, studies of the visual
system have employed linear separability (a different definition of "untangled") to assess whether
population geometry is consistent with a class of computation having been performed [111, 112].
The advantages of this approach come with a limitation: geometry may strongly suggest a class of
computations, yet do little to delineate the specific computation. For example, low trajectory diver-
gence in SMA is consistent with internal tracking of context, but does not specify the input-output
relationship the network is trying to accomplish. Indeed, we observed low-divergence trajectories
regardless of whether context-tracking networks received a ramping input or internally generated
their own ramp. Similarly, it remains unclear what signals SMA conveys to downstream areas.
Possibilities include start/stop signals, a ‘keep moving’ signal that remains high during movement,
or a rhythmic signal that entrains downstream pattern generation [113]. Deciphering the com-
putation used to perform a particular task will typically require consideration of a level of detail
below that captured by measures of population geometry. A goal of assessing population geom-
etry is to find properties that generalize across situations. At the same time, exceptions may be
informative. For example, during grasping, trajectory tangling becomes high in M1, suggesting
a shift in the balance of input-driven versus internally driven activity [114]. We expect that, in
SMA, there will be situations where divergence becomes revealingly high. For example, there are
presumably limits on the timescales across which SMA can track context, which may be revealed
in the timescales over which divergence stays low. Trajectory divergence is also likely to become
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high when action is guided by sudden, unpredictable cues. Given the benefits of low divergence,
why employ separate areas – SMA and M1 – with low and high trajectory divergence? Why not
unify context tracking and pattern generation? Allowing high divergence in M1 may be useful
for two reasons. First, dispensing with divergence-avoiding signals frees dynamic range for other
computations, such as generating fine-grained aspects of the outgoing motor command. Second,
low divergence may interfere with adaptation; learning on one cycle would have no clear way of
transferring to other cycles if they involve very different neural states [115]. The concepts in the
present study are informed by our field’s understanding of how recurrent networks perform com-
putations [109, 86, 99, 73, 116]. Because recurrent-network-based computations are commonly
described via flow-fields governing a neural state [117, 58], this perspective has been termed a "dy-
namical systems view" [83]. This view intersects with ideas regarding how dynamical systems can
perform computations [118] or describe behavior [119]. It has been argued that dynamics-based
explanations should supplant ‘representational’ explanations [118]. This view is extreme – dynam-
ical systems may involve representations [120] – yet it is true that purely representational thinking
can be limiting. For example, the question of whether M1 is more concerned with "muscles ver-
sus movements" is poorly addressed by inquiring whether neural activity is a function of muscle
activity versus movement kinematics[121, 73, 122]. M1 activity is dominated by signals that are
neither muscle-like nor kinematic-like, but are readily understood as necessary for low trajectory
tangling and thus for noise-robust dynamics [73]. Correspondingly, we found multiple properties
of the SMA population response that can be understood as aiding low trajectory divergence. It
is tempting to apply representational interpretations to some of those properties. For example,
there is a dimension in which activity is ramp-like during cycling, which might be thought of as
a representation of ‘time’, ‘distance’, or ‘progress within the overall movement’. While it is con-
ceivable that this dimension might consistently represent these things during other tasks, there is
presently no evidence for this. Furthermore, low divergence is aided by additional features that
lack a straightforward representational interpretation, such as the occupancy of different subspaces








Figure 2.7: Illustration of trajectories that would yield low or high trajectory divergence and tra-
jectory tangling. Pairs of lines (black and gray) indicate trajectories that might correspond to two
different conditions while circular tan-black lines indicate trajectories that might correspond to a
single condition over time. Trajectories that have high tangling (upper two quadrants) may have
sharp turns and crossing points. Trajectories that have high divergence (right two quadrants) are
similar at some point in time but later separate. Divergence will remain low (left two quadrants)
if trajectories start dissimilar and converge (e.g. trajectories in the right column), start similar and
stay similar (e.g. black circular trajectory in the bottom left quadrant), or maintain dissimilarity
over time (e.g. helical trajectory at the bottom left corner).
disjoint response features, in a way that a purely representational perspective does not.
2.4 Methods
2.4.1 Trajectory-constrained Neural Networks
To examine how tangling relates to noise-robustness (Figure 2.7B) we trained RNNs to follow
a set of target internal trajectories. This involved the unconventional approach of employing both a
target output, ytarg, and a target internal network trajectory, starg. Networks consisted of 100 units.
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Network dynamics were governed by




−v(t) + A f (v(t)) + w(t)
)
(2.4)
y(t) = C f (v(t)) (2.5)
where f := tanh and w ∼ N (0, σw I) adds noise. v can be thought of as the membrane voltage and
f (v(t)) as the firing rate. A f (v(t)) is then the network input to each unit: the firing rates weighted
by the connection strengths. C f (v(t)) is a linear readout of firing rates.
During training, A was adjusted using recursive least squares [62] so that A f (v(t) ≈ starg.
Training thus insured that the synaptic inputs to each unit closely followed the pre-determined
trajectory defined by starg. Firing rates therefore also followed a pre-determined trajectory. C was
adjusted so that y ≈ ytarg. Training was deemed successful if the R2 between y and ytarg was > 0.9.
Noise tolerance was assessed as the largest value of σw for which the network could be trained
to accurately produce the target output for five consecutive cycles (R2>0.9 between y and ytarg,
averaged across 100 iterations) despite the constraint of following the target internal trajectory,
starg.
We set ytarg = [cos t, sin 2t]. To construct starg, we began with an idealized low-dimensional
target, s′(t)targ =
[
cos t, sin 2t, β sin t
]
. To give each unit a target, we set starg = Gs′targ where G is a
random matrix of size 100×3 with entries drawn independently from a uniform distribution from -1
to 1. Noise tolerance was tested for a range of values of β. That range produced target trajectories
that varied greatly in their tangling, allowing us to examine how tangling related to noise tolerance.
Noise tolerance was the largest magnitude of state noise for which the network still produced the
desired output. For each target trajectory, and each of the 20 random initializations of A, C, and G,
we doubled σw starting at 0.005 until we found the noise tolerance. We then computed the average
(and SEM) noise tolerance across the 20 parameter initializations.
For the analyses in Figure 2.6, target trajectories were derived from neural recordings (M1,
and SMA) during the four-cycle movements for each of the four condition types (forward-bottom-
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start, forward-top-start, backward-bottom-start, backward-top-start). Target trajectories spanned
the time period from movement onset until 250 ms after movement offset. To emphasize that
the network should complete the trajectory and remain in the final state, we extended the final
sample of the target trajectory for an additional 500 ms. To obtain target trajectories, neural data
were mean-centered and projected onto the top six PCs (computed for that condition). Each target
trajectory was normalized by its greatest norm (across times). We trained a total of 160 networks,
each with a different weight initialization. The eighty networks for each monkey included ten
each for the two cortical areas and four condition types (two starting positions by two cycling
directions).
Network dynamics were governed by equation 2.4, where f := tanh and w ∼ N (0, σ2w I) adds
noise. v can be thought of as the membrane voltage and f (v(t)) as the firing rate. A f (v(t)) is
then the vector of inputs to each unit: i.e., the firing rates weighted by the connection strengths.
Network training attempted to minimize the difference between this input vector and a target tra-
jectory: starg(t). Training focused on the vector of inputs, rather than the vector of outputs (firing
rates) purely for technical purposes. The end result is much the same as inputs and outputs are
related by a monotonic function. A was trained using recursive least squares. The target trajec-
tory was constructed as starg(t) = Gytarg(t).ytarg is the six-dimensional trajectory derived from the
physiological data. G is an N × 6 matrix of random weights, sampled fromU [−.5, .5], that maps
the global target trajectory onto a target input of each model unit. This construction ensures that
the target network trajectory is isomorphic with the physiological trajectory, with each unit having
random "tuning" for the underlying factors. The entries of A were initialized by draws from a cen-
tered normal distribution with variance 1N (where N = 50, the number of network units). Simulation
employed 4 ms time steps.
To begin a given training epoch, the initial state was set with v(0) based on starg(0) and A.
The network was simulated, applying recursive least squares (Sussillo and Abbott, 2009) with
parameter α = 1 to modify A as time unfolds. After 1000 training epochs, stability was assessed
by simulating the network 100 times, and computing the mean squared difference between the
33
actual and target trajectory. That error was normalized by the variance of the target trajectory,
yielding an R2 value. An average (across the 100 simulated trials) R2 < 0.9 was considered a
failure.
Because the empirical population trajectories never perfectly repeated, it was trivially true that
networks could follow the full trajectory, for both M1 and SMA, in the complete absence of noise
(i.e., for σw=0). For the larger value of σw used for our primary analysis, all networks failed
to follow the M1 trajectories while most networks successfully followed the SMA trajectories
(although there were still some network initializations that never resulted in good solutions). It is
of course unclear what value of σw is physiologically relevant. We therefore also performed an
analysis where we swept the value of σw until failure. The level of noise that was tolerated was
much greater when networks followed the SMA trajectories. Indeed, some M1 trajectories (for
particular conditions) could never be consistently followed even at the lowest noise level tested.
To visualize network activity (Figure 2.6B-D) we "decoded" the network population. To do
so, we reconstructed the first three dimensions of the trajectory (which should match the first three
dimensions of the target trajectory) by pseudo-inverting G.
2.4.2 Predicting neural population activity
The optimization described by Equation 2.2 was performed using the Theano Python module.
Optimization was initialized either with X̂init = Z , or with X̂init = Z + noise where the noise was
smooth with time but independent for each dimension. Both X̂ and Z were 10 × T ; they contained
the projection onto the top ten PCs. T is the total number of timepoints across the conditions being
considered. Specifically, we predicted neural activity for three middle cycles of forward cycling
and three middle cycles of backward cycling (both taken from seven-cycle movements). Because
dimensionality is equal for X̂ and Z , the ability to decode Z from X̂ will suffer as optimization
modifies X̂ . However, because some dimensions of Z contain more variance than others, X̂ can
gain considerable new structure while compromising the decode only modestly. This tradeoff can
be determined by the choice of λ. However, for scientific reasons, we employed a modified ap-
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proach to better control that tradeoff. We wished to ensure that the predictions made by different
cost functions all encoded muscle activity equally well. This aids interpretation when comparing
the results of the optimization in Figure 2.7C,D with optimizations using different cost functions
in Figure 2.S7. By matching encoding accuracy, any differences in similarity must be due to other
structure that differs due to the cost function being optimized. Thus, instead of minimizing the
first term of Equation 2.2 (which attempts to create a perfect decode) we minimized the squared
difference between the decode R2 and 0.95. We only considered optimizations that achieved this
with a tolerance of 0.01. This approach insures that muscle encoding is equally good for the pre-
dicted populations responses yielded by different cost functions. Optimizations employed gradient
descent using an inexact line search for the Wolfe conditions c1=0.05 and c2=0.1. As a technical
point, the derivative used to compute Q(tend) was based on the assumption that the three-cycle
pattern would repeat.
2.4.2.1 Cost functions





λk f k (X, Z ) (2.6)
where f k is some function of the input data and λk are scaling coefficients used to ensure that one
term of the cost function did not dominate at the expense of the others. The arguments of f k () are
the optimization variable, X and the empirical muscle activity, Z . All cost functions examined in
Supplementary Figure 7 are described below in terms of different definitions of f k ().
Muscle encoding and low tangling (same as Equation 2.2)
f1(X, Z ) = fdecode(X, Z ) = | |Z − Z X+X | |2F (2.7)




Nonlinear mapping with L-2 minimization
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f1(X, Z̄ ) = fdecode-nonlin(X, Z̄ ) = | | Z̄ − Ẑ | |2F (2.9)
Z̄ containsindividual muscle activity. Here we consider the activity of all muscles individually
(rather than the top ten PCs as above) because this matters in the non-linear case. The hypothesis
being considered is that motor cortex may use a simplified set of muscle "synergies" that becomes,
via a set of non-linear transformations, the activity of each muscle. Z = α + tanh(βX + γ) with
the parameters α, β, and γ optimized to minimize fdecode-nonlin(X, Z̄ ).
f2(X ) = fnorm(X ) = | |X | |2F (2.10)
where F denotes the Frobenius norm.
Nonlinear mapping with tangling minimization:
f1(X, Z̄ ) = fdecode-nonlin(X, Z̄ ) (2.11)
f2(X ) = f tangling(X ) (2.12)
where fdecode-nonlin and f tangling are as described above.
Low curvature:
f1(X, Z ) = fdecode(X, Z ) (2.13)
f2(X ) = fcurvature(X ) =
∑
t






| |ẋt | |
(2.15)
and st is the normalized “speed" of the neural trajectory,
st =
| |ẋt | |∑
t ′ | |ẋt ′ | |
. (2.16)
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As a technical point, we wished to ensure that the predictions made by different cost functions
all encoded muscle activity equally well. By matching the accuracy of muscle encoding, any dif-
ferences in similarity must be due to other structure introduced during optimization. We therefore
modified fdecode(X, Z ) and fdecode-nonlin(X, Z̄ ) so that they were minimized when decode accuracy
had an R2 of 0.95, rather than 1.0. We only considered optimizations that achieved this with a
tolerance of 0.01.
2.4.3 Similarity between empirical and predicted data
We assessed similarity using a modified version of canonical correlation [123]. This method
finds a pair of orthogonal transformations, one for each dataset, that maximizes the correlation
between the transformed datasets. Specifically, for mean-centered datasets Xa ∈ RK×T and Xb ∈
RK×T , similarity is:
S(Xa, Xb) = argmax
Ma,Mb
tr (M>a Xa X
>
b Mb)√




Subject to the constraint that Ma and Mb are orthonormal matrices. Similarity will thus be unity
if two datasets are the same but for an orthonormal transformation. Note also that an overall
shift of one dataset relative to the other does not impact similarity because the data are mean-
centered before computing similarity. Due to the normalization in the denominator of the above
cost function, similarity is also not impacted by an isotropic scaling of one dataset relative to the
other.
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Chapter 3: Approximating exponential family models (not single
distributions) with a two-network architecture
In the remainder of this dissertation, we turn our focus to the development and application of
deep generative modeling techniques for theoretical neuroscience. Oftentimes, we seek a Bayesian
posterior given some choices of likelihood and prior, which make the posterior analytically un-
available. Variational inference, an optimization technique for fitting posteriors, is generally used
to approximate singular posterior distributions for a chosen dataset. However, we may want to run
the same approximate posterior inference program repeatedly (for the same likelihood and prior)
for many similar datasets. Here, we introduce an algorithm to train two-network architectures to
approximate exponential family models (not just single distributions).
The natural parameter of the exponential family model is input to the first neural network,
which determines the weights and biases of the normalizing flow. The normalizing flow is used
to approximate the exponential family distribution indexed by the chosen natural parameter. By
applying this technique to intractable exponential family posteriors, we enable look-up posterior
inference for arbitrary combinations of dataset and prior.
We demonstrate the efficiency of this technique with a log-gaussian poisson model of primary
visual cortex spike responses to drift gratings. The log-gaussian poisson model of neural spikes is
a statistical generative model, which can be used to evaluate descriptive theories of neural circuits
or support the development of mechanistic hypotheses (see types of theories in Section 1.1). By
using exponential family networks, neuroscientists can save time and computational resources
when inferring firing rates (or other parameters) in statistical generative models belonging to the
exponential family.
The remainder of this chapter was co-authored by John Cunningham [124].
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3.1 Introduction
Much recent work has focused on deep generative models, which map a latent random variable
w ∼ q0 through a member of a highly expressive function family G = {gθ : θ ∈ Θ}, the composition
resulting in an implicit probability modelM = {q(gθ (w)) : θ ∈ Θ}. Choosing G to be a parameter-
indexed family of neural networks has both a rich history [125, 126], and has recently been used to
produce exciting results for density estimation [127, 128, 71], generation of complex data [129],
variational inference [130, 33, 131], and more.
On the other hand, since these models have been chosen to be generic and flexible, they can
lack the classic stipulation that a model instantiates existing domain knowledge [132, 133, 134].
There are well known drawbacks of fitting such flexible models to finite (albeit large) data sets,
which contrast with the bias-variance benefits that come from working in a restricted model space
[135, §7.3]. Work on generalization and compressibility in deep networks suggests that this broad
class of function families are indeed quite large, perhaps problematically so [136].
When performing inference on a restricted model, it is increasingly common to deploy an im-
plicit “recognition network” model for variational inference [130], which finds a qθ∗ (z) ∈ M such
that an evidence bound is optimized with respect to the true posterior p(z |X ). However, it is widely
understood that many such true posteriors p(z |X ) are exponential families (albeit intractable, due







: η ∈ H
}
[137].
Should we be able to learn a tractable approximation to this exponential family model, we would
in the very least get the bias-variance benefits of an intelligently restricted model space, and at best
would get inference “for free” in the sense that we could evaluate approximate posteriors directly
without separate optimization for each dataset encountered (a novel form of amortized inference
[138, 130, 33, 139]). In this paper, we aim to learn a restricted model Q = {q(z; η) : η ∈ H } that
will be a strict subset ofM and will closely approximate a target exponential family P. Note the
critical difference between this aim and much of the literature that seeks to learn a density q∗θ ∈ M
(we explore this distinction in depth both algorithmically and empirically). To proceed, we specify
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a set of invertible deep generative models Q =
{
Qφ : φ ∈ Φ
}
, from which we can learn a single
model Qφ∗ . We restrict Θ, the parameter space of M, to be itself the image of a second deep
parameter network family F =
{




fφ(η) : η ∈ H
}
⊂ Θ.
We define this two-network architecture, which we term an exponential family network (EFN),
and we specify a stochastic optimization procedure over an ELBO-like variant of the typical
Kullback-Leibler divergence. We then demonstrate the ability of EFNs to approximately learn ex-
ponential families and the benefits of approximating distributions in such restricted model spaces.
Finally we demonstrate the computational savings afforded by this approach when learning the
posterior family of point-process latent intensities, given neural spike trains recorded in a neuro-
science experiment.
3.2 Exponential family networks
To define exponential family networks (EFNs), we begin with relevant context for our modeling
choice of exponential families (§2.1). We then describe the network architectural constraint and
the background we use to satisfy that constraint (§2.2). We then introduce EFN in detail, including
the optimization algorithm used for learning (§2.3). The similarities with variational inference are
then explored in depth in (§2.4).
3.2.1 Exponential families as target model P
We will focus on a fundamental problem setup in probabilistic inference, that of a latent vari-
able z ∈ Z with prior belief p0(z), and where we observe a dataset X = {x1, ..., xN } ⊂ X as
conditionally independent draws given z. Updating our belief with data produces the posterior
p(z |X ) ∝ p0(z)
∏N
i=1 p(xi |z). This setup is shown as a graphical model in Figure 1A.
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, the posterior can also be viewed as an exponential family, albeit an


















where t(·) is the sufficient statistic vector, and ν(z) is the natural parameter of the likelihood in
natural form [140]. The posterior then has the form:
















which again is an intractable exponential family.
To give a concrete example, consider the hierarchical Dirichlet – a Dirichlet prior z ∼ Dir (α)
(of dimension |Z|) with conditionally iid Dirichlet draws xi |z ∼ Dir (βz) [141, 142, 143, 144]).
Figure 1B shows the prior for a given α (top), and three examples of datasets that could arise via
this generative model (middle). A set of basic manipulations shows the hierarchical Dirichlet poste-






and sufficient statistic t(z) =
[
log(z), βz, log(B(βz))
]>. The corresponding posteriors are shown
in Figure 1B (bottom). Note importantly that, because the likelihood was chosen to be an ex-
ponential family (which is closed under sampling), this form will not change for any choice of
|Z |-dimensional hierarchical Dirichlet – any draw from the prior, any N , or any particular real-
ization of observed data X (technically the prior need not be exponential family, but we leave
it as such for simplicity). The exponential family is clearly sufficient for this property, and the
Pitman-Koopman Lemma further clarifies that it is also necessary (under reasonable conditions)
[140, §3.3.3].
The critical observation here is that, if we can approximately learn an intractable exponential
family (the model itself), then it becomes trivial to perform posterior inference. To execute poste-
rior inference, we simply construct the natural parameter η by concatenating the hyperparameters
of the prior, the summed sufficient statistics over the dataset, and the total number of samples in
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the dataset (see Equation 3.3). Following the minor amount of computation required to construct
the natural parameter η, it is fed into the parameter network of the EFN, and the posterior distribu-
tion is then produced by the density network (see next section). The goal of EFNs is to amortized
inference across the posterior family P for many choices of η, which is determined by hyperpa-
rameterization of the prior and individual datasets of varying sample count. By fitting EFN’s, we
can save computation when we need to do inference in many instances of the same posterior family
model (e.g. upon many datasets).
3.2.2 Density networks as approximating familyM
Invertible deep generative models, which we will use for our approximating model familyM,
can be defined by any base random variable w ∼ p0 mapped through any bijective, parameter-
indexed function family G = {gθ : θ ∈ Θ}, with induced density on z = gθ (w) as qθ (z). This
is a well-established idea that has recently seen many variants and applications [126, 145, 146,
128, 127, 68, 147, 71, 148]. Specifically, let z = gθ (w) = gL ◦ ... ◦ g1(w) for bijective vector-
valued functions g` (surpressing θ), and denote J`θ (z) as the Jacobian of the function g` at the layer
activation corresponding to z. Then we have:
qθ (z) = q0
(








The specific form of the layers g` can be chosen based on empirical considerations; we used planar
flow architectures [68]. For the remainder (and to avoid confusion when we introduce a second
network), we call this deep bijective neural architecture the density network; this network is shown
vertically oriented (flowing from w down to z) in Figure 1C.
This density network induces the model M = {q(gθ (w)) : θ ∈ Θ}, which previous work has
searched to find a single optimized distribution qθ∗ (such as a posterior or data generative density),
on the assumption and subsequent empirical evidence that the target exponential family member
is close to (or approximately belongs to) M. We make the same assumption for the exponential
















Figure 3.1: (A) Probabilistic graphical model. (B) Hierarchical Dirichlets: a Dirichlet prior with
conditionally iid Dirichlet draws. (top) prior p0(z), (middle) three sample conditional Dirichlet
datasets X of N = 2, 20, and 100, and (bottom) the three posteriors that themselves belong to an
exponential family P. (C) Architecture for exponential family network (EFN): density network
running top to bottom; parameter network right to left.
3.2.3 Exponential family networks as approximating model Q
Having introduced our target model P, an exponential family with natural parameters η ∈ H ,
and the density network familyM, we now seek to learn Q ≈ P, where Q ⊂ M. To do so we will
parameterize θ, the parameters of the density network, as the image of a second parameter network
family F =
{
fφ : H → Θ, φ ∈ Φ
}
. This network is shown flowing from right to left in Figure 1C.
Using a second meta-network to aid or restrict network learning has been used in a variety of
settings; a few examples include parameterizing the optimization algorithm in the “learning to
learn” setting [149], and a more closely related work that used a second network to condition on
observations for local latent variational inference [68], a connection which we explore closely in
Appendix A.
Any choice of parameter network parameters φ induces a |H |-dimensional submanifold (the
image fφ(H)) of the density network parameter space Θ, and as such defines a restricted model
Qφ =
{
q fφ (z; η) : η ∈ H
}
⊂ M; by our choice of H as the natural parameter space of the expo-
nential family target P, this model restriction is at least of the correct dimensionality. Our goal
then is to search over the implied set of models Q =
{
Qφ : φ ∈ Φ
}
to find an optimal φ∗ such that
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Qφ∗ ≈ P.
Given the connections between the exponential family and Shannon entropy, we will measure
the error between Qφ and P with Kullback-Leibler divergence. Consider for the moment a fixed
choice of natural parameter η; we seek to minimize, over φ:
D
(




log qφ (z; η) − η>t(z) + log(A(z))
)
(3.5)
which is equivalent to minimizing
Eqφ
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where again we note that θ = fφ(η), and thus for a fixed η, this objective depends only on φ.
Indeed, the target η>t(z) is linear in η (an obvious restatement of the log-linear exponential family
form), giving us some hope that we may be able to learn this model 1 .
Of course we seek to approximate not just a single target exponential family member (p(z; η)
for a fixed η), but rather the entire model P = {p(z; η) : η ∈ H }. For optimization we thus need to













qφ(z; η)p(η) | |p(z; η)p(η)
)
. (3.7)
Unbiased estimates of this objective are immediate. qφ(z; η) is sampled by computing the density
network parameters θ = fφ(η) (using the parameter network), sampling the latent w ∼ q0(w), and
running that w through the density network. p(η) is user defined and chosen such that it is trivial































1This objective can also produce approximations of the log partition (as the intercept term implied by this linear
target), which we have found to be reasonably accurate, though nuanced schemes are likely appropriate [150].
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. Successful optimization over φ should thus result in Qφ∗ ∈ M that accurately
approximates the target exponential family; that is, Q ≈ P. We call this two-network architecture
and optimization an exponential family network (EFN). What remains for empirical implementa-
tion is to make particular choices of hyperparameters, network layers, and optimization algorithm,
which we specify in §3 below.
3.2.4 Relation to variational inference
A tremendous amount of work in recent years has gone into variational inference (VI), and
its similarity to EFN warrants careful attention. In the following, we aim to carefully (and some-
what pedantically) dissect this question. As such, though EFN can address any target exponential
familiy, to bring us closest to VI let us here restrict the EFN target model P to be a family of
posterior distributions (such as for example the log-Gaussian Poisson example in Section 4.2.).
The typical role of variational inference is to infer an approximate posterior qφ(z) ≈ p(z |X ). In
this setting, the difference with EFN is stark, in so much as VI learns this single posterior approx-
imation, whereas the main goal of the EFN is to approximate the model P = pη (z |X ) : η ∈ H: to
learn the family of distributions. More recently, much focus has gone into the particular instance
of VI for local variables zi, for example
∏N
i=1 p(zi)p(xi |zi) (such as a variational autoencoder
[130]) or p(u)
∏N
i=1 p(zi |u)p(xi |zi) (latent Dirichlet allocation being a canonical example [143,
151]), the result of which is often an amortized inference/recognition network that produces a lo-
cal variational distribution qφ∗ (zi |xi). This local variational distribution is typically parameterized
explicitly: the inference network µφ(xi) induces a local parametric distribution, often a Gaussian




[130, for example]. Viewed this way, local-latent-variable VI methods
induce a model
{
qφ∗ (zi |xi) : xi ∈ X
}
for a finite dataset X . In that sense, EFN and VI are similar
‘model learning’ approaches. Even more closely, as part of a long-standing desire to add structure
to VI beyond mean-field (classically [152, 153]; more recently [154, 155], to name but a few),
in several cases an inference network has been used to parameterize a deep implicit model (in a
two-network inference architecture, to say nothing of whether or not the generative model itself is
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a deep generative model); closest to the EFN architecture is [68] (cf. Figure 2 of [68] with Figure
1C here). Thus EFN (when used for posterior families) can be seen as a close generalization of VI.
Even accepting this VI-as-a-model view, the difference between the finite dataset X and the
natural parameter space H persists when viewed at a mechanical level; well-known are the over-
fitting/generalization issues associated with a finite dataset compared with access to a distribution
p(η). Thus one goal of EFN is to allow the model Qφ∗ ≈ P to be learned in the absence of a finite
dataset, such that inference on that dataset can then be executed without concerns of overfitting
to that set (and of course without having to run a VI optimization for every new dataset; we will
demonstrate this benefit of EFN in the experiments). Perhaps more importantly, the “model” im-
plied by VI is parameterized by xi, and indeed the inference network takes xi as input. The EFN
on the other hand is considerably more general; the posterior includes the natural parameters of
the prior (Equation 3.3). This allows the EFN architecture to learn across a more general setting
that VI cannot, since any VI inference network is only parameterized by data. One final difference
made clear by Equation 3.3 is that the observations are given to the EFN in natural form (that is,
t(xi), not xi) [140]. This choice is a novel insight: by exploiting the known sufficiency of t(xi) in
the target model P, some difference in performance for VI may be observed. Accordingly, while
EFN and VI do at a high level bear multiple similarities, the differences are both material and
provoke interesting speculation about means to improve both VI and EFN.
3.3 Results
To investigate the performance of EFNs, we assess approximation fidelity on some tractable
exponential families, examine the benefits of learning in a regularized model space, and character-
ize data analysis scenarios in which training an EFN is computationally advantageous. First, we
test the ability of EFNs to approximate the target model P when this model is a known, tractable
exponential family: this choice provides a simple ground truth and calibrates us to expected per-
formance vs alternatives. Additionally, tractable exponential families allow us to measure the
relative accuracy of single distribution approximations in isolation versus indexed members of
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trained EFNs. The main advantage of learning an EFN is to make tractable a previously intractable
exponential family (at least approximately). This confers major benefits in terms of test-time: for
example, rather than optimization needing to be run for variational inference with each particu-
lar dataset realized from a model class, EFN will allow immediate lookup. This benefit is orders
of magnitude and is not instructive to view, so we show a decision boundary among neural data
analysis scenarios, in which training an EFN is computationally advantageous to approximating
several distributions through VI optimization individually. Most often, training an EFN has striking
computational advantages.
To compare model approximations by EFNs to standard methodology, we alternatively train
density networks to approximate members of the target model family. Since η will not change,
we dispose of the parameter network and train the density network directly over θ (again with a
deterministic choice of a single η). When the distribution being approximated is a posterior, this
procedure is variational inference. This is the key comparison for the EFN model, and we refer to
this alternative as NF for normalizing flow.
We also must make some particular architectural choices for these experiments. We considered
a variety of density network architectures. For each exponential family, we searched through some
candidate architectures which consisted of cascades of normalizing flow layers such as planar and
radial flows introduced in [68], a structured spinner flows inspired by [156], and a single affine
A B C
iterations iterations MMD p values
KL
Figure 3.2: 50-dimensional Dirichlet exponential family network. (A) Distribution of r2 between
log density of EFN samples and ground truth across choices of η throughout optimization. (B)
Distribution of KL divergence throughout optimization. (C) Distribution of maximum mean dis-
crepancy p-values between EFN samples and ground truth after optimization.
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transformation.
The parameter network was given tanh nonlinearities. In many of the results below we will
analyze EFNs across a range of model dimensionality D (that is, z ∈ Z ⊆ RD). In all cases
then we have also D flow layers in the density network (except when the affine transformation is
optimal). In analyses where D was less than 20, 20 flow layers were used. The number of layers in
the parameter network scaled as the square root of D, with a minimum of 4 layers, and the number
of units per layer scaled linearly from the input to the number of density network parameters.
Models were trained using the Adam optimizer algorithm [157], with learning rates ranging from
10−3 to 10−5. Optimizations ran for at least 50,000 iterations, and completed once there was a
subthreshold increase in ELBO. These choices were made so that model performance saturated,
and were held constant within comparative analyses.
All code was implemented in tensorflow, and is available at
https://github.com/cunningham-lab/efn.
3.3.1 Tractable exponential families
Here we study the multivariate Gaussian and Dirichlet families, which offer a known ground
truth and intuition about the range of performance that EFN – learning a model – has with respect to
its single-distribution counterpart NF. While this section serves primarily to validate the approach
of EFN, such approximations to popular exponential family models may serve as differentiable
generative modules in hierarchical generative models.
First, to validate the basic EFN approach, we train the D = 50-dimensional Dirichlet family.
We chose p(η), the prior on the α parameter vector of the Dirichlet, as αi ∼ U [.5, 5.0]. The num-
ber of η samples K at each iteration was 100, and the minibatch size in z was M = 1000. Figure
2 shows a high accuracy fit to this Dirichlet model: Figures 2A and 2B shows rapid convergence
to high coefficient of determination r2 and low Kullback-Leibler divergence. Since we are doing
distribution regression, r2 is a convenient metric calculated as the coefficient of determination be-







Figure 3.3: Scaling exponential family networks: D denotes the dimensionality of the family being
learned, and comparisons are between EFN and its alternative NF (see text). (A) Multivariate
normal family (B) Dirichlet family.
a standard MMD-based kernel two-sample test [158] between distributions chosen from P and
Qφ∗ . Since an appreciable majority of exponential family distributions of the EFN model Qφ∗ are
not significantly different from the ground truth distribution of the true target Dirichlet family P
(100-sample tests), we consider the Dirichlet model to be well-approximated by the EFN.
Second, in Figure 3 we consider how this performance scales across dimensionality. Consider
EFN vs NF, where again the only difference is that EFN attempts to learn the entire model (as in
η ∈ H), whereas NF chooses a single η and thus learns a single distribution optimizing the density
network parameters θ directly. One might expect a noticeable deficit in approximation by EFNs,
since they are generalizing the expressivity of the density network across p(η). Accordingly, this
deficit is apparent when modeling the multivariate normal family (Fig. 3A). In low dimensions,
we have nearly exact model approximation by EFNs (blue) and distributional approximations by
NFs (red). The distributions learned by NFs were drawn from the same η prior as the EFN was
trained. However, as dimensionality increases EFN distributional approximations become signifi-
cantly worse than the nearly perfect approximations learned by NFs. The η prior of the multivariate
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normal was specified as an isotropic normal on the mean parameter µi ∼ N (0, 0.1), and an inverse-
Wishart distribution on the covariance Σ ∼ IW (n,Ψ) with degrees of freedom n = 5 and Ψ = nDI.
However, learning the model with EFN does not necessarily harm the distributional approxima-
tion relative to NF. In fact, conventional wisdom suggests that learning in a restricted model space
is beneficial for regularization. Here, the expansiveness of the η prior determines the necessary
degree of generalization of the EFN assigning a weight in the objective to the approximation loss
of each distribution. By requiring the parameter network to learn generalizations of the density net-
work across the η prior, local minima may be avoided that NFs would otherwise be susceptible to.
This is in fact what we see when modeling the Dirichlet distribution (Fig. 3B). In low dimensions,
NF performs better than EFN, but from 20 dimensions and greater, the restricted model space of
the EFN confers superior optimization convergence relative to NF, which is more susceptible to
local minima.
3.3.2 Lookup inference in an intractable exponential family
Of course the main interest of an EFN is to learn intractable exponential families. The Gaussian
family is the ubiquitous prior for real valued parameters, but it does not match well with the non-
negativity requirements of the intensity measure required of certain distributions, most notably the
Poisson. Log Gaussian Cox Processes have been used numerous times in machine learning, and all
have required attention to approximate inference in this fundamentally nonconjugate model. Fur-
thermore, many of these examples have been used to analyze the latent firing intensity of neural
spike train data [159, 160, 161, 34].
We demonstrate the utility of a log-Gaussian Poisson EFN for inferring latent firing intensities
of neurons recorded in primary visual cortex of anesthetized macaques in response to 6.25 Hz drift
grating stimuli [162]. 200 spike train responses were recorded for each neuron in response to 12
different grating orientations. Spiking responses were binned into 20ms intervals from 280ms-
680ms following stimulus onset (to avoid the effects of transient neural dynamics). The latent
space of this model was thus 20-dimensional and represents the log-firing rates of single neurons
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Figure 3.4: Lookup inference in a log-Gaussian Poisson model with V1 responses to drift grating
stimuli. (A-C) Top: Inferred latent intensities from a single EFN (blue) or varitional inference (red)
run individually for each dataset. Shading denotes the standard deviation of the posterior. Bottom:
Corresponding V1 spiking responses. (D) Distribution of -ELBO throughout training across a held
out test group of 100 datasets for the EFN (blue), and across 298 datasets fit with NF (red). (E)
Decision boundary for what number of datasets for a given target approximation accuracy it is
advantageous to train an EFN rather than run variational inference individually for each dataset.
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in trial-averaged responses to particular stimulus conditions. The frequency of the drift grating
stimulus motivated a multivariate gaussian prior corresponding to a gaussian process with a 25ms
squared-exponential kernel. The mean and variance calculated across log firing rates of all neural
responses (or "datasets") determined the final hyperparameterization (µ and Σ) of the gaussian
prior. Across three experimental subects, 247 neurons with signal-to-noise ratios greater than
1.5 and mean firing rates greater than 1 Hz were considered, resulting in 2,964 total datasets for
inferring latent intensities. By training an EFN on this log-Gaussian Poisson family, we have a
model of the posterior distribution for this prior covariance, and some chosen spiking responses.
We can compare the posterior distribution learned with standard variational inference with NF
(red) for a given neuron’s response, to the posterior distribution we get with immediate lookup by
supplying the spiking responses of a neuron and the chosen prior (the natural parameters of the
posterior) as input to a trained EFN (blue) (Fig. 4A-C). As a reminder, NF is learning a single
member of an exponential family. If that exponential family is in fact an intractable posterior dis-
tribution (such as the hierarchical Dirichlet or log-Gaussian Poisson examples already discussed),
then indeed NF is precisely performing variational inference with a normalizing flow recognition
network, as in [68, 147, 71]. Both EFNs and NFs were trained with 30 planar flow layers. These
posteriors are very similar, and neither appears to fit the data better than the other. The high quality
of these lookup posteriors is an incredible feat by the EFN. Now that we have trained this EFN, we
have immediate posterior inference for all remaining and future neural recordings.
Training an EFN understandably takes more time than an NF (Fig. 4D), but once the EFN is
trained we have immediate posterior inference lookup. If we have a target level of approximation
(ELBO target) we can determine when it is faster to get posterior inference on a number of datasets
by training an EFN and then using the immediate lookup feature or by running variational inference
independently for each distribution. By computing the amount of computational time it takes to
reach the ELBO target on average for both EFN and NF, and then counting how many datasets
it would take to learn with NF before eclipsing the training time for the EFN. This results in a
decision boundary (Fig. 4E), where an EFN is more computationally efficient for running posterior
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inference, and we have infinite computational savings for each additional dataset. As the ELBO
target increases from its minimum value on the right of Fig. 4E, the extra time it takes an EFN
to reach this ELBO target relative to NF increases initially. At some point, the EFN ELBO and
NF ELBO distributions begin to converge (Fig. 4D), and the gap of time between learning an
EFN and an NF for a given ELBO target begins to decrease. For some posterior distributions, the
EFN learning approach may confer a mean ELBO greater than achievable by traditional variational
inference due to the benefits of learning in a restricted model class. In the case where EFN achieves
a greater mean ELBO than NF, it is always advantageous to use EFN.
Our ability to approximate an intractable exponential family model with an EFN is very en-
couraging. We have shown in the applied setting of inferring neural firing rates that learning the
posterior inference model with an EFN can confer enormous computational savings. There is noth-
ing unique about this application, insofar as we expect the power of learning exponential family
models to translate to applications of intractable exponential family models in other settings. One
can imagine downloading a pre-trained EFN for an intractable exponential family model, and being
able to do posterior inference immediately given an arbitrary choice of prior and dataset.
3.4 Discussion
We have approached the problem of learning an exponential family using a deep generative
network, the parameters of which are the image of the natural parameters of the target exponential
family under another deep neural network. We demonstrated high quality empirical performance
across a range of dimensionalities, the potential for better approximations when learning in a re-
stricted model space, and computational savings afforded by immediate posterior inference lookup.
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Chapter 4: Emergent property inference captures complex parametric
structure of neural circuit models and scales to high dimensions
In Chapter 3, we presented a deep generative modeling technique that uses normalizing flows
for inference in statistical generative models, and demonstrated its efficiency on neural datasets. In
this chapter, we introduce an additional deep generative modeling technique, which employs nor-
malizing flows to infer distributions of parameters of neural circuit models that produce emergent
properties of computation. Emergent property inference (EPI) is a machine learning technique de-
signed to build and evaluate mechanistic theories of neural circuits. We compare EPI to alternative
techniques for inference in neural circuit models, and in Section 4.5, we draw connections between
these techniques and the exponential family networks of Chapter 3. The remaining content of this
chapter (Sections 4.1-4.4.3) corresponds to lightly adapted sections of Bittner et al. 2021 [163]
concerning the introduction and evaluation of EPI, and were co-authored by Agostina Palmigiano,
Alex T. Piet, Chunyu A. Duan, Carlos D. Brody, Kenneth D. Miller, and John P. Cunningham.
4.1 Introduction
The fundamental practice of theoretical neuroscience is to use a mathematical model to under-
stand neural computation, whether that computation enables perception, action, or some interme-
diate processing. A neural circuit is systematized with a set of equations – the model – and these
equations are motivated by biophysics, neurophysiology, and other conceptual considerations [8,
9, 10, 11, 12]. The function of this system is governed by the choice of model parameters, which
when configured in a particular way, give rise to a measurable signature of a computation. The
work of analyzing a model then requires solving the inverse problem: given a computation of
interest, how can we reason about the distribution of parameters that give rise to it? The inverse
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problem is crucial for reasoning about likely parameter values, uniquenesses and degeneracies, and
predictions made by the model [164, 165, 166].
Ideally, one carefully designs a model and analytically derives how computational properties
determine model parameters. Seminal examples of this gold standard include our field’s under-
standing of memory capacity in associative neural networks [167], chaos and autocorrelation
timescales in random neural networks [168], central pattern generation [169], the paradoxical ef-
fect [170], and decision making [171]. Unfortunately, as circuit models include more biological
realism, theory via analytical derivation becomes intractable. Absent this analysis, statistical infer-
ence offers a toolkit by which to solve the inverse problem by identifying, at least approximately,
the distribution of parameters that produce computations in a biologically realistic model [172,
173, 174, 175, 176, 177].
Statistical inference, of course, requires quantification of the sometimes vague term compu-
tation. In neuroscience, two perspectives are dominant. First, often we directly use an exemplar
dataset: a collection of samples that express the computation of interest, this data being gathered
either experimentally in the lab or from a computer simulation. Though a natural choice given its
connection to experiment [17], some drawbacks exist: these data are well known to have features
irrelevant to the computation of interest [178, 179, 180], confounding inferences made on such
data. Related to this point, use of a conventional dataset encourages conventional data likelihoods
or loss functions, which focus on some global metric like squared error or marginal evidence,
rather than the computation itself.
Alternatively, researchers often quantify an emergent property (EP): a statistic of data that
directly quantifies the computation of interest, wherein the dataset is implicit. While such a choice
may seem esoteric, it is not: the above “gold standard" examples [167, 168, 169, 170, 171] all
quantify and focus on some derived feature of the data, rather than the data drawn from the model.
An emergent property is of course a dataset by another name, but it suggests different approach
to solving the same inverse problem: here we directly specify the desired emergent property – a
statistic of data drawn from the model – and the value we wish that property to have, and we set
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up an optimization program to find the distribution of parameters that produce this computation.
This statistical framework is not new: it is intimately connected to the literature on approximate
bayesian computation [51, 181, 52], parameter sensitivity analyses [182, 183, 184, 185], maximum
entropy modeling [186, 187, 188], and approximate bayesian inference [189, 190]; we detail these
connections in Section 4.4.1.1.
The parameter distributions producing a computation may be curved or multimodal along var-
ious parameter axes and combinations. It is by quantifying this complex structure that emergent
property inference offers scientific insight. Traditional approximation families (e.g. mean-field
or mixture of gaussians) are limited in the distributional structure they may learn. To address
such restrictions on expressivity, advances in machine learning have used deep probability distri-
butions as flexible approximating families for such complicated distributions [68, 69] (see Section
4.4.1.2). However, the adaptation of deep probability distributions to the problem of theoretical
circuit analysis requires recent developments in deep learning for constrained optimization [191],
and architectural choices for efficient and expressive deep generative modeling [72, 192]. We detail
our method, which we call emergent property inference (EPI) in Section 4.2.2.
Equipped with this method, we demonstrate the capabilities of EPI and present novel theoret-
ical findings from its analysis. First, we show EPI’s ability to handle biologically realistic circuit
models using a five-neuron model of the stomatogastric ganglion [41]: a neural circuit whose para-
metric degeneracy is closely studied [193]. Then, we show EPI’s scalability to high dimensional
parameter distributions by inferring connectivities of recurrent neural networks that exhibit stable,
yet amplified responses – a hallmark of neural responses throughout the brain [194, 195, 196]. In
a model of primary visual cortex [197, 198], EPI reveals how the recurrent processing across dif-
ferent neuron-type populations shapes excitatory variability: a finding that we show is analytically
intractable. Finally, we investigated the possible connectivities of a superior colliculus model that
allow execution of different tasks on interleaved trials [199]. EPI discovered a rich distribution
containing two connectivity regimes with different solution classes. We queried the deep probabil-
ity distribution learned by EPI to produce a mechanistic understanding of neural responses in each
56
regime. Intriguingly, the inferred connectivities of each regime reproduced results from optoge-
netic inactivation experiments in markedly different ways. These theoretical insights afforded by
EPI illustrate the value of deep inference for the interrogation of neural circuit models.
4.2 Results
4.2.1 Motivating emergent property inference of theoretical models
Consideration of the typical workflow of theoretical modeling clarifies the need for emergent
property inference. First, one designs or chooses an existing circuit model that, it is hypothesized,
captures the computation of interest. To ground this process in a well-known example, consider
the stomatogastric ganglion (STG) of crustaceans, a small neural circuit which generates multiple
rhythmic muscle activation patterns for digestion [45]. Despite full knowledge of STG connectivity
and a precise characterization of its rhythmic pattern generation, biophysical models of the STG
have complicated relationships between circuit parameters and computation [193, 173].
A subcircuit model of the STG [41] is shown schematically in Figure 4.1A. The fast population
(f1 and f2) represents the subnetwork generating the pyloric rhythm and the slow population (s1
and s2) represents the subnetwork of the gastric mill rhythm. The two fast neurons mutually
inhibit one another, and spike at a greater frequency than the mutually inhibiting slow neurons.
The hub neuron couples with either the fast or slow population, or both depending on modulatory
conditions. The jagged connections indicate electrical coupling having electrical conductance gel,
smooth connections in the diagram are inhibitory synaptic projections having strength gsynA onto
the hub neuron, and gsynB = 5nS for mutual inhibitory connections. Note that the behavior of this
model will be critically dependent on its parameterization – the choices of conductance parameters
z = [gel, gsynA].
Second, once the model is selected, one must specify what the model should produce. In this
STG model, we are concerned with neural spiking frequency, which emerges from the dynamics
of the circuit model (Fig. 4.1B). An emergent property studied by Gutierrez et al. is the hub
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Figure 4.1: Emergent property inference in the stomatogastric ganglion. A. Conductance-based
subcircuit model of the STG. B. Spiking frequency ω(x; z) is an emergent property statistic. Sim-
ulated at gel = 4.5nS and gsynA = 3nS. C. The emergent property of intermediate hub frequency.
Simulated activity traces are colored by log probability of generating parameters in the EPI dis-
tribution (Panel E). D. For a choice of circuit model and emergent property, EPI learns a deep
probability distribution of parameters z. E. The EPI distribution producing intermediate hub fre-
quency. Samples are colored by log probability density. Contours of hub neuron frequency error
are shown at levels of .525, .53, ... .575 Hz (dark to light gray away from mean). Dimension
of sensitivity v1 (solid arrow) and robustness v2 (dashed arrow). F (Top) The predictions of the
EPI distribution. The black and gray dashed lines show the mean and two standard deviations
according the emergent property. (Bottom) Simulations at the starred parameter values.
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populations. This emergent property (EP) is shown in Figure 4.1C at an average frequency of
0.55Hz. To be precise, we define intermediate hub frequency not strictly as 0.55Hz, but frequencies
of moderate deviation from 0.55Hz between the fast (.35Hz) and slow (.68Hz) frequencies.
Third, the model parameters producing the emergent property are inferred. By precisely quan-
tifying the emergent property of interest as a statistical feature of the model, we use emergent
property inference (EPI) to condition directly on this emergent property. Before presenting techni-
cal details (in the following section), let us understand emergent property inference schematically.
EPI (Fig. 4.1D) takes, as input, the model and the specified emergent property, and as its output,
returns the parameter distribution (Fig. 4.1E). This distribution – represented for clarity as samples
from the distribution – is a parameter distribution constrained such that the circuit model produces
the emergent property. Once EPI is run, the returned distribution can be used to efficiently gen-
erate additional parameter samples. Most importantly, the inferred distribution can be efficiently
queried to quantify the parametric structure that it captures. By quantifying the parametric struc-
ture governing the emergent property, EPI informs the central question of this inverse problem:
what aspects or combinations of model parameters have the desired emergent property?
4.2.2 Emergent property inference via deep generative models
EPI formalizes the three-step procedure of the previous section with deep probability distri-
butions [68, 69]. First, as is typical, we consider the model as a coupled set of noisy differential
equations. In this STG example, the model activity (or state) x = [xf1, xf2, xhub, xs1, xs2] is the





= −h(x(t); z) + dB (4.1)
where Cm=1nF, and h is a sum of the leak, calcium, potassium, hyperpolarization, electrical, and
synaptic currents, all of which have their own complicated dependence on activity x and parameters
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z = [gel, gsynA], and dB is white gaussian noise [41] (see Section 4.4.2.1 for more detail).
Second, we determine that our model should produce the emergent property of “intermediate
hub frequency" (Figure 4.1C). We stipulate that the hub neuron’s spiking frequency – denoted by
statistic ωhub(x) – is close to a frequency of 0.55Hz, between that of the slow and fast frequen-













In the emergent property of intermediate hub frequency, the statistic of hub neuron frequency is
an expectation over the distribution of parameters z and the distribution of the data x that those
parameters produce. We define the emergent property X as the collection of these two constraints.
In general, an emergent property is a collection of constraints on statistical moments that together
define the computation of interest.
Third, we perform emergent property inference: we find a distribution over parameter configu-
rations z of models that produce the emergent property; in other words, they satisfy the constraints
introduced in Equations 4.2 and 4.3. This distribution will be chosen from a family of probability
distributions Q = {qθ (z) : θ ∈ Θ}, defined by a deep neural network [68, 69] (Figure 4.1D, EPI
box). Deep probability distributions map a simple random variable z0 (e.g. an isotropic gaus-
sian) through a deep neural network with weights and biases θ to parameters z = gθ (z0) of a
suitably complicated distribution (see Section 4.4.1.2 for more details). Many distributions in Q
will respect the emergent property constraints, so we select the most random (highest entropy)
distribution, which also means this approach is equivalent to bayesian variational inference (see
Section 4.4.1.6). In EPI optimization, stochastic gradient steps in θ are taken such that entropy
is maximized, and the emergent property X is produced (see Section 4.4.1). We then denote the
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inferred EPI distribution as qθ (z | X), since the structure of the learned parameter distribution is
determined by weights and biases θ, and this distribution is conditioned upon emergent property
X.
The structure of the inferred parameter distributions of EPI can be analyzed to reveal key in-
formation about how the circuit model produces the emergent property. As probability in the EPI
distribution decreases away from the mode of qθ (z | X) (Fig. 4.1E yellow star), the emergent
property deteriorates. Perturbing z along a dimension in which qθ (z | X) changes little will not
disturb the emergent property, making this parameter combination robust with respect to the emer-
gent property. In contrast, if z is perturbed along a dimension with strongly decreasing qθ (z | X),
that parameter combination is deemed sensitive [182, 185]. By querying the second order deriva-
tive (Hessian) of log qθ (z | X) at a mode, we can quantitatively identify how sensitive (or robust)
each eigenvector is by its eigenvalue; the more negative, the more sensitive and the closer to zero,
the more robust (see Section 4.4.2.4). Indeed, samples equidistant from the mode along these di-
mensions of sensitivity (v1, smaller eigenvalue) and robustness (v2, greater eigenvalue) (Fig. 4.1E,
arrows) agree with error contours (Fig. 4.1E contours) and have diminished or preserved hub fre-
quency, respectively (Fig. 4.1F activity traces). The directionality of v2 suggests that changes in
conductance along this parameter combination will most preserve hub neuron firing between the
intrinsic rates of the pyloric and gastric mill rhythms. Importantly and unlike alternative tech-
niques, once an EPI distribution has been learned, the modes and Hessians of the distribution can
be measured with trivial computation (see Section 4.4.1.2).
In the following sections, we demonstrate EPI on three neural circuit models across ranges of
biological realism, neural system function, and network scale. First, we demonstrate the superior
scalability of EPI compared to alternative techniques by inferring high-dimensional distributions
of recurrent neural network connectivities that exhibit amplified, yet stable responses. Next, in a
model of primary visual cortex [197, 198], we show how EPI discovers parametric degeneracy,
revealing how input variability across neuron types affects the excitatory population. Finally, in
a model of superior colliculus [199], we used EPI to capture multiple parametric regimes of task
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switching, and queried the dimensions of parameter sensitivity to characterize each regime.
4.2.3 Scaling inference of recurrent neural network connectivity with EPI
To understand how EPI scales in comparison to existing techniques, we consider recurrent neu-
ral networks (RNNs). Transient amplification is a hallmark of neural activity throughout cortex,
and is often thought to be intrinsically generated by recurrent connectivity in the responding corti-
cal area [194, 195, 196]. It has been shown that to generate such amplified, yet stabilized responses,
the connectivity of RNNs must be non-normal [200, 194], and satisfy additional constraints [201].
In theoretical neuroscience, RNNs are optimized and then examined to show how dynamical sys-
tems could execute a given computation [43, 46], but such biologically realistic constraints on
connectivity [200, 194, 201] are ignored for simplicity or because constrained optimization is dif-
ficult. In general, access to distributions of connectivity that produce theoretical criteria like stable
amplification, chaotic fluctuations [168], or low tangling [73] would add scientific value to existing
research with RNNs. Here, we use EPI to learn RNN connectivities producing stable amplification,
and demonstrate the superior scalability and efficiency of EPI to alternative approaches.
We consider a rank-2 RNN with N neurons having connectivity W = UV> and dynamics









+ g χ(V ), U1U2,V1,V2 ∈ [−1, 1]N , and χ(U)i, j , χ
(V )
i, j ∼
N (0, 1). We infer connectivity parameters z = [U1,U2,V1,V2] that produce stable amplifica-
tion. Two conditions are necessary and sufficient for RNNs to exhibit stable amplification [201]:
real(λ1) < 1 and λs1 > 1, where λ1 is the eigenvalue of W with greatest real part and λ
s is the max-
imum eigenvalue of W s = W+W
>
2 . RNNs with real(λ1) = 0.5±0.5 and λ
s
1 = 1.5±0.5 will be stable
with modest decay rate (real(λ1) close to its upper bound of 1) and exhibit modest amplification
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Variance constraints predicate that the majority of the distribution (within two standard deviations)
are within the specified ranges.
For comparison, we infer the parameters z likely to produce stable amplification using two
alternative simulation-based inference approaches. Sequential Monte Carlo approximate bayesian
computation (SMC-ABC) [52] is a rejection sampling approach that uses SMC techniques to im-
prove efficiency, and sequential neural posterior estimation (SNPE) [190] approximates posteriors
with deep probability distributions (see Section 4.4.1.1). Unlike EPI, these statistical inference
techniques do not constrain the predictions of the inferred distribution, so they were run by condi-
tioning on an exemplar dataset x0 = µ, following standard practice with these methods [52, 190].
To compare the efficiency of these different techniques, we measured the time and number of sim-
ulations necessary for the distance of the predictive mean to be less than 0.5 from µ = x0 (see
Section 4.4.3).
As the number of neurons N in the RNN, and thus the dimension of the parameter space
z ∈ [−1, 1]4N , is scaled, we see that EPI converges at greater speed and at greater dimension
than SMC-ABC and SNPE (Fig. 4.2A). It also becomes most efficient to use EPI in terms of
simulation count at N = 50 (Fig. 4.2B). It is well known that ABC techniques struggle in parameter
spaces of modest dimension [202], yet we were careful to assess the scalability of SNPE, which
is a more closely related methodology to EPI. Between EPI and SNPE, we closely controlled the
number of parameters in deep probability distributions by dimensionality (Fig. 4.7), and tested
more aggressive SNPE hyperparameter choices when SNPE failed to converge (Fig. 4.8). In this
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Figure 4.2: A. Wall time of EPI (blue), SNPE (orange), and SMC-ABC (green) to converge
on RNN connectivities producing stable amplification. Each dot shows convergence time for an
individual random seed. For reference, the mean wall time for EPI to achieve its full constraint
convergence (means and variances) is shown (blue line). B. Simulation count of each algorithm
to achieve convergence. Same conventions as A. C. The predictive distributions of connectivities
inferred by EPI (blue), SNPE (orange), and SMC-ABC (green), with reference to x0 = µ (gray
star). D. Simulations of networks inferred by each method (τ = 100ms). Each trace (15 per
algorithm) corresponds to simulation of one z. (Below) Ratio of obtained samples producing
stable amplification, stable monotonic decay, and instability.
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of high dimensional RNN connectivities than rejection sampling techniques like SMC-ABC, and
that EPI outperforms SNPE in both wall time (elapsed real time) and simulation count.
No matter the number of neurons, EPI always produces connectivity distributions with mean
and variance of real(λ1) and λs1 according to X (Fig. 4.2C, blue). For the dimensionalities in
which SMC-ABC is tractable, the inferred parameters are concentrated and offset from the exem-
plar dataset x0 (Fig. 4.2C, green). When using SNPE, the predictions of the inferred parameters
are highly concentrated at some RNN sizes and widely varied in others (Fig. 4.2C, orange). We
see these properties reflected in simulations from the inferred distributions: EPI produces a con-
sistent variety of stable, amplified activity norms |x(t) |, SMC-ABC produces a limited variety of
responses, and the changing variety of responses from SNPE emphasizes the control of EPI on pa-
rameter predictions (Fig. 4.2D). Even for moderate neuron counts, the predictions of the inferred
distribution of SNPE are highly dependent on N and g, while EPI maintains the emergent property
across choices of RNN (see Section 4.4.3.5).
To understand these differences, note that EPI outperforms SNPE in high dimensions by using
gradient information (from∇z[real(λ1), λs1]
>). This choice agrees with recent speculation that such
gradient information could improve the efficiency of simulation-based inference techniques [50],
as well as reflecting the classic tradeoff between gradient-based and sampling-based estimators
(scaling and speed versus generality). Since gradients of the emergent property are necessary
in EPI optimization, gradient tractability is a key criteria when determining the suitability of a
simulation-based inference technique. If the emergent property gradient is efficiently calculated,
EPI is a clear choice for inferring high dimensional parameter distributions.
4.3 Discussion
In neuroscience, machine learning has primarily been used to reveal structure in neural datasets
[17]. Careful inference procedures are developed for these statistical models allowing precise,
quantitative reasoning, which clarifies the way data informs beliefs about the model parameters.
However, these statistical models often lack resemblance to the underlying biology, making it un-
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clear how to go from the structure revealed by these methods, to the neural mechanisms giving rise
to it. In contrast, theoretical neuroscience has primarily focused on careful models of neural cir-
cuits and the production of emergent properties of computation, rather than measuring structure in
neural datasets. In this work, we improve upon parameter inference techniques in theoretical neu-
roscience with emergent property inference, harnessing deep learning towards parameter inference
in neural circuit models (see Section 4.4.1.1).
Methodology for statistical inference in circuit models has evolved considerably in recent
years. Early work used rejection sampling techniques [51, 181, 52], but EPI and another recently
developed methodology [190] employ deep learning to improve efficiency and provide flexible
approximations. SNPE has been used for posterior inference of parameters in circuit models con-
ditioned upon exemplar data used to represent computation, but it does not infer parameter dis-
tributions that only produce the computation of interest like EPI (see Section 4.2.3). When strict
control over the predictions of the inferred parameters is necessary, EPI uses a constrained op-
timization technique [191] (see Section 4.4.1.4) to make inference conditioned on the emergent
property possible.
A key difference between EPI and SNPE, is that EPI uses gradients of the emergent property
throughout optimization. In Section 4.2.3, we showed that such gradients confer beneficial scaling
properties, but a concern remains that emergent property gradients may be too computationally
intensive. Even in a case of close biophysical realism with an expensive emergent property gra-
dient, EPI was run successfully on intermediate hub frequency in a 5-neuron subcircuit model of
the STG (Section 4.2.1). However, conditioning on the pyloric rhythm [203] in a model of the py-
loric subnetwork model [173] proved to be prohibitive with EPI. The pyloric subnetwork requires
many time steps for simulation and many key emergent property statistics (e.g. burst duration and
phase gap) are not calculable or easily approximated with differentiable functions. In such cases,
SNPE, which does not require differentiability of the emergent property, has proven useful [190].
In summary, choice of deep inference technique should consider emergent property complexity
and differentiability, dimensionality of parameter space, and the importance of constraining the
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model behavior predicted by the inferred parameter distribution.
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4.4 Methods
4.4.1 Emergent property inference (EPI)
Solving inverse problems is an important part of theoretical neuroscience, since we must un-
derstand how neural circuit models and their parameter choices produce computations. Recently,
research on machine learning methodology for neuroscience has focused on finding latent struc-
ture in large-scale neural datasets, while research in theoretical neuroscience generally focuses on
developing precise neural circuit models that can produce computations of interest. By quantifying
computation into an emergent property through statistics of the emergent activity of neural circuit
models, we can adapt the modern technique of deep probabilistic inference towards solving inverse
problems in theoretical neuroscience. Here, we introduce a novel method for statistical inference,
which uses deep networks to learn parameter distributions constrained to produce emergent prop-
erties of computation.
Consider model parameterization z, which is a collection of scientifically meaningful variables
that govern the complex simulation of data x. For example (see Section 4.2.1), z may be the
electrical conductance parameters of an STG subcircuit, and x the evolving membrane potentials
of the five neurons. In terms of statistical modeling, this circuit model has an intractable likelihood
p(x | z), which is predicated by the stochastic differential equations that define the model. From
a theoretical perspective, we are less concerned about the likelihood of an exemplar dataset x, but
rather the emergent property of intermediate hub frequency (which implies a consistent dataset x).
In this work, emergent properties X are defined through the choice of emergent property statis-










In general, an emergent property may be a collection of first-, second-, or higher-order moments of
a group of statistics, but this study focuses on the case written in Equation 4.6. In the STG example,
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intermediate hub frequency is defined by mean and variance constraints on the statistic of hub
neuron frequency ωhub(x; z) (Equations 4.2 and 4.3). Precisely, the emergent property statistics
f (x; z) must have means µ and variances σ2 over the EPI distribution of parameters (z ∼ qθ (z))
and the data produced by those parameters (x ∼ p(x | z)), where the inferred parameter distribution
qθ (z) itself is parameterized by deep network weights and biases θ.
In EPI, a deep probability distribution qθ (z) is optimized to approximate the parameter dis-
tribution producing the emergent property X. In contrast to simpler classes of distributions like
the gaussian or mixture of gaussians, deep probability distributions are far more flexible and ca-
pable of fitting rich structure [68, 69]. In deep probability distributions, a simple random variable
z0 ∼ q0(z0) (we choose an isotropic gaussian) is mapped deterministically via a sequence of deep
neural network layers (g1, .. gl) parameterized by weights and biases θ to the support of the distri-
bution of interest:
z = gθ (z0) = gl (..g1(z0)) ∼ qθ (z). (4.7)
Such deep probability distributions embed the inferred distribution in a deep network. Once op-
timized, this deep network representation of a distribution has remarkably useful properties: fast
sampling and probability evaluations. Importantly, fast probability evaluations confer fast gradient
and Hessian calculations as well.
Given this choice of circuit model and emergent property X, qθ (z) is optimized via the neural
network parameters θ to find a maximally entropic distribution q∗θ within the deep variational
family Q = {qθ (z) : θ ∈ Θ} that produces the emergent property X:
qθ (z | X) = q∗θ (z) = argmax
qθ∈Q
H (qθ (z))










where H (qθ (z)) = Ez
[
− log qθ (z)
]
is entropy. By maximizing the entropy of the inferred dis-
tribution qθ , we select the most random distribution in family Q that satisfies the constraints of
the emergent property. Since entropy is maximized in Equation 4.8, EPI is equivalent to bayesian
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variational inference (see Section 4.4.1.6), which is why we specify the inferred distribution of
EPI as conditioned upon emergent property X with the notation qθ (z | X). To run this con-
strained optimization, we use an augmented lagrangian objective, which is the standard approach
for constrained optimization [204], and the approach taken to fit Maximum Entropy Flow Networks
(MEFNs) [191]. This procedure is detailed in Section 4.4.1.4 and the pseudocode in Algorithm 1.
In the remainder of Section 4.4.1, we will explain the finer details and motivation of the EPI
method. First, we explain related approaches and what EPI introduces to this domain (Section
4.4.1.1). Second, we describe the special class of deep probability distributions used in EPI called
normalizing flows (Section 4.4.1.2). Then, we establish the known relationship between maximum
entropy distributions and exponential families (Section 4.4.1.3). Next, we explain the constrained
optimization technique used to solve Equation 4.8 (Section 4.4.1.4). Then, we demonstrate the
details of this optimization in a toy example (Section 4.4.1.5). Finally, we explain how EPI is
equivalent to variational inference (Section 4.4.1.6).
4.4.1.1 Related approaches
When bayesian inference problems lack conjugacy, scientists use approximate inference meth-
ods like variational inference (VI) [205] and Markov chain Monte Carlo (MCMC) [206, 207]. Af-
ter optimization, variational methods return a parameterized posterior distribution, which we can
analyze. Also, the variational approximation is often chosen such that it permits fast sampling. In
contrast MCMC methods only produce samples from the approximated posterior distribution. No
parameterized distribution is estimated, and additional samples are always generated with the same
sampling complexity. Inference in models defined by systems of differential equations has been
demonstrated with MCMC [208], although this approach requires tractable likelihoods. Advance-
ments have introduced sampling [209], likelihood approximation [210], and uncertainty quantifica-
tion techniques [211] to make MCMC approaches more efficient and expand the class of applicable
models.
Simulation-based inference [50] is model parameter inference in the absence of a tractable
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likelihood function. The most prevalent approach to simulation-based inference is approximate
bayesian computation (ABC) [51], in which satisfactory parameter samples are kept from random
prior sampling according to a rejection heuristic. The obtained set of parameters do not have a
probabilities, and further insight about the model must be gained from examination of the parame-
ter set and their generated activity. Methodological advances to ABC methods have come through
the use of Markov chain Monte Carlo (MCMC-ABC) [181] and sequential Monte Carlo (SMC-
ABC) [52] sampling techniques. SMC-ABC is considered state-of-the-art ABC, yet this approach
still struggles to scale in dimensionality [202] (cf. Fig. 4.2). Still, this method has enjoyed much
success in systems biology [212]. Furthermore, once a parameter set has been obtained by SMC-
ABC from a finite set of particles, the SMC-ABC algorithm must be run again from scratch with a
new population of initialized particles to obtain additional samples.
For scientific model analysis, we seek a parameter distribution represented by an approximating
distribution as in variational inference [205]: a variational approximation that once optimized
yields fast analytic calculations and samples. For the reasons described above, ABC and MCMC
techniques are not suitable, since they only produce a set of parameter samples lacking probabilities
and have unchanging sampling rate. EPI infers parameters in circuit models using the MEFN [191]
algorithm with a deep variational approximation. The deep neural network of EPI (Fig. 4.1E)
defines the parametric form (with weights and biases as variational parameters θ) of the variational
approximation of the inferred parameter distribution qθ (z | x). The EPI optimization is enabled
using stochastic gradient techniques in the spirit of likelihood-free variational inference [189]. The
analytic relationship between EPI and variational inference is explained in Section 4.4.1.6.
We note that, during our preparation and early presentation of this work [213, 214], another
work has arisen with broadly similar goals: bringing statistical inference to mechanistic models of
neural circuits [215, 216, 190]. We are encouraged by this general problem being recognized by
others in the community, and we emphasize that these works offer complementary neuroscientific
contributions (different theoretical models of focus) and use different technical methodologies
(ours is built on our prior work [191], theirs similarly [217]).
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The method EPI differs from SNPE in some key ways. SNPE belongs to a “sequential" class
of recently developed simulation-based inference methods in which two neural networks are used
for posterior inference. This first neural network is a deep probability distribution (normalizing
flow) used to estimate the posterior p(z | x) (SNPE) or the likelihood p(x | z) (sequential neural
likelihood (SNL) [218]). A recent approach uses an unconstrained neural network to estimate the
likelihood ratio (sequential neural ratio estimation (SNRE) [219]). In SNL and SNRE, MCMC
sampling techniques are used to obtain samples from the approximated posterior. This contrasts
with EPI and SNPE, which use deep probability distributions to model parameters, which facil-
itates immediate measurements of sample probability, gradient, or Hessian for system analysis.
The second neural network in this sequential class of methods is the amortizer. This unconstrained
deep network maps data x (or statistics f (x; z) or model parameters z) to the weights and biases of
the first neural network. These methods are optimized on a conditional density (or ratio) estima-
tion objective. The data used to optimize this objective are generated via an adaptive procedure, in
which training data pairs (xi, zi) become sequentially closer to the true data and posterior.
The approximating fidelity of the deep probability distribution in sequential approaches is op-
timized to generalize across the training distribution of the conditioning variable. This general-
ization property of the sequential methods can reduce the accuracy at the singular posterior of
interest. Whereas in EPI, the entire expressivity of the deep probability distribution is dedicated
to learning a single distribution as well as possible. The well-known inverse mapping problem of
exponential families [137] prohibits an amortization-based approach in EPI, since EPI learns an
exponential family distribution parameterized by its mean (in contrast to its natural parameter, see
Section 4.4.1.3). However, we have shown that the same two-network architecture of the sequential
simulation-based inference methods can be used for amortized inference in intractable exponential
family posteriors when using their natural parameterization [124].
Finally, one important differentiating factor between EPI and sequential simulation-based in-
ference methods is that EPI leverages gradients ∇z f (x; z) during optimization. These gradients
can improve convergence time and scalability, as we have shown on an example conditioning low-
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rank RNN connectivity on the property of stable amplification (see Section 4.2.3). With EPI, we
prove out the suggestion that a deep inference technique can improve efficiency by leveraging these
emergent property gradients when they are tractable. Sequential simulation-based inference tech-
niques may be better suited for scientific problems where ∇z f (x; z) is intractable or unavailable,
like when there is a nondifferentiable emergent property. However, the sequential simulation-based
inference techniques cannot constrain the predictions of the inferred distribution in the manner of
EPI.
Structural identifiability analysis involves the measurement of sensitivity and unidentifiabilities
in scientific models. Around a single parameter choice, one can measure the Jacobian. One ap-
proach for this calculation that scales well is EAR [183]. A popular efficient approach for systems
of ODEs has been neural ODE adjoint [220] and its stochastic adaptation [221]. Casting identi-
fiability as a statistical estimation problem, the profile likelihood works via iterated optimization
while holding parameters fixed [182]. An exciting recent method is capable of recovering the func-
tional form of such unidentifiabilities away from a point by following degenerate dimensions of
the fisher information matrix [185]. Global structural non-identifiabilities can be found for mod-
els with polynomial or rational dynamics equations using DAISY [222], or through mean optimal
transformations [223]. With EPI, we have all the benefits given by a statistical inference method
plus the ability to query the first- or second-order gradient of the probability of the inferred dis-
tribution at any chosen parameter value. The second-order gradient of the log probability (the
Hessian), which is directly afforded by EPI distributions, produces quantified information about
parametric sensitivity of the emergent property in parameter space (see Section 4.2.2).
4.4.1.2 Deep probability distributions and normalizing flows
Deep probability distributions are comprised of multiple layers of fully connected neural net-
works (Equation 4.7). When each neural network layer is restricted to be a bijective function,
the sample density can be calculated using the change of variables formula at each layer of the
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network. For zi = gi (zi−1),














However, this computation has cubic complexity in dimensionality for fully connected layers.
By restricting our layers to normalizing flows [68, 69] – bijective functions with fast log determi-
nant Jacobian computations, we obtain a fast, tractable calculation of the sample log probability.
Fast log probability calculation confers efficient optimization of the maximum entropy objective
(see Section 4.4.1.4).
We use the real NVP [72] normalizing flow class, because its coupling architecture confers both
fast sampling (forward) and fast log probability evaluation (backward). Fast probability evalua-
tion facilitates fast gradient and Hessian evaluation of log probability throughout parameter space.
Glow permutations were used in between coupling stages [192]. This is in contrast to autoregres-
sive architectures [71, 70], in which only one of the forward or backward passes can be efficient.
In this work, normalizing flows are used as flexible parameter distribution approximations qθ (z)
having weights and biases θ. We specify the architecture used in each application by the number
of real NVP affine coupling stages, and the number of neural network layers and units per layer of
the conditioning functions.
When calculating Hessians of log probabilities in deep probability distributions, it is important
to consider the normalizing flow architecture. With autoregressive architectures [70, 71], fast sam-
pling and fast log probability evaluations are mutually exclusive. That makes these architectures
undesirable for EPI, where efficient sampling is important for optimization, and log probability
evaluation speed predicates the efficiency of gradient and Hessian calculations. With real NVP
coupling architectures, we get both fast sampling and fast Hessians making both optimization and
scientific analysis efficient.
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4.4.1.3 Maximum entropy distributions and exponential families
The inferred distribution of EPI is a maximum entropy distribution, which have fundamental




s.t. Ez∼p [T (z)] = µopt,
(4.10)
where T (z) is the sufficient statistics vector and µopt a vector of their mean values, will have
probability density in the exponential family:
p∗(z) ∝ exp(η>T (z)). (4.11)
The mappings between the mean parameterization µopt and the natural parameterization η are
formally hard to identify except in special cases [137].
In this manuscript, emergent properties are defined by statistics f (x; z) having a fixed mean








f (x; z) − µ
)2] . (4.12)
As a general maximum entropy distribution (Equation 4.10), the sufficient statistics vector contains





















Thus, µopt is used to denote the mean parameter of the maximum entropy distribution defined
by the emergent property (all constraints), while µ is only the mean of f (x; z). The subscript
“opt" of µopt is chosen since it contains all of the constraint values to which the EPI optimization
algorithm must adhere.
4.4.1.4 Augmented lagrangian optimization
To optimize qθ (z) in Equation 4.8, the constrained maximum entropy optimization is executed
using the augmented lagrangian method. The following objective is minimized:
L(θ; ηopt, c) = −H (qθ ) + η>optR(θ) +
c
2
| |R(θ) | |2 (4.15)
where there are average constraint violations
R(θ) = Ez∼qθ (z)
[




m are the lagrange multipliers where m is the number of total constraints
m = |µopt | = |T (z) | = 2| f (x; z) |, (4.17)
and c is the penalty coefficient. The mean parameter µopt and sufficient statistics T (z) are de-
termined by the means µ and variances σ2 of the emergent property statistics f (x; z) defined in
Equation 4.8. Specifically, T (z) is a concatenation of the first and second moments (Equation
4.13) and µopt is a concatenation of their constraints µ and σ2 (Equation 4.14). (Although, note
that this algorithm is written for general T (z) and µopt to satisfy the more general class of emergent
properties.) The lagrange multipliers ηopt are closely related to the natural parameters η of expo-
nential families (see Section 4.4.1.6). Weights and biases θ of the deep probability distribution are
optimized according to Equation 4.15 using the Adam optimizer with learning rate 10−3 [157].
The gradient with respect to entropy H (qθ (z)) can be expressed using the reparameterization
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trick as an expectation of the negative log density of parameter samples z over the randomness in
the parameterless initial distribution q0(z0):
H (qθ (z)) =
∫










Thus, the gradient of the entropy of the deep probability distribution can be estimated as an average
of gradients with respect to the base distribution z0:
∇θH (qθ (z)) = Ez0∼q0
[
−∇θ log(qθ (gθ (z0)))
]
. (4.19)
The gradients of the log density of the deep probability distribution are tractable through the use
of normalizing flows (see Section 4.4.1.2).
The full EPI optimization algorithm is detailed in Algorithm 1. The lagrangian parameters
ηopt are initialized to zero and adapted following each augmented lagrangian epoch, which is a
period of optimization with fixed (ηopt, c) for a given number of stochastic gradient descent (SGD)
iterations. A low value of c is used initially, and conditionally increased after each epoch based on
constraint error reduction. The penalty coefficient is updated based on the result of a hypothesis
test regarding the reduction in constraint violation. The p-value of E[| |R(θk+1) | |] > γE [| |R(θk ) | |]
is computed, and ck+1 is updated to βck with probability 1 − p. The other update rule is ηopt,k+1 =
ηopt,k + ck 1n
∑n
i=1(T (z
(i)) − µopt) given a batch size n and z(i) ∼ qθ (z). Throughout the study,
γ = 0.25, while β was chosen to be either 2 or 4. The batch size of EPI also varied according to
application.
In general, c and ηopt should start at values encouraging entropic growth early in optimization.
With each training epoch in which the update rule for c is invoked, the constraint satisfaction
terms are increasingly weighted, which generally results in decreased entropy (e.g. see Figure
4.3C). This encourages the discovery of suitable regions of parameter space, and the subsequent
refinement of the distribution to produce the emergent property. The momentum parameters of the
Adam optimizer are reset at the end of each augmented lagrangian epoch, which proceeds for imax
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Algorithm 1: Emergent property inference
1 initialize θ by fitting qθ to an isotropic gaussian of mean µinit and variance σ2init
2 initialize c0 > 0 and ηopt,0 = 0.
3 for Augmented lagrangian epoch k = 1, ..., kmax do
4 for SGD iteration i = 1, ..., imax do
5 Sample z(1)0 , ..., z
(n)
0 ∼ q0, get transformed variable z
( j) = gθ (z( j)0 ), j = 1, ..., n
6 Update θ by descending its stochastic gradient (using ADAM optimizer [157]).














































8 Sample z(1)0 , ..., z
(n)
0 ∼ q0, get transformed variable z
( j) = gθ (z( j)0 ), j = 1, ..., n











10 Update ck+1 > ck (see text for detail).
11 end
iterations. In this work, we used a maximum number of augmented lagrangian epochs kmax >= 5.
Rather than starting optimization from some θ drawn from a randomized distribution, we found
that initializing qθ (z) to approximate an isotropic gaussian distribution conferred more stable, con-
sistent optimization. The parameters of the gaussian initialization were chosen on an application-
specific basis. Throughout the study, we chose isotropic Gaussian initializations with mean µinit at
the center of the support of the distribution and some variance σ2init, except for one case, where an
initialization informed by random search was used (see Section 4.4.2). Deep probability distribu-
tions were fit to these gaussian initializations using 10,000 iterations of stochastic gradient descent
on the evidence lower bound (as in [124]) with Adam optimizer and a learning rate of 10−3.
To assess whether the EPI distribution qθ (z) produces the emergent property, we assess whether
each individual constraint on the means and variances of f (x; z) is satisfied. We consider the EPI
to have converged when a null hypothesis test of constraint violations R(θ)i being zero is accepted
for all constraints i ∈ {1, ...,m} at a significance threshold α = 0.05. This significance threshold is
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adjusted through Bonferroni correction according to the number of constraints m. The p-values for
each constraint are calculated according to a two-tailed nonparametric test, where 200 estimations
of the sample mean R(θ)i are made using Ntest samples of z ∼ qθ (z) at the end of the augmented
lagrangian epoch. Of all kmax augmented lagrangian epochs, we select the EPI inferred distribution
as that which satisfies the convergence criteria and has greatest entropy.
When assessing the suitability of EPI for a particular modeling question, there are some im-
portant technical considerations. First and foremost, as in any optimization problem, the defined
emergent property should always be appropriately conditioned (constraints should not have wildly
different units). Furthermore, if the program is underconstrained (not enough constraints), the dis-
tribution grows (in entropy) unstably unless mapped to a finite support. If overconstrained, there is
no parameter set producing the emergent property, and EPI optimization will fail (appropriately).
4.4.1.5 Example: 2D LDS













To run EPI with the dynamics matrix elements as the free parameters z = [a1,1, a1,2, a2,1, a2,2]
(fixing τ = 1s), the emergent property statistics f (x; z) were chosen to contain parts of the primary
eigenvalue of A, which predicate frequency, imag(λ1), and the growth/decay, real(λ1), of the
system






λ1 is the eigenvalue of greatest real part when the imaginary component is zero, and alternatively
that of positive imaginary component when the eigenvalues are complex conjugate pairs. To learn
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the distribution of real entries of A that produce a band of oscillating systems around 1Hz, we
formalized this emergent property as real(λ1) having mean zero with variance 0.252, and the os-


































To write the emergent property X in the form required for the augmented lagrangian optimiza-
tion (Section 4.4.1.4), we concatenate these first and second moment constraints into a vector of
sufficient statistics T (z) and constraint values µopt.

























From now on in all scientific applications (Sections 4.4.2-5.5.2, we specify how the EPI optimiza-
tion was setup by specifying f (x; z), µ, and σ2.
Unlike the models we presented in the main text, this model admits an analytical form for the
mean emergent property statistics given parameter z, since the eigenvalues can be calculated using
the quadratic formula:
λ =
( a1,1+a2,2τ ) ±
√
( a1,1+a2,2τ )
2 + 4( a1,2a2,1−a1,1a2,2τ )
2
. (4.25)
We study this example, because the inferred distribution is curved and multimodal, and we can














Figure 4.3: A. Two-dimensional linear dynamical system model, where real entries of the dynam-
ics matrix A are the parameters. B. The EPI distribution for a two-dimensional linear dynamical
system with τ = 1 that produces an average of 1Hz oscillations with some small amount of vari-
ance. Dashed lines indicate the parameter axes. C. Entropy throughout the optimization. At the
beginning of each augmented lagrangian epoch (imax = 2, 000 iterations), the entropy dipped due to
the shifted optimization manifold where emergent property constraint satisfaction is increasingly
weighted. D. Emergent property moments throughout optimization. At the beginning of each
augmented lagrangian epoch, the emergent property moments adjust closer to their constraints.
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Despite the simple analytic form of the emergent property statistics, the EPI distribution in
this example is not simply determined. Although Ez [T (z)] is calculable directly via a closed form
function, the distribution q∗θ (z | X) cannot be derived directly. This fact is due to the formally hard
problem of the backward mapping: finding the natural parameters η from the mean parameters µ
of an exponential family distribution [137]. Instead, we used EPI to approximate this distribution
(Fig. 4.3B). We used a real NVP normalizing flow architecture three coupling layers and two-
layer neural networks of 50 units per layer, mapped onto a support of zi ∈ [−10, 10]. (see Section
4.4.1.2).
Even this relatively simple system has nontrivial (though intuitively sensible) structure in the
parameter distribution. To validate our method, we analytically derived the contours of the proba-
bility density from the emergent property statistics and values. In the a1,1-a2,2 plane, the black line
at real(λ1) =
a1,1+a2,2
2 = 0, dashed black line at the standard deviation real(λ1) =
a1,1+a2,2
2 ± 0.25,
and the dashed gray line at twice the standard deviation real(λ1) =
a1,1+a2,2
2 ±0.5 follow the contour
of probability density of the samples (Fig. 4.4A). The distribution precisely reflects the desired sta-
tistical constraints and model degeneracy in the sum of a1,1 and a2,2. Intuitively, the parameters
equivalent with respect to emergent property statistic real(λ1) have similar log densities.
To explain the bimodality of the EPI distribution, we examined the imaginary component of






τ , if a1,1a2,2 < a1,2a2,1
0 otherwise
. (4.26)
In Figure 4.4B, we plot the contours of imag(λ1) where a1,1a2,2 is fixed to 0 at one standard devi-
ation ( π5 , black dashed) and two standard deviations (
2π
5 , gray dashed) from the mean of 2π. This
validates the curved multimodal structure of the inferred distribution learned through EPI. Subtler
combinations of model and emergent property will have more complexity, further motivating the
use of EPI for understanding these systems. As we expect, the distribution results in samples of
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Figure 4.4: A. Probability contours in the a1,1-a2,2 plane were derived from the relationship to
emergent property statistic of growth/decay factor real(λ1). B. Probability contours in the a1,2-a2,1
plane were derived from the emergent property statistic of oscillation frequency 2πimag(λ1).
two-dimensional linear systems oscillating near 1Hz (Fig. 4.5).
4.4.1.6 EPI as variational inference
In variational inference, a posterior approximation q∗θ is chosen from within some variational
family Q to be as close as possible to the posterior under the KL divergence criteria
q∗θ (z) = argmin
qθ∈Q
K L(qθ (z) | | p(z | x)). (4.27)
This KL divergence can be written in terms of entropy of the variational approximation:









= −H (qθ ) − Ez∼qθ
[
log(p(x | z)) + log(p(z)) − log(p(x))
]
(4.29)
Since the marginal distribution of the data p(x) (or “evidence") is independent of θ, variational in-
ference is executed by optimizing the remaining expression. This is usually framed as maximizing
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2 ] colored by log probability. A. Each dimension of the simulated trajectories throughout
time. B. The simulated trajectories in phase space.
the evidence lower bound (ELBO)
argmin
qθ∈Q
K L(qθ | | p(z | x)) = argmax
qθ∈Q
H (qθ ) + Ez∼qθ
[
log(p(x | z)) + log(p(z))
]
. (4.30)
Now, we will show how the maximum entropy problem of EPI is equivalent to variational




H (q(z)) ⇐⇒ argmax
q∈Q
H (q(z)) + η∗>Ez∼q [T (z)] ,
s.t. Ez∼q [T (z)] = 0
(4.31)
with lagrange multipliers η∗. By moving the lagrange multipliers within the expectation
q∗ = argmax
q∈Q





inserting a log exp(·) within the expectation,
q∗ = argmax
q∈Q








and finally choosing T (·) to be likelihood averaged statistics as in EPI
q∗ = argmax
q∈Q





















we can compare directly to the objective used in variational inference (Equation 4.30). We see
that EPI is exactly variational inference with an exponential family likelihood defined by sufficient




, and where the natural parameter η∗ is predicated by the choice
of mean parameter µopt. Equation 4.34 implies that EPI uses an improper (or uniform) prior, which
is easily changed.
This derivation of the equivalence between EPI and variational inference emphasizes why
defining a statistical inference program by its mean parameterization µopt is so useful. With EPI,
one can clearly define the emergent property X that the model of interest should produce through
intuitive selection of µopt for a given T (z). Alternatively, figuring out the correct natural parameters
η∗ for the same T (z) that produces X is a formally hard problem (see Section 4.4.1.3).
4.4.2 Stomatogastric ganglion
In Section 4.2.1 and 4.2.2, we used EPI to infer conductance parameters in a model of the
stomatogastric ganglion (STG) [41]. This 5-neuron circuit model represents two subcircuits: that
generating the pyloric rhythm (fast population) and that generating the gastric mill rhythm (slow
population). The additional neuron (the IC neuron of the STG) receives inhibitory synaptic input
from both subcircuits, and can couple to either rhythm dependent on modulatory conditions. There
is also a parametric regime in which this neuron fires at an intermediate frequency between that of
the fast and slow populations [41], which we infer with EPI as a motivational example. This model
is not to be confused with an STG subcircuit model of the pyloric rhythm [203], which has been
statistically inferred in other studies [173, 190].
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4.4.2.1 STG model
We analyze how the parameters z = [gel, gsynA] govern the emergent phenomena of interme-
diate hub frequency in a model of the stomatogastric ganglion (STG) [41] shown in Figure 4.1A
with activity x = [xf1, xf2, xhub, xs1, xs2], using the same hyperparameter choices as Gutierrez et al.











The input current of each neuron is the sum of the leak, calcium, potassium, hyperpolarization,
electrical and synaptic currents. Each current component is a function of all membrane potentials
and the conductance parameters z. Finally, we include gaussian noise dB to the model of Gutierrez
et al. so that the model stochastic, although this is not required by EPI.
The capacitance of the cell membrane was set to Cm = 1nF. Specifically, the currents are the
difference in the neuron’s membrane potential and that current type’s reversal potential multiplied
by a conductance:
hleak (x; z) = gleak (xα − Vleak ) (4.36)
helec(x; z) = gel(xpostα − x
pre
α ) (4.37)
hsyn(x; z) = gsynSpre∞ (x
post
α − Vsyn) (4.38)
hCa (x; z) = gCa M∞(xα − VCa) (4.39)
hK (x; z) = gK N (xα − VK ) (4.40)
hhyp(x; z) = ghH (xα − Vhyp). (4.41)
The reversal potentials were set to Vleak = −40mV , VCa = 100mV , VK = −80mV , Vhyp = −20mV ,
and Vsyn = −75mV . The other conductance parameters were fixed to gleak = 1 × 10−4µS. gCa,
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gK , and ghyp had different values based on fast, intermediate (hub) or slow neuron. The fast
conductances had values gCa = 1.9 × 10−2, gK = 3.9 × 10−2, and ghyp = 2.5 × 10−2. The
intermediate conductances had values gCa = 1.7 × 10−2, gK = 1.9 × 10−2, and ghyp = 8.0 × 10−3.
Finally, the slow conductances had values gCa = 8.5×10−3, gK = 1.5×10−2, and ghyp = 1.0×10−2.
Furthermore, the Calcium, Potassium, and hyperpolarization channels have time-dependent

















































where we set v1 = 0mV , v2 = 20mV , v3 = 0mV , v4 = 15mV , v5 = 78.3mV , v6 = 10.5mV ,
v7 = −42.2mV , v8 = 87.3mV , v9 = 5mV , and vth = −25mV .








When the dynamic gating variables are considered, this is actually a 15-dimensional nonlinear
dynamical system. The gaussian noise dB has variance (1× 10−12)2 A2, and introduces variability
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in frequency at each parameterization z.
4.4.2.2 Hub frequency calculation
In order to measure the frequency of the hub neuron during EPI, the STG model was simulated
for T = 300 time steps of dt = 25ms. The chosen dt and T were the most computationally conve-
nient choices yielding accurate frequency measurement. We used a basis of complex exponentials
with frequencies from 0.0-1.0 Hz at 0.01Hz resolution to measure frequency from simulated time
series
Φ = [0.0, 0.01, ..., 1.0]> .. (4.50)
To measure spiking frequency, we processed simulated membrane potentials with a relu (spike
extraction) and low-pass filter with averaging window of size 20, then took the frequency with
the maximum absolute value of the complex exponential basis coefficients of the processed time-
series. The first 20 temporal samples of the simulation are ignored to account for initial transients.
To differentiate through the maximum frequency identification, we used a soft-argmax Let
Xα ∈ C |Φ| be the complex exponential filter bank dot products with the signal xα ∈ RN , where
α ∈ {f1, f2, hub, s1, s2}. The soft-argmax is then calculated using temperature parameter βψ = 100
ψα = softmax(βψ |Xα |)  i, (4.51)
where i = [0, 1, ..., 100]. Thus, ψα is a dot product between a vector of positive frequency in-
tensities that sum to one, and the corresponding indices to those frequencies. By increasing the
temperature parameter βψ , the first argument of the dot product more closely approximates a one-
hot vector. The frequency is then calculated as
ωα = 0.01ψαHz. (4.52)
Intermediate hub frequency, like all other emergent properties in this work, is defined by the
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Figure 4.6: EPI optimization of the STG model producing network syncing. A. Entropy throughout
optimization. B. The emergent property statistic means and variances converge to their constraints
at 25,000 iterations following the fifth augmented lagrangian epoch.
mean and variance of the emergent property statistics. In this case, we have one statistic, hub neu-
ron frequency, where the mean was chosen to be 0.55Hz,(Equation 4.2) and variance was chosen
to be 0.0252 Hz2 (Equation 4.3).
4.4.2.3 EPI details for the STG model
EPI was run for the STG model using












(see Sections 4.4.1.3-4.4.1.4, and example in Section 4.4.1.5). Throughout optimization, the aug-
mented lagrangian parameters η and c, were updated after each epoch of imax = 5, 000 iterations
(see Section 4.4.1.4). The optimization converged after five epochs (Fig. 4.6).
For EPI in Fig 4.1E, we used a real NVP architecture with three coupling layers and two-layer
neural networks of 25 units per layer. The normalizing flow architecture mapped z0 ∼ N (0, I) to
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a support of z = [gel, gsynA] ∈ [4, 8] × [0.01, 4], initialized to a gaussian approximation of samples
returned by a preliminary ABC search. We did not include gsynA < 0.01, for numerical stability.
EPI optimization was run using 5 different random seeds for architecture initialization θ with an
augmented lagrangian coefficient of c0 = 105, β = 2, a batch size n = 400, and we simulated one
x(i) per z(i). The architecture converged with criteria Ntest = 100.
4.4.2.4 Hessian sensitivity vectors
To quantify the second-order structure of the EPI distribution, we evaluated the Hessian of
the log probability ∂
2 log q(z|X)
∂zz> . The eigenvector of this Hessian with most negative eigenvalue is
defined as the sensitivity dimension v1, and all subsequent eigenvectors are ordered by increasing
eigenvalue. These eigenvalues are quantifications of how fast the emergent property deteriorates
via the parameter combination of their associated eigenvector. In Figure 4.1D, the sensitivity
dimension v1 (solid) and the second eigenvector of the Hessian v2 (dashed) are shown evaluated at
the mode of the distribution. Since the Hessian eigenvectors have sign degeneracy, the visualized
directions in 2-D parameter space were chosen to have positive gsynA. The length of the arrows
is inversely proportional to the square root of the absolute value of their eigenvalues λ1 = −10.7
and λ2 = −3.22. For the same magnitude perturbation away from the mode, intermediate hub
frequency only diminishes along the sensitivity dimension v1 (Fig. 4.1E-F).
4.4.3 Scaling EPI for stable amplification in RNNs
4.4.3.1 Rank-2 RNN model
We examined the scaling properties of EPI by learning connectivities of RNNs of increasing









+ g χ(V ), and χ(W )i, j , χ
(V )
i, j ∼ N (0, 1). This RNN model has
dynamics
τẋ = −x +Wx. (4.56)
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∈ [−1, 1](4N )
that produced stable amplification using EPI, SMC-ABC [52], and SNPE [190] (see Section Re-
lated Methods).
4.4.3.2 Stable amplification
For this RNN model to be stable, all real eigenvalues of W must be less than 1: real(λ1) < 1,
where λ1 denotes the greatest real eigenvalue of W . For a stable RNN to amplify at least one input
pattern, the symmetric connectivity W s = W+W>2 must have an eigenvalue greater than 1: λ
s
1 > 1,
where λs is the maximum eigenvalue of W s. These two conditions are necessary and sufficient for
stable amplification in RNNs [201].
4.4.3.3 EPI details for RNNs
We defined the emergent property of stable amplification with means of these eigenvalues (0.5
and 1.5, respectively) that satisfy these conditions. To complete the emergent property definition,
we chose variances (0.252) about those means such that samples rarely violate the eigenvalue
constraints. To write the emergent property of Equation 4.5 in terms of the EPI optimization, we
have



















(see Sections 4.4.1.3-4.4.1.4, and example in Section 4.4.1.5). Gradients of maximum eigenvalues
of Hermitian matrices like W s are available with modern automatic differentiation tools. To differ-
entiate through the real(λ1), we solved the following equation for eigenvalues of rank-2 matrices
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using the rank reduced matrix W r = V>U
λ± =
Tr(W r ) ±
√
Tr(W r )2 − 4Det(W r )
2
. (4.60)
For EPI in Fig. 4.2, we used a real NVP architecture with three coupling layers of affine
transformations parameterized by two-layer neural networks of 100 units per layer. The initial
distribution was a standard isotropic gaussian z0 ∼ N (0, I) mapped to the support of zi ∈ [−1, 1].
We used an augmented lagrangian coefficient of c0 = 103, a batch size n = 200, β = 4, and we
simulated one W(i) per z(i). We chose to use imax = 500 iterations per augmented lagrangian epoch
and emergent property constraint convergence was evaluated at Ntest = 200 (Fig. 4.2B blue line,
and Fig. 4.2C-D blue). It was fastest to initialize the EPI distribution on a Tesla V100 GPU, and
then subsequently optimize it on a CPU with 32 cores. EPI timing measurements accounted for
this initialization period.
4.4.3.4 Methodological comparison
We compared EPI to two alternative simulation-based inference techniques, since the likeli-
hood of these eigenvalues given z is not available. Approximate bayesian computation (ABC) [51]
is a rejection sampling technique for obtaining sets of parameters z that produce activity x close to
some observed data x0. Sequential Monte Carlo approximate bayesian computation (SMC-ABC)
is the state-of-the-art ABC method, which leverages SMC techniques to improve sampling speed.
We ran SMC-ABC with the pyABC package [224] to infer RNNs with stable amplification: con-












SMC-ABC was run with a uniform prior over z ∈ [−1, 1](4N ), a population size of 1,000 particles















Figure 4.7: Number of parameters in deep probability distribution architectures of EPI (blue) and
SNPE (orange) by RNN size (N).
SNPE, the next approach in our comparison, is far more similar to EPI. Like EPI, SNPE treats
parameters in mechanistic models with deep probability distributions, yet the two learning al-
gorithms are categorically different. SNPE uses a two-network architecture to approximate the
posterior distribution of the model conditioned on observed data x0. The amortizing network maps
observations xi to the parameters of the deep probability distribution. The weights and biases of the
parameter network are optimized by sequentially augmenting the training data with additional pairs
(zi, xi) based on the most recent posterior approximation. This sequential procedure is important
to get training data zi to be closer to the true posterior, and xi to be closer to the observed data. For
the deep probability distribution architecture, we chose a masked autoregressive flow with affine
couplings (the default choice), three transforms, 50 hidden units, and a normalizing flow mapping
to the support as in EPI. This architectural choice closely tracked the size of the architecture used
by EPI (Fig. 4.7). As in SMC-ABC, we ran SNPE with x0 = µ. All SNPE optimizations were
run for a limit of 1.5 days, or until two consecutive rounds resulted in a validation log probability
lower than the maximum observed for that random seed. It was always faster to run SNPE on a
CPU with 32 cores rather than on a Tesla V100 GPU.
To compare the efficiency of these algorithms for inferring RNN connectivity distributions
producing stable amplification, we develop a convergence criteria that can be used across meth-
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ods. While EPI has its own hypothesis testing convergence criteria for the emergent property, it
would not make sense to use this criteria on SNPE and SMC-ABC which do not constrain the
means and variances of their predictions. Instead, we consider EPI and SNPE to have converged





−µ |2 is less than 0.5. We consider SMC-ABC to have converged once the population
produces samples within the ε = 0.5 ball ensuring stable amplification.
When assessing the scalability of SNPE, it is important to check that alternative hyperparam-
terizations could not yield better performance. Key hyperparameters of the SNPE optimization are
the number of simulations per round nround, the number of atoms used in the atomic proposals of
the SNPE-C algorithm [225], and the batch size n. To match EPI, we used a batch size of n = 200
for N <= 25, however we found n = 1, 000 to be helpful for SNPE in higher dimensions. While
nround = 1, 000 yielded SNPE convergence for N <= 25, we found that a substantial increase to
nround = 25, 000 yielded more consistent convergence at N = 50 (Fig. 4.8A). By increasing nround,
we also necessarily increase the duration of each round. At N = 100, we tried two hyperparameter
modifications. As suggested in [225], we increased natom by an order of magnitude to improve
gradient quality, but this had little effect on the optimization (much overlap between same random
seeds) (Fig. 4.8B). Finally, we increased nround by an order of magnitude, which yielded conver-
gence in one case, but no others. We found no way to improve the convergence rate of SNPE
without making more aggressive hyperparameter choices requiring high numbers of simulations.
In Figure 4.2C-D, we show samples from the random seed resulting in emergent property conver-
gence at greatest entropy (EPI), the random seed resulting in greatest validation log probability
(SNPE), and the result of all converged random seeds (SMC).
4.4.3.5 Effect of RNN parameters on EPI and SNPE inferred distributions
To clarify the difference in objectives of EPI and SNPE, we show their results on RNN models
with different numbers of neurons N and random strength g. The parameters inferred by EPI
consistently produces the same mean and variance of real(λ1) and λs1, while those inferred by
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# simulations time (min)
A N = 50
N = 100B
# simulations time (min)
N = 100C
# simulations time (min)
Figure 4.8: SNPE convergence was enabled by increasing nround, not natom. A. Difference of mean
predictions x0 throughout optimization at N = 50 with by simulation count (left) and wall time
(right) of SNPE with nround = 5, 000 (light orange), SNPE with nround = 25, 000 (dark orange), and
EPI (blue). Each line shows an individual random seed. B. Same conventions as A at N = 100 of
SNPE with natom = 100 (light orange) and natom = 1, 000 (dark orange). C. Same conventions as
A at N = 100 of SNPE with nround = 25, 000 (light orange) and nround = 250, 000 (dark orange).
95
SNPE change according to the model definition (Fig. 4.9A). For N = 2 and g = 0.01, the SNPE
posterior has greater concentration in eigenvalues around x0 than at g = 0.1, where the model has
greater randomness (Fig. 4.9B top, orange). At both levels of g when N = 2, the posterior of SNPE
has lower entropy than EPI at convergence (Fig. 4.9B top). However at N = 10, SNPE results in
a predictive distribution of more widely dispersed eigenvalues (Fig. 4.9A bottom), and an inferred
posterior with greater entropy than EPI (Fig. 4.9B bottom). We highlight these differences not
to focus on an insightful trend, but to emphasize that these methods optimize different objectives
with different implications.
Note that SNPE converges when it’s validation log probability has saturated after several rounds
of optimization (Fig. 4.9C), and that EPI converges after several epochs of its own optimization
to enforce the emergent property constraints (Fig. 4.9D blue). Importantly, as SNPE optimizes
its posterior approximation, the predictive means change, and at convergence may be different
than x0 (Fig. 4.9D orange, left). It is sensible to assume that predictions of a well-approximated
SNPE posterior should closely reflect the data on average (especially given a uniform prior and
a low degree of stochasticity), however this is not a given. Furthermore, no aspect of the SNPE
optimization controls the variance of the predictions (Fig. 4.9D orange, right).
4.5 Deep inference and the exponential family
In Chapter 1 Section 1.3 we introduced the topic of deep generative modeling, and inference
with normalizing flows (or deep probability distributions) for the flexible approximation of poste-
rior distributions. In Chapter 3, we presented our novel approach for deep inference of intractable
exponential family models using exponential family networks (EFNs). In this chapter, we have
presented an additional novel method for deep inference of neural circuit models called emergent
property inference (EPI). Furthermore, we compared EPI to an alternative simulation-based in-
ference technique called sequential neural posterior estimation (SNPE) [190], which employs the
same two-network architecture as an EFN. Here, we explain mathematical connections and prac-
tical similarities between these deep inference techniques through the lens of exponential family
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time (min) time (min) time (min) time (min)
Figure 4.9: Model characteristics affect predictions of posteriors inferred by SNPE, while predic-
tions of parameters inferred by EPI remain fixed. A. Predictive distribution of EPI (blue) and SNPE
(orange) inferred connectivity of RNNs exhibiting stable amplification with N = 2 (top), N = 10
(bottom), g = 0.01 (left), and g = 0.1 (right). B. Entropy of parameter distribution approximations
throughout optimization with N = 2 (top), N = 10 (bottom), g = 0.1 (dark shade), and g = 0.01
(light shade). C. Validation log probabilities throughout SNPE optimization. Same conventions as
B. D. Adherence to EPI constraints. Same conventions as B.
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distributions.
4.5.1 Maximum entropy and the exponential family
To formalize the relationship between EPI and EFN, we recognize the equivalence between
maximum entropy distributions and their representations as exponential families [137]. Consider
a maximum entropy distribution p∗(z) within family P of form
p∗(z) = argmax
p∈P
H (p(z)) s.t. Ez∼p [T (z)] = µ, (4.62)
where H (·) is entropy, T (·) is a vector of statistics, and µ is the mean parameter. The maximum
entropy distribution has a solution in the exponential family with parameter η
p∗(z) ∝ exp(η>T (z)). (4.63)
Thus, every maximum entropy (and exponential family) distribution has two parameterizations:
the mean and natural parameterizations µ and η. In fact, there exists a bijective mapping called
the "forward" mapping µ = f (η) (and the "backward" mapping η = f −1(µ)), which are generally
unknown or intractable.
4.5.1.1 Deep inference of maximum entropy distributions
To execute deep inference of a maximum entropy distribution, we must fit a normalizing flow
to a distribution satisfying the constraints of Equation 4.62, and select that with maximum entropy.
This can be done with a normalizing flow qθ solving the following equation using the algorithm of
maximum entropy flow networks [191]
q∗θ (z) = argmax
qθ∈Q
H (qθ (z)) s.t. Ez∼qθ [T (z)] = µ. (4.64)
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In deep inference of maximum entropy distributions, the inferred distribution q∗θ (z) is defined by
mean parameter µ. When this statistical inference approach is applied to emergent properties
of generative models, the inferred distribution is a posterior in the spirit of variational bayesian
inference (see Section 4.5.2.1).
4.5.1.2 Deep inference of exponential families
When the posterior distribution of a bayesian inference problem is known to belong to the
exponential family, and its natural parameterization η is also known, one can approximate this
posterior using variational inference. This is done by optimizing variational parameters θ of the
normalizing flow to approximate the true posterior as closely as possible according to the KL-
divergence
D(qθ (z; η) | |p(z; η)) (4.65)
In Chapter 3, we introduced a two network architecture for amortizing variational inference in






D(qθ (z; η) | |p(z; η))
]
. (4.66)
This algorithm is executed with a two-network architecture, where parameter samples z are emitted
from a normalizing flows with parameters set by a deep function of the natural parameter θ = fφ (η)
(Fig. 4.10B). The natural parameter η of the posterior contains hyperparameters of the prior and
summary statistics of the data – this is how data enter the EFN architecture.
4.5.2 Variational simulation-based inference
In simulation-based inference, parameter distributions are inferred in complex, simulator-defined
models. Historically, approaches to simulation based inference have focused on rejection sam-
pling techniques like approximate bayesian computation (ABC) [51] or markov chain monte carlo











EPI EFN SNPEA B C
Figure 4.10: Deep inference architectures. A. Emergent property inference (EPI) B. Exponential
family networks (EFN) C. Sequential neural posterior estimation (SNPE).
ence. In variational simulation-based inference, a distribution is fit within a parameterized family.
Having a variational approximation is important in the context of scientific research, where we
want to efficiently quantify the structure of the inferred distribution.
4.5.2.1 Emergent property inference
In emergent property inference (EPI), a maximum entropy distribution of model parameters
is inferred such that they produce an emergent property (see Chapter 4.). An emergent property
is quantified as statistical constraints on data that emerge from the generative model of interest.




(see Algorithm 1). In EPI,
only a single deep neural network in the normalizing flow is used in the learning architecture (Fig.
4.10A).
4.5.2.2 Sequential neural posterior estimation
In sequential neural posterior estimation (SNPE), an inference network fφ (x) learns to map
data to variational parameters of the approximate posterior qθ (z | x). This is done in the first









where paired samples (xi, zi) are sampled from the joint distribution p(x, z). In subsequent epochs
(sequential epochs), paired samples are produced by sampling from the current approximate pos-
terior zi ∼ qθ (z | x) and from the model simulator xi ∼ p(x | z). The two-network architecture for
SNPE is shown in Figure 4.10C.
4.5.2.3 Sequential optimization
Both EPI and SNPE update their optimization objectives in sequential epochs based on their
latest approximations, however the nature of these updates are very different. In EPI, the optimal
lagrangian penalty coefficients ηopt are estimated from the current constraint errors. The lagrangian
penalty coefficients are adjusted in each epoch of the EPI optimization until convergence, where
all constraints of the emergent property are satisfied.
In SNPE, the distribution of paired samples (xi, zi) over which the density estimation objective
is optimized is adjusted to be closer to the posterior with each epoch. At the beginning of each
SNPE epoch, the current estimate of the posterior is sampled to obtain many new parameters zi and
paired simulations xi to augment the current training dataset. In both the EPI and SNPE algorithms,
a period of stochastic gradient descent on a consistent objective is followed by an adaptation of the
objective function of the optimization.
4.5.3 Two-network architectures for deep inference
While EPI has a single network in its architecture, SNPE has two networks in the same manner
as EFNs. This gives SNPE the capacity for amortization, a relative advantage over EPI. If there
was a simple bijective mapping from the mean parameter µ of EPI to the natural parameter η,
we could use the approach of EFN to amortize inference of emergent properties. However, as we
discussed in Section 4.5.2.1, the backward mapping is formally hard for general maximum entropy
distributions.
Exponential family posteriors have consistent form and dimensionality of natural parameter
η no matter the number of observed data points. Once trained, an EFN can return a posterior
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approximation for datasets of varying observation count (Equation 3.3). In SNPE, this is not the
case. The data conditioned upon xi is either a concatenation of a static number of observations, or
a summary statistic calculated over a static number of observations.
Chapter 5
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Chapter 5: Building theories of neural circuits with emergent property
inference
In Chapter 4, we introduced a deep generative modeling technique for inferring distributions
of neural circuit model parameters that produce emergent properties. This chapter corresponds to
selected sections of Bittner et al. 2021 [163] related to the application of EPI to models of primary
visual cortex and superior colliculus. By fitting normalizing flows to parameter distributions of
these models that produce emergent properties of computation, we gained novel insight, which
builds upon mechanistic theories of these neural circuits. The remainder of this chapter was co-
authored by Agostina Palmigiano, Alex T. Piet, Chunyu A. Duan, Carlos D. Brody, Kenneth D.
Miller, and John P. Cunningham.
5.1 EPI reveals how recurrence with multiple inhibitory subtypes governs excitatory vari-
ability in a V1 model
Dynamical models of excitatory (E) and inhibitory (I) populations with supralinear input-
output function have succeeded in explaining a host of experimentally documented phenomena
in primary visual cortex (V1). In a regime characterized by inhibitory stabilization of strong recur-
rent excitation, these models give rise to paradoxical responses [170], selective amplification [200,
194], surround suppression [226] and normalization [227]. Recent theoretical work [228] shows
that stabilized E-I models reproduce the effect of variability suppression [229]. Furthermore, ex-
perimental evidence shows that inhibition is composed of distinct elements – parvalbumin (P),
somatostatin (S), VIP (V) – composing 80% of GABAergic interneurons in V1 [230, 231, 232],
and that these inhibitory cell types follow specific connectivity patterns (Fig. 5.1A) [233]. Here,
we use EPI on a model of V1 with biologically realistic connectivity to show how the structure
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of input across neuron types affects the variability of the excitatory population – the population
largely responsible for projecting to other brain areas [234].
We considered response variability of a nonlinear dynamical V1 circuit model (Fig. 5.1A) with
a state comprised of each neuron-type population’s rate x = [xE, xP, xS, xV ]>. Each population re-
ceives recurrent input Wx, where W is the effective connectivity matrix (see Section 5.5.1) and an
external input with mean h, which determines population rate via supralinear nonlinearity φ(·) =











This noise has a slower dynamical timescale τnoise > τ than the population rate, allowing fluctua-
tions around a stimulus-dependent steady-state (Fig. 5.1B). This model is the stochastic stabilized




= −x + φ(Wx + h + ε ), (5.1)
generalized to have multiple inhibitory neuron types. It introduces stochasticity to four neuron-type
models of V1 [197]. Stochasticity and inhibitory multiplicity introduce substantial complexity to
the mathematical treatment of this problem (see Section 5.5.1.5) motivating the analysis of this
model with EPI. Here, we consider fixed weights W and input h [198], and study the effect of
input variability z = [σE, σP, σS, σV ]> on excitatory variability.




















where sE (x; z) is the standard deviation of the stochastic E-population response about its steady
state (Fig. 5.1C). In the following analyses, we select 1Hz2 variance such that the two emergent
properties do not overlap in sE (z; x).
First, we ran EPI to obtain parameter distribution qθ (z | X(5Hz)) producing E-population
















Figure 5.1: Emergent property inference in the stochastic stabilized supralinear network (SSSN)
A. Four-population model of primary visual cortex with excitatory (black), parvalbumin (blue),
somatostatin (red), and VIP (green) neurons (excitatory and inhibitory projections filled and
unfilled, respectively). Some neuron-types largely do not form synaptic projections to others
(|Wα1,α2 ) | < 0.025). Each neural population receives a baseline input hb, and the E- and P-
populations also receive a contrast-dependent input hc. Additionally, each neural population re-
ceives a slow noisy input ε . B. Transient network responses of the SSSN model. Traces are
independent trials with varying initialization x(0) and noise ε . C. Mean (solid line) and standard
deviation sE (x; z) (shading) across 100 trials. D. EPI distribution of noise parameters z conditioned
on E-population variability. The EPI predictive distribution of sE (x; z) is show on the bottom-left.
E. (Top) Enlarged visualization of the σE-σP marginal distribution of EPI qθ (z | X(5Hz)) and
qθ (z | X(10Hz)). Each black dot shows the mode at each σP. The arrows show the most sensitive
dimensions of the Hessian evaluated at these modes. F. The predictive distributions of σ2E +σ
2
P of
each inferred distribution qθ (z | X(5Hz)) and qθ (z | X(10Hz)).
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left), we can see that sE (x; z) is sensitive to various combinations of σE and σP. Alternatively, both
σS and σV are degenerate with respect to sE (x; z) evidenced by the unexpectedly high variability
in those dimensions (Fig. 5.1D, bottom-right). Together, these observations imply a curved path
with respect to sE (x; z) of 5Hz, which is indicated by the modes along σP (Fig. 5.1E).
Figure 5.1E suggests a quadratic relationship in E-population fluctuations and the standard
deviation of E- and P-population input; as the square of either σE or σP increases, the other com-
pensates by decreasing to preserve the level of sE (x; z). This quadratic relationship is preserved at
greater level of E-population variability X(10Hz) (Fig. 5.1E and 5.4). Indeed, the sum of squares
of σE and σP is larger in qθ (z | X(10Hz)) than qθ (z | X(5Hz)) (Fig 5.1F, p < 1 × 10−10), while
the sum of squares of σS and σV are not significantly different in the two EPI distributions (Fig.
5.6, p = .40), in which parameters were bounded from 0 to 0.5. The strong interaction between E-
and P-population input variability on excitatory variability is intriguing, since this circuit exhibits
a paradoxical effect in the P-population (and no other inhibitory types) (Fig. 5.7), meaning that
the E-population is P-stabilized. Future research may uncover a link between the population of
network stabilization and compensatory interactions governing excitatory variability.
EPI revealed the quadratic dependence of excitatory variability on input variability to the E-
and P-populations, as well as its independence to input from the other two inhibitory populations.
In a simplified model (τ = τnoise), it can be shown that surfaces of equal variance are ellipsoids
as a function of σ (see Section 5.5.1.5). Nevertheless, the sensitive and degenerate parameters
are intractable to predict mathematically, since the covariance matrix depends on the steady-state
solution of the network [228, 235], and terms in the covariance expression increase quadratically
with each additional neuron-type population (see also Section 5.5.1.5). By pointing out this math-
ematical complexity, we emphasize the value of EPI for gaining understanding about theoretical
models when mathematical analysis becomes onerous or impractical.
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5.2 EPI identifies two regimes of rapid task switching
It has been shown that rats can learn to switch from one behavioral task to the next on ran-
domly interleaved trials [236], and an important question is what neural mechanisms produce this
computation. In this experimental setup, rats were given an explicit task cue on each trial, either
Pro or Anti. After a delay period, rats were shown a stimulus, and made a context (task) dependent
response (Fig. 5.2A). In the Pro task, rats were required to orient towards the stimulus, while in
the Anti task, rats were required to orient away from the stimulus. Pharmacological inactivation
of the SC impaired rat performance, and time-specific optogenetic inactivation revealed a crucial
role for the SC on the cognitively demanding Anti trials [199]. These results motivated a nonlin-
ear dynamical model of the SC containing four functionally-defined neuron-type populations. In
Duan et al. 2021, a computationally intensive procedure was used to obtain a set of 373 connectiv-
ity parameters that qualitatively reproduced these optogenetic inactivation results. To build upon
the insights of this previous work, we use the probabilistic tools afforded by EPI to identify and
characterize two linked, yet distinct regimes of rapid task switching connectivity.
In this SC model, there are Pro- and Anti-populations in each hemisphere (left (L) and right (R))
with activity variables x = [xLP, xL A, xRP, xRA]> [199]. The connectivity of these populations is
parameterized by self sW , vertical vW , diagonal dW and horizontal hW connections (Fig. 5.2B).
The input h is comprised of a positive cue-dependent signal to the Pro or Anti populations, a
positive stimulus-dependent input to either the Left or Right populations, and a choice-period input
to the entire network (see Section 5.5.2.1). Model responses are bounded from 0 to 1 as a function




= −u +Wx + h + dB
x = φ(u).
(5.3)
The model responds to the side with greater Pro neuron activation; e.g. the response is left if
xLP > xRP at the end of the trial. Here, we use EPI to determine the network connectivity z =
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[sW, vW, dW, hW ]> that produces rapid task switching.
Rapid task switching is formalized mathematically as an emergent property with two statistics:
accuracy in the Pro task pP(x; z) and Anti task pA(x; z). We stipulate that accuracy be on average























75% accuracy is a realistic level of performance in each task, and with the chosen variance, inferred
models will not exhibit fully random responses (50%), nor perfect performance (100%).
The EPI inferred distribution (Fig. 5.2C) produces Pro and Anti task accuracies (Fig. 5.2C,
bottom-left) consistent with rapid task switching (Equation 5.4). This parameter distribution has
rich structure that is not captured well by simple linear correlations (Fig. 5.8). Specifically, the
shape of the EPI distribution is sharply bent, matching ground truth structure indicated by brute-
force sampling (Fig. 5.14). This is most saliently observed in the marginal distribution of sW -hW
(Fig. 5.2C top-right), where anticorrelation between sW and hW switches to correlation with
decreasing sW . By identifying the modes of the EPI distribution z∗(sW ) at different values of
sW (Fig. 5.2C red/purple dots), we can quantify this change in distributional structure with the
sensitivity dimension v1(z) (Fig. 5.2C red/purple arrows). Note that the directionality of these
sensitivity dimensions at z∗(sW ) changes distinctly with sW , and are perpendicular to the robust
dimensions of the EPI distribution that preserve rapid task switching. These two directionalities of
sensitivity motivate the distinction of connectivity into two regimes, which produce different types
of responses in the Pro and Anti tasks (Fig. 5.9).
When perturbing connectivity along the sensitivity dimension away from the modes
























































Figure 5.2: A. Rapid task switching behavioral paradigm (see text). B. Model of superior colliculus (SC).
Neurons: LP - Left Pro, RP - Right Pro, LA - Left Anti, RA - Right Anti. Parameters: sW - self, hW -
horizontal, vW -vertical, dW - diagonal weights. C. The EPI inferred distribution of rapid task switching
networks. Red/purple parameters indicate modes z∗(sW ) colored by sW . Sensitivity vectors v1(z∗) are
shown by arrows. (Bottom-left) EPI predictive distribution of task accuracies. D. Mean and standard error
(Ntest = 25, bars not visible) of accuracy in Pro (top) and Anti (bottom) tasks after perturbing connectivity
away from mode along v1(z∗) (left), vtask (middle), and vdiag (right).
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Pro accuracy monotonically increases in both regimes (Fig. 5.2D, top-left). However, there is a
stark difference between regimes in Anti accuracy. Anti accuracy falls in either direction of v1 in
regime 1, yet monotonically increases along with Pro accuracy in regime 2 (Fig. 5.2D, bottom-
left). The sharp change in local structure of the EPI distribution is therefore explained by distinct
sensitivities: Anti accuracy diminishes in only one or both directions of the sensitivity perturbation.
To understand the mechanisms differentiating the two regimes, we can make connectivity per-
turbations along dimensions that only modify a single eigenvalue of the connectivity matrix. These
eigenvalues λall, λside, λtask, and λdiag correspond to connectivity eigenmodes with intuitive roles
in processing in this task (Fig. 5.10A). For example, greater λtask will strengthen internal repre-
sentations of task, while greater λdiag will amplify dominance of Pro and Anti pairs in opposite
hemispheres (Section 5.5.2.7). Unlike the sensitivity dimension, the dimensions va that perturb
isolated connectivity eigenvalues λa for a ∈ {all, side, task, diag} are independent of z∗(sW ) (see
Section 5.5.2.7), e.g.
z = z∗(sW ) + δvtask. (5.6)
Connectivity perturbation analyses reveal that decreasing λtask has a very similar effect on Anti
accuracy as perturbations along the sensitivity dimension (Fig. 5.2D, middle). The similar effects
of perturbations along the sensitivity dimension v1(z∗) and reduction of task eigenvalue (via per-
turbations along −vtask) suggest that there is a carefully tuned strength of task representation in
connectivity regime 1, which if disturbed results in random Anti trial responses. Finally, we recog-
nize that increasing λdiag has opposite effects on Anti accuracy in each regime (Fig. 5.2D, right).
In the next section, we build on these mechanistic characterizations of each regime by examining
their resilience to optogenetic inactivation.
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5.3 EPI inferred SC connectivities reproduce results from optogenetic inactivation experi-
ments
During the delay period of this task, the circuit must prepare to execute the correct task accord-
ing to the presented cue. The circuit must then maintain a representation of task throughout the
delay period, which is important for correct execution of the Anti task. Duan et al. found that bilat-
eral optogenetic inactivation of SC during the delay period consistently decreased performance in
the Anti task, but had no effect on the Pro task (Fig. 5.3A) [199]. The distribution of connectivities
inferred by EPI exhibited this same effect in simulation at high optogenetic strengths γ, which
reduce the network activities x(t) by a factor 1 − γ (Fig. 5.3B) (see Section 5.5.2.8).
To examine how connectivity affects response to delay period inactivation, we grouped connec-
tivities of the EPI distribution along the continuum linking regimes 1 and 2 of Section 5.2. Z (sW )
is the set of EPI samples for which the closest mode was z∗(sW ) (see Section 5.5.2.4). In the fol-
lowing analyses, we examine how error, and the influence of connectivity eigenvalue on Anti error
change along this continuum of connectivities. Obtaining the parameter samples for these analysis
with the learned EPI distribution was more than 20,000 times faster than a brute force approach
(see Section 5.5.2.5).
The mean increase in Anti error of the EPI distribution is closest to the experimentally mea-
sured value of 7% at γ = 0.675 (Fig. 5.3B, black dot). At this level of optogenetic strength, regime
1 exhibits an increase in Anti error with delay period silencing (Fig. 5.3C, left), while regime 2
does not. In regime 1, greater λtask and λdiag decrease Anti error (Fig. 5.3C, right). In other words,
stronger task representations and diagonal amplification make the SC model more resilient to delay
period silencing in the Anti task. This complements the finding from Duan et al. 2021 [199] that
λtask and λdiag improve Anti accuracy.
At roughly γ = 0.85 (Fig. 5.3B, gray dot), the Anti error saturates, while Pro error remains at
zero. Following delay period inactivation at this optogenetic strength, there are strong similarities
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Task error Connectivity correlationwith Anti error
Pro
Anti
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Pro
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Figure 5.3: A. Mean and standard error (bars) across recording sessions of task error following
delay period optogenetic inactivation in rats. B. Mean and standard deviation (bars) of task error
induced by delay period inactivation of varying optogenetic strength γ across the EPI distribution.
C. (Left) Mean and standard error of Pro and Anti error from regime 1 to regime 2 at γ = 0.675.
(Right) Correlations of connectivity eigenvalues with Anti error from regime 1 to regime 2 at
γ = 0.675. D. (Left) Mean and standard deviation (shading) of responses of the SC model at
the mode of the EPI distribution to delay period inactivation at γ = 0.85. Accuracy in Pro (top)
and Anti (bottom) task is shown as a percentage. (Right) Anti accuracy following delay period
inactivation at γ = 0.85 versus accuracy in the Pro task across connectivities in the EPI distribution.
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these similarities to suggest that delay period inactivation at this saturated level flips the inter-
nal representation of task (from Anti to Pro) in the circuit model. A flipped task representation
would explain why the Anti error saturates at 50%: the average Anti accuracy in EPI inferred




) if the internal
representation of task is flipped during the delay period. This hypothesis prescribes a model of
Anti accuracy during delay period silencing of pA,opto = 100% − pP, which is fit closely across
both regimes of the EPI inferred connectivities (Fig. 5.3D, right). Similarities between Pro and
Anti trial responses were not present at the experiment-matching level of γ = 0.675 (Fig. 5.12 left)
and neither was anticorrelation in pP and pA,opto (Fig. 5.12 right).
In summary, the connectivity inferred by EPI to perform rapid task switching replicated results
from optogenetic silencing experiments. We found that at levels of optogenetic strength matching
experimental levels of Anti error, only one regime actually exhibited the effect. This connectivity
regime is less resilient to optogenetic perturbation, and perhaps more biologically realistic. Finally,
we characterized the pathology in Anti error that occurs in both regimes when optogenetic strength
is increased to high levels, leading to a mechanistic hypothesis that is experimentally testable.
The probabilistic tools afforded by EPI yielded this insight: we identified two regimes and the
continuum of connectivities between them by taking gradients of parameter probabilities in the EPI
distribution, we identified sensitivity dimensions by measuring the Hessian of the EPI distribution,
and we obtained many parameter samples at each step along the continuum at an efficient rate.
5.4 Discussion
In this paper, we demonstrate the value of deep inference for parameter sensitivity analyses at
both the local and global level. With these techniques, flexible deep probability distributions are
optimized to capture global structure by approximating the full distribution of suitable parame-
ters. Importantly, the local structure of this deep probability distribution can be quantified at any
parameter choice, offering instant sensitivity measurements after fitting. For example, the global
structure captured by EPI revealed two distinct parameter regimes, which had different local struc-
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ture quantified by the deep probability distribution (see Section 5.5.2). In comparison, bayesian
MCMC is considered a popular approach for capturing global parameter structure [208], but there
is no variational approximation (the deep probability distribution in EPI), so sensitivity informa-
tion is not queryable and sampling remains slow after convergence. Local sensitivity analyses
(e.g. [182]) may be performed independently at individual parameter samples, but these methods
alone do not capture the full picture in nonlinear, complex distributions. In contrast, deep infer-
ence yields a probability distribution that produces a wholistic assessment of parameter sensitivity
at the local and global level, which we used in this study to make novel insights into a range of
theoretical models. Together, the abilities to condition upon emergent properties, the efficient in-
ference algorithm, and the capacity for parameter sensitivity analyses make EPI a useful method
for addressing inverse problems in theoretical neuroscience.
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5.5 Methods
5.5.1 Primary visual cortex
5.5.1.1 V1 model
E-I circuit models, rely on the assumption that inhibition can be studied as an indivisible unit,
despite ample experimental evidence showing that inhibition is instead composed of distinct ele-
ments [232]. In particular three types of genetically identified inhibitory cell-types – parvalbumin
(P), somatostatin (S), VIP (V) – compose 80% of GABAergic interneurons in V1 [230, 231, 232],
and follow specific connectivity patterns (Fig. 5.1A) [233], which lead to cell-type specific com-
putations [237, 198]. Currently, how the subdivision of inhibitory cell-types, shapes correlated
variability by reconfiguring recurrent network dynamics is not understood.
In the stochastic stabilized supralinear network [228], population rate responses x to mean




= −x + φ(Wx + h + ε ), (5.7)
where the noise is an Ornstein-Uhlenbeck process ε ∼ OU (τnoise,σ)
τnoisedεα = −εαdt +
√
2τnoiseσ̃αdB (5.8)







so that σ parameterizes the variance of the noisy input in the absence of recurrent connectivity
(W = 0). As contrast c ∈ [0, 1] increases, input to the E- and P-populations increases relative to
a baseline input h = hb + chc. Connectivity (Wfit) and input (hb,fit and hc,fit) parameters were fit
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2.18 −1.19 −.594 −.229
1.66 −.651 −.680 −.242
.895 −5.22 × 10−3 −1.51 × 10−4 −.761
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.218 −.119 −.0594 −.0229
.166 −.0651 −.068 −.0242
.0895 −5.22 × 10−4 −1.51 × 10−5 −.0761




































Circuit responses are simulated using T = 200 time steps at dt = 0.5ms from an initial con-
dition drawn from x(0) ∼ U [10Hz, 25Hz]. Standard deviation of the E-population sE (x; z) is
calculated as the square root of the temporal variance from tss = 75ms to Tdt = 100ms




xE (t) − Et>tss [xE (t)]
)2] . (5.16)
5.5.1.2 EPI details for the V1 model
To write the emergent properties of Equation 5.2 in terms of the EPI optimization, we have
















(see Sections 4.4.1.3-4.4.1.4, and example in Section 4.4.1.5).
For EPI in Figures 5.1D-E and 5.4, we used a real NVP architecture with three coupling layers
and two-layer neural networks of 50 units per layer. The normalizing flow architecture mapped
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z0 ∼ N (0, I) to a support of z = [σE, σP, σS, σV ] ∈ [0.0, 0.5]4. EPI optimization was run using
three different random seeds for architecture initialization θ with an augmented lagrangian coef-
ficient of c0 = 10−1, β = 2, a batch size n = 100, and simulated 100 trials to calculate average
sE (x; z) for each z(i). We used imax = 2, 000 iterations per epoch. The distributions shown are those
of the architectures converging with criteria Ntest = 100 at greatest entropy across three random
seeds. Optimization details are shown in Figure 5.5. The sums of squares of each pair of param-
eters are shown for each EPI distribution in Figure 5.6. The plots are histograms of 500 samples
from each EPI distribution from which the significance p-values of Section 5.1 are determined.
Figure 5.4: EPI inferred distribution for X(10Hz).
5.5.1.3 Sensitivity analyses
In Fig. 5.1E, we visualize the modes of qθ (z | X) throughout the σE-σP marginal. At each
local mode z∗(σP), where σP is fixed, we calculated the Hessian and visualized the sensitivity
dimension in the direction of positive σE .
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Figure 5.5: EPI optimization qθ (z | X(5Hz)) A. Entropy throughout optimization. B. The emer-
gent property statistic means and variances converge to their constraints at 8,000 iterations follow-
ing the fourth augmented lagrangian epoch.
A B
5.5.1.4 Testing for the paradoxical effect
The paradoxical effect occurs when a populations steady state rate is decreased (or increased)
when an increase (decrease) in current is applied to that population [170]. To see which, if any,
populations exhibited a paradoxical effect, we examined responses to changes in input to individual
neuron type populations, where the initial condition was the steady-state response to h (Fig. 5.7).
Input magnitudes were chosen so that the effect is salient (0.002 for E and P, but 0.02 for S and
V). Only the P-population exhibited the paradoxical effect at this connectivity W and input h.
5.5.1.5 Primary visual cortex: Mathematical intuition and challenges























Where in this paper we chose Σε , the covariance of the noise to be
Σε = τnoise

σ̃E 0 0 0
0 σ̃P 0 0
0 0 σ̃S 0
0 0 0 σ̃V

(5.21)
and where σ̃α is the reparameterized standard deviation of the noise for population α from Equa-
tion 5.9.
We are interested in computing the covariance of the activity. For that, first we define v =
ωx+h+ε , the total input to each cell type, and the matrix S, the negative Jacobian S = I−ω f ′(−v).
Then, Eq. (5.20) can be written as an 8-dimensional system. Linearizing around the fixed point of







Figure 5.7: (Left) SSSN simulations for small increases in neuron-type population input. (Right)








































Where dW is a vector with the private noise of each variable. The dW term is multiplied
by a non-diagonal matrix is because the noise that the voltage receives is the exact same than
the one that comes from the OU process and not another process. The covariance of the inputs
Λv = 〈δvδvT 〉 can be found as the solution the following Lyapunov Equation [228, 235]:
*..
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Where Λc = 〈δvδεT 〉 can be eliminated by solving this block matrix multiplication:











I + S)−1Λε + Λε (
1
τnoise
I + ST )−1
)
(5.24)
The equation above is another Lyapunov Equation, now in 4 dimensions. In the simplest case
in which τnoise = τ, the voltage is directly driven by white noise, and Λv can be expressed in
powers of S and ST . Because S satisfies its own polynomial equation (Cayley Hamilton theorem),
there will be 4 coefficients for the expansion of S and 4 for ST , resulting in 16 coefficients that
define Λv for a given S. Due to symmetry arguments[235], in this case the diagonal elements of





These coefficients gi (S) are intricate functions of the Jacobian of the system. Although expres-
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sions for these coefficients can be found explicitly, only numerical evaluation of those expressions
determine which components of the noisy input are going to strongly influence the variability of
excitatory population. Showing the generality of this dependence in more complicated noise sce-
narios (e.g. τnoise > τ as in Section 5.1), is the focus of current research.
5.5.2 Superior colliculus
5.5.2.1 SC model
The ability to switch between two separate tasks throughout randomly interleaved trials, or
“rapid task switching," has been studied in rats, and midbrain superior colliculus (SC) has been
show to play an important in this computation [236]. Neural recordings in SC exhibited two
populations of neurons that simultaneously represented both task context (Pro or Anti) and motor
response (contralateral or ipsilateral to the recorded side), which led to the distinction of two
functional classes: the Pro/Contra and Anti/Ipsi neurons [199]. Given this evidence, Duan et al.
proposed a model with four functionally-defined neuron-type populations: two in each hemisphere
corresponding to the Pro/Contra and Anti/Ipsi populations. We study how the connectivity of this
neural circuit governs rapid task switching ability.
The four populations of this model are denoted as left Pro (LP), left Anti (LA), right Pro (RP)
and right Anti (RA). Each unit has an activity (xα) and internal variable (uα) related by













where α ∈ {LP, L A, RA, RP}, a = 0.05 and b = 0.5 control the position and shape of the nonlin-
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= −u +Wx + h + dB. (5.28)
with time constant τ = 0.09s, step size 24ms and Gaussian noise dB of variance 0.22. These
hyperparameter values are motivated by modeling choices and results from [199].




sW vW hW dW
vW sW dW hW
hW dW sW vW
dW hW vW sW

. (5.29)
We study the role of parameters z = [sW, vW, hW, dW ]> in rapid task switching.
The circuit receives four different inputs throughout each trial, which has a total length of 1.8s.
h = hconstant + hP,bias + hrule + hchoice-period + hlight. (5.30)
There is a constant input to every population,
hconstant = Iconstant[1, 1, 1, 1]>, (5.31)
a bias to the Pro populations




Figure 5.8: A. Same pairplot as Fig. 5.2C colored by Pro task accuracy. B. Same as A colored by
Anti task accuracy. C. Connectivity parameters of EPI distributions versus task accuracies. β is









Figure 5.9: A. Simulations in network regime 1: z∗(sW = −0.75). B. Simulations in network
regime 2: z∗(sW = 0.75).

















Ichoice[1, 1, 1, 1]>, if t > 1.2s
0, otherwise
, (5.35)




Ilight[1, 1, 0, 0]>, if 1.2s < t < 1.5s and Left
Ilight[0, 0, 1, 1]>, if 1.2s < t < 1.5s and Right
0, otherwise
. (5.36)

































connectivity perturbation distance (  ) from mode
Figure 5.10: A. Invariant eigenvectors of connectivity matrix W . B. Accuracies for connectivity
perturbations when changing λall and λside (λtask and λdiag shown in Fig. 5.2D).
Ichoice = 0.25, and Ilight = 0.5.
5.5.2.2 Task accuracy calculation
The accuracies of the Pro and Anti tasks are calculated as
pP(x; z) = Ex∼p(x|z) [dP(x; z)] (5.37)
and





regime 1regime 2 regime 1regime 2
(%)
Task error Connectivity correlationwith Anti error
Figure 5.11: (Left) Mean and standard error of Pro and Anti error from regime 1 to regime 2 at
γ = 0.85. (Right) Correlations of connectivity eigenvalues with Anti error from regime 1 to regime
2 at γ = 0.85.
where dP(x; z) and dA(x; z) calculate the decision made in each trial (approximately 1 for correct
and 0 for incorrect choices). Specifically,
dP(x; z) = Θ[xLP(t = 1.8s) − xRP(t = 1.8s)] (5.39)
in Pro trials where the stimulus is on the left side, and Θ approximates the Heaviside step function.
Similarly,
dA(x; z) = Θ[xRP(t = 1.8s) − xLP(t = 1.8s)] (5.40)
in Anti trials where the stimulus was on the left side. Our accuracy calculation only considers one
stimulus presentation (Left), since the model is left-right symmetric. The accuracy is averaged
over 200 independent trials, and the Heaviside step function is approximated as
Θ(x) = sigmoid(βΘx), (5.41)











Figure 5.12: (Left) Mean and standard deviation (shading) of responses of the SC model at
the mode of the EPI distribution to delay period inactivation at γ = 0.675. Accuracy in Pro
(top) and Anti (bottom) task is shown as a percentage. (Right) Anti accuracy following delay
period inactivation at γ = 0.675 versus accuracy in the Pro task across connectivities in the EPI
distribution.
5.5.2.3 EPI details for the SC model
To write the emergent properties of Equation 5.4 in terms of the EPI optimization, we have



















(see Sections 4.4.1.3-4.4.1.4, and example in Section 4.4.1.5).
Throughout optimization, the augmented lagrangian parameters η and c, were updated after
each epoch of imax = 2, 000 iterations (see Section 4.4.1.4). The optimization converged after ten
epochs (Fig. 5.12).
For EPI in Fig. 5.2C, we used a real NVP architecture with three coupling layers of affine
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A B
Figure 5.13: EPI optimization of the SC model producing rapid task switching. A. Entropy
throughout optimization. B. The emergent property statistic means and variances converge to their
constraints at 20,000 iterations following the tenth augmented lagrangian epoch.
transformations parameterized by two-layer neural networks of 50 units per layer. The initial
distribution was a standard isotropic gaussian z0 ∼ N (0, I) mapped to a support of zi ∈ [−5, 5].
We used an augmented lagrangian coefficient of c0 = 102, a batch size n = 100, and β = 2.
The distribution was the greatest EPI distribution to converge across 5 random seeds with criteria
Ntest = 25.
The bend in the EPI distribution is not a spurious result of the EPI optimization. The struc-
ture discovered by EPI matches the shape of the set of points returned from brute-force random
sampling (Fig. 5.14A) These connectivities were sampled from a uniform distribution over the
range of each connectivity parameter, and all parameters producing accuracy in each task within
the range of 60% to 90% were kept. This set of connectivities will not match the distribution of
EPI exactly, since it is not conditioned on the emergent property. For example the parameter set
returned by the brute-force search is biased towards lower accuracies (Fig. 5.14B).
5.5.2.4 Mode identification with EPI
We found one mode of the EPI distribution for fixed values of sW from 1 to -1 in steps of
0.25. To begin, we chose an initial parameter value from 500 parameter samples z ∼ qθ (z | X)
that had closest sW value to 1. We then optimized this estimate of the mode (for fixed sW ) using


















Figure 5.14: A.Rapid task switching SC connectivities obtained from random sampling. B. Task
accuracies of the inferred distributions from random sampling (top) and EPI (bottom).
learning rate of 5 × 10−3. The next mode (at sW = 0.75) was found using the previous mode as
the initialization. This and all subsequent optimizations used 200 steps of gradient ascent with a
learning rate of 1×10−3, except at sW = −1 where a learning rate of 5×10−4 was used. During all
mode identification optimizations, the learning rate was reduced by half (decay = 0.5) after every
100 iterations.
5.5.2.5 Sample grouping by mode
For the analyses in Figure 5.3C and Figure 5.11, we obtained parameters for each step along
the continuum between regimes 1 and 2 by sampling from the EPI distribution. Each sample was
assigned to the closest mode z∗(sW ). Sampling continued until 500 samples were assigned to each
mode, which took 2.67 seconds (5.34ms/sample-per-mode). It took 9.59 minutes to obtain just
5 samples for each mode with brute force sampling requiring accuracies between 60% and 90%
in each task (115s/sample-per-mode). This corresponds to a sampling speed increase of roughly
21,500 once the EPI distribution has been learned.
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5.5.2.6 Sensitivity analysis
At each mode, we measure the sensitivity dimension (that of most negative eigenvalue in the
Hessian of the EPI distribution) v1(z∗). To resolve sign degeneracy in eigenvectors, we chose
v1(z∗) to have negative element in hW . This tells us what parameter combination rapid task switch-
ing is most sensitive to at this parameter choice in the regime.
5.5.2.7 Connectivity eigendecomposition and processing modes
To understand the connectivity mechanisms governing task accuracy, we took the eigendecom-
position of the connectivity matrices W = QΛQ−1, which results in the same eigenmodes qi for
all W parameterized by z (Fig. 5.10A). These eigenvectors are always the same, because the con-
nectivity matrix is symmetric and the model also assumes symmetry across hemispheres, but the
eigenvalues of connectivity (or degree of eigenmode amplification) change with z. These basis
vectors have intuitive roles in processing for this task, and are accordingly named the all eigen-
mode - all neurons co-fluctuate, side eigenmode - one side dominates the other, task eigenmode
- the Pro or Anti populations dominate the other, and diag mode - Pro- and Anti-populations of
opposite hemispheres dominate the opposite pair. Due to the parametric structure of the connec-
tivity matrix, the parameters z are a linear function of the eigenvalues λ = [λall, λside, λtaskλdiag]>
associated with these eigenmodes.





1 1 1 1
1 −1 −1 1
1 1 −1 −1
1 −1 1 −1

. (5.46)
We are interested in the effect of raising or lowering the amplification of each eigenmode in
the connectivity matrix by perturbing individual eigenvalues λ. To test this, we calculate the unit
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and e.g. eall = [1, 0, 0, 0]>. So va is the normalized column of A corresponding to eigenmode
a. The parameter dimension va (a ∈ {all, side, task, and diag}) that increases the eigenvalue of
connectivity λa is z-invariant (Equation 5.48) and va ⊥ vb,a. By perturbing z along va, we can
examine how model function changes by directly modulating the connectivity amplification of
specific eigenmodes, which have interpretable roles in processing in each task.
5.5.2.8 Modeling optogenetic silencing.
We tested whether the inferred SC model connectivities could reproduce experimental effects
of optogenetic inactivation in rats [199]. During periods of simulated optogenetic inactivation,
activity was decreased proportional to the optogenetic strength γ ∈ [0, 1]
xα = (1 − γ)φ(uα). (5.49)
Delay period inactivation was from 0.8 < t < 1.2.
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Conclusion
This dissertation focused on the development of machine learning techniques for theoretical
neuroscience. For building normative theories, we developed optimization techniques for
predicting neural responses that encode muscle activity according to different normative criteria
(Chapter 2). For building descriptive theories, we developed a technique for efficient inference in
statistical generative models of neural data that belong to the exponential family (Chapter 3). For
building mechanistic theories, we developed a parameter inference technique for neural circuit
models that constrains the inferred parameter distribution to produce an emergent property of
computation (Chapter 4). Emergent property inference was used for novel insight regarding
mechanistic models of primary visual cortex and superior colliculus (Chapter 5).
The methods introduced in Chapters 3 and 4 used normalizing flows to create powerful deep
generative modeling techniques. By fitting distributions (defined by deep neural networks) to
complex parameter distributions, we were then able to quantify and characterize the scientifically
meaningful structure captured by these deep generative models. In Chapter 5, we showed how
effectively such techniques can be used for scientific analysis, and believe this to be a powerful
approach to be used in future theoretical work.
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