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Abstract—The Creation Process is an algorithm that trans-
forms a static network model into a dynamic one. It is the basis of
different variance reduction methods designed to make efficient
reliability estimations on highly reliable networks in which links
can only assume two possible values, operational or failed. In
this article the Creation Process is extended to let it operate
on network models in which links can assume more than two
values. The proposed algorithm, called here Multi–Level Creation
Process, is the basis of a method, also introduced here, to make
efficient reliability estimations of highly reliable stochastic flow
networks. The method proposed, which consists in an application
of Splitting over the Multi–Level Creation Process, is empirically
shown to be accurate, efficient, and robust.
Index Terms—stochastic flow network, capacity, reliability,
estimation.
ACRONYMS1
MLCP Multi–Level Creation Process
r.v. random variable





M maximum amount of flow generated in node s that
can reach node t
T value such that the reliability (unreliability) of a
stochastic flow network is the probability that M
is above (below) T
n number of nodes in the network
m number of links in the network
1The singular and plural of an acronym are always spelled the same.
V set of n nodes
E set of m links
Xl random capacity of link l
xl a realization of the r.v. Xl
Ωl state space for r.v. Xl
X random vector (X1, X2, . . . , Xm) over state space
Ω indicating the links’ capacities
x a realization of the random vector X
Ω m–dimensional state space (Ω1 × . . . × Ωm) for
the random vector X
N sample size of a Monte Carlo experiment
X(j) sample of the random vector X, j = 1, . . . , N
M(X) maximum amount of flow generated in node s that
can reach node t as a function of vector X.
G graph (V, E ,X) representing a stochastic flow
network topology
fX(x) probability distribution of r.v. X
pi probability of the ith outcome in a probability
mass function
p̂i unbiased estimator of pi
ζ P{M(X) < T}: unreliability of a stochastic flow
network
Q unreliability of a basic connectivity network model
ζ̂ unbiased estimator of ζ
ζ̂c crude or standard estimator of ζ
Ml maximum capacity of link l for the case of only
two possible values, 0 or Ml
Ml,k capacity of link l for the case of nl capacity values:
0 < Ml,1 < Ml,2 < . . . < Ml,nl
[Mn,M1] interval of possible non–zero capacity values
when capacity is uniformly distributed
Mn+1 auxiliary bound s.t. when the reparation times are
sampled beyond t = 1, the “fictitious” capacities
associated are in (Mn+1,Mn)
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φ(X) indicator function of event {M(X) < T}
rl reliability of link l
ql unreliability of link l: 1− rl
τl reparation time of link l
λl rate of the exponentially distributed repair time τl
Xl(t) capacity evolution of link l: Xl(t) = 0 if t < τl,
Xl(t) = 1 if t ≥ τl
X(t) (X1(t), X2(t), . . . , Xm(t))
M(X(t))same as M(X) when X becomes the random
process X(t)
τc reparation time of the critical link: ec
ec link upon whose reparation the flow M(X(t))
reaches the value T
G(τc) indicator function of event {τc > 1}
tj temporal bound s.t. 0 ≤ τl < t1 w.p. p1, . . . ,
tn−1 ≤ τl < tn w.p. pn, and τl > tn w.p. p0, j =
1, . . . , n
tij same as ti when there is one different temporal
bounds set for each link i
X(t) Markov process with discrete state space X
XA,XB two disjoint regions in X
κA, κB instants when X(t) enters, resp., XA and XB
h(x) importance function, h : X → R
q number of thresholds or bounds in Splitting
`k one of the thresholds on the domain of h(x):
`0 = 0 < `1 < `2 < · · · < `q = `
κ0 inf{t > 0 : h(X(t)) = `0}
κk inf{t > 0 : h(X(t)) = `k > h(X(t−))}, k ≥ 1
Dk event {κk < κ0}, k = 1, 2, · · · , q,
Nk number of Splitting trajectories started from
threshold k, k = 0, . . . , q − 1
Rk number of Splitting trajectories that reach thresh-
old k, k = 1, . . . , q
αk ratio between in and out trajectories per level,
Nk/Fk, k = 1, . . . , q − 1, in Fixed Spliting
Fk Nk, k = 0, . . . , q − 1 total number of out trajec-
tories per level in Fixed Effort
Γ {τ(1), · · · , τ(m)}: order statistics of the set of
repair times {τ1, · · · , τm}
τ(i) i
th element in Γ
Γi a partially sampled sequence {τ(1), τ(2), · · · , τ(i)}
Λi set of parameters λ of the links whose repair times
are in Γi
Si sum of the rates in Λi:
∑
j:λj∈Λi λj
S̄i sum of the rates not in Λi:
∑
j:λj /∈Λi λj ,
∆ exponentially distributed random variable with pa-
rameter S̄i
uk one of the thresholds on the domain of M(X(t)):
u0 = 0 < u1 < u2 < · · · < uq = 1
E event {M(X(1)) < T}
Ek event {M(X(uk)) < T}, k = 1, 2, · · · , q
RE Relative Error: V{ζ̂}1/2/E{ζ̂}
W Precision Gain: (V{ζ̂c} × tc)/(V{ζ̂} × t)
GR residual graph (V, E ,XR)
XR random vector (X1R, X2R, . . . , XmR) indicating
the links’ residual capacities
Yi net flow passing through link li
I. INTRODUCTION
This article introduces a Monte Carlo method for estimating
efficiently the reliability of highly reliable stochastic flow
networks. While some exact methods for computing this
reliability index have been published (see for instance [1] and
[2]), this is an NP-hard problem and exact computation can
only be applied to small sized networks. Standard simulation
techniques do not suffer from this scalability issue as far
as system’s reliability is not too close to one, but they can
not achieve efficient estimations on highly reliable systems’
reliability because the high number of replications required to
simulate system’s failures causes excessively long simulation
times. One possible solution to this problem is to design esti-
mators with lower variance than the variance of the standard
one. In the case of stochastic flow networks, variance reduction
methods have been proposed within three research lines based,
respectively, in graph evolution models, Generalized Splitting
and bounds [3]. The methods based on graph evolution models
[4] transform the static model into a dynamic one by means of
an artificial time and make use of techniques like Permutation
Monte Carlo and C–Spectrum. Generalized Splitting is an
adaptation to static models of the classical Splitting technique.
It has been studied for the stochastic flow network problem by
Botev et al. [5]. The methods based on bounds derive from a
well–known technique due to George S. Fishman, which was
widely applied in the context of Monte Carlo simulation and
it is successfully adapted to stochastic flow networks in [6]
and [7].
In a stochastic flow network there is one source node, say s,
where a certain amount of flow is generated, and one target
(or sink) node, say t, where all the flow coming from s is
consumed. In every node the incoming flow is equal to the
outgoing flow, except for s, where the outgoing flow is higher
than the incoming flow and for t, where the incoming flow
is higher than the outgoing flow. The maximum amount of
flow that a link is able to transport is called its capacity. For
any given set of links’ capacities, the maximum amount of
flow generated in s that can reach t is denoted by M . When
the links fail, their capacities fall randomly (down to one
of several possible values). This means that, in the network
model, the individual links’ capacities and the value of M are
all random variables. The most common measure of reliability
(unreliability) for stochastic flow networks is the probability
that M is above (below) a given threshold T .
One of the approaches to estimate this probability is based
on graph evolution models [4]. This method depends on the
introduction of an artificial time to transform the original static
model into a dynamic one. Based on this transformation, the
accuracy of the simulation estimations is improved. Basically,
the system is assumed to start at t = 0 with all its compo-
nents failed (repaired); afterwards, each component becomes
repaired (failed) after a random time whose distribution pa-
rameters are related to its own reliability (unreliability). The
time when the whole system becomes repaired (failed) is a
random variable, whose expectation is directly related to the
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system reliability (unreliability). It is a well–known technique
mostly applied on the basic connectivity network model in
which links can only be found in one of two possible states.
Another approach [5] applies the Splitting technique to
trajectories that simulate the network evolution as a Markov
stochastic process through its state space. Rare events cor-
respond to regions of the state space that are reached with
very low probability. Splitting works by partitioning the state
space into nested subspaces, where the event of interest is
the innermost one, and by splitting (multiplying) recursively
trajectories when they enter subspaces that are closer to the
rare event. When correctly weighted, the estimations that arise
from splitting trajectories can be used to obtain an unbiased
estimator of the reliability of the original system. Proceeding
this way, the most promising trajectories are privileged, lead-
ing to a reduced estimator variance. Generalized Splitting is
a variant of Splitting thought of as to be applied on static
models as well as dynamic ones. In a static model like a
stochastic flow network there is no temporal evolution; this
is the reason why it is not possible to follow trajectories
and, for instance, to detect the crossing points through the
subspaces borders. To address this issue, Generalized Splitting
introduces auxiliary random variables conditioned on events
representing the evolution through the different subspaces. The
rest, i.e. the mechanism of recursively splitting (multiplying)
the simulation, re–starting from certain points, remains the
same.
Two other methods proposed in the field of stochastic flow
networks, [7] and [6], are based on changing the probability
distributions of the individual links’ capacities. The objective
is that under the new probability distributions the reliability
estimator is still unbiased with respect to the real value, but
has less variance than the standard one. In [7] and [6] the
change of the probability distributions is based on bounds that
come from a decomposition of the state space due to Doulliez
and Jamoulle [8].
The method proposed in this article is a generalization of
the one introduced in [9], where the model under analysis
was not a stochastic flow network but a basic connectivity
network model for which the reliability is the probability
that two selected nodes are connected by a path formed by
operational links, provided that each link can be either failed
or operational. In [9] Splitting is applied to the Creation
Process [10], a graph evolution model in which all the links
start failed and become operational in random exponentially
distributed times. The Creation Process applies to models
for which the components can only be found in one of two
states. In this article (where, as stated, links’ capacities can be
assume one of many possible levels) the Creation Process is
transformed into what we called Multi–Level Creation Process
(MLCP), in order to simulate the links’ temporal evolution of a
stochastic flow network, and to let Splitting be applied exactly
as it was in [9].
The subsequent sections of this article address the following
contents: for Section II, an introduction of the network model;
for Section III, the MLCP presentation and for Section IV,
the basis of Splitting. Section V shows the application of
Splitting on the MLCP, Section VI gives some implementation
guidelines and Section VII presents some experimental results.
Section VIII discusses the future lines of work and outlines
the final conclusions.
II. NETWORK MODELING
A stochastic flow network can be be represented by a
directed graph G = (V, E ,X), where V is a set of n nodes, E
a set of m links, and X = (X1, . . . , Xm) a capacity random
vector over the state space Ω = (Ω1 × . . . × Ωm). Here, Ωi
denotes the space of possible values for the capacity of link i,
i = 1, . . . ,m. The distribution fX(x) of X can be either
continuous or discrete. In the latter case f is a probability
mass function: fX(x) = P{X = x}, ∀x ∈ Ω.
When M(X) denotes the random variable that indicates the
maximum amount of flow with origin in s that can reach t
for a certain vector of links’ capacities, X, the unreliability of
the stochastic flow network is defined as ζ = P{M(X) < T}.
If the network is highly reliable, we have ζ  1.
Given a value x of the random vector X, it is possible to
compute M(x) employing one of several existing algorithms,
like Ford–Fulkerson’s [11], whose computing time complexity
is O(mC), where C is the largest capacity in the network,
Edmonds–Karp’s [12], whose computing time complexity
is O(nm2), or Goldberg–Rao’s [13] with time complexity
O(min(n2/3,m1/2)m log(n2/m) log(C)).
It is reasonable to assume that every link has a finite
maximum capacity, due to physical limitations. This means
that, in most cases, there should be an upper bound on the
components’ values of X. It is also reasonable to accept
that in the event of a total failure, a link may not be able
to transport any amount of flow. This condition sets the
minimum possible flow per link to zero, but not below, which
means that the components of X could never be negative.
According to these constraints, the simplest form for X is the
one proposed in [4], where every Xi is a discrete random
variable over Ωi = {0,Mi}, Mi > 0, i = 1, . . . ,m. Links
can be in one of two possible conditions, fully operational,
i.e., able to transport flow up to the value Mi, or absolutely
failed and not able to transport any flow. A broader range
of failure values is offered by the state space used in [7]
and [6], where Ωi = {0,Mi,1,Mi,2, . . . ,Mi,ni}, with 0 <
Mi,1 < Mi,2 < . . . < Mi,ni < +∞, i = 1, . . . ,m. A
generalization of the former ones is a continuous distribution
on the state space Ω = [0,+∞)m. This distribution was
suggested in [5], although the specific distribution used in
that article for the experimental tests was continuous on
Ωi = [0,Mi), Mi > 0, i = 1, . . . ,m.
Given the following indicator function:
φ(X) =
{
1 if M(X) < T
0 otherwise, (1)
if the components of X are discrete random variables, the
unreliability can be written as:
ζ = P{φ(X) = 1} = E{φ(X)} =
∑
x∈Ω
φ(x)P{X = x}, (2)
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φ(x) fX(x) dx. (3)
Exact computation of ζ belongs to the NP–hard complexity
class [14]. Computing ζ for large or even medium–sized net-
works is computationally intractable. Monte Carlo estimations
provide an alternative solution. The crude or standard Monte
Carlo is the most straightforward technique in this family. A







where X(j), j = 1, . . . , N, is a set of N i.i.d. values
sampled from the distribution of X. When the states of the
links are mutually independent, the samples can be obtained
component–wise from the distributions of each Xi, ∀Xi ∈
Ωi, i = 1, . . . ,m. The value ζ̂ is an unbiased point estimator
of ζ.
A typical measure of accuracy for this estimator is the
relative error defined as V{ζ̂}1/2/E{ζ̂} = V{ζ̂}1/2/ζ, where
V{ζ̂} = ζ (1 − ζ)/N is the variance of ζ̂. If, for any fixed
value of N , ζ tends to 0 —indicating that the network becomes
more reliable— the relative error grows boundlessly. This is
an important limitation of crude Monte Carlo. In order to
ensure an acceptable accuracy level it is necessary to find other
variants for the highly reliable case, in which the standard
deviation, ζ, goes to zero faster than V{ζ̂}1/2. The so–called
variance reduction techniques, the application of which has led
to the design of different reliability estimators in the context
of stochastic flow networks, try to achieve this goal.
III. MULTI–LEVEL CREATION PROCESS
In the stochastic flow network model proposed by Gertsbakh
et al. in [4], every Xi in X is an independent discrete random
variable over Ωi = {0,Mi}, Mi > 0, i = 1, . . . ,m. There,
Xi = 0 means that the ith link is failed and, therefore, it is not
able to transport any flow, whereas Xi = Mi indicates that the
ith link is fully operational and able to transport flow up to its
capacity Mi. The number P{Xi = 0} = qi is the individual
link i’s unreliability, whereas P{Xi = Mi} = 1 − qi = ri is
its reliability.
Based on this model, it is possible to develop a Creation
Process corresponding to a stochastic flow network using a
similar approach as for the case of a classical connectivity
network model. With this purpose, the state vector X is
transformed into a random process {X(t), t ≥ 0} that operates
in the following way: at time t = 0 all the links are failed
(Xi(0) = 0, ∀i) and they become operational (repaired)
at times τi, i = 1, · · · ,m, exponentially distributed, with
rates λi = − ln qi. The t index is an artificial time, our
initial model is static. According to their distributions, the
probability that link ei is repaired before or at time t = 1 is
P{τi ≤ 1} = 1− e−λi = 1− qi = ri, whereas the probability
that link ei is repaired beyond t = 1 is P{τi > 1} = qi.
Figure 1 (b) shows a sample τi < 1, with the process Xi(t)
changing from 0 to Mi at time t = τi and remaining in Mi
forever. At t = 1 link i is already repaired with probability
ri = 1− qi, and it is not yet repaired with probability qi (that
is, P{Xi(1) = 0} = qi). Therefore, to see a snapshot of the
dynamic system at t = 1 is equivalent to observing the static
system. Thus, at t = 1 the maximum possible amount of flow
originated at s and consumed at t is at most T with probability
ζ, that is P{M(X(1)) < T} = ζ.
If there exists at least one vector x for which M(x) ≥
T (i.e., T is a reachable flow value in this network), then
M(X(t)) will reach —or exceed— T at a time t = τc which
is the repair time of a link ec, denoted as the critical link
(observe that, as a consequence, the critical link is a random
object). As ζ is the probability that M(X(t)) is less than T
at time t = 1, ζ can also be defined as the probability that
M(X(t)) reaches —or exceeds— T later than t = 1, that is:
ζ = P {τc > 1} . (5)




1 if τc > 1
0 otherwise,
(6)
then ζ can be computed as the expected value of G(τc):
ζ = E {G(τc)} . (7)
We can denote ζ̂c the crude or standard estimation of ζ






G(τ (n)c ). (8)
This determination consists in sampling independently N
times the network repair time, τ (n)c n = 1, · · · , N, and to
compute the proportion of them for which τ (n)c > 1.
The random process introduced so far is the Creation
Process. It may apply for a standard estimation, as shown in
(8), but it can also be the basis of more accurate estimation
methods. One of them is Permutation Monte Carlo [10], [4],
a technique where the event {τc > 1} is conditioned on the
order in which the links are repaired, provided that for every
set of links’ repairing order the probability P{τc > 1} can
be computed exactly. Then, after sampling independently N
times the repairing order of all the links, the final estimation
of ζ is the average of the probabilities P{τc > 1}. Another of
the methods based on the Creation Process is Splitting/CP [9],
a technique in which the sequences of repair times are seen
as trajectories through the state space, and they are multiplied
(cloned) as they cross thresholds on their way to the target
event that is {τc > 1} (this method will be addressed again in
Sections IV and V).
The MLCP, which is the core of this article’s proposal, will
be now introduced with the support of Figure 2. In a first
approach and without any loss of generality, let us consider
a stochastic flow network model in an homogeneous setting
in which Ω1 = · · · = Ωm = {M1, . . . ,Mn, 0}, with ∞ >
M1 > · · · > Mn > 0, where Xi = Mj with probability
pj , j = 1, . . . , n, and Xi = 0 with probability p0.













Fig. 1: The Creation Process
As in the Creation Process, let τi be the repair time of
the ith link, i = 1, . . . ,m, and let {t1, t2, . . . , tn}, 0 <
t1 < . . . < tn = 1, be a partition on [0,∞), such that
times, τi, fall into the intervals determined by the partition,
according to the following rules: 0 ≤ τi < t1 with probability
p1, . . . , tn−1 ≤ τi < tn with probability pn, and τi > tn = 1
with probability p0. Event tk−1 ≤ τi < tk has the same
probability as event Xi = Mk, k = 1, . . . , n, whereas event
τi > 1 has the same probability as event Xi = 0. Thus, the
value of Xi can be sampled implicitly, according to the interval
in which the repair time, τi, falls, what, in the end, means that
the value of Xi is a function of the time τi, as it was in the
original Creation Process.
It is necessary now to determine the rate of the exponentially
distributed repair times (that for simplicity in this example, and
without any loss of generality, are proposed to be all equal,
λi = λ, i = 1, . . . ,m) and the times t1, t2, . . ., tn−1, in
order to guarantee that, at t = 1, the capacity of every link
will take a value Mj with probability pj , j = 1, . . . , n, or 0
with probability p0. If this is achieved, at t = 1 the maximum
amount of flow generated in s that can reach t will be below
T , with probability ζ.
The determination of λ is straightforward:
P{τi > 1} = 1− Fτi(1) = e−λ = p0, (9)
then,
λi = λ = − ln(p0), i = 1, . . . ,m. (10)
The rest of the parameters are obtained as follows:
P{τi < t1} =Fτi(t1) (11)
=1− e−λt1 = p1 ⇒ e−λt1 = 1− p1,
(12)
P{t1 < τi ≤ t2} =Fτi(t2)− Fτi(t1) (13)
=(1− e−λt2)− (1− e−λt1) (14)
=e−λt1 − e−λt2 (15)
=(1− p1)− e−λt2 = p2, (16)
therefore,
e−λt2 = 1− p1 − p2. (17)
Clearly: e−λtj = 1−p1−· · ·−pj , j = 1, · · · , n. As the value
of λ is already known, it follows that:
tj =
ln(1− p1 − · · · − pj)
ln(p0)
, j = 1, · · · , n. (18)
However, in the most general case, the links’ individ-
ual parameters are not necessarily equal; instead, Ωi =
{Mi1,Mi2, . . . ,Mini , 0}, +∞ > Mi1 > Mi2 > . . . >
Mini > 0, where Xi(t) = Mi1 with probability
pi1, . . . , Xi(t) = Mini with probability pini and Xi(t) = 0
with probability pi0, i = 1, . . . ,m, where ni is the possible
number of levels of the ith link. Anyway, the computation
of the parameters λi, ti1, ti2, . . . and tin−1, by means of
expressions (10) and (18), is straightforward.
In the analysis introduced so far, the values of Xi(t) belong
to a discrete state space and they are assigned according to the
exponentially distributed repair time τi. Let us now consider
a model in which the links are failed, and therefore not
able to transport any flow, with probability p0, but whenever
they are operational their capacity values are not discrete
random variables, but continuous random variables, instead.
The definition of Multi–Level Creation Process still holds, but
now Xi equals 0 with probability p0 and it takes a real value
in [Mn,M1], 0 < Mn < M1 < +∞, with probability 1− p0.
It will now be considered the particular case in which, Xi =
0, i = 1, . . . ,m, with probability p0, and Xi ∼ Unif [Mn,M1]
with probability 1 − p0. Now, uniformly distributed values
(capacities) must be obtained as a function of the exponen-
tially distributed samples (repair times). Thus, whenever an
exponentially distributed time τi is sampled in [0, 1], a value
in [Mn,M1] must be computed as a function of this time.
And the function that computes these values must guarantee
that they are uniformly distributed in [Mn,M1]. It is useful to
consider also that whenever the exponentially distributed times
τi are sampled beyond t = 1, the function will still compute
uniformly distributed values. However the values assigned to
times in (1,∞) will be in (Mn+1,Mn), where Mn+1 ≤Mn,
being Mn+1 an auxiliary value (that could even be negative).
Finally, the function that transforms exponentially distributed
values into uniformly distributed values has (i) to produce a
value in [Mn,M1] if the sampled time is in [0, 1] and (ii)
a value in (Mn+1,Mn) if the sampled time is in (1,∞). In




















Fig. 2: The Multi–Level Creation Process
the end, the probability of producing a value in [Mn,M1]
will be 1 − p0, whereas the probability of producing a value
in (Mn+1,Mn) will be p0. The mechanism is illustrated in
Figure 3.









The determination of λ for the ith link is the same as in
the discrete model:
P{τi > 1} = 1− Fτi(1) = e−λ = p0, (20)
then,
λ = − ln(p0), i = 1, . . . ,m. (21)
Once the values of Mn+1 and λ have been computed, it
is possible to derive the function that returns uniformly dis-
tributed capacity values, given exponentially distributed repair
times. Figure 4 (a) shows the domains correspondence; for any
sampled repair time τi, a capacity value xi must be assigned to
the variable Xi. Clearly, P{0 ≤ τi < 1} = P{M < xi ≤M1},
where the probability distribution of the term on the left is
exponential, and the probability distribution of the term on
the right is uniform. The correspondence still holds between
certain parts of the referred domains, as shown in Figure 4 (b).
In this sense, for example, repair times sampled in [0, τ ] will
have associated capacities in [x,M1]. Exploring the relation
between x and τ will lead to the assignment mechanism that
we are looking for:
EXPONENTIAL UNIFORM
↓ ↓
P{0 ≤ τi < τ} = P{x < xi ≤M1} (22)







x = Mn+1 + e








Finally, given p0, M1 and Mn, the rate for sampling
exponentially distributed repair times, τi, is λ = − ln(p0)
and, for every sampled τi, the associated capacity value is
xi = (Mn − p0M1)/(1− p0) + e−λτi (M1 −Mn)/(1− p0).
In the most general case the links’ individual parameters
are not necessarily equal; instead, the probabilities of finding
a link failed are pi0, i = 1, . . . ,m, whereas the capacity
extremes are Mi1 and Min. Anyway, for the most general case,
the method operates as well and the parameters’ computation
by means of expressions (21) and (26) is straightforward.
IV. SPLITTING
Let {X(t), t ≥ 0} be a Markov process with discrete state
space X , and let XA and XB be two disjoint regions in X .
Assume X(0) 6∈ XB . A quantity that very frequently is of
interest in different performance and dependability problems
is the probability ζ that, starting at t = 0, process X(t) enters
XB without having entered XA before. If κA is the instant
when X(t) enters XA the first time (or comes back to XA if
X(0) ∈ XA) and κB is the instant when X(t) enters XB the
first time, then ζ = P{κB < κA}. Regions XA and XB may
be defined implicitly via an importance function h : X → R
as follows: XA = {x ∈ X : h(x) ≤ `0} and XB = {x ∈
X : h(x) ≥ `}, where `0 and ` are two values in R (usually
`0 = 0 and ` > 0). Hence, if h(X(0)) = 0, κA is the first
time {h(X(t))} down–crosses `0, whereas κB is the first time
{h(X(t))} up–crosses `.
Splitting [15], [16], [17], [18], [19] is a variance reduc-
tion technique for accurately estimating ζ in models where
{κB < κA} is a rare event. In this method, the state space of
{h(X(t))} is partitioned on the basis of a set of real values
`0 = 0 < `1 < `2 < · · · < `q = `, as shown in Figure 5(a).
Given this partition, for k ≥ 1, κk = inf{t > 0 : h(X(t)) =
`k > h(X(t
−))} and κ0 = inf{t > 0 : h(X(t)) = `0}.
The event Dk = {κk < κ0}, k = 1, 2, · · · , q, corresponds
to trajectories for which {h(X(t))} has up–crossed threshold
`k without entering the region under threshold `0 = 0. This
definition implies that Dq ⊂ Dq−1 ⊂ · · · ⊂ D2 ⊂ D1, where
Dq = {κq < κ0} = {κB < κA} is the event of interest,






































Fig. 4: The function that returns uniformly distributed values, given exponentially distributed values
having probability ζq = ζ. Then,
ζ = P{Dq} = P{Dq|Dq−1}︸ ︷︷ ︸
pq






The Splitting estimation of ζ is based on this expression.
If a set of estimators p̂k is obtained (as it will be explained
next), the estimation of ζ is ζ̂ =
∏q
k=1 p̂k. This estimator has
been proved to be unbiased in quite general settings in [20].
At the beginning N0 replications of {h(X(t))} are started
at t = 0. If R1 of them up–cross threshold `1, p̂1 = R1/N0
is an unbiased estimator of p1. The replications that up-
cross `1 are split (cloned), launching from the crossing points
a number N1 > R1 of new replications towards `2, each
one of them is started with the state of the process at the
corresponding crossing point. If R2 of them reach threshold
`2, p̂2 = R2/N1 is an unbiased (Crude Monte Carlo) estimator
of p2. Proceeding iteratively, the estimators p̂k, k = 2, · · · , q,
are simply p̂k = Rk/Nk−1. If threshold `q is reached by at
least one replication of {h(X(t))}, the final estimation is:
ζ̂ =
∏q
k=1 p̂k = (R1/N0) (R2/N1) (R3/N2) · · · (Rq/Nq−1).
This mechanism is shown in Figure 5(b). By splitting
trajectories, the method privileges the replications for which
event Dq = {κq < κ0} is still likely to occur. There are
two main implementation variants of Splitting: Fixed Splitting,
where the number of new copies launched from every hitting
point is a constant, Nk/Rk = αk > 1 ∀k, and Fixed Effort,
where the number of trajectories started at every hitting point
is adjusted so that the total number of replications started
from every threshold (effort) is a constant, Nk = Fk ∀k.
An important difference to point out is that Fixed Effort
is not subject to combinatorial explosion on the number of
trajectories (which can actually occur in Fixed Splitting). This
provides a better control of execution times and this is the
reason why Fixed Effort is the variant selected to support the
experimental part of this article.
V. SPLITTING ON THE MULTI–LEVEL CP
At every single replication of the MLCP, there is one
exponentially distributed repair time per link. In order to apply
Splitting, one possible sampling plan would be: (i) sample the
repair times of all the links, {τ1, · · · , τm}, (ii) see which of
them are less than the time of the first proposed threshold
and, (iii) considering that all the links whose repair times are
beyond the first threshold are still failed, check the network
flow requirements. If the flow values through the network are
such that it is necessary to start the second stage of Splitting
(comparisons to second threshold), (iv) re–sample multiple
copies of all the repair times that in the first stage were beyond
the first threshold, but conditioned on the fact that they “are”
greater than the first threshold time (due to the lack of memory
of the exponential distribution, this consists in sampling the
corresponding exponential times and add them to the first
threshold time).
Although clear and easy to implement, this sampling plan
is inefficient. Many of the repair times sampled in (i) may



















Fig. 5: Sample replications over the state space of {h(X(t))}
have to be re–sampled in (iv) and possibly over and over in
further stages. Besides, in (ii) “all” the times just sampled have
to be compared to the time of the first threshold in order to
select —probably— a few of them. The sampling plan that we
propose, and that is introduced next, solves these inefficiencies
by building a trajectory in which the repair times are sampled
one at the time, and only once each.
Being {τ1, · · · , τm} the set of repair times in the MLCP,
call Γ = {τ(1), · · · , τ(j), · · · , τ(m)} its order statistics, where
τ(1) ≤ · · · τ(j) ≤ · · · τ(m). The idea is to see this sequence as
a random process subject to the Splitting application. Based
on two well known properties of the exponentially distributed
r.v., the elements in Γ can be obtained one by one as follows.
Let Γi = {τ(1), τ(2), · · · , τ(i)}, 1 ≤ i ≤ m, with Γ0 = ∅,
be a partially sampled sequence, and let Λi be the set of
parameters of the links whose repair times are in Γi (already
sampled). To build a trajectory it is necessary to obtain
Γi+1 given Γi, which supposes to find: the time of the next
reparation, τ(i+1), and the link l repaired in time τ(i+1).
Calling Si =
∑
j:λj∈Λi λj and S̄
i =
∑
j:λj /∈Λi λj , then:
• τ(i+1) = τ(i) +∆, where ∆ is sampled from an exponen-
tially distributed r.v. with parameter S̄i.
• The link l is sampled from a discrete distribution in which
every unsampled link with parameter λj has a probability
λj/S̄
i.
Considering that the links are repaired sequentially, one
after another, each sequence Γ corresponds to a trajectory
of the stochastic process M(X(t)). Two replications of such
trajectories are shown in Figures 6(a) and 6(b). In each of
them there exists a repair time τ(c) —the repair time of the
critical link— such that ∀t < τ(c) we have M(X(t)) < T ,
whereas ∀t ≥ τ(c) we have M(X(t)) ≥ T .
Event E = {M(X(1)) < T} occurs if the critical link is
repaired after t = 1, meaning that at t = 1 (instant when
the observation of the network is equivalent to observing the
static model) the maximum amount of flow generated in s that
can reach t is below T . Therefore ζ = P{E}. In a standard
simulation of the MLCP, the estimator ζ̂ is the ratio between
the number of successful events E and the total number of
replications or, equivalently, the ratio between the number of
sequences for which τ(c) ≥ 1 and the total number of sampled
sequences.
The method proposed in this work is based on interpreting
sequences Γ = {τ(1), τ(2), · · · , τ(m)} as replications of a ran-
dom process, and applying Splitting to simulate this process.
To perform this simulation, the interval [0, 1] is partitioned by
a set of thresholds u0 = 0 < u1 < u2 < · · · < uq = 1. This
partition defines Ek = {M(X(uk)) < T}, k = 1, 2, · · · , q,
as indicator events such that, at t = uk, the maximum flow
from s to t is below T . In view of the ideas of previous
sections, we have ζ = P{Eq} and ζ̂ =
∏q
k=1 p̂k. The
estimators p̂k can be obtained separately, according to the
following mechanism: start one or more sequences Γ from
t = 0 and then (i) cancel trajectories where event E1 does
not occur and (ii) split trajectories where event E1 occurs.
This is repeated for all sequences started from u1, i.e. they are
canceled or split at threshold u2. The procedure is applied until
threshold uq = 1 is reached. Finally, p̂k = Rk/Nk−1, k =
1, 2, · · · , q, where Rk is the number of sequences crossing
threshold uk and Nk−1 the total number of sequences actually
launched from threshold uk−1. The resulting estimator is
ζ̂ = (R1/N0) (R2/N1) (R3/N2) · · · (Rq/Nq−1).
Figure 9 shows a small example to illustrate the mechanism
proposed. At t = 0 three trajectories are launched. Only for
the one at the top M(X(u1)) < T , this is the reason why
it is the only one to be split, creating three new trajectories
towards u2. Out of these three, only for the one in the middle
M(X(u2)) < T . Then, three new trajectories are launched
towards time u3 = 1, out of which only the one at the bottom
verifies the condition M(X(1)) < T . Finally, p̂k = 1/3, k =
1, 2, 3, therefore ζ̂ =
∏3
k=1 p̂k = 1/27.
The MLCP fits into the estimation process just as the
Creation Process does it in [9], after only a few minimal
adjustments on the Splitting stage. The MLCP was designed to
be as close as possible to the Creation Process, it is in fact an
extension of it. Actually, the Creation Process is a particular
case of the MLCP. Both methods generate the values (two
in the Creation Process and many —eventually ∞— in the
MLCP) following similar temporal patterns.
A said, the Splitting application only requires minimal
modifications with respect to the proposal in [9], in which
a trajectory is split at any threshold cross if there is no
connection between nodes s and t which, in terms of flows,
means that the maximum possible flow from s to t is 0. Here,
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Fig. 6: Two replications M(X(t)) for two different sequences Γ
a trajectory is split at any threshold cross if the maximum
possible flow from s to t is less that T . It is, therefore,
necessary to save a value of flow as part of the saved state, at
every threshold cross. Other than these, there are no significant
changes with respect to the Splitting application in [9].
Figure 7 shows a flowchart of Fixed Splitting on the MLCP.
In this example, the ratio between in and out trajectories
per level, i.e. the number by which every trajectory reaching
a threshold is multiplied by, is α (the same for all the
thresholds). As the mechanism is actually recursive, there is a
stack that operates as follows. The operation PUSH, performed
at time t, saves three values into a single stack item:
• the state of M(X(t)),
• the list of the repair times already sampled,
• the value of the next threshold.
The operation POP retrieves the item at the top of the stack.
Before starting, three POPs must be executed in order to
place on top of the stack three identical items containing:
M(X(0)) = 0, no repair times already sampled and the value
of u1.
Whenever the value of M(X(t)) is not below T anymore,
the trajectory reaches the end (box END in the flowchart)
meaning that it will never reach the threshold uq = 1.
If the trajectory is still below T and there are no more
repair times to be sampled, the last value obtained for
M(X(t)) remains forever, hitting the following threshold, and
all the subsequent ones properly multiplied (box HITS in the
flowchart). However, in this case, it is not necessary to make
the the recursive calls to perform the following thresholds
crosses, because it is a fact that the new (split) trajectories
will cross all the thresholds ahead. Thus, instead of making
the recursive calls, it is more convenient to obtain the number
of hits from a simple calculation.
If the threshold just crossed is the last one, only one hit
has to be computed (box HIT in the flowchart), but if the
threshold is not the last one, then α recursive calls must be
made (upwards branch on the left of the flowchart).
After completion of this procedure, the estimation of ζ
is computed as ζ̂ = (R1/N0) (R2/N1) (R3/N2) · · ·
(Rq/Nq−1). The values of Ri, i = 1, . . . , q are nothing but
the numbers of hits per threshold whereas Ni = αRi, i =
1, . . . , q − 1.
Splitting on the MLCP can be easily generalized to the case
where the availability and demand are at multiple nodes. In
such model, the network should be able to satisfy, simulta-
























Fig. 7: Fixed Splitting on the Multi–Level Creation Process
to implement the adaptation are the following, (i) the main
algorithm does not have to change, the successive increments
of flow trough all the network, only concerns the links, no
matter which and how many are the nodes between which
a minimum amount of flow must be guaranteed, (ii) there is
not a single trajectory M(X(t)) to observe and to eventually
multiply at every threshold cross but as many as pairs source–
sink, thus, it is necessary to make multiple comparisons instead
of one at every threshold cross and (iii) the adaptation of the
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algorithm to compute the maximum possible flow from s to
t (see the next section) to the case of multiple sources and
sinks is straightforward.
VI. IMPLEMENTATION GUIDELINES
In order to put the preceding ideas into practice, an im-
portant issue is how to split trajectories when a threshold
is crossed. Let Γ = {τ(1), · · · , τ(z), τ(z+1)} be a trajectory
under construction, with τ(z) < uk < τ(z+1) (recall that
τ(z+1) = τ(z) + ∆, where ∆ is a sample of an Exponential
random variable with parameter S̄z+1). Suppose also that, at
time τ(z+1), M(X(t)) is still below T , meaning that event Ek
has actually occurred. Trajectory Γ must therefore be split, in
order to create new trajectories, starting from t = uk. To do
so, new statistically equivalent values of τ(z+1) (as many as
necessary) have to be be sampled. Due to the properties of the
Exponential distribution, these new values can be obtained as
uk+∆, where ∆ denotes a new sampled value, for every new
created trajectory.
A problem arising in many Splitting implementations is
the considerable computational effort necessary to simulate a
trajectories that finally “die”. Think, for example, of a model in
which, some trajectory started at `0 = 0 reaches threshold `k,
but then never reaches the final threshold, `q . The simulation
of such trajectory stops either when it reaches `k+1 or —
definitely— when it comes back to `0 = 0. The fact is that,
after leaving threshold `k, the trajectory might move through
the space between `k+1 and `0 for a period of time that that
is clearly unavoidable but, from the efficiency point of view,
one wish it would be as short as possible. It is to remark
that as the distance to the following threshold is, most of the
time, less than the distance to threshold `0, this problem also
affects trajectories that actually reach the following threshold
but to a much lesser extent. In the model proposed in this
article, trajectories grow in only one direction, always toward
the next threshold, never coming back. This is why this sort of
up and down trajectories, with all the associated wasted time,
is never possible.
The number of thresholds, q, has a direct impact on the
efficiency and the accuracy of the Splitting method. Un-
fortunately there is no efficient procedure to determine the
optimal value of q for a general setting. Nevertheless, the
analysis of some specific models in the literature, focused
on the basic connectivity network model, has given rise to
some recommendations and guidelines. For instance, in the
RESTART variant [21], if the unreliability is Q, the optimal
value of q is (lnQ)/(ln 0.5) − 1. Other contributions on this
issue, like the ones in [15] and [17], analyze very simple Fixed
Effort settings, concluding that q = −(lnQ)/2 maximizes the
efficiency of the Splitting estimator.
Even when the models used in [21], [15] and [17] do
not entirely match the Splitting on the MLCP model, their
guidelines for setting q are useful in order to perform an
iterative set of pilot runs. As for the first pilot run there is
no value of unreliability available it is possible to employ, in
its place, an upper bound, a lower bound or any value between
them. These bounds can be computed using network analysis
methods. After the first pilot run, an unreliability estimation
is available to be used in the next ones.
Every time threshold uk, k = 1, . . . , q, is crossed, it is
necessary to check whether condition M(X(uk)) < T still
holds. In the implementations that support this paper this is
achieved by means of the Ford–Fulkerson algorithm [11]. This
algorithm perfectly fits the model of Splitting on the MLCP,
because it is possible to apply it incrementally, saving a lot of
computational time.
The Ford–Fulkerson algorithm is based on an auxiliary
model known as residual graph: GR(V, E ,XR), in which V
and E are, respectively, the same set of nodes and links as in
the original network and XR = (X1R, X2R, . . . , XmR) is a
set of residual capacities —one component per link— which
will be defined next.
Let li(vj , vk), i = 1, . . . ,m, be a directed link, from node
vj to node vk. The residual capacity of link li is XiR =
Xi − Yi, where Xi is the capacity of link li in the original
network and Yi is the net flow passing through it, from vj to
vk. The algorithm uses the fact that Yi = Y +i − Y
−
i where
Y +i is the flow passing through li, from vj to vk, and Y
−
i is
the flow passing through li from vk to vj , conditional on the
fact that Y +i ≥ Y
−
i .
As M is the maximum amount of flow generated in node s
that can reach node t, the standard Ford–Fulkerson algorithm
starts considering M = 0 and XiR = Xi, i = 1, . . . ,m.
Then, it attempts to find augmenting paths, ψ, in GR. After
each new ψ is found M is increased by Mψ , the maximum
possible flow trough ψ. This process continues until no more
augmenting paths are found in GR.
The mechanism that we propose is depicted in the flowchart
of Figure 8. It takes advantage on the fact that, the augmenting
paths detected at any instant are still valid in a later compu-
tation of M , even though some links are repaired in the mean
time. Suppose that M is computed at time t, for which a set of
augmenting paths is detected. If M is computed again at time
t+ ∆t, provided that some links have been repaired between
t and t + ∆t, the augmenting paths detected at time t are
still valid and useful. Besides, the staring point for the new
computation is the value of M determined at time t.
The algorithm is called at times t = uk, k = 1, . . . , q,
i.e. at every threshold cross. It starts by “reading” the value
of M(X(uk−1)) determined in the previous application (0,
for the first application), the value of XR at time t = uk
what is the same as the augmenting paths already found and
the set of links repaired since t = uk−1 (see the first two
blocks in the flowchart). When the algorithm finds the value of
M(X(uk)) and, therefore, “stops”, this value and the resulting
set of residual capacities are “saved” in order to be resumed
in the next application.
In the model described by Figure 2 (b), the largest capacity,
M1, is associated with the lowest repair times, [0, t1). The
second largest capacity, M2, is associated with the next set
of repair times, [t1, t2). According to this rule, capacities
decrease as the corresponding repair times increase, which
means that largest capacities are sampled earlier. But this is
definitely not a requirement, Splitting on the MLCP operates
as well if the capacity assignment follows any other pattern.





















Fig. 8: Incremental application of the Ford–Fulkerson
Algorithm
However, as it will be shown next, there is a clear advantage
in favor of the variant in which larger capacities are sampled
earlier.
As networks considered here are highly reliable, most tra-
jectories exceed T earlier than t = 1. Call them unsuccessful
trajectories. After any trajectory is born and until the moment
it exceeds T , there is some work to be done and certain amount
of splitting to be performed. This work, the amount of splitting
and, consequently, the time elapsed, are proportional to the
number of thresholds crossed. Thus, if largest capacities are
sampled earlier, most unsuccessful trajectories will reach T
“soon”, crossing few thresholds and requiring “little” work.
If, on the other hand, trajectories reach T closer to t = 1,
which would be obtained by sampling the smallest capacities
earlier, there will be more work to be done and more time will
be consumed to simulate unsuccessful trajectories.
Besides the implementation in [5] —already introduced in
Section I—, there is a recent proposal in [22], in which
Generalized Splitting is applied to stochastic flow network’s
reliability estimation. The algorithm proposed in [22] has some
points in common with the method proposed in this article.
It implements, by means of a clever algorithm, an extension
of the Creation Process in order to model a network in which
links assume multiple values. Unlike the method in this article
—in which there is one exponentially distributed time per
link— in [22] there is one exponentially distributed time per
value that a link can assume. This seems to make impossible
the passage to continuous distributions (infinite exponentially
distributed random variables per link would be necessary)
but, on the other hand, it makes possible the application of
Permutation Monte Carlo, which is the most natural and well
known variance reduction method associated to the Creation
Process. The method proposed in this article can not work
with Permutation Monte Carlo but it supports continuous
distributions.
Considered over a stochastic flow network model, some
differences between the classical Splitting, used in this article,
and Generalized Splitting —which is a method of very exten-
sive scope— are worth commenting. The sampling mechanism
of classical Splitting is a fundamental part of our proposal
and was extensively explained in this article. One of its most
important issues is the fact that, for each trajectory in stage
k, only a “few” repair times have to be sampled (in general,
a number much smaller than the number of links). In stage k
of Generalized Splitting, in which there are no trajectories, a
number Nk values of X have to be sampled (in response to
Rk < Nk successful values of M(X) in stage k − 1). Here,
Nk samples of X are obtained from a conditional distribution,
via Gibbs sampling, after a proceeding that consists in (i)
set the capacity to be sampled, temporarily to a provisional
value, (ii) compute M(X) considering that provisional value
and, (iii) according to that comparison sample an appropriate
capacity value. The classical Splitting sampling mechanism
seems to be quite simpler (and less time consuming), because
conditioning on the success in the previous stage is implicit
in the fact that the corresponding threshold is crossed, being
necessary no additional computations, nor comparisons.
VII. EXPERIMENTAL ANALYSIS
The experimental phase of this article is based on four
network topologies taken from the literature. These networks,
shown in Figures 10, 11, 14 and 15, have been widely used for
computational studies and benchmarking purposes. The one in
Figure 10, called here Fishman Network, has been proposed
in [6] and used in [5], [7], [6]. The one in Figure 11, known as
Dodecahedron, has been widely used in many dependability
papers [10], [9] and has been adapted to the stochastic flow
network problem in [4]. The ones in Figures 14 and 15, called
here, respectively, Lattice 4 × 4 Network and Lattice 6 × 6
Network, are taken from [22].
In all the experiments ζ̂ is the estimator of unreliability
obtained after simulation time t, with expectation E{ζ̂} = ζ
and variance V{ζ̂}, whereas ζ̂c is the corresponding estimator









Fig. 9: Splitting on the Multi–Level Creation Process
obtained by Crude or Standard Monte Carlo after simulation
time tc, with expectation E{ζ̂c} = ζ and variance V{ζ̂c}. The
following notation applies hereafter:
RE = V{ζ̂}1/2/E{ζ̂}, the Relative Error (RE × 100 to
indicate it as a percentage).
W = (V{ζ̂c} × tc)/(V{ζ̂} × t), the Speedup or Precision
Gain, as it shows the precision improvement of the
MLCP over Crude Monte Carlo for a fixed computa-
tional time. This index can also be interpreted as the
computing time improvement for a given precision.
In order to compute W it is necessary to have a reliable
Crude Monte Carlo estimation of ζ, which would require a
sample size N much larger than 1/ζ. If N ≤ 1/ζ, the number
of samples for which the network fails tends to 0, and so
do the crude estimator ζ̂c, its variance V{ζ̂c} and the product
V{ζ̂c}×tc. Nevertheless, the true value of V{ζ̂c} is ζ(1−ζ)/N
and, therefore, V{ζ̂c}tc = ζ(1 − ζ)/(N/tc). As (N/tc) is a
constant, the product V{ζ̂c}× tc is a constant as well. Finally,
as long as the true value of ζ (or, at least, a precise estimation)
is known, the only necessary value to determine V{ζ̂c}× tc is
(N/tc), which can be determined from a not necessarily too
long run of the Crude or Standard simulation.
The Fixed Effort variant of Splitting on the MLCP was
programmed in the C language, using the gcc compiler.
Each experiment comprises K trials, every one performed by
launching F trajectories of a Fixed Effort simulation. Each of







Given that the exact variance of ζ̂ is unknown, the values of
RE and W are obtained using V̂, an unbiased estimator of















The sample size of the simulations is N = K × F .
The first set of experiments examine the efficiency of Split-
ting on the MLCP for continuous models over the topologies
considered in this section. In both networks Xi = 0 with
probability p0 and, whenever Xi 6= 0, Xi ∼ Unif(100, 200),
i = 1, . . . ,m. In all the experiments F = 103 and K = 103.
The results are shown in Tables I and II. The number of
thresholds selected are pointed out next to each value of RE.
The second set of experiments is quite similar to the
first one. It is also based on the Fishman Network and the
Dodecahedron. The only change concerns the distribution of
the link’s capacities that now is discrete, according to the
following pattern: Xi = 0 with probability p0 and Xi equals,
respectively, 100 or 200, with probability (1 − p0)/2. Again,
in all the experiments F = 103 and K = 103. The results are
shown in Tables III and IV. The number of thresholds selected
are pointed out next to each value of RE.
The third, and last, set of experiments is intended to make
a qualitative evaluation of two improvements suggested in
Section VI, namely, the incremental application of the Ford–
Fulkerson algorithm and the way the capacity values per link
are arranged in time (largest capacities are sampled earlier).
To give support to these experiments, the implementation of
Splitting on the MLCP was modified. The modifications con-
sist in canceling, alternatively, each of the improvements to be
evaluated. In one of these implementations the Ford–Fulkerson
algorithm is applied from scratch every time, i.e. its application
is not incremental. Using this variant the corresponding esti-
mator is obtained in time tNI (NI means “not incremental”).
In the other implementation variant the capacity values are
arranged the other way around, here the simulation time is tSE
(SE means “smallest capacities are sampled earlier”). Tables
























V and VI attempt to illustrate the efficiency of these two
improvements. Table V shows the ratio tNI/t, a factor that
quantifies the improvement attained by using the incremental
version of the Ford–Fulkerson algorithm, whereas Table VI
shows the ratio tSE/t, a factor that quantifies the improvement










Fig. 12: Relative Error
For all the experiments, the relative errors grow as expected
in all Splitting–based implementation, the higher reliability the
higher relative error. See that the reliability grows either if the
single links reliability grow or if the value of T decreases,
and the relative errors do it accordingly. Anyway, relative
errors under 1% for unreliabilities in the order of 10−9 and
10−12 —as can be found in all the tables— are not easily
reachable for any variance reduction method. See that for
these levels of unreliability, and for all the models, the values
of the speedups are huge, indicating that, in those ranges
of values the standard simulation is directly unfeasible. The
speedup tends to be larger when the network is larger (see
Dodecahedron vs. Fishman Network, for the same range of










Fig. 13: Work Normalized Relative Variance
time of Crude Monte Carlo grows together with the size of the
network, but this is not strict because both, the variance and the
execution times, are affected by the number of thresholds, what
makes the comparison not so direct. The improvement attained
by the incremental application of the Ford Fulkerson algorithm
exhibits an evolution that is, apparently, not determined by
any parameter of the simulation what, considering that all the
values are quite close, might be indicating that the improve-
ment is approximately the same for all the experiments. The
improvement attained by sampling earlier the larger capacities
seems to increase together with the reliability.
The final part of this section provides an experimental
comparison. Some of the experiments performed in [22],
which are based on the Lattice 4 × 4 and the Lattice 6 × 6
network models, are reproduced here using Splitting on the
MLCP as the method for the estimations. Four methods have
been introduced, and tested, in [22], all of them based on a
on a graph evolution model specifically designed to be the
basis of Generalized Splitting (one of the methods, referred to
as GS) and also the basis of Permutation Monte Carlo (three
more methods referred to, respectively, as PMC, PCM–Single
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and PMC–All).
In all the experiments the efficiency is assessed by means
of the relative error RE (already defined) and the work–
normalized relative variance defined as WNRV = t × RE2
(the experiments that support this article were run on a linux
PC with processor Intel Core 2 Duo T6600). In all cases,
the network models are such that Xi = k, k = 0, 1, . . . , ni,




ni−k−1ε. In order to be as close as possible
to the setting of the experiments in [22], where the sample
size is 5 × 10−4, we performed K = 102 trials, in each
one of which F = 5 × 102 trajectories were launched. The
number of thresholds selected was computed as suggested
in [22], that is q ≈ − ln ζ. The parameters selected were:
ni = 8, i = 1, . . . ,m, ρ = 0.8 and T = 10, whereas ε ranged
between 10−4 and 10−13.
Table VII shows a comparison with those results obtained
in [22] by Generalized Splitting (GS) and Permutation Monte
Carlo (PM), based on the Lattice 4× 4 . The values achieved
by Splitting on the MLCP —on top of the table— outperform
all those corresponding to the other two methods.
Figures 12 and 13 show graphically the same values as those
in Table VII for the case of the Lattice 4× 4 and also for the
Lattice 6× 6, but with ε reaching up to 10−13.
Concerning RE for the Lattice 4 × 4, the plotted values
in Figure 12 are slightly lower than those for PMC–All in
[22] when ε is large, and they are approximately the same as
those for PMC–All when ε is small (and extremely small). In
the case of the Lattice 6× 6, the values in Figure 12 are quite
similar than those for PMC–All in [22]. See that, from the RE
point of view, PMC–All is the most efficient of the methods
introduced in [22].
With respect to the WNRV, which is a parameter that
evaluates the temporal performance, almost all the plotted
values in Figure 13 are below than the corresponding values
in [22]. In fact, the worst value in the Lattice 4 × 4 graph,
which is 10−1.9, is nearly the same as the best value for the
corresponding graph in [22], whereas the worst value in the
Lattice 6 × 6 graph, which is 10−1.3, is below the best and,
as a consequence, below all the corresponding values in [22].
VIII. CONCLUSIONS
The main proposal of this article is to present a new Monte
Carlo method that we have called Splitting on the Multi-Level
Creation Process. It is aimed at obtaining accurate reliability
estimations in the context of highly reliable stochastic flow
networks. After describing and analyzing the method’s opera-
tion, its efficiency has been empirically shown.
The Creation Process [10] is a graph evolution model
originally conceived to be applied on a basic connectivity
network model, in which links can be found in one of two
possible states. In a stochastic flow network links can assume
multiple values. This is the reason why the Creation Process
was modified and transformed into what we called Multi–
Level Creation Process. Once the MLCP was available, the
application of Splitting on it completes the method and,
therefore, the paper’s proposal.
Some methods based on the Creation Process are efficient
when networks are not too large, because after each link is
repaired it is necessary to apply an algorithm to check the
final condition of the network. These algorithms (like Ford–
Fulkerson in our proposal) are highly time consuming and the
number of its applications is proportional to the size of the
network. This is the reason why they consume an important
part of the whole simulation time. But if Splitting is applied,
the application of these algorithms is only necessary when a
threshold is crossed, which supposes that one or more links
have been repaired (possibly many). As a consequence, in the
method proposed here, the number of times that the Ford–
Fulkerson algorithm needs to be applied is significantly lower
than the number of applications required by other methods
based on the standard Creation Process.
Besides, there are two features that significantly contribute
to the efficiency of Splitting on the MLCP, namely, the in-
cremental application of the Ford–Fulkerson algorithm, which
has been designed specifically for this work, and the fact
of selecting the order in which the links’ capacity values
are assigned, according to their repair times. The efficiency
increment due to these improvements has been assessed —
and found to be quite important— in Section VII.
Many possible lines of future work can be derived from
this article. One of them is to study conditions under which
the proposed method can verify the Bounded Relative Error
property. Other issues to be studied include the use of analyt-
ical methods for determining the number of thresholds and a
deeper discussion of accuracy and execution time trade-offs.
Also, another interesting venue of work is to tackle models
with dependency among the links’ states (which, as works such
as [23] explain, can have an important impact in reliability
values). In particular, it seems possible to apply the proposed
method to cases where the dependence can be represented
by a set of exponential random variables, like the case of the
Marshall-Olkin copula distributions (arising from shock —and
anti–shock— models with exponential time arrivals), which
have been studied in the case of traditional network reliability
in [24], [25] and [26], and can be extended to multi-level link
capacity distributions.
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TABLE I: Efficiency evaluation in a continuous model.
Fishman Network – Xi = 0 w.p. p0, Xi ∼ Unif(100, 200) w.p. 1− p0, i = 1, . . . ,m
Measure p0 T = 300 T = 250 T = 200 T = 150 T = 100
0.01 3.02E−02 8.12E−03 5.99E−04 3.04E−04 2.03E−06
ζ̂ 0.001 3.01E−03 7.58E−04 5.97E−06 3.00E−06 1.99E−09
0.0001 3.00E−04 7.51E−05 5.99E−08 3.01E−08 2.00E−12
0.01 0.28% (2) 0.44% (2) 0.44% (5) 0.48% (5) 0.68% (7)
RE 0.001 0.36% (4) 0.51% (5) 0.60% (7) 0.55% (9) 0.73% (13)
0.0001 0.44% (5) 0.55% (8) 0.66% (11) 0.61% (14) 0.87% (18)
0.01 1 2 21 36 2,219
W 0.001 8 13 870 2,009 1,379,390
0.0001 46 90 57,238 122,686 783,333,333
TABLE II: Efficiency evaluation in a continuous model.
Dodecahedron – Xi = 0 w.p. p0, Xi ∼ Unif(100, 200) w.p. 1− p0, i = 1, . . . ,m
Measure p0 T = 300 T = 250 T = 200 T = 150 T = 100
0.01 3.05E−02 8.28E−03 6.06E−04 3.07E−04 2.05E−06
ζ̂ 0.001 3.01E−03 7.56E−04 6.01E−06 3.03E−06 2.00E−09
0.0001 0.99E−04 7.48E−05 5.97E−08 2.99E−08 1.97E−12
0.01 0.27% (3) 0.47% (2) 0.44% (6) 0.50% (6) 0.71% (8)
RE 0.001 0.34% (5) 0.52% (5) 0.58% (8) 0.64% (9) 0.80% (14)
0.0001 0.41% (6) 0.58% (6) 0.65% (12) 0.71% (13) 0.84% (21)
0.01 2 2 22 29 2,187
W 0.001 7 13 1,024 1,585 1,245,902
0.0001 48 95 63,611 99,125 833,356,449
TABLE III: Efficiency evaluation in a discrete model.
Fishman Network – Xi = 0 w.p. p0, Xi = 100 w.p. (1− p0)/2 and Xi = 200 w.p. (1− p0)/2, i = 1, . . . ,m
Measure p0 T = 300 T = 250 T = 200 T = 150 T = 100
0.01 1.55E−02 1.55E−02 3.04E−04 3.04E−04 2.03E−06
ζ̂ 0.001 1.51E−03 1.51E−03 3.00E−06 3.03E−06 2.02E−09
0.0001 1.50E−04 1.50E−04 3.00E−08 3.01E−08 2.00E−12
0.01 0.31% (4) 0.31% (4) 0.48% (5) 0.48% (5) 0.65% (8)
RE 0.001 0.43% (4) 0.43% (4) 0.55% (9) 0.53% (11) 0.75% (14)
0.0001 0.44% (7) 0.44% (7) 0.66% (13) 0.61% (14) 0.87% (18)
0.01 3 3 63 63 3,880
W 0.001 19 19 4,314 4,101 2,051,563
0.0001 140 140 184,286 218,140 1,252,427,185
TABLE IV: Efficiency evaluation in a discrete model.
Dodecahedron – Xi = 0 w.p. p0, Xi = 100 w.p. (1− p0)/2 and Xi = 200 w.p. (1− p0)/2, i = 1, . . . ,m
Measure p0 T = 300 T = 250 T = 200 T = 150 T = 100
0.01 1.58E−02 1.58E−02 3.07E−04 3.07E−04 2.06E−06
ζ̂ 0.001 1.50E−03 1.50E−03 3.03E−06 3.01E−06 2.03E−09
0.0001 1.49E−04 1.49E−04 2.99E−08 2.99E−08 1.97E−12
0.01 0.32% (4) 0.32% (4) 0.50% (6) 0.50% (6) 0.70% (9)
RE 0.001 0.43% (4) 0.43% (4) 0.62% (9) 0.60% (11) 0.83% (13)
0.0001 0.51% (5) 0.51% (5) 0.71% (13) 0.71% (13) 0.84% (21)
0.01 4 4 64 73 3,822
W 0.001 22 21 3,282 3,196 2,103,197
0.0001 137 141 198,868 186,710 1,461,054,482
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TABLE V: Improvement attained by the incremental application of the Ford Fulkerson algorithm.
Dodecahedron – Xi = 0 w.p. p0, Xi = 100 w.p. (1− p0)/2 and Xi = 200 w.p. (1− p0)/2, i = 1, . . . ,m
Measure p0 T = 300 T = 250 T = 200 T = 150 T = 100
0.01 1.58E−02 1.58E−02 3.07E−04 3.07E−04 2.06E−06
ζ̂ 0.001 1.58E−03 1.50E−03 3.03E−06 3.01E−06 2.03E−09
0.0001 1.49E−04 1.49E−04 2.99E−08 2.99E−08 1.97E−12
0.01 1.67 1.72 1.50 1.50 1.29
tNI/t 0.001 2.08 2.05 1.74 1.85 1.34
0.0001 2.42 2.48 1.93 1.83 1.39
TABLE VI: Improvement attained by sampling earlier the larger capacities.
Fishman Network – Xi = 0 w.p. p0, Xi ∼ Unif(100, 200) w.p. 1− p0, i = 1, . . . ,m
Measure p0 T = 300 T = 250 T = 200 T = 150 T = 100
0.01 3.02E−02 8.12E−03 5.99E−04 3.04E−04 2.03E−06
ζ̂ 0.001 3.01E−03 7.58E−04 5.97E−06 3.00E−06 1.99E−09
0.0001 3.00E−04 7.51E−05 5.99E−08 3.01E−08 2.00E−12
0.01 1.10 1.09 1.17 1.21 1.29
tSE/t 0.001 1.17 1.22 1.14 1.32 1.41
0.0001 1.26 1.41 1.28 1.41 1.46
TABLE VII: Comparative estimations for the Lattice 4× 4 Network
ε = 10−4 ε = 10−5 ε = 10−6 ε = 10−7 ε = 10−8
ζ̂ 2.96E−05 3.02E−06 3.00E−07 3.01E−08 2.99E−09
RE 1.99E−02 2.51E−02 2.37E−02 2.53E−02 2.69E−02
WNRV 1.98E−03 2.31E−03 2.54E−03 3.50E−03 4.36E−03
ζ̂ (GS) 2.98E−05 2.99E−06 2.99E−07 3.98E−08 2.99E−09
RE (GS) 3.43E−02 3.32E−02 3.15E−02 3.30E−02 4.33E−02
WNRV (GS) 1.07E−02 1.43E−02 1.68E−02 2.35E−02 2.86E−02
ζ̂ (PMC) 2.99E−05 2.98E−06 2.99E−07 2.99E−08 2.99E−09
RE (PMC) 3.16E−02 3.34E−02 3.41E−02 3.69E−02 3.74E−02
WNRV (PMC) 3.17E−02 3.20E−02 3.17E−02 3.62E−02 3.54E−02
