Abstract
3 Laplacian spectral characterization of the products of trees and 79 complete graphs
80
In this section, the main result states that the products of L-DS trees and complete graphs are L-DS graphs.
81
To prove this result, we first need one number theoretic proposition. where the equality of (3.1) holds if and only if all x i are identically s but one equals to t − ks.
85
Proof. We shall use induction on k to prove this result. It is obvious when k = 0. For k ≥ 1, Note that the equality of (3.1) holds if and only if the equalities of both (3.2) and (3.4) hold simultaneously.
90
Clearly, the equality of (3.4) holds if and only if x k = s or t − ks. If x k = t − ks, then it is easy to obtain 91 that x i = s for i ≤ k − 1, since k i=0 x i = t and x i ≥ s for all i. Meanwhile, the equality of (3.2) holds in this 92 case. If x k = s, by the induction hypothesis, the equality of (3.2) holds if and only if all x i are identically s
93
but one for all i ≤ k − 1. This completes the proof.
94
Lemma 3.2. If a tree T is L-DS, so is the product T × K 1 .
95
Proof. To prove T × K 1 is L-DS, assume that G is a graph L-cospectral to T × K 1 . We need to prove that
96
G is isomorphic to T × K 1 . If |V T | = n, by Lemma 2.2, G is a connected graph with |V G| = n + 1. By
97
Lemmas 2.3 and 2.5, G can be written as the product of two graphs, then say G = G 1 × G 2 . Fix the following 98 notations,
Without loss of generality, we assume |V G| ≥ 2|V G 1 |, i.e., n + 1 ≥ 2v 1 . Counting the edges of both G and
100
T × K 1 and applying Lemma 2.2, we obtain e 1 + e 2 + v 1 (n + 1 − v 1 ) = 2n − 1. It follows that
From Lemma 2.4, we only need to show that
n + 1 ≥ 2v 1 and v 1 ≥ 2 to (3.5), we have
Since Spec(T × K 1 ) = Spec(G), by Lemma 2.3, the Laplacian spectrum of T is Spec(T ) = {n − 2, 3, [1] n−3 , 0}.
By Lemma 2.1, the number of spanning trees of T is given by s(T ) = 3(n−2) n . But obviously s(T ) = 1. It 112 follows that n = 3. Hence, G 2 = P 2 , and then G = 2K 1 × P 2 = K 1 × P 3 . Now we can complete this case 113 easily by applying Lemma 2.4.
114
Case 2. v 1 = 3. Equation (3.6) implies e 1 = e 2 = 0. Applying v 1 = 3 and e 1 = e 2 = 0 to (3.5), we can 115 obtain n = 5. It follows that G 1 = 3K 1 and G 2 = 3K 1 , and then G = 3K Proof. Suppose the graph G is L-cospectral to T ×K m . We shall use induction on m to show that G = T ×K m .
120
The case m = 1 is stated in Lemma 3.2. Now we assume m ≥ 2. Note that
Since Spec(G) = Spec(T × K m ), by Lemma 2.5, G is the product of m + 1 graphs, denoted
Fix notations as follows,
Without loss of generality, assume 
Since Spec(G) = Spec(T × K m ), Lemma 2.2 implies that G and T × K m have the same number of edges.
129
Counting the edges of both G and T × K m , we have
Applying (3.9) to (3.12), we have
Applying m ≥ 2 and n ≥ m + 2 of (3.8) to (3.13), we have
(3.14)
Notice that − Combining (3.15), (3.13), and n ≥ m + 2 of (3.8), we obtain n = 4. So far, we have obtained that
It follows that that T is a tree. It is a contradiction. Now we have shown that v m = 1, and then
By Lemma 2.3, we have
By the induction hypothesis of m − 1, 
The equality of (4. 
159
Proof. Since U ∈ U(n, k) contains the cycle C k as a subgraph, then |V U \ V C k | = n − k. It is easily seen 160 that the maximum vertex degree of U is n − k + 2, viz.
Given v 0 ∈ V U , we shall prove (4.1) by studying the following cases of d(v 0 ). 
Note that U is unicyclic with the cycle C k . Consider the following vertex set
Since U is unicyclic, v 0 has at most two neighbors in V C k . And v 0 has two neighbors in V C k occurs only
In order to make the sum (4.3) as large as possible, assume that all vertices of V 0 are adjacent to neighbors 170 of v 0 . Now, the sum (4.3) equals
Clearly, this is the maximum value for the sum (4.3). Thus, in general, we have
It follows that these two values, we have
It is easily seen that
where the equality holds iff
178
This completes the proof. Figure 1 .
181
Proof. The idea of the proof is almost the same as Lemma 3.2. Similarly, assume that G is a graph L-182 cospectral to U × K 1 . We shall determine the condition, under which G is isomorphic to U × K 1 . Let
183
|V U | = n, by Lemma 2.2, then G is a connected graph with |V G| = n + 1. By Lemmas 2.3 and 2.5, G can 184 be written as the product of two graphs G 1 and G 2 , i.e., G = G 1 × G 2 . Fix the following notations,
186
U × K 1 and applying Lemma 2.2, we obtain e 1 + e 2 + v 1 (n + 1 − v 1 ) = 2n. It follows that
From Lemma 2.4, it would be enough if we obtain
Notice the fact e 1 + e 2 ≥ 0. It forces v 1 = 2 or 3. Then our proof will be complete with the following cases.
190
Case 1. v 1 = 2. Applying v 1 = 2 to (4.5), we have e 1 + e 2 = 2. Notice that
and U is L-DS, by Lemma 2.4, we obtain that K 1 × G 2 and U are isomorphic.
194
Clearly, G = U × K 1 .
195
Case 1.2. e 1 = 0. It is clear that G 1 = 2K 1 . Since e 1 + e 2 = 2, then we have e 2 = |EG 2 | = 2. Depending on 196 two edges of G 2 either adjacent or not, G 2 may be isomorphic to
we have is easily seen that of U is λ(U ) = n − 2 = 14 for the current case. It follows that the number of spanning trees of U is s(U ) = integer, a contradiction. This completes the proof.
228
The following result is obvious from Lemmas 4.2 and 2.3. Indeed, L-cospectral graphs shown in Figure   229 1 have also been given in [15] . Figure 1 . Proof. The idea to prove this theorem is similar as the proof of Theorem 3.3. In the following, we borrow all 235 of arguments and notations ahead of (3.10) in the proof of Theorem 3.3, except that the tree T is replaced 236 by the unicyclic graph U . In the following, we prove the theorem by induction on m. Note that the case 237 m = 1 is Lemma 4.2. Now assume m ≥ 2. We are going to prove v m = 1 by contradiction. Suppose v m ≥ 2.
238
Since |EU | = |V U | = n, instead of (3.10), we have
Then by the same arguments as Theorem 3.3, instead of (3.12), (3.13), and (3.14), we have 
It follows that v 0 = v 1 = v 2 = 2. Now applying m = 2, n = 4, and v 0 = v 1 = v 2 = 2 to (4.8), we have 245 e 0 + e 1 + e 2 = 1. It is easily seen that
Since Spec(G) = Spec(U × K 2 ), by Lemma 2.4, we have U = C 4 , and then G = U × K 2 .
247
Case 2. n = 5. Clearly,
Applying these to (4.8), we obtain e 0 = e 1 = e 2 = 0. It means that
From Lemma 2.3, by routine calculations, we have
Since Spec(G) = Spec(U × K 2 ), applying Lemma 2.3 again, we have
It is a contradiction since the number of spanning tree of U is s(U ) = 
by Lemma 2.3, it is easy to obtain that
From the induction hypothesis of m − 1, we have
Obviously, we have G = U × K m . This completes the proof.
256
Up until now, there are only few unicyclic graphs have been proved to be L-DS graphs. For example,
257
lollipop graph, which is a graph obtained by attaching a pendant vertex of a path to a cycle, and graph 258 H(n; q, n 1 , n 2 ) with order n, which contains a cycle C q and two hanging paths P n1 and P n2 attached at the 
261
Corollary 4.6. Let G = H(n; q, n 1 , n 2 ). Then G × K m is L-DS for all positive integers m. 
270
Let G 1 = (V G 1 , EG 1 ) and G 2 = (V G 2 , EG 2 ) be two connected graphs. The union of G 1 and G 2 is 271 defined to be
and the intersection of G 1 and G 2 is defined to be
Let C r and C s be two cycles. If C r ∩ C s is a path P t of size t ≥ 1, then the graph union C r ∪ C s is denoted Now, we give one proposition which will play an important rule in this section.
285
Proposition 5.1. Let B ∈ B(n, r, t, s) be a bicyclic graph, and denote α(B) the following number In order to make the maximum vertex degree of B is n − r − s + 3, B must be obtained from Θ This completes the proof of case t = 0. Figure 2 .
309

Lemma 5.2. If a bicyclic graph B is L-DS and B
= Θ 3,2,5 , then B × K 1 is L-DS. Furthermore, Θ 3,2,5 × K 1 310 is L-cospectral to 2K 1 × (P 4 + K 1 ), see
311
Proof. We shall use similar arguments and notations as Lemma 3.2 or 4.2. Then we can assume that
We further assume n + 1 ≥ 2v 1 . By counting the edges of both G 1 × G 2 and B × K 1 , Lemma 2.2 implies
By Lemma 2.4, we are required to prove v 1 = 1. Suppose v 1 ≥ 2, applying n + 1 ≥ 2v 1 to (5.7), we have
The fact e 1 + e 2 ≥ 0 implies that v 1 = 2 or 3. into (5.7), we have e 1 + e 2 = 3. Then we obtain e 2 = 3. According to v 2 = n − 1 and e 2 = 3, G 2 has to be 319 one of the following graphs 320 3P 2 + (n − 7)K 1 , P 2 + P 3 + (n − 6)K 1 ,
Then consider the following cases. The number of spanning trees of B is given by 326 s(B) = 27 − 54 n .
Thus n | 54. On the other hand, it is clear that n ≥ 7 since G 2 = 3P 2 + (n − 7)K 1 . Hence, n = 9, 18, 27, or 327 54. In the following, we shall rule out them case by case. and s ≥ r ≥ 2t − 2, we obtain t = 3, r = 4, s = 7. By (5.6), we have α(B) < 15, a contradiction.
346
Case 1.2. G 2 = P 2 + P 3 + (n − 6)K 1 . Since Spec(P 3 ) = {3, 1, 0}, by Lemma 2.3, we have i.e., B = Θ 3,2,5 . Indeed, by routine calculations, we obtain that the Laplacian spectrum of Θ 3,2,5 is exactly implies s(B) = rs − 1 = 15, i.e., r = s = 4. Since the maximum vertex degree of B is 3, combining with 375 n = 7, t = 2, r = s = 4, we obtain that the degree sequence of B is (3, 3, 3, 2, 2, 2, 1), denoted by
where [a] b is a sequence of constant a with multiplicity b. It follows that
On the other hand, since G 1 = 2K 1 and
But it is easily checked that 7 2 + 3 · 4 2 + 3 · 3 2 + 2 2 = 2 · (6 2 + 4 2 + 3 2 + 2 2 ), a contradiction to Lemma 2.2. 
whose square sum is 154. But the degree sequence of
whose square sum is 162 = 154, a contradiction to Lemma 2.2, since B × K 1 and G 1 × G 2 are L-cospectral. 
427
It is easily seen that 
, whose square sum is 162. It 
2 ) whose square sum is 158 < 162, a contradiction to Lemma 
456
Case 2. v 1 = 3. Substituting v 1 = 3 into (5.7), we have 0 ≤ e 1 + e 2 = −n + 7, i.e., n ≤ 7. From the 457 assumption that n ≥ 2v 1 − 1, we have n ≥ 5. Then, n = 5, 6, or 7.
458
Case 2.1. n = 5. Substituting v 1 = 3 and n = 5 into (5.7), we have e 1 + e 2 = 2. Clearly, v 2 = n + 1 − v 1 = 3.
459
It follows that 
463
Case 2.2. n = 6. Substituting v 1 = 3 and n = 6 into (5.7), we have e 1 + e 2 = 1. Clearly, v 2 = 4. It follows 
471
Case 2.3. n = 7. Substituting v 1 = 3 and n = 7 into (5.7), we have e 1 + e 2 = 0. Clearly, v 2 = 5. Then is given in Figure 2 .
479
In the following, we will use induction to prove the last main result. 
. By Lemma 2.5, G can be written as
Fix notations as follows, It follows that n ≤ 5. But n ≥ m + 2 = 5 by (5.12). Hence, n = 5. It follows that |V G| = 3 i=0 v i = 8.
499
Since v 0 ≥ · · · ≥ v 3 ≥ 2, then we have 500 v 0 = v 1 = v 2 = v 3 = 2, and e 0 = e 1 = e 2 = e 3 = 0.
Thus, G = 2K 1 × 2K 1 × 2K 1 × 2K 1 . By Lemma 2.3, the minimal nonzero Laplacian eigenvalue of G is 2.
501
But the minimal nonzero Laplacian eigenvalue of B × K 3 is at least 3, a contradiction. (5.14), we have e 0 + e 1 + e 2 = 1. It follows that
By Lemma 2.4, we have G = B × K 3 .
Case 2.2. n = 5. Similar as above, we can obtain that v 0 = 3, v 1 = v 2 = 2, and e 0 + e 1 + e 2 = 1.
Namely, 
