Abstract
on graphs of treewidth w, but it was only recently that this running time was improved to 2
Opwq n Op1q , that is, to single-exponential parameterized by treewidth. We investigate which generalizations of Feedback Vertex Set can be solved in a similar running time. Formally, for a class of graphs P, the Bounded P-Block Vertex Deletion problem asks, given a graph G on n vertices and positive integers k and d, whether G contains a set S of at most k vertices such that each block of G´S has at most d vertices and is in P. Assuming that P is recognizable in polynomial time and satisfies a certain natural hereditary condition, we give a sharp characterization of when single-exponential parameterized algorithms are possible for fixed values of d:
• if P consists only of chordal graphs, then the problem can be solved in time 2 Opwd 2 q n Op1q ,
• if P contains a graph with an induced cycle of length ě 4, then the problem is not solvable in time 2 opw log wq n Op1q even for fixed d " , unless the ETH fails.
We also study a similar problem, called Bounded P-Component Vertex Deletion, where the target graphs have connected components of small size rather than blocks of small size, and we present analogous results. For this problem, we also show that if d is part of the input and P contains all chordal graphs, then it cannot be solved in time f pwqn opwq for some function f , unless the ETH fails.
Introduction
Treewidth is a measure of how well a graph accommodates a decomposition into a tree-like structure. In the field of parameterized complexity, many NP-hard problems have been shown to have FPT algorithms when parameterized by treewidth; for example, Coloring, Vertex Cover, Feedback Vertex Set, and Steiner Tree (see [5, Section 7] for further examples). In fact, Courcelle [4] established a meta-theorem that every problem definable in MSO 2 logic can be solved in linear time on graphs of bounded treewidth. While Courcelle's Theorem is a very general tool for obtaining algorithmic results, for specific problems dynamic programming techniques usually give algorithms where the running time f pwqn Op1q has better dependence on treewidth w. There is some evidence that careful implementation of dynamic programming (plus maybe some additional ideas) gives optimal dependence for some problems (see, e.g., [11] ).
For Feedback Vertex Set, standard dynamic programming techniques give 2 Opw log wq n Op1q -time algorithms and it was considered plausible that this could be the best possible running time. Hence, it was a remarkable surprise when it turned out that 2 Opwq n Op1q algorithms are also possible for this problem by various techniques: Cygan et al. [6] obtained a 3 w n Op1q -time randomized algorithm by using the so-called Cut & Count technique, and Bodlaender et al. [1] showed there is a deterministic 2 Opwq n Op1q -time algorithm by using a rank-based approach and the concept of representative sets. This was also later shown in the more general setting of representative sets in matroids by Fomin et al. [10] .
Generalized feedback vertex set problems. In this paper, we explore the extent to which these results apply for generalizations of Feedback Vertex Set. The Feedback Vertex Set problem asks for a set S of at most k vertices such that G´S is acyclic, or in other words, G´S has only trivial blocks (that is, they consist of a single edge or vertex). We consider generalizations where we allow the blocks to be some other type of small graph, such as triangles, small cycles, or small cliques; these generalizations were first studied in [3] . The main result of this paper is that the existence of single-exponential algorithms for such a problem is closely linked to whether the small graphs we are allowing are all chordal or not. Formally, we consider the following problem:
Bounded P-Block Vertex Deletion Parameter: d, w Input: A graph G of treewidth at most w, and positive integers d and k. Question: Is there a set S of at most k vertices in G such that each block of G´S has at most d vertices and is in P?
The result of Bodlaender et al. [1] implies that when d " 2, Bounded P-Block Vertex Deletion can be solved in time 2 Opwq n Op1q . Our main question is for which graph classes P can this problem be solved in time 2 Opwq n Op1q , when we regard d as a fixed constant. It turns out that chordal graphs have an important role in answering this question. A graph is chordal if it has no induced cycles of length at least 4. We show that if P consists of only chordal graphs, then we can solve this problem in single-exponential time for fixed d. Theorem 1.1. Let P be a class of graphs that is block-hereditary, recognizable in polynomial time, and consists of only chordal graphs. Then Bounded P-Block Vertex Deletion can be solved in time 2 Opwd 2 q k 2 n on graphs with n vertices and treewidth w.
The condition that P is block-hereditary ensures that the class of graphs with blocks in P is hereditary; a formal definition is given in Section 2. We complement this result by showing that if P contains a graph that is not chordal, then single-exponential algorithms are not possible (assuming ETH), even for fixed d. Note that if P is block-hereditary and contains a graph that is not chordal, then this graph contains a chordless cycle on ě 4 vertices, and consequently the cycle graph on vertices is also in P.
Techniques. A pair pG, Sq consisting of a graph G and a vertex subset S of G will be called a boundaried graph, and an S-block of G is a block of G containing an edge in S. The algorithm for Bounded P-Block Vertex Deletion uses several lemmas on S-blocks of boundaried graphs pG, Sq, which appear in Section 3. The key property is the following:
(*) when we merge two boundaried graphs pG, Sq and pH, Sq into a graph G 1 , to decide whether each S-block of G 1 is some fixed target graph that is chordal, it is sufficient to know, for each non-trivial block B of GrSs or HrSs, some local information about B in the S-block containing B in G or H, respectively.
We think of target graphs as labeled graphs where any two vertices in the same block have distinct labels in t1, . . . , du, and the local information referred to in (*) is the set of labels of neighbors of B in the S-block containing B. The related result is stated as Proposition 3.1. This will be used to determine whether each of the S-blocks of G 1 is one of the target graphs in P. After then, to decide whether G 1 is a desired graph, it remains to check that the whole graph has no chordless cycle, since there is a possibility of linking two controlled blocks by a sequence of uncontrolled blocks in both G and H, and thus creating a chordless cycle in G 1 . This second part can be dealt with in a similar manner to the single-exponential time algorithm for Feedback Vertex Set, using representative-set techniques.
Lower bounds. Theorem 1.4 is obtained by a reduction from the problem of finding an independent set of size k in a graph on k 2 vertices, hence Opk 4 q edges. One can think of those vertices as forming a k-by-k grid, where one should select exactly one vertex per row and per column. This problem cannot be solved in time 2 opk log kq k Op1q , unless the ETH fails [13] . The crucial point is that the treewidth of the equivalent instances of Bounded P-Component Vertex Deletion and Bounded P-Block Vertex Deletion should be in Θpkq. We achieve this by stretching the information into a chain of Opk 4 q almost identical pieces, each encoding one edge of the initial graph. The pieces are linked by small separators of size 2k that propagate the row and column indices of each of the k choices for the independent set.
For Theorem 1.5, we propose a reduction from Multicolored Clique for the first item, and more or less the same reduction but from Subgraph Isomorphism for the second. Again, the crux of the construction is obtaining an instance with low treewidth. This time, we rely on an injective mapping of edges into integers, which is a folklore trick. Vertices of the initial graph are encoded as a collection of candidate places where the constructed graph can be disconnected, regularly positioned on two paths, one with a small weight and one with a larger weight. The edge gadget is similarly realized with certain vertices that are candidates for removal, as they can disconnect the constructed graph, each corresponding to a specific edge.
Organization. The paper is organized as follows. Section 2 introduces the necessary notions including labelings, treewidth, and boundaried graphs. In Section 3, we prove structural lemmas about S-blocks, and in Section 4, we discuss representative sets for acyclicity. In Section 5, we prove Theorems 1.1 and 1.3, respectively. Section 6 shows that if P contains the cycle graph on d vertices, then both problems are not solvable in time 2 opw log wq n Op1q on graphs of treewidth at most w, unless the ETH fails. In Section 7, we further show that if d is not fixed and P contains all chordal graphs, then Bounded P-Component Vertex Deletion is W r1s-hard when parameterized by both k and w.
Preliminaries
Let G be a graph. We denote the vertex set and edge set of G by V pGq and EpGq, respectively. For a vertex v in G, the deletion of v in G is the graph obtained by removing v and its incident edges, and is denoted G´v. For X Ď V pGq, we denote by G´X the deletion of every x P X. For a vertex v in G, we denote by N G pvq the set of neighbors of v in G, and N G rvs :" N G pvq Y tvu. For X Ď V pGq, we let N G pXq :" p Ť vPX N G pvqqzX. For two graphs G 1 and G 2 , G 1 Y G 2 is the graph with the vertex set V pG 1 q Y V pG 2 q and the edge set EpG 1 q Y EpG 2 q, and G 1 X G 2 is the graph with the vertex set V pG 1 q X V pG 2 q and the edge set EpG 1 q X EpG 2 q.
A vertex v of G is a cut vertex if the deletion of v from G increases the number of connected components. We say G is biconnected if it is connected and has no cut vertices. Note that every connected graph on at most two vertices is biconnected. A block of G is a maximal biconnected subgraph of G. We say G is 2-connected if it is biconnected and |V pGq| ě 3.
An induced cycle of length at least four is called a chordless cycle. A graph is chordal if it has no chordless cycles. For a class of graphs P, a graph is called a P-block graph if each of its blocks is in P. A class C of graphs is hereditary if for every G P C and every induced subgraph H of G, H P C. A class C of graphs is block-hereditary if for every G P C and every biconnected induced subgraph H of G, H P C. Note that a block-hereditary class is not necessarily hereditary. For instance, if C consists of K 1 , K 2 , and cycle graphs, then C is block-hereditary but not hereditary.
For a positive integer d, let rds :" t1, . . . , du, and for two integers
For a function f : X Ñ Y and X 1 Ď X, the function f 1 : X 1 Ñ Y where f 1 pxq " f pxq for all x P X 1 is called the restriction of f on X 1 , and is denoted f | X 1 . For such a pair of functions f and f 1 , we also say that f extends f 1 to the set X.
Block d-labeling
A block d-labeling of a graph G is a function L : V pGq Ñ rds such that for each block B of G, L| V pBq is an injection. If G is equipped with a block d-labeling L, then it is called a block d-labeled graph, and we call Lpvq the label of v. Two block d-labeled graphs G and H are label-isomorphic if there is a graph isomorphism from G to H that is label preserving. For biconnected block d-labeled graphs G and H, we say H is partially label-isomorphic to G if H is label-isomorphic to the subgraph of G induced by the vertices with labels in H. Where there is no ambiguity, a block d-labeled graph will simply be called a d-labeled graph.
Treewidth
A tree decomposition of a graph G is a pair pT, Bq consisting of a tree T and a family B " tB t u tPV pT q of sets B t Ď V pGq, called bags, satisfying the following three conditions:
2. for every edge uv of G, there exists a node t of T such that u, v P B t , and 3. for t 1 , t 2 , t 3 P V pT q, B t 1 X B t 3 Ď B t 2 whenever t 2 is on the path from t 1 to t 3 in T .
The width of a tree decomposition pT, Bq is maxt|B t |´1 : t P V pT qu. The treewidth of G is the minimum width over all tree decompositions of G. A path decomposition is a tree decomposition pP, Bq where P is a path. The pathwidth of G is the minimum width over all path decompositions of G. We denote a path decomposition pP, Bq as pB v 1 , . . . , B vt q, where P is a path v 1 v 2¨¨¨vt .
To design a dynamic programming algorithm, we use a convenient form of a tree decomposition known as a nice tree decomposition. A tree T is said to be rooted if it has a specified node called the root. Let T be a rooted tree with root node r. A node t of T is called a leaf node if it has degree one and it is not the root. For two nodes t 1 and t 2 of T , t 1 is a descendant of t 2 if the unique path from t 1 to r contains t 2 . If a node t 1 is a descendant of a node t 2 and t 1 t 2 P EpT q, then t 1 is called a child of t 2 .
A tree decomposition pT, B " tB t u tPV pTis a nice tree decomposition with root node r P V pT q if T is a rooted tree with root node r, and every node t of T is one of the following:
1. a leaf node: t is a leaf of T and B t " H; 2. a introduce node: t has exactly one child t 1 and B t " B t 1 Y tvu for some v P V pGqzB t 1 ; 3. a forget node: t has exactly one child t 1 and B t " B t 1 ztvu for some v P B t 1 ; or 4. a join node: t has exactly two children t 1 and t 2 , and B t " B t 1 " B t 2 .
Theorem 2.1 (Bodlaender et al. [2] ). Given an n-vertex graph G and a positive integer k, one can either output a tree decomposition of G with width at most 5k`4, or correctly answer that the treewidth of G is larger than k, in time 2 Opkq n. Lemma 2.2 (folklore; see Lemma 7.4 in [5] ). Given a tree decomposition of an n-vertex graph G of width w, one can construct a nice tree decomposition pT, Bq of width w with |V pT q| " Opwnq in time Opk 2¨m axp|V pT q|, |V pGq|qq.
Boundaried graphs
For a graph G and S Ď V pGq, the pair pG, Sq is called a boundaried graph. When G is a d-labeled graph, we simply say that pG, Sq is a d-labeled graph. Two d-labeled graphs pG, Sq and pH, Sq are said to be compatible if V pG´Sq X V pH´Sq " H, GrSs " HrSs, and G and H have the same labels on S. For two compatible d-labeled graphs pG, Sq and pH, Sq, the sum of two graphs is the graph obtained from the disjoint union of G and H by identifying each vertex in S and removing an edge if multiple edges appear, and is denoted by pG, Sq ' pH, Sq. We also denote by L G ' L H the function from the vertex set of pG, Sq ' pH, Sq to rds where for
For two unlabeled boundaried graphs, we define the sum in the same way, but ignoring the label condition.
A block of a graph is non-trivial if it has at least two vertices. For a boundaried graph pG, Sq, a block B of G is called an S-block if it contains an edge of GrSs. Note that every non-trivial block of GrSs is contained in a unique S-block of G because two distinct blocks share at most one vertex. Let pG, Sq be a boundaried graph. We define AuxpG, Sq as the bipartite boundaried graph with bipartition pC 1 , C 2 q and boundary C 2 such that 1. C 1 is the set of components of G, and C 2 is the set of components of GrSs, and 2. for C 1 P C 1 and C 2 P C 2 , C 1 C 2 P EpAuxpG, Sqq if and only if C 2 is contained in C 1 .
We remark that when pG, Sq and pH, Sq are two compatible d-labeled graphs, AuxpG, Sq ' AuxpH, Sq is well-defined, as G and H have the same set of components on S.
Lemmas about S-blocks
In this section, we present several lemmas regarding S-blocks. For a biconnected d-labeled graph Q, we say a d-labeled graph pG, Sq is block-wise partially label-isomorphic to Q if every S-block B of G is partially label-isomorphic to Q. For two compatible d-labeled graphs pG, Sq and pH, Sq with labelings L G and L H respectively, we say pG, Sq and pH, Sq are block-wise Q-compatible if 1. pG, Sq and pH, Sq are block-wise partially label-isomorphic to Q; and 2. for every non-trivial block B of GrSs, letting B 1 and B 2 be the S-blocks of G and H that contain B, respectively, L G pN B 1 pV pBqqzSq X L H pN B 2 pV pBqqzSq " H, and, for 1 P L G pN B 1 pV pBqqzSq and 2 P L H pN B 2 pV pBqqzSq, the vertices in Q with labels 1 and 2 are not adjacent.
At first, we describe sufficient conditions for when, given a chordal labeled graph Q, the sum of two given labeled graphs pG, Sq and pH, Sq, each partially label-isomorphic to Q, is again partially label-isomorphic to Q. For this argument, we need the assumption that AuxpG, Sq ' AuxpH, Sq has no cycles.
Proposition 3.1. Let Q be a biconnected d-labeled chordal graph. Let pG, Sq and pH, Sq be two block-wise Q-compatible d-labeled graphs such that AuxpG, Sq ' AuxpH, Sq has no cycles. Then pG, Sq ' pH, Sq is block-wise partially label-isomorphic to Q.
The following lemma is an essential property of chordal graphs: Lemma 3.2. Let F be a connected graph and let Q be a connected chordal graph. Let µ : V pF q Ñ V pQq be a function such that for every induced path p 1¨¨¨pm in F of length at most two, µpp 1 q, . . . , µpp m q are pairwise distinct and µpp 1 q¨¨¨µpp m q is an induced path of Q. Then µ is an injection and preserves the adjacency relation.
Proof. We first show that µ is an injection. Claim 3.2.1. F has no two vertices v and w with µpvq " µpwq.
Proof. Suppose F has two distinct vertices v and w with µpvq " µpwq. Let us choose such vertices v and w with minimum distance in F , and let P " p 1 p 2¨¨¨px be a shortest path from v " p 1 to w " p x in F . Note that P is an induced path, and by assumption, x ě 4 and µpp 1 qµpp 2 qµpp 3 q is an induced path in Q. This further implies that µpp 4 q ‰ µpp i q for i P t1, 2, 3u. Thus, we have that x ě 5.
Let y P t4, . . . , x´1u be the smallest integer such that µpp y q is adjacent to one of µpp 1 q, . . . , µpp y´3 q. Such an integer exists as µpp 1 q " µpp x q, so µpp x´1 q is adjacent to µpp 1 q, and µpp i qµpp i`1 qµpp i`2 q is an induced path for each 1 ď i ď x´2. Let µpp z q be a neighbor of µpp y q with z P t1, 2, . . . , y´3u and maximum z. Then µpp z qµpp z`1 q¨¨¨µpp y qµpp z q is an induced cycle of length at least 4, which contradicts the assumption that Q is chordal. ♦ Now, we show that µ preserves the adjacency relation.
Claim 3.2.2. For each v, w P V pF q, vw P EpF q if and only if µpvqµpwq P EpQq.
Proof. Suppose there are two vertices v and w in F such that the adjacency between v and w in F is different from the adjacency between µpvq and µpwq in Q. When vw P EpF q, µpvq is adjacent to µpwq in Q by assumption. Thus, vw R EpF q and µpvqµpwq P EpQq. We choose such vertices v and w with minimum distance in F . Let P " p 1 p 2¨¨¨px be a shortest path from v " p 1 to w " p x in F . Observe that x ě 4. By the minimality of the distance, each of µpp 1 qµpp 2 q¨¨¨µpp x´1 q and µpp 2 qµpp 3 q¨¨¨µpp x q is an induced path in Q. Therefore, µpp 1 qµpp 2 q¨¨¨µpp x qµpp 1 q is an induced cycle of length at least four in Q, contradicting the assumption that Q is chordal. ♦ This completes the proof.
We need two auxiliary lemmas to prove Proposition 3.1.
Lemma 3.3. Let pG, Sq and pH, Sq be two compatible d-labeled graphs such that AuxpG, Sq ' AuxpH, Sq has no cycles. If F is an S-block of pG, Sq ' pH, Sq and uv is an edge in F , then uv is contained in some S-block of G or H.
Proof. Let uv P EpF q. We may assume that one of u and v is not contained in S. Without loss of generality, let us assume v P V pGqzS. The same proof holds when one of u and v is in V pHqzS. Let C v be the component of G containing v and let B be the block of G containing u and v. Suppose towards a contradiction that B is not an S-block. As F is an S-block of pG, Sq ' pH, Sq, F contains an edge of GrSs, say e. Let D 1 be the component of GrSs containing e, and let D be the component of GrSs that is on the path from C v to D 1 and is adjacent to C v in AuxpG, Sq ' AuxpH, Sq. Now, for each cut vertex w of G contained in B, let H w be the subgraph of G induced by the union of w and all components of C v´B containing a neighbor of w. One can observe that for distinct cut vertices w 1 and w 2 of G on B, H w 1 and H w 2 cannot have vertices from the same component of GrSs. So, there is a unique cut vertex w of G on B, where H w contains a vertex of D. This implies that w separates D from tu, vu in G, and furthermore, since AuxpG, Sq ' AuxpH, Sq has no cycles, w separates e from tu, vu in pG, Sq ' pH, Sq. This contradicts the assumption that F is 2-connected. We conclude that B is an S-block. Lemma 3.4. Let pG, Sq and pH, Sq be two compatible d-labeled graphs such that each S-block of G or H is chordal, and AuxpG, Sq ' AuxpH, Sq has no cycles. If F is an S-block of pG, Sq ' pH, Sq and uvw is an induced path in F such that u and w are not contained in the same S-block of G or H, then 1. v P S, and 2. there is an induced path q 1 q 2¨¨¨q from u " q 1 to w " q in F´v such that each q i is a neighbor of v.
Proof. Since F contains at least 3 vertices, F is 2-connected. Let C be the component of G containing v.
(1) We verify that v P S. Suppose v R S, and without loss of generality we assume v P V pGqzS. By Lemma 3.3, each of uv and vw is contained in some S-block of G or H. But since u and w are not contained in the same block, v is a cut vertex of G. Let H 1 be the subgraph of G induced by the union of v and the component of C´v containing u, and let H 2 be the subgraph of G induced by the union of v and the component of C´v containing w. Then H 1 and H 2 do not contain vertices from the same component of GrSs. This implies that v separates u and w in G, and since AuxpG, Sq ' AuxpH, Sq has no cycles, v separates u and w in pG, Sq ' pH, Sq. This contradicts the assumption that F is 2-connected. Therefore, we have v P S.
(2) Let D be the connected component of GrSs containing v, and let U 1 , . . . , U p be the set of all induced subgraphs of D consisting of v and one of the connected components of D´v. As v P V pDq, we can observe that for each z P tu, wu, either z P V pGqzS or z P V pHqzS or z P V pDqztvu.
We verify that for each z P tu, wu, there is a path from z to D´v in G´v or H´v. If z P V pDqztvu, then this is clear. By symmetry, we may assume z P V pGqzS. We claim that there is a path from z to D´v in G´v. Suppose there is no path from z to D´v in G´v. Thus, v is a cut vertex of G separating z from D´v. Let H 3 be the subgraph of G induced by the union of v and the component of C´v containing z. Since u and w are not contained in the same block, H 3 does not contain the other vertex in tu, wuztzu. Also, since AuxpG, Sq ' AuxpH, Sq has no cycles, u separates v and w in pG, Sq ' pH, Sq. This contradicts the assumption that F is 2-connected. We conclude that there is a path from z to D´v in G´v.
Let W 1´W2´¨¨¨´Wm be the shortest sequence of tU 1 , . . . , U p u such that
• there is a path from u to W 1 in G´v or H´v,
• there is a path from w to W m in G´v or H´v, and
• if m ě 2, then for each i P t1, . . . , m´1u, there is a path from W i´v to W i`1´v in G´v or H´v.
Such a sequence always exists as F´v is connected and AuxpG, Sq ' AuxpH, Sq has no cycles. Now, we construct the required path. See Figure 1 for an illustration. Let P 0 " z 1 z 2¨¨¨z be a shortest path from u " z 1 to w 0 " z P V pW 1 qztvu in G´v or H´v such that the distance from w 0 to v in W 1 is minimum. Let R be a shortest path from z to v in W 1 . As GrV pP 0 q Y V pRqs is 2-connected, it is contained in an S-block, and by assumption, it is chordal. We claim that every vertex in P 0 is a neighbor of v. Suppose there exists i P t2, . . . , ´1u such that z i is not adjacent to v. By the distance condition, there are no edges between tz 1 , . . . , z i´1 u and tz i`1 , . . . , z u Y pV pW 1 qztvuq. Merging a shortest path from z i to v in Grtz 1 , . . . , z i u Y tvus and a shorest path from z i to v in Grtz i , . . . , z uYV pRqs, one can find a chordless cycle in GrV pP 0 qYV pRqs; a contradiction. Therefore, every vertex in V pP 0 qztz u is a neighbor of v. Finally, by the assumption that the distance from w 0 to v in W 1 is minimum, w 0 is a neighbor of v. Also, we can observe that every vertex in P 0 is in F .
Let P m be a shortest path from w to v m P V pW m qztvu such that the distance from w 0 to v in W 1 is minimum. Also, for each i P t1, . . . , m´1u, let P i be the shortest path from v i P V pW i qztvu to w i P V pW i`1 qztvu in G´v or H´v such that the distance from v i to v in W i and the distance from w i to v in W i`1 are minimum. Lastly, for each i P t1, . . . , mu, let Q i be a shortest path from w i´1 to v i in W i´v . Similar to P 0 , we can prove that every vertex of Q 1 Y P 1 Y¨¨¨Y Q m Y P m is a neighbor of v, and is contained in F . Therefore, the shortest path from u to w in P 0 YQ 1 YP 1 Y¨¨¨YQ m YP m is the required path.
Proof of Proposition 3.1. Let F be an S-block of pG, Sq ' pH, Sq. Let L G and L H be labelings of G and H, respectively, and let L :" L G ' L H . We may assume |V pF q| ě 3 and thus F is 2-connected. By Lemma 3.3, every edge of F is contained in some S-block of G or H. This implies that for every edge uv of F , we have Lpuq ‰ Lpvq and the vertices with labels Lpuq and Lpvq are adjacent in Q. Moreover, since pG, Sq and pH, Sq are block-wise partially label-isomorphic to Q, we have LpV pFĎ L Q pV pQqq. Let µ : V pF q Ñ V pQq such that for each v P V pF q, Lpvq " L Q pµpvqq.
To apply Lemma 3.2, it is sufficient to prove the following. Notice that we do not know yet whether F is chordal or not. Proof. Since pG, Sq and pH, Sq are block-wise partially label-isomorphic to Q, if all of u, v, w are contained in an S-block of G or H, then it follows from the given condition. We may assume u and w are not contained in the same S-block of G or H. Then by Lemma 3.4, v P S, and there is an induced path q 1 q 2¨¨¨q from u " q 1 to w " q in F´v such that each q i is a neighbor of v.
We show that for each i P t1, . . . , ´2u, Lpq i q, Lpq i`1 q, Lpq i`2 q are pairwise distinct, and µpq i qµpq i`1 qµpq i`2 q is an induced path of Q. If all of q i , q i`1 , q i`2 are contained in G or H, then they are contained in the same S-block as v, and the claim follows. We may assume q i and q i`2 are contained in distinct graphs of G´S and H´S. Then the S-block containing q i , q i`1 , v and the S-block containing q i`1 , q i`2 , v share the edge q i`1 v. Since pG, Sq and pH, Sq are block-wise Q-compatible, Lpq i q ‰ Lpq i`2 q and µpq i q is not adjacent to µpq i`2 q in Q.
Similarly, we verify that µpq 1 qµpq 2 q¨¨¨µpis an induced path of Q. Suppose this is false, and choose i 1 , i 2 P t1, 2, . . . , u with i 2´i1 ą 1 and minimum i 2´i1 such that µpq i 1 q is adjacent to µpq i 2 q in Q. By minimality, µpq i 1 q¨¨¨µpq i 2´1 q and µpq i 1`1 q¨¨¨µpq i 2 q are induced paths and have length at least 2. Thus µpq i 1 q¨¨¨µpq i 2 q is an induced cycle of length at least 4, contradicting the assumption that Q is chordal. Therefore, µpq 1 qµpq 2 q¨¨¨µpis an induced path of Q, and, in particular, Lpuq ‰ Lpwq and µpuq and µpwq are not adjacent in Q, as required. ♦ By Claim 3.4.1 and Lemma 3.2, we conclude that F is partially label-isomorphic to Q.
Later, we will consider some information on non-trivial blocks of GrSs, where if two blocks are contained in the same S-block of G or H, then they have the same information. In Lemma 3.5, we analyze when this property is preserved after taking the sum of pG, Sq and pH, Sq. Lemma 3.5. Let A be a set, let pG, Sq and pH, Sq be two compatible d-labeled graphs, let B be the set of non-trivial blocks in GrSs, and let g : B Ñ A be a function such that
• AuxpG, Sq ' AuxpH, Sq has no cycles, and
• for every B 1 , B 2 P B where B 1 and B 2 are contained in an S-block of G or H, gpB 1 q " gpB 2 q.
If F is an S-block of pG, Sq ' pH, Sq and B 1 , B 2 P B where V pB 1 q, V pB 2 q Ď V pF q, then gpB 1 q " gpB 2 q.
Proof. By Lemma 3.3, every edge of F is contained in an S-block of G or H. We define a function g 1 : EpF q Ñ A such that for each vw P EpF q, g 1 pvwq " gpBq where B P B and B is contained in the S-block of G or H containing v and w. To prove this, it is sufficient to show that g 1 peq " g 1 pf q for all e, f P EpF q. Suppose towards a contradiction that there are e, f P EpF q such that e and f share a vertex and g 1 peq ‰ g 1 pf q. Let e " uv and f " vw. Then u, v, w are not contained in the same S-block of G or H as g 1 peq ‰ g 1 pf q. Thus by Lemma 3.4, v P S, and there is an induced path q 1 q 2¨¨¨q from u " q 1 to w " q in F´v such that each q i is a neighbor of v.
As q 1 , q 2 , v are contained in the same S-block of G or H, we observe that g 1 pq 1 q 2 q " g 1 pq 1 vq " g 1 puvq. Similarly, we have g 1 pq ´1" g 1 pq wq " g 1 pvwq. We claim that for each i P t1, . . . , ´2u,
If all of q i , q i`1 , q i`2 are contained in G or H, then they are contained in the same S-block as v, and the claim follows. We may assume q i and q i`2 are contained in distinct graphs of G´S and H´S. Then the S-block containing q i , q i`1 , v and the Sblock containing q i`1 , q i`2 , v share the edge q i`1 v, and we have
which is a contradiction. We conclude that g 1 peq " g 1 pf q for all e, f P EpF q, as required.
We also need the following lemma. Lemma 3.6. Let pG, Sq and pH, Sq be two compatible d-labeled graphs such that AuxpG, Sq ' AuxpH, Sq has no cycles. If F is an S-block of pG, Sq ' pH, Sq, then AuxpF X G, S X V pF' AuxpF X H, S X V pFhas no cycles.
Proof. Let S F :" S X V pF q. Suppose towards a contradiction that AuxpF X G, S F q ' AuxpF X H, S F q has a cycle C 1´F1´¨¨¨´Cm´Fm´C1 , where C 1 , . . . , C m are components of F rS F s and m ě 2.
First assume that there are two distinct components C i and C j of F rS F s contained in the same component of GrSs. We choose such components C i , C j P tC 1 , . . . , C m u such that the distance between C i and C j in the cycle C 1´F1´¨¨¨´Cm´Fm´C1 is minimum. By relabeling if necessary, we may assume i ă j and in the sequence C i , C i`1 , . . . , C j , there are no two components contained in the same component of GrSs except the pair pC i , C j q.
Since AuxpG, Sq ' AuxpH, Sq has no cycles, we observe that all of C i , F i , C i`1 , F i`1 , . . . , C j are contained in the same component of G or H. As C i and C j are contained in the same component of GrSs, there is a cycle of G or H passing through all of C i , F i , C i`1 , F i`1 , . . . , C j and the component of GrSs containing C i and C j . This implies that C i , F i , C i`1 , F i`1 , . . . , C j are contained in the same component of F X G or F X H. This contradicts the assumption that C i and C j are distinct components of F rS F s. We conclude that there are no two distinct components C i and C j contained in the same component of GrSs. We observe that all of C 1 , . . . , C m are contained in the same component of G or H. But this implies that C 1 , . . . , C m are contained in the same component of F X G or F X H. This contradicts the assumption that AuxpF X G, S F q ' AuxpF X H, S F q has a cycle.
Lastly, we show that when every S-block of pG, Sq ' pH, Sq is chordal, AuxpG, Sq ' AuxpH, Sq has no cycles if and only if pG, Sq ' pH, Sq is also chordal.
Proposition 3.7. Let pG, Sq and pH, Sq be two compatible d-labeled graphs such that every S-block of pG, Sq ' pH, Sq is chordal. The following are equivalent:
2. AuxpG, Sq ' AuxpH, Sq has no cycles.
Proof. Let C be the set of connected components of GrSs.
(1 ñ 2). Suppose that AuxpG, Sq'AuxpH, Sq has a cycle C 1´A1´C2´A2´¨¨¨´Cn´An´C1 where C 1 , . . . , C n P C. For convenience, let C n`1 :" C 1 and A n`1 :" A 1 .
We construct an induced cycle of length at least 4 in pG, Sq ' pH, Sq. For each i P t1, . . . , nu, let P i be the shortest path from C i to C i`1 in A i , and let v i , w i be the end vertices of P i where v i P V pC i q and w i P V pC i`1 q. Let Q i be the shortest path from w i to v i`1 in C i`1 . We consider two cases depending on whether n " 2 or not.
Suppose n " 2. Notice that A 1 and A 2 may share several components of GrSs. We choose
passes the minimum number of components of GrSs. This minimality implies that C 1 and C 2 are the only connected components of GrSs that contain vertices of both P 1 and P 2 , and there are no edges between the internal vertices of P 1 and the internal vertices of P 2 . Therefore,
Now, assume that n ě 3. In this case, v 1 P 1´Q1´P2´Q2´¨¨¨´Pn´Qn v 1 is a cycle in pG, Sq ' pH, Sq, but is not necessarily a chordless cycle. Call this cycle C. We claim that C contains a chordless cycle. Let x be the vertex following v 2 in P 2 , and let y be the vertex preceding w n in P n . See Fig. 2 for an illustration. Take a shortest path P from x to y in the path y´Q n´P1´Q1´x . Clearly P has length at least 2, as x and y are contained in distinct connected components of Q. Also, every internal vertex of P has no neighbors in the other path of the cycle v 1 P 1´Q1´P2´Q2´¨¨¨´Pn´Qn v 1 between x and y. So, if we take a shortest path P 1 from x to y along the other part of the cycle v 1 P 1´Q1´P2´Q2´¨¨¨´Pn´Qn v 1 , then P Y P 1 is a chordless cycle. This proves the claim.
(2 ñ 1). Suppose, towards a contradiction, that pG, Sq ' pH, Sq contains a chordless cycle C. Since G and H are chordal, C should contain a vertex of G´S and a vertex of H´S. By assumption, we know that every S-block of pG, Sq ' pH, Sq is chordal. Thus, C can contain at most one vertex from each S-block of pG, Sq ' pH, Sq. Furthermore, we can observe that |V pCq X V pF q| ď 1 for every connected component F of GrSs, otherwise one of S-blocks of pG, Sq ' pH, Sq should contain all vertices of C, contradicting the fact that every S-block is chordal.
Let C 1´C2´¨¨¨´Cn´C1 be the sequence of connected components of GrSs such that 1. for each v P V pCq X V pC i q, one neighbor of v in C is contained in G´S and the other is contained in H´S, and 2. C passes through the connected components of GrSs in this order.
As C contains at least one vertex of G´S and one vertex of H´S, such a sequence exists, and n ě 2. Without loss of generality, we may assume that the internal vertices in the path from C 1 to C 2 (corresponding to the first part of the sequence) are contained in G. Then, the internal vertices in the path from C 2 to C 3 are contained in H, and we use parts of G´S and H´S alternately. For each i, pick A i P V pAuxpG, Sq ' AuxpH, SqqzC corresponding to a connected component of G or H containing the internal vertices of the path from
n´An´C1 contains a cycle of AuxpG, Sq ' AuxpH, Sq.
Representative sets for acyclicity
In our algorithm, we need to store auxiliary graphs AuxpG, Sq for boundaried graphs pG, Sq.
Instead of working with AuxpG, Sq, we instead work with the partition of the set C of connected components of GrSs, where C 1 , C 2 P C are in the same part if and only if they are contained in the same component of G. This formulation has the advantage that it is convenient for representativeset techniques. For a set S and a family X of subsets of S, let IncpS, X q be the bipartite graph on the bipartition pS, X q where for v P S and X P X , v and X are adjacent in IncpS, X q if and only if v P X. Let S be a set, and let A be a set of partitions of S. A subset A 1 of A is called a representative set if
• for every X 1 P A and every partition Y of S where IncpS, X 1 Y Yq has no cycles, there exists a partition X 2 P A 1 such that IncpS, X 2 Y Yq has no cycles.
Computing a representative set for a family of partitions is an essential part of our algorithm. To apply the ideas in [1] , it is necessary to translate our problem to finding a pair of partitions X 1 , X 2 where IncpS, X 1 Y X 2 q is connected. We argue by restricting the size of partitions in A.
For partitions X 1 and X 2 of a set S, X 1 is a coarsening of X 2 if every two elements in the same part of X 2 are in the same part of X 1 , and we denote by X 1 Z X 2 the common coarsening of X 1 and X 2 with the maximum number of parts. For instance, if X 1 " tt1u, t2, 3u, t4uu and X 2 " tt1, 2u, t3u, t4uu, then both tt1, 2, 3u, t4uu and tt1, 2, 3, 4uu are common coarsenings of X 1 and X 2 , and X 1 Z X 2 " tt1, 2, 3u, t4uu.
Lemma 4.1. Let S be a set and let X 1 , X 2 be two partitions of S such that IncpS, X 1 Y X 2 q is connected. Then IncpS, X 1 Y X 2 q has no cycles if and only if |X 1 |`|X 2 | " |S|`1.
Algorithm 1 RepPartitions(S, A)
Input: A set S and a family A of partitions of S. Output: A representative set R of A. 1: We compute the family A 1 of all 1-coarsenings of partitions in A. 2: For each 1 ď i ď |S|, let A i :" tX P A 1 : |X | " iu and let B i be the set of all partitions of S of size i. 3: For each 1 ď i, j ď |S| with i`j " |S|`1, we obtain a set R i from A i with respect to B j using Theorem 4.2. 4: We take the set R from Ť 1ďiď|S| R i by taking the original partition before taking a 1-coarsening, and output R.
Proof. Let H :" IncpS, X 1 Y X 2 q. The result follows from the fact that |V pHq| " |S|`|X 1 |`|X 2 |, |EpHq| " 2|S|, and a connected graph H has no cycles if and only if |EpHq| " |V pHq|´1.
For a set S and a partition X of S, a partition Y of S is called a 1-coarsening of X if Y " X ztX 1 , . . . , X m u Y tX 1 Y¨¨¨Y X m u for some X 1 , . . . , X m P X . Notice that the partition X itself is a 1-coarsening of X . We will use the following observation. For two partitions X 1 , X 2 of a set S, the following are equivalent:
• IncpS, X 1 Y X 2 q has no cycles.
• There exists a 1-coarsening X 1 1 of X 1 such that IncpS, X 1 1 YX 2 q is connected and has no cycles. Such a 1-coarsening X 1 1 can be obtained by taking one part of X 1 for each connected component of IncpS, X 1 Y X 2 q and unifying them into one part. Since the vertex corresponding to the new part of X 1 1 would be a cut vertex of IncpS, X 1 1 Y X 2 q, there will not be an additional cycle in IncpS, X 1 1 Y X 2 q while it is connected.
We explicitly describe a necessary subroutine, Algorithm 1.
Theorem 4.2 ([1]
; See also Theorem 11.11 in [5] ). Given two families of partitions A, B of a set S, one can in time A Op1q 2 Op|S|q find a set A 1 Ď A of size at most 2 |S|´1 such that for every X 1 P A and every Y P B such that IncpS, X 1 YYq is connected, there exists X 2 P A 1 such that IncpS, X 2 YYq is connected. Proof. Let R be the output of Algorithm 1. Clearly, R Ď A, because we take the original partitions of Ť 1ďiď|S| R i at the last step. Thus, it is sufficient to show that • for every X 1 P A and every partition Y of S where IncpS, X 1 Y Yq has no cycles, there exists a partition X 2 P R such that IncpS, X 2 Y Yq has no cycles.
To show this, let X 1 P A and Y be partitions of S such that IncpS, X 1 Y Yq has no cycles. We know that there exists a 1-coarsening X 2 of X 1 such that IncpS, X 2 Y Yq is connected and has no cycles. This 1-coarsening X 2 is obtained in Step 1. In Step 3, we obtain R |X 2 | , and there exists X 3 P R |X 2 | such that IncpS, X 3 YYq is connected and has no cycles. Let X 4 be the partition obtained from X 3 by taking the original partition before taking a 1-coarsening. We have that X 4 P R and IncpS, X 4 Y Yq has no cycles, as required. By Theorem 4.2, |R| ď ř 1ďiď|S| |R i | ď |S|¨2 |S|´1 and Algorithm 1 runs in time A Op1q 2 Op|S|q .
Bounded P-Block Vertex Deletion
In this section, we prove Theorem 1.1, restated below. Theorem 1.1. Let P be a class of graphs that is block-hereditary, recognizable in polynomial time, and consists of only chordal graphs. Then Bounded P-Block Vertex Deletion can be solved in time 2 Opwd 2 q k 2 n on graphs with n vertices and treewidth w.
We provide an overview of our approach for Theorem 1.1.
1. We first focus on S-blocks of a d-labeled P-block boundaried graph pG, Sq, which will be the graph that remains after removing some partial solution in the dynamic programming algorithm. For each non-trivial block of GrSs, we guess its final shape as a d-labeled biconnected graph, and store the labelings of the vertices and their neighbors in the S-block of G containing it. Collectively, we call this information a characteristic of pG, Sq.
2. Suppose pH, Sq is a d-labeled P-block boundaried graph compatible with pG, Sq such that every S-block of pG, Sq ' pH, Sq is a d-labeled P-block graph. Note that pG, Sq ' pH, Sq still may have a chordless cycle, and by Proposition 3.7, pG, Sq ' pH, Sq is chordal if and only if AuxpG, Sq ' AuxpH, Sq has no cycles. If pG, Sq ' pH, Sq is chordal, then it is easy to check that every block of pG, Sq ' pH, Sq is contained in one of G and H, or an S-block. Thus, instead of storing AuxpG, Sq, instead we will store the corresponding partition of the set of components of GrSs. To avoid storing all such partitions, whose total size might be 2 c¨w log w for some constant c, we use the representative set technique discussed in Section 4.
3. We formally describe and prove an equivalence between two boundaried graphs in Theorem 5.1.
For convenience, we fix an integer d ě 2 and a class P of graphs that is block-hereditary, recognizable in polynomial time, and consists of only chordal graphs. Let U d be the set of all dlabeled biconnected P-block graphs, where each H in U d has labeling L H . For a boundaried graph pG, Sq, we denote by BlockpG, Sq the set of all non-trivial blocks in GrSs.
Characteristics
For a d-labeled graph pG, Sq with a labeling L, a characteristic of pG, Sq is a pair pg, hq of functions g : BlockpG, Sq Ñ U d and h : BlockpG, Sq Ñ 2 rds satisfying the following, for each B P BlockpG, Sq and the unique S-block H of G containing B, (a) (label-isomorphic condition) H is partially label-isomorphic to gpBq; (b) (coincidence condition) for every B 1 P BlockpG, Sq where B 1 is contained in H, gpB 1 q " gpBq; (c) (neighborhood condition) hpBq " LpN H pV pBqqzSq; and (d) (complete condition) for every w where w P V pHqzS or twu " V pHqXV pCq for some component C of GrSs, HrN H rwss is label-isomorphic to gpBqrN gpBq rwss where w is the vertex in gpBq with label Lpwq.
For a d-labeled P-block graph with characteristic pg, hq, the sum pG, Sq ' pH, Sq respects pg, hq if for each B P BlockpG, Sq, the S-block of pG, Sq ' pH, Sq containing B is label-isomorphic to gpBq.
The following is the main combinatorial result regarding characteristics.
Theorem 5.1. Let pG 1 , Sq, pG 2 , Sq, and pH, Sq be d-labeled P-block graphs such that
• for each i P t1, 2u, pG i , Sq is compatible with pH, Sq,
• pG 1 , Sq and pG 2 , Sq have the same characteristic pg, hq, and
• AuxpG 2 , Sq ' AuxpH, Sq has no cycles.
If pG 1 , Sq'pH, Sq is a d-labeled P-block graph that respects pg, hq, then pG 2 , Sq'pH, Sq is a d-labeled P-block graph that respects pg, hq.
Proof. Suppose pG 1 , Sq ' pH, Sq is a d-labeled P-block graph that respects pg, hq. We first show pG 2 , Sq ' pH, Sq respects pg, hq. Choose a non-trivial block B of G 2 rSs, let Q :" gpBq, and let F be the S-block of pG 2 , Sq ' pH, Sq containing B. As a shortcut, set S F :" V pF q X S. Let L F be the function from V pF q to rds that sends each vertex to its label from
We claim that L F is a d-labeling of F , and F is label-isomorphic to Q. We verify the conditions of Proposition 3.1 by regarding F as the sum of pF X G 2 , S F q and pF X H, S F q to show that F is partially label-isomorphic to Q. We additionally show that L Q pV pQqq Ď L F pV pF qq, in order to complete the proof.
Claim 5.1.1. For every non-trivial block B 1 of G 2 rSs with V pB 1 q Ď V pF q, gpB 1 q " Q.
Proof. Note that AuxpG 2 , Sq ' AuxpH, Sq has no cycles. Since pg, hq is a characteristic of pG 2 , Sq, for non-trivial blocks B 1 , B 2 of G 2 rSs contained in the same S-block of G 2 , gpB 1 q " gpB 2 q. Also, since pG 1 , Sq'pH, Sq respects pg, hq, for non-trivial blocks B 1 , B 2 of G 2 rSs contained in the same S-block of H, gpB 1 q " gpB 2 q. Thus, the claim follows from Lemma 3.5. ♦ Since AuxpG 2 , Sq'AuxpH, Sq has no cycles, by Lemma 3.6, AuxpF XG 2 , S F q'AuxpF XH, S F q has no cycles. To apply Proposition 3.1, it remains to show that pF X G 2 , S F q and pF X H, S F q are block-wise Q-compatible.
Claim 5.1.2. F X G 2 and F X H are block-wise Q-compatible.
Proof. By Claim 5.1.1 and the fact that pg, hq is a characteristic of pG 2 , Sq, F X G 2 is block-wise partially label-isomorphic to Q. By Claim 5.1.1 and the fact that pG 1 , Sq'pH, Sq respects pg, hq, F X H is block-wise partially label-isomorphic to Q.
To confirm the second condition of being block-wise Q-compatible, let B P BlockpF, S F q and let B 1 and B 2 be the S-blocks of G 2 and H containing B respectively. Let B 1 1 be the S-block of G 1 containing B. Since pG 1 , Sq ' pH, Sq respects pg, hq, N B 1 1 pV pBqqzS and N B 2 pV pBqqzS have disjoint sets of labels. As pG 1 , Sq and pG 2 , Sq have the same characteristic, N B 1 1 pV pBqqzS and N B 1 pV pBqqzS have the same set of labels, and thus N B 1 pV pBqqzS and N B 2 pV pBqqzS have disjoint sets of labels. Furthermore, for 1 P L F pN B 1 pV pBqqzSq and 2 P L F pN B 2 pV pBqqzSq, the vertices in Q with labels 1 and 2 are not adjacent because there are no edges between N B 1 1 pV pBqqzS and N B 2 pV pBqqzS in pG 1 , Sq ' pH, Sq.
♦ By Claim 5.1.2 and Proposition 3.1, L F is a d-labeling of F and F is partially label-isomorphic to Q. Lastly, we show that F and Q have the same set of labels.
Proof
Next, we assume that tw 1 u is the vertex set of some component of F rS F s. As F has at least 3 vertices, w 1 has a neighbor in F . We claim that w 1 has neighbors in precisely one of F X G 2 and F XH. Towards a contradiction, suppose w 1 has neighbors in both F XG 2 and F XH. Note that F´w 1 is connected. We take a shortest path P from N F XG 2 pw 1 q to N F XH pw 1 q. By construction, the end vertices of P are not adjacent, and w 1 is not adjacent to any internal vertices of P . Thus, F rtw 1 u Y V pP qs is a chordless cycle, contradicting the fact that F is partially label-isomorphic to Q and Q is chordal. We conclude that w 1 has neighbors in precisely one of F X G 2 and F X H.
If w 1 has a neighbor in F X G 2 , then by the complete condition of the characteristic, U rN U rw 1 ss is label-isomorphic to QrN Q rwss, where U is the S-block of G 2 containing w 1 and V pU q Ď V pF q. If w 1 has a neighbor in F X H, then since pG 1 , Sq ' pH, Sq respects pg, hq, U rN U rw 1 ss is labelisomorphic to QrN Q rwss, where U is the S-block of H containing w 1 and V pU q Ď V pF q. Thus, in this case, F contains a vertex with label L Q pvq; a contradiction.
Finally, we may assume that there is a non-trivial block B 1 of F rS F s containing w 1 . We observe that the S-block of pG 1 , Sq'pH, Sq containing B 1 is label-isomorphic to Q. We also observe that every label appearing in the neighborhood of w 1 in the S-block of pG 1 , Sq ' pH, Sq containing B 1 appears in the neighborhood of w 1 in pG 2 , Sq ' pH, Sq as well, because pG 1 , Sq and pG 2 , Sq have the same characteristic. This contradicts the assumption that F has no vertex with label L Q pvq. We conclude that L Q pV pQqq Ď L F pV pF qq. ♦
We conclude that F is label-isomorphic to Q. Since B was arbitrarily chosen, this implies that pG 2 , Sq ' pH, Sq respects pg, hq. Lastly, we confirm that pG 2 , Sq ' pH, Sq is a d-labeled P-block graph.
Claim 5.1.4. The graph pG 2 , Sq ' pH, Sq is a d-labeled P-block graph.
Proof. It is sufficient to show that every non S-block of pG 2 , Sq ' pH, Sq is fully contained in G 2 or H. We first observe that since AuxpG 2 , Sq ' AuxpH, Sq has no cycles and every S-block of pG 2 , Sq ' pH, Sq is chordal, by Proposition 3.7, pG 2 , Sq ' pH, Sq is chordal.
Suppose towards a contradiction that there is an non S-block U of pG 2 , Sq ' pH, Sq intersecting both G 2´S and H´S. We choose a triple pv, w, Dq such that
• v P V pU q X pV pG 2 qzSq, w P V pU q X pV pHqzSq, D is a cycle containing v and w in U ; and
• the length of D is minimum.
Let P 1 and P 2 be the two paths from v to w in D.
We claim that there are no edges between the internal vertices of P 1 and the internal vertices of P
Main algorithm
Let pG, Sq be a boundaried graph, and let C be the set of components of GrSs. When P is the partition of C such that two components of GrSs are in the same part if and only if they are in the same component of G, we denote this as IncpC, Pq " AuxpG, Sq. One can observe that there is an isomorphism from IncpC, Pq to AuxpG, Sq that maps each component of C to the same component.
Proof of Theorem 1.1. Using Theorem 2.1 and Lemma 2.2, we obtain a nice tree decomposition of G of width at most 5w`4 in time Opc w¨n q for some constant c. Let pT, B " tB t u tPV pTbe the resulting nice tree decomposition and let r be its root node. For each node t of T , let G t be the subgraph of G induced by the union of all bags B t 1 where t 1 is a descendant of t. Recall that U d is the class of all biconnected d-labeled P-block graphs, where each
We define the following notation for every pair consisting of a node t of T and X Ď B t :
1. Let Comppt, Xq be the set of all connected components of GrB t zXs.
2. Let Partpt, Xq be the set of all partitions of Comppt, Xq.
3. Let Blockpt, Xq be the set of all non-trivial blocks of GrB t zXs.
For each node t of T , X Ď B t , and a function L : B t zX Ñ rds, we define Fpt, X, Lq as the set of all pairs pg, hq consisting of functions g : Blockpt, Xq Ñ U d and h : Blockpt, Xq Ñ 2 rds . We say that pg, hq is valid if
• L is a d-labeling of GrB t zXs,
• for each B P Blockpt, Xq, B is partially label-isomorphic to gpBq, and
• for each B P Blockpt, Xq, LpV pBqq X hpBq " H.
Furthermore, for i P t0, 1, . . . , ku and pg, hq P Fpt, X, Lq, let crt, pX, L, i, pg, hqqs be the family of all partitions X in Partpt, Xq satisfying the following property: there exist S Ď V pG t qzB t with |S| " i and a d-labeling
The main idea of the algorithm is that instead of fully computing crt,
• for every X P crt, M s and a partial solution pS, L 1 q with respect to X and S out Ď V pGqzV pG t q where G´pSYXYS out q is a d-labeled P-block graph respecting pg, hq, there exists X 1 P rrt, M s and a partial solution pS 1 , L 2 q with respect to
By the definition of rrt, M s, the problem is a Yes-instance if and only if there exists pX, L, i, pg, hqq P M r with |X|`i ď k such that rrr, pX, L, i, pg, hqs ‰ H. To decide whether the problem is a Yesinstance, we enumerate rrt, M s for all nodes t and all M P M t . Whenever we update rrt, M s, we confirm that |rrt, M s| ď w¨2 w´1 . This is a consequence of Proposition 4.3. We describe how to update families rrt, M s depending on the type of node t, and prove the correctness of each procedure. We fix such a tuple. For each leaf node t, we assign rrt, pH, L, i, pg, hqqs :" H where L, g, h are empty functions. We may assume t is not a leaf node. Let M :" pX, L, i, pg, hqq P M t . We may assume pg, hq is valid.
1) t is an introduce node with child t 1 :
Let v be the vertex in B t zB t 1 . If v P X, then G t´X " G t 1´pX ztvuq and B t zX " B t 1 zpXztvuq. So, we can set rrt, M s :" rrt 1 , pXztvu, L, i, pg, hqqs. We assume v R X, and let L res :" L| B t 1 zX .
For a pair pg, hq P Fpt, X, Lq, a pair pg 1 , h 1 q P Fpt 1 , X, L res q is called the restriction of pg, hq if
• for B 1 P Blockpt 1 , Xq and B 2 P Blockpt, Xq with V pB 1 q Ď V pB 2 q, g 1 pB 1 q " gpB 2 q, and if v P V pB 2 q, then every vertex in g 1 pB 1 q with label in h 1 pB 1 q is not adjacent to the vertex in g 1 pB 1 q with label Lpvq,
• for B 1 P Blockpt 1 , Xq and B 2 P Blockpt, Xq with V pB 1 q Ď V pB 2 q and v R V pB 2 q, h 1 pB 1 q " hpB 2 q, and
• for B 2 P Blockpt, Xq containing v, hpB 2 q " Ť B 1 PBlockpt 1 ,Xq,V pB 1 qĎV pB 2 q hpB 1 q. Let B P Blockpt, Xq and F be the pB t zXq-block of H containing B.
(Coincidence condition)
Let B 1 P BlockpH, B t zXq such that B ‰ B 1 and B 1 is contained in F . If |V pBqztvu| " 1 or |V pB 1 qztvu| " 1, then B and B 1 cannot be contained in the same pB t zXq-block of H. Thus, both B and B 1 contain non-trivial blocks U and U 1 in GrB t 1 zXs respectively, where g 1 pU q " g 1 pU 1 q. This implies that gpBq " gpB 1 q.
(Neighborhood condition)
It follows from the assumption that pg 1 , h 1 q is a restriction of pg, hq. If B is a block of GrB t 1 zXs, then hpBq " h 1 pBq. Otherwise B contains v, and every neighbor of B in F has a neighbor in some block B 1 P Blockpt 1 , Xq where V pB 1 q Ď V pBq. Thus, we have hpBq " Ť B 1 PBlockpt 1 ,Xq,V pB 1 qĎV pBq hpB 1 q.
(Label-isomorphic condition)
We prove that F is partially label-isomorphic to gpBq. Let F 1 :" F XH 1 , F 2 :" F XGrB t zXs, and U " V pF 1 q X V pF 2 q. Since AuxpH 1 , B t 1 zXq ' AuxpGrB t zXs, B t 1 zXq has no cycles, by Lemma 3.6, AuxpF 1 , U q ' AuxpF 2 , U q has no cycles. To apply Proposition 3.1, we verify that pF 1 , U q and pF 2 , U q are block-wise gpBq-compatible. We observed that if two non-trivial blocks D 1 and D 2 of GrB t 1 zXs are contained in F , then g 1 pD 1 q " g 1 pD 2 q " gpBq.
Since pg 1 , h 1 q is a characteristic of pH 1 , B t 1 zXq, pF 1 , U q is block-wise partially label-isomorphic to gpBq. Also, since pg, hq is valid, pF 2 , U q is block-wise partially label-isomorphic to gpBq. As pg 1 , h 1 q is a restriction of pg, hq, for B 1 P Blockpt 1 , Xq and B 2 P Blockpt, Xq with V pB 1 q Ď V pB 2 q and v P V pB 2 q, every vertex in g 1 pB 1 q with label in h 1 pB 1 q is not adjacent to the vertex in g 1 pB 1 q with label Lpvq. Because of this condition, the second condition of being block-wise gpBq-compatible is also satisfied. By Proposition 3.1, F is partially label-isomorphic to gpBq.
(Complete condition)
This follows from the fact that pg 1 , h 1 q is a restriction of pg, hq and it is a characteristic of pH 1 , B t 1 zXq.
All together we can conclude that X P crt, M s. ♦
When v R X, we update rrt, M s as follows. Set K :" H. For every pg 1 , h 1 q P Fpt 1 , X, L res q, we test whether pg 1 , h 1 q is a restriction of pg, hq. Assume pg 1 , h 1 q is a restriction of pg, hq, otherwise, we skip it. Now, for each Y P rrt 1 , pX, L res , i, pg 1 , h 1 qqs, we check the two conditions for pg 1 , h 1 q and Y in Claim 5.1.5, and if they are satisfied, then we add the set X described in Claim 5.1.5 to K; otherwise, we skip it. Since |Fpt 1 , X, L res q| ď 2 Opwd 2 q and |rrt 1 , pX, L res , i, pg 1 , h 1 qqs| ď w¨2 w´1 , the whole procedure can be done in time 2 Opwd 2 q . After we do this for all possible candidates, we take a representative set of K using Proposition 4.3, and assign the resulting set to rrt, M s. Since |K| ď 2 Opwd 2 q , we can apply Proposition 4.3 in time 2 Opwd 2 q . Also, we have |rrt, M s| ď w¨2 w´1 .
We claim that rrt, M s " crt, M s. Let G out :" G´pV pG t qzB t q. Let X P crt, M s and pS, L 1 q be a partial solution with respect to X , and suppose there exists S out Ď V pGqzV pG t q where G´pS Y X Y S out q " pG t´p X Y Sq, B t zXq ' pG out´p X Y S out q, B t zXq is a d-labeled P-block graph respecting pg, hq. Note that every pB t 1 zXq-block of G´pS YX YS out q is chordal as such a block is also a pB t zXq-block of G´pSYXYS out q. Since G´pSYXYS out q is chordal, by Proposition 3.7, AuxpG t 1´pX YSq, B t 1 zXq'AuxpG out´p X YS out q, B t 1 zXq has no cycles. Recall that M res :" pX, L res , i, pg 1 , h 1 qq. As rrt 1 , M res s " crt 1 , M res s, there exist Y P rrt 1 , M res s and a partial solution pS 1 , L 2 q with respect to Y such that IncpComppt 1 , Xq, Yq " AuxpG t 1´pX Y S 1 q, B t 1 zXq, and AuxpG t 1´pX Y S 1 q, B t 1 zXq ' AuxpG out´p X Y S out q, B t 1 zXq has no cycles. By Theorem 5.1, G´pS 1 Y X Y S out q is also a d-labeled P-block graph respecting pg, hq.
By the update procedure, the partition X 1 where IncpComppt, Xq, X 1 q " AuxpG t´p X Y S 1 q, B t zXq is added to the set K, and there exist X 2 P rrt, M s and a partial solution pS 2 , L 3 q with respect to X 2 such that G´pS 2 Y X Y S out q is a d-labeled P-block graph respecting pg, hq. This shows that rrt, M s " crt, M s.
2) t is a forget node with child t 1 :
Let v be the vertex in B t 1 zB t . For an extension L 1 of L on B t 1 zX, a pair pg 1 , h 1 q P Fpt 1 , X, L 1 q is called an extension of pg, hq with respect to L 1 if
• for B 1 P Blockpt, Xq and B 2 P Blockpt 1 , Xq with V pB 1 q Ď V pB 2 q,
-if v P V pB 2 q, then L 1 pvq P hpB 1 q; and
PBlockpt,Xq,V pB 1 qĎV pB 2 q hpB 1 qztL 1 pvqu.
We show the following:
Claim 5.1.6. For every X P Partpt, Xq, X P crt, M s if and only if one of the following holds: 
Proof.
We first show the backward direction. If X P crt 1 , pX Y tvu, L, i´1, pg, hqqs, then X P crt, M s, as we can put v into the partial solution. Suppose statement 2 holds. Then there exists a partial solution pS, L 1 q with respect to crt 1 , pX, L ext , i, pg 1 , h 1 qqs and Y. It is not difficult to verify that pg, hq is the characteristic of pG t´p X Y Sq, B t zXq and IncpComppt, Xq, Yq " AuxpG t´p X Y Sq, B t zXq. Thus, X P crt, M s.
For the other direction, suppose X P crt, M s, and let pS, L 1 q be a partial solution with respect to X . If v P S, then X P crt 1 , pX Y tvu, L, i´1, pg, hqqs. This corresponds to the first case. We may assume that v R S. Let L ext :" L 1 | B t 1 zX and Y P Partpt 1 , Xq such that IncpComppt 1 , Xq, Yq " AuxpG t´p X Y Sq, B t 1 zXq. Since G t´p X Y Sq " G t 1´pX Y Sq, one can observe that X is the partition obtained from Y by replacing the connected component U of B t zX containing v with the connected components of B t 1 zX contained in U . We focus on showing that there exists an extension pg 1 , h 1 q of pg, hq in Fpt 1 , X, L ext q that is the characteristic of pG t 1´pX Y Sq, B t 1 zXq.
We construct pg 1 , h 1 q as follows.
• Let B P Blockpt 1 , Xq containing v. If there exists B 1 P Blockpt, Xq where B and B 1 are contained in the same block of G t´p X Y Sq, then we let g 1 pBq " gpB 1 q. Otherwise, we know that the block of G t 1´pX Y Sq containing v is label-isomorphic to a graph in U d ; let g 1 pBq be this graph.
• For B P Blockpt 1 , Xq with v R V pBq, let g 1 pBq " gpBq.
• Also, for every B P Blockpt 1 , Xq, let h 1 pBq be the set of labels that appear in the neighbors of vertices of B in the block of G t 1´pS Y Xq containing B.
Then pg 1 , h 1 q is an extension of pg, hq, and
We update rrt, M s as follows. Set K :" H. First, we add all partitions in rrt 1 , pX Y tvu, L, i1 , pg, hqqs to K. At the second step, for every extension L ext of L on B t 1 zX and every pg 1 , h 1 q P Fpt 1 , X, L ext q, we test whether pg 1 , h 1 q is an extension of pg, hq. In the case when pg 1 , h 1 q is an extension of pg, hq with respect to L ext , for all partitions Y P rrt 1 , pX, L ext , i, pg 1 , h 1 qqs, we add the set X satisfying the second statement in Claim 5.1.6 to K, and otherwise, we skip this pair. This can be done in time 2 Opwd 2 q . After we do this for all possible candidates, we take a representative set of K using Proposition 4.3, and assign the resulting set to rrt, M s. Notice that |K| ď 2 Opwd 2 q . By Proposition 4.3, the procedure of obtaining a representative set can be done in time 2 Opwd 2 q , and we have |rrt, M s| ď w¨2 w´1 .
We claim that rrt, M s " crt, M s. Let X P crt, M s and let pS, L 1 q be a partial solution with respect to X and let S out Ď V pGqzV pG t q where G´pS Y X Y S out q is a d-labeled P-block graph respecting pg, hq. Let G out :" G´pV pG t 1 qzB t 1 q. The graph G´pS Y X Y S out q can be seen as pG t 1´pX Y Sq, B t 1 zXq ' pG out´p X Y S out q, B t 1 zXq.
Note that every pB
and a partial solution pS 1 , L 2 q with respect to Y such that IncpComppt 1 , Xq, Yq " AuxpG t 1ṕ X Y S 1 q, B t 1 zXq, and thus AuxpG t 1´pX Y S 1 q, B t 1 zXq ' AuxpG out´p X Y S out q, B t 1 zXq has no cycles. By Theorem 5.1, G´pS 1 Y X Y S out q is a d-labeled P-block graph respecting pg 1 , h 1 q for some extension pg 1 , h 1 q of pg, hq. By the procedure, the partition X 1 where IncpComppt, Xq, X 1 q " AuxpG t´p X YS 1 q, B t zXq is added to the set K, and there exists X 2 P rrt, M s and a partial solution pS 2 , L 3 q with respect to X 2 such that G´pS 2 Y X Y S out q is a d-labeled P-block graph respecting pg, hq. This shows that rrt, M s " crt, M s.
3) t is a join node with two children t 1 and t 2 :
Claim 5.1.7. For every X P Partpt, Xq, X P crt, M s if and only if there exist integers i 1 , i 2 with i 1`i2 " i, pg, h 1 q P Fpt 1 , X, Lq, pg, h 2 q P Fpt 2 , X, Lq, X 1 P crt 1 , pX, L, i 1 , pg, h 1 qqs, and X 2 P crt 2 , pX, L, i 2 , pg, h 2 qqs such that
• IncpComppt, Xq, X 1 Y X 2 q has no cycles,
• X " X 1 Z X 2 , and
• for each B P Blockpt, Xq, h 1 pBq X h 2 pBq " H and hpBq " h 1 pBq Y h 2 pBq, and for 1 P h 1 pBq and 2 P h 2 pBq, the vertices with labels 1 and 2 in gpBq are not adjacent.
Proof. The forward direction is straightforward. For the converse direction, suppose there exist integers i 1 , i 2 with i 1`i2 " i, pg, h 1 q, pg, h 2 q, and partitions X 1 , X 2 as specified in the statement. For each j P t1, 2u, let M j :" pX, L, i j , pg, h jand pS j , L j q be a partial solution with respect to crt j , M j s and X j . Furthermore, let H j :" G t j´p X Y S j q, and H :"
We claim that pg, hq is a characteristic of pH, B t zXq.
(Coincidence condition)
Let i P t1, 2u. Since pg, h i q is a characteristic of H i , if B 1 , B 2 P Blockpt, Xq are contained in the same pB t zXq-block of H i , gpB 1 q " gpB 2 q. Since IncpComppt, Xq, X 1 Y X 2 q and equivalently, AuxpH 1 , B t zXq ' AuxpH 2 , B t zXq have no cycles, by Lemma 3.5, if B 1 , B 2 P Blockpt, Xq are contained in the same pB t zXq-block of H, gpB 1 q " gpB 2 q.
(Neighborhood condition)
This follows from the assumption that hpBq " h 1 pBq Y h 2 pBq for each B P Blockpt, Xq.
(Label-isomorphic condition)
Let B P Blockpt, Xq and let F be the pB t zXq-block of H containing B. We show that F is partially label-isomorphic to gpBq. Let U :" V pF q X pB t zXq. Since AuxpH 1 , B t zXq ' AuxpH 2 , B t zXq has no cycles, by Lemma 3.6, AuxpF X H 1 , U q ' AuxpF X H 2 , U q has no cycles. Since each pg, h j q is a characteristic of pH j , B t j zXq, pF X H 1 , U q and pF X H 2 , U q are block-wise partially label-isomorphic to gpBq. Moreover, pF X H 1 , U q and pF X H 2 , U q are block-wise gpBq-compatible, because of the assumption that for each B P Blockpt, Xq, h 1 pBq X h 2 pBq " H and hpBq " h 1 pBq Y h 2 pBq, and for 1 P h 1 pBq and 2 P h 2 pBq, the vertices with labels 1 and 2 in gpBq are not adjacent. By Proposition 3.1, F is partially label-isomorphic to gpBq.
(Complete condition)
This follows from the fact that each pg, h j q is a characteristic of pH j , B t j zXq.
This proves that pg, hq is a characteristic of pH, B t zXq. That is, pS 1 Y S 2 , L 1 ' L 2 q is a partial solution with respect to crt, M s and X , and thus we have X P crt, M s. ♦
We update rrt, M s as follows. Set K :" H. We fix integers i 1 , i 2 with i 1`i2 " i, pg, h 1 q P Fpt 1 , X, Lq and pg, h 2 q P Fpt 2 , X, Lq. We can check in time Opwd 2 q the condition that
If these pairs do not satisfy this condition, then we skip them. We assume that these pairs satisfy this condition. For X 1 P rrt 1 , M 1 s and X 2 P rrt 2 , M 2 s, we test whether IncpComppt, Xq, X 1 Y X 2 q has no cycles and X " X 1 Z X 2 . We can check this in time Opwq. If they satisfy the two conditions, then we add the partition X to the set K, and otherwise, we do not add it. After we do this for all possible candidates, we take a representative set of K using Proposition 4.3, and assign the resulting set to rrt, M s. The total running time is k¨2 Opwd 2 q because |Fpt j , X, Lq| ď 2 Opwd 2 q and |rrt j , M j s| ď w¨2 w´1 for each j P t1, 2u. We have |rrt, M s| ď w¨2 w´1 . We claim that rrt, M s " crt, M s. Let X P crt, M s and let pS, L 1 q be a partial solution with respect to X and let S out Ď V pGqzV pG t q where G´pS Y X Y S out q is a d-labeled P-block graph respecting pg, hq. Let H out :" G´pV pG t qzB t q´pX Y S out q, and for each j P t1, 2u, let S j " V pH j q X S. Note that every pB t zXq-block of G´pS Y X Y S out q is chordal.
We first consider G´pS Y X Y S out q as the sum pH 1 , B t zXq ' pH 2 Y H out , B t zXq. Since G´pS Y X Y S out q is chordal, by Proposition 3.7, AuxpH 1 , B t zXq ' AuxpH 2 Y H out , B t zXq has no cycles. As
In a similar manner, we consider G´pS 
zXq is added to the set K. And there exists X 2 P rrt, M s and a partial solution pS 2 , L 3 q with respect to X 2 such that G´pS 2 Y X Y S out q is a d-labeled P-block graph respecting pg, hq. This shows that rrt, M s " crt, M s.
Total running time. We denote |V pGq| by n. Note that the number of nodes in T is Opwnq by Lemma 2.2. For fixed t P V pT q, there are at most 2 w`1 possible choices for X Ď B t , and for fixed X Ď B t , there are at most d w`1 possible functions L. Furthermore, the size of Fpt, X, Lq is bounded by 2 Opwd 2 q . Thus, there are Opn¨k¨maxp2, dq w`1¨2Opwd 2tables.
In summary, the algorithm runs in time Opn¨k¨maxp2, dq w`1 q¨2 Opwd 2 q¨k " 2 Opwd 2 q k 2 n.
We finish this section with a few remarks regarding Bounded P-Component Vertex Deletion. For this problem, we think of graphs as labeled graphs where each component consists of vertices with distinct labels from 1 to d. Let ComppG, Sq be the set of connected components of GrSs. For such a graph pG, Sq, we define a 'characteristic' as a pair pg, hq of functions g : ComppG, Sq Ñ U d and h : ComppG, Sq Ñ 2 rds satisfying the following, for C P ComppG, Sq and the component H of G containing C, (a) (label-isomorphic condition) H is partially label-isomorphic to gpCq, (b) (coincidence condition) for every C 1 P ComppG, Sq where C 1 is contained in H, gpC 1 q " gpCq, (c) (neighborhood condition) hpCq " LpN H pV pCqqzSq, and (d) (complete condition) for every w P V pHqzS, HrN H rwss is label-isomorphic to gpCqrN gpCq rwss where w is the vertex in gpCq with label Lpwq.
Then, by following similar, but simpler, arguments, one can also prove that Bounded P-Component Vertex Deletion can be solved in time 2 Opwd 2 q k 2 n. We omit the details. Theorem 1.3. Let P be a class of graphs that is hereditary, recognizable in polynomial time, and consists of only chordal graphs. Then Bounded P-Component Vertex Deletion can be solved in time 2 Opwd 2 q k 2 n on graphs with n vertices and treewidth w.
Lower bound for fixed d
We showed that Bounded P-Component Vertex Deletion and Bounded P-Block Vertex Deletion admit single-exponential time algorithms parameterized by treewidth, whenever P is a class of chordal graphs. We now establish that, assuming the ETH, this is no longer the case when P contains a graph that is not chordal. In the kˆk Independent Set problem, one is given a graph G " prksˆrks, Eq over the k 2 vertices of a k-by-k grid. We denote by xi, jy with i, j P rks the vertex of G in the i-th row and j-th column. The goal is to find an independent set of size k in G that contains exactly one vertex in each row. The Permutation kˆk Independent Set problem is similar but with the additional constraint that the independent set should also contain exactly one vertex per column.
Theorem 6.1. If P contains the cycle graph on ě 4 vertices, then Bounded P-Component Vertex Deletion, or Bounded P-Block Vertex Deletion, is not solvable in time 2 opw log wq n Op1q on graphs of treewidth at most w even for fixed d " , unless the ETH fails.
Proof. We reduce from Permutation kˆk Independent Set which, like Permutation kˆk Clique, cannot be solved in time 2 opk log kq k Op1q unless the ETH fails [13] . Let G " prksˆrks, Eq be an instance of Permutation kˆk Independent Set. We assume that @h, i, j P rks with h ‰ i, xi, jyxh, jy P E. Adding these edges does not change the Yes-and No-instances, but has the virtue of making Permutation kˆk Independent Set equivalent to kˆk Independent Set. We also assume that @h, i, j P rks, xi, jyxi, hy R E, since at most one of xi, jy and xi, hy can be in a given solution. Let m :" |E| " Opk 4 q be the number of edges of G.
Outline. We build two almost identical graphs G 1 " pV 1 , E 1 q and G 2 " pV 1 , E 2 q with treewidth at most p3d`4qk`6d´5 " Opkq, and pp3d´2qk 2`2 kqm vertices, such that the following three conditions are equivalent:
1. G has an independent set of size k with one vertex per row of G.
2. There is a set S Ď V 1 of size at most p3d´2qkpk´1qm such that each connected component of G 1´S has size at most d.
3. There is a set S Ď V 1 of size at most p3d´2qkpk´1qm such that each block of G 2´S has size at most d.
The overall construction of G 1 and G 2 will display m almost copies of the encoding of an edgeless G arranged in a cycle. Each copy embeds one distinct edge of G. The point of having the information of G distilled edge by edge in G 1 and G 2 is to control the treewidth. This general idea originates from a paper of Lokshtanov et al. [11] . Construction. We first describe G 1 . As a slight abuse of notation, a gadget (and, more generally, a subpart of the construction) may refer to either a subset of vertices or to an induced subgraph. For each e " xi e , j e yxi 1e , j 1e y P E, we detail the internal construction of H e and S e of is the same vertex. We add all the edges between H e pxi, jyq and H e pxi, j 1 yq for i, j, j 1 P rks with j ‰ j 1 . We also add all the edges between H e pxi e , j e yq and H e pxi 1e , j 1e yq. We call H e the graph induced by the union of every H e pvq, for v P V pGq. The row/column selector gadget S e consists of a set S e r of k vertices with one vertex r e i for each row index i P rks, and a set S e c of k vertices with one vertex c e j for each column index j P rks. The gadget S e forms an independent set of size 2k. We arbitrarily number the edges of G: e 1 , e 2 , . . . , e m . For each h P rms and v " xi, jy P V , we link v j . That concludes the construction (see Fig. 4 ). To obtain G 2 from G 1 , we add the edges c e h j c e h j`1 for every h P rms and j P rk´1s. We ask for a deletion set S of size s :" p3d´2qkpk´1qm. Treewidth of G 1 and G 2 . We claim that the pathwidth, and hence treewidth, of G 1 and G 2 are bounded by p3d`4qk`6d´5. For any edge e P E, we set Hpeq :" H e pxi e , j e yq Y H e pxi 1e , j 1e yq. For any i P rm´1s, we setS i :" S e 1 Y S e i Y S e i`1 , andS m :" S e 1 Y S em . For each e P E, and i P rks, H e piq denotes the union of the H e pvq for all vertices v of the i-th row. Here is a path decomposition of G 1 and G 2 where the bags contain no more than p3d`4qk`6d´4 vertices:
As, for any h P rms, |S h | ď 6k, |Hpe h q| " 2p3d´2q, and |H e h piq| ď p3d´2qk for any i P rks, the size of a bag is bounded by max hPrms,iPrks |S h YHpe h qYH e h piq| ď 6k`2p3d´2q`p3d´2qk " p3d`4qk`6d´4.
Corectness. We first show 1 ñ 2. Let us assume that there is an independent set I :" tv 1 " x1, j 1 y, v 2 " x2, j 2 y, . . . , v k " xk, j k yu in G. We define the deletion set S Ď V 1 as follows. For each e P E and i P rks, we delete all of H e piq except H e pv i q. The cardinality of S adds up to a total of p|H e piq|´|H e pv i q|qmk " pp3d´2qk´3d`2qmk " p3d´2qkpk´1qm " s vertices. We claim that all the connected components of G 1´S are isomorphic to C d . First, we observe that the C d s inside any H e pv i q, for e P E and i P rks, are isolated in G 1´S . Indeed, H e pv i q is the only remaining H e pvq from H e piq. So, it might only be linked to H e pv j q with some j ‰ i P rks. But this would imply that v i v j P E, contradicting that I is an independent set. Besides those C d s contained in the H e pv i qs, we claim that the rest of G 1´S is mk disjoint and the vertices of P e h vp also have degree 2 in G 1´S . Therefore, G 1´S is a disjoint union of C d s. The implication 1 ñ 3 is derived similarly. We now claim that, with the same deletion set S, all the blocks of G 2´S are isomorphic to C d or K 2 . As P is a hereditary class that contains the induced cycle of length d ě 4, it holds that K 2 P P. We still have the property that the C d s within any H e pv i q are isolated in G 2´S . Now, the slight difference is that tv p e h´1 , r e h p , c We now show that 2 ñ 1 and 3 ñ 1. We assume that there is a set S Ď V 1 of size at most s such that all the blocks of G 2´S (resp. G 1´S ) have size at most d. We note that this corresponds to assuming 3 (resp. a weaker assumption than 2). The first property we show on S is that, for any e P E and i P rks, |H e piq X S| ě p3d´2qpk´1q. In other words, there are at most 3d´2 vertices of H e piq remaining in G 2´S (or G 1´S ). Assume, for the sake of contradiction, that H e piq´S contains at least 3d´1 vertices. Observe that H e piq´S cannot contain at least one vertex from three distinct H e puq, H e pvq, and H e pwq (with u, v and w in the i-th row of G), since then H e piq´S would be 2-connected (and of size ą d). For the same reason, H e piq´S cannot contain at least two vertices in H e puq and at least two vertices in another H e pvq. Therefore, the only way of fitting 3d´1 vertices in H e piq´S is the 3d´2 vertices of an H e puq plus one vertex from some other H e pvq. But then, this vertex of H e pvq would form, together with one C d of H e puq, a 2-connected subgraph of G 2´S (or G 1´S ) of size d`1. Now, we know that |H e piq X S| ě p3d´2qpk´1q. As there are precisely mk sets H e piq in G 1 (and they are disjoint), it further holds that |H e piq X S| " p3d´2qpk´1q, since otherwise S would contain strictly more than s " p3d´2qkpk´1qm vertices. Thus, H e piq´S contains exactly 3d´2 vertices. By the previous remarks, H e piq´S can only consist of the 3d´2 vertices of the same H e puq or 3d´3 vertices of H e puq plus one vertex from another H e pvq. In fact, the latter case is not possible, since the vertex of H e pvq would form, with at least one remaining C d of the 3d´3 vertices of H e puq, a 2-connected subgraph of G 2´S (or G 1´S ) of size d`1. Note that this is why we needed two disjoint C d s in the construction instead of just one. So far, we have proved that, assuming 2 or 3, for any e P E and i P rks, H e piq X S " H e pv i,e q for some vertex v i,e of the i-th row of G, and for any e P E, S e X S " H.
The second part of the proof consists of showing that v i,e does not depend on e. Formally, we want to show that there is a v i such that, for any e P E, v i,e " v i . Observe that it is enough to derive that, for any h P rms, v i,e h " v i,e h`1 (with e m`1 " e 1 ). Let j P rks (resp. j 1 P rks) be the column of v i,e h (resp. v i,e h`1 ) in G. We first assume 2. For any h P rms, v i,e h e h , r e h`1 i
, c
, c e h`1 j plus the path P
e h`1 a and v i,e h`1 e h`1 b ) induces a path (in particular, a connected subgraph) of size d`1 in G 2´S , unless j " j 1 (with e m`1 " e 1 ). Therefore, j " j 1 . As v i,e h and v i,e h`1 have the same column j and the same row i in G, v i,e h " v i,e h`1 . Now, we assume 3. For any h P rms, v i,e h e h , r
, c induces a cycle (that is, a 2-connected subgraph) of length at least d`1 in G 2´S , unless j " j 1 (with e m`1 " e 1 ). Again, j " j 1 ; and the vertices v i,e h and v i,e h`1 have the same column and the same row in G, which implies that v i,e h " v i,e h`1 . In both cases (2 or 3), we can now safely define
We finally claim that tv 1 , v 2 , . . . , v k u is an independent set in G (and for each i P rks, v i is in the i-th row). Indeed, if there were an edge e " v i v j P E for some i ‰ j P rks, then H e pv i q Y H e pv j q would induce a 2-connected subgraph of size 2p3d´2q
That finishes the proof that 1 ô 2 ô 3. Therefore, for any fixed integer d ě 4, an algorithm running in time 2 opw log wq |V 1 | Op1q for either Bounded P-Component Vertex Deletion or Bounded P-Block Vertex Deletion on graphs of treewidth w with C d P P would also solve Permutation kˆk Independent Set in time 2
oppp3d`4qk`6d´5q logpp3d`4qk`6d´5qq ppp3d´2qk 2`2 kqmq Op1q " 2 opk log kq k Op1q , which contradicts the ETH.
Hardness and lower bounds, when d is not fixed
In this section, we prove Theorem 1.5. Our first reduction is from the following problem:
Multicolored Clique
Parameter: k Input: A graph G, a positive integer k, and a partition pV 1 , V 2 , . . . , V k q of V pGq. Question: Is there a k-clique X of G such that |X X V i | " 1 for each i P rks?
We call a set V i , for some i P rks, a color class. The problem Multicolored Clique is known to be W r1s-complete (see, for example, [5] ), and it is clear that this remains true under the assumption that there are no edges between vertices of the same color class. Moreover, we may assume that each color class has the same size, and between every distinct pair of color classes we have the same number of edges [9] . We say that X Ď V pGq is a multicolored k-clique if X is a k-clique such that |X X V i | " 1 for each i P rks.
Theorem 7.1. Bounded P-Component Vertex Deletion is W r1s-hard parameterized by the combined parameter pw, kq, when P contains all chordal graphs.
Before proving this theorem, we describe the reduction used in the proof. Given an instance pG, k, pV 1 , . . . , V kof Multicolored Clique, where each color class has size t, we construct a graph G 1 such that G has a multicolored k-clique if and only if there exists a set S Ď V pG 1 q of size at most k 1 such that each connected component of G 1´S consists of at most d vertices, where k 1 " 3`k`1 2˘´6 and d " 3t 2`3 t`3, and the treewidth of G 1 is bounded above by 54k´69. We may assume that k ě 2.
Let V i " tv 1 i , v 2 i , . . . , v t i u, for each i P rks. For i, j P rks with i ă j, we denote the set of edges in GrV i Y V j s by E i,j , and we may assume that |E i,j | " p, say. We construct G 1 from several gadgets; namely, an "edge-encoding gadget" G i,j for each i, j P rks with i ă j, which represents the set E i,j , linked together by copies of one of the "propagator gadgets", H i orH i , which collectively represent the color class V i for some i P rks. We also have a gadget G i,i , for each i P r2, k´2s, which ensures that the vertex selection in the H i gadgets also propagates to theH i gadgets.
Each gadget encodes a sequence of integers X " x 0 , x 1 , . . . , x z`1 , where x 0 ě 3, and x sx s´1 ě 3 for each s P rz`1s. We denote such a gadget GpXq and call it a gadget of G 1 of order z. It is constructed as follows. First, set
Note that d q ě 3 for every q P r0, zs. For each q P r0, zs, we now define a graph P q which resembles a "thickened path". For q P r1, z´1s, let P q be the graph on the vertex set tw q,1 , w q,2 , . . . , w q,dq´1 u with edges between distinct w q,d and w q,d 1 if and only if |d´d 1 | P r2s. For q P t0, zu, let P q be the graph on the vertex set tw q,1 , w q,2 , . . . , w q,dq u with edges between distinct w q,d and w q,d 1 if and only if |d´d 1 | P r3s. For each q P rzs, we add a vertex u q adjacent to w q´1,1 , w q´1,2 , w q,1 , and w q,2 . The resulting graph GpXq consists of p ř qPrzs d`1 " x z`1`1 vertices, and, for q P rzs, the graph obtained by deleting u q has two components: one of size x q , and the other of size x z`1´xq . Let B :" tw 0,1 , w 0,2 , w 0,3 u and D :" tw z,1 , w z,2 , w z,3 u. Since we will use several copies of this gadget, we usually refer to P q as P q pGpXqq, a vertex v P V pGpXqq as vpGpXqq, and B or D as BpGpXqq or DpGpXqq, respectively; but we sometimes omit the "pGpXqq" when there is no ambiguity.
We now describe the edge encoding gadget G i,j , for some i, j P rks with i ă j; an example is given in Fig. 5a . We can uniquely describe an edge between a vertex in V i and a vertex in V j by an ordered pair pa, bq, representing the edge v a i v b j , where a, b P rts. We define an injective function φ from such a pair to an integer in t3, 6, . . . , 3t 2 u, as given by pa, bq Þ Ñ 3tpa´1q`3b. Thus, the set tφpa, bq : v a i v b j P E i,j u uniquely describes the set E i,j . Let pf 0 i,j , f 1 i,j , . . . , f p i,j q be the sequence obtained after ordering the elements of this set in increasing order, and let f p`1 i,j " 3t 2`3 . Note that f 0 i,j ě 3, and f q i,j´f q´1 i,j ě 3 for each q P rp`1s. Finally, we set
We define the propagator gadgets as H i :" Gp 3, 6, . . . , 3pt`1andH i :" Gp 3t, 6t, . . . , 3pt`1qt q; see Figs. 5b and 5c. Note that these gadgets have size 3pt`1q`1 (a) The edge encoding gadget G i,j (with t " 5) for the edges tv (b) A propagator gadget H j (with t " 5), which will be linked to edge encoding gadgets G i,j with i ď j.
(c) A propagator gadgetH i (with t " 5), which will be linked to edge encoding gadgets G i,j with i ď j. and 3tpt`1q`1, respectively. For each color class V i , where i P r2, k´1s, we will take i copies of the gadget H i , and k´i`1 copies ofH i ; whereas for i " 1 (or i " k), we take k´1 copies ofH i (or H i , respectively) only. Let H i denote the set containing the copies of H i , and letH i denote the copies ofH i . Note that |H i YH i | " k`1 when i P r2, k´1s, and |H i YH i | " k´1 when i P t1, ku.
Finally, for each i P r2, k´2s, we have a special gadget G i,i :" G p φp1, 1q, φp2, 2q, . . . , φpt, tq q. Intuitively, this gadget is used to ensure the vertex selected in each H i P H i is the same as in each H i PH i . However, we also consider G i,i an edge encoding gadget, since it is treated as one in the construction.
Figure 6: The overall picture with k " 4.
In order to describe how these gadgets are joined together in G 1 , as shown in Fig. 6 , we require some terminology. Given some G i,j and G i,j 1 with i, j, j 1 P rks, we say we connect G i,j to G i,j 1 usingH i to describe adding all nine edges between DpG i,j q and BpH i q, and all nine edges between DpH i q and BpG i,j 1 q. In this case, we also sayH i connects from G i,j and connects to G i,j 1 . Given some G i,j and G i 1 ,j with i, i 1 , j P rks, the operation of connecting G i,j to G i 1 ,j using H j is defined analogously. We give the following cyclic ordering to the edge encoding gadgets: pG 1,2 , G 1,3 , . . . , G 1,k , G 2,2 , G 2,3 , . . . , G 2,k , . . . , G k´1,k´1 , G k´1,k q. For each G i,j , we connect this gadget to the next gadget G i,j 1 in the cyclic ordering that matches on the first index using one of the copies ofH i , and also connect it to the next gadget G i 1 ,j in the ordering that matches on the second index using one of the copies of H j . For example, we connect G 1,3 to G 1,4 using a copy ofH 1 , and connect G 1,3 to G 2,3 using a copy of H 3 . This completes the construction.
Proof of Theorem 7.1. Observe that each vertex v P V pG 1 q is contained in precisely one gadget, and so each vertex of G 1 inherits either a 'u' label or a 'w' label from its gadget. In what follows, whenever we refer to an edge encoding gadget G i,j , or a propagator gadgetH i or H j , it is for some i P r1, k´1s and j P r2, ks with i ď j.
Treewidth. We now describe a path decomposition of G 1 that illustrates that its pathwidth, and hence treewidth, is at most 54k´69.
First, observe that for a gadget H :" Gp x 0 , x 1 , . . . , x z`1 q, there is a path decomposition where each bag has size at most 4. By adding BpHqYDpHq to every bag, we obtain a path decomposition where each bag has size at most 10; we denote this path decomposition by PpHq. Note that H is only linked to other gadgets in G 1 by edges with one end in either BpHq or DpHq.
Recall that the edge encoding gadgets are joined together using propagator gadgets with respect to the cyclic ordering
Consider an auxiliary multigraph F on the vertex set tG i,j : i P r1, k´1s, j P r2, ks, i ď ju where there is an edge between G i,j , G i 1 ,j 1 P V pF q whenever the gadget G i,j is connected to G i 1 ,j 1 using some propagator gadget in G 1 . (Formally, there is an edge for i " i 1 and |j´j 1 | P t1, k´i, k´2u, or j " j 1 and |i´i 1 | P t1, j´1, k´2u.) We now show that F has pathwidth at most 3k´5. Let G 1 " tG 1,j : j P r2, ksu and, for i P r2, k´1s, let G i " tG i,j : j P ri, ksu. Then pG 1 Y G 2 Y G 3 , G 1 Y G 3 Y G 4 , . . . , G 1 Y G k´2 Y G k´1 q is a path decomposition for F where the largest bag, the first one, has size 3k´4. We denote this path decomposition PpF q.
We extend this to a path decomposition of G 1 by replacing each bag of PpF q with a path, which is in turn constructed from several concatenated "subpaths", one for each gadget. Suppose, for some i, j P rks with i ď j, we have thatH i and H j connect to
is a bag of the path decomposition of F . From this bag, we construct a path where each bag contains Q " Ť pi,jqPZ X i,j . The subpaths of this path are as follows. For each pi, jq P Z we have a subpath obtained from PpG i,j q by adding Q to each bag. Every edge of F is contained in some bag of the path decomposition, and corresponds to a propagator gadget H of G 1 . For each such H, we have a subpath obtained from PpHq by adding Q to each bag. These subpaths are then concatenated together, end to end, to create the path that replaces the bag Ť pi,jqPZ G i,j in PpF q. After doing this for each bag, we obtain a path decomposition of G 1 .
Note that |Z| ď 3k´4, and |X i,j | " 18, for any pi, jq P Z. So |Q| ď 18p3k´4q. A path decomposition PpHq, for some gadget H, has bags with size at most 10, but each bag meets Q in precisely the elements BpHqYDpHq. So the pathwidth of G 1 is at most 18p3k´4q`4´1 " 54k´69.
Correctness (ñ). First, let X be a multicolored k-clique in G; we will show that G 1 has a set S Ď V pG 1 q such that |S| " 3`k`1 2˘´6 and each component of G 1´S has at most d vertices, where d " 3t 2`3 t`3. Let γpiq be the index of the unique vertex in X X V i for each i P rks; that is, X X V i " tv γpiq i u. For each H P H i YH i , we add the vertex u γpiq pHq to S; there are pk´2qpk`1q`2pk´1q " kpk`1q´4 such gadgets, so this many vertices are added to S so far. For each pair i, j P k with i ă j, there is some q P rps such that φpγpiq, γpjqq " f q i,j ; we add the vertex u q pG i,j q to S. For i P r2, k´2s, we also add the vertex u γpiq pG i,i q to S. Now
We now consider the size of the components of G 1´S . We first analyze the size of the components of a gadget G i,j ,H i or H j after deleting S. Note that S meets the vertex set of one of these gadgets in precisely one vertex, and the deletion of this vertex splits the gadget into two components. The two components of G i,j´uq have f q i,j " 3tpγpiq´1q`3γpjq and f q`1 i,j´f q i,j " 3t 2`3´p 3tpγpiq´1q`3γpjqq vertices. The two components ofH i´uγpiq have 3tγpiq and 3tpt`1´γpiqq vertices, while the two components of H j´uγpjq have 3γpjq and 3pt`1´γpjqq vertices. These gadgets are joined in such a way that the size of a component of G 1´S is " 3tpγpiq´1q`3γpjq ‰`3 tpt`1´γpiqq`3pt`1´γpjqq " 3t 2`3 t`3 " " 3t
2`3´`3 tpγpiq´1q`3γpjq˘‰`3tγpiq`3γpjq, as required.
(ð). Suppose G 1 has a set S Ď V pG 1 q with |S| ď 3`k`1 2˘´6 such that each component of G 1´S has at most d vertices, where d " 3t 2`3 t`3. We call any such set S a solution.
First, we show, loosely speaking, that we may assume each vertex in S is a 'u' vertex of its gadget, not a 'w' vertex. Let H be a gadget of G 1 of order s. There are two cases to consider: the first is when, for some r P r1, s´1s, we have that S X V pP r pHqq ‰ H. Suppose P r pHq contains a pair of adjacent vertices w and w 1 such that tw, w 1 u X S ‰ H. If w P S and w 1 R S, then, in G 1´p Sztwuq, only the component containing w 1 can have size more than d, and |V pP r pHqq| ď 3t 2 ă d, so replacing w 1 in S with u r´1 pHq or u r pHq also gives a solution. If tw, w 1 u Ď S, then pSztw, w 1 uq Y tu r´1 pHq, u r pHqu is also a solution. So we may assume that V pP r pHqq X S " H for each r P r1, s´1s.
Now we consider the second case; let G i,j be an edge encoding gadget, let H P H i andH PH j connect from G i,j , and let J be the set of vertices V pP y pG i,jY V pP z pHqq Y V pP z pHqq, for py, zq P tpp, 0q, p0, k`1qu. Observe that G 1 rJs is connected and |J| ď d; intuitively, these are the vertices involved in the "join" of multiple gadgets in G 1 . We show that if J X S ‰ H, then there is some solution S 1 with J X S 1 " H. Let U :" N G 1 pJq, so |U | " 3. If |J X S| ě 3, then pSzJq Y U is a solution. Moreover, if |U zS| ď |J X S|, then pSzJq Y U is again a solution. Assuming otherwise, we can pick U 1 Ď U zS such that |U 1 | " |J X S|. If G 1 rpJ Y U qzSs is connected, then S 1 " pSzJq Y U 1 is a solution. But since |J X S| ď 2, it follows, by the construction of G 1 , that G 1 rJzSs is connected. Thus, in the exceptional case, the deletion of J X S disconnects some u P U zS from G 1 rJzSs. But in this case, if we ensure that U 1 is chosen to contain u, then we still obtain a solution S 1 " pSzJqYU 1 .
Next, we claim that each edge encoding gadget G i,j or propagator gadgetH i PH i , has at least one vertex in S. Consider the subgraph D i,j of G 1 induced by V pG i,j q Y V pH i q Y V pH j q, whereH i and H j connect from G i,j . Recall that G i,j consists of 3t 2`3`1 vertices,H i consists of 3t 2`3 t`1 vertices, H j consists of 3t`3`1 vertices, and hence D i,j has size 2d`3. If V pH i q X S is empty, then the connected subgraph of D i,j´S containing V pH i q also contains P p pG i,j q, which has size at least 3, so this connected subgraph contains at least 3t 2`3 t`1`3 " d`1 vertices; a contradiction. Similarly, if V pG i,j qXS is empty, then the connected subgraph of D i,j´S containing V pG i,j q also contains at least 3t vertices of V pH i q, so at least d`1 in total; a contradiction. So |V pH i q X S|, |V pG i,j q X S| ě 1, as claimed. Now we claim that each connected component of G 1´S has size exactly d. Pick S 1 Ď S such that |V pG i,j q X S 1 | " 1 for each edge encoding gadget G i,j , and |V pH i q X S 1 | " 1 for eachH i PH i . So |S 1 | " 2``k`1 2˘´2˘, and |SzS 1 | "`k`1 2˘´2 . The graph G 1´S1 has`k`1 2˘´2 components, and the deletion of each vertex in SzS 1 further increases the number of components by one. Since |V pG 1 q| " p2d`3q``k`1 2˘´2˘, each of the`k`1 2˘´2 components of G 1´S1 has size at least 2d`1, so the remaining`k`1 2˘´2 vertices in SzS 1 must evenly split each of these components into components of size exactly d, as claimed.
Next we show that each gadget H j P H j also has at least one vertex in S. Suppose we have some H j for which S X V pH j q " H. We calculate the size, modula 3, of the connected component C of G 1´S that contains H j . Since the size of V pCq X V pH i q or V pCq X V pG i,j q is congruent to 0 pmod 3q, and |V pH j q| " 1 pmod 3q, we deduce that |V pCq| " 1 pmod 3q; a contradiction. So |S X V pH j q| ě 1 for every H j P H j with j P r2, ks. Since |S| " 3`k 2˘, it follows that each gadget meets S in precisely one vertex.
Finally, suppose u q pG i,j q P S, for some q P rps. Then φpa, bq " f q i,j , for some a, b P rts. Let H i P H i and H j P H j be the propagators that connect from G i,j . Now, the connected component of G 1´S containing 3t 2`3´p 3tpa´1q`3bq vertices of G i,j´uq also contains 3ta 1 vertices ofH i , and 3b 1 vertices of H j , for some a 1 , b 1 P rts. So 3t 2`3 ta 1´3 tpa´1q`3b 1´3 b`3 " 3t 2`3 t`3.
Working modula t, we deduce that 3pb 1´b`1 q " 3 pmod tq, hence b " b 1 . It then follows that 3tpa 1´p a´1qq " 3t, so a " a 1 . Thus u a pH i q, u b pH j q P S.
On the other hand, if, for some a, b P rts we have u a pH i q, u b pH j q P S, whereH i and H j connect to G i,j , then the component of G 1´S containing vertices from these three gadgets contains 3tpt`1´aq vertices fromH i , as well as 3pt`1´bq vertices from H j , and 3tpa 1´1 q`3b 1 from G i,j for some a 1 , b 1 P rts. Since this component has a total of 3t 2`3 t`3 vertices, working modula t we deduce that 3b 1`3´3 b " 3 pmod tq, so b " b 1 . It follows that 3tpa´a 1`1 q " 3t, so a " a 1 . Thus, u q pG i,j q P S for q P rps such that φpa, bq " f q i,j . We deduce that for every l P rks, there exists some γplq such that V pHq X S " tu γpiq u for everỹ H PH i , V pHq X S " tu γpjq u for every H P H j , and V pG i,j q X S " tu q u for q P rps such that is an edge of G, and X " tv γpiq i
: i P rksu is a multicolored k-clique in G, as required.
Theorem 7.1 implies that Bounded P-Component Vertex Deletion has no algorithm running in time f pwqn Op1q , assuming FPT ‰ W r1s. However, we can say something stronger, assuming the ETH holds. Since, in the parameterized reduction in the previous proof, the treewidth of the reduced instance G 1 has linear dependence on k, a f pwqn opwq -time algorithm for this problem would lead to a f pkqn opkq -time algorithm for Multicolored Clique. But, assuming the ETH holds, no such algorithm for Multicolored Clique exists [12] . So we have the following: Theorem 7.2. Unless the ETH fails, there is no f pwqn opwq -time algorithm for Bounded PComponent Vertex Deletion when P contains all chordal graphs. Furthermore, Marx [14] showed that, assuming the ETH holds, Subgraph Isomorphism has no f pkqn opk{ log kq -time algorithm, where k is the number of edges in the smaller graph. By reducing from Subgraph Isomorphism, instead of Multicolored Clique, we obtain a lower bound with the combined parameter treewidth and solution size. Theorem 7.3. Unless the ETH fails, there is no f pk 1 qn opk 1 { log k 1 q -time algorithm for Bounded P-Component Vertex Deletion, where k 1 " w`k, when P contains all chordal graphs.
Proof. Let pG, Hq be a Subgraph Isomorphism instance where the task is to find if G has a subgraph isomorphic to H. Let k :" |V pHq| and t :" |V pGq|, and suppose V pGq " tv a : a P rtsu and V pHq " tv i : i P rksu. Let V i " tv a i : a P rtsu for each i P rks, and let G`be the graph on the vertex set Ť iPrks V i with an edge v a i v b j if and only if i ‰ j and v a v b is an edge of G. Now the task is to select |EpHq| edges of G`that induce a multicolored subgraph of G`; that is, the vertex set of this edge-induced subgraph meets each V i in exactly one vertex.
We construct G 1 from G`using a similar construction as in the proof of Theorem 7.1, but we only have an edge encoding gadget G i,j for 1 ď i ă j ď k when v i v j is an edge in H. More specifically, we take the subsequence of pG 1,2 , G 1,3 , . . . , G 1,k , G 2,2 , G 2,3 , . . . , G 2,k , . . . , G k´1,k´1 , G k´1,k q consisting of each G i,j for which v i v j P EpHq, as well as G i,i for all i P r2, k´1s, and, as before, connect each G i,j to the next G i,j 1 in the cyclic ordering that matches on the first index using a copy ofH i , and also connect it to the next gadget G i 1 ,j in the ordering that matches on the second index using a copy of H j . Note that p " |E i,j | " 2|EpGq|.
By a routine adaptation of Theorem 7.1, it is easy to see that twpG 1 q " Opkq, and that G has a subgraph isomorphic to H if and only if G 1 has a set S Ď V pG 1 q of size at most k 1 such that each connected component of G 1´S has size at most d. Now the parameter in the reduced instance is k 2 :" twpG 1 q`k 1 " Op|V pHq|q`Op|V pHq| 2 q " Op|EpHq|q. Thus, an f pk 2 qn opk 2 { log k 2 qtime algorithm for Bounded P-Component Vertex Deletion would lead to an algorithm for Subgraph Isomorphism running in time f p|EpHq|qn op|EpHq|{ log |EpHq|q . But there is no algorithm for Subgraph Isomorphism with this running time unless the ETH fails [14] .
