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Depuis les travaux fondateurs de von Helmholtz et de Lord Kelvin, il est bien
connu qu’une couche de liquide cisaillée par un écoulement de gaz plus rapide tend à
être destabilisée lorsque la différence de vitesse est supérieure à une valeur critique. On
observe alors la formation de rides à l’interface. A mesure que la vitesse du gaz est augmen-
tée, l’amplitude de celles-ci devient de plus en plus importante. Les rides se transforment
alors éventuellement en vagues qui, lorsque les non-linéarités deviennent prépondérantes,
se mettent à déferler. Quand la vitesse de l’écoulement gazeux est suffisante, on peut éga-
lement observer que de nombreuses gouttelettes sont arrachées de la crête de ces vagues.
Celles-ci sont alors transportées par la phase gazeuse avant de se redéposer sous l’action
combinée de la gravité et de la turbulence.
Ce phénomène se produit dans de nombreuses applications industrielles, notamment celles
qui font intervenir des lignes de transport diphasiques comme les conduites pétrolières et
les échangeurs thermiques par exemple, ou encore dans le domaine du génie des procédés.
Des problématiques similaires se rencontrent également dans des situations très différentes,
parmi lesquelles on peut citer la pulverisation de sprays, les injecteurs de carburants ou
l’arrachement de gouttelettes sur les capots de voitures. Dans la nature, on retrouve éga-
lement l’arrachement de gouttelettes du sommet de vagues avec la formation des embruns
marins, qui sont à la base des transferts entre les océans et l’atmosphère terrestre.
Ce travail de thèse s’inscrit dans le cadre d’une collaboration entre Total et
l’Institut de Mécanique des Fluides de Toulouse. Son objectif est d’étudier expérimen-
talement l’arrachement et la redéposition de gouttelettes dans le contexte des écoulements
de gaz et de liquide dans une conduite cylindrique horizontale. En effet, d’un point de vue
industriel, ce phénomène est connu pour augmenter sensiblement les pertes de charge dans
les pipelines. Une modélisation adéquate devrait donc permettre un meilleur dimension-
nement des lignes de transport de pétrole et/ou de gaz naturel. D’un point de vue plus
fondamental, la compréhension des différents mécanismes physiques participant au pro-
cessus de fragmentation d’un liquide (on parle également d’atomisation) est un challenge
particulièrement intéressant. Bien que d’importants progrès aient été accomplis dans ce
domaine ces dernières années, ceux-ci conservent en effet une grande part d’ombre.
Les écoulements gaz-liquide en conduite ont fait l’objet d’un nombre considérable d’études,
notamment dans les années 1960-1970 où le contexte économique était plus propice à la
mise en place de campagnes de mesures de grande envergure. Cependant, bien que de nom-
1
Introduction
breuses corrélations aient ainsi pu être développées, beaucoup d’entre elles restent d’ordre
empirique et sont donc difficilement applicables hors des conditions dans lesquelles elles ont
été établies. C’est pourquoi ces dernières années les efforts se dirigent plutôt vers le dévelop-
pement de modèles phénoménologiques, mieux à même de prédire l’influence des nombreux
paramètres physiques contribuant à l’arrachement et à la redéposition des gouttelettes dans
les conduites, ainsi que leur contribution au gradient de pression de l’écoulement. Comme
nous le verrons tout au long de ce manuscrit, la multitude et la complexité des différents
phénomènes à l’œuvre dans la conduite et interagissant entre eux rendent néanmoins cette
tâche particulièrement ardue. Il reste donc beaucoup de chemin à parcourir avant d’espérer
comprendre pleinement les mécanismes d’entraînement, de transport, et de déposition des
gouttelettes.
Notre étude vise donc à apporter sa contribution à une meilleure compréhen-
sion du phénomène de l’atomisation. A ce titre, l’utilisation de techniques d’imagerie à
haute-cadence, que les progrès techniques récents rendent très performante, s’avère parti-
culièrement séduisante. En effet, elle permet l’observation détaillée des différents modes par
lesquels les gouttelettes sont générées. En outre, le développement du traitement d’images
numériques et l’augmentation de la puissance de calcul des machines informatiques en font
maintenant une méthode de mesure à part entière. Elle a par exemple récemment été uti-
lisée avec succès pour observer l’atomisation d’un jet liquide cisaillé par un écoulement de
gaz coaxial et mesurer les tailles des gouttes résultantes (Marmottant et Villermaux 2004 ).
Dans le premier chapitre de ce manuscrit, nous dresserons une courte description des prin-
cipales informations disponibles dans la littérature. Nous rappelerons d’abord les grandes
lignes de la modélisation des écoulements gaz-liquide en conduite, lorsque les phases ne
sont pas trop dispersées l’une dans l’autre, puis discuterons plus spécifiquement de l’arra-
chement des gouttelettes ainsi que de leur redéposition.
Nous présenterons ensuite la configuration expérimentale développée au cours de ce travail
pour étudier l’entraînement des gouttelettes. En particulier, nous décrirons la configura-
tion optique mise en place afin d’observer l’intérieur de la conduite à l’aide d’une caméra
à haute-cadence, ainsi que les autres techniques de mesure qui ont également été utilisées
pendant cette étude.
Dans le troisième chapitre, les différents régimes d’écoulement observés seront exposés.
Nous discuterons alors plus spécifiquement de ceux qui sont pertinents pour cette étude.
Enfin, nous détaillerons les différents mécanismes d’atomisation ayant été mis en évidence
pendant cette thèse.
Après cela, nous nous intéresserons plus particulièrement aux procédures de traitement
d’images numériques développées pour la mesure des tailles et vitesses de gouttes. Celles-
ci comprennent une partie dédiée à la détection des gouttes et de leurs contours, et une
autre à leur suivi. Nous les détaillerons toutes les deux avant de présenter comment une
calibration expérimentale nous a permis de les valider.
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Le cinquième chapitre sera consacré à la description et à l’étude des différentes distributions
de tailles et de vitesses des gouttes, obtenus par traitement d’images numériques. Nous les
comparerons aux différentes lois théoriques proposées dans la littérature, lorsqu’elles sont
disponibles. Enfin, nous proposerons un modèle de mélange de distributions qui permet
d’obtenir la fonction de densité de probabilité des tailles de gouttes à partir de celle de
leurs vitesses axiales.
Dans le sixième chapitre, nous exposerons les résultats des autres mesures qui ont égale-
ment été réalisées au cours de ce travail, et qui sont nécessaires à la description de nos
régimes d’écoulement. Les hauteurs de la couche liquide et les vitesses des vagues seront
ainsi présentées, puis les concentrations et flux massiques des gouttelettes, et enfin les me-
sures de gradient de pression dans la conduite.
Pour terminer, nous aborderons l’aspect modélisation du problème. Après avoir montré
comment retrouver les pertes de charge mesurées à partir de nos différentes données ex-
périmentales, nous proposerons différentes corrélations qui permettent dans notre cas de
prédire le gradient de pression à partir de l’équation de bilan de quantité de mouvement
de la phase gazeuse. Nous verrons ensuite comment prendre en compte l’influence de la
phase liquide, puis celle du phénomène d’entraînement des gouttelettes.
Ce travail étant en grande partie basé sur des observations réalisées par une
caméra haute-cadence, il nous a paru opportun d’illustrer nos propos à l’aide d’exemples
de séquences d’images ainsi obtenues. C’est pourquoi un DVD est joint à ce manuscrit. Le
cas échéant, il sera fait référence aux films qui y figurent. La version électronique de ce
manuscrit au format PDF y est également incluse.
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I. Ecoulements gaz-liquide en
conduite et entraînement de
gouttelettes
La littérature concernant les écoulements gaz-liquide en conduite est particulière-
ment abondante. Dans ce premier chapitre, on se propose de présenter brièvement les prin-
cipaux résultats concernant les régimes stratifié et annulaire, dans lesquels l’entraînement
de gouttelettes peut être observé. Après avoir rappelé le principe de la classification des
différentes configurations possibles lorsqu’un gaz et un liquide s’écoulent co-couramment
dans une conduite, nous expliquerons l’approche généralement utilisée pour modéliser les
régimes stratifié et annulaire, évoquerons le problème de fermeture et discuterons de la
détermination des différents taux de cisaillement. Nous nous intéresserons ensuite plus
particulièrement aux problématiques de l’arrachement puis de la redéposition des goutte-
lettes.
I.1 Configurations d’écoulements
Les écoulements de gaz et de liquide présentent une grande diversité de régimes,
selon les débits respectifs injectés, les propriétés physiques des fluides considérés et la
géométrie de la conduite (section, inclinaison). Il est d’usage dans la littérature de classifier
ces différents types d’écoulements à l’aide de cartes de configuration tracées en fonction
des vitesses superficielles du gaz 푈푔푠 et du liquide 푈푙푠 (e.g. Mandhane et al. 1974, Taitel
et Dukler 1976a, Woods et Hanratty 1996, Spedding et al. 1998, Azzopardi et Hills 2003,








où 푄푔 et 푄푙 sont les débits volumiques respectifs du gaz et du liquide et 퐴 l’aire de la
conduite (퐴 = 휋퐷2/4 pour une conduite cylindrique de diamètre 퐷).
Un exemple typique de ce genre de diagramme pour un écoulement eau/air dans une
conduite horizontale de 7, 9 cm de diamètre est illustré sur la figure I.1. La plupart des
régimes (à l’exception de l’écoulement à bulles) qui y figurent seront décrits plus en détail
dans la section III.1 à partir des observations effectuées sur le dispositif expérimental mis
i . 푈푔푠 et 푈푙푠 représentent en fait les flux volumiques respectifs de gaz et de liquide dans la conduite,
le terme de vitesse superficielle venant de l’homogénéité de la dimension de ces flux à celle d’une vitesse.
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Figure I.1
Carte de configuration pour un écoulement air/eau en conduite horizontale de
diamètre 퐷 = 79 mm (Badie et al. 2000).
en place au cours de cette étude. Bien que pratique pour connaître rapidement et sim-
plement le type de régime d’écoulement qui sera obtenu pour des conditions d’injection
données, ce genre de représentation a le défaut majeur de n’être valable que pour une
géométrie (inclinaison, forme de la conduite, dimensions de la section), une pression et un
couple liquide/gaz uniques. En effet, les transitions entre différents régimes peuvent varier
fortement en fonction de ces différents paramètres. Celles-ci n’étant pas toutes contrôlées
par les mêmes mécanismes physiques, les nombres adimensionnels pertinents pour décrire
le passage d’un type de régime à un autre ne sont pas tous les mêmes. Les configurations
d’écoulement observées changent également avec l’inclinaison de la conduite (par exemple
les écoulements stratifiés n’existent bien évidemment pas en conduite verticale). En outre,
le choix des régimes utilisés pour la classification reste quelque peu arbitraire et peut être
différente suivant les auteurs.
Ce bref aperçu permet de se rendre compte de la complexité des écoulements
gaz-liquide en conduite. Bien que des progrès importants aient été accomplis dans leur
compréhension, notamment depuis les années 50 (e.g. Hanratty et al. 2000 ), beaucoup de
chemin reste encore à parcourir. Parmi les questions encore ouvertes, citons entre autres :
– les instabilités interfaciales (Charru 2007 ) et leur rôle dans la transition entre les
différents régimes.
– le lien entre les échelles méso et macroscopiques (Marmottant et Villermaux 2004 ).
– la dynamique des gouttes (Azzopardi 1997 ) et des bulles et leur influence sur les
caractéristiques globales de l’écoulement.
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Le travail présenté ici vise à mieux comprendre les caractéristiques des goutelettes éven-
tuellement arrachées de la surface du liquide à cause du cisaillement exercé par la phase
gazeuse et s’inscrit donc dans la troisième thématique évoquée ci-dessus. Il est en effet
reconnu que ce phénomène peut dans certains cas contribuer de manière significative à
la perte de charge totale dans la conduite (e.g. Lopes et Dukler 1986 ). Les configurations
dans lesquelles l’atomisation (i.e. l’arrachement) de gouttes se produit sont principalement
les régimes stratifié (lorsque la vitesse du gaz est suffisante) et annulaire. Comme nous en
discuterons plus longuement dans la section III.2, ceux-ci présentent les mêmes mécanismes
physiques. Les applications de ce travail concernant plus particulièrement l’industrie pé-
trolière, celui-ci portera donc plus spécifiquement sur le régime stratifié à atomisation qui
semble prévaloir dans les pipelines longue distance (Paras et al. 1994, Tayebi et al. 2000 ).
Les écoulements annulaires ayant cependant fait l’objet d’une plus grande attention dans
la littérature, il seront également considérés lors de cette étude bibliographique.
I.2 Modélisation des écoulements stratifiés à atomisation et
annulaires
I.2.1 Equations de conservation
Figure I.2
Schématisation d’un écoulement stratifié avec atomisation.
Lorsque l’on a affaire à des écoulements à phases séparées (c’est-à-dire que les
phases ne sont pas trop dispersées l’une dans l’autre), comme c’est le cas dans les régimes
qui nous intéressent, l’approche utilisée généralement consiste à résoudre séparément les
équations de bilan de masse et de quantité de mouvement projetées sur l’axe de la conduite
pour chacune des phases (Wallis 1969 ). Pour tenir compte des différents échanges entre
celles-ci, on introduit ensuite des relations supplémentaires, les équations de fermeture, qui
permettent de se ramener à un système ayant autant d’équations que d’inconnues.
L’approche la plus couramment utilisée est le modèle dit à deux fluides, qui considère les
deux phases que sont la couche liquide et l’ensemble gaz+gouttelettes (phase dispersée).
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Il existe cependant également des modèles à trois fluides. Par exemple, on peut considérer
une phase liquide, une purement gazeuse et une phase dispersée uniquement constituée
des gouttes (Andreussi 1992, Alipchenkov et al. 2004 ). En considérant qu’il n’y a pas de
changement de phase (i.e. ni évaporation, ni condensation), les équations de conservation de
la masse dans le cas d’un écoulement stratifié tel que schématisé à la figure I.2 s’expriment














= −Γ퐴푙 + Γ퐷푙 (I.2b)























+ 퐹푤푙 + 퐹푖푙 − 휌푙훼푙푔 sin 휃 − Γ퐴푙푉퐴 + Γ퐷푙푉퐷
(I.3b)
où :
훼푔 et 훼푙 sont les fractions volumiques respectives de gaz et de liquide, 푈푔 et 푈푙 leurs
vitesses moyennes, 휌푔 et 휌푙 leurs masses volumiques.
퐹푤푔 et 퐹푤푙 les forces tangentielles par unité de volume exercées par la paroi sur le gaz et
le liquide respectivement.
퐹푖푔 et 퐹푖푙 les forces tangentielles interfaciales par unité de volume exercées respectivement
par le liquide sur le gaz et inversement.
푔 l’accélération de la gravité et 휃 l’angle que fait l’axe de la conduite 푥⃗ avec l’horizontale
(égal à 0∘ pour une conduite horizontale et 90∘ pour une conduite verticale).
Γ퐴푔, Γ퐴푙, Γ퐷푔 et Γ퐷푙 sont les taux de transfert massique par unité de volume dus res-
pectivement à l’arrachement et la redéposition de gouttelettes, pour le gaz et pour le
liquide.
푉퐴 et 푉퐷 sont les vitesses axiales d’arrachement et de déposition des gouttes.
Les équations 퐼.2푎, 퐼.2푏 et 퐼.3푏 restent parfaitement valables pour les écoulements annu-
laires. En revanche, le gaz n’étant plus en contact avec la paroi dans ce régime, le terme
퐹푤푔 disparaît de l’équation 퐼.3푎.
Dans le cas d’un écoulement permanent pleinement développé, les termes instationnaires
disparaissent et le transfert de quantité de mouvement est indépendant de la coordonnée
푥. Dans cette étude, on s’intéresse plus particulièrement aux conduites horizontales, ce qui
élimine le terme lié à la gravité. De plus, la réciprocité des forces tangentielles à l’interface
impose : 퐹푖푔 = −퐹푖푙 = 퐹푖.
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Le système peut donc se réécrire sous la forme simplifiée :
훼푘푈푘 = 푈푘푠 (I.4a)
−훼푘 d푃d푥 + 퐹푤푘 + 휖퐹푖 + 휖Γ퐴푘푉퐴 − 휖Γ퐷푘푉퐷 = 0 (I.4b)
avec 푘 = 푔 et 휖 = 1 pour le gaz, 푘 = 푙 et 휖 = −1 pour liquide.
Au système d’équations I.4, on peut également rajouter la condition reliant les fractions
volumiques de chaque phase :
훼푙 + 훼푔 = 1 (I.5)
En pratique, il est souvent plus facile de travailler avec des contraintes qu’avec des forces.




contrainte tangentielle du mur sur la phase k avec 푃푘 périmètre commun.
휏푖 = 휏푖푔 = −휏푖푙 = 퐹푖퐴
푃푖
contrainte tangentielle interfaciale avec 푃푖 périmètre interfacial.
La totalité de la masse des gouttes arrachées de la phase liquide est gagnée par la phase
gazeuse et on a donc Γ퐴푙 = Γ퐴푔 = Γ퐴. On peut alors définir un taux d’arrachement moyen




En revanche, en régime stratifié, les gouttes entraînées par la phase gazeuse peuvent à
la fois se déposer sur la paroi et sur la surface du liquide. Seules ces dernières doivent
être prises en compte dans la quantité de mouvement gagnée par la phase liquide lors du
phénomène de déposition i . Si l’on considère un taux de déposition 푅퐷 par unité de surface








Dans le cas du régime annulaire, cette différence disparaît et l’on retrouve Γ퐷푙 = Γ퐷푔 = Γ퐷
et 푅퐷 = Γ퐷퐴푃푖 .
Enfin, il est d’usage de soustraire les équations de quantité de mouvement I.4b








− (푅퐴푉퐴 + 휏푖) 푃푖
퐴훼푔훼푙
= 0 (I.6)
i . Les gouttes déposées sur la paroi "ruissellent" généralement le long de la paroi sous l’effet de la
gravité jusqu’à retourner dans la couche liquide. La conservation de la masse est donc vérifiée, même si les
taux de transfert liés à la déposition des gouttes sont différents dans le gaz et dans le liquide.
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Outre les paramètres liés à la géométrie de l’écoulement (푃푖, 푃푔, 푃푙 et au moins un des 훼푘),
il est donc nécessaire pour résoudre cette équation de trouver des lois de fermeture pour
déterminer les différentes contraintes de cisaillement (휏푖, 휏푙 et 휏푔), des taux et des vitesses
d’arrachement (푅퐴 et 푉퐴) ainsi que de déposition (푅퐷 et 푉퐷). Notons que lorsque le régime
peut être considéré comme pleinement établi, on considère généralement que Γ퐴 = Γ퐷푔.
A l’équilibre, la concentration en gouttes est en effet constante et indépendante de 푥, ce
qui implique l’égalité entre la quantité de gouttes arrachées de la phase liquide et celles
qui se déposent depuis la phase gazeuse.
I.2.2 Fermeture du cisaillement paroi/gaz
La contrainte exercée par le gaz sur la paroi est liée au frottement dû à l’écou-
lement. Celle-ci est donc homogène à la pression dynamique dans le gaz 1/2휌푔푈2푔 qui
représente également un flux convectif de quantité de mouvement (Guyon et al. 2001 ). Le
coefficient de proportionnalité s’apparente donc à un coefficient de traînée. Dans notre cas,




où la valeur absolue sert à définir la direction de la contrainte de cisaillement en fonction
de celle de l’écoulement.
Les expériences ont montré que la valeur de ce coefficient n’était pas sensiblement modifiée
par l’écoulement de la couche liquide couverte de vagues dans la partie basse de la conduite.
Le long du périmètre de la paroi "mouillée" par le gaz, il est donc constant et son expression
est la même que si le gaz s’écoulait seul dans la conduite. Ainsi, pour un écoulement de













diamètre hydraulique du gaz
où 휈푔 est la viscosité cinématique du gaz.
Pour 훼푔 = 1 (écoulement monophasique de gaz dans la conduite) on retrouve la relation de
Poiseuille. En pratique, les observations semblent cependant montrer que, dans le régime
stratifié avec atomisation qui nous intéressent ici, l’écoulement gazeux est caractérisé par
des grands nombres de Reynolds (e.g. Taitel et Dukler 1976b, Kowalski 1987, Fabre 2003a).
Il est donc préférable d’utiliser des formules de calcul du coefficient de frottement valables
pour les écoulements turbulents, telles que celle de Colebrook et White (1937 ), qui présente
l’avantage d’être valable pour les régimes lisse, de transition et pleinement rugueux. Dans la
grande majorité des cas, les conduites peuvent cependant être considérées comme lisses. La
plupart des auteurs préfèrent donc utiliser des corrélations plus simples en loi de puissance
du type Blasius. Parmi les plus utilisées, on peut citer celle de Taitel et Dukler (1976b) :




I.2 Modélisation des écoulements stratifiés à atomisation et annulaires
I.2.3 Fermeture du cisaillement paroi/liquide





On peut ensuite appliquer la corrélation I.8 de Taitel et Dukler (1976b), en utilisant





. Cette méthode fonctionne bien pour le régime stratifié lisse mais, dès lors qu’il
y a apparition de vagues à la surface, de nombreux auteurs (e.g. Andritsos et Hanratty
1987a, Kowalski 1987 ) ont noté des écarts significatifs entre les prédictions de cette corré-
lation et les résultats expérimentaux. Cela semblerait prouver que la présence des vagues
a pour conséquence une augmentation de 휏푙. L’approche la plus couramment utilisée a
donc consisté à chercher à modifier les coefficients de l’équation I.8 pour améliorer l’accord
avec les résultats expérimentaux. Ainsi, Kowalski (1987 ) trouve que ses données sont bien
représentées en utilisant la relation :
푓푙 = 0, 263푅푒
−0,5
푙 (I.10)
Paras et al. (1994 ), à partir de leurs propres données expérimentales, proposent :
푓푙 = 2, 86푅푒
−2/3
푙 (I.11)
Cependant, leurs résultats semblent indiquer que la distribution latérale de 휏푙 dans une
section de la conduite n’est pas constante le long de la paroi. Pour tenir compte de cet
effet, ces auteurs proposent dans une étude ultérieure (Vlachos et al. 1997 ) une expression
empirique pour la variation latérale de 휏푙. Celle-ci leur permet alors d’obtenir une valeur
moyenne.
I.2.4 Fermeture du cisaillement interfacial
On définit là encore un coefficient de frottement interfacial :
푓푖 =
2휏푖
휌푔∣푈푔 − 푈푖∣(푈푔 − 푈푖) (I.12)
avec 푈푖 vitesse des fluides à l’interface.
La détermination de ce coefficient est un problème crucial des écoulements stratifiés avec
atomisation ainsi que des écoulements annulaires. En effet, le cisaillement interfacial est
considéré comme la contribution majeure dans l’augmentation de la perte de charge par
rapport au cas monophasique. Il semble en outre jouer un rôle important dans certaines
transitions entre les différents régimes d’écoulements observés, étant notamment relié à
l’initiation des vagues à rouleaux à la surface du liquide (Andreussi et al. 1985 ) ou à celle
des bouchons de liquide (Taitel et Dukler 1976a). A cela s’ajoute la difficulté d’obtenir
i . On notera qu’à la différence du gaz, le périmètre interfacial n’intervient pas dans la définition de ce
diamètre hydraulique. En effet, lorsque le rapport des densités est suffisamment élevé, on peut considérer
que l’interface est une surface libre pour le liquide, alors que pour le gaz elle est "vue" comme une paroi.
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expérimentalement la valeur du cisaillement interfacial. Celui-ci est donc généralement
dérivé indirectement (Fandge et Weidong 1999 ) à partir de :
– la mesure du profil des vitesses dans le gaz.
– les profils d’énergie cinétique turbulente.
– un bilan de quantité de mouvement en utilisant les mesures de 휏푔, du niveau du
liquide et du gradient de pression i .
– une extrapolation du profil des contraintes de cisaillement du tenseur de Reynolds
du gaz à l’interface.
Cela explique en partie pourquoi il existe une très grande dispersion dans les données ob-
tenues par différents auteurs. Kowalski (1987 ) remarque par exemple que le calcul de 휏푖 de
deux manières différentes (à partir des mesures de 휏푔 et à partir du profil des contraintes
de Reynolds) en utilisant les mêmes données aboutit à une différence de l’ordre de 20%.
L’approche la plus utilisée pour déterminer le coefficient de frottement interfacial
est celle initiée par Wallis (1969 ) dans le cas d’écoulements annulaires verticaux. Elle
est basée sur l’observation que l’augmentation de la valeur de 푓푖 est étroitement reliée
à la présence des vagues se propageant à l’interface entre le gaz et le liquide. La prise en
compte de leur influence sur la contrainte interfaciale peut se faire en considérant la surface
ondulée du film liquide comme une rugosité équivalente, ce qui amena Wallis à proposer
la relation :







où ℎ푙 est l’épaisseur moyenne du film.




pour les écoulements au-dessus d’une paroi pleinement rugueuse, 푘푠 étant la rugosité équi-
valente, laisse à penser que, dans les conditions où cette formule a été établie, la rugosité
due aux vagues est approximativement quatre fois la hauteur moyenne du film. Une valeur
similaire a également été retrouvée par Paras et Karabelas (1991a) pour le cas d’écoule-
ments annulaires en conduite horizontale. L’équation I.13 semble donner une estimation
relativement correcte du cisaillement interfacial, mais il a tout de même été noté qu’elle
tendait à surestimer sa valeur pour les faibles épaisseurs de liquide et à la sous-estimer
lorsque la valeur de ℎ푙 devient plus importante (e.g. Belt 2007, Belt et al. 2009 ). Cette
observation a conduit certains auteurs à chercher à modifier la corrélation de Wallis, no-
tamment en introduisant des corrections faisant intervenir le nombre de Reynolds de la
phase gazeuse (Fore et al. 2000 ). Cette modification est justifiée en proposant que le frot-
tement interfacial ne correspond pas à celui d’un régime pleinement rugueux, mais plutôt
de transition (Lopez et Dukler 1985 ). Cet argument est cependant largement controversé,
les résultats de différents autres auteurs semblant plutôt confirmer que l’interface peut
bien être considérée comme pleinement rugueuse (Belt 2007 ), même lorsque les vagues
interfaciales sont de faibles amplitudes (Sekoguchi et al. 1978, Hori et al. 1979 ).
i . Notons que cette méthode n’est applicable que lorsque la contribution du phénomène d’arrache-
ment/déposition de gouttes dans la perte de charge totale est négligeable
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Dans le cas des écoulements stratifiés, les mesures de Paras et al. (1994, 1998 )
tendent également à montrer que l’interface est pleinement rugueuse. Hart et al. (1989 )
et Grolman et Fortuin (1997 ), pour des chargements de liquide plus faibles, proposent
quant à eux d’utiliser une corrélation faisant à la fois intervenir 푘푠 et 푅푒푔, assumant ainsi







en estimant, d’après leurs données expérimentales, que la rugosité équivalente 푘푠 est envi-
ron 2, 3 fois supérieure à la hauteur de la couche liquide.
Andritsos et Hanratty (1987a) ont considéré que l’interface peut être traitée comme hy-
drauliquement lisse tant que les vagues à rouleaux ne sont pas présentes à l’interface. En
supposant que ces vagues sont associées à une instabilité de Kelvin-Helmholtz causée par la
différence de vitesse entre le gaz et le liquide, leur analyse de stabilité linéaire non visqueuse
prédit que celles-ci apparaissent au-dessus d’une vitesse superficielle critique de gaz 푈푔푠퐶
estimée à 5 m/s pour un écoulement eau/air à pression atmosphérique. Cela les conduit à
proposer la relation :
푓푖
푓푔
= 1 pour 푈푔푠 ≤ 푈푔푠퐶 (I.15a)
푓푖
푓푔









pour 푈푔푠 > 푈푔푠퐶 (I.15b)




휌푔0 masse volumique du gaz à pression atmosphérique. Ils soulignent également que la
transition pourrait être mieux évaluée en prenant en compte les effets de 푈푙푠.
I.3 L’arrachement des gouttes
I.3.1 Distributions des tailles de gouttes
Les gouttes arrachées de la surface du liquide par l’écoulement gazeux présentent
des diamètres très variables et forment donc généralement un spray hautement polydis-
persé. La connaissance de la forme de ces distributions de tailles et de la manière dont elles
évoluent en fonction des conditions d’injection s’avère donc très importante pour l’étude
du phénomène d’arrachement et de déposition des gouttelettes (e.g. Kataoka et al. 1983,
Al-Sarkhi et Hanratty 2002 ). En effet, sur le plan pratique, il est généralement admis que
la contribution des gouttes dans la perte de charge est principalement associée à l’énergie
perdue par le gaz pour accélérer les gouttes de la vitesse à laquelle elles sont arrachées à
celle à laquelle elles se redéposent (e.g. Lopez et Dukler 1986, Fore et Dukler 1995b). Le
gradient de pression correspondant peut donc être très différent selon, pour prendre un
exemple simple, qu’une même masse de liquide se trouve entraînée sous forme de quelques
très grosses gouttes ou bien d’innombrables petites gouttelettes. D’un point de vue plus
fondamental, la distribution des tailles de gouttes est étroitement liée aux processus de
fragmentation du liquide dont elles résultent (e.g. Gorokhovski et Saveliev 2003, Rimbert et
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Sero-Guillaume 2004, Villermaux 2007 ), et leur étude est donc nécessaire à une meilleure
compréhension des mécanismes physiques œuvrant dans la génération ainsi que le trans-
port de celles-ci.
La plupart des fonctions de densité de probabilité (pdf ) théoriques proposées pour décrire
les distributions de tailles de gouttes observées expérimentalement dérivent de modèles
développés pour la fragmentation de solides (Villermaux 2007 ). C’est pourquoi elles sont
généralement formulées en terme de pdf du volume (i.e. de la masse i lorsque la masse vo-
lumique est constante) v(푑) transporté par les gouttes dont le diamètre est compris entre
푑 et 푑 + d푑. En supposant les gouttes sphériques, la densité de probabilité des diamètres
des gouttes n(푑) (i.e. la densité de probabilité du nombre de gouttes possédant le diamètre
푑 et non plus celle du volume transporté par ces gouttes) se déduit de celle des volumes
(Mugele et Evans 1951, Azzopardi 1997 ) en divisant cette dernière par 푑3 et en insérant
éventuellement un facteur supplémentaire pour vérifier l’égalité
∫∞
0 n(푑)d푑 = 1 .
T rois principales lois théoriques ont été utilisées pour décrire les distributions
de tailles de gouttes présentes dans les écoulements stratifiés et annulaires. L’équation
de Rosin-Rammler (1933 ) ii , originellement conçue pour la distribution massique de la
poussière de charbon obtenue par tamisage, a été utilisée entre autres par Andreussi et
Azzopardi (1983 ), Jepson et al. (1989 ), Azzopardi et al. (1991 ), Binder et Hanratty (1992 )
et Soldati et Andreussi (1996 ). Elle s’écrit en termes de fraction volumique cumulative
complémentaire 퓥(푑), i.e le volume des gouttes ayant un diamètre supérieur à 푑 :






où 푘 et 푑 sont deux paramètres ajustables positifs, ce dernier représentant un diamètre
moyen. L’expression de la densité de probabilité en volume se calcule en dérivant l’équa-











Une autre fonction de distribution largement utilisée dans les premières études sur le su-
jet (Wallis 1969 ) et récemment par Al-Sarkhi et Hanratty (2002 ) est la loi log-normale













où 휎 est l’écart-type de la distribution.
i . Historiquement, les distributions de tailles de grains étaient en effet obtenues en les tamisant puis
en pesant chaque échantillon.
ii . Notons que cette distribution est plus connue dans d’autres domaines scientifiques comme l’analyse
de la durée de vie ou la météorologie (distributions des précipitations ou des vitesses de vent par exemple)
sous le nom de distribution de Weibull (Brown et Wohletz 1995, Rinne 2008 ).
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Cette distribution peut être obtenue en supposant que la fragmentation des gouttes suit un
scénario séquentiel dans lequel la rupture se produit en "cascade", c’est-à-dire qu’à chaque
étape une goutte "mère" se brise en un nombre donné de gouttes filles. En admettant
que chaque évènement de rupture est indépendant des précédents et que la distribution
finale des tailles de gouttes est obtenue après un grand nombre d’étapes (i.e. du produit
d’un grand nombre de variables aléatoires), l’application du théorème de la limite centrale
permet de conclure que le logarithme des tailles des fragments est distribué selon une loi
normale. Ce scénario représente la fragmentation comme un processus discret. Il a cepen-
dant récemment été établi (e.g. Gorokhovski et Saveliev 2003, Juanguy 2007, Gorokhovski
et Hermann 2008 ) que cette distribution pouvait également être obtenue, sous l’hypothèse
de symétrie d’échelle, comme solution asymptotique d’une équation de fragmentation dans
laquelle la distribution des tailles évolue continûment au cours du temps. A ce sujet, il est
intéressant de noter que si la loi de Rosin-Rammler était initialement surtout basée sur des
considérations empiriques, Brown et Wohletz (1995 ) ont montré qu’elle pouvait également
être obtenue à partir d’un processus de fragmentation dans lequel le rapport entre la taille
des fragments et celle du volume initial suit une loi d’échelle en puissance d’exposant 훼. Ils
ont également argumenté sur le fait que le comportement des distributions Rosin-Rammler
et log-normale était très proche, ce qui expliquerait pourquoi ces deux lois peuvent souvent
être utilisées dans les mêmes situations, avec des résultats comparables.
I l peut cependant être noté qu’aucune de ces deux distributions n’admet de borne
pour les grands diamètres (i.e il existera toujours une probabilité non nulle, bien qu’infi-
nitésimale, de trouver une goutte énorme). Cette considération a conduit Mugele et Evans
(1951 ) à chercher une modification de la loi de Kolmogorov en vue d’introduire un diamètre
maximal 푑푚푎푥 pour les gouttes, au-delà duquel la densité de probabilité sera strictement
nulle. En solution à ce problème, ils proposent une distribution qu’ils nomment loi log-












La contrepartie de cette distribution est qu’elle nécessite l’ajustement de trois paramètres
au lieu de deux. Elle a néanmoins été utilisée, entre autres, par Tatterson et al. (1977 ),
Kataoka et al. (1983 ), Hay et al. (1996 ), Simmons et Hanratty (2001 ), Pan et Hanratty
(2002 ) et Alipchenkov et al. (2004 ).
La plupart des auteurs ont noté que ces trois lois se comportaient relativement bien pour
représenter les données expérimentales de tailles de gouttelettes au centre des distributions.
Cependant, il a fréquemment été remarqué que la distribution de Rosin-Rammler tendait
à surestimer la proportion des petites gouttes et à sous-estimer celle des grosses, et que
la loi log-normale à limite supérieure donnait en général les meilleurs résultats (e.g. Hay
et al. 1996, Azzopardi 1997, Simmons et Hanratty 2001 ). Al-Sarkhi et Hanratty (2002 )
rapportent quant à eux que leurs données expérimentales sont le mieux représentées par
une distribution log-normale.
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I.3.2 Diamètres moyens des gouttelettes entraînées
B ien que le type de distribution suivie par les tailles de gouttes soit déterminant
pour la compréhension du processus d’atomisation, les relations présentées dans la sec-
tion précédente s’avèrent en pratique difficiles à utiliser à des fins de modélisation. C’est
pourquoi il est souvent préférable de se servir de diamètres moyens représentatifs du spray
formé les gouttes pour caractériser celui-ci (e.g. Kataoka et al. 1983, Babinsky et Sojka










avec 푝 et 푞 entiers naturels, et correspondent donc au rapport entre les différents moments
de la distribution. Pour 푝 = 1 et 푞 = 0, on retrouve le diamètre moyen "classique" 푑10 = 푑.
Pour 푝 = 3 et 푞 = 0, on obtient le diamètre correspondant à la moyenne du volume
transporté par les gouttes. Le choix du diamètre utilisé dépend surtout des propriétés per-
tinentes à chaque application. Pour le cas des gouttes transportées par la phase gazeuse
dans les conduites, et plus généralement des sprays liquides, on s’intéresse principalement
au rapport entre l’inertie des gouttelettes et leur traînée. Le diamètre le plus communément
utilisé est donc 푑32, appelé diamètre de Sauter, car il représente la taille d’une goutte possé-
dant le même ratio volume sur surface que l’ensemble du spray. Alternativement, un autre
diamètre souvent employé est le diamètre volume-médian 푑0,5, qui est celui en-dessous (et
au-dessus) duquel 50 % du volume du spray est contenu.
Le scénario le plus couramment envisagé pour expliquer l’arrachement des gout-
telettes est une instabilité de type Kelvin-Helmholtz, causée par les variations de pression
dynamique de l’écoulement gazeux au-dessus d’une perturbation de hauteur de la couche
liquide. En considérant que l’échelle caractéristique des gouttes entraînées est la longueur
d’onde 휆 de la perturbation dont elles sont issues (i.e. la perturbation la plus amplifiée),
l’analyse de Taylor (1940 ), pour une couche liquide épaisse (ℎ푙 ≫ 휆 avec ℎ푙 épaisseur de















où 훾 est la tension superficielle.
Tatterson et al. (1977 ) jugent que l’hypothèse de profondeur infinie est trop forte, et
suggèrent, en se basant sur un bilan des forces des ligaments de liquide donnant naissance
aux gouttes, que l’échelle caractéristique pertinente pour 휆 est l’épaisseur de la couche
liquide ℎ푙. En supposant que le profil des vitesses du gaz au-dessus de l’interface suit
une loi de paroi logarithmique, ils proposent également que la vitesse caractéristique de
l’atomisation est la vitesse de frottement 푢∗ =
√
휏푖/휌푔. Ils aboutissent alors à une version









avec 퐾 constante empirique (I.22)
dans laquelle le diamètre 푑 peut être le diamètre volume-médian 푑0,5 ou alternativement
la moyenne algébrique 푑10.
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La relation I.22 semble reproduire correctement la tendance à la décroissance du diamètre
des gouttes lorsque la vitesse du gaz est relativement faible, les observations expérimen-
tales montrant que 푑 varie grossièrement comme 푈−1푔 (Azzopardi 1997, Simmons et Han-
ratty 2001 ). Cependant, lorsque 푈푔 devient plus élevée, le diamètre des gouttes se met à
augmenter. Cela pourrait être dû à un changement dans les mécanismes dominants d’atomi-
sation, mais semble plutôt l’effet de coalescences entre gouttes se produisant lorsque leur
concentration est importante (Ambrosini et al. 1991, Hay et al. 1996, Azzopardi 1997 ).
C’est pourquoi différents auteurs (e.g. Azzopardi et al. 1985, Jepson et al. 1989, Ambro-
sini et al. 1991, Simmons et Hanratty 2001, Pan et Hanratty 2002, Al-Sarkhi et Hanratty
2002 ) ont ajouté un second terme dans l’équation I.22, basé sur le flux axial massique
des gouttelettes 퐺푥, pour prendre en compte ce phénomène. Les différentes corrélations
proposées ont toutes une forme similaire, et ne seront pas détaillées ici i . Les principales
différences entre celles-ci concernent la valeur des constantes et de la puissance (variant
de 0, 5 à 0, 6) du nombre de Weber de la relation I.22, l’introduction d’une longueur capil-
laire 푙푐 =
√
훾/(휌푙푔) comme échelle caractéristique alternative, et l’utilisation de la vitesse
superficielle du gaz 푈푔푠 ou de la réelle 푈푔 à la place de 푢∗.
Un autre mécanisme proposé par Azzopardi et al. (1980 ) est l’interaction de la
phase gazeuse avec les "paquets" de liquide arrachés de l’interface. En supposant que la
rupture de ceux-ci se produit lorsque leur fréquence naturelle d’oscillation est la même que














où 푊푒푔푠 = 휌푔푈2푔푠퐷/훾 et 푅푒푔푠 = 푈푔푠퐷/휈푔, et le deuxième terme est également destiné à
tenir compte du phénomène de coalescence.
Cette approche a été poursuivie, sans utiliser ce second groupe, par Kucasmustafaogullari
et al. (1994 ) et étendue pour prendre en compte l’effet du débit de liquide injecté et de la
viscosité des fluides. Leur corrélation semble bien décrire les données de Fore et al. (2002 ),
à condition de doubler la valeur du préfacteur.
Enfin, Kataoka et al. (1983 ) se basent sur l’hypothèse que l’arrachement des
gouttes est principalement dû au cisaillement de la crête des vagues, opposé à la tension
superficielle. D’après ce bilan des forces, ils obtiennent la relation :
푑0,5
퐷












avec 푅푒푙푠 = 푈푙푠퐷/휈푙.
i . On pourra se référer à l’article de revue de Azzopardi (1997 ) ou à Fore et al. (2002 ) pour une
liste plus complète de ces formules. Ces auteurs (ainsi que Hay et al. 1996 ) rapportent notamment que
certaines données expérimentales publiées, notamment les anciennes et celles qui ont recours à une forme de
distribution présumée (comme la loi de Rosin-Rammler qui semble ne pas être adéquate, cf section I.3.1),
sont considérées comme "douteuses". Les corrélations en partie basées sur celles-ci doivent donc être
utilisées avec précaution.
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I.3.3 Taux d’atomisation
La plupart des mécanismes proposés pour la prédiction du diamètre des gouttes
dans les études citées précédemment sont ensuite réutilisés pour la fermeture du taux d’ato-
misation, nécessaire à la résolution de l’équation I.6. Ainsi, l’analyse du taux de croissance
de l’instabilité de Kelvin-Helmholtz de Taylor (1940 ) suggère que le volume de liquide
arraché par unité de surface est d’échelle 휆 (la longueur d’onde de la perturbation la plus
instable). Modifiant cette analyse pour l’appliquer aux écoulements en conduite, Tatterson
et al. (1977 ), observent que l’arrachement des gouttes a principalement lieu du sommet des
vagues à rouleaux présentes à l’interface, et que l’échelle pertinente est donc l’amplitude ℎ푣








où 퐼 est un facteur d’intermittence, c’est-à-dire la fraction de temps durant laquelle les roll-
waves sont présentes dans une section donnée. Paras et Karabelas (1991b), remarquent que
que cette approche corrèle relativement bien leur données, à condition d’utiliser la diffé-
rence entre la vitesse du gaz et celle des vagues à la place de 푢∗. Schadel et Hanratty (1989 )
notent cependant que 퐼 doit être relié aux caractéristiques des vagues, ce qui rend cette
relation difficile à utiliser en pratique.
Dallman et al. (1984 ), pour des écoulements annulaires horizontaux, utilisent
quant à eux une corrélation empirique, basée sur l’observation que le taux d’atomisation
semble varier linéairement avec le débit de liquide en excès. Celui-ci est défini comme la
différence entre le débit s’écoulant dans le film liquide 푊푙푓 et le débit critique 푊푙푓퐶 en-
dessous duquel, même pour les vitesses de gaz les plus élevées, l’atomisation de gouttelettes






où 푘퐴 est une constante d’atomisation. Schadel et Hanratty (1989 ) rapportent une dépen-
dance similaire pour des mesures en conduite verticale. Nigmatulin et al. (1996 ) et Zaichik
et al. (1999 ) proposent également des relations basées sur la différence entre les conditions
réelles d’écoulement dans le film liquide et les conditions critiques d’atomisation, mais
exprimées en terme de nombres de Weber. En revanche, Paras et Karabelas (1991b) ne
retrouvent pas cette tendance pour leur configuration horizontale.
Lopez de Bertodano et al. (2001 ) remarquent d’après leurs données que l’effet de la tension
superficielle n’est pas bien pris en compte par l’équation I.26. En utilisant les nombres
de Reynolds 푅푒푙푓 et 푅푒푙푓퐶 en lieu et place du débit dans le film liquide 푊푙푓 et du débit












Ils trouvent ainsi que leurs mesures concernant des écoulements eau-air et de Fréon à des
pressions importantes sont raisonnablement prédites.
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Enfin, Williams et al. (1996 ) et Pan et Hanratty (2002 ) ont argué que l’épaisseur de la
couche liquide était distribuée latéralement dans les conduites horizontales, et donc que
le taux d’atomisation des gouttes devrait également être variable dans cette direction. Ils
proposent de considérer que l’équation I.26 reste valable localement, et obtiennent la valeur
moyenne de 푅퐴 par intégration sur la circonférence de la conduite, à partir de l’égalité des
flux locaux arrachés et déposés.
I.3.4 Fraction d’entraînement
Dans bon nombre d’études, la modélisation du phénomène d’arrachement et de
redéposition des gouttes est réalisée au travers de la fraction d’entraînement 퐸. Celle-ci
est définie comme le rapport entre le débit de liquide transporté par les gouttelettes 푊푑 et







Elle est reliée aux taux d’atomisation et de déposition (e.g. Ishii et Mishima 1989, Schadel
et Hanratty 1989, Williams et al. 1996, Pan et Hanratty 2002, Al-Sarki et Hanratty 2002 ).
Ishii et Mishima (1989 ) se basent sur le bilan des forces d’une vague pour déterminer 퐸.
En considérant que celui-ci résulte de la compétition entre la force de traînée exercée par














est un nombre de Weber modifié. Ils justifient la forme de cette
relation (en tangente hyperbolique) par l’observation que la fraction d’entraînement, nulle
pour les faibles vitesses de gaz, tend vers une valeur asymptotique unitaire lorsque celles-ci
deviennent très importantes.
En fait, il semble plus exact de considérer que l’entraînement tend vers une valeur asymp-
totique 퐸푚 = 1−푊푙푓퐶/푊푙 pour les très grandes vitesses de gaz (e.g. Dallman et al. 1984,
Schadel et Hanratty 1989, Williams et al. 1996, Pan et Hanratty 2002, Mantilla 2008, Sa-
vant et al. 2009 ). La fraction d’entraînement maximale correspond donc aux conditions
dans lesquelles la totalité du débit liquide en excès par rapport au débit critique de dé-
but d’atomisation est transporté sous forme de gouttelettes. C’est pourquoi la majorité
de ces auteurs ont cherché des expressions pour 퐸/퐸푚1−퐸/퐸푚 . Parmi les plus récentes, citons
simplement celle de Pan et Hanratty (2002 ) :
퐸/퐸푚













Elle est basée sur une équation du type I.26 pour le taux local d’arrachement, jugé égal à
celui de déposition. Les auteurs font l’hypothèse que ce dernier est contrôlé par la vitesse
de chute libre des gouttes dans un gaz au repos, qui est estimée pour le diamètre de Sauter
du spray obtenu par une relation similaire à l’équation I.22. La valeur de l’exposant 푚
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est alors celle du nombre de Reynolds utilisé pour le coefficient de traînée des gouttes
(i.e. 푚 = 1 en régime de Stokes, 푚 = 0 pour une loi de Newton, et sa valeur dépend de
la corrélation utilisée dans les régimes intermédiaires). Enfin, 퐸푚 est calculé à partir du
débit critique 푊푙푓퐶 estimé par une relation de Andreussi et al. (1985 ). Cette corrélation,
confrontée à différentes données expérimentales, semble bien se comporter pour les faibles
diamètres de conduite (< 2, 5 cm). Néanmoins, l’accord se dégrade lorsque 퐷 devient plus
grand.
Enfin, Mantilla (2008 ) a récemment proposé un modèle mécanistique prenant en compte
la géométrie et la fréquence des vagues. Le bilan des forces sur chacune d’elle est étudié
en considérant que la force de traînée exercée par le gaz est contrebalancée par la tension
superficielle et la gravité. Il rapporte que l’accord constaté avec les données expérimentales
est très bon. Ce modèle semble cependant complexe : il nécessite parfois l’emploi de procé-
dures itératives, et reste malgré tout basé sur l’utilisation de corrélations empiriques pour
la détermination de bon nombre de paramètres.
I.4 La redéposition des gouttes
I.4.1 Mécanismes de déposition
La déposition des gouttelettes est difficile à étudier expérimentalement. Deux prin-
cipales techniques ont été utilisées (Azzopardi 1997 ). La première consiste à injecter un
traceur dans la couche liquide et à mesurer l’évolution de sa concentration. Dans la se-
conde, cette couche est retirée (le plus souvent au moyen d’une section poreuse) pour
avoir accès au débit de gouttelettes déposées. Celui-ci est étroitement lié à la manière dont
les gouttes sont transportées par l’écoulement gazeux. A ce titre, l’étude de la déposition
bénéficie des développements récents dans le domaine des simulations numériques d’écou-
lements gaz-particules i (e.g. Binder et Hanratty 1991 et 1992, Mols et Oliemans 1998,
Mols et al. 2000, Mito et Hanratty 2004, 2005 et 2006, van’t Westende et al. 2007 ). Toute-
fois, les équations régissant le mouvement des particules sont complexes, et leur résolution
par DNS requiert des temps de calcul si considérables qu’elle n’est actuellement possible
que dans des configurations très simples (Mito et Hanratty 2003 ). L’élaboration de mo-
dèles schématiques mais néanmoins capables de reproduire correctement les mécanismes
physiques de déposition reste donc de première importance. Les études expérimentales de
l’interaction particules-turbulence constituent de plus une source précieuse d’informations
(Hetsroni 1989 ). En effet, la présence des gouttelettes peut modifier les caractéristiques
de l’écoulement de la même manière que la turbulence peut influencer leur mouvement
(Azzopardi 1999, van’t Westende et al. 2007 ).
Nous avons vu précédemment (cf section I.3.1) que les gouttes transportées par
l’écoulement turbulent de gaz pouvaient être de tailles très différentes, et la manière dont
elles interagissent avec celui-ci est donc variable (e.g. Azzopardi 1997 ). En effet, les très
grosses gouttes disposant d’une grande inertie sont très peu affectées par les fluctuations
turbulentes : leurs trajectoires seront donc essentiellement balistiques et fortement dépen-
i . Dans la quasi-totalité des modèles de déposition, les gouttes sont en effet considérées comme des
sphères rigides.
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Figure I.3
Simulation en vue de coupe du mouvement transversal de particules de différentes
tailles éjectées de la paroi au même point avec une vitesse initiale 푣푖 = 0, 9 m/s
dans un écoulement de gaz turbulent (Andreussi et Azzopardi 1983).
dantes des conditions initiales avec lesquelles elles ont été éjectées de la couche liquide. A
l’opposé, les gouttes de petites tailles ont tendance à très rapidement suivre la turbulence
et leur mouvement apparaîtra donc aléatoire pour un observateur fixe. Ces comportements
sont illustrés sur la figure I.3. Les deux principaux mécanismes proposés pour expliquer la
déposition sont donc (i) la diffusion turbulente et (ii) l’impact direct (direct impaction). A
l’évidence, l’importance relative de ces deux phénomènes est reliée à la taille des goutte-
lettes considérées, et on peut s’attendre à ce que la déposition résulte dans le cas général
d’une combinaison de ces deux mécanismes (Andreussi et Azzopardi 1983, James et al.
1987, Soldati et Andreussi 1996 ). Toutefois, la majeure partie des modèles développés jus-
qu’à présent ne sont valables que pour un de ces deux cas extrêmes (Andreussi 1992 ), la
diffusion turbulente ayant recueilli pour l’instant plus d’attention que l’impact direct (Mito
et Hanratty 2007 ).
Pour tenter de réconcilier ces deux points de vue, Andreussi et Azzopardi (1983 ) proposent
d’introduire un paramètre adimensionnel 풢 comparant la quantité de mouvement initiale






où 퐶퐷 est le coefficient de traînée de la goutte, et la vitesse transverse d’éjection est calculée
par la corrélation 푣푖 = 12푢∗
√
휌푔/휌푙. Andreussi et Azzopardi (1983 ) proposent une valeur
critique 풢 ≈ 0, 7 au-dessus de laquelle les gouttes ne sont plus sensiblement affectées par
les fluctuations turbulentes du gaz. La déposition par impact direct est donc dominante
et la trajectoire des gouttes se détermine géométriquement à partir de l’angle d’éjection i .
Afin de simplifier le problème, celui-ci est généralement considéré comme uniformément
distribué (Lopes et Dukler 1986, Soldati et Andreussi 1996 ).
i . Celui-ci peut être défini à partir des axes 푥⃗ ou 푦⃗ selon les auteurs. En pratique, il est déterminé par
le rapport des composantes transverse et axiale de la vitesse d’éjection.
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Dans son étude de revue sur les gouttes dans les écoulements annulaires, Azzopardi (1997 )
signale que d’après les données existantes, la part de déposition due à l’impact direct semble
importante aux faibles vitesses de gaz mais devient quasiment négligeable quand celles-ci
sont très élevées. Cela est à mettre en parallèle avec la décroissance observée des tailles de
gouttelettes du spray lorsque 푈푔 augmente (cf section I.3.2). En effet, plus celles-ci sont
petites et plus la proportion des dépositions par un processus de diffusion turbulente est
grande. Azzopardi (1997 ) propose de corréler cette fraction à l’aide d’une combinaison des
nombres de Weber et de Reynolds de la phase gazeuse, construits avec la vitesse superfi-
cielle de la conduite et le diamètre de celle-ci.
Enfin, dans les configurations horizontales, le problème est encore compliqué par
l’action de la gravité qui peut modifier les comportements décrits ci-dessus : la trajectoire
des gouttes gouvernées par l’inertie a tendance à être davantage parabolique que rectiligne,
la pesanteur cause également une stratification en taille des gouttes et accroît l’inhomogé-
néité de la turbulence, et un flux de déposition causé par son action apparaît. Notons que
la diffusion moléculaire par mouvement brownien n’est envisagée ni pour le transport des
gouttes ni pour leur déposition puisque même les plus petites sont au-dessus de l’échelle
sub-micronique où celui-ci commence à être effectif (Friedlander et Johnstone 1957, McCoy
et Hanratty 1977, Mols et Oliemans 1998 ), i.e. le nombre de Schmidt comparant les temps
de diffusion de la masse et de la quantité de mouvement est très grand (Guyon et al. 2001 ).
I.4.2 Diffusion turbulente
La notion de diffusion turbulente a été introduite par Taylor (1921 ) lors de l’étude
de la dispersion de scalaires passifs (la température dans son cas) dans un champ turbulent
homogène, stationnaire, isotrope et sans vitesse moyenne. Elle repose sur l’analogie entre
la diffusion moléculaire par mouvement brownien et celle causée par les tourbillons de la













avec 퐶 concentration massique du scalaire suivi et 풟푓 coefficient de diffusion du fluide
appelé diffusivité turbulente i .
Lorsque le temps 푡 depuis lequel la diffusion du scalaire a débuté est suffisamment long,
la variance de la distance parcourue
√
푌 2 augmente comme
√
푡. On peut montrer que 풟푓
tend alors vers la valeur constante ii 풟푓 = 12
푑푌 2
d푡 . Les échelles de temps et de longueur




est l’écart-type des fluctuations de vitesses turbulentes.
Dans le cas de la diffusion turbulente des gouttelettes, en supposant la rétroaction de celles-
ci sur la turbulence négligeable (i.e. scalaire passif), le problème se pose de savoir si elles
i . Celle-ci est introduite par analogie avec la diffusion moléculaire, bien qu’elle ne figure pas explicite-
ment dans le papier originel de Taylor (1921 ).
ii . En revanche, aux temps courts,
√
푌 2 varie comme 푡 et la diffusivité turbulente n’est pas constante.
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vont pouvoir suivre parfaitement les fluctuations du fluide. On peut à cette fin introduire
un nombre de Stokes 푆푡 = 휏푝휏푓 qui compare le temps de relaxation de la particule 휏푝 avec
l’échelle de temps caractéristique du fluide 휏푓 . Le premier s’exprime par (e.g. Binder et
Hanratty 1991, 1992 )) :
휏푝 =
4휌푙푑
3퐶퐷휌푔∣푈푔 − 푈푑∣ (I.33)
avec 퐶퐷 coefficient de traînée de la goutte et 푈푑 sa vitesse.




inférieur à 1 pour qu’on puisse considérer qu’elle est sujette à un écoulement de Stokes,




L’échelle de temps caractéristique du fluide est quant à elle celle de la turbulence : 휏푓 = 풯푙.
Ainsi, les gouttes caractérisées par un petit nombre de Stokes (푆푡 ⩽ 1) sont rapidement
entraînées et on peut considérer que leur diffusivité turbulente 풟푝 est la même que celle
du fluide. En pratique, elles correspondent aux gouttelettes de plus petites tailles.
Cette notion de diffusion turbulente peut expliquer comment les plus petites
gouttes sont transportées jusqu’à la paroi. Cependant, sans l’action d’un mécanisme sup-
plémentaire, celles-ci ne se déposeraient jamais : en effet, elles ne pourraient pas traverser
la sous-couche visqueuse près de la paroi dans laquelle l’écoulement redevient laminaire
(i.e. elles seraient indéfiniment entraînées par la turbulence). Ces considérations ont amené
Friedlander et Johnstone (1957 ) à introduire le concept de déposition par vol libre (free
flight). Dans celui-ci, les particules se "désengagent" de la turbulence à une certaine dis-
tance de la paroi et continuent leur trajectoire sur leur inertie jusqu’à se déposer. La
problématique est alors de déterminer quelle est cette distance. Friedlander et Johnstone
(1957 ) proposent de la prendre égale à celle que parcourerait la particule si elle était lancée
dans un gaz au repos (distance d’arrêt) à la vitesse des fluctuations turbulentes de vitesses
radiales du gaz (푣2푓 )
1/2. Certains auteurs (e.g. Young et Leeming 1997 ) objectent que cette
vitesse n’est pas suffisante pour permettre aux plus petites particules de traverser la sous-
couche visqueuse. Ce modèle a donc subi de nombreuses modifications, qui comprennent
entres autres des positions et des vitesses initiales différentes pour le vol libre, des condi-
tions de concentration différentes à la paroi, ou la prise en compte d’une diffusivité des
gouttes différente de celle du gaz (Mols et Oliemans 1998 ).
Afin de simplifier ces modèles de diffusion turbulente, la plupart des auteurs considèrent
le profil de vitesses dans le gaz uniforme, la turbulence homogène (sauf en zone de proche
paroi), et les fluctuations distribuées de manière gaussienne (e.g. Lee et al. 1989, Binder
et Hanratty 1991, 1992, Hay et al. 1996, Williams et al. 1996, Mols et Oliemans 1998 ).
Enfin, le spray est généralement considéré comme suffisamment dilué pour pouvoir négliger
les collisions entre gouttes et la rétroaction de celles-ci sur le gaz. Dans ces conditions, la
principale difficulté réside dans la détermination de la diffusivité des particules qui ne sont
pas dans le régime de Stokes. Différentes expressions ont été proposées à partir de données
expérimentales (e.g. Vames et Hanratty 1988, Lee et al. 1989, Young et Hanratty 1991 ) ou
de considérations théoriques (e.g. Reeks 1977, Govan 1989, Reeks 1991 ).
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I.4.3 Influence de la gravité et d’effets additionnels
Lorsqu’on a affaire à une conduite horizontale, la pesanteur cause une stratification
de la concentration en gouttes dans la direction verticale 푦. La gravité s’ajoute également
à la diffusion turbulente pour augmenter la déposition dans la partie basse de la conduite.
Il convient donc de rajouter un terme d’advection lié à la sédimentation dans l’équation













avec 푉푆 vitesse de sédimentation des gouttes.
Si celles-ci ont été présentes dans l’écoulement depuis suffisamment longtemps, on peut
considérer que 푉푆 est la vitesse terminale des gouttes en chute libre dans un gaz au repos i
(e.g. Williams et al. 1996, Mols et Oliemans 1998, Pan et Hanratty 2002 ), i.e la vitesse
d’équilibre entre l’action de la pesanteur et la force de traînée, 푉푆 = 휏푝푔. Pour une particule




On peut comparer les actions de la turbulence et de la gravité au travers d’un nombre
de Froude défini par 퐹푟 = 푢
∗2
푔퐷 (e.g. Binder et Hanratty 1992, Mols et Oliemans 1998 )
en considérant les fluctuations de vitesses turbulentes du même ordre de grandeur que
la vitesse de frottement du gaz 푢∗. Binder et Hanratty (1992 ) suggèrent l’utilisation du
produit 푆푡퐹푟 pour déterminer le degré de stratification de l’écoulement :
– Pour de faibles 푆푡퐹푟 (푆푡퐹푟 < 0, 5 à 0, 7) la déposition est contrôlée par l’action
gravitationnelle, ce qui correspondrait au régime stratifié avec atomisation.
– Aux valeurs intermédiaires (0, 5 à 0, 7 < 푆푡퐹푟 < 7 à 9) la pesanteur et la turbulence
ont toutes deux une influence et on aurait alors un régime annulaire asymétrique où
le film liquide est plus mince au sommet de la conduite qu’à sa base.
– Pour 푆푡퐹푟 > 7 à 9 la gravité devient négligeable et le film est distribué symétrique-
ment comme en conduite verticale.
Un autre effet de la gravité est de réduire le temps d’interaction entre les tourbillons et les
gouttes (effet de trajectoires croisées). Par conséquent, la diffusivité turbulente des parti-
cules tend à être plus faible.
En pratique, certaines hypothèses simplificatrices utilisées dans la plupart des
modèles de diffusion turbulente pourraient également s’avérer inexactes. Par exemple, cer-
taines études semblent montrer que la présence de vagues à l’interface gaz-liquide pourrait
augmenter l’intensité de la turbulence et créer des zones où celle-ci est plus concentrée
(Tayebi et al. 2000, Botto et al. 2005 ). Cela pourrait engendrer des phénomènes de mi-
gration préférentielle (turbophorèse) des gouttes vers les endroits où celle-ci est moindre
(e.g. Young et Leeming 1997, Mito et Hanratty 2003 ). Dans les cas où les concentrations
en gouttes sont élevées, les interactions entre elles (collision et/ou coalescence) pourraient
également modifier notablement les mécanismes de transport (e.g. Hay et al. 1996, Soldati
i . Notons qu’Aliseda et al. (2002 ) ont montré que sous certaines conditions de turbulence, la vitesse
de sédimentation de particules lourdes pouvaient être notablement supérieure à sa valeur dans un gaz au
repos.
24
I.4 La redéposition des gouttes
et Andreussi 1996 ). Il a en outre été établi (e.g. Flores et al. 1995, Belt 2007, van’t Wes-
tende et al. 2007 ) que l’action combinée de l’interface rugueuse et de l’arrachement des
gouttelettes tendait à générer un écoulement secondaire dans la conduite (cf section III.2.2).
Enfin, les profils non uniformes de vitesses dans le gaz pourraient engendrer un effet de
portance sur les gouttes (e.g. Saffman 1965, Vames et Hanratty 1988, Tayebi et al. 2000 ).
I.4.4 Taux de déposition
S i l’on considère la paroi comme parfaitement absorbante, le taux de déposition
푅퐷 (i.e. le flux déposé) correspond à la masse de gouttes atteignant celle-ci par unité de
surface et par unité de temps. D’après l’hypothèse que leur transport est essentiellement
gouverné par un processus de diffusion turbulente, il est d’usage dans la littérature de
relier 푅퐷 à la concentration moyenne des gouttelettes dans la conduite 퐶 (e.g. Lee et al.
1989, Paras et Karabelas 1991b) :
푅퐷 = 푘퐷퐶 (I.35)
où 푘퐷 est un coefficient qui représente la vitesse caractéristique de la déposition. Lee et al.
(1989 ) ont montré que la résistance à la déposition 1/푘퐷 pouvait être interprétée comme
la somme de deux résistances en série, associées respectivement au processus de diffusion
turbulente transportant les gouttelettes jusqu’en zone de proche paroi et au mécanisme de
vol libre près de celle-ci.
En supposant que la concentration 퐶 des gouttelettes est uniforme dans la conduite jusqu’à
la paroi, on peut considérer que la résistance à la déposition est entièrement due au vol
libre (Binder et Hanratty 1991, Williams et al. 1996 ). Si les fluctuations turbulentes sont
distribuées de manière gaussienne, le coefficient (i.e. la vitesse) de déposition s’exprime










est l’écart-type des fluctuations de vitesse des gouttelettes. En prenant comme
échelle caractéristique des fluctuations de vitesse du gaz la vitesse de frottement 푢∗, ils
concluent que le coefficient de déposition adimensionnel 푘퐷/푢∗ est fonction du nombre de
Stokes.
Pour les conduites horizontales, la gravité agit en parallèle de la diffusion turbu-
lente. Williams et al. (1996 ) proposent donc de définir la vitesse de déposition comme la








+ 푉푆 푐표푠 Θ
]
(I.37)
où Θ est l’angle azimutal autour de l’axe de la conduite et 퐶푊 est la concentration des
gouttelettes à la paroi. La valeur moyenne de 푘퐷 doit alors être obtenue par intégration le
long de la circonférence. Mols et Oliemans (1998 ) et Mols et al. (2000 ), poursuivant les
travaux de Binder et Hanratty (1992 ), proposent également une expression de 푘퐷 variable
autour de la conduite, en fonction des nombres de Stokes et de Froude.
25
I. Ecoulements gaz-liquide en conduite et entraînement de gouttelettes
T ous ces modèles de déposition sont basés sur l’hypothèse que celle-ci est contrô-
lée par des mécanismes de diffusion turbulente. James et al. (1987 ) développent quant à
eux un modèle reposant uniquement sur des trajectoires balistiques pour les gouttes. En
étudiant les probabilités jointes des angles d’éjection relativement aux directions 푦 et 푧
(푥 étant la direction de l’axe de la conduite), ils obtiennent une expression de 푅퐷 qui est
également fonction de Θ.
Enfin, Soldati et Andreussi (1996 ), pour des écoulements verticaux, considèrent à la fois
la déposition par diffusion turbulente et par impact direct. Ils proposent d’associer un
coefficient de déposition à chacun de ces mécanismes, respectivement 푘퐷푇 et 푘퐼 . La vitesse
de déposition globale peut alors s’exprimer :
푘퐷 = 훼퐼푘퐼 + (1− 훼퐼)푘퐷푇 (I.38)
avec 훼퐼 fraction volumique de gouttes se déposant par impact direct. Cette dernière est
déterminée à l’aide du paramètre 풢 défini par la relation I.31. 푘퐼 est obtenu par résolu-
tion de l’équation de mouvement des gouttes dans la direction transverse de l’écoulement,
et 푘퐷푇 par une corrélation empirique. Ils prennent également en compte la possibilité
de coalescences entre gouttes en introduisant un libre parcours moyen et une probabilité
de coalescence. Ils rapportent alors un très bon accord entre leur modèle et les données
expérimentales d’Andreussi (1983 ).
I.5 Conclusion
Nous avons, dans ce chapitre, succintement passé en revue les études relative-
ment récentes sur les écoulements gaz-liquide en conduite, et plus particulièrement celles
consacrées à l’entraînement de gouttelettes. L’objectif n’était pas ici d’établir une liste
exhaustive de corrélations et de résultats, mais plutôt de présenter les principales problé-
matiques du sujet ainsi que les points qui paraissent importants pour sa compréhension et
sa modélisation.
Cet aperçu montre cependant bien la diversité des phénomènes présents dans ces régimes
d’ecoulement, et la complexité d’en obtenir une description complète. Diverses approches
ont été utilisées dans la littérature : certaines empiriques, d’autres plus phénoménologiques.
Bien que certains points fassent l’objet d’un consensus, il faut noter que les résultats pré-
sentés par différents auteurs sont bien souvent contradictoires. Beaucoup de travail reste
donc à accomplir avant de parvenir à des prédictions fiables dans ces régimes.
La présente étude se propose donc d’étudier expérimentalement l’entraînement des gouttes
par des techniques d’imagerie à haute-cadence pour participer aux efforts dans ce domaine.
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II. Dispositif expérimental et
techniques de mesures
Nous allons ici nous attacher à décrire les principales caractéristiques du dispositif
expérimental conçu au cours de ce travail (section II.2). Nous nous intéresserons ensuite
plus particulièrement à la configuration mise en place pour l’observation des gouttes dans
la conduite par des techniques d’imagerie à haute-cadence (section II.3). Le gradient de
pression dans la conduite et les caractéristiques de la couche liquide étant également des
grandeurs déterminantes pour la modélisation de ce type d’écoulements (cf section I.2.1),
nous terminerons ce chapitre en présentant les techniques de mesures utilisées pour leur
détermination (section II.4).
II.1 Introduction
De nombreuses techniques expérimentales ont été proposées pour la mesure des
caractéristiques des gouttes entraînées par la phase gazeuse (concentration, flux, distribu-
tion des tailles des gouttes, etc...) dans les écoulements gaz-liquide en conduite. La plupart
d’entre elles sont passées en revue par Azzopardi (1997 ). Parmi celles-ci on peut noter :
– Des techniques de diffraction de faisceaux laser (de type Malvern par exemple),
employées entre autres par Jepson et al. (1989 ), Azzopardi et al. (1991 ), Simmons
et Hanratty (2001 ), Al-Sarkhi et Hanratty (2002 ).
– L’utilisation de sondes isocinétiques servant à collecter les gouttes présentes à une
position donnée de la conduite (e.g. Paras et Karabelas 1991b, Williams et al. 1996,
Tayebi et al. 2000 ).
– La modification d’un motif d’interférence par le passage des gouttes (Lopes et Dukler
1986, Fore et Dukler 1995a).
– L’Anémométrie Phase Doppler (Van’t Westende 2008 ).
– Des mesures indirectes soit en retirant la couche liquide au moyen d’une section
poreuse pour ne conserver que le spray formé par les gouttelettes et ainsi détermi-
ner la quantité de liquide entraînée (e.g. Dallman et al. 1984 ), soit par l’injection
d’un traceur et l’étude de l’évolution de sa concentration pour déterminer les taux
d’arrachement et de déposition (e.g. Andreussi 1983 ).
On peut également mentionner, dans un contexte plus général, que des mesures par sondes
optiques ont récemment été utilisées par Hong et al. (2004) et par Ben Rayana (2007 )
pour la caractérisation du spray de gouttes formé par l’atomisation d’une couche liquide
cisaillée par un écoulement d’air plus rapide.
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Bien qu’utilisées dès les années 60, les techniques photographiques ont longtemps été ré-
servée à l’observation qualitative des mécanismes d’atomisation (e.g. Woodmansee et Han-
ratty 1969, Badie et al. 2001 ). Cependant, les progrès technologiques dans le domaine
de l’imagerie à haute-cadence ainsi que dans la puissance de calcul des machines infor-
matiques rendent aujourd’hui possible son utilisation pour la mesure de gouttelettes à
l’aide de traitement d’images numériques (e.g. Marmottant et Villermaux 2004, Bremond
et Villermaux 2006, Thoroddsen et al. 2008 ). De telles techniques ont ainsi pu être utili-
sées pour la mesure des tailles de gouttes présentes dans des configurations proches de la
nôtre par Hay et al. (1996 ) et Fore et al. (2002 ) (à la différence que leur conduite était
verticale), même si ces études souffraient tout de même de certaines limitations techniques.
Dans cette étude, nous avons donc mis en place un dispositif expérimental per-
mettant de filmer l’intérieur de la conduite par le côté à l’aide d’une caméra rapide, afin de
pouvoir à la fois observer les différents modes d’atomisation à l’œuvre et mesurer les ca-
ractéristiques (tailles, vitesses, concentration, etc...) des gouttelettes entraînées par l’écou-
lement de gaz. L’arrachement des gouttes étant fortement lié à la présence de vagues à
rouleaux, ou roll-waves (Woodmansee et Hanratty 1969, Azzopardi 1997 ), la configuration
expérimentale a été conçue pour permettre l’observation de régimes naturels dans lesquels
ces vagues résultent d’un phénomène d’instabilité de l’interface gaz-liquide (de type Kelvin-
Helmholtz ) mais également pour pouvoir forcer la génération des vagues en effectuant des
impulsions, isolées ou périodiques, du débit de liquide injecté dans la conduite, d’après un
principe similaire à celui proposé par Azzopardi (1997 ).
Figure II.1




II.2.1 Présentation de l’installation
La configuration expérimentale mise en place est schématisée à la figure II.1. La
conduite utilisée est un tube en plexiglas de section circulaire, de 50 mm de diamètre in-
térieur, de 60 mm de diamètre extérieur, et mesurant environ 6,5 m de long. Une telle
longueur ne pouvant être obtenue avec un tube unique, cette conduite est constituée par
différents tronçons reliés entre eux par des systèmes de brides males/femelles, également
en plexiglas. Celles-ci ont été spécialement usinées afin d’assurer à la fois une bonne étan-
chéité et une parfaite continuité sur la surface intérieure de la conduite. Cette dernière est
supportée par un bâti en profilé Norcan en aluminium de 6 m de long, 40 cm de large, 1 m
de haut et 45 mm de section. L’ensemble a été conçu de manière à être suffisamment rigide
et à limiter les vibrations. Le tube a été ajusté sur le bâti à l’aide de colliers de position
réglable afin que la conduite soit la plus rectiligne et la plus horizontale possible. Ainsi,
son inclinaison locale est partout inférieure à 0,05°.
En entrée, l’air et l’eau sont injectés respectivement par le haut et le bas du tube, à l’aide
d’un Té à 45˚(figure II.2). La présence d’un fine plaque séparatrice en acier inoxydable
de 1 mm d’épaisseur et 260 mm de long, placée horizontalement à 20 mm du bas de
la conduite permet de s’assurer qu’aucune goutte ne sera arrachée à la jonction entre le
gaz et le liquide, ainsi que de favoriser une configuration stratifiée. Un soin particulier a
également été apporté à l’étanchéité, de façon à ce que l’air et l’eau ne se rencontrent
qu’à l’extrémité de la plaque. A l’intérieur de cet injecteur, un réseau de pailles a été
disposé pour homogénéiser la turbulence, aussi bien dans le gaz que dans le liquide (selon
le principe des structures en nid d’abeilles). A la sortie de la conduite, le diamètre intérieur
du tube est élargi à 125 mm, au moyen d’un tuyau en PVC, sur environ 1 m. Cela permet
en effet à l’écoulement de ralentir et ainsi d’éviter des désagréments, notamment d’ordre
sonore. Afin de récupérer l’eau contenue dans la conduite, celle-ci débouche dans une cuve
cylindrique d’une capacité totale de 200 L à la pression atmosphérique.
Figure II.2
Schéma en coupe du Té à 45° d’injection.
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II.2.2 Alimentation en air
L’ approvisionnement de la conduite en gaz est assurée par un compresseur Atlas
Copco GA 22, d’une puissance de 22 kW, qui permet de fournir de l’air comprimé à 7,5 bar
relatifs avec un débit maximal de 207 m3/h à pression atmosphérique et à une température
de 20˚C. Compte-tenu de la section de la conduite, la vitesse superficielle maximale que
l’air peut atteindre est donc d’environ 30 m/s. Cela est suffisant pour obtenir un régime
annulaire dissymétrique (cf section III.1.4) dans la conduite. Le compresseur est monté
sur un réservoir tampon d’une capacité de 500 L, ce qui permet de disposer d’une petite
quantité d’air et ainsi d’éviter que le compresseur ne fonctionne en permanence : il est
équipé d’un régulateur électronique intégré qui déclenche automatiquement le remplissage
de la cuve quand la pression à l’intérieur de celle-ci descend en dessous d’une pression
seuil et l’arrête quand la pression devient supérieure à la limite choisie. Dans notre cas,
il est important de conserver une pression relativement constante afin d’éviter des fluc-
tuations dans le débit d’air injecté dans la conduite. C’est pourquoi l’intervalle entre les
pressions minimale et maximale dans le réservoir a été réduit au minimum. Celles-ci ont
donc été respectivement fixées à 7,4 et 7,5 bar. Le débit résultant est quasiment constant,
les fluctuations maximales relevées sur le débit étant de l’ordre de 1 %. La technologie du
compresseur reposant sur une lubrification à huile, un système de filtration par coalescence
est intégré afin que la teneur de l’air en huile soit suffisamment basse pour ne pas fausser les
mesures. Les particules solides et poussières ainsi que les condensats sont également filtrés.
Selon les données constructeur de ce dispositif, la teneur résiduelle en huile est inférieure
à 0,01 ppm (≈ 0, 012 mg/m3), tandis que la taille maximale des poussières contenues dans
l’air délivré n’excède pas 0,01 µm. La mesure du débit massique d’air 푊푔 injecté dans
la conduite ainsi que de sa température i est réalisée par un débitmètre à effet Coriolis
Micromotion (de marque Emerson) avec une précision de 0,75 % de la valeur mesurée.
Pour régler la quantité d’air envoyé dans la conduite, on dispose d’une vanne de régulation
électro-pneumatique de marque Fischer, dont l’ouverture est controlée par ordinateur.
II.2.3 Alimentation en eau
Le circuit d’alimentation en eau fonctionne en boucle fermée. Afin d’assurer un
débit constant, l’injection dans la conduite se fait par un écoulement gravitaire. L’eau
récupérée dans la cuve cylindrique à la sortie du tube est donc envoyée à l’aide d’une pompe
centrifuge, de marque Lowara, dans un second réservoir situé approximativement 3 m plus
haut. Un système de by-pass permet de régler le débit d’eau transmis entre les deux cuves.
La plus élevée est munie d’un déversoir afin de conserver un niveau d’eau constant pour
l’alimentation de la conduite. Le trop-plein retourne quant à lui dans la cuve du bas. Sur la
partie du circuit reliant le réservoir du haut à l’entrée de la conduite, un débitmètre à effet
Coriolis Micromotion (de marque Emerson), dont la précision est de 0,5 % de la valeur
mesurée, a été installé afin de connaître le débit d’eau injecté. Celui-ci est réglé à l’aide
d’une vanne de régulation Bürkert, à actionneur pneumatique, pilotée par ordinateur. Le
débitmètre et la vanne sont couplés par l’intermédiaire d’un correcteur PID qui compare
le débit mesuré avec la consigne envoyée par le PC et ajuste l’ouverture de la vanne en
i . Le compresseur étant situé en extérieur en raison du bruit important émis lorsqu’il fonctionne, on
observe en effet de grandes variations de température de l’air en fonction des conditions météorologiques
et des moments où sont réalisées les mesures.
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conséquence. Notons que ce système permet la génération de vagues forcées. En effet, il
est possible de se placer à un débit d’eau inférieur au seuil à partir duquel l’atomisation
de gouttelettes se produit, puis de réaliser des impulsions (périodiques ou isolées) de débit
à l’aide de ce système. Comme indiqué par Azzopardi (1997 ), on obtient alors un train de
vagues dont la présence coïncide avec celle des gouttelettes. Cependant, le temps imparti
pour cette étude n’a pas permis d’exploiter cet aspect du dispositif expérimental, et seules
des mesures pour les régimes naturels seront présentées dans ce manuscrit.
II.2.4 Cellule de visualisation
Figure II.3
Schéma en coupe de la cellule de visualisation.
L’ objectif de ce dispositif expérimental étant d’observer les phénomènes d’atomi-
sation et de mesurer les caractéristiques des gouttelettes entraînées en utilisant une caméra
haute-cadence, une cellule de visualisation est placée 4 m après l’entrée de la conduite afin
de permettre un accès optique à l’intérieur de celle-ci. Elle est constituée par une portion
de tube de même section que le reste de la conduite et de 25 cm de long. Une ouverture
rectangulaire de 30 mm par 10 a été pratiquée sur un des côtés afin que la paroi ne nuise
pas à la visualisation. Cependant, cette fenêtre ne peut pas être laissée à l’air libre car la
pression à l’intérieur de la conduite est supérieure à la pression atmosphérique, et l’écoule-
ment se trouverait fortement perturbé par cette ouverture. Il est donc nécessaire de filmer
l’intérieur de la conduite au travers d’un hublot, constitué par un disque optique de 30 mm
de diamètre. Différents essais ont été réalisés avant de choisir son positionnement définitif.
En effet, si le hublot est situé trop près des parois de la conduite, des gouttelettes ont
tendance à se déposer dessus ce qui peut nuire à la qualité de la visualisation. Cependant,
nous verrons dans la partie II.3 que la distance de mise au point de l’objectif de la caméra
est relativement courte et le disque optique ne peut donc pas non plus être positionné trop
loin du plan médian de la conduite. La configuration utilisée pour les expériences est sché-
matisée en coupe sur la figure II.3, et des photographies de face et de dessus de la cellule
de visualisation sont fournies sur la figure II.4. Un tube en plexiglas de 40 mm de diamètre
extérieur a été collé perpendiculairement à l’axe de la conduite afin de servir de support au
hublot, qui est situé à environ 13 cm du plan médian de la conduite. L’ensemble est serré
sur la conduite à l’aide de colliers afin d’assurer une parfaite étanchéité et d’éviter que
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le support ne puisse se décoller. Malgré la distance laissée entre le hublot et la conduite,
des projections de liquide peuvent néanmoins se déposer sur la face intérieure de celui-ci,
notamment lors du passage de vagues de grande amplitude devant la fenêtre. Afin d’éviter
que la qualité des images obtenues ne soit dégradée, le disque optique a donc préalablement
fait l’objet d’un traitement chimique, la silanisation (de Gennes et al. 2002 ), destiné à le
rendre hydrophobe et ainsi limiter la déposition des gouttelettes. En outre, un dispositif
permettant de souffler de l’air comprimé sur le hublot entre les mesures afin de le nettoyer
a également été intégré à la cellule de visualisation (figures II.3 et II.4). Enfin, pour éviter
que ces projections d’eau ne finissent par remplir le tube servant de support au hublot, un
orifice a été percé dans la partie basse de ce cylindre pour permettre de vider le liquide
superflu et de le renvoyer à la cuve principale.
Figure II.4
(a) Vue de face et (b) vue de dessus de la cellule de visualisation.
Cette cellule de visualisation a été conçue après de nombreux essais réalisés avec différents
prototypes, et retenue comme la configuration la mieux adaptée pour la visualisation de
l’écoulement à l’intérieur de la conduite compte-tenu des contraintes liées à l’utilisation
d’une caméra haute-cadence (distance de mise au point, taille de champ, etc...). L’écoule-
ment étant fortement inertiel pour les régimes étudiés (nombre de Reynolds de l’ordre de
104 pour le gaz et le liquide), les composantes transverses des vitesses des gouttes restent
faibles devant les composantes axiales (Mols et Oliemans 1998 ) et l’ouverture pratiquée
dans la conduite ne devrait pas perturber l’écoulement dans le champ de visualisation.
Il est cependant possible que des perturbations aient lieu en aval de la fenêtre de visua-
lisation. Lors des mesures complémentaires de pression et de hauteur de couche liquide,
décrites respectivement dans les sections II.4.1 et II.4.2, la cellule sera donc retirée afin
d’éviter que les mesures ne soient biaisées. A cette fin, la partie avale de la conduite a été
conçue de manière à pouvoir coulisser sur une longueur suffisante pour combler le tronçon
manquant. Notons que la cellule décrite ici permet uniquement d’observer les phénomènes
d’arrachement ainsi que le passage des gouttes dans une fenêtre centrée autour de l’axe
median de la conduite. Des alternatives permettant la visualisation dans des champs situés
à différentes altitudes ont été envisagées mais n’ont pas pu être mises en pratique lors de
cette étude.
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II.3 Visualisation par imagerie haute-cadence
II.3.1 Principe
La caméra utilisée lors de cette étude est une APX-RS 3000 de marque Photron.
Elle est équipée d’un capteur CMOS d’une sensibilité de 10 bit (soit 1024 niveaux de gris)
permettant l’acquisition d’images à une cadence de 3000 images par seconde pour la réso-
lution nominale de 1024× 1024 pixels. Cette fréquence peut être augmentée en diminuant
le nombre de pixels utilisés par le capteur (Windowing). Les gouttelettes présentes dans la
conduite pouvant à la fois être très petites et très rapides, il est nécessaire de trouver un bon
compromis entre les résolutions spatiale et temporelle. La fréquence d’acquisition utilisée
lors de la majorité des expériences a ici été fixée à 6000 images/s, ce qui permet aux gouttes
de rester dans le champ de la caméra pendant quelques images tout en conservant une ré-
solution suffisante (1024× 512 pixels) pour la mesure par traitement d’images numériques.
La fenêtre est choisie rectangulaire plutôt que carrée car les composantes horizontales des
vitesses sont plus élevées que les composantes verticales. Lorsque les conditions sont les
plus défavorables (taille de champ petite et vitesses des gouttes élevées), la cadence est
augmentée à 7 kHz en réduisant la fenêtre à 1024 × 448 pixels. Le pilotage de la caméra
se fait par l’intermédiaire d’un PC à l’aide du logiciel fourni par le constructeur (Photron
Fastcam Viewer). Elle dispose d’une mémoire intégrée de 8 Go qui lui permet de stocker
12288 images de 1024×512 pixels avant que les données ne soient transférées sur un disque
dur.
Les images sont obtenues par ombroscopie, c’est-à-dire que la zone observée est située entre
la source d’éclairage et le capteur de la caméra (figure II.5). Le principe de cette technique
est qu’un objet apparaîtra d’autant plus sombre qu’il absorbera la lumière émise. La qualité
de l’éclairage est donc primordiale : il doit être suffisamment homogène pour que l’ombre
portée sur le capteur par des objets identiques situés à différentes positions dans la fenêtre
de visualisation soit la même. Pour obtenir un bon contraste sur les images, il faut en outre
que l’intensité lumineuse soit suffisante pour utiliser un maximum des niveaux du capteur
sans pour autant le saturer, ce qui risquerait de l’endommager. La quantité de lumière
qu’il reçoit peut être ajustée soit en faisant varier le temps d’exposition, soit en réglant
l’ouverture du diaphragme de l’objectif utilisé, mais cette dernière solution a pour effet de
faire varier la profondeur de champ. La phase de détermination des réglages adéquats est
donc très importante. Une fois celle-ci effectuée, il est nécessaire de conserver les mêmes
conditions pour toute une campagne de mesure afin d’éviter des disparités entre les séries
d’images acquises à des moments différents.
II.3.2 Eclairage
La mise en œuvre d’un système optique permettant l’obtention de clichés de bonne
qualité en vue du traitement d’images (présenté au chapitre IV) est dans notre applica-
tion rendue difficile par les conditions d’écoulement (vitesses très élevées et faibles di-
mensions des phénomènes à observer, environnement très perturbé, présence de l’interface
gaz-liquide, etc...), et la configuration utilisée pour les expériences a donc été amenée à
évoluer au cours de cette étude. En particulier, le système d’éclairage, qui conditionne en
grande partie les performances des techniques de visualisation par ombroscopie, a dû faire
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Figure II.5
Schématisation de la configuration de l’éclairage utilisée pour les mesures par
ombroscopie lors de la campagne de mesures du printemps 2009.
l’objet d’une attention particulière afin d’optimiser la qualité des images obtenues à l’aide
de la caméra. Lors d’une série d’essais préliminaires, il s’est par exemple avéré que lors-
qu’une trop grande partie de la conduite était éclairée, il pouvait se produire des réflexions
parasites de lumière à l’interface. Celles-ci avaient pour effet de diminuer le contraste sur
la face intérieure des gouttes et ainsi de rendre délicate la détection de leurs contours. Une
amélioration flagrante du contraste des images a pu être obtenue grâce à la simple utilisa-
tion d’un cache permettant d’éclairer uniquement la fenêtre de visualisation (cf figure II.5).
Au début de ce travail, l’éclairage était assuré par un spot halogène d’une puissance de
1000 W placé derrière un panneau diffuseur destiné à homogénéiser la source lumineuse.
Les gouttes se déplaçant très rapidement dans la conduite (avec des vitesses parfois supé-
rieures à 20 m/s), il est apparu qu’il était nécessaire d’utiliser un temps d’exposition très
court afin d’éviter que les gouttelettes ne parcourent une trop grande distance durant la
période où l’obturateur de la caméra est ouvert. Cela peut en effet se traduire par la pré-
sence d’un flou de bougé dans les images, nuisible à leur qualité et donc à la détection des
gouttes ainsi qu’à la mesure précise de leur taille. Il est cependant très difficile de diminuer
le temps d’exposition au-delà d’un certain point car la réduction de la période d’ouverture
de l’obturateur s’accompagne d’une perte de luminosité ne pouvant pas dans notre cas être
compensée par une plus grande ouverture du diaphragme de l’objectif, celle-ci étant déjà
maximale. La puissance de l’éclairage étant de 1000 W, il est également compliqué d’aug-
menter l’intensité lumineuse émise par la source. Le temps d’exposition n’a donc pas pu
être réduit en-dessous de 1/190000ème de seconde. Cette valeur reste néanmoins trop élevée
pour éliminer le phénomène de flou de bougé. En effet, une goutte voyageant à 20 m/s se
déplace durant cette période d’un peu plus de 100 µm, ce qui correspond à plusieurs pixels,
même pour les tailles du champ utilisées les plus importantes (≈ 3 cm de large).
I l nous est donc apparu qu’un nouveau système d’éclairage était nécessaire afin
d’éviter ces phénomènes de flou de bougé. Le problème étant de disposer de suffisamment
de luminosité sur un laps de temps très bref, une alternative à l’utilisation d’un éclairage
continu couplé à un temps d’exposition court consiste à se servir d’un système basé sur
la stroboscopie comme source lumineuse. Après différents essais préliminaires destinés à
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Figure II.6
Photographie de la configuration utilisée pour l’éclairage par stroboscopie mis en
place pour la campagne de mesures du printemps 2009.
s’assurer que cette solution était viable, ce type d’éclairage a donc été mis en place dans
notre configuration expérimentale. Le dispositif utilisé est constitué par une lampe flash
à décharge Nanolite KL-L, visible sur la figure II.6, pilotée par un système électronique
Ministroboskin 20, tous deux fabriqués par la société High-Speed Photo-Systeme. L’éclai-
rage est obtenu par la formation d’un arc électrique très intense (25 mJ par tir) entre deux
électrodes distantes de quelques millimètres. La durée des flashs ainsi produits est particu-
lièrement brève puisqu’elle ne dépasse pas 18 ns (données constructeur), soit environ 300
fois moins que le temps d’exposition utilisé lors de la campagne de 2008. La lumière émise
par l’arc électrique passe au travers d’une lentille afin d’obtenir des faisceaux parallèles i ,
puis est filtrée par un diffuseur holographique (Edmund Optics) destiné à obtenir un éclai-
rage le plus uniforme possible sans pour autant perdre trop de luminosité (plus de 85%
de l’intensité lumineuse est transmise par le diffuseur). Cette configuration est représentée
sur les figures II.5 et II.6.
Le boitier de contrôle Ministroboskin 20 permet de paramétrer le fréquence d’émission
des flashs entre 1 Hz et 20 kHz, ce qui autorise la synchronisation entre l’éclairage et
la caméra rapide ii à la cadence où les images sont acquises lors des expériences (6000 ou
7000 images/seconde). Notons cependant que pour des fréquences supérieures à la centaine
de hertz, le nombre de tirs consécutifs que peut délivrer le système est limité (600 flashs
maximum à 20 kHz). Cela restreint la durée des séquences enregistrables avec la caméra
(≈ 0, 1 s avec ce dispositif contre 2 s en éclairage continu). Il est en outre préconisé d’at-
tendre 30 secondes entre deux séries de flashs consécutifs afin de permettre au système de
i . La position de la lentille est réglée pour que l’arc électrique soit situé au foyer de celle-ci.
ii . Pour cela, il a été vérifié à l’aide d’une photodiode que le retard à l’allumage était constant pour
chaque flash et inférieur au temps d’ouverture de l’obturateur.
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se recharger. Cette configuration s’avère donc plus contraignante qu’avec un éclairage par
spot halogène, mais améliore en revanche considérablement la qualité des images obtenues,
puisqu’on constate notamment la disparition complète du phénomène de flou de bougé. Un
aspect important à prendre en considération est cependant la régularité de l’énergie lumi-
neuse émise par l’arc électrique. En effet, à la suite de chaque flash produit par la lampe,
l’air compris entre les deux électrodes se trouve ionisé. Le plasma résultant agit comme un
conducteur et si deux tirs consécutifs sont trop rapprochés, le condensateur du système ne
peut donc pas se décharger à sa pleine capacité. Cela se traduit par des fluctuations, parfois
très importantes, de l’intensité lumineuse fournie par la lampe. Lors d’une utilisation du
système à haute fréquence (≈ 1 kHz), il est donc nécessaire, afin d’éviter ce phénomène,
de souffler de l’air comprimé au niveau des électrodes dans le but de "chasser" le plasma
d’air ionisé résultant d’un flash avant que le second ne se produise. La pression d’alimen-
tation de l’air comprimé préconisée par le constructeur est de 4 bar, mais il a été observé
que la pression optimale pour le soufflage dépendait fortement des conditions d’utilisation
(fréquence des tirs, distance entre la buse et les électrodes, écartement entre celles-ci i).
Des mesures de l’intensité lumineuse émise par la lampe sur 600 flashs consécutifs ont
donc été réalisées afin de déterminer la pression à utiliser pour obtenir une illumination
la plus constante possible. Dans notre configuration, les résultats semblent montrer que la
pression adéquate pour minimiser les fluctuations se situe entre 1 et 2 bar. Un exemple
d’évolution de l’énergie reçue par le capteur de la caméra pour une fréquence de 6 kHz en
soufflant de l’air à 1,5 bar est représenté sur la figure II.7. L’intensité lumineuse décroît
légèrement et de façon linéaire au cours du temps. L’écart-type est de l’ordre de 10% de
la valeur moyenne et la différence entre l’énergie maximale et l’énergie minimale mesurées
est d’environ 20%. Des fluctuations subsistent donc malgré la présence du soufflage d’air
comprimé. Ces variations semblent néanmoins rester acceptables, et nous verrons lors de la
description de la phase de calibration de l’algorithme de détection des gouttes et de mesure
de leur tailles (section IV.4) qu’elles n’ont que très peu d’influence sur les résultats obtenus.
II.3.3 Résolution spatiale
D ifférentes tailles de champ ont été utilisées au cours de cette étude. En effet,
les gouttes entraînées dans l’écoulement présentent des diamètres très disparates, pouvant
varier de quelques µm à quelques mm (Azzopardi 1997 ). Une taille de champ trop petite
peut donc amener à une sous-estimation significative du nombre de grosses gouttes pré-
sentes dans la conduite (Hay et al. 1996 ). De plus, il est souhaitable, pour l’observation
des différents phénomènes participant à l’atomisation des gouttes, d’observer une fenêtre
relativement large car ils se produisent parfois à une échelle de plusieurs millimètres (cf
section III.3). A l’inverse, l’utilisation d’un champ trop grand ne permettra pas une ré-
solution spatiale suffisante pour la mesure des petites gouttes qui sont très nombreuses
dans la phase gazeuse (Simmons et Hanratty 2001 ). L’utilisation de plusieurs champs de
dimensions différentes permet donc d’augmenter la gamme des diamètres mesurables pour
les gouttelettes. Dans notre configuration, le champ le plus grand utilisable est fixé par
i . Lors d’un usage intensif du système comme c’est le cas dans notre étude, les électrodes ont en effet
tendance à s’éroder au fil du temps, et il s’avère parfois nécessaire de les rapprocher afin de conserver une
bonne qualité pour les flashs.
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Figure II.7
Evolution de la moyenne des niveaux de gris reçus par le capteur de la caméra sur
600 tirs consécutifs à 6 kHz pour un soufflage d’air comprimé à 1,5 bar.
la taille de la fenêtre de la cellule de visualisation, et ne pourra donc pas mesurer plus
de 30 mm de large (cf section II.2). La limite basse est quant à elle déterminée par les
contraintes liées à l’utilisation de sytèmes optiques permettant d’obtenir de forts grossis-
sements. En effet, la taille des pixels du capteur de la caméra étant de 17 µm, l’obtention
de faibles tailles de champ ne peut se faire qu’en travaillant en macrophotographie, c’est-
à-dire avec un rapport de grandissement supérieur à 1 : 1 (ce qui correspond à un champ
de 17,4 mm de large). L’obtention d’un grossissement macro, pour un objectif de distance
focale donnée, peut se faire de différentes manières. Il est par exemple possible d’avoir re-
cours à des bonnettes macro (aussi appelées filtres close up). Celles-ci s’utilisent comme des
filtres se vissant à l’avant de l’objectif et agissant comme des loupes. Elles ont pour effet de
réduire la distance minimale de mise au point, ce qui s’accompagne par une augmentation
du rapport de grandissement. Différents pouvoirs grossissants sont disponibles (caractéri-
sés par le nombre de dioptries de la bonnette), mais une augmentation trop importante
du grandissement peut parfois entraîner l’apparition d’aberrations optiques. Il faut donc
veiller à ce que l’amélioration de la résolution spatiale ne se fasse pas au détriment de
la qualité des images obtenues. En outre, rappelons que la distance minimale de mise au
point est fixée par l’écart entre le hublot au travers duquel les gouttes sont filmées et le
plan médian de la conduite, soit environ 13 cm (section II.2). Le grandissement maximal
utilisable sera donc forcément limité, même avec des objectifs de grande distance focale
(≥ 200 mm). Il n’est de toute façon pas souhaitable de réduire trop fortement les dimen-
sions du champ. En effet, pour être en mesure de suivre et de mesurer les gouttes présentes
sur une séquence d’images, il est nécessaire que celles-ci restent suffisamment longtemps
dans le champ de la caméra i (cf section IV.3 pour le suivi des gouttes).
i . Par exemple, si la taille du champ est de 10 mm, une goutte se déplaçant à 20 m/s le traversera en
0,5 ms. Pour une fréquence d’acquisition de 6 kHz, elle n’apparaîtra donc dans les films que sur 3 images.
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Enfin, le système optique utilisé doit également présenter une profondeur de champ suffi-
samment faible pour que la taille apparente des gouttes situées dans la zone de focalisation
puisse être considérée comme constante. En effet, lorsque deux objets identiques sont situés
à des distances différentes de l’objectif, celui dont la position est la plus proche apparaî-
tra plus gros sur l’image que le second. Afin de mesurer les diamètres des gouttes avec
la meilleure précision possible, il convient donc de limiter au maximum cet effet. Pour un
écart de positions donné entre deux objets observés, les différences de tailles apparentes
sont d’autant plus marquées que ces objets sont situés près de l’objectif. De ce point de
vue, la configuration optique de nos expériences est défavorable puisque les distances de
mise au point utilisées sont relativement courtes. En revanche, la profondeur de champ
est d’autant plus faible que la distance focale de l’objectif utilisé est longue, et l’ajout de
bonnettes macro tend également à la réduire. L’ouverture du diaphragme est également un
facteur important pour l’obtention d’une faible profondeur de champ, mais, comme indiqué
précédemment, il faut veiller à ce que l’illumination du capteur de la caméra ne soit pas
trop importante pour ne pas l’endommager.
Figure II.8
(a) image d’une mire réalisée avec du papier millimétré et (b) image d’un
Ronchi-Ruling de 5 paires de lignes par millimètre pour le cas d’une résolution de
15,02 휇m/pixel.
La résolution spatiale associée à chaque taille de champ utilisée est déterminée en
introduisant des mires de calibration à l’intérieur de la conduite, dans un plan parallèle à
celui du capteur de la caméra. Celles-ci sont filmées dans des conditions similaires à celles
des expériences (hormis, bien sûr, l’absence d’écoulement). Des exemples d’images ainsi
obtenues sont présentées à la figure II.8. Deux types de mires ont été utilisées. La première
est réalisée par l’image d’un morceau de papier millimétré imprimée sur un transparent tel
que ceux utilisés pour les rétroprojecteurs. Elle permet d’estimer rapidement et simplement
les dimensions du champ de la caméra. Cependant, les lignes la constituant sont relative-
ment épaisses (plusieurs pixels), ce qui peut nuire à la précision de la détermination de la
résolution. Nous avons donc également eu recours à un second type de mire plus précise.
Celle-ci, appelée Ronchi-Ruling (ou Ronchi-grating), est un ensemble de lignes parallèles
imprimées (le plus souvent par photolithographie) sur une plaque de verre, et présentant
un excellent contraste. Les lignes sont séparées entre elles par un intervalle constant et égal
à leur largeur. C’est pourquoi leur finesse est mesurée en paires de lignes par millimètre.
Lorsque celle-ci est connue, on peut calculer la résolution spatiale associée à une taille de
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champ donnée avec une très bonne précision en comptant le nombre de pixels séparant
deux lignes données dans l’image (de préférence aussi éloignées que possible). Une fois la
résolution déterminée, ces mires peuvent également être utilisées pour l’estimation de la
profondeur de champ, si on les visualise cette fois-ci dans un plan décalé de 45° par rapport
à celui du capteur de la caméra. En effet, sur l’image ainsi obtenue, les lignes situées dans
une zone assez proche du plan focal apparaîtront nettes alors que les autres sembleront
d’autant plus floues qu’elles en sont éloignées. La figure II.9 montre un exemple d’image de
Ronchi-Ruling d’une finesse de cinq paires de lignes par millimètre introduit dans un plan
à 45° dans la conduite, ainsi que l’évolution correspondante de la moyenne des niveaux de
gris selon l’horizontale dans cette image. On observe effectivement que les lignes situées
au centre de l’image apparaissent plus nettes, et sont donc caractérisées par des écarts
plus importants entre les niveaux de gris de l’image correspondant au blanc et au noir.
La mire étant disposée à 45° par rapport au capteur de la caméra, la distance entre deux
lignes sur l’image est la même que l’écart les séparant dans la direction perpendiculaire
au plan médian de la conduite. Cinq paires de lignes représentent donc une profondeur
de
√
2/2 ≈ 0, 707 mm. On peut donc estimer la longueur sur laquelle les lignes restent
nettes, c’est-à-dire la profondeur de champ. Cette méthode reste malgré tout relativement
approximative, car la distance ainsi déterminée dépend du choix, quelque peu arbitraire,
d’un seuil fixant la limite entre une ligne considérée comme nette et une autre comme floue
(cf figure II.9.b). Une mesure plus précise de cette profondeur sera donc effectuée lors de
la phase de calibration de l’algorithme de détection des gouttes et de mesure de leur tailles
qui sera présentée dans la section IV.4.
Figure II.9
(a) image d’une mire réalisée par un Ronchi-Ruling de 5 paires de lignes par
millimètre à 45° et (b) variation correspondante de la moyenne des niveaux de gris
de l’image selon l’horizontale, représentatifs de la profondeur.
II.3.4 Campagnes de mesures
Deux principales campagnes de mesures ont eu lieu pendant cette thèse. La pre-
mière, réalisée au cours du printemps 2008, a notamment servi à observer les différents
modes d’atomisation participant à l’arrachement des gouttes dans la conduite, qui seront
décrits dans la section III.3. Des mesures de gouttes ont également été effectuées à l’aide
de l’algorithme de détection et de suivi présenté dans le chapitre IV. Elles ont eu lieu, pour
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un couple de vitesses superficielles d’eau et d’air donné, dans deux "nappes" centrées pour
l’une autour du plan médian de la conduite et pour l’autre sur un plan distant de 퐷/4.
La comparaison entre les deux permet d’étudier l’influence de la position des gouttes dans
la direction transverse sur leurs caractéristiques (cf annexe C). L’objectif utilisé au cours
de ces expériences était un Medical-Nikkor 200 mm f/5.6 (de marque Nikon). Il présente
l’intérêt d’être destiné aux prises de vue en très gros plan et dispose d’un large panel de
grossissements possibles car il est fourni avec une gamme complète de bonnettes. Sa dis-
tance focale est fixe et il ne dispose pas de bague de mise au point. Cette dernière est
donc uniquement réalisée en faisant varier l’écart entre l’objectif et la zone à observer. A
cette fin, la caméra est installée sur une platine permettant des translations au centième de
millimètre dans la direction perpendiculaire au plan médian de la conduite. L’ouverture du
diaphragme était constante et égale à 푙푓/5, 6 (ouverture maximale autorisée par l’objectif)
tout au cours de cette campagne. En effet, l’éclairage alors utilisé était le spot halogène de
1000 W, et le temps d’exposition était réglé à 1/190000èmes afin de minimiser le phénomène
de flou de bougé précédemment discuté (cf section II.3.2).
Trois différentes tailles de champs ont été utilisées lors de cette campagne. Les caractéris-
tiques de chacune d’entre elles sont récapitulées dans le tableau II.1. Dans tous les cas, la
fréquence d’acquisition de la caméra était de 6000 Hz.
Grossissement utilisé
0,75x 1x 1,5x
Largeur du champ (mm) 26,2 17,8 12,5
Résolution (µm/pixel) 25,64 17,40 12,15
Distance de mise au point (cm) ≈ 28 ≈ 22 ≈ 15
Profondeur de champ (mm) ≈ 3, 8 ≈ 2, 3 ≈ 1, 9
Tableau II.1
Caractéristiques des différentes tailles de champ utilisées lors de la campagne de
mesure du printemps 2008.
Lors de la seconde campagne de mesure, effectuée au printemps 2009, la lampe
halogène a été remplacée par le système d’éclairage à flashs ultra-rapide Ministroboskin
(décrit dans la section II.3.2). Il a également été décidé d’augmenter légèrement la résolu-
tion afin de pouvoir mesurer des gouttes de plus faibles diamètres. L’objectif précédemment
utilisé a donc été remplacé par un téléobjectif Nikkor AF-S 80-200 mm f/2.8 (Nikon) per-
mettant une distance focale variable. Afin d’obtenir les tailles de champ désirées, celui-ci
a été couplé à une bonnette macro de 5 dioptries ainsi qu’à un doubleur de focale. Ce
dernier, servant comme son nom l’indique à augmenter de 100% la distance focale initiale
réglée sur l’objectif, est nécessaire à l’obtention d’une distance de mise au point supérieure
à l’écart entre le hublot et le plan médian de la conduite (≈ 13 cm). Notons que son utili-
sation s’accompagne d’une réduction de la luminosité reçue par le capteur de la caméra qui
est inversement proportionnelle à l’allongement de la distance focale. La lampe Nanolite
s’avère cependant suffisamment puissante pour que cela ne soit pas préjudiciable à la qua-
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lité des clichés. L’objectif est en effet ici ouvert à 푙푓/11 i . Le capteur reçoit donc dans ce cas
la même quantité de lumière que si l’ouverture du diaphragme était de 푙푓/22. La présence
d’une bague de mise au point sur l’objectif offre un degré de liberté supplémentaire pour
les réglages en plus de l’ajustement de la distance de mise au point par translation du
support de la caméra. Les mesures sont réalisées dans le plan médian de la conduite, pour
quatre couples de vitesses superficielles de gaz et de liquide différents (cf section V.1). Les
caractéristiques des deux tailles de champ utilisées pendant cette campagne sont résumées
dans le tableau II.2. Notons que pour les deux vitesses de gaz les plus élevées et pour le
petit champ, la cadence d’acquisition des images est augmentée de 6000 à 7000 Hz afin
que les gouttes puissent rester suffisamment longtemps dans la fenêtre de visualisation de
la caméra pour être suivies par l’algorithme présenté dans la section IV.3.
Distance focale 푙푓 utilisée
220 mm 400 mm
Largeur du champ (mm) 15,4 8,6
Résolution (µm/pixel) 15,02 8,38
Distance de mise au point (cm) 16,5 15,2
Profondeur de champ (mm) ≈ 4 ≈ 2
Tableau II.2
Caractéristiques des deux tailles de champ utilisées lors de la campagne de mesure
du printemps 2009.
II.4 Pertes de charge et fraction de liquide
II.4.1 Mesures de pression
D’un point de vue industriel, la prédiction des pertes de charges dans les écou-
lements gaz-liquide s’avère cruciale. En particulier, celle-ci passe par la détermination de
la contribution du phénomène d’arrachement et de déposition des gouttelettes qui est le
sujet de cette étude. Il est donc naturel que le gradient de pression soit mesuré dans nos
expériences. Pour le dimensionnement des capteurs de pression adéquats pour notre dis-
positif expérimental, nous avons utilisé des résultats obtenus par Paras et al. (1994 ) dans
une configuration très similaire à celle utilisée ici (écoulement eau-air dans une conduite
horizontale de 5,08 cm de diamètre et plages de vitesses superficielles très proches des
notres). Leurs valeurs, corroborées par des mesures préliminaires réalisées in situ avec un
fournisseur, nous ont amené à choisir des transmetteurs de pression différentielle de la
marque Rosemount (modèle 3051 CD). Ceux-ci disposent en effet de gammes de pressions
mesurables qui peuvent être réglées de 0-6,2 mbar jusqu’à 0-622 mbar. La mesure se fait
avec une précision de 0,15 % de la pleine échelle réglée, et l’incertitude correspondante
est donc inférieure au pascal pour la plus petite échelle admissible par le transmetteur. Il
faut cependant veiller à ce que la valeur haute de la gamme de pressions utilisée ne soit
pas trop supérieure aux valeurs mesurées pour que l’incertitude relative reste faible. Il est
i . L’ouverture maximale permise par cet objectif est de 푙푓/2, 8.
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intéressant de noter que le même type de capteurs a été utilisé par Badie et al. (2000 ) pour
l’étude d’un écoulement eau-air à faible fraction de liquide dans une conduite horizontale
de 7,9 cm de diamètre.
Les mesures de pertes de charges sont effectuées par le capteur numéroté 1 sur la figure II.1.
Les prises de pressions (désignées respectivement par 퐴 et 퐵 sur la figure II.1) sont situées
à environ 1 m de l’entrée et de la sortie de la conduite. Il est en effet prudent de ne pas
effectuer les mesures trop près des extrémités de la conduite pour éviter d’éventuels effets
d’entrée et/ou de sortie. Pour des raisons pratiques, les prises de pression sont positionnées
au sommet de la conduite et les mesures de pertes de charges ont donc lieu pour la phase
gazeuse. Elles pourraient éventuellement être également réalisées dans la phase liquide en
pivotant la conduite de 180° autour de son axe mais cela n’aurait pas forcément d’utilité
puisque les pertes de charge doivent en théorie être les mêmes dans les deux phases. Un
soin particulier a été apporté à ce qu’aucune goutte d’eau ne puisse se loger à l’intérieur du
flexible servant à relier les prises de pression au transmetteur, ce qui risquerait de fausser les
mesures. Une cartouche "tampon" (visible sur la figure II.11) a donc été installée au-dessus
de chaque prise de pression afin de "piéger" les gouttes. Lors des mesures de pression, la
cellule de visualisation est retirée de la conduite afin d’éviter que l’ouverture pratiquée
dans celle-ci pour l’accès optique n’induise une perte de charge singulière supplémentaire.
Dans ces conditions, la distance 푙 séparant les deux prises de pression 퐴 et 퐵 est de 4,15 m
(cf figure II.1). Les valeurs mesurées, obtenues avec une fréquence d’échantillonnage de
400 Hz, sont moyennées sur un temps suffisamment long (de l’ordre de 60 s) pour que les
pertes de charges obtenues soient représentatives.
Figure II.10
Comparaison des pertes de charges linéaires mesurées expérimentalement avec
celles prédites par la corrélation de Colebrook-White.
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Le réglage de la pleine échelle du transmetteur de pression a été réalisé en appliquant une
hauteur d’eau 퐻 connue à une des entrées de celui-ci, la seconde demeurant à pression at-
mosphérique. Sa valeur a été choisie à partir des résultats de Paras et al. (1994 ) ainsi que
des mesures préliminaires afin de permettre la détermination des pertes de charge jusque
dans le régime annulaire tout en restant suffisamment proche des pressions maximales
observées pour avoir une bonne précision dans les mesures. La hauteur d’eau appliquée
a donc ici été fixée à ℎ = 539 mm, ce qui équivaut à une pression maximale mesurable
푃푚푎푥 = 휌푙푔ℎ = 5286 Pa, en prenant 푔 = 9, 807 m/s2 comme valeur de la gravité terrestre.
L’incertitude de mesure liée au transmetteur est donc de 0, 15푃푚푎푥/100 ≈ ±8 Pa.
Afin de vérifier la validité de l’étalonnage ainsi effectué, les pertes de charges ont
été mesurées dans la conduite pour un écoulement d’air seul et pour différents débits 푊푔
injectés. Dans ce cas, l’écoulement est monophasique et la perte de charge théorique Δ푃












est la vitesse d’écoulement de l’air dans la conduite et 휆 est le coefficient de
perte de charge linéaire. Ce dernier est fonction du nombre de Reynolds 푅푒푔 = 휌푔푈푔퐷/휇푔
de l’air ainsi que la rugosité 푘푠 de la conduite. Une des corrélations les plus fréquemment
utilisées pour le calculer lorsque l’écoulement est turbulent (푅푒푔 > 2000) est la formule de














Dans notre cas, on peut considérer que la conduite est lisse (i.e. 푘푠 ≈ 0). L’évolution des
pertes de charge linéaires en fonction du nombre de Reynolds calculées à l’aide de cette
formule est présentée sur la figure II.10 et comparées aux Δ푃 mesurés par le transmetteur
de pression pour différents débits d’air injectés dans la conduite. On constate que la courbe
théorique est, pour tous les points expérimentaux, à l’intérieur de la barre d’erreur corres-
pondant aux incertitudes de mesure du transmetteur. L’étalonnage de la pleine échelle de
ce dernier semble donc correct.
Un second transmetteur de pression (figure II.11), numéroté 2 sur la figure II.1, a
également été installé à environ 4, 5 m de l’entrée de la conduite afin de mesurer la différence
de pression entre le point le plus bas de la conduite (phase liquide) et son sommet (phase
gazeuse), afin de déterminer si le passage des vagues dans une section donnée de la conduite
était associé à une variation de pression caractéristique. Le transmetteur est étalonné d’une
manière identique à celle décrite pour le transmetteur n°1, la pleine échelle étant dans ce
cas fixée à 1481 Pa. Les mesures ainsi obtenues n’ont cependant pas encore été analysées,
et elles ne seront donc pas présentées dans ce manuscrit. Elles pourront néanmoins faire
l’objet de plus amples investigations lors de la continuation de cette étude.
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Figure II.11
Photographie du montage du transmetteur de pression n°2.
II.4.2 Mesures des caractéristiques de la couche liquide
Outre la connaissance du gradient de pression dans la conduite, un autre aspect
crucial dans la modélisation des écoulements gaz-liquide (et, pour être plus général, des
écoulements multiphasiques) concerne la détermination des fractions volumiques respec-
tives de gaz 훼푔 (parfois appelée taux de vide) et de liquide 훼푙 (également désignée par le
terme de hold-up) présentes dans le tube (cf section I.2.1). Au cours de ce travail, il s’est
donc avéré que leur mesure était nécessaire en complément de celles des pertes de charge
ainsi que des caractéristiques des gouttelettes précédemment présentées (cf sections II.4.1
et II.3). Dans les études antérieures sur les écoulements gaz-liquide, différentes méthodes
ont été proposées pour la mesure des fractions des phases en présence. Badie et al. (2000 )
ont par exemple utilisé à cet effet un système de densimètre à rayons gamma spécialement
conçu pour leur expérience d’écoulement à faible chargement de liquide dans une conduite
horizontale de 79 mm de diamètre. Son principe réside sur la mesure de la quantité de
rayons gamma absorbée par une section de leur tube qui est fonction des fractions de gaz
et de liquide traversées par ces rayons. Une méthode plus communément utilisée consiste
à se servir de la différence de conductivité entre le gaz (isolant la plupart du temps) et
le liquide (conducteur) afin de déterminer la hauteur moyenne de liquide comprise entre
deux électrodes en réalisant une mesure de conductance électrique (Laurinat et al. 1984,
Andritsos et Hanratty 1987a et 1987b, Hagiwara et al. 1989, Paras et Karabelas 1991a,
Paras et al. 1994, Belt 2007, Belt et al. 2009 ). Le nombre et la géométrie des électrodes
utilisées varient selon les études et la géométrie des écoulements observés (régimes stratifié
et/ou annulaire).
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Figure II.12
Schématisation de la géométrie des écoulements stratifiés suivant que la géométrie
de l’interface est considérée (a) plane ou (b) concave.
De telles méthodes sont cependant complexes à mettre en œuvre, et le temps imparti
pour cette étude rendait difficilement envisageable leur développement en plus des tech-
niques mises au point pour la mesure par imagerie à haute cadence des caractéristiques
des gouttelettes entraînées dans l’écoulement. En revanche, celles-ci étant réalisées pour
des régimes stratifiés, une alternative possible consistait à utiliser également la visualisa-
tion par ombroscopie afin de déterminer la hauteur de la couche liquide présente dans la
conduite, en faisant l’hypothèse que l’interface présente une géométrie relativement plane
(figure II.12(a)). Il a été noté qu’en réalité celle-ci est plutôt de forme concave (Paras et
al. 1994, Ullmann et Brauner 2006 ) comme schématisé à la figure II.12(b). Cette conca-
vité de l’interface est cependant d’autant plus marquée que le diamètre de la conduite est
petit, que la vitesse de l’écoulement gazeux est élevée, et que la fraction de liquide est
faible (Vlachos et al. 1999 ). Nos expériences se déroulant dans une conduite de 50 mm de
diamètre, avec des couches de liquide relativement épaisses et des vitesses de gaz modérées,
les déviations de la géométrie de l’interface par rapport à la planéité restent donc faibles,
ce qui est confirmé par les observations.
I l est donc possible d’évaluer l’épaisseur moyenne ℎ푙 de la couche liquide en réali-
sant des visualisations par imagerie à haute-cadence, de manière similaire à ce qui est fait
pour les gouttes mais avec un champ plus large permettant d’observer la conduite sur une
portion de plusieurs centimètres. La surface occupée par le liquide dans une section donnée












Tout comme pour les mesures de tailles et vitesses de gouttes, ℎ푙 est peut alors être déter-
miné par traitement d’images (cf annexe D). Les vitesses des vagues, qui sont également
nécessaires pour la modélisation de l’écoulement (cf chapitre VII), peuvent également être
obtenues à partir des mesures de ℎ푙 (cf section VI.1.2).
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Figure II.13
Schématisation de la configuration de l’éclairage utilisée pour les mesures par
ombroscopie.
Afin d’évaluer correctement ces différents aspects de la couche liquide, il est nécessaire
d’avoir une visualisation la plus uniforme possible sur toute la largeur du champ filmé
par la caméra. En particulier, il convient de s’affranchir des problèmes liés à l’optique tels
que la distorsion (effet de courbure ou mauvais parallélisme), les erreurs de perspective ou
le grandissement non constant observé lorsque la distance par rapport au capteur de la
caméra évolue. La configuration retenue est schématisée à la figure II.13. Les différents dé-
fauts d’optique sont résolus en utilisant un objectif bi-télécentrique TC 4M 172 (de marque
(Opto Engineering), représenté sur la figure II.14. Celui-ci présente en effet la particularité
de ne conserver que les rayons lumineux qui sont rigoureusement parallèles à l’axe optique,
ce qui se traduit par l’obtention d’un grandissement constant sur toute la profondeur de
champ de l’objectif (120 mm). La distorsion maximale admise par cet objectif est de 0,1 %
(soit un défaut maximal de un pixel), et sa télécentricité (i.e. l’écart entre les rayons admis
par l’objectif et l’axe optique) est inférieure à 0,1°. La distance de mise au point est de
53 cm, et la largeur du champ obtenu de 171 mm. La résolution spatiale correspondante
est donc de 0,167 µm/pixel. La caméra utilisée est la Photron APX-RS 3000 ayant déjà
servi aux mesures des tailles et vitesses de gouttes. La fréquence d’acquisition est fixée
à 250 images/seconde, ce qui assure une résolution temporelle suffisante pour observer
le passage des vagues à l’interface i . Le nombre de pixels utilisés sur le capteur est réduit
à 896×432 afin d’éviter de filmer les régions situées au-dessus et en-dessous de la conduite.
Dans ces conditions, le nombre maximal d’images que la caméra peut acquérir est supérieur
à 16300 clichés par séquence. La durée réelle de chaque film, environ 65 secondes, est donc
suffisamment longue pour obtenir une moyenne représentative de l’écoulement. La source
lumineuse est fournie par un spot halogène d’une puissance de 1000 W disposé derrière un
écran diffuseur destiné à homogénéiser l’éclairage. Le temps d’exposition de la caméra est
quant à lui réglé à 1/10000ème de seconde afin de s’assurer qu’aucun phénomène de flou
de bougé, tels que décrits dans la section II.3, ne sera présent sur les films. Des exemples
d’images obtenues à l’aide de l’optique télécentrique sontt présentés sur la figure II.14
et sur le film II.1 (dans le DVD joint à ce manuscrit), pour des conditions d’injection
de 푈푙푠 = 0, 091 ms et 푈푔푠 = 16, 9 ms.
i . La vitesse des vagues est de l’ordre de 1 à 2 m/s.
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Figure II.14
(a) Vue de côté et (b) vue en contre-plongée de la caméra Photron RS 3000 munie
de l’objectif télécentrique.
Figure II.15
Exemple d’image obtenue avec l’objectif télécentrique.
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III. Configurations d’écoulements et
modes d’atomisation observés
Après avoir décrit le dispositif expérimental conçu au cours de ce travail pour
l’étude du phénomène d’arrachement et de redéposition des gouttelettes, nous allons ici
décrire les différents régimes d’écoulement que l’on peut observer en fonction des conditions
d’injection d’eau et d’air, et présenter les différentes frontières les séparant. Nous nous
intéresserons ensuite plus particulièrement aux conditions de début de l’atomisation de
gouttelettes, ainsi qu’à la transition entre les régimes stratifié et annulaire, puisque ce sont
ceux dans lesquels l’entraînement de gouttelettes peut se produire (cf section I.1). Enfin,
nous décrirons les différents modes d’atomisation observés dans la conduite à l’aide de la
caméra à haute-cadence.
III.1 Régimes d’écoulement
III.1.1 Carte de configuration du dispositif expérimental
Le dispositif expérimental mis en place, décrit dans la section II.2, offre une large
gamme de conditions d’injection pour l’eau et pour pour l’air. Les caractéristiques extrêmes
de celles-ci pour chaque phase 푘 (eau ou air) sont récapitulées dans le tableau III.1.
Eau Air
Mini Maxi Mini Maxi
푊푘 (kg/h) ≈ 144 ≈ 5000 ≈ 40 ≈ 255
푄푘 (m3/s) ≈ 4.10−5 ≈ 1, 4.10−3 ≈ 9.10−3 ≈ 6.10−2
푈푘푠 (m/s) ≈ 0, 02 ≈ 0, 7 ≈ 4, 5 ≈ 30
푅푒푘푠 = 퐷푈푘푠/휈푘 ≈ 103 ≈ 3, 5.104 ≈ 1, 4.104 ≈ 9, 6.104
Tableau III.1
Caractéristiques extrêmes d’injection de l’eau et de l’air
Différents types de régimes d’écoulement sont donc possibles en fonction du couple de
vitesses superficielles (i.e. vitesses débitantes) de liquide 푈푙푠 et de gaz 푈푔푠 utilisées (cf sec-
tion I.1). Parmi ceux-ci, ce travail s’intéresse plus particulièrement aux régimes stratifié
avec atomisation et annulaire. Cependant, avant de rentrer plus en détail dans l’étude de
ces types d’écoulement, il est utile d’avoir une bonne connaissance des transitions entre les
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différents régimes observables afin de déterminer les conditions expérimentales adéquates
à adopter pour réaliser les observations à la caméra rapide ainsi que les mesures des ca-
ractéristiques des gouttes entraînées. C’est pourquoi il nous a paru intéressant de dresser
une carte de configuration des différents types d’écoulements obtenus avec notre dispositif
expérimental et de la comparer avec celles précédemment présentées dans la littérature
(e.g. Mandhane et al. 1974, Taitel et Dukler 1976a, Paras et al. 1994, Badie et al. 2000,
Azzopardi et Hills 2003, Fabre 2003a).
Figure III.1
Carte de configuration du dispositif expérimental.
La carte de configuration dans le plan (푈푔푠, 푈푙푠), obtenue pour notre dispositif ex-
périmental, est tracée en coordonnées logarithmiques sur la figure III.1. Elle a été établie
en se plaçant à une vitesse superficielle constante (gaz ou liquide suivant les cas) et en
faisant varier la seconde. Les transitions sont alors identifiées visuellement à partir de plu-
sieurs séries d’observations réalisées environ 100 diamètres (≈ 5 m) après l’injection d’eau
et d’air. Il est important de noter que les frontières entre les différents régimes ne sont pas
clairement délimitées, et que l’on observe souvent des configurations de transition intermé-
diaires. C’est pourquoi ces limites ont été représentées en traits épais sur la figure III.1. De
même, le choix des critères adoptés pour établir la classification des différents types d’écou-
lements reste dans une certaine mesure arbitraire. Azzopardi et Hills (2003 ) indiquent que
la meilleure méthode pour identifier clairement les régimes consiste à tracer les fonctions
de densité de probabilité du taux de vide moyen dans une section de la conduite, chaque
type d’écoulement présentant une signature particulière. Nous ne sommes cependant pas
équipés pour ce genre de mesure et c’est pourquoi nous nous sommes appuyés sur une dé-
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termination visuelle des transitions entre régimes. Afin de vérifier la pertinence des limites
ainsi établies, la carte de configuration dressée lors de cette étude sera comparée à celles
déjà publiées dans la littérature à la section III.1.7.
Au préalable, nous allons brièvement décrire les cinq différents régimes que laisse apparaître
la figure III.1. Ceux-ci seront illustrés par des images et des films de la conduite obtenus
avec une caméra Canon réalisant des enregistrements au format Digital Video (DV ) avec
une résolution de 720x576 pixels à 25 images par seconde.
III.1.2 Ecoulement stratifié
Figure III.2
Vue de la conduite en régime stratifié (푈푔푠 ≈ 9, 3 m/s, 푈푙푠 ≈ 0, 05 m/s).
Lorsque les vitesses superficielles de gaz et de liquide sont relativement faibles,
le premier régime à apparaître est un régime stratifié (cf figure III.2, films III.1 et III.2)
dans lequel l’eau s’écoule dans la partie inférieure de la conduite à cause de l’action de la
gravité. Il est caractérisé par la présence à l’interface de rides de capillarité-gravité i (e.g.
Bontozoglou et Hanratty 1990, Asali et Hanratty 1993 ), de courte longueur d’onde et de
faible amplitude, dues au cisaillement exercé par l’écoulement d’air plus rapide. A débit de
liquide constant, si la vitesse de gaz est augmentée progressivement, on voit apparaître des
ondulations de la nappe liquide, dont la longueur d’onde et l’amplitude sont supérieures
à celles des rides. Puis pour des vitesses de gaz encore supérieures, on peut observer la
naissance des premières vagues à rouleaux (roll-waves). Celles-ci semblent se propager le
long de l’interface avec des vitesses approximativement constantes mais très largement dis-
tribuées. Ainsi, il n’est pas rare de voir une roll-wave plus rapide rattraper la précédente
et coalescer avec elle (Lin et Hanratty 1987 ). Notons que la vitesse et l’amplitude de ces
vagues étant bien supérieures à celles du film liquide, elles contribuent probablement pour
une large part au transport du débit liquide dans la conduite.
Le régime stratifié est parfois qualifié de lisse ou rugueux. Notons que ces adjectifs ne sont
pas liés à la structure de l’interface (présence de rides et/ou de vagues) mais à la manière
i . Notons que pour des vitesses de gaz suffisamment faibles, il existe un régime dans lequel l’interface
n’est pas perturbée et reste relativement plane. Cependant, celui-ci n’existe pas dans notre dispositif
expérimental car même pour les conditions minimales d’injection (cf tableau III.1) on observe que la
surface du liquide est ridée.
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dont celle-ci est perçue par le gaz. Ainsi, même pour une interface ondulée, celle-ci pourra
être considérée comme hydrauliquement lisse tant que les vitesses de gaz restent modérées
(i.e. tant que le coefficient de frottement interfacial 푓푖 est sensiblement le même que pour
une paroi lisse). Suivant les débits de gaz et de liquide injectés dans la conduite, la hauteur
d’eau varie dans notre dispositf expérimental entre quelques millimètres et 2 cm environ.
Bien que ce régime soit le plus simple que l’on puisse observer dans les écoulements gaz-
liquide et que de nombreux travaux aient été consacrés à sa modélisation (e.g. Lockhart et
Martinelli 1949, Wallis 1969, Taitel et Dukler 1976b, Shoham et Taitel 1984 ), il reste de
nos jours encore largement étudié. En particulier, les efforts se portent sur la structure et
la géométrie de l’interface (e.g. Gorelik et Brauner 1999 ), et surtout sur l’initiation et les
caractéristiques des vagues présentes à l’interface (e.g. Andreussi et al. 1985, Andritsos et
Hanratty 1987a et b, Bontozoglou et Hanratty 1989, Mata et al. 2000, Benard et Spedding
2006, Nàraigh et al. 2009 ).
III.1.3 Ecoulement stratifié avec atomisation
Figure III.3
Vue de la conduite en écoulement stratifié avec atomisation lors du passage d’une
vague (amplitude ≈ 2, 5 cm) du sommet de laquelle des gouttes sont arrachées
(푈푔푠 ≈ 18, 8 m/s, 푈푙푠 ≈ 0, 05 m/s).
Quand la vitesse superficielle du gaz est augmentée, on peut observer, au-dessus
d’une valeur critique, l’apparition des premières gouttelettes arrachées du sommet des
vagues à rouleaux (figure III.3, films III.3 et III.4). Ce seuil d’atomisation n’est pas marqué
très franchement : en effet, à la limite, les gouttes sont atomisées de manière très spora-
dique, du sommet de certaines vagues seulement. Nous avons cependant retenu comme
critère de transition entre les régimes stratifié et stratifié avec atomisation l’apparition des
premières gouttes observables, même si celles-ci sont très rares. Une fois la limite d’ato-
misation franchie, la quantité de gouttes arrachées du sommet des vagues devient de plus
en plus importante à mesure que la vitesse de l’air s’élève, ce qui se traduit par l’augmen-
tation du nombre de gouttelettes entraînées dans la phase gazeuse. Par ailleurs, hormis la
présence de ces gouttes, ce régime conserve les mêmes caractéristiques que l’écoulement
stratifié sans atomisation précédemment décrit (section III.1.2). Le cisaillement exercé par
l’écoulement d’air sur la couche liquide étant plus important, les hauteurs d’eau observées
semblent légèrement plus faibles, allant de quelques millimètres à environ 1, 5 cm suivant
les conditions d’injection. La fréquence de passage des vagues est quant à elle légèrement
plus élevée que dans le régime stratifié sans atomisation, et elle semble croître avec le débit
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gazeux. Les amplitudes et les vitesses des vagues à rouleaux sont très largement distribuées,
variant respectivement entre 1, 5 et 4 cm et entre 1 et 2, 5 m/s environ. Visuellement, il
est donc très difficile de relever une quelconque influence des débits d’injection d’air et
d’eau sur les caractéristiques des vagues. En revanche, on distingue clairement que l’inter-
face a tendance à devenir de plus en plus concave lorsque les vitesses de gaz deviennent
suffisamment élevées (cf section II.4.2), comme noté, entre autres, par Paras et al. (1994 ).
III.1.4 Ecoulement annulaire
Figure III.4
Vue plongeante (incidence d’environ 30°) de la conduite lors du passage d’une
vague de faible amplitude (≈ 2 cm) en écoulement annulaire (푈푔푠 ≈ 26, 1 m/s,
푈푙푠 ≈ 0, 07 m/s).
Pour des vitesses de gaz encore supérieures, l’écoulement devient alors annulaire
(figure III.4, films III.5, III.6 et III.7). Ce régime correspond à une configuration où le
film liquide s’écoule sur toute la périphérie de la conduite. Notons que contrairement aux
conduites verticales où le liquide est toujours distribué symétriquement le long de la paroi,
il faut dans les tubes horizontaux de très grandes vitesses de gaz pour que la couche d’eau
s’écoulant sur la moitié supérieure ait une épaisseur du même ordre de grandeur que celle
de la partie basse (e.g. Andreussi 1992, Azzopardi 1997 ). Dans notre dispositif expérimen-
tal, les conditions maximales d’injection en gaz sont d’environ 30 m/s (cf tableau III.1), et
l’écoulement reste donc généralement fortement dissymétrique, hormis pour les plus faibles
débits de liquide lorsque l’épaisseur du film est très faible. Notons que la détermination
de la frontière entre régime stratifié avec atomisation et régime annulaire est dans une
certaine mesure arbitraire, puisqu’elle dépend du critère fixé sur l’épaisseur du film liquide
s’écoulant au sommet de la conduite (e.g. Baik et Hanratty 2003 ). Dans notre cas, nous
avons considéré que la transition avait lieu lorsque le film formé sur la partie supérieure
de la conduite était suffisamment stable pour que celle-ci ne démouille plus du tout. Il a
cependant été noté (Lin et Hanratty 1987, Baik et Hanratty 2003 ) que les vitesses superfi-
cielles de gaz nécessaires au mouillage complet du sommet de la paroi pouvaient varier en
fonction du matériau utilisé pour la conduite ainsi que de la rugosité de celle-ci.
D’après nos observations, l’interface de la couche liquide s’écoulant dans la partie basse de
la conduite est très fortement creusée, comme schématisé à la figure III.11. Les estimations
de fractions volumiques de gaz et de liquide ainsi que de leurs vitesses moyennes réelles
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sont donc difficiles. On peut juger grossièrement que ces dernières s’étendent dans notre
expérience de 25 à 40 m/s pour le gaz et de 0, 5 à 1, 5 m/s pour l’eau. Les vagues semblent
avoir une amplitude (de 1, 5 à 4 cm suivant les cas) et une vitesse (de l’ordre de 2, 5 m/s)
du même ordre de grandeur que dans le régime stratifié à atomisation. Leur fréquence de
passage paraît en revanche supérieure.
III.1.5 Ecoulement intermittent à bouchons de liquide
Figure III.5
Vue de la conduite lors du passage d’un bouchon de liquide (푈푔푠 ≈ 4, 7 m/s,
푈푙푠 ≈ 0, 7 m/s, vitesse du bouchon d’environ 4 m/s).
Aux faibles vitesses superficielles d’air, si on augmente le débit de liquide, il existe
une vitesse superficielle de liquide approximativement constante (de l’ordre de 0,16 m/s
pour notre configuration expérimentale) au-dessus de laquelle l’écoulement devient inter-
mittent. On peut alors apercevoir la formation, en apparence chaotique, de "bouchons" de
liquide fortement aérés (i.e. beaucoup de bulles sont emprisonnées dans ces bouchons) rem-
plissant toute la section de la conduite et se déplaçant à des vitesses encore bien supérieures
à celles des vagues à rouleaux observées dans les régimes stratifié et annulaire (figure III.5,
films III.8 et III.9). La formation de ces bouchons semble se produire lorsque l’amplitude
des vagues présentes à l’interface devient telle que celles-ci atteignent le sommet de la
conduite. Cependant, la question de la transition entre les régimes stratifié et intermittent
reste encore aujourd’hui ouverte et fait l’objet de nombreuses études (e.g. Andritsos et al.
1989, Fan et al. 1993, Woods et Hanratty 1999, Fabre 2003b, Kadri et al. 2009 ). Dans les
régimes proches de la transition, la formation de ces bouchons peut être très rare. Nous
avons néanmoins considéré ici que l’apparition des premiers d’entre eux constituait un
critère suffisant pour définir la transition entre les régimes stratifié et intermittent, indé-
pendamment de leur fréquence d’occurence. Notons également que dans notre expérience,
les bouchons restent relativement courts (une trentaine de centimètres pour les plus longs,
soit environ six fois le diamètre de la conduite) et sont parfois très espacés. Ceci est dû
au fait que notre conduite est trop courte pour permettre à ce type d’écoulement d’être
pleinement développé (Fabre 2003a avait laissé un longueur d’établissement d’environ 500
diamètres à l’écoulement avant de réaliser ses mesures sur les bouchons). Si la conduite
était assez longue, il est probable que ces bouchons grossiraient à mesure que la distance
parcourue augmente, notamment grâce à l’apport de débit de la couche liquide rattrapée
par le bouchon plus rapide, ainsi que par des événements de coalescence entre les bouchons.
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Kadri et al. (2009 ) rapportent que sous certaines conditions, la longueur de ces bouchons
de liquide peut parfois atteindre jusqu’à 500 diamètres. La vitesse de propagation de ceux
observés sur notre dispositif expérimental sont très largement distribuées, allant de 3 m/s
jusqu’à 7 m/s environ pour les plus rapides.
III.1.6 Ecoulement annulaire à bouchons de liquide
Figure III.6
Vue plongeante (incidence d’environ 30°) de la conduite après le passage d’un
bouchon en écoulement annulaire à bouchons (푈푔푠 ≈ 26, 1 m/s, 푈푙푠 ≈ 0, 45 m/s).
A partir du régime intermittent, si la vitesse superficielle de liquide est augmentée,
on voit apparaître un régime qui présente des caractéristiques communes au précédent et à
l’écoulement annulaire (figure III.6, films III.10, III.11 et III.12). En effet, alors que dans
le régime intermittent l’écoulement entre deux bouchons successifs ressemble beaucoup
au régime stratifié, on observe ici que la partie supérieure de la conduite ne démouille
jamais et qu’un film liquide est constamment présent entre le passage de deux bouchons
consécutifs. On constate également que de l’atomisation se produit à partir des nombreuses
rides présentes à la surface de l’eau. Dans cette configuration, les bouchons paraissent
plus longs (> 30 cm), plus rapides (> 7푚/푠) et plus fréquents que dans l’écoulement
intermittent. Ces deux régimes semblent cependant relativement semblables, et ils ne sont
généralement pas distingués l’un de l’autre dans la littérature (cf figure I.1 et III.7(b) où
l’écoulement annulaire à bouchons n’apparaît pas). Rappelons également que la longueur
de la conduite dans notre dispositif expérimental n’est pas assez importante pour permettre
à ce type d’écoulements d’être pleinement établis. Il est donc possible que ces deux régimes
ne soient plus distingables si on les observait suffisamment loin de l’entrée de la conduite.
III.1.7 Comparaison avec la littérature
A titre comparatif, la carte de configuration de notre dispositif expérimental est
confrontée sur la figure III.7 à celle publiée par Taitel et Dukler (1976a). Cette dernière
présente, pour un écoulement eau-air dans une conduite de 2, 5 cm de diamètre, les ré-
sultats expérimentaux obtenus par Mandhane et al. (1974 ) ainsi que les prédictions du
modèle développé par Taitel et Dukler (1976a) pour rendre compte des transitions entre
les différents régimes d’écoulement. Qualitativement, on observe un bon accord entre les
figures III.7(a) et III.7(b), à l’exception précédemment discutée de la présence d’un écou-
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Figure III.7
Comparaison entre (a) la carte de configuration établie sur notre dispositif
expérimental et (b) celles obtenues expérimentalement par Mandhane et al. (1974)
et théoriquement par Taitel et Dukler (1976a) pour une conduite de 2, 5 cm de
diamètre.
lement annulaire à bouchons dans notre cas (section III.1.6). Notons également que la
classification adoptée sur la figure III.7(b) n’est pas tout à fait la même que la nôtre. En
effet, la distinction entre les régimes stratifié lisse et stratifié rugueux ne correspond pas à
celle entre régime stratifié et stratifié avec atomisation, l’interface pouvant être considérée
comme rugueuse pour des vitesses de gaz bien inférieures à celles nécessaires à l’apparition
des premières gouttelettes (cf section III.1.2). Au niveau quantitatif, on observe que dans
notre configuration la transition entre régime stratifié et intermittent et celle entre régime
stratifié et annulaire ont lieu respectivement pour des valeurs supérieures de 푈푙푠 et 푈푔푠,
par rapport à celles de la figure III.7(b). Cela n’est guère étonnant, celle-ci étant établie
pour une conduite de diamètre moitié moindre que la nôtre. Pour le cas d’une conduite
de diamètre plus grand (7, 9 cm), Badie et al. (2000 ) trouvent des valeurs respectives de
Figure III.8
Comparaison entre la carte de configuration établie sur notre dispositif
expérimental et (b) celle de Paras et al. (1994) pour une conduite de 5, 08 cm de
diamètre.
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푈푙푠 et 푈푔푠 supérieures aux nôtres pour ces deux transitions (cf figure I.1). La carte de
configuration de Fabre (2003b), pour le même diamètre que le nôtre, montre une valeur
de 푈푙푠 environ 10% moins élevée que dans notre cas pour la frontière entre régime strati-
fié et intermittent et des valeurs de 푈푔푠 plus élevées d’approximativement 15% pour celle
entre régime stratifié et annulaire. Dans ces deux dernières études, il faut cependant noter
que les transitions n’ont pas été déterminées expérimentalement mais à l’aide du modèle
de Taitel et Dukler (1976a). A ce titre, la comparaison la plus intéressante est probable-
ment celle avec la carte de configuration obtenue sur le dispositif expérimental de Paras
et Karabelas (1991a) et Paras et al. (1994 ) puisque celle-ci a été établie à partir d’une
centaine d’observations dans une conduite dont le diamètre (5, 08 cm) est très proche de
celui utilisé dans notre étude. Les transitions obtenues par ces auteurs sont comparées aux
nôtres sur la figure III.8. Compte-tenu du caractère arbitraire des critères visuels utilisés
pour déterminer les limites entre les différents régimes et du fait que leurs observations ont
lieu sensiblement plus loin de l’entrée de la conduite que dans notre configuration (≈ 260
diamètres), l’accord entre les deux cartes est raisonnablement bon.
III.2 Ecoulements stratifiés et annulaires
III.2.1 Conditions critiques d’atomisation
Comme indiqué dans la section III.1.3, l’arrachement des gouttelettes n’a pas lieu
de manière uniforme à la surface de la couche liquide. Il semble plutôt être localisé au
sommet des vagues à rouleaux présentes sur l’interface dans les régimes stratifié avec ato-
misation et annulaire (e.g. Woodmansee et Hanratty 1969 ). En conséquence, l’existence de
ces vagues paraît être une condition nécessaire à l’atomisation des gouttes dans la conduite.
Un moyen expérimental simple de mettre en évidence l’étroite relation entre l’entraînement
des gouttelettes et l’apparition de ces vagues de grande amplitude à la surface du liquide
est décrit par Azzopardi (1997 ) dans son article de revue concernant les gouttes dans les
écoulements annulaires : il consiste à se placer dans une configuration où le débit dans le
film liquide est légérement inférieur au débit critique nécessaire pour l’apparition de vagues
de grande amplitude, puis à injecter soudainement un faible volume supplémentaire de li-
quide dans la conduite. Ce système permet de "forcer" la création d’un train de vagues
à la surface de la couche liquide. Grâce à une visualisation par caméra dans une section
donnée on peut alors s’apercevoir qu’avant l’injection aucune goutte n’est présente dans la
conduite, puis que celles-ci apparaissent peu après le début de la formation des vagues et
deviennent de plus en plus nombreuses au fur et à mesure que celles-ci se rapprochent de
la section de visualisation. Enfin, une fois que les vagues à rouleaux ont dépassé la caméra,
plus aucune gouttelette n’est observée.
Notons que si la présence de ces roll-waves paraît nécessaire pour initier l’arrachement
des gouttes dans la conduite, elle n’en est pas pour autant suffisante. Il existe en effet de
nombreuses situations où l’on peut observer de telles vagues sans pour autant qu’elles s’ac-
compagnent d’atomisation des gouttelettes. Sur notre dispositif expérimental, on peut par
exemple constater la présence de vagues à rouleaux dans le régime stratifié bien avant que
les premières gouttes ne soient observées (cf sections III.1.2 et III.1.3). En fait, il semblerait
que ce soit le cas lorsque les vitesses de gaz sont relativement faibles et que le débit de
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liquide est suffisant, alors que pour de faibles débits de liquide et des vitesses de gaz élevées
le début de l’atomisation coïncide approximativement avec l’apparition des vagues de forte
amplitude (Woodmansee et Hanratty 1969, Hewitt et Hall-Taylor 1970 ). Ces observations
ont amené Ishii et Grolmes (1975 ) à considérer deux limites asymptotiques différentes pour
le début de l’atomisation : un débit massique critique dans le film liquide 푊푙푓퐶 i lorsque
la vitesse superficielle du gaz est élevée (푈푔푠 ≫ 푈푔푠퐶) et une vitesse superficielle critique
de gaz 푈푔푠퐶 lorsque c’est le débit de liquide qui est suffisamment grand (푊푙푓 ≫ 푊푙푓퐶),
comme schématisé à la figure III.9.
Figure III.9
Répresentation des valeurs asymptotiques de limite d’atomisation (Ishii et
Grolmes 1975).
Dans notre dispositif expérimental, les conditions d’injection ne permettent pas d’obser-
ver l’asymptote correspondant aux fortes vitesses de gaz et aux faibles débits de liquide,
car ce dernier reste trop élevé même pour les plus faibles quantités d’eau injectées (cf ta-
bleau III.1). Le nombre de Reynolds critique en dessous duquel l’atomisation n’a plus lieu
quelle que soit la vitesse de l’écoulement est en effet de l’ordre de 200 (Azzopardi 1997 ).
Pour la vitesse superficielle critique de gaz 푈푔푠퐶 , Ishii et Grolmes (1975 ) proposent qu’elle
a lieu lorsque l’action déstabilisante des forces aérodynamiques exercées par le gaz devient
prépondérante par rapport à la tension superficielle 훾, ce qui les conduit à introduire un
nombre de Weber critique 푊푒퐶 =
휌푔ℎ푙(푈푔−푈푙)2
훾 ≈ 22 basé sur l’épaisseur de la couche
liquide ℎ푙. Ils proposent également, par analogie avec le cas de la rupture d’une goutte
brusquement exposée à un écoulement gazeux, d’introduire un facteur correctif pour tenir
compte des effets de la viscosité, pour finalement obtenir comme expression pour la vitesse









Cette corrélation paraît cependant sous-estimer systématiquement la valeur de 푈푔푠퐶 (Az-
zopardi 1997 ). Dans notre configuration expérimentale, les valeurs de 푈푔푠 observées à la
i . L’indice f réfère ici au film liquide. Lorsqu’il n’y a pas d’atomisation, la totalité du liquide s’écoule
dans le film et on a donc 푊푙푓 =푊푙.
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transition peuvent effectivement suivant les cas être parfois plus de dix fois plus élevées
que celles prédites par l’équation III.1.
Le début de l’atomisation étant étroitement lié à la présence des vagues à la surface
du liquide, une autre approche consiste à essayer de déterminer les conditions critiques à
l’apparition de celles-ci pour les relier au commencement de l’arrachement de gouttelettes.
L’étude des instabilités induites par un écoulement gazeux au-dessus d’un film ou d’une
couche liquide est cependant un problème complexe qui reste encore aujourd’hui ouvert
malgré les nombreuses études dont il a fait l’objet (e.g. Jeffreys 1925, Miles 1957, Craik
1965, Miya et al. 1971, Hanratty 1983, Andreussi et al. 1985, Andritsos et Hanratty 1987b,
Jurman et MacCready 1989, Bontozoglou et Hanratty 1990, Liapidevskii 2002, Naraigh et
al. 2009 ). Dans leur modèle, Taitel et Dukler (1976a) supposent que la génération des
vagues est due à un effet d’abritement (Jeffreys 1925 ) dans lequel la croissance des vagues
est causée par des composantes de pression et de cisaillement en phase avec la pente









où 푠 est un coefficient d’abritement dont ils proposent une valeur d’environ 0, 01.
Andritsos et Hanratty (1987b) réalisent quant à eux une analyse de stabilité linéaire de la
couche liquide en se basant sur l’hypothèse que la croissance des perturbations à l’interface
est causée par une instabilité de type Kelvin-Helmholtz non visqueuse, dans laquelle l’accé-
lération de l’écoulement gazeux au-dessus de la vague crée une dépression (i.e. la variation
de pression est en phase avec le sommet de la vague) pouvant éventuellement devenir plus
importante que les actions stabilisantes de la gravité et de la tension superficielle. D’après
leur étude, la vitesse critique de gaz 푈퐾퐻 au-dessus de laquelle le film liquide devient
instable est donnée par :












훾 est le nombre d’onde marginal
i (nombre d’onde de la première perturbation
à devenir instable).
Les auteurs trouvent que cette expression est une assez bonne première approximation de
l’initiation de vagues de grande amplitude. Pour le début de l’atomisation, ils proposent
ensuite d’évaluer la vitesse superficielle critique de gaz correspondante à partir d’푈퐾퐻 par :
푈푔푠퐶 = 1, 8훼푔푈퐾퐻 . (III.4)
Afin de comparer les prédictions de cette équation et les vitesses superficielles d’air relevées
au seuil de l’atomisation dans notre dispositif expérimental, les hauteurs d’eau ont été
i . On pourra noter qu’il s’agit de l’inverse d’une longueur capillaire, correspondant à la longueur d’onde
des perturbations les plus amplifiées dans une instabilité de Kelvin-Helmholtz.
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évaluées à partir des films réalisés avec la caméraDV. La fraction volumique moyenne de gaz
dans la conduite 훼푔 est ensuite déduite des caractéristiques géométriques (cf section II.4.2)
en faisant l’hypothèse que l’interface est plane (approximativement valide pour la transition
entre les régimes stratifié et stratifié avec atomisation où la courbure observée de l’interface
reste faible). Le tableau III.2 présente la comparaison entre nos valeurs expérimentales et
les prédictions d’Andritsos et Hanratty (1987b).
푈푙푠 (m/s) ℎ푙 exp (cm) Présente étude équation III.4
0,05 ≈ 1 10,4 10,8
0,07 ≈ 1,1 9,9 10,4
0,1 ≈ 1,2 9 10,1
0,14 ≈ 1,6 5,8 9
Tableau III.2
Comparaison des valeurs de 푈푔푠퐶 (m/s) de début d’atomisation relevées dans
notre étude avec celles prédites par l’équation III.4 (Andritsos et Hanratty 1987a)
pour différentes valeurs de 푈푙푠.
On observe que la concordance, très bonne pour les faibles vitesses superficielles d’eau, a
tendance à se dégrader à mesure que le chargement en liquide augmente. Notons que l’éva-
luation de la hauteur de liquide est assez imprécise, et aurait pu être améliorée en utilisant
les moyens décrits dans la section II.4.2. Cela n’est cependant pas suffisant pour expliquer
les différences observées, et on peut s’interroger sur la valeur du coefficient empirique de
1, 8 utilisé par Andritsos et Hanratty pour relier le début de l’atomisation à la génération
des vagues. L’utilisation d’un coefficient variant avec la hauteur de la couche liquide et/ou
celle des vagues paraît donc une piste intéressante à explorer pour améliorer l’accord entre
la théorie et les expériences.
III.2.2 Transition du régime stratifié avec atomisation vers le régime
annulaire
Malgré l’action de la gravité terrestre qui tend à faire s’écouler le liquide plus
dense que le gaz dans la partie inférieure lorsque la conduite est horizontale, on observe
une transition entre le régime stratifié et le régime annulaire lorsque la vitesse superficielle
de l’air est suffisante. Dans la littérature, trois principaux mécanismes physiques ont été
avancés pour expliquer comment suffisamment de liquide peut être transporté du bas de
la conduite vers le haut pour que la configuration annulaire puisse exister (Belt 2007 ) :
– la déposition des gouttes arrachées à la couche épaisse de liquide située dans la partie
basse de la conduite qui pourrait, en quantité suffisante, amener à la formation d’un
film continu sur la paroi supérieure (e.g. Laurinat et al. 1985, Lin et al. 1985, Lin
et Hanratty 1987, James et al. 1987, Williams et al. 1996, Badie et al. 2001, Baik
et Hanratty 2003 ). Comme indiqué dans la section I.4, la déposition des gouttelettes
peut avoir lieu par l’action des fluctuations turbulentes de vitesse radiale de la phase
gazeuse et/ou par l’inertie des gouttes de grande taille arrachées de la couche liquide
et voyageant balistiquement jusqu’à heurter la paroi (James et al. 1987, Badie et al.
2001 ). A la limite entre le régime stratifié et le régime annulaire, l’atomisation se
produit dans la partie inférieure de la conduite, ce qui se traduit par un flux de gouttes
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principalement dirigé vers la paroi dans la partie supérieure. La transition peut donc
avoir lieu si le flux de liquide se déposant devient supérieur à celui redescendant vers
le bas le long de la paroi par l’action de la gravité.
– un phénomène de pompage/étalement des vagues qui amène le film liquide à grimper
le long de la paroi jusqu’à entourer complètement celle-ci (e.g. Lin et Hanratty 1987,
Fukano et Ousaka 1989, Jayanti et al. 1990, Sutharshan et al. 1995, Flores et al.
1995, Belt 2007 ). Selon Fukano et Ousaka (1989 ), ce phénomène pourrait être dû
à l’augmentation de la pression statique causée par la stagnation du gaz à l’arrière
des roll-waves. La pression s’élève donc également à l’intérieur de celles-ci. En sup-
posant que cette augmentation de pression est fonction de la hauteur des vagues qui
varie elle-même le long de la circonférence du tube (géométrie cylindrique), il existe
donc un gradient de pression transverse à l’intérieur de la vague qui se traduit par
un effet de pompage du liquide vers le sommet de la conduite, comme schématisé
à la figure III.10(a). Entre deux vagues successives, le film liquide résiduel tend à
être drainé vers le bas par l’action de la gravité. D’après Sutharshan et al. (1995 ),
ce phénomène de pompage dans les vagues serait la principale cause de la transition
du régime stratifié vers le régime annulaire. D’un autre côté, Belt (2007 ) conclut
d’après son étude que l’importance de cet effet dans les mécanismes de redistribution
de l’épaisseur du film autour de la conduite est probablement très limité. Il note
cependant qu’un effet d’étalement des vagues peut dans certains cas être observé.
Il est dû au fait que la vitesse de celles-ci est supérieure lorsque l’épaisseur du film
est la plus grande (i.e. au bas de la conduite). Les vagues se retrouvent donc dé-
formées (inclinées), et la trainée exercée sur elles par l’écoulement gazeux présente
alors une composante transverse amenant la vague à grimper le long du mur (cf fi-
gure III.10(b)). Belt (2007 ) indique cependant que ce phénomène ne peut être le seul
responsable de la transition vers le régime annulaire, les vagues n’étant pas toujours
inclinées dans la conduite.
Figure III.10
Illustration du concept (a) de pompage (d’après Belt 2007) et (b) d’étalement des
vagues (d’après Flores et al. 1995).
– un écoulement secondaire dans la phase gazeuse constitué de deux rouleaux contra-
rotatifs (cf figure III.11), créé par la distribution non-uniforme de la rugosité à l’in-
terface et/ou par la stratification de la concentration en gouttelettes, et qui pourrait
exercer une traînée suffisante sur le film liquide pour l’amener à mouiller la totalité
61
III. Configurations d’écoulements et modes d’atomisation observés
de la paroi (e.g. Laurinat et al. 1985, Lin et al. 1985, Dykhno et al. 1994, Flores et
al. 1995, Belt 2007 ). Comme noté par van’t Westende et al. (2007 ), La littérature
est très contradictoire à ce sujet, certains auteurs le jugeant négligeable (Jayanti et
al. 1990, Jayanti et Hewitt 1996 ) et d’autres prépondérant (Flores et al. 1995 ). Belt
(2007 ) note à ce propos qu’il est important de concevoir cet écoulement comme un
écoulement moyen et non instantané. On peut également remarquer que la direction
elle-même de cet écoulement secondaire est incertaine (dirigé vers le haut le long de
la paroi pour Flores et al. 1995, et vers le bas pour Fabre 2003a). En fait, Dykhno et
al. (1994 ) observent que la présence des gouttes dans la phase gazeuse peut éventuel-
lement amener à une inversion du sens de rotation des rouleaux formant l’écoulement
secondaire. D’après les résultats obtenus par Belt (2007 ) et van’t Westende et al.
(2007 ), il semblerait en effet que celui-ci, initialement créé par les variations cir-
conférencielles de rugosité dues aux vagues (ainsi que par la section de passage non
circulaire pour le gaz) et dirigé vers le bas au centre de la conduite, puisse changer
de sens par l’action d’un forçage exercé par les gouttes arrachées à la couche liquide
inférieure plus épaisse. L’action de l’écoulement secondaire sur l’étalement du film
le long de la paroi devient donc questionnable puisqu’à la transition entre régimes
stratifié et annulaire l’atomisation des gouttelettes à l’interface a déjà lieu. En re-
vanche, il est probable que la présence de l’écoulement secondaire puisse favoriser
l’uniformisation de l’épaisseur du film liquide autour de la circonférence du tube en
augmentant l’arrachement des gouttes au bas de la conduite et leur déposition au
sommet (Belt 2007, van’t Westende et al. 2007 ). Il n’est cependant pas certain que
cet effet soit suffisant pour expliquer la transition.
Figure III.11
Schématisation en coupe de l’écoulement annulaire dissymétrique ainsi que
l’écoulement secondaire associé (d’après Flores et al. 1995).
Avec ce bref aperçu des différentes études concernant la transition entre régimes
stratifié et annulaire, on peut s’apercevoir de la complexité et de la diversité des phéno-
mènes à l’oeuvre dans ce type d’écoulements. Les résultats obtenus par différents auteurs
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paraissent contradictoires et ne permettent donc pas de conclure sur la prédominance d’un
des mécanismes décrits ci-dessus pour le transport de liquide vers le sommet de la conduite.
En fait, il est probable que la transition entre ces deux régimes soit causée par la combi-
naison de plusieurs de ces effets (Laurinat et al. 1985, Lin et Hanratty 1987, Dykhno et al.
1994, Belt 2007 ), dans des proportions pour l’heure difficiles à déterminer i . En revanche, il
paraît clair que la phénoménologie des écoulements stratifiés avec atomisation et annulaires
est similaire, et que l’évolution de la géométrie de l’écoulement a lieu lorsque les différents
mécanismes tendant à transporter le liquide vers le sommet de la paroi deviennent prépon-
dérants devant la gravité.
Notons que le régime stratifié avec atomisation semble avoir fait l’objet de moins d’études
dans la littérature que la configuration annulaire. Dans celles-ci, le phénomène d’arrache-
ment/déposition des gouttelettes est en outre quasiment toujours négligé (à l’exception
notable de Tayebi et al. 2000 ), car sa contribution aux pertes de charges dans la conduite
est vraisemblablement beaucoup plus faible que dans le régime annulaire. Pourtant, l’étude
des caractéristiques des gouttelettes et des différents modes d’arrachement dans les écou-
lements stratifiés avec atomisation devrait permettre de mieux cerner les conditions de
début d’entraînement des gouttes et la transition avec le régime annulaire. Paras et al.
(1994, 1998 ) notent eux aussi qu’une meilleure compréhension des écoulements annulaires
passe au préalable par celle du régime stratifié avec atomisation. En outre, d’un point de
vue industriel, ce régime est celui qui prévaut dans les pipelines longue distance en raison
des fortes pressions, des faibles vitesses de gaz et des très grands diamètres utilisés dans les
applications pétrolières (Paras et al. 1994, Tayebi et al. 2000 ). Pour ces différentes raisons,
on s’attachera ici plus particulièrement à décrire l’arrachement des gouttelettes dans les
écoulements stratifiés avec atomisation.
III.3 Atomisation de gouttelettes
III.3.1 Visualisation des mécanismes de rupture
L’utilisation de techniques photographiques et/ou d’imagerie à haute-cadence
pour l’observation des mécanismes de production de gouttes dans les écoulements gaz-
liquide s’est véritablement développée au cours des années 1960 (e.g. Hewitt et Hall-Taylor
1970 ). Elle a notamment permis à Woodmansee et Hanratty (1969 ), lors de l’étude des
conditions critiques de début de l’atomisation dans un écoulement eau-air dans un ca-
nal horizontal de section rectangulaire, de déterminer que l’arrachement des gouttelettes
a principalement lieu du sommet des vagues à rouleaux se déplaçant à l’interface. Plus
précisément, ils notent que l’atomisation semble se produire lorsque des rides capillaires
présentes dans la structure des vagues sont brusquement accélérées et déstabilisées par
l’écoulement de gaz plus rapide (instabilité de type Kelvin-Helmholtz ). Ces auteurs notent
également que des gouttelettes peuvent être arrachées lors de l’explosion de bulles de gaz
emprisonnées dans la couche liquide ainsi que lorsque l’impact de gouttes précédemment
i . Ajoutons que le diamètre du tube utilisé est vraisemblablement susceptible de modifier l’équi-
libre entre ces différents mécanismes (Baik et Hanratty 2003 ) : l’importance du phénomène de pom-
page/étalement des vagues est par exemple probablement relativement faible pour les conduites de grand
diamètre alors qu’il pourrait devenir majeur lorsque celui-ci est faible.
63
III. Configurations d’écoulements et modes d’atomisation observés
atomisées est suffisamment énergétique pour provoquer la génération de nouvelles gout-
telettes. Ils jugent cependant ces deux derniers phénomènes largement minoritaires en
comparaison du premier.
Figure III.12
Schématisation des différents mécanismes de rupture proposés par Ishii et Grolmes
1975 : (a) cisaillement du sommet de la vague, (b) coupure de la vague par sa
base, (c) explosion de bulle et (d) ré-entraînement par impact d’une vague ou
d’une goutte sur la couche liquide.
Poursuivant dans la même voie, Ishii et Grolmes (1975 ) recensent quatre principaux mé-
canismes d’atomisation pour les écoulements gaz-liquide horizontaux co-courants. Ceux-ci
sont résumés sur la figure III.12. Outre le cisaillement du sommet d’une vague (figure
III.12(a)), l’explosion de bulles (figure III.12(c)) et le ré-entraînement par déposition de
gouttes (figure III.12(d)) déjà observés par Woodmansee et Hanratty (1969 ), ils proposent
un autre mécanisme basé sur une coupure des vagues par leur base (figure III.12(b)) qui
serait selon eux prépondérant lorsque les vitesses superficielles du gaz et du liquide sont
relativement faibles. Ils notent également que le phénomène de ré-entrainement peut se
produire à cause du déferlement du front des vagues sur la surface de la couche liquide
(figure III.12(d)).
Depuis ces premières études, le domaine de l’imagerie à haute-cadence a connu de
nombreuses avancées technologiques et celle-ci est désormais largement utilisée en méca-
nique des fluides pour l’observation détaillée de phénomènes se produisant sur des échelles
de temps très courtes (Thoroddsen et al. 2008 ). Elle a par exemple permis à Marmottant
et Villermaux (2004 ) et à Bremond et Villermaux (2006 ) de mettre en évidence la pré-
dominance de structures ligamentaires dans le processus d’atomisation de gouttes pour
les cas respectifs d’un jet liquide cisaillé par un écoulement d’air coaxial et de la nappe
liquide résultant de la collision de deux jets. C’est pourquoi, dans notre étude, l’imagerie
à haute-cadence a également été choisie afin d’identifier les principaux mécanismes parti-
cipant à la génération des gouttelettes dans la conduite. Les moyens mis en oeuvre pour la
visualisation sont décrits dans la section II.3. Soulignons ici qu’à notre connaissance, peu
d’études récentes ont utilisé ce type de techniques pour l’étude des modes d’atomisation
dans les écoulements gaz-liquide en conduite. Dans celles-ci, on constate que l’observation
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a lieu de manière axiale, de manière à obtenir des vues dans des nappes perpendiculaires à
l’axe de la conduite (e.g. Azzopardi 1997, Badie et al. 2001 ). La raison de ce choix provient
probablement de la géométrie cylindrique de la conduite qui rend difficile la visualisation
de côté, surtout dans la configuration d’écoulement annulaire traitée dans ces travaux où
la présence du film liquide à la paroi peut s’avérer particulièrement gênante pour l’acqui-
sition d’images de bonnes qualité. Le travail présenté dans ce manuscrit a cependant été
entrepris avec la conviction, renforcée par les observations qui seront présentées dans les
sections III.3.2 et III.3.3, qu’une visualisation parallèle au plan médian de la conduite offre
un meilleur potentiel que son homologue axiale. Celle-ci présente en effet de nombreux
inconvénients :
– Les événements d’atomisation semblent se produire préférentiellement dans la di-
rection de l’écoulement (cf figure III.12), ce qui rend une visualisation axiale mal
adaptée à leur observation.
– Les vitesses axiales des gouttes ne peuvent pas être mesurées.
– Les vitesses axiales étant fortement dominantes dans le type d’écoulement étudié,
il est difficile de suivre les événements de rupture dans leur intégralité à moins de
disposer d’une profondeur de champ très importante.
– Les nombreuses gouttes présentes entre le capteur de la caméra et le plan de visua-
lisation peuvent dégrader la qualité des images obtenues.
– Le grossissement apparent des gouttes étant fonction de leur éloignement au capteur
de la caméra, l’évaluation de leur taille peut s’avérer délicate i .
L’observation des mécanismes relatifs à l’atomisation des gouttelettes dans notre
dispositif expérimental a majoritairement eu lieu dans le régime stratifié avec atomisation,
et pour le reste dans le régime annulaire. La fréquence d’acquisition de la caméra est fixée
à 6000 images par seconde et la largeur des champs utilisés varie entre 15 et 30 mm. Les
plages de vitesses superficielles pour lesquelles les visualisations ont été réalisées s’étendent
d’environ 0, 05 à 0, 15 m/s pour l’eau et de 11, 5 à 22 m/s pour l’air. Lorsque celles-ci sont
trop faibles, l’atomisation est en effet trop rare pour permettre d’observer régulièrement
des phénomènes de rupture dans le champ de la caméra. Au-delà de 22 m/s pour le gaz,
les gouttes deviennent très nombreuses et il devient difficile d’isoler les phénomènes d’ato-
misation dans cet environnement très perturbé.
Les différents mécanismes ainsi identifiés sont présentés dans les sections III.3.2 et III.3.3.
Ils ont été regroupés en deux catégories, par analogie avec la classification utilisée pour
décrire la formation de sprays par atomisation d’un courant liquide (e.g. Dumouchel 2008 ).
La première, à laquelle on se référera par la suite sous la dénomination d’atomisation
primaire, regroupe les divers phénomènes par lesquels des gouttes peuvent être arrachées
du corps de la couche liquide. La seconde, appelée atomisation secondaire, regroupe les
mécanismes observés pouvant amener des gouttes déjà entraînées par la phase gazeuse à
se fragmenter en gouttes de tailles inférieures.
i . On pourrait ici penser à l’utilisation d’une optique télécentrique. L’encombrement important de
ce type de dispositifs rend cependant compliquée son utilisation dans le type de configuration étudié ici
(observer par exemple la taille de l’objectif sur la figure II.14).
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III.3.2 Atomisation primaire
Figure III.13
Schématisation des différentes étapes de la rupture en sac et de la rupture en
ligaments d’une goutte exposée à un écoulement gazeux (Azzopardi 1997).
Les deux principaux modes d’atomisation généralement reconnus dans la littéra-
ture pour l’atomisation d’un volume de liquide par un écoulement gazeux sont la rupture
en ligaments (ligament break-up) et la rupture en sac (bag break-up). Ces deux mécanismes
sont schématisés sur la figure III.13 pour le cas d’une goutte sphérique. Dans le premier,
le cisaillement exercé par le gaz a pour effet d’étirer des filaments de la surface du liquide.
Ceux-ci s’allongent rapidement sous l’action des forces aérodynamiques et finissent par se
fragmenter en gouttelettes de différentes tailles selon un processus qui n’est pas sans rap-
peler la brisure de Plateau-Rayleigh d’un filet fluide (Charru 2007 ). Dans le second cas,
le volume liquide a tendance à s’aplatir jusqu’à prendre la forme d’une "crêpe" (perpendi-
culaire à l’ecoulement gazeux). Le centre de celle-ci se met ensuite à gonfler à la manière
d’une bulle de savon jusqu’à former une fine membrane entourée d’un bourrelet liquide
plus épais. La rupture a ensuite lieu en deux étapes : l’explosion extrêmement rapide de la
membrane en une multitude de très fines gouttelettes est suivie de la brisure du bourrelet,
sous l’effet d’une instabilité capillaire, en des gouttes dont le diamètre est du même ordre
de grandeur que l’épaisseur du bourrelet.
Il est particulièrement intéressant de noter que ces deux mécanismes de rupture se re-
trouvent dans des configurations qui peuvent sembler à priori très différentes parmi les-
quelles on peut citer :
– La fragmentation d’une goutte brusquement soumise à un courant gazeux (e.g.
Krezczkowski 1980, Pilch et Erdman 1987, Hsiang et Faeth 1992, Chou et al. 1997,
Chou et Faeth 1998, Lee et Reitz 2000, Bossa 2007 ).
– L’atomisation d’un jet liquide cisaillé ou non par un écoulement de gaz coaxial (e.g.
Lasheras et Hopfinger 2000, Sallam et al. 2002, Marmottant et Villermaux 2004,
Dumouchel 2008 ).
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Figure III.14
Ruptures en sac (images du haut) et en ligaments (images du bas) observées par
Marmottant et Villermaux 2004 (a), par Boulesteix 2006 (b), et lors de nos
expériences (c).
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– L’arrachement de gouttelettes par un écoulement gazeux au-dessus d’un ressaut hy-
draulique (Boulesteix 2006 ).
Ces modes de rupture semblent donc se produire dans la majorité des applications où la
production de gouttes est due à un écoulement gazeux i . En ce qui concerne plus spécifi-
quement les écoulements gaz-liquide en conduite, ces deux mécanismes ont également été
identifiés comme prédominants pour l’atomisation de gouttelettes (Azzopardi 1997, Badie
et al. 2001 ). Cela est confirmé par les observations effectuées dans notre étude. La figure
III.14(c) montre un exemple d’événements de rupture en ligament (cf films III.13, III.14,
III.15 et III.16) et de rupture en sac (cf films III.17, III.18 et III.19) observés dans notre dis-
positif expérimental. A titre de comparaison, les images de ces deux phénomènes obtenues
par Marmottant et Villermaux (2004 ) ainsi que par Boulesteix (2006 ) sont respective-
ment présentées sur la figure III.14(a) et III.14(b). Compte-tenu des différences entre les
configurations d’écoulements visualisées dans ces trois études, la similitude entre les modes
d’atomisation observés est frappante. Notons tout de même que dans le cas d’une goutte
ou d’un jet liquide, c’est la structure dans son ensemble qui est sujette à la rupture en sac,
alors que dans le second mécanisme la fragmentation intervient par l’intermédiaire de plu-
sieurs ligaments se développant sur la périphérie du volume de liquide, là où le cisaillement
exercé par l’écoulement gazeux est le plus important (cf figures III.14(a) et III.13). Les
sacs semblent donc se former dans ces configurations à une échelle de longueur supérieure
à celle des ligaments. Ce n’est pas le cas dans les visualisations effectuées dans notre dispo-
sitif expérimental et par Boulesteix (2006 ) où sacs et ligaments observés sont sensiblement
de la même taille (cf figure III.14(b) et III.14(c)). Les dimensions de ces deux types de
structures peuvent parfois être importantes, certaines dépassant la taille de l’ouverture
pratiquée dans la conduite pour la visualisation (30 mm par 10).
Les gouttes issues de la fragmentation d’un même ligament présentent des vitesses qui
sont toutes du même ordre de grandeur, et semblent fixées par celle du ligament lors de
sa brisure. Bien que des ligaments s’allongeant dans la direction de l’écoulement gazeux
sous l’action des forces aérodynamiques puissent être observés, la plupart paraissent plutôt
être dirigés orthogonalement à celui-ci (ils sont appelés ligaments inversés par Ben Rayana
2007 ). Ils ont généralement tendance à devenir très corrugués avant leur rupture, ce qui
semble indiquer que celle-ci est essentiellement due à des effets capillaires. Comme noté
par Marmottant et Villermaux (2004 ), la taille des gouttes issues d’un ligament semblent
supérieures à la largeur moyenne de celui-ci au moment de sa brisure. En particulier, leur
extrémité est quasi systématiquement constituée par une boule de liquide qui devient géné-
ralement le plus gros fragment une fois la rupture terminée. Notons qu’il est rare dans nos
images de pouvoir observer la formation d’un ligament et sa brisure dans son intégralité.
Il est notamment difficile d’avoir accès à tous les fragments issus d’un même ligament, ce
qui ne nous a pas permis de vérifier que les tailles de ceux-ci étaient distribuées selon une
loi Gamma (Marmottant et Villermaux 2004, Villermaux 2007 ). Concernant la rupture en
sac, il faut différencier le comportement des gouttes qui proviennent de la désintégration
de la membrane et celles de la brisure du bourrelet liquide. Les premières, très petites, sont
la plupart du temps expulsées très violemment avec des angles d’éjection très disparates.
i . La formation de ligaments pourrait même être une étape cruciale dans tous les processus de frag-
mentation de liquide (Villermaux 2007 ).
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Il est assez compliqué de les observer correctement car la résolution spatiale des images
s’avère généralement insuffisante pour les distinguer clairement, même pour les tailles de
champ les plus faibles utilisées. En outre, les sacs étant très étendus suivant la profondeur
de l’image, seule une partie de ces gouttes est située à l’intérieur de la profondeur de champ
de la caméra. On peut de toute façon supposer que leur contribution à la masse de liquide
atomisée est négligeable, la majeure partie du volume de liquide d’un sac étant en fait
contenue dans le bourrelet (Bossa 2007 ). La rupture de ce dernier semble quant à elle
extrêmement similaire à celle d’un ligament.
Il est généralement reconnu dans la littérature que l’occurrence d’une rupture en sac ou
d’une rupture en ligaments est déterminée par la valeur du nombre de Weber basé sur la vi-
tesse relative du gaz par rapport au liquide et sur une longueur caractéristique. Ce nombre
exprime le rapport entre les forces aérodynamiques qui tendent à favoriser la rupture et
la tension de surface qui a dans ce cas un effet stabilisant pour le liquide. Il sert donc à
identifier si la rupture va se produire ou non, mais également à caractériser la topologie
de celle-ci. Dans le cas d’une goutte de diamètre 푑, la rupture en sac se produit au-dessus
d’un Weber critique 푊푒 푠푎푐 =
휌푔(푈푔−푈푑)2푑
훾 ≈ 10 (Krzeczkowski 1980 ), où 휌푔 et 푈푔 sont
respectivement la masse volumique et la vitesse du gaz, 푈푑 la vitesse de la goutte, et 훾 la
tension superficielle. La rupture en ligaments a quant à elle lieu au-delà d’unWeber critique
푊푒 푙푖푔푎푚푒푛푡푠 d’environ 65 (Krzeczkowski 1980 ). Azzopardi (1997 ) observe une tendance si-
milaire dans les écoulements gaz-liquide en conduite verticale, la génération de gouttelettes
semblant préférentiellement se produire par rupture en sac lorsque les débits de gaz et de
liquide sont relativement faibles et par rupture en ligaments quand ils sont plus élevés. Par
analogie au cas de la goutte, il définit donc comme critère de transition un Weber critique
construit avec la hauteur des vagues comme longueur caractéristique, dont il propose une
valeur de 25. Cette analyse n’est pas du tout corroborée par nos observations. En effet,
dans la plage de vitesses superficielles d’eau et d’air pour laquelle nos visualisations ont été
réalisées, ces deux modes d’atomisation coexistent sans qu’il soit possible de déterminer
une quelconque prédominance de l’un ou de l’autre en fonction des conditions d’injection.
Notons cependant que dans nos observations les ligaments sont souvent déjà formés lors-
qu’ils entrent dans la fenêtre de visualisation. On peut donc se demander si ceux-ci ont
directement été allongés de la surface du liquide par le gaz ou s’il s’agit de résidus issus
du bourrelet de sacs dont la membrane aurait explosée antérieurement. Les visualisations
axiales de Badie et al. (2001 ) ont en effet montré que la rupture des sacs résultait souvent
en la formation d’un filament liquide. Nous avons néanmoins observé la formation de liga-
ments sans ambiguïté possible à de nombreuses reprises.
Soulignons également que si les événements de rupture en sac et en ligaments ont clairement
pu être identifiés dans nos visualisations, il est assez fréquent que le mode d’atomisation ne
soit pas franchement marqué et/ou qu’ils puissent se produire simultanément (film III.20).
Pour rester dans l’analogie avec la rupture de gouttes isolées, on peut ainsi penser aux
régimes de rupture multimodaux existants pour les nombres de Weber intermédiaires (e.g.
Dai et Faeth 2001 ). On peut également observer sporadiquement l’occurence de larges
gerbes de liquide (cf figure III.15(b)) à l’intérieur desquelles une multitude de petits liga-
ments sont visibles et la formation de sacs peut éventuellement se produire. Il est probable
que ces événements, qui avaient déjà été observées par Boulesteix (2006, cf figure III.15(a))
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Figure III.15
Gerbes de liquide observées (a) par Boulesteix 2006 et (b) lors de nos expériences.
correspondent au mécanisme de cisaillement du sommet des vagues proposé par Ishii et
Grolmes (1975 ). Ces structures sont généralement de grandes dimensions et très com-
plexes. Elles résultent en la formation d’une multitude de gouttes de tailles et de vitesses
largement distribuées.
T rois autres mécanismes d’atomisation primaire ont également pu être obser-
vés. Le premier, qui n’est pas sans rappeler le mécanisme de coupure de vague par leur
base (Ishii et Grolmes 1975 ), correspond au détachement, lors du passage de vagues de
grande amplitude, de larges paquets de liquide dont la taille peut parfois être de plusieurs
millimètres. Cela semble se produire lorsqu’un grand volume de liquide est amené à se dé-
solidariser du corps de la vague par l’action combinée de la capillarité (déstabilisante dans
ce cas) et du cisaillement gazeux puis à se désagréger dans l’écoulement à cause de ces
mêmes effets. Ces paquets présentent des formes très irrégulières et semblent très instables
(i.e. leur durée de vie est très courte). C’est pourquoi nous ne les avons pas ici considérés
comme de simples gouttes. Notons que ce phénonème n’a été que rarement observé et il
n’est pas certain qu’il s’agisse d’un mode de rupture à part entière. Il semble, quoiqu’il en
soit, très minoritaire comparé aux autres mécanismes décrits plus haut.
Nous avons aussi pu remarquer quelques événements de ré-entraînement par redéposition
de gouttes (Woodmansee et Hanratty 1969, Ishii et Grolmes 1975 ) lorsque l’interface était
visible sur les images. Ce phénomène nécessite que la goutte incidente dispose d’une grande
quantité de mouvement (grande taille et vitesse élevée) auquel cas on observe, consécuti-
vement à son impact, la formation d’un ligament. Celui-ci peut alors, selon les conditions,
soit se rétracter à cause de la tension superficielle, soit se fragmenter en une ou plusieurs
gouttes sous l’effet de l’écoulement gazeux. Il est probable que ces événements se produisent
sur toute la surface de la couche liquide. L’interface étant cependant dans une très large
majorité de nos visualisations située en dessous du champ de la caméra, il est cependant
difficile de conclure quant à l’importance de sa contribution dans la génération des gouttes.
70
III.3 Atomisation de gouttelettes
Enfin, exceptionnellement, nous avons également pu observer des trains de fines goutte-
lettes traverser le champ de la caméra avec une trajectoire rectiligne et une vitesse verticale
ascendante élevée (jusqu’à plus de 5 m/s), alors qu’aucune vague n’est proche de la cellule
de visualisation à ce moment-là. L’arrachement semble donc dans ces cas-là se produire
directement à partir du film liquide. Malheureusement, l’interface étant située en-dessous
de la fenêtre de visualisation, il ne nous a pas été possible de visualiser directement le
mécanisme par lequel ces gouttes sont atomisées. Leur vitesse ascendante étant très im-
portante, il paraît très improbable qu’elles soient issues d’un processus de ré-entraînement,
celui-ci générant le plus souvent des gouttes voyageant préférentiellement dans la direction
de l’écoulement. On peut donc supposer que ces gouttelettes sont plutôt la conséquence du
phénomène d’explosion de bulles de gaz emprisonnées dans le liquide répertorié par Ishii et
Grolmes (1975 ). L’occurrence de ces événements reste cependant d’après nos observations
très rare, et les gouttes ainsi générées sont de faible taille. Il est donc vraisemblable que la
quantité de liquide atomisée par ce mécanisme soit négligeable comparée à celle provenant
des ruptures se déroulant au sein de la structure des vagues.
III.3.3 Atomisation secondaire
Outre les mécanismes d’atomisation primaire par lesquelles les gouttes sont arra-
chées de la couche liquide, les films réalisés à l’aide de notre dispositif expérimental nous
ont également permis de mettre en évidence différents modes par lesquels des gouttes déjà
entraînées par l’écoulement gazeux peuvent être amenées à se fragmenter en gouttelettes
de plus petites tailles. Notons que si ces événements d’atomisation secondaire n’ont pas
d’influence sur la quantité de liquide qui est transportée dans l’écoulement sous forme de
gouttes, ils pourraient en revanche jouer un rôle très important dans la réduction des tailles
de celles-ci dans le spray, et ainsi être un facteur à prendre en compte à la fois pour la
détermination du diamètre moyen des gouttes entraînées et pour la forme des distributions
de tailles observées.
Le premier processus d’atomisation secondaire observé dans notre conduite correspond au
mécanisme de rupture en sac d’une goutte brusquement exposée à un courant gazeux pré-
senté dans la section précédente (cf figure III.16 et film III.21). Des événements similaires
ont également été rapportés par Badie et al. (2001 ). Dans nos visualisations où les débits
d’air injectés restent relativement modérés, seules les gouttes de grandes tailles (supérieures
à 2 mm environ) semblent pouvoir être sujettes à ce type de rupture. Notons que ce phé-
nomène est vraisemblablement celui qui fixe la limite supérieure des tailles des gouttes qui
peuvent être présentes dans la conduite. D’après nos observations, le diamètre maximal des
gouttes pouvant être considérées comme stables i est en effet d’environ 3 mm. En repre-
nant 10 comme valeur approximative du nombre de Weber critique 푊푒 푠푎푐 (Krzeczkowski
1980 ), en estimant la vitesse réelle du gaz à 13, 5 m/s (correspondant aux conditions d’in-
jections les plus basses utilisées pour la visualisation : 푈푙푠 ≈ 0, 05 푚/푠, 푈푔푠 ≈ 11, 5 푚/푠 et
une épaisseur de couche liquide évaluée à ≈ 1 cm), et en négligeant la vitesse initiale des
gouttes, on obtient comme valeur du diamètre maximal possible pour celles-ci la valeur de
3, 3 mm environ. Dans nos visualisations, aucun exemple de fragmentation de gouttes par
i . Des structures de plus grande taille ont parfois pu être observées mais elles sont de formes très
irrégulières et paraissent être en cours de désintégration.
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Figure III.16
Exemple de rupture en sac observée au cours de nos expériences (écoulement de
droite à gauche, séquence de gauche à droite). Le sac mesure approximativement
6 mm lors de la rupture de la membrane.
l’intermédiaire de structures ligamentaires n’a en revanche pu être observé. Ceci s’explique
par le fait que le nombre de Weber critique 푊푒 푙푖푔푎푚푒푛푡푠 au-dessus duquel ce mode de
rupture se produit est de l’ordre de 65 (Krzeczkowski 1980 ). Pour une taille de goutte de
3 mm, la vitesse de gaz nécessaire pour observer ce type de rupture est donc de l’ordre 36
m/s, en supposant une vitesse initiale nulle pour la goutte. De telles vitesses ne sont ja-
mais atteintes pour nos conditions d’écoulement. Il est néanmoins possible que ce type de
rupture puisse avoir lieu dans des régimes où le gaz s’écoule beaucoup plus rapidement
(i.e. régime annulaire).
Un autre phénomène contribuant de manière significative à l’atomisation secon-
daire dans la conduite a également pu être visualisé : il s’agit des collisions entre gouttes.
En effet, il est fréquent d’observer deux gouttes s’impacter, ce qui résulte dans la plupart
des cas en un fractionnement des gouttes mères en un certain nombre de gouttelettes de
plus petites tailles. Différents travaux ont été publiés dans la littérature afin d’étudier la
dynamique des collisions binaires entre des gouttes de liquide (e.g. Ashgriz et Poo 1990,
Jiang et al. 1992, Estrade et al. 1999, Brenn et al. 2001, Tanguy et Berlemont 2005, Brenn
et Kolobaric 2006 ). Ceux-ci révèlent une grande diversité de comportements possibles, que
nous allons très brièvement rappeler avant de décrire plus en détail les événements de col-
lisions observés dans notre dispositif expérimental. Le problème est généralement modélisé
comme schématisé à la figure III.17. Deux gouttes de diamètres respectifs 푑1 et 푑2 se per-






2 − 2푢1푢2 cos 휃 (III.5)
Un paramètre additionnel permettant de prendre en compte l’excentricité de la collision
est le facteur d’impact 휒 défini par la distance séparant le centre des deux gouttes dans
la direction perpendiculaire à la vitesse relative 푢 (cf figure III.17). La physionomie prise
lors de la collision est alors principalement caractérisée par trois nombres adimensionnels
principaux : un nombre de Weber 푊푒 = 휌푙푑2푢
2




paramètre d’impact adimensionnel 푥 = 2휒푑1+푑2 , auxquels on peut éventuellement rajouter
un nombre d’Ohnesorge 푂ℎ = 휇푙
(훾휌푙푑2)1/2
pour prendre en compte la viscosité du liquide
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Figure III.17
Schématisation de Ashgriz et Poo (1990) pour la collision de deux gouttes de
diamètres et vitesses respectifs 푑1, 푑2, 푢1 et 푢2 s’impactant avec un angle 휃.
utilisé. Selon la valeur de ces différents paramètres, quatre principaux comportements sont
répertoriés dans la littérature : le rebond, la coalescence, la séparation et l’éclatement. Dans
la collision avec rebond, le contact entre les gouttes est empêché par la présence d’un film
gazeux. Si le temps de drainage de celui-ci est inférieur au temps d’interaction, les gouttes
rebondissent alors l’une sur l’autre. La coalescence se produit lorsque les gouttes fusionnent
de manière permanente pour n’en former qu’une seule. Dans la séparation, on observe une
coalescence partielle mais sous l’effet de leur inertie, les gouttes se reséparent aussitôt,
en produisant éventuellement une ou plusieurs gouttes satellites. Enfin, l’éclatement est
caractéristique des collisions à vitesse relative très élevée, pour lesquelles les gouttes se
désintègrent littéralement en d’innombrables petites gouttelettes. Notons que toutes ces
études ont été réalisées dans des gaz au repos. Les comportements que nous venons de
décrire sont donc susceptibles d’être modifiés par la présence d’un écoulement gazeux.
Aucun événement de rebond ou d’éclatement n’a pu être visualisé au cours de nos expé-
riences. Quelques coalescences ont exceptionnellement été observées, mais ce phénomène
reste extrèmement rare pour nos conditions d’injection. Notons que lorsque qu’une colli-
sion a lieu dans la fenêtre de visualisation, les gouttes sont rapidement advectées vers l’aval
par l’écoulement gazeux et il est donc généralement difficile de savoir si une coalescence
observée est définitive ou si les gouttes vont se séparer à nouveau une fois sorties du champ
de la caméra. En revanche, nous avons à de très nombreuses reprises pu mettre en évi-
dence des événements de collisions avec séparation, résultant dans la majorité des cas en
de nombreux fragments de tailles inférieures aux gouttes initiales. Suivant la physionomie
du comportement observé consécutivement à l’impact, nous avons pu classer ces collisions
en trois sous-catégories types :
– Lorsque les gouttes initiales présentent des tailles et des vitesses relativement proches,
et qu’elles s’impactent avec une grande surface frontale commune (i.e. lorsque leurs
centres ne sont pas trop décalés), la structure résultante de la collision prend la forme
d’un disque (cf figure III.18 et film III.22), comme dans le cas d’une collision frontale
(Ashgriz et Poo 1990 ). Sous l’action de l’écoulement gazeux, on observe alors de
nombreux ligaments être étirés de la périphérie du disque, desquels de nombreuses
gouttelettes sont arrachées. Ce phénomène est le moins fréquemment observé.
– Le deuxième cas ressemble beaucoup aux collisions avec séparation et formation de
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Figure III.18
Collision de deux gouttes prenant la forme d’un disque (écoulement de droite à
gauche, séquence de gauche à droite). Les gouttes ont toutes deux des diamètres
approximatifs de 0,8 mm. Les vitesses horizontales des gouttes de gauche et de
droite sont respectivement d’approximativement 4,4 et 13 m/s, et les vitesses
verticales de 0,6 et -0,4 m/s. Le diamètre maximal du disque avant que celui-ci ne
sorte du champ de la caméra est d’environ 4,5 mm.
Figure III.19
Collision de deux gouttes formant un ligament (écoulement de droite à gauche,
séquence de gauche à droite et de haut en bas). Les diamètres respectifs des gouttes
de gauche et de droite sont d’environ 0,5 et 0,35 mm, leurs vitesses horizontales
d’approximativement 5 et 15,5 m/s, et leurs vitesses verticales de -0,6 et -0,4 m/s.
Figure III.20
Petite goutte qui transperse une plus grosse comme une flèche (écoulement de
droite à gauche, séquence de gauche à droite et de haut en bas). Les diamètres
respectifs des gouttes de gauche et de droite sont d’environ 0,7 et 0,2 mm, leurs




gouttes satellites décrites dans la littérature. Il se produit notamment lorsque les
gouttes sont légèrement excentrées lors de l’impact. On observe alors une coales-
cence partielle, mais l’inertie est telle que les gouttes continuent leurs trajectoires
respectives. On voit alors se former un ligament les reliant (figure III.19, films III.23
et III.24) qui va finir par se briser en plusieurs gouttelettes satellites d’un diamètre
de l’ordre de celui du ligament au moment de la rupture. Généralement, deux gouttes
de dimension plus importante correspondant aux gouttes initiales, d’un diamètre du
même ordre de grandeur mais néanmoins inférieur sont formées aux extrémités de ce
ligament. Dans quelques cas cependant, les gouttelettes résultant de la collision ont
toutes des tailles approximativement équivalentes. Dans l’exemple de la figure III.19,
le ligament mesure à peu près 7 mm au moment de sa brisure. Il se brise en une
douzaine de fragments dont les plus gros sont ceux des extrémités (correspondant
aux gouttes initiales) dont les tailles sont de 0,4 et 0,3 mm environ.
– Enfin, il arrive fréquemment qu’une gouttelette de faible dimension mais de vitesse
très élevée rentre en contact avec une goutte de plus grande taille mais de vitesse
bien moins importante. Cette dernière se fait alors littéralement transperser par la
première comme elle l’aurait été par une flèche (figure III.20, films III.25 et III.26).
Au moment de ressortir de la goutte la plus grosse, la gouttelette "flèche" entraîne
la plupart du temps avec elle un ligament liquide à partir duquel une ou plusieurs
gouttes satellites de très petites tailles vont se former.
Il est important de noter que ces événements de collisions entre gouttes se produisent très
souvent, même dans des régimes où la concentration des gouttelettes contenues dans la
phase gazeuse est relativement faible. Il paraît donc probable que ce phénomène puisse
jouer un rôle non négligeable dans la réduction des tailles de gouttes observées par rapport
à des situations où seule l’atomisation primaire a lieu. A notre connaissance, peu d’études
sur les caractéristiques des gouttes présentes dans les écoulements gaz-liquide en conduite
ont cependant tenu compte de ce phénomène. Lorsque les collisions sont considérées, elles
servent au contraire à expliquer une augmentation de la taille moyenne des gouttes due
à des phénomènes de coalescence (Ambrosini et al. 1991, Hay et al. 1996, Soldati et An-
dreussi 1996, Azzopardi 1997 ). Notons cependant que ces études sont réalisées pour des
concentrations en gouttelettes bien supérieures aux nôtres, ce qui peut expliquer pourquoi
la coalescence semble y jouer un rôle important alors qu’elle apparaît négligeable dans nos
expériences.
III.4 Conclusion
Nous avons ici décrit les différents régimes d’écoulement observés sur le dispositif
expérimental présenté dans le chapitre II. Leurs caractéristiques ainsi que les frontières les
séparant correspondent très bien aux différentes descriptions disponibles dans la littéra-
ture. Nous nous sommes ensuite plus particulièrement intéressés aux explications possibles
pour le début de l’entraînement des gouttelettes et pour la transition entre régimes stratifié
et annulaire, et avons conclu que l’étude des différents modes d’arrachement ainsi que des
caractéristiques (tailles et vitesses notamment) des gouttes transportées par l’écoulement
gazeux dans les configurations stratifiées avec atomisation constituait une étape nécessaire
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pour répondre à ces deux questions.
Nous avons également présenté les visualisations réalisées par imagerie à haute-cadence,
qui nous ont permis de révéler une grande diversité dans les mécanismes participant à la
génération des gouttelettes qui sont arrachées de la couche liquide par l’écoulement de gaz
plus rapide. Ceux-ci sont résumés dans le tableau III.3.
Atomisation primaire Atomisation secondaire
∙ rupture en sac ∙ rupture en sac
∙ rupture en ligaments ∙ collision "disque"
∙ arrachement de "gerbes" de liquide ∙ collision "ligament"
∙ détachement de "paquets" de liquide ∙ collision "flèche"
∙ ré-entraînement par déposition de gouttes
∙ explosion de bulles ?
Tableau III.3
Récapitulatif des divers modes d’atomisation primaire et secondaire observés
Nos observations confirment, comme noté par de nombreux auteurs (e.g. Woodmansee et
Hanratty 1969, Tatterson et al. 1977, Azzopardi 1997 ), que l’entraînement des gouttes est
fortement lié aux vagues présentes à l’interface gaz-liquide. La plupart des mécanismes
d’atomisation primaire identifiés dans notre étude avaient déjà été décrits dans la littéra-
ture concernant les écoulements gaz-liquide en conduite, bien que rarement tous ensemble
et aussi précisément. En revanche, la fragmentation des gouttes déjà entraînées sous l’ac-
tion des forces aérodynamiques éxercées par la phase gazeuse et/ou des collisions entre
gouttes (atomisation secondaire) ne semble pas avoir fait l’objet d’une attention particu-
lière. D’après nos observations, celle-ci pourrait pourtant jouer un rôle important dans la
réduction des diamètres des gouttes présentes dans le spray.
La multitude et la diversité des différents mécanismes d’atomisation à l’œuvre dans la
conduite conduit à une grande dispersion des tailles des gouttes observées. Afin de relier
ces phénomènes (locaux) d’arrachement avec les caractéristiques globales du spray, il est
donc nécessaire d’étudier en détail chacun d’entre eux. Certaines études récentes (Mar-
mottant et Villermaux 2004, Villermaux 2007, pour les ligaments, Bossa 2007 pour les
sacs) s’inscrivent dans cette démarche. Cependant, la superposition de ces différents mé-
canismes dans notre configuration, et le manque de données sur les fréquences d’occurence
de chacun, font que la production des gouttelettes peut de prime abord paraître le fruit de
l’interaction de nombreux phénomènes aléatoires. A ce titre, une approche statistique du
problème pourrait s’avérer particulièrement utile pour une meilleure compréhension de ces
interactions, et essayer d’établir un lien entre les mécanismes physiques d’arrachement et
les caractéristiques des gouttelettes du spray. C’est donc dans cet esprit que les distribu-
tions de tailles et de vitesses des gouttes seront étudiées au chapitre V. Auparavant, nous
allons cependant présenter dans le prochain chapitre les procédures de traitement d’images
numériques qui ont été mises en place pour mesurer ces caractéristiques.
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Dans ce chapitre, nous allons présenter les procédures de traitement d’images
numériques mises au point pour la mesure des tailles et des vitesses des gouttelettes.
Celles-ci comprennent deux phases distinctes. La première est dédiée à la détection des
gouttes et de leurs contours, et la seconde au suivi de celles-ci entre les images. Après
avoir décrit les algorithmes correspondants, nous montrerons également comment ils ont
été validés à l’aide d’une méthode de calibration expérimentale.
IV.1 Introduction
Outre l’observation des différents mécanismes participant à la génération des gout-
telettes, l’utilisation de techniques d’imagerie à haute cadence dans cette étude a été mo-
tivée par la possibilité d’utiliser les séquences d’images ainsi enregistrées pour la mesure
des caractéristiques des gouttes entraînées par la phase gazeuse (tailles et vitesses notam-
ment). Cependant, le très grand nombre d’images nécessaires à l’obtention de statistiques
fiables nécessite l’emploi d’un outil de traitement informatisé qu’il a fallu développer au
cours de ce travail. A cette fin, nous avons utilisé le logiciel MATLAB qui dispose d’une
boîte à outils dédiée au traitement d’images numériques (ou Digital Image Processing, e.g.
Gonzales et al. 2003 ).
La mise en place d’un programme performant est, dans cette application, rendue délicate
par le contexte particulier dans lequel les images sont obtenues. Ainsi, l’environnement
très perturbé de l’arrière-plan de l’image i , les fluctuations d’éclairage évoquées dans la
section II.3.2, ou plus simplement les caractéristiques des gouttelettes observées(vitesses
très élevées et tailles souvent très faibles) sont autant de facteurs qui pouvent nuire à l’ob-
tention des caractéristiques souhaitées. Avant de rentrer plus en détail dans la présentation
de l’algorithme utilisé pour la reconnaissance des gouttes, il semble donc utile de rappeler
ici les objectifs qui ont guidé son développement. On peut en effet dégager trois principales
conditions à remplir pour obtenir des mesures satisfaisantes :
– Tout d’abord, il est évidemment nécessaire de détecter les gouttes présentes sur
chaque image avec la meilleure exactitude possible. En effet, ne pas prendre en
compte certaines d’entre elles ou détecter des gouttes "factices" (objet détecté par
le programme mais n’ayant aucune réalité physique) peut entrainer un biais impor-
i . Film ruisselant le long des parois, gouttes présentes dans le champ de la caméra mais situées en
dehors de la zone de focalisation, vagues obstruant partiellement ou complètement le champ de vision,
etc...
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tant dans les statistiques et les quantités globales mesurées. De même, il est très
important de déterminer suffisamment précisément le contour des gouttes pour mi-
nimiser les erreurs sur la mesure de leur taille (i.e. le contour détecté d’un objet doit
correspondre au mieux au bord "réel").
– Afin d’avoir des mesures suffisamment précises, il faut également être en mesure
d’éliminer toutes les gouttes visibles sur les images mais trop éloignées du plan focal
de l’objectif de la caméra (i.e. le plan de mise au point). En effet, pour des raisons
géométriques, la taille apparente d’un objet est fonction de la distance à l’objectif de
la caméra. Ainsi, un objet plus proche que le plan focal semblera plus gros qu’il ne
l’est en réalité alors qu’un objet éloigné semblera plus petit. Il est donc important
de se placer dans une zone où les variations de taille apparente dues à cet effet ne
sont pas trop importantes afin que l’on puisse considérer le grandissement comme
constant. En outre, un objet apparaît d’autant plus flou sur l’image qu’il est éloigné
du plan focal, rendant plus difficile la détection précise de ses contours et augmentant
donc les incertitudes sur les mesures de taille.
– Enfin, il est également important d’avoir un bon suivi des gouttes, c’est-à-dire d’être
capable de savoir pour une goutte détectée sur une image donnée à quelle goutte
celle-ci correspond sur la (les) image(s) précédente(s) et/ou suivante(s). En effet, la
détermination de la vitesse d’une goutte nécessite la connaissance de la position de
celle-ci sur au moins deux images. En outre, en l’absence de ce suivi, les gouttes se
déplaçant plus lentement risquent d’être prises en compte plus de fois que des gouttes
plus rapides (elles restent dans le champ de la caméra plus longtemps et apparaissent
donc sur plus d’images) ce qui pourrait biaiser les statistiques de tailles des gouttes.
IV.2 Détection des gouttes et de leurs contours
IV.2.1 Principe de l’algorithme
Dans le domaine du traitement d’images numériques, de nombreuses méthodes
ont été proposées pour la détection des contours. Parmi celles-ci, il nous est apparu que
l’utilisation du gradient des niveaux de gris de l’image était une technique bien adaptée à
nos besoins. En effet, ce procédé est basé sur le principe que plus les variations d’inten-
sité lumineuse sur l’image sont brutales, plus le gradient est élevé, comme illustré sur la
figure IV.1. Si on considère que le bord réel de la goutte correspond sur l’image numérisée
à la variation la plus rapide des niveaux de gris, sa présence va donc se traduire par un
maximum local dans la valeur du gradient. En outre, un contour flou va être caractérisé
par une intensité du gradient moins élevée que pour un contour net. L’utilisation d’un seuil
sur la valeur du gradient offre donc un moyen simple de différencier les gouttes qui sont
situées dans une zone proche du plan focal de la caméra et celles qui en sont plus éloignées.
Une image numérique se présente sous la forme d’une matrice 퐼푖푗 dont la valeur de chaque
élément correspond à l’intensité du niveau de gris du pixel de coordonnées (푖, 푗), com-
prise entre 0 (blanc) et 1 (noir). La norme du gradient des niveaux de gris de l’image∥∥∇퐼∥∥ = √∣∣ ∂퐼∂푥 ∣∣2 + ∣∣∂퐼∂푦 ∣∣2 peut donc être évaluée à l’aide d’un filtre de type dérivateur. Les
plus communément utilisés de ces filtres (Roberts, Prewitt, Sobel,...) sont prédéfinis dans
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Figure IV.1
(a) Images de référence, (b) Variations, suivant l’horizontale, des niveaux de gris
associés à l’image (0=blanc, 1=noir) et (c) Gradient correspondant.
la boite à outils de traitement d’images de MATLAB et sont donc très faciles à utiliser.
Cependant, ils ont en commun le défaut d’être anisotropes. En effet, les valeurs du gradient
calculées par ceux-ci pour une variation identique des niveaux de gris ne sont pas les mêmes
dans toutes les directions i . Cette observation a conduit Marmottant (2001 ) à utiliser un
filtre appelé gradient Sigma plus respectueux de l’isotropie. Pour chaque pixel, le gradient
est défini dans cette méthode comme étant l’écart-type entre la valeur des niveaux de gris




. La détection du contour
des gouttelettes ne devant privilégier aucune direction, c’est donc cette dernière méthode
qui a été retenue dans notre étude.
IV.2.2 Division de l’image originale
Avant de calculer le gradient des niveaux de gris d’une image, il est d’usage de di-
viser ou de soustraire celle-ci par une image de référence afin d’améliorer le contraste et de
corriger les non-uniformités pouvant être présentes sur l’arrière-plan de l’image considérée.
Celles-ci, résultant d’un éclairage inhomogène ou d’un fond variable (causé par exemple
par des objets défocalisés passant dans le champ de la caméra), peuvent en effet entraî-
ner des différences locales dans la valeur du gradient. Pour cette étude, l’utilisation d’une
image de "fond" prise sans écoulement s’est avérée insuffisante. En effet, dans notre appli-
cation, de nombreux objets sont situés en dehors de la zone de focalisation (notamment les
gouttes ruisselant le long des parois de la conduite), et ils ont tendance à polluer l’image
en assombrissant certaines zones. De plus, aussi bien en éclairage continu (spot halogène)
i . Cela peut, par exemple, se traduire par l’obtention de valeurs non uniformes du gradient sur la
périphérie d’un objet circulaire.
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Figure IV.2
Exemple de reconstruction d’une image de fond et du résultat de la division de
l’image originale par celle-ci.
qu’en stroboscopie, la luminosité reçue par le capteur de la caméra n’est pas constante
(cf section II.3.2) et peut fluctuer d’une image à l’autre. Afin de remédier à ces problèmes,
il est donc nécessaire de reconstruire une image de fond artificielle. Pour cela, nous avons
utilisé le fait que sur une suite d’images consécutives prises à la cadence pertinente pour
nos expériences (6 ou 7 kHz), les gouttes se déplacent beaucoup plus rapidement que le
fond. Ainsi, si on considère que le noir possède la valeur 1 et le blanc la valeur 0, sur
une suite de quelques images la valeur du fond pour chaque pixel doit correspondre à la
valeur la moins élevée des niveaux de gris pour ce pixel (nos images étant obtenues par
ombroscopie, plus un objet est proche du plan de mise au point et plus il apparaît sombre
sur l’image acquise par la caméra). Théoriquement, on peut donc reconstruire le fond en
prenant pour chaque pixel sa valeur la plus élevée sur un nombre donné d’images consé-
cutives. En pratique, nous avons observé que pour des raisons optiques ("effet loupe"), le
centre des gouttes pouvait parfois s’avérer plus lumineux que le fond. De ce fait, la prise
en compte de la valeur maximale de chaque pixel pour le fond résultait souvent en une
image comportant des "traînées" blanches correspondant à la trajectoire de ces gouttes.
Afin d’éviter ce phénomène, nous avons donc choisi de prendre la seconde valeur la plus
élevée pour chaque pixel. Cette contrainte nécessite cependant d’utiliser un nombre suffi-
sant d’images pour que le fond soit correctement reconstruit. De nombreux tests nous ont
permis de déterminer que le résultat optimal pour notre cas était obtenu en prenant sept
images consécutives (l’image à traiter ainsi que les trois précédentes et les trois suivantes).
Les valeurs de chaque pixel pour cette suite d’images sont classées par ordre croissant de
valeurs de niveau de gris et la sixième valeur est alors retenue pour l’image de fond. Un
exemple d’image reconstruite de cette façon est illustré à la figure IV.2, où sont égale-
ment présentées l’image originale et l’image obtenue après division de cette dernière par
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l’image de fond reconstruite. Selon nos tests, il s’est en effet avéré que la division donnait
de meilleurs résultats que la soustraction.
IV.2.3 Ajustement du contraste
Figure IV.3
Valeurs des niveaux de gris après application d’une loi puissance d’exposant 훾 en
fonction des niveaux de gris originaux.
Une fois l’image divisée ainsi obtenue, un ajustement de contraste est pratiqué
afin d’améliorer le gradient. Cette opération consiste à élever la valeur des pixels de l’image
(compris entre 0 et 1 ) à une puissance donnée 훾 afin de rendre les variations entre niveaux
de gris plus marquées pour les plages d’intérêt, comme illustré à la figure IV.3. Après
de nombreux tests, la valeur retenue pour l’exposant comme celle offrant la meilleure
amélioration du gradient sans dénaturer la localisation des bords a été fixée à 훾 = 1, 5.
IV.2.4 Calcul du gradient et seuillage par hystérésis
Le gradient de l’image est ensuite calculé à l’aide du filtre Sigma précédemment
décrit (cf section IV.2.1). On effectue alors un seuillage sur celui-ci afin d’obtenir une image
binarisée : tous les pixels dont la valeur est supérieure au seuil reçoivent comme nouvelle
valeur 1 alors que les autres sont remplacés par des zéros. On obtient donc une image
en noir et blanc dont les pixels sombres correspondent aux zones de brusques variations
des niveaux de gris de l’image, dans lesquelles vont se trouver les contours des gouttes.
Cependant, de la même manière qu’un fond obscurci peut diminuer localement la valeur
du gradient, il arrive fréquemment dans nos images que des gouttes non focalisées puissent
altérer des morceaux de contours de celles situées à l’intérieur de la profondeur de champ.
Pour cette raison, l’utilisation d’un seuil unique résulte en l’élimination d’un nombre trop
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Figure IV.4
Illustration du seuillage par hystérésis : (a) Intensité du gradient d’une image
unidimensionnelle et (b) image binaire obtenue après seuillage par hystérésis.
important de gouttes i . Afin d’améliorer l’efficacité de la détection, il a donc été nécessaire
de recourir à une méthode plus évoluée, appelée seuillage par hystérésis. Le principe y
demeure le même que pour un seuillage simple, mais en utilisant deux seuils, un fort 푆1
et un faible 푆2, au lieu d’un seul. L’intérêt de cette technique est qu’elle consiste à ne
donner la valeur 1 qu’aux pixels dont la valeur du gradient est supérieure au seuil 푆2 et
qui peuvent être reliés entre eux jusqu’à un pixel de gradient plus grand que 푆1 (on parle
de composantes connexes), comme illustré à la figure IV.4. Concrètement, cela revient à
ne conserver sur l’image que les objets constitués de pixels de gradient supérieur à 푆2 et
possédant au moins un pixel supérieur au seuil 푆1. Les objets dont aucun pixel n’est plus
grand que 푆1 sont éliminés, même s’ils sont composés de pixels ayant tous un gradient
de norme supérieure à 푆2. Cette technique est donc particulièrement bien adaptée à notre
application. En effet, une goutte située à l’intérieur de la profondeur de champ dont une
partie du contour est nette (donc avec théoriquement au moins un pixel supérieur à 푆1)
alors que l’autre est altérée par un objet flou pourra ainsi dans la plupart des cas être
détectée alors qu’elle ne l’aurait pas été avec un seuillage simple. La figure IV.5 présente
un exemple d’image binaire obtenue après application de cette procédure.
Figure IV.5
Image binarisée obtenue après seuillage par hystérésis du gradient de l’image.
i . Toutes celles dont une partie du contour ne présente pas un gradient suffisant pour satisfaire à la
condition imposée par le seuil.
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IV.2.5 Calcul des maximums locaux du gradient dans la direction de
celui-ci
Figure IV.6
Illustration du principe de maximum local du gradient dans la direction de
celui-ci : le point M sera considéré comme tel si la valeur du gradient y est
supérieure à celle de ses deux voisins M1 et M2 (⃗풕 est ici le vecteur tangent au
contour en M et 풖⃗ le vecteur direction du gradient).
Après cette étape, seules les gouttes situées à l’intérieur de la profondeur de champ
définie par le seuil fort sont encore présentes. Les gouttes trop éloignées de la zone de mise
au point ont donc été éliminées, comme cela était souhaité. Cependant, il subsiste encore
le problème de la localisation exacte du contour des gouttes sélectionnées. En effet, comme
illustré à la figure IV.5, lorsque les gouttes sont suffisamment nettes, leur pourtour sur
l’image binarisée peut être épais de plusieurs pixels. Il est donc nécessaire de trouver parmi
ces derniers ceux qui correspondent au mieux aux contours réels des gouttes. Pour cela,
nous avons apliqué la méthode dite des maximums locaux du gradient dans la direction du
gradient. Supposons que le bord réel de l’objet à détecter soit situé à l’intérieur d’un pixel
M donné (tel que représenté à la figure IV.6). La valeur des niveaux de gris étant censée
rester relativement constante le long du contour, on peut raisonnablement estimer que les
variations des niveaux s’effectuent dans une direction proche de la normale au contour en
M. Notons 풖⃗ le vecteur direction unitaire du gradient (i.e. la direction de variation des
niveaux de gris). Le contour passant parM, la valeur du gradient doit y être supérieure à
celle de ses deux voisins M1 et M2 dans la direction du gradient, définis respectivement
par
−−−→
푴푴1 = 풖⃗ et
−−−→
푴푴2 = −풖⃗ : le pointM est donc un maximum local du gradient dans
la direction du gradient. Par extension, rechercher les contours revient donc à rechercher
les maximums locaux du gradient dans la direction de celui-ci parmi les points obtenus
après le seuillage par hystérésis précédemment évoqué. Pour cela, il nous faut calculer la
direction du gradient. Celle-ci peut être obtenue à partir des matrices dérivées partielles de
l’image 퐼 dans les directions 푥 et 푦 (l’horizontale et la verticale), respectivement 퐼푥 et 퐼푦,
ainsi que de la matrice norme du gradient ∣∣∇퐼∣∣. Le vecteur 풖⃗ est alors défini pour chaque
pixel de coordonnées (푖, 푗) par :
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On peut donc calculer aisément, pour chacun des pixels M retenus après le seuillage par
hystérésis, la position de ses deux voisinsM1 etM2. Les coordonnées de ces derniers n’étant
en général pas entières, l’intensité du gradient en ces points, ∣∣∇퐼(M1)∣∣ et ∣∣∇퐼(M2)∣∣, est
calculée par interpolation linéaire entre les valeurs des deux pixels adjacents. On considère
alors que M est un maximum local du gradient dans la direction de celui-ci si on a :
∣∣∇퐼(M)∣∣ > ∣∣∇퐼(M1)∣∣ et ∣∣∇퐼(M)∣∣ > ∣∣∇퐼(M2)∣∣
Tous les points satisfaisant à ces conditions sont notés comme des contours probables.
Un exemple du résultat obtenu après application de cette procédure est illustré sur la fi-
gure IV.7 où l’on peut voir, par comparaison avec la figure IV.5, que l’épaisseur des bords
des gouttes détectées a effectivement été réduite à un seul pixel.
Figure IV.7
Contours obtenus après calcul des maximums locaux du gradient dans la direction
de celui-ci.
IV.2.6 Fermeture des contours manquants
C ette méthode donne généralement de très bons résultats. Il arrive cependant
parfois que tous les pixels du contour d’une goutte ne soient pas détectés. Il est alors
nécessaire de "fermer" (i.e. de reconstruire) le contour. Cette procédure consiste, au sein
de chaque objet retenu sur l’image, à reconnecter entre eux les points du contour (i.e. les
maximums locaux du gradient dans la direction de celui-ci précédemment calculés) qui sont
reconnus comme étant des extrémités (un seul pixel de contour adjacent) ou des points
isolés (aucun pixel de contour adjacent). Pour chacun de ces points, on recherche dans un
voisinage de cinq pixels les autres extrémités ou pixels isolés appartenant à la même goutte
et on les relie entre eux en suivant les pixels de plus fort gradient, afin de correspondre au
mieux au bord réel de la goutte. Un exemple de goutte présentant des pixels de contour
manquants est illustré sur la figure IV.8, ainsi que le résultat de la phase de fermeture
correspondante.
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Figure IV.8
(a) Exemple de goutte présentant un contour non fermé après le calcul des
maximums locaux du gradient dans la direction de celui-ci et (b) résultat de la
phase de reconstruction du contour.
IV.2.7 Elimination des objets non désirés
Nous avons précédemment noté (cf section IV.2.2) qu’il arrivait fréquemment
que le centre des gouttes soit plus lumineux que l’arrière-plan de l’image. De ce fait, il
n’est pas rare que des maximums locaux soient détectés à l’intérieur de la goutte (il y a
une forte variation de niveaux de gris entre le centre lumineux de la goutte et sa partie
sombre). Suite à la phase de fermeture, il peut alors arriver que l’on se retrouve avec deux
contours concentriques. Il convient donc d’éliminer ces contours intérieurs afin d’éviter
qu’ils ne soient considérés, à tort, comme une seconde goutte. Pour cela, on effectue un
remplissage des gouttes détectées, comme illustré à la figure IV.9. Dans le même temps, on
procède également à l’élimination des objets touchant un bord de l’image, afin d’éviter de
prendre en compte des gouttes incomplètes pouvant biaiser les stastistiques. Les contours
sont ensuite récupérés en ne conservant que les pixels composant le périmètre des gouttes
précédemment remplies (cf figure IV.9). Enfin, les contours qui resteraient éventuellement
encore ouverts à ce stade (cas d’une fermeture non complète à cause d’une trop grande
partie de contour manquante par exemple) sont éliminés. Les objets de trop petite taille
(inférieure à 5 pixels de diamètre environ) sont également écartés car à cette échelle-là la
résolution n’est plus suffisante pour permettre une détection pertinente des contours des
gouttes.
Figure IV.9
(a) Exemple de goutte présentant un contour intérieur, (b) image après
remplissage des gouttes et (c) nouvelle image des contours après élimination de la
goutte touchant le bord de l’image.
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IV.2.8 Application de la méthode des Snakes aux contours détectés
A la fin de l’étape d’élimination des objets "superflus", on pourrait considérer que
la phase de détection des gouttes est achevée : en effet, les gouttes non désirées (gouttes
situées en dehors de la nappe de focalisation ou incomplètes) ont été retirées de l’image
et la position des bords des gouttes restantes a été déterminée. Cependant, cette dernière
n’est pas toujours déterminée de manière optimale. Lorsque l’environnement des images
s’avère très perturbé (présence de gouttes en dehors de la zone de mise au point dans le
champ de la caméra par exemple), il arrive effectivement que les contours détectés pré-
sentent certaines irrégularités, comme illustré sur la figure IV.10. Cela semble contraire au
sens physique, puisque la tension de surface tend à "lisser" la surface des gouttes, même
dans le cas où la forme de celles-ci est très éloignée de la sphéricité. De même, pour les pe-
tites gouttes dont la dimension approche la taille limite de détection, les contours sont très
pixélisés et la courbure de la surface ne semble pas très bien retranscrite (effet d’escalier).
En outre, le fait de compter entièrement chaque pixel traversé par le bord réel peut, pour
ces gouttes de faible taille, entrainer une surestimation non négligeable du diamètre mesuré.
Afin d’améliorer ces différents points, une dernière étape est implémentée dans l’algorithme
de détection des contours. Celle-ci consiste à appliquer la méthode des Contours actifs ou
Snakes (Kass et al. 1988 ) aux contours des gouttes précédemment déterminés. Le principe
de cette technique est de définir dans l’image une courbe dynamique que l’on va laisser
libre de se déplacer et de se déformer sous l’action de différentes forces choisies de ma-
nière adéquate, et ainsi d’évoluer jusqu’à atteindre une position optimale correspondant
au minimum d’énergie de cette courbe. Cette méthode constitue donc une approche très
physique du problème de recherche des contours optimaux d’un objet, et elle nous a donc
semblé bien adaptée pour le lissage des irrégularités de contours évoquées ci-dessus.
Figure IV.10
(a) Exemples de gouttes présentant des contours pixélisés (observées à des
grandissements différents) et (b) contours associés obtenus après application de la
méthode du Snake GVF.
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Considérons une courbe paramétrée 푣(푠) = [푥(푠), 푦(푠)], où 푠 ∈ [0, 1] réprésente l’abs-
cisse curviligne de la courbe. A cette courbe, on peut associer une fonctionnelle d’énergie
퐸푡표푡푎푙푒(푣(푠)) = 퐸푖푛푡푒푟푛푒(푣(푠)) + 퐸푒푥푡푒푟푛푒(푣(푠)) dont la minimisation va être le "moteur" de
l’évolution du Snake dans l’image. L’énergie interne de la courbe dépend de sa cohérence











Dans cette relation, le premier terme est associé à la continuité de la courbe : il sera d’autant
plus faible que les points de celle-ci sont rapprochés les uns des autres. Le coefficient 훼
peut donc être apparenté à l’élasticité du Snake. Le terme comprenant la dérivée seconde
est quant à lui lié à la courbure : il sera minimal lorsque le Snake sera une droite (si
la courbe est ouverte) ou un cercle (si la courbe est fermée). On peut donc percevoir
훽 comme la raideur du contour. Cette formulation implique que si l’énergie totale était
seulement composée de l’énergie interne, le Snake se rétracterait jusqu’à ce que tous ses
points soient superposés les uns aux autres, puisque cet état correspond au minimum de
l’énergie interne. C’est pourquoi il est nécessaire d’ajouter un terme d’énergie externe dans
la définition de l’énergie totale. Celui-ci va servir à arrêter le Snake sur la zone d’intérêt.
Elle peut donc être définie de différentes manières selon les caractéristiques de l’image que
l’on cherche à déterminer. Dans notre cas, ce sont bien sûr les bords des gouttes que l’on
souhaite obtenir. Ceux-ci étant, comme nous l’avons vu, caractérisés par de forts gradients,





Cette formulation basique du principe des Contours actifs a, depuis son introduction, été
sujette à de multiples variantes. Celles-ci consistent principalement en différentes formu-
lations des forces ou énergies régissant la dynamique de l’évolution du Snake ainsi qu’en
divers algorithmes permettant le calcul de cette dernière. Afin de ne pas alourdir cette
partie déjà très technique, nous nous limiterons ici à une brève présentation de l’implé-
mentation retenue ici comme celle fournissant les meilleurs résultats i , après comparaison
entre différentes formulations. Cette méthode, appelée Gradient Vector Flow (Flux du Vec-
teur Gradient en français) ou GVF, a été proposée par Xu et Prince (1998 ). Son principe
consiste à utiliser une nouvelle force externe obtenue en appliquant des équations de diffu-
sion aux composantes du gradient de l’image originale. Le champ de vecteurs ainsi obtenu
est alors utilisé comme moteur de l’évolution du Snake vers les zones de fort gradient. Cette
méthode est intéressante car elle permet au Contour actif de converger sans difficulté vers
les bords de l’objet à détecter, même si celui-ci présente de fortes concavités, et qu’elle ne
nécessite pas la connaissance à priori du sens dans lequel le contour va devoir évoluer pour
se rapprocher des bords (différent si le contour initial est situé à l’intérieur de l’objet ou
à l’extérieur), deux problèmes fréquemment rencontrés avec l’utilisation de formulations
plus "classiques". En revanche, les temps de calculs nécessaires à la convergence peuvent
i . Pour une présentation plus détaillée de différentes méthodes de calculs de Contours ac-
tifs, on pourra se référer au chapitre 1 de la thèse de J.J. Rousselle (2003 ), disponible sur
http ://www.rfai.li.univ-tours.fr/rapports/rou03a.pdf.
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s’avérer relativement longs lorsque le Contour actif est initialisé loin des bords à détecter.
Cependant, cela ne constitue pas un problème dans notre cas car le contour utilisé pour
définir la position initiale du Snake est ici celui détecté à l’issu de toutes les précédentes
étapes du traitement d’images, et est donc proche de sa position finale. D’après nos tests,
l’augmentation du temps de calcul liée à l’utilisation du Snake GVF dans notre programme
s’est en effet révélée négligeable, alors que l’on observer sur la figure IV.10 que l’améliora-
tion des contours détectés en résultant est conséquente. En particulier, les coordonnées des
points du Snake ne devant pas nécessairement être entières, les contours finaux peuvent
être obtenus à une échelle sub-pixellaire. Un exemple de convergence de snake, implémenté
sous la formulation GVF, vers les bords d’une image test à partir d’un contour initial
rectangulaire est illustré sur le film IV.1.
IV.2.9 Conclusion
Figure IV.11
Récapitulatif des principales étapes de la phase de détection des gouttes et de leurs
contours du traitement d’images.
Les différentes étapes présentées dans cette section, qui constituent la phase de
détection des gouttes et de leur contours, sont synthéthisées à la figure IV.11. Elles sont
appliquées à chaque image d’une séquence donnée. Une fois les contours des gouttes situées
à l’intérieur de la zone de focalisation de la caméra ainsi obtenus, on peut aisément, lorsque
la résolution du champ est connue, déterminer leur taille. Celle-ci est mesurée par le dia-
mètre équivalent 푑푒푞 =
√
4퐴푒푞/휋 correspondant au diamètre du disque possédant la même
aire 퐴푒푞 que celle délimitée sur l’image par le contour de la goutte considérée. Cette mesure
ne correspond donc pas rigoureusement à la taille "réelle" des gouttes puisque celles-ci sont
rarement parfaitement sphériques. La forme de la grande majorité d’entre elles (notamment
les petites) est cependant proche de celle d’une sphère, et l’erreur commise ne devrait être
très importante. Pour les autres, le diamètre équivalent reste néanmoins un bon estimateur
88
IV.3 Suivi des gouttes
de l’ordre de grandeur de leur taille. De la même manière, la position du centre de gravité
des gouttes, nécessaire pour le calcul de leur vitesse ainsi que pour la phase de suivi décrite
dans la section suivante, sera estimée par les coordonnées du barycentre de la surface 퐴푒푞
délimitée par le contour détecté.
IV.3 Suivi des gouttes
IV.3.1 Principe de l’algorithme
Afin de calculer les vitesses des gouttes et d’obtenir des statistiques non biai-
sées de leurs tailles, il est nécessaire de suivre ces gouttes entre les images, c’est-à-dire
d’être en mesure de reconnaître à quel objet une goutte présente sur une image donnée
correspond dans la (les) image(s) précedente(s) et/ou suivante(s). Le suivi (ou tracking)
d’objets en mouvement est réalisé inconsciemment par l’oeil et le cerveau humains. Ce-
pendant son automatisation se révèle souvent ardue et constitue un champ de recherche
à part entière car les applications sont nombreuses : domaine militaire (suivi de cibles en
temps réel), video-surveillance, ou robotique, pour ne citer que quelques exemples. Dans
notre cas, outre l’arrière-plan encombré déjà évoqué, les principales difficultés proviennent
du nombre parfois important de gouttes présentes sur les images, de la diversité des cas à
gérer (ceux-ci seront détaillés un peu plus loin), ainsi que de l’impossibilité d’utiliser des
critères de forme pour reconnaître les gouttes entre les images. En revanche, la vitesse de
chaque goutte varie peu d’une image à l’autre et il n’y a pas de changement brusque de
trajectoire, ce qui permet une relativement bonne prédiction de la position future d’une
goutte une fois sa (ses) position(s) précédente(s) connue(s).
L’algorithme de tracking développé au cours de cette étude est inspiré d’une méthode appe-
lée suivi multi-hypothèse (Multi-Hypothesis Tracking ou MHT ) proposée par Reid (1979 )
pour le cas d’un suivi de cibles multiples dans un environnement encombré, un contexte
relativement proche du nôtre (bien que les applications soient très différentes). Le prin-
cipe de cette technique consiste en la création d’un système d’arborescence dans lequel
chaque possibilité d’association d’objets entre différentes images va donner naissance à une
branche (i.e. une hypothèse). Des probabilités d’évènements (correspondance d’un objet
détecté avec un objet précédemment suivi, apparition d’un nouvel objet, erreur dans la de-
tection de l’objet, etc...) sont associées à chaque branche et recalculées au fur et à mesure
que de nouvelles informations sont disponibles. Les branches les moins probables sont alors
éliminées pour limiter le nombre d’hypothèses qui devient rapidement très important, et
conserver des temps de calculs raisonnables.
L’idée de base de cet algorithme a été reprise ici : on va déterminer les différentes associa-
tions possibles entre les gouttes présentes sur plusieures images consécutives et choisir, à
l’aide de critères adéquats (décrits dans la section IV.3.4), les possibilités les plus probables.
Le concept de branches, correspondant à chaque hypothèse d’association entre les objets
présents sur différentes images, est illustré à la figure IV.12 pour un exemple très simple
de deux gouttes détectées sur trois images successives. Afin d’être en mesure d’identifier
les objets, les gouttes présentes sur chaque image sont labélisées, c’est-à-dire qu’on leur
attribue un numéro (par ordre croissant de la gauche vers la droite et de haut en bas)
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Figure IV.12
Illustration des différentes branches possibles lorsque deux objets sont détectés sur
trois images.
qui permettra de les reconnaître par la suite. Une branche est donc constituée d’une suite
de nombres correspondant aux numéros des gouttes pouvant être associées entre elles sur
une suite d’images, et représente une trajectoire possible de goutte. Dans l’exemple de la
figure IV.12, les deux branches devant être retenues comme correctes sont manifestement
les branches n°4 et n°5, en raison de la différence de taille évidente entre les deux gouttes
ainsi que de la nécessité que la trajectoire de chaque goutte soit la plus continue possible
(i.e. pas de changement brusque de direction).
Lors de la création d’une nouvelle branche ou de la continuation d’une branche
existante, il faut également prendre en compte les différents évènements susceptibles de se
produire si l’on veut envisager toutes les possibilités, et ne pas aboutir à un choix erroné.
Les principaux cas devant être pris en considération sont les suivants :
– Apparition d’une nouvelle goutte. C’est le cas lorsqu’une goutte entre dans le champ
de la caméra ou dans la zone de focalisation. Une nouvelle branche doit alors être
créée et il faut éviter d’associer cette goutte à une branche déjà existante.
– Disparition ponctuelle de goutte. Il est possible qu’une goutte précédemment détectée
ne le soit plus sur une (ou plusieurs) image puis soit de nouveau reconnue sur les
suivantes. Cela peut se produire lorsque la goutte est éliminée lors de la phase de
détection, notamment à cause du fond très perturbé de l’image (présence d’un objet
défocalisé ne permettant pas la localisation des contours de la goutte). Lorsque la
goutte réapparaît, elle ne doit pas être considérée comme une nouvelle goutte rentrant
dans la fenêtre de visualisation.
– Occlusion. C’est le terme employé lorsque deux ou plusieurs gouttes précédemment
distinctes se réunissent pour ne former qu’un seul objet sur une ou plusieurs images
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données avant de se séparer à nouveau par la suite. Ce phénomène a lieu par exemple
lorsqu’il y collision entre gouttes (cf section III.3.3) ou lorsque des gouttes de vitesses
différentes passent "l’une derrière l’autre" à l’intérieur de la zone de focalisation. Un
objet présent sur une image donnée ne doit donc pas obligatoirement appartenir à
une seule et unique branche.
– Coalescence de gouttes. Deux gouttes précédemment distinctes fusionnent de manière
permanente pour ne former qu’un seul objet.
– Rupture de gouttes. Une goutte unique se fragmente en un certain nombre de nou-
veaux objets.
– Disparition (définitive). La goutte sort du champ de la caméra ou de la zone de fo-
calisation, marquant ainsi la fin des branches contenant cette goutte.
On comprend aisément que le nombre de possibilités à prendre en considération
devient rapidement très important. En reprenant l’exemple de la figure IV.12, si on ne
tient pas compte des évènements énumérés ci-dessus, le nombre de branches possibles aug-
mente comme 푛표푚푏푟푒 푑푒 푔표푢푡푡푒푠푛표푚푏푟푒 푑′푖푚푎푔푒푠 soit 23 = 8 combinaisons dans ce cas. Si
l’on souhaite en outre prendre en compte les cas d’apparitions et de disparitions partielles
ou définitives, en autorisant la valeur 0 pour les éléments de chaque branche, 18 nouvelles
possibilités viennent s’ajouter aux 8 précédentes. La complexité du problème augmente
donc fortement lorsque l’on rajoute la prise en compte de nouveaux cas, et on voit bien
qu’il est nécessaire, comme proposé par Reid (1979 ), d’éliminer au fur et à mesure les com-
binaisons les moins probables pour éviter l’obtention d’un nombre de branches gigantesque.
L’algorithme de suivi des gouttes se compose de trois grandes étapes :
– la phase d’initiation est celle au cours de laquelle de nouvelles branches sont créées. Si
le tracking débute à l’image 푖, elle consiste à calculer toutes les associations possibles
entre les objets présents sur l’image 푖 et ceux de l’image 푖+ 1.
– la phase de suivi proprement dit. Pour chaque branche existante à l’image 푖+푘 avec
푘 > 1, il s’agit de la recherche, parmi les gouttes de cette image, de celles qui sont
susceptibles de continuer la branche.
– la phase de choix des branches est l’ultime étape, au cours de laquelle les branches
les plus probables seront sélectionnées.
En raison du nombre important d’images à traiter i et de la quantité importante de données
que cela représenterait, il n’est pas envisageable de stocker les résultats de la phase de
détection de contours puis de les retraiter par la suite à l’aide du programme utilisé pour
le suivi. C’est pourquoi ces deux étapes de traitement ont lieu en parallèle l’une de l’autre.
Cependant, il est souhaitable d’être en possession d’un nombre suffisant de positions pour
chaque branche afin d’optimiser la phase de choix. Celle-ci n’a donc pas lieu en temps réel
mais est différée d’un certain nombre d’images par rapport à la détection des contours. Les
caractéristiques des gouttes de chaque image (diamètre équivalent et coordonnées du centre
de gravité) sont donc stockées dans des matrices en attendant que les branches pertinentes
soient sélectionnées. Dans notre cas, l’intervalle entre la détection des contours et la phase
de choix a été fixé à vingt images. Il a en effet été observé que, dans nos conditions, ce
nombre est suffisant pour permettre à la quasi-totalité des gouttes de rentrer et sortir du
i . Plus de 12000 pour une seule séquence filmée à 6 kHz.
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champ de vision de la caméra. Concrètement, pour une goutte détectée pour la première
fois à l’image 푖, le résultat de l’étape de tracking ne sera donc connu que lorsque la phase
de détection a lieu pour l’image 푖+ 19.
IV.3.2 Phase d’initiation du tracking
La phase d’initiation du tracking commence à l’image 푖 + 2 pour les gouttes
détectées sur l’image 푖. Chacune de celles qui n’appartiennent pas à une branche déjà
choisie est considérée comme le point de départ de nouvelles branches. Ceci nous permet
de gérer les cas d’apparition de gouttes. Pour le cas où un objet détecté sur cette image était
déjà présent dans la précédente, on obtiendra deux branches représentant correctement sa
trajectoire mais de longueurs différentes. Lors de la phase de choix, si deux branches sont
rigoureusement identiques à partir de l’image 푖 et que celle-ci est également le point de
départ de l’une d’entre elles, la préférence sera donc donnée à la branche la plus longue.
Les différentes associations possibles entre les gouttes de l’image 푖 et celles de l’image 푖+ 1
sont calculées et donnent naissance à autant de nouvelles branches que nécessaire. Afin
d’éviter de créer un nombre trop important de branches, des critères de déplacement et de
taille sont utilisés pour déterminer si une association est possible ou non. Ainsi, les gouttes
ne sont pas autorisées à avoir un déplacement horizontal négatif entre les deux images i ,
et celui-ci doit rester inférieur à 2푈푔푠/Δ푡 ii . Le déplacement vertical est quant lui autorisé
dans les deux sens, mais sa valeur maximale est arbitrairement fixée à la distance équivalent
à une vitesse de 10 m/s, qui est supérieure à la vitesse verticale maximale constatée pour
les gouttes. Enfin, une association n’est considérée possible entre deux gouttes que si la
taille de celle présente sur l’image 푖+ 1 est inférieure au double de celle sur 푖.
IV.3.3 Phase de suivi
Une fois la phase d’initiation terminée, la phase de suivi commence par la pré-
diction, pour chaque branche existante, de la nouvelle position du centre de gravité de la
goutte suivie par cette branche sur l’image 푖+2. Si le tracking vient juste d’être initié pour
la branche considérée (i.e. goutte détectée pour la première fois à l’image 푖), celle-ci ne
contient que deux éléments et les nouvelles coordonnées prédites pour le centre de gravité
sont celles de l’image 푖+ 1 majorées du déplacement entre 푖 et 푖+ 1. Si la création de cette
branche est antérieure à l’image 푖, différents cas de figures peuvent se présenter. En ef-
fet, pour autoriser les évènements de disparition partielle, certains éléments de la branche
peuvent contenir la valeur 0, et les coordonnées du centre de gravité sur l’image précé-
dente ne sont donc pas toujours connues. Dans ce cas, c’est la dernière position prédite
qui sera utilisée pour le calcul de la nouvelle prédiction. De même, on utilisera le dernier
déplacement connu lorsque celui entre l’image 푖 et l’image 푖+ 1 n’est pas accessible. Enfin,
lorsqu’une goutte est apparue sur trois images successives, on dispose d’une accélération
que l’on peut utiliser pour affiner la prédiction de la nouvelle position du centre de gravité.
A partir de celle-ci, on définit une fenêtre circulaire dont le rayon est fixé à la moitié du der-
i . On considère en effet que l’action de la phase gazeuse contraint les gouttes à suivre le sens de
déplacement de l’écoulement.
ii . Une vitesse moyenne de gaz de 2푈푔푠 correspond au cas où le liquide occupe la moitié de la section de
la conduite, ce qui très supérieur aux hauteurs d’eau mesurées dans nos expériences. Il est donc fortement
improbable que des gouttes atteignent une vitesse si élevée.
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nier déplacement connu ou prédit. Cette marge d’erreur est introduite pour tenir compte
du fait que les vitesses et/ou accélérations des gouttes ne sont en général pas constantes.
De plus, les variations de forme des gouttes entre les images et le fait que le barycentre
observé ne correspond pas nécessairement au centre de gravité réel d’une goutte peuvent
également entraîner des erreurs dans la prédiction (surtout pour les gouttes de grande
taille). Une goutte de l’image i+2 sera donc une candidate potentielle à la continuation
de la branche si son barycentre est contenu à l’intérieur de la fenêtre ainsi définie. Comme
pour la phase d’initiation, on utilise également un critère de taille : la goutte ne sera ac-
ceptée que si son diamètre équivalent est inférieur au double de la taille moyenne de la
branche. Si plusieurs gouttes remplissent les conditions précédentes, la branche considérée
se ramifie : on crée alors autant de nouvelles branches, identiques jusqu’à l’image 푖+1 mais
différentes à partir de 푖 + 2, que nécessaire. Dans le cas où aucune goutte n’est présente
dans la fenêtre, la branche est continuée en inscrivant un zéro afin de prendre en compte
la possibilité de disparition partielle. Si la prédiction de la nouvelle position de centre de
gravité est en dehors du champ de vision de la caméra, cela est consigné pour éviter de
répéter toute cette procédure lors de l’itération suivante. Une moyenne et une variance
sont également calculées pour les déplacements horizontaux et verticaux ainsi que pour
les tailles de chaque branche. Ces quantités seront en effet utilisées lors de la phase de
choix. Enfin, comme cela a déjà été souligné, il est nécessaire d’éliminer les possibilités les
moins probables afin de conserver un nombre de branches raisonnables. A cette fin, on ne
conserve, pour chaque goutte de l’image 푖+2, que les cinq branches auxquelles cette goutte
appartient dont les écarts entre la prédiction et la position observée du centre de gravité
sont les plus faibles.
IV.3.4 Phase de choix
La phase de choix a lieu quant à elle à l’image 푖 + 19. Elle commence par la re-
cherche des branches ayant débuté à l’image 푖. Les branches ne contenant que deux éléments
sont éliminées, car ce nombre est insuffisant pour déterminer si le choix effectué est correct,
et il a été jugé que cela pouvait donc induire un nombre important d’erreurs. Pour chacune
des branches 푗 trouvées, on cherche également les branches ayant débuté à une image ulté-
rieure et qui possèdent au moins un élément en commun avec 푗. En effet, un objet détecté
sur une image donnée ne peut appartenir qu’à une seule et unique branche, à moins que
l’on ait affaire à un évènement d’occlusion. Cela est considéré comme une possibilité si, à
l’image considérée, les positions prédites pour les branches présentant la goutte commune
sont situées à l’intérieur d’un cercle dont le diamètre est 1,2 fois le diamètre équivalent
de cette goutte (pour tenir compte de la possible non-circularité de celle-ci). C’est le seul
cas dans lequel on acceptera qu’un élément puisse appartenir à plus d’une branche. Si la
taille moyenne correspondant à ces branches permet de déterminer avec précision celle à
laquelle la goutte observée appartient, on conserve cet élément sur la branche adéquate et
il est remplacé par un zéro sur la branche erronée i . S’il n’est pas possible de déterminer
avec certitude à quelle branche l’objet observé appartient (cas d’occlusion partielle ou de
collision par exemple), l’élément correspondant est retiré des branches concernées pour
éviter que cet évènement n’induise une erreur dans le calcul des moyennes et des variances.
i . Cela correspond par exemple au cas où une petite goutte est, sur une ou plusieurs images données,
cachée par une plus grosse (phénomène d’éclipse) sans forcément qu’il y ait collision entre les deux.
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Celles-ci sont alors recalculées. Les branches débutant à une image ultérieure à 푖 et dont
tous les éléments sont identiques à ceux de la branche 푗 à partir de cette image corres-
pondent au cas discuté un peu plus haut où la phase d’initiation du tracking a eu lieu
sur une goutte qui était déjà précédemment détectée. Elles sont donc éliminées. Enfin, la
vraisemblance des branches restantes est évaluée en fonction des variances calculées pour
les déplacements horizontaux, pour les déplacements verticaux, pour les tailles ainsi que
de la somme normalisée des écarts entre les positions prédites et les positions observées.
Si une seule de ces quatre quantités est trop forte (typiquement supérieure à 0,2), on juge
qu’au moins une erreur est probablement présente dans la branche, et celle-ci est éliminée.
Si elles satisfont toutes à ce critère, la branche retenue est celle qui minimise la somme de
ces quatres grandeurs.
S’il a été prédit que la goutte correspondant à la branche sélectionnée était sortie du
champ de la caméra, les diamètres équivalents et les coordonnées du centre de gravité sont
enregistrés pour chaque image où cette goutte est présente en vue du post-traitement des
données. Notons que les caractéristiques (tailles, vitesses, etc...) de chaque goutte présentées
dans le chapitre V, sont retenues comme les valeurs moyennes de chaque branche i . Dans
les rares cas où la goutte est encore présente sur l’image au moment du choix de la branche,
celle-ci est poursuivie jusqu’à ce que la goutte ait quitté la fenêtre de visualisation.
IV.3.5 Conclusion
Les performances de cet algorithme de suivi ont été testées en appliquant celui-ci
à plusieurs séquences d’images traitées, pour lesquelles les résultats ont été enregistrés sous
la forme de films dans lesquels les gouttes correspondant à chaque branche sont coloriées
avec des couleurs respectives aléatoires (chaque couleur correspond à une branche, donc à
une goutte). Ceci permet de vérifier visuellement si les gouttes sont correctement suivies :
le tracking est considéré correct si celles-ci conservent effectivement la même couleur dans
les différentes images sur lesquelles elles sont présentes. Deux exemples de séquences ainsi
obtenues sont présentées sur les films IV.2 et IV.3. On peut y constater que la grande majo-
rité des gouttes sembles correctement suivies, même lorsque celles-ci disparaissent pendant
quelques images avant de réapparaître, ou que des évènements particuliers (collision par
exemple) se produisent. De manière générale, les résultats observés paraissent satisfaisants :
peu d’erreurs sont en effet relevées. Celles-ci se produisent la plupart du temps dans des
cas très complexes (grand nombre de petites gouttes, parfois très rapides, et contexte très
perturbé) où même à l’oeil nu il est parfois très difficile de reconnaître les gouttes entre les
images. Les cas de fragmentation de gouttes, n’ayant pas été traités dans cet algorithme,
ne sont la source que de très peu d’erreurs. En effet, en raison des différents critères mis
en place, les branches contenant à la fois la goutte mère et les fragments sont la plupart
du temps éliminées, et ces derniers sont considérés, après la rupture, comme de nouvelles
gouttes apparaissant dans l’image. De même, les phénomènes de coalescence ne sont pas
traités mais dans les régimes où nos expériences ont lieu, ils n’ont quasiment jamais été
observés et ne devraient donc pas poser de problème.
i . Les vitesses des gouttes varient en effet très peu dans le laps de temps où elles sont présentes dans
la fenêtre de visualisation.
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IV.4 Calibration et validation de la méthode
IV.4.1 Introduction
Afin de valider la technique de mesure ainsi mise en oeuvre, plusieurs points im-
portants doivent être vérifiés. Le premier d’entre eux concerne bien évidemment l’évaluation
de l’erreur de mesure commise par l’algorithme de détection des gouttes et de leur contours
décrit dans la section IV.2. Ensuite, il est nécessaire de déterminer avec une bonne préci-
sion la profondeur de détection (i.e. la profondeur de champ) 훿 des gouttes dans l’image
car celle-ci est nécessaire pour le calcul des grandeurs qui sont intégrées suivant l’épaisseur
de la nappe de visualisation, comme par exemple la concentration des gouttes ou leurs flux
(cf annexe B et section VI.2). En outre, il est important de vérifier que cette profondeur
est invariante quelle que soit la position d’un objet sur l’image et qu’elle est la même pour
toutes les gouttes, sinon les statistiques obtenues risqueraient d’être biaisées. L’approxima-
tion suivant laquelle la taille apparente d’une goutte est constante à l’intérieur de la nappe
doit également être validée. Enfin, il faut s’assurer que les fluctuations d’énergie lumineuse
reçues par le capteur de la caméra, discutées à la section II.3.2, ne provoquent pas d’écarts
importants sur la valeur du gradient d’un même objet entre deux images différentes.
Figure IV.13
Exemple d’image obtenue avec une mire constituée de billes en polystyrène de
diamètres distribués autour de 140 휇m (écart-type 20 휇m) pour une résolution de
15,02 휇m/pixel.
La vérification de ces différents aspects doit également avoir lieu dans des conditions aussi
proches que possible de la configuration expérimentale dans laquelle les mesures sont réali-
sées. En effet, les spécificités liées à l’éclairage (positionnement de la lampe par rapport au
capteur de la caméra, traversée des différents dioptres de la cellule de visualisation par la
lumière, etc...) peuvent avoir une influence sur l’homogénéité et l’isotropie de la détection
des contours. En raison du faible espace disponible à l’intérieur de la cellule de visualisa-
tion, il est donc difficilement envisageable d’utiliser un système permettant la génération
de gouttes de tailles connues. La solution retenue a donc consisté à utiliser des systèmes
de mires composées de particules sphériques fixées entre deux fines lamelles de verre et
introduites dans le plan médian de la conduite. La caméra étant montée sur un support
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permettant des translations au centième de millimètre près dans la direction orthogonale
au plan du capteur, un balayage spatial est possible pour étudier l’évolution des perfor-
mances de la détection en fonction de la distance entre le plan des objets observés et le
capteur. Les différentes particules utilisées sont des billes de polystyrène (translucides et
d’indice de réfraction 1, 59) de diamètres compris entre 80 et 240 µm ainsi que des billes
en carbure de tungstène (opaques) de diamètre 500 µm.
Des essais ont donc été réalisés pour les deux tailles de champ utilisées lors de la campagne
de mesures du printemps 2009 (cf section II.3.4), dans une configuration similaire à celle
utilisée pour les expériences (hormis l’abscence d’écoulement). La figure IV.13 montre
un exemple d’image obtenue avec une mire constituée de billes en polystyrène dont les
diamètres sont distribués autour de 140 µm avec un écart-type d’environ 20 µm, pour le
champ le plus grand de la caméra (15,02 µm/pixel). Les billes étant disposées de manière
aléatoire sur l’image, la comparaison entre l’évolution des différents diamètres mesurés ainsi
que celle du gradient de niveaux de gris le long des contours en fonction de l’écart au plan
focal nous permet de déterminer si la détection a lieu de manière uniforme quelle que soit
la position d’un objet sur l’image.
IV.4.2 Gradient des objets détectés
Figure IV.14
Evolution du gradient maximal observé le long du contour de 4 des billes de la
figure IV.13 en fonction de l’écart au plan focal.
L’ évolution comparative du gradient maximal calculé le long du contour de quatre
billes quelconques i de la figure IV.13 en fonction de la distance au plan focal est présentée
sur la figure IV.14. On observe que les courbes du gradient de chacune de ces billes sont
i . Toutes les courbes ne sont pas représentées sur la figure IV.14 afin de ne pas nuire à la lisibilité mais
il a été vérifié que l’évolution du gradient était similaire pour toutes les billes.
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similaires et se superposent bien. On peut donc effectivement considérer que la valeur du
gradient, et donc la détection des contours, est indépendante de la position des objets sur
l’image. Pour cette taille de champ (15,02 µm/pixel), la valeur du seuil fort 푆1 utilisé pour le
seuillage par hystérésis du gradient lors du traitement d’image est fixé à 0, 6. La profondeur
de détection 훿 correspondante peut donc être obtenue à partir des courbes d’évolution du
gradient telles que celle de la figure IV.14. On trouve ici 훿 ≈ 3, 95 mm avec une incertitude
de ± 5%. Pour la seconde taille de champ utilisée au cours des expériences (résolution de
8,38 µm/pixel), le seuil est choisi à 0, 45 et la profondeur de détection correspondante est
de 훿 ≈ 2, 3 mm ± 7 %.
IV.4.3 Diamètres des billes
Figure IV.15
Evolution du diamètre équivalent mesuré pour 4 billes de la figure IV.13 en
fonction de l’écart au plan focal.
L’ évolution des diamètres équivalents mesurés pour les mêmes billes que celles
de la figure IV.14 en fonction de la distance au plan focal est illustrée sur la figure IV.15.
Dans la profondeur de détection définie précédemment, la différence entre le plus petit
diamètre mesuré et le plus grand pour une même bille est de l’ordre de 7%. Notons que
cet écart dépend de la taille de l’objet mesuré : en effet, plus celui-ci est petit et plus
l’incertitude de positionnement sur son contour a de poids. Pour des particules de 140 µm
et une résolution de 15,02 µm/pixel, une variation de un pixel équivaut par exemple à
plus de 10% d’erreur sur la mesure du diamètre. Ainsi, pour les mêmes billes que celles
considérées sur la figure IV.15 mais pour la seconde résolution utilisée lors des expérience
(8,38 µm/pixel), l’écart maximal entre les diamètres mesurés pour une même bille à l’in-
térieur de la profondeur de détection chute à 4%. Pour la résolution de 15,02 µm/pixel,
cette différence est d’environ 3% pour une bille de 220 µm de diamètre et inférieure à 1%
pour une bille de 500 µm. Les variations des diamètres mesurés restent donc relativement
modérées à l’intérieur de la zone de focalisation, et il apparaît donc justifié de les négliger.
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L’évaluation de la précision des mesures obtenues avec notre algorithme de détection des
contours se fait quant à elle grâce aux particules de 100 µm et 500 µm. Celles-ci sont en
effet des billes de précision calibrées dont les diamètres sont respectivement connus à 1,5
et 0,5% près (données constructeur). Au sein de la profondeur de détection, les résultats
obtenus montrent une erreur maximale de 7% par rapport au diamètre nominal pour les
billes de 100 µm et de moins de 1% pour celles de 500 µm (résolution de 15,02 µm/pixel).
On observe donc une nouvelle fois que l’erreur est inversement proportionnelle à la taille de
l’objet mesuré. Cependant, même pour les billes s’approchant de la taille limite permettant
la détection des contours (environ 5 pixels de diamètre sur une image), l’incertitude de
mesure reste acceptable. En effet, pour le cas d’une bille mesurée au microscope à un
diamètre de 80 µm, l’erreur de mesure commise par le programme de traitement d’image
ne dépasse pas les 10%.
IV.4.4 Influence des fluctuations d’éclairage
Figure IV.16
Distribution des diamètres mesurés sur 600 images pour deux billes de 500 휇푚
pour une résolution de 8,38 휇m/pixel.
Afin de tester l’influence des fluctuations de l’intensité lumineuse émise par la
lampe (cf section II.3.2) sur la détection des contours, nous avons comparé les diamètres
équivalents mesurés sur 600 images consécutives pour différentes billes. On peut voir à la
figure IV.16, pour le cas de deux billes de 500 µm situées dans un plan quelconque à l’inté-
rieur de la profondeur de détection, que la distribution des diamètres mesurés au cours de
la série d’image est très étroite. Les mesures obtenues à l’aide de l’algorithme de détection
semblent donc peu sensibles aux variations lumineuses de l’éclairage. La même procédure,
appliquée au gradient des niveaux de gris le long du contour des billes (figure IV.17), révèle
des résultats similaires : les distributions très étroites obtenues montrent que les fluctua-
tions d’énergie lumineuse influencent très peu la valeur calculée pour le gradient.
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Figure IV.17
Distribution des gradients maximaux mesurés sur 600 images le long du contour
de deux billes de 500 휇푚 pour une résolution de 8,38 휇m/pixel.
La profondeur de détection devrait donc rester approximativement constante d’une image
à l’autre.
IV.4.5 Profondeur de détection
Le dernier point à vérifier concerne l’invariance de la profondeur de détection en
fonction de la taille des objets mesurés. Pour cela, on peut comparer l’évolution du gradient
maximal calculé le long du contour pour des billes de différents diamètres en fonction de
la distance au plan focal (figure IV.18). Pour les particules dont la taille est supérieure
ou égale à 140 µm, on observe une très bonne superposition des courbes de gradient et la
profondeur de détection 훿 apparaît effectivement constante. L’indice de réfraction des billes
ne semble pas avoir d’influence puisqu’on trouve des valeurs identiques en utilisant des billes
opaques ou des billes translucides. En revanche, pour les diamètres inférieurs à 140 µm,
on constate que les valeurs obtenues pour le gradient diminuent d’autant plus que la taille
des particules observées est petite. Cela a pour effet une diminution de la profondeur de
détection. Lorsque l’on observe l’évolution de celle-ci en fonction du diamètre des objets
mesurés (figure IV.19), on s’aperçoit que 훿 semble augmenter linéairement jusqu’à une
valeur critique, 푑푐푟푖푡 ≈ 120 µm dans ce cas, avant de conserver une valeur constante
훿푐 ≈ 3, 95 mm au-delà de ce point. Ce phénomène a également été observé parMarmottant
(2001 ) lors de différents tests destinés à évaluer les performances du gradient Sigma. En
effet, il a déterminé que l’intensité du gradient était constante pour les gouttes dont le
diamètre est supérieur à celui de la tâche de flou engendrée par le fait que les objets ne
sont jamais situés exactement dans le plan focal du système optique i . En utilisant les
règles de l’optique géométrique, le diamètre Δ푓푙표푢 de cette tâche de flou peut être estimé
i . En pratique, tous les systèmes optiques possèdent un flou intrinsèque et le diamètre de la tâche de
flou n’est donc jamais rigoureusement nul.
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Figure IV.18
Evolution du gradient maximal observé le long du contour de billes de différents
diamètres en fonction de l’écart au plan focal, pour une résolution de
15,02 휇m/pixel.
en fonction du diamètre d’entrée de la pupille de l’objectif 푑푝푢푝푖푙푙푒, de la distance de mise
au point 푙푝, ainsi que de l’écart entre l’objet observé et le plan focal 푋, grâce à la formule




Pour les essais réalisés avec la résolution de 15, 02 µm/pixel (cf section II.3.4), la distance
focale de l’objectif est de 푙푓 = 220 mm et le diaphragme est fermé à 푙푓/22. Le diamètre
de la pupille d’entrée de l’objectif est donc 푑푝푢푝푖푙푙푒 = 10 mm. La distance de mise au
point est de 푙푝 = 165 mm et l’écart maximal au plan focal peut être approximé par la
demi-profondeur de détection 푋 ≈ 훿푐/2 ≈ 2 mm. Dans ces conditions, on obtient comme
diamètre de la tâche de flou Δ푓푙표푢 ≈ 120 µm, ce qui correspond parfaitement au diamètre
de coupure 푑푐푟푖푡 en-dessous duquel la profondeur de détection diminue avec la taille des
objets mesurés (cf figure IV.19). Pour la résolution de 8,38 µm/pixel, la coupure a lieu
pour 푑푐푟푖푡 ≈ 135 µm (푋 = 1, 15 mm, 푙푝 = 152 mm, 푑푝푢푝푖푙푙푒 = 18, 2 mm).
La limite de résolution du traitement d’image étant d’approximativement 4 pixels, les
tailles de gouttes mesurables les plus faibles 푑푚푖푛 sont respectivement d’environ 60 et
32 µm pour les deux dimensions de champ utilisées lors des expériences. On constate
donc un certain écart entre le diamètre des plus petits objets observables et celui à partir
duquel la profondeur de détection reste constante. Cela peut aboutir à un biais aussi
bien pour le calcul des statistiques des tailles et vitesses des gouttes que pour celui des
quantités globales i (concentrations, flux,...). Cependant, il n’est pas envisageable d’éliminer
i . En effet, les gouttes détectées sur une profondeur moins importante sont comptées en moins grand
nombre que celles pour lesquelles le détection se fait sur une épaisseur de nappe constante.
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Figure IV.19
Evolution de la profondeur de détection en fonction du diamètre des billes
observées pour la résolution de 15,02 휇m/pixel.
ces gouttes lors du traitement car bon nombre des gouttelettes entraînées par l’écoulement
gazeux possèdent une taille inférieure à 100 µm (e.g. Simmons et Hanratty 2001 ), et donc
à 푑푐푟푖푡. Afin d’utiliser les mesures réalisées pour des gouttes de diamètres 푑푒푞 compris entre
푑푚푖푛 et 푑푐푟푖푡, il est donc nécessaire de déterminer le nombre de ces gouttes que l’on aurait
observé si la profondeur de détection 훿(푑푒푞) = 훿 était constante et égale à 훿푐 = 훿(푑푐푟푖푡). Si
l’on admet que la profondeur de détection décroit linéairement avec le diamètre en-dessous
de la coupure, comme cela semble être le cas, on a :
훿 = 훿푐 − 휁(푑푐푟푖푡 − 푑푒푞) ∀ 푑푚푖푛 ⩽ 푑푒푞 < 푑푐푟푖푡 (IV.4)
où 휁 est la pente de la droite obtenue par interpolation linéaire des profondeurs de détection
mesurées expérimentalement, égale à ≈ 45, 8 pour le cas de la figure IV.19. On peut alors
calculer le nombre de gouttes de diamètre 푑푒푞 que l’on aurait observé sur une profondeur de
훿푐 à partir du nombre de gouttes effectivement observées sur la profondeur 훿 en multipliant
ce dernier par le facteur 훿푐/훿. Cette procédure de correction sera utilisée pour le calcul
des distributions de tailles et de vitesses des gouttes (cf annexe A), ainsi que pour leur
concentration et leurs flux massiques (cf annexe B).
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V. Distributions des tailles et
vitesses des gouttes
Ce chapitre est consacré à l’étude des distributions obtenues par la procédure de
traitement d’images numériques (cf chapitre IV). Après avoir présenté les conditions ex-
périmentales, nous détaillerons les fonctions de densité de probabilité des tailles de gouttes
observées, et testerons les différentes lois théoriques proposées dans la littérature pour les
décrire (cf section I.3.1). Nous détaillerons également les distributions de vitesses axiales
et verticales des gouttes, et étudierons comment celles-ci sont influencées par les tailles de
gouttelettes. Enfin, nous discuterons de la forme observée des distributions, et propose-
rons un modèle permettant de générer les fonctions de densité de probabilité des tailles de
gouttes à partir de celles des vitesses axiales.
V.1 Introduction
Comme indiqué dans les sections I.3 et I.4, la connaissance des distributions de
tailles et de vitesses des gouttelettes arrachées de la surface du liquide par le cisaillement
dû à l’écoulement gazeux est une étape nécessaire à la modélisation de l’écoulement. A titre
d’exemple, les transferts de masse et de quantité de mouvement entre les phases liquide
et gazeuse peuvent être très différents suivant que le spray est essentiellement composé de
très grosses gouttes, ou bien d’une multitude de très fines gouttelettes, et suivant la vi-
tesse à laquelle celles-ci se redéposent. D’un point de vue plus fondamental, l’étude de ces
distributions est également cruciale pour la compréhension des mécanismes physiques de
fragmentation du liquide (e.g. Villermaux 2007 ), ainsi que du transport des gouttelettes
par l’écoulement gazeux (e.g. Binder et Hanratty 1992 ). Les procédures de traitement
d’images numériques pour la détection et le suivi des gouttes, présentées au chapitre pré-
cédent, nous permettent de déterminer leurs tailles et leurs vitesses (axiales et verticales),
et ainsi d’étudier la manière dont elles sont distribuées.
Ces mesures ont été effectuées pour cinq couples de vitesses superficielles de gaz et de li-
quide, tous situés dans le régime stratifié avec atomisation (cf section III.2). Ces différents
points de fonctionnement sont placés dans la carte de configuration de notre dispositif
expérimental sur la figure V.1. Ils ont été choisi de manière à pouvoir étudier l’influence
des conditions d’injection d’eau et d’air sur les propriétés du spray formé par les gouttes.
Notons que la marge de choix pour les conditions d’injection est relativement restreinte. En
effet, si les vitesses superficielles de gaz et/ou de liquide sont trop faibles, peu de gouttes
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Figure V.1
Points de mesures des caractéristiques des gouttes représentés sur la carte de
configuration ( ∙ campagne 2008, ■ campagne 2009).
passent dans la fenêtre de visualisation à l’intérieur de la profondeur de champ de la ca-
méra. L’obtention d’un nombre suffisant de gouttes pour effectuer des statistiques fiables
requiert donc une quantité d’images prohibitive i . A l’inverse, les débits de liquide et de
gaz ne peuvent pas être trop augmentés, car les régimes d’écoulement deviendraient alors
respectivement intermittent et annulaire ii .
Les points de mesure n°1, 2, 4 et 5 (cf figure V.1) ont été obtenus lors de la campagne
d’essais du printemps 2009, alors que le point n°3 avait été exploré en 2008. Comme discuté
à la section II.3.4, la configuration optique utilisée dans les deux cas n’est donc pas la
même. Les principales différences concernent le système d’éclairage et la taille des champs
utilisés qui ont évolué entre ces deux campagnes de mesures. Les mesures réalisées en 2008
présentaient donc un défaut de flou de bougé (cf section II.3.2) qui nécessitait l’utilisation
d’un seuil relativement "tolérant" pour le gradient des niveaux de gris des images (cf
section IV.2), au détriment de la précision des mesures obtenues. De plus, la procédure
de calibration expérimentale détaillée dans la section IV.4 a été mise en place avant la
seconde campagne, et n’a donc pas pu être utilisée dans le premier cas. En particulier, la
profondeur de détection n’a pas été déterminée précisément mais simplement évaluée par
la méthode décrite dans la section II.3.3. Tous ces aspects font que les mesures réalisées en
2008 ne sont pas aussi précises que celles de 2009. C’est pourquoi, dans ce chapitre nous
présenterons et discuterons essentiellement les résultats de cette dernière campagne (points
de mesure n°1, 2, 4 et 5).
i . Pour donner un ordre d’idée, l’obtention de moins de 10000 gouttes pour le point numéroté 1 sur la
figure V.1 (qui correspond aux conditions de mesure dans lesquelles la quantité de gouttes atomisées est la
plus faible) nécessite plus d’un million d’images pour la plus petite taille de champ utilisée (8, 38 µm/pixel),
ce qui représente plus d’un Téraoctet de données, une dizaines de journées d’expériences, et environ trois
semaines de traitement informatique sur une machine performante.
ii . On peut voir sur la figure V.1 que les points n°3 et n°5 sont déjà quasiment situés à la transition






















































































































































































































































































































































































































































































































































































































































































































































































V. Distributions des tailles et vitesses des gouttes
Un récapitulatif des caractéristiques de chaque condition expérimentale, ainsi que
des principaux résultats obtenus après post-traitement des données fournies par les algo-
rithmes de détection et de suivi des gouttes (cf chapitre IV) est présenté dans le tableau V.1.
Les gouttes entraînées par la phase gazeuse formant un spray hautement polydispersé, les
tailles des gouttes y sont caractérisées par différents diamètres moyens (cf section I.3.2)
ainsi que par leur écart-type. Il en est de même pour les vitesses axiales et verticales
des gouttelettes. Notons que toutes les valeurs numériques indiquées dans le tableau V.1
correspondent à des valeurs brutes (i.e. avant application d’éventuelles corrections) obte-
nues après post-traitement des données de chaque condition expérimentale et pour chaque
taille de champ. Dans la suite de ce manuscrit, les résultats présentés correspondront aux
caractéristiques totales obtenues sur les deux champs pour chaque point de mesure, et
après correction des différents biais de mesure. Afin de ne pas alourdir cet exposé, le détail
du calcul des statistiques totales (tailles et vitesses des gouttes) ainsi que des différentes
corrections appliquées est proposé dans l’annexe A.
V.2 Tailles de gouttes
V.2.1 Distributions expérimentales des diamètres et du volume trans-
porté par les gouttes
Les fonctions de densité de probabilité (pdf ) des tailles de gouttes du spray peuvent
être obtenues en définissant des classes et en comptant le nombre 푛 de gouttes contenues
dans chacune de celles-ci. On obtient alors un histogramme. Une procédure alternative d’ob-
tention des distributions est décrite par Saporta (1990 ). Elle consiste à lisser les données
expérimentales par un noyau gaussien, et présente l’avantage d’obtenir des pdf d’allure
plus continue. La taille des classes dans méthode est remplacée par l’écart-type de la gaus-
sienne utilisée comme noyau. Sa valeur doit être choisie de manière adéquate à ce que les
courbes obtenues ne soient pas trop irrégulières, sans pour autant perdre d’information
(l’utilisation d’un paramètre trop grand tend en effet à gommer les différences). Sa va-
leur a dans notre cas été fixée empiriquement et conservée constante indépendamment des
conditions d’injection. Un exemple de comparaison entre ces deux méthodes est illustré sur
la figure V.2 (avant application des corrections décrites dans l’annexe A), pour le cas du
point de mesure n°5, contenant environ 340000 gouttes. Notons que sur cette figure, l’or-
donnée représente le nombre de gouttes contenues dans chaque classe. Dans la suite de ce
document, toutes les pdf presentées seront normalisées afin que leur intégrale sont égale à 1.
Les (pdf ) totales des diamètres des gouttes du spray obtenues par la procédure décrite dans
l’annexe A pour les points de mesure n°1, 2, 4 et 5, sont comparées sur les figures V.3 et V.4,
respectivement en échelle linéaire et semi-logarithmique. Comme attendu, on constate que
les gouttes mesurées pour chaque condition d’injection peuvent présenter des diamètres très
variables (e.g. Lopes et Dukler 1986 ). Les gouttes de petites tailles semblent néanmoins
largement majoritaires (e.g. Simmons et Hanratty 2001 ), les diamètres les plus probables
étant compris entre 50 et 70 µm selon les cas. Ces valeurs, correspondant à la position
du pic de chaque distribution, paraissent relativement peu sensibles aux conditions ex-
périmentales. Il est tout de même assez surprenant de constater que le diamètre le plus
probable observé pour les vitesses superficielles de gaz les plus élevées (points n°4 et 5) est
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Figure V.2
Comparaison d’un histogramme (largeur des classes de 10 µm) et d’une pdf de
diamètres des gouttes obtenue par lissage gaussien (écart-type de 6 µm) pour
푈푙푠 = 0, 091 m/s et 푈푔푠 = 16, 9 m/s.
Figure V.3
Comparaison des distributions de tailles de gouttes obtenues pour les quatre points
de mesures de la campagne de 2009 (échelle linéaire).
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Figure V.4
Comparaison des distributions de tailles de gouttes obtenues pour les quatre points
de mesures de la campagne de 2009 (échelle semi-logarithmique).
Figure V.5
Comparaison des distributions du volume transporté par les gouttes de différents
diamètres pour les quatre points de mesures de la campagne de 2009.
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supérieur à celui des points n°1 et 2, alors que le contraire était attendu. Il est en effet
généralement admis que le diamètre des gouttes présentes dans le spray diminue lorsque la
vitesse de l’écoulement gazeux augmente (e.g. Tatterson et al. 1977, Lopes et Dukler 1986,
Jepson et al. 1989, Fore et Dukler 1995b, Azzopardi 1997, Fore et al. 2002, Van’t Westende
2008 ). Notons que cette tendance n’est pas observée lorsque l’on compare les distributions
obtenues uniquement avec le grand champ (15, 02 µm/pixel). Cet effet vient donc proba-
blement du fait que, malgré la précaution prise d’augmenter la cadence d’acquisition de la
caméra de 6000 à 7000 images/seconde pour ces points de mesure avec le petit champ (cf
section II.3.4 et tableau V.1), certaines des plus petites gouttes passent trop vite dans la
fenêtre de visualisation pour être suivies par l’algorithme présenté dans la section IV.3 i .
On peut en revanche constater sur la figure V.4 que le nombre de grosses gouttes présentes
dans l’écoulement est moins important lorsque la vitesse du gaz est élevée, ce qui semble
cohérent avec les tendances observées lors d’études antérieures.
Soulignons cependant que bien que les petites gouttes soient les plus nombreuses dans
la conduite, leur contribution au transport de liquide sous la forme de gouttelettes reste
relativement modeste (Lopes et Dukler 1986, Azzopardi 1997 ) : Tatterson et al. (1977 )
rapportent par exemple que, d’après leurs mesures, environ 90% du volume total de la
phase dispersée est transportée par seulement 10% des gouttes. On peut facilement se
convaincre de cela en notant qu’une seule goutte de 1 mm de diamètre transporte autant
de volume que 1000 gouttes de 100 µm. Dans nos expériences, 90% du volume est res-
pectivement contenu dans 7, 7, 9, 2, 16, 4 et 19, 9% des gouttes pour les points de mesure
n°1, 2, 4 et 5. A ce titre, il paraît très important de mesurer correctement la proportion
et les tailles des plus grosses gouttes (Fore et al. 2002 ), et il est nécessaire d’utiliser des
échantillons de grande dimension pour ne pas risquer de sous-estimer leur nombre (Lopes
et Dukler 1986 ). Ceci est cependant rendu difficile par la quantité de données à acquérir
pour obtenir une représentation statistique correcte de la distribution du volume (i.e. de
la masse) transportée par celles-ci (e.g. Azzopardi 1997, Fore et al. 2002 ). On peut par
exemple constater sur la figure V.4 que malgré le nombre important de gouttes qui ont été
mesurées dans notre étude (de 25000 à 340000 environ selon les conditions d’injection),
les données restent relativement éparpillées pour les grandes tailles. Ceci se répercute sur
les distributions du volume transporté par les gouttes en fonction de leur diamètre, dont
la forme observée devient de plus en plus irrégulière au fur et à mesure que le diamètre
augmente, comme illustré sur la figure V.5. Le "poids" de ces grosses gouttes dans les
distributions y est très marqué : une seule goutte de grande taille peut en effet modifier
notablement la distribution observée.
V.2.2 Lois théoriques pour la description des distributions du volume
transporté par les gouttes
Ces irrégularités de la forme des distributions en volume compliquent la compa-
raison entre les données expérimentales et les lois de distribution théoriques proposées pour
i . Rappelons qu’une goutte doit rester au moins trois images dans le champ pour être suivie, et que les
petites gouttes, qui sont celles qui voyagent le plus rapidement dans la conduite (cf section V.4.7 et V.4.6),
sont donc les plus susceptibles de ne pas être comptées.
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Figure V.6
Comparaison de la distribution expérimentale du volume transporté par les gouttes
de différents diamètres pour 푈푙푠 = 0, 091 m/s et 푈푔푠 = 13 m/s avec les lois
log-normale et Rosin-Rammler (ajustement par la méthode des moindres carrés).
les décrire (cf section I.3.1). La figure V.6 montre un exemple de comparaison entre la pdf
en volume obtenue d’après nos mesures pour le point n°2 et les lois Rosin-Rammler (RR)
et log-normale (LN ) dont nous rappelons ici les expressions respectives (e.g. Mugele et

























휎, 푑, 푑 > 0 (I.18)
Malgré les données expérimentales très éparpillées, on peut constater que la loi log-normale
semble suivre relativement bien la forme de la distribution. Comme noté par différents
auteurs (e.g. Hay et al. 1996, Azzopardi 1997 ), l’accord avec la loi Rosin-Rammler paraît
en revanche moins bon, surestimant notamment la contribution des petites gouttes et sous-
estimant celle des grosses. Notons que nous n’avons pas représenté ici la loi log-normale
à limite supérieure proposée par Mugele et Evans (1951, cf section I.3.1) car l’ajustement
par la méthode des moindres carrés donne dans certains cas une valeur très élevée du
diamètre maximal admissible pour les gouttes (supérieure au diamètre de la conduite).
Cette loi tend dans ces cas-là vers une log-normale "classique". En revanche, lorsque le
diamètre maximal fourni par l’ajustement de la loi théorique aux données expérimentales
est physiquement acceptable (de l’ordre de 4 mm), l’accord constaté par rapport à la pdf
mesurée n’est pas bon. Al-Sarkhi et Hanratty (2002 ) avaient également remarqué que la loi
log-normale à limite supérieure décrivait moins bien leurs données expérimentales qu’une
log-normale "classique". Il est pourtant vraisemblable, comme proposé parMugele et Evans
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(1951 ), que la taille des gouttes soit bornée. On peut donc estimer que l’utilisation d’une
loi fournissant des probabilités non nulles (même très faibles) d’observer des gouttes de très
large diamètre n’est pas très physique. Cependant, la modification de la loi log-normale
pour introduire une limite supérieure ne semble pas reproduire correctement nos données.
Azzopardi (1997 ) note que le diamètre maximal mesurable semble fortement relié à la taille
de l’échantillon considéré (i.e. plus le nombre de gouttes considérées est important, plus on
a de chances d’observer une très grosse goutte). On peut cependant se demander si cette
tendance resterait vraie avec un nombre de gouttes mesurées tendant vers l’infini.
Figure V.7
Comparaison de la distribution expérimentale du volume transporté par les gouttes
de différents diamètres pour 푈푙푠 = 0, 091 m/s et 푈푔푠 = 13 m/s avec les lois
log-normale et Fréchet (ajustement par la méthode des moindres carrés).
L’étude des maximums (ou minimums) observés lors d’un grand nombre d’ob-
servations aléatoires est une branche très étudiée du domaine des statistiques, souvent
qualifiée de statistiques des valeurs extrêmes (e.g. Gumbel 1958 ). Il est intéressant de noter
que l’historique de cette théorie est étroitement liée à celle de la distribution de Weibull,
nom sous lequel la loi de Rosin-Rammler est plus couramment utilisée (Brown et Woh-
letz 1995, Rinne 2008 ). Celle-ci constitue en effet l’une des trois distributions limites vers
lesquelles les maximums d’une séquence de variables indépendantes et identiquement dis-
tribuées tendent à être répartis i . Une autre de ces formes limite est la distribution dite de
Fréchet ii (Fréchet 1927 ) dont la fonction de densité de probabilité s’écrit sous la forme :
i . Ce résultat est énoncé dans le théorème des valeurs extrêmes (ou théorème de Fischer-Tippet) qui
constitue en quelque sorte, pour les maximums (ou minimums) d’une séquence de variables aléatoires
indépendantes et identiquement distribuées, le pendant du théorème de la limite centrale pour les valeurs
moyennes.
ii . Notons ici que bien que la distribution de Fréchet soit largement utilisée dans le cadre de la théorie
des valeurs extrêmes, elle peut tout comme la distribution de Weibull être utilisée dans d’autres domaines.
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푘, 푥, 푥 > 0 (V.1)
On peut remarquer que cette loi est reliée à celle de Rosin-Rammler i (i.e. Weibull) par :
f 퐹푟(푑, 푘, 푑) = −v푅푅(푑,−푘, 푑) (V.2)
Cette équation traduit simplement le fait que si une variable aléatoire 푋 est distribuée
selon une loi de Weibull, alors la distribution de la variable 푌 = 1/푋 suit la loi de Fréchet
(Marshall et Olkin 2007 ).
Bien qu’elle n’ait à notre connaissance pas été utilisée dans la littérature pour la descrip-
tion des tailles de gouttes ou de particules, l’équation V.1, une fois ajustée à nos données
expérimentales, semble beaucoup mieux se comporter que la loi de Rosin-Rammler (com-
parer les figures V.6 et V.7). L’accord avec les distributions mesurées semble comparable
à celui obtenu avec la loi log-normale. En raison de la dispersion des données expérimen-
tales, il semble cependant difficile de déterminer laquelle de ces deux équations se comporte
le mieux. Nous allons donc nous intéresser plus particulièrement aux distributions expé-
rimentales des diamètres des gouttes n(푑) (i.e. la densité de probabilité du nombre de
gouttes possédant le diamètre 푑 et non plus celle du volume transporté par ces gouttes,
cf section I.3.1) qui semblent mieux convergées.
V.2.3 Lois théoriques pour la description des distributions des dia-
mètres de gouttes
Les expressions théoriques des fonctions de densité de probabilité en nombre des
tailles de gouttes n(푑) se déduisent de celles des volumes v(푑) en divisant ces dernières
par 푑3 et en insérant éventuellement un facteur supplémentaire pour vérifier l’égalité∫∞
0 n(푑)d푑 = 1 (e.g. Mugele et Evans 1951, Azzopardi 1997 ). Les expressions corres-





























La distribution en nombre de la loi Rosin-Rammler se déduit quant à elle de celle de
Fréchet par :
n푅푅(푑, 푘, 푑) = −n퐹푟(푑,−푘, 푑) (V.5)
i . Ces deux distributions peuvent d’ailleurs être combinées en les mettant sous la forme (Marshall et







푘 ∕= 0, 푥 > 0, 푥 > 0
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Figure V.8
Comparaison de la distribution expérimentale des diamètres des gouttes pour
푈푙푠 = 0, 091 m/s et 푈푔푠 = 13 m/s avec les lois log-normale et Fréchet (ajustement
des paramètres sur les distributions en volume).
La figure V.8 montre un exemple de comparaison entre la distribution expérimentale des
diamètres des gouttes et les pdf décrites par ces équations. Il est important de signaler
que dans cet exemple, l’ajustement des différents paramètres de ces lois n’est pas effectué
directement sur la pdf expérimentale des diamètres mais sur celle des volumes. Ceux-ci
sont ensuite réinjectés dans les équations V.3, V.4 et V.5.
Bien que ces différentes lois théoriques semblent correctement reproduire la manière dont
la probabilité décroît lorsque le diamètre augmente, la pdf de Rosin-Rammler présente
encore une fois le plus mauvais accord avec les données expérimentales. Globalement, la
distribution de Fréchet paraît être la plus satisfaisante. On constate en effet que le nombre
de petites gouttes est largement plus élevé dans la loi log-normale que dans la distribution
expérimentale. Ces pdf étant normalisées, la conséquence de cette surestimation de la pro-
portion des faibles diamètres est que la loi log-normale tend à se situer en dessous de la pdf
expérimentale lorsque les gouttes deviennent plus grosses. Notons qu’on ne distingue pas le
pic de cette distribution (ainsi que celui de la loi de Rosin-Rammler) dans la figure V.8 car
les pdf présentées sont tronquées en dessous du diamètre minimal des gouttes qui peut être
détecté par la procédure de traitement d’images numériques décrite dans la section IV.2
(≈ 32 µm). En fait, si cette loi était tracée jusqu’à 0, on observerait bien le pic, celui-ci
étant rejeté à des très faibles diamètres (< 10 µm).
Ces considérations posent la question de la contribution des plus petites goutte-
lettes dans les distributions de tailles. Simmons et Hanratty (2001 ) ont en effet montré
qu’elle pouvait être plus importante que précédemment admis dans la littérature i . Puisque
i . Notons que dans leur étude, la vitesse débitante la plus faible du gaz (30 m/s) est bien supérieure
aux nôtres. Les gouttelettes sont donc vraisemblablement beaucoup plus petites dans leur cas.
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Figure V.9
Comparaison de la distribution expérimentale des diamètres des gouttes pour
푈푙푠 = 0, 091 m/s et 푈푔푠 = 13 m/s avec les lois log-normale, Rosin-Rammler et
Fréchet (ajustées sur les distributions des diamètres).
Figure V.10
Comparaison de la distribution expérimentale des diamètres des gouttes pour
푈푙푠 = 0, 091 m/s et 푈푔푠 = 17 m/s avec les lois log-hyperbolique et normale-gamma
(ajustées sur les distributions des diamètres).
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la résolution spatiale de nos mesures ne nous donne pas accès aux gouttes les plus petites,
il est donc difficile de déterminer si le pic des densités de probabilité expérimentales est
réellement représentatif du diamètre le plus probable des gouttelettes. Cela augmente l’in-
certitude quant au choix de la loi théorique la mieux appropriée pour décrire la distribution
des diamètres des gouttes dans le spray. En effet, lors de l’ajustement des paramètres par
la méthode des moindres carrés, les écarts au niveau du pic ont un poids beaucoup plus
important que les autres, et le résultat de l’ajustement est donc souvent médiocre dans la
queue de la distribution aux larges diamètres. Cela est illustré sur la figure V.9 qui montre
un exemple d’ajustement des équations V.3, V.4 et V.5 directement sur la distribution ex-
périmentale des diamètres des gouttes. On constate que la contribution des grosses gouttes
est dans tous les cas sous-estimée (parfois très largement). La loi de Fréchet semble globa-
lement mieux se comporter que les distributions Rosin-Rammler et log-normale, mais la
"queue" de la pdf expérimentale aux larges diamètres reste cependant sous-évaluée.
Barndorff-Nielsen (1977 ), constatant l’inaptitude de la loi log-normale à décrire correcte-
ment les "queues" (à la fois aux grands et aux petits diamètres) des distributions de tailles
de grains de sable déposés par le vent, a introduit une nouvelle famille de distributions, les
Hyperboliques généralisées. Celles-ci comprennent entre autres la loi log-hyperbolique (LH )

















푒−훽(ln 푑− 휇) (V.7)
où 퐾푖 désigne la fonction de Bessel modifiée de seconde espèce et d’indice 푖, et Γ la
fonction gamma.
Cette famille de pdf, largement utilisée depuis dans le domaine de la sédimentologie (e.g. Ba-
gnold et Barndorff-Nielsen 1980, Barndorff-Nielsen et Christiansen 1988, Fieller et al.
1992 ), a été appliquée au cas des gouttelettes d’un spray par Bhatia et Durst (1990 ).
La figure V.10 montre un exemple de comparaison entre les équations V.6 et V.7 et la
distribution expérimentale des diamètres de gouttes obtenue pour le point de mesure n°1.
L’accord constaté est relativement bon (surtout avec la loi normale-gamma), ce qui n’est
pas très surprenant compte-tenu du fait que ces lois utilisent quatre paramètres au lieu de
deux pour celles précédemment discutées. La queue de la distribution semble cependant
cette fois-ci légèrement sur-estimée. De plus, les expressions V.6 et V.7 sont relativement
complexes, ce qui les rend moins aisées à manipuler que les lois log-normale ou Fréchet
par exemple, et l’ajustement de quatre paramètres peut parfois s’avérer délicate (e.g. Ba-
binski et Sojka 2002 ). Elles offrent cependant des possibilités d’interprétation intéressantes
pour la forme observée des distributions de tailles de gouttes. C’est pourquoi les processus
permettant de générer de telles lois seront brièvement présentés dans la section V.5.2.
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Point de mesure
1 2 4 5
exp 113 127 102 106
LN (n) 98 108 93 98
LN (v) 91 106 83 83
푑10 (µm) RR (v) 71 73 68 67
Fr (n) 105 116 101 107
Fr (v) 110 143 98 102
LH (n) 121 136 104 108
NG (n) 118 132 102 106
exp 234 250 172 170
LN (n) 141 161 122 126
LN (v) 207 227 152 147
푑30 (µm) RR (v) 171 173 131 126
Fr (n) 190 216 161 170
Fr (v) 232 270 168 168
LH (n) 311 341 195 201
NG (n) 286 316 180 184
exp 517 516 307 289
LN (n) 206 241 160 163
LN (v) 502 501 295 275
푑32 (µm) RR (v) 466 451 276 255
Fr (n) 371 424 273 287
Fr (v) 519 527 308 292
LH (n) 827 847 401 414
NG (n) 768 764 344 347
exp 860 796 459 415
LN (n) 250 298 184 184
LN (v) 864 794 451 405
푑0,5 (µm) RR (v) 881 809 461 417
Fr (n) 580 660 381 398
Fr (v) 870 805 459 415
LH (n) 1426 1372 706 750
NG (n) 1287 1266 563 566
Tableau V.2
Résumé des principaux diamètres moyens, en fonction des conditions d’injection,
calculés d’après les données expérimentales ainsi que par les différentes lois de
distribution théoriques discutées dans cette section (indices n et v lorsque les
paramètres des lois sont ajustés respectivement sur la distribution des diamètres de
gouttes et sur celle des volumes).
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Point de mesure
1 2 4 5
LN (n)
휎 0.641 0.659 0.540 0.516
푑 0.252 0.299 0.185 0.186
LN (v)
휎 1.216 1.069 0.994 0.923
푑 1.442 1.129 0.519 0.425
RR (v)
푘 1.286 1.348 1.326 1.337
푑 1.305 1.141 0.608 0.537
Fr (n)
푘 0.739 0.689 0.919 0.959
푑 0.623 0.872 0.351 0.345
Fr (v)
푘 0.529 0.641 0.770 0.906
푑 2.193 1.408 0.511 0.371
LH (n)
훼 2.311 2.202 2.469 2.603
훽 -0.513 -0.487 -0.992 -0.982
휆 -0.532 -0.523 -0.458 -0.428
휇 -2.817 -2.743 -2.587 -2.504
NG (n)
훼 2.841 2.745 3.319 3.460
훽 -0.559 -0.506 -0.958 -0.952
휆 2.200 2.166 2.350 2.299
휇 -2.841 -2.738 -2.594 -2.510
Tableau V.3
Résumé des paramètres obtenus par ajustement des différents lois de distribution
théoriques sur les données expérimentales par la méthode des moindres carrés
(indices n et v lorsque les paramètres des lois sont ajustés respectivement sur la
distribution des diamètres de gouttes et sur celle des volumes).
Figure V.11
Evolution de la valeur des différents diamètres moyens en fonction du nombre de
gouttes mesurées pour 푈푙푠 = 0, 091 m/s et 푈푔푠 = 13 m/s.
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V.2.4 Synthèse de la comparaison entre lois théoriques et distribu-
tions expérimentales des tailles de gouttes
Les principaux diamètres moyens (cf section I.3.2) du spray formé par les gout-
telettes, mesurés pour chacune des conditions expérimentales, sont récapitulés dans le
tableau V.2 et comparés à ceux obtenus par les différentes lois de distribution théoriques
discutées dans les sections précédentes. Les paramètres fournis par l’ajustement de celles-
ci aux données expérimentales (méthode des moindres carrés), utilisés pour le calcul de
ces différents diamètres, sont quant à eux résumés dans le tableau V.3. Notons que pour
effectuer les comparaisons consignées dans le tableau V.2, les distributions ont été coupées
au-delà du diamètre maximal observé expérimentalement. En effet, l’ajout ou l’omission
d’une faible nombre de grosses gouttes peut engendrer des différences importantes dans la
valeur calculée des diamètres de Sauter 푑32 et volume-médian 푑0,5 (Hay et al. 1996, Az-
zopardi 1997 ), bien que les variations correspondantes du diamètre moyen algébrique 푑10
soient négligeables. Il est donc utile, avant de comparer les diamètres expérimentaux aux
théoriques, de vérifier que le nombre de gouttes observées est suffisant pour que les tailles
moyennes mesurées soient représentatives et ne dépendent plus de la taille de l’échan-
tillon considéré (Azzopardi 1997, Fore et al. 2002 ). Un exemple d’évolution des diamètres
moyens calculés expérimentalement en fonction du nombre de gouttes observées est illustré
sur la figure V.11, dans le cas du point de mesure n°1 pour lequel le nombre de gouttes
obtenues est le plus faible (cf tableau V.1). La convergence des diamètres moyen 푑10 et
volume-moyen 푑30 vers une valeur stable semble relativement rapide, alors que le diamètre
de Sauter 푑32 continue à présenter des irrégularités même après que plusieurs milliers de
gouttes aient été observées. Celles-ci correspondent à l’apparition de gouttes de très large
diamètre. Malgré tout, le nombre total de gouttes mesurées dans notre étude semble suffi-
sant pour que 푑32 converge vers une valeur relativement stable.
On observe dans le tableau V.2 que les lois de Fréchet et log-normale sont celles qui pré-
sentent globalement le meilleur accord avec les pdf expérimentales (à condition qu’elles
soient ajustées sur les distributions expérimentales en volume). Comme évoqué précédem-
ment, il subsiste néanmoins des incertitudes sur la capacité de ces lois à reproduire correc-
tement la forme des distributions observées des diamètres de gouttes. On peut également
se demander si les mécanismes physiques d’atomisation dans la conduite sont susceptibles
de générer de telles pdf. Une discussion sur ces points sera proposée dans la section V.5.
Cependant, nous allons au préalable présenter les résultats des mesures de vitesses des
gouttes.
V.3 Vitesses des gouttelettes
V.3.1 Vitesses axiales
S i la mesure des tailles de gouttes dans les écoulements gaz-liquide a fait l’objet
d’un très grand nombre d’études, celles concernant leurs vitesses sont en revanche beau-
coup plus rares. Cela est probablement dû à la difficulté expérimentale d’obtenir à la fois le
diamètre et la vitesse des gouttes. La connaissance de cette dernière est pourtant très impor-
tante pour la détermination de la contribution du phénomène d’arrachement/redéposition
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de gouttes dans la perte de charge totale dans la conduite. Celle-ci est en effet princi-
palement associée à l’énergie perdue par le gaz pour accélérer les gouttes de la vitesse à
laquelle elles sont atomisées à celle à laquelle elles se redéposent (e.g. Lopes et Dukler 1986,
Azzopardi 1997, Belt et al. 2009 ).
Figure V.12
Comparaison des distributions de vitesses axiales de gouttes obtenues pour les
quatre points de mesures de la campagne de 2009.
Les distributions des vitesses axiales (i.e. horizontales) f (푉푥) des gouttes, obtenues grâce à
l’algorithme de suivi (cf section IV.3) pour les points de mesure n°1, 2, 4 et 5 sont présen-
tées sur la figure V.12. Qualitativement, l’allure des ces différentes pdf est assez similaire :
toutes sont fortement dissymétriques, présentant un pic très prononcé pour des valeurs de
vitesse supérieures à leurs vitesses superficielles de gaz 푈푔푠 respectives d’injection. Cette
tendance est également visible dans les distributions de vitesses axiales présentées par Fore
et Dukler (1995b) pour des écoulements annulaires verticaux. La vitesse la plus probable
pour les gouttes 푉푥 푝푝 semble approximativement correspondre à la vitesse réelle moyenne
du gaz 푈푔 dans la fenêtre de visualisation (i.e. la vitesse du gaz au centre de la conduite,
cf annexe D). Les vitesses des gouttes restent cependant relativement distribuées autour
du pic, ce qui suggère que les gouttes se déplaçant à une vitesse proche de celle du gaz sont
fortement influencées par les fluctutions turbulentes de celui-ci (e.g. Azzopardi 1997 ).
La différence de vitesse moyenne entre les gouttes et le gaz est généralement mesurée par
le rapport de glissement 푆 défini par (Fore et Dukler 1995b, Williams et al. 1996, Pan et





où 푉푥 est la vitesse axiale moyenne des gouttes et 푈푔 celle du gaz.
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En supposant que ce rapport est constant dans toute la section de la conduite, et que le
pic des distributions de vitesses axiales des gouttes correspond approximativement à la
vitesse moyenne du gaz dans la fenêtre de visualisation, 푉푥 푝푝 ≈ 푈푔, le glissement peut être





Les valeurs du glissement ainsi obtenues pour chaque point de mesure, ainsi que celles des
différentes grandeurs discutées dans cette section, sont récapitulées dans le tableau V.4.
L’influence de la vitesse débitante de liquide 푈푙푠 sur la forme des distributions de
vitesses axiales des gouttes semble moins évidente que celle du gaz. Pour les points n°4 et 5
(푈푔푠 ≈ 17 m/s), une augmentation du débit d’eau injecté dans la conduite conduit à une
valeur supérieure de la vitesse la plus probable. Cela est probablement dû à la hauteur de
couche liquide plus importante pour le point n°5 (cf section VI.1.1) qui diminue la section
de passage du gaz et augmente donc sa vitesse moyenne. En revanche, on ne distingue
pas de différence notable entre les valeurs respectives de la vitesse la plus probable des
points 1 et 2, alors que pour ce dernier, la hauteur mesurée de la couche liquide est supé-
rieure (cf section VI.1.1). L’écoulement gazeux devrait donc à priori être plus rapide mais
cette tendance n’est pas observée pour les vitesses de gouttes. Cela tient probablement au
fait que celles-ci sont en général plus grosses pour le point n°2, et ont donc tendance à se
déplacer moins rapidement. Nous reviendrons plus longuement sur ce point un peu plus
loin (section V.3.2).
On peut également constater que lorsque 푈푙푠 est augmenté à 푈푔푠 constant (points 1→2
et 4→5), le pic est moins marqué et les vitesses des gouttes semblent plus largement distri-
buées autour de la valeur la plus probable. Cette dispersion des vitesses axiales des gouttes
autour du pic de la pdf semble en fait corrélée avec les écarts-type des distributions de
hauteurs de la couche liquide pour chaques conditions d’injection, qui seront présentées
dans la section VI.1.1. Il est donc vraisemblable que les fluctuations d’épaisseur du liquide
tendent à engendrer des variations de vitesses de l’écoulement gazeux plus importantes que
si la section de passage était constante. Cet effet s’ajoute probablement à l’intensité des
fluctuations turbulentes.
La distribution des vitesses des gouttes autour de la vitesse moyenne réelle du gaz serait
donc due aux fluctuations turbulentes de vitesse de celui-ci ainsi qu’aux variations tem-
porelles de hauteur de la phase liquide. Cette hypothèse semble confirmée par le fait que
la partie de la pdf de vitesses située autour du pic est très bien représentée par une gaus-
sienne, comme illustré sur la figure V.13. On peut donc suggérer que la distribution totale
des vitesses horizontales peut être décomposée en deux parties distinctes : une composante
gaussienne formée de gouttes se déplaçant à la vitesse du gaz et suivant étroitement les
fluctuations de celle-ci, et une composante résiduelle (pouvant être obtenue en retranchant
la composante gaussienne à la pdf totale), dont la forme n’est pas clairement définie, qui
est constituée par des gouttes qui sont toujours en train d’être accélérées sous l’action
des forces aérodynamiques dues à l’écoulement gazeux. A partir de cette décomposition,
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Figure V.13
Décomposition de la pdf expérimentale des vitesses axiales des gouttes en une
composante gaussienne et une composante résiduelle pour 푈푙푠 = 0, 126 m/s et
푈푔푠 = 13 m/s.
on peut retrouver la vitesse moyenne des gouttes 푉푥 en calculant la somme des vitesses
moyennes respectives des composantes gaussienne et résiduelle, 푉푥 푝푝 et 푉푟푒푠, pondérées
par leurs proportions dans la distribution totale 푃푔푎푢푠푠 et 푃푟푒푠 :
푉푥 = 푃푔푎푢푠푠푉푥 푝푝 + 푉푟푒푠푃푟푒푠 (V.10)
En comparant les valeurs de 푃푟푒푠 pour les différentes conditions d’injection (tableau V.4)
avec celles des diamètres moyens 푑10 correspondants (tableau V.2), on remarque qu’elles
semblent approximativement suivre la même tendance. On peut donc penser que la propor-
tion de gouttes qui n’ont pas encore atteint la vitesse du gaz est liée à leurs tailles. Il serait
donc intéressant d’avoir expérimentalement accès aux accélérations axiales des gouttes afin
de les comparer à leurs vitesses et à leurs diamètres. Cependant, les tentatives en ce sens
réalisées au cours de ce travail se sont révélées infructueuses i . Malgré tout, l’application
du principe fondamental de la dynamique aux gouttes peut nous permettre d’évaluer, en
fonction de leurs diamètres, le temps et la distance nécessaires pour que celles-ci atteignent
la vitesse du gaz.
V.3.2 Temps et distances d’accélération des gouttes
Dans la direction axiale de la conduite, la principale force s’exerçant sur une
goutte est la traînée due à l’écoulement de gaz. En notant 푈푑(푡) la vitesse de la goutte
considérée, l’équation de mouvement d’une goutte s’écrit donc (Crowe et al. 1998 ) :
i . Le fait que les gouttes ne soient pas toujours détectées sur des images consécutives compliquent
en effet la détermination de leurs accélérations. De plus, ces dernières sont très sensibles aux défauts de
positionnement du barycentre des gouttes (dues entre autres à la non-sphéricité de certaines gouttes).
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Point de mesure
1 2 4 5
푉푥 (m/s) 15.77 15.26 19.92 20.42
푉푥 푝푝 (m/s) 17.30 17.19 21.36 21.95
푆 0.91 0.89 0.93 0.93
휎푝푝 (m/s) 1.33 1.62 1.36 1.53
푃푔푎푢푠푠 0.691 0.669 0.710 0.710
푉푟푒푠 (m/s) 12.26 11.24 16.30 16.59
푃푟푒푠 0.309 0.331 0.290 0.290
Tableau V.4











(푈푔 − 푈푑)2 d푡 (V.11)
où 퐶퐷 est le coefficient de traînée de la goutte, qui est fonction du nombre de Reynolds
particulaire 푅푒푝 = (푈푔 − 푈푑)푑/휈푔.
Lorsque celui-ci est supérieur à 1 (i.e. lorsqu’on n’est pas en régime de Stokes), comme
c’est le cas la majorité du temps dans notre configuration, celui-ci peut être calculé par la




(1 + 0, 15푅푒0,687푝 ) pour 푅푒푝 < 800 (V.12)
En posant 푝 = 0, 687 et 푈 = 푈푔 − 푈푑, l’équation V.11 peut se réécrire sous la forme :
d푈 = −훽푈 (1 + 훼푈푝) d푡 (V.13)





et 훽 = 18휌푔휌푙
휈푔
푑2
représente l’inverse du temps de relaxation de la goutte
(e.g. Binder et Hanratty 1992, Crowe et al. 1998 ).
Si la vitesse du gaz 푈푔 est considérée constante et égale à sa valeur moyenne, on peut,
en utilisant le changement de variable 푉 = 푈푝, trouver une solution analytique à l’équa-
tion V.13. Tous calculs effectués, le temps 푡 nécessaire à la particule pour atteindre la
vitesse 푈푑 s’exprime :







)푝 1 + 훼(푈푔 − 푈푑)푝
1 + 훼(푈푔 − 푈푑표)푝
]
(V.14)
où 푈푑표 est la vitesse initiale de la goutte au moment de son arrachement i .
i . Celle-ci est généralement prise comme égale à la vitesse des vagues (e.g. Fore et Dukler 1995a, Belt
2007 ). Nous utiliserons donc ici les valeurs mesurées des vitesses de vagues, qui seront présentées dans la
section VI.1.2.
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Figure V.14
Evolution de la vitesse axiale des gouttes en fonction du temps écoulé depuis
l’arrachement, pour des conditions similaires à celles du point de mesure n°1.
Un exemple d’évolution de la vitesse 푈푑 au cours du temps ainsi déterminée, pour des
conditions correspondant au point de mesure n°1 (cf tableau V.1), est illustré sur la fi-
gure V.14. Comme cela était attendu, en raison de l’inertie des gouttes, le temps mis par
celles-ci pour atteindre une vitesse proche de celle du gaz est d’autant plus élevé qu’elles
sont grosses. Il peut également être utile de s’intéresser aux distances correspondantes 푙
parcourues par ces gouttes entre le moment où elles sont entraînées et celui où elles at-
teignent la vitesse 푈푑. Il n’existe cependant pas d’expression analytique simple de cette
distance. Celle-ci doit donc être obtenue par intégration numérique de l’équation V.13,
ou par une procédure itérative telle que celle développée par Darboux (2009 ). Les courbes
d’évolution de 푈푑 en fonction de 푙 sont qualitativement identiques à celles de la figure V.14.
Sur les figures V.15(a) et V.15(b) sont respectivement représentés les temps et les dis-
tances nécessaires pour qu’une goutte de diamètre 푑 atteigne une vitesse proche de celle
du gaz i , pour des conditions correspondant au point de mesure n°5. On peut notamment
remarquer que lorsque le diamètre des gouttes devient supérieur à 250 µm environ dans
ce cas, la distance d’accélération des gouttes devient supérieure à la longueur séparant la
cellule de visualisation de l’entrée de la conduite (≈ 4 m, cf section II.2). Les plus grosses
gouttes ne peuvent donc dans notre cas jamais approcher la vitesse de l’écoulement gazeux.
Ce modèle simplifié d’accélération nous permet de mieux caractériser les distributions
de vitesses axiales commentées dans la section V.3.1. La composante symétrique des pdf
(cf figure V.13) est donc constituée des plus petites gouttelettes qui ont été arrachées
depuis suffisamment longtemps pour voyager à la vitesse du gaz. La composante résiduelle
contient quant à elle des gouttelettes qui sont trop fraîchement atomisées pour avoir atteint
cette vitesse, ainsi que les plus grosses gouttes (indifféremment de leur temps de séjour
dans la conduite). Cette analyse sera confirmée par les observations expérimentales dans
i . Notons que théoriquement, le temps et la distance mis par une goutte pour atteindre 푈푔 est infini,
les courbes présentées à la figure V.15 ont donc été arbitrairement tronquées lorsque la différence entre 푈푔
et 푈푑 devient inférieure à 0, 5 m/s.
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Figure V.15
Evolution du temps (a) et de la distance (b) nécessaires aux gouttes pour atteindre
la vitesse du gaz en fonction de leur diamètre, pour des conditions similaires à
celles du point de mesure n°5.
les sections V.4.7 et V.4.6. On peut se demander, si avec une conduite plus longue, il
serait possible d’observer des grosses gouttes se déplaçant à grande vitesse. Celles-ci se
déposant rapidement par l’action de la gravité (Binder et Hanratty 1992 ) et étant les
plus susceptibles de subir de l’atomisation secondaire (cf section III.3.3), il est cependant
probable que cela ne soit jamais le cas.
V.3.3 Vitesses verticales
Les distributions expérimentales des vitesses verticales de gouttes pour les points
de mesure n°1, 2, 4 et 5 sont comparées sur la figure V.16. Encore une fois, l’allure de ces
quatre pdf est identique. Toutes présentent un pic, correspondant à la vitesse verticale la
plus probable 푉푦 푝푝, pour une valeur proche de −0, 5 m/s. La gravité semble donc favoriser
la sédimentation des gouttes. Cela est confirmé par l’observation que dans tous les cas,
environ 2/3 des gouttes mesurées ont une vitesse verticale négative. Les vitesses verticales
moyennes 푉푦 sont donc également négatives. Les valeurs de ces différentes vitesses pour
chaque couple de vitesses superficielles d’injection sont résumées dans le tableau V.5.
Comme noté par différents auteurs (e.g. Paras et Karabelas 1991b, Binder et Hanratty
1992, Mols et Oliemans 1998 ), la répartition de vitesses verticales des gouttes semble ré-
sulter de la compétition entre la gravité et les fluctuations turbulentes de vitesse du gaz.
Dans certains cas, cet équilibre peut être modifié par la présence d’un écoulement secon-
daire (e.g. van’t Westende et al. 2007 et section III.2.2). L’effet de cet écoulement se fait
cependant surtout ressentir pour des vitesses de gaz supérieures à celles de nos conditions
expérimentales, et on peut penser que celui-ci n’a que peu d’influence dans notre configura-
tion. Cela est confirmé par la comparaison entre les résultats obtenus pour le plan médian
de la conduite et pour un plan situé à 푅/2, présentés en annexe C.
Un aspect remarquable des distributions présentées sur la figure V.16 est qu’elles sont
toutes asymétriques. Leur queue semble en effet bien plus lourde à droite (i.e. pour les
vitesses verticales positives). En considérant que la turbulence est homogène et isotrope
124
V.3 Vitesses des gouttelettes
Figure V.16
Comparaison des distributions de vitesses verticales de gouttes obtenues pour les
quatre points de mesures de la campagne de 2009.
dans le gaz, on pourrait pourtant penser que les pdf devraient être symétriques mais avec
un pic (i.e. une moyenne dans le cas d’une distribution symétrique) décalé dans les vitesses
négatives à cause de l’action de la gravité. L’explication de cette décroissance moins ra-
pide de la distribution pour les vitesses ascendantes que pour les vitesses descendantes est
probablement liée à l’arrachement des gouttes. En effet, lors de leur atomisation, celles-ci
sont la plupart du temps éjectées vers le sommet de la conduite avec des vitesses parfois
importantes. Lorsque les gouttes sont mesurées suffisamment peu de temps après qu’elles
aient été entraînées, elles peuvent donc encore être sous l’effet de l’inertie liée à leur arra-
chement. Ce point sera discuté plus en détail dans la section V.4.2.
Il n’est donc pas étonnant que les distributions expérimentales soient très mal représentées
par une loi normale, comme illustré sur la figure V.17. Un accord bien meilleur est obtenu
avec la loi normale-inverse-gaussienne (NIG), appartenant à la famille des distributions


















훼2 − 훽2 + 훽(푉푦 − 휇) (V.15)
où 퐾1 est la fonction de Bessel modifiée de seconde espèce et d’indice 1.
Comme ses cousines log-hyperbolique et normale-gamma (cf sections V.2 et V.5.2), elle
nécessite cependant la détermination de quatre paramètres, ce qui la rend compliquée à
utiliser en pratique. Les valeurs de chacun de ces paramètres obtenues par ajustement de
la loi théorique sur les données expérimentales par la méthode des moindres carrés sont
récapitulées dans le tableau V.5.
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Figure V.17
Comparaison de la distribution expérimentale des vitesses verticales de gouttes
pour 푈푙푠 = 0, 091 m/s et 푈푔푠 = 17 m/s avec les lois normale et normale inverse
gaussienne (ajustées par la méthode des moindres carrés).
Point de mesure
1 2 4 5
distribution
expérimentale
푉푦 (m/s) -0,16 -0,14 -0.19 -0,2
푉푦 푝푝 (m/s) -0,43 -0,42 -0,46 -0,45
loi NIG
훼 1,522 1,140 1,562 1,376
훽 0,744 0,526 0,739 0,606
휆 0,684 0,753 0,750 0,731
휇 -0,526 -0,503 -0,610 -0,569
푉푦 (m/s) -0,14 -0,11 -0.21 -0,21
Tableau V.5
Résumé de différentes vitesses verticales caractéristiques en fonction des
conditions expérimentales ainsi que des paramètres de la loi NIG obtenus par
ajustement sur nos données.
V.4 Evolution conjointe des tailles et des vitesses
V.4.1 Distributions jointes taille/vitesse
Outre l’étude des distributions globales des tailles et de vitesses des gouttelettes,
une meilleure compréhension de la manière dont les gouttes sont transportées par le gaz
passe également par la détermination de l’évolution des probabilités de ces grandeurs les
unes en fonction des autres. En effet, l’étude des densités de probabilité de l’ensemble du
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spray tend à masquer les contributions respectives de gouttes ayant des caractéristiques
différentes : nous avons par exemple vu (section V.3.2) que les vitesses des petites gouttes
pouvaient être très supérieures à celles des plus grosses, sans que cette différence de com-
portement soit observable sur les pdf totales de vitesses.
Il est donc souhaitable de s’intéresser également aux densités de probabilité jointes dia-
mètres/vitesses. De telles pdf à deux variables pour les propriétés des gouttes dans des
écoulements annulaires ont été présentées, entre autres, par Azzopardi (1997 ) pour les
tailles et les vitesses axiales, ainsi que par van’t Westende (2007 ) à la fois pour les tailles
et vitesses axiales et pour les tailles et vitesses radiales. Un exemple de densités de proba-
bilité jointes obtenues à partir de nos données expérimentales pour le point de mesure n°1
est illustré sur la figure V.18 pour les tailles et les vitesses horizontales et sur la figure V.19
pour les tailles et les vitesses verticales. Qualitativement, celles-ci sont très semblables à
celles présentées par van’t Westende (2007 ), à l’exception du fait que dans son cas les pdf
jointes tailles/vitesses radiales sont symétriques et centrées sur une vitesse nulle i alors que
dans le nôtre les vitesses verticales sont dissymétriques et que la vitesse la plus probable
est négative (cf section V.3.3). Les pdf jointes vitesses horizontales/vitesses verticales sont
quant à elles présentées sur la figure V.20.
D’une manière générale, on peut constater sur les figures V.18 et V.19 que les petites
gouttes semblent plus largement distribuées que les grosses, à la fois pour les vitesses ho-
rizontales et pour les vitesses verticales. La figure V.20 montre quant à elle une tendance
des gouttes ayant une forte vitesse horizontale à avoir plutôt des vitesses verticales néga-
tives. Cependant, il semble difficile de pousser plus loin l’analyse à partir de ces courbes.
En effet, l’utilisation de pdf à deux variables rend la visualisation délicate. Une alternative
consiste à regrouper les gouttes du spray dans différentes classes pour une grandeur donnée
(taille, vitesse horizontale, vitesse verticale) et à regarder la distribution de celles-ci pour
une seconde grandeur. C’est cette approche qui sera utilisée pour la suite de cette partie.
Soulignons que le choix des classes utilisées sera ici quelque peu arbitraire, car le nombre
de gouttes observées dans nos expériences n’est pas suffisant pour permettre l’utilisation
de classes de largeurs égales. L’objectif de cette section est cependant de décrire qualita-
tivement le comportement des gouttes. C’est pourquoi celles-ci seront choisies de manière
à illustrer au mieux les variations existant entre les gouttes dont les caractéristiques sont
différentes.
V.4.2 Distributions de vitesses verticales par classes de vitesses axiales
La figure V.21 montre un exemple de distributions de vitesses verticales par classes
de vitesses axiales, pour le cas du point de mesure n°5. On peut y constater que les vitesses
ascendantes ont d’autant plus de poids dans ces pdf que les gouttes se déplacent lente-
ment dans la direction horizontale. En effet, les vitesses verticales moyennes des classes
correspondant à de faibles 푉푥 sont positives, alors que pour l’ensemble du spray elles sont
négatives (cf section V.3.3). La queue des distributions aux vitesses ascendantes est égale-
ment plus lourde lorsque 푉푥 est petit. Les gouttes semblent donc être arrachées avec une
forte composante de vitesse dirigée vers le haut de la conduite. L’observation des séquences
i . Les mesures de van’t Westende ont en effet été réalisées pour un écoulement annulaire vertical.
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Figure V.18
Fonction de densité de probabilité jointe des diamètres et des vitesses horizontales
des gouttes pour 푈푙푠 = 0, 091 m/s et 푈푔푠 = 13 m/s.
Figure V.19
Fonction de densité de probabilité jointe des diamètres et des vitesses verticales
des gouttes pour 푈푙푠 = 0, 091 m/s et 푈푔푠 = 13 m/s.
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Figure V.20
Fonction de densité de probabilité jointe des vitesses horizontales et des vitesses
verticales des gouttes pour 푈푙푠 = 0, 091 m/s et 푈푔푠 = 13 m/s.
Figure V.21
Distributions des vitesses verticales des gouttes par classes de vitesses axiales pour
푈푙푠 = 0, 091 m/s et 푈푔푠 = 17 m/s.
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d’images acquises avec la caméra rapide révèle en effet que lors de l’atomisation primaire,
les gouttes peuvent fréquemment être éjectées vers le haut avec une vitesse importante.
De plus, l’action de la turbulence ne peut pas expliquer de telles vitesses, et l’écoulement
secondaire est jugé négligeable dans notre cas. Comme discuté dans la section V.3.2, les
classes de faibles 푉푥 sont composées des grosses gouttes ainsi que de plus fines gouttelettes
fraîchement entraînées. Dans les deux cas, il est donc vraisemblable que les gouttes de ces
classes soient encore sous l’effet de l’inertie liée à leur atomisation. On constate en outre
que plus la vitesse axiale des gouttes de la classe considérée augmente (i.e. plus les gouttes
sont présentes depuis longtemps dans l’écoulement et/ou sont petites) et moins l’asymé-
trie de la pdf est marquée. Pour les gouttes se déplaçant à une vitesse proche de celle du
gaz (푉푥 > 20 m/s pour l’exemple de la figure V.21), on retrouve une distribution quasi-
symétrique des vitesses verticales, indiquant que les fluctuations turbulentes ne présentent
pas de direction privilégiée. La pdf reste cependant centrée sur des vitesses négatives, sous
l’action de la gravité qui favorise la sédimentation des gouttes.
Figure V.22
Comparaison de la distribution des vitesses verticales des gouttes ayant une vitesse
axiale élevée avec une loi normale et une loi normale inverse gaussienne
(ajustement par la méthode des moindres carrés) pour 푈푙푠 = 0, 091 m/s et
푈푔푠 = 17 m/s.
On peut cependant observer sur la figure V.22, présentant la comparaison entre la dis-
tribution des gouttes qui ne sont plus sous l’effet de leur vitesse d’éjection et le résultat
de l’ajustement d’une loi normale sur les données expérimentales, que les fluctuations de
vitesses des gouttes ne sont pas correctement représentées par une gaussienne. En effet, les
queues de la pdf expérimentale décroissent plus lentement que ne le prédit la loi normale.
Rappelons que c’est sur la base d’observations similaires que Barndorff-Nielsen (1977 ) a
introduit la famille des distributions hyperboliques généralisées à laquelle appartient la loi
normale-inverse-gaussienne que nous avons vu décrire de manière adéquate les distribu-
tions totales des vitesses verticales des gouttes (cf figure V.17). Barndorff-Nielsen (1979 )
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a de plus montré que les pdf de fluctuations turbulentes pouvaient dans certains cas ne
pas être distribuées selon une gaussienne. Comme illustré sur la figure V.22, l’accord entre
la loi NIG et la pdf expérimentale est également très bon dans le cas d’une distribution
symétrique.
V.4.3 Pdf de vitesses axiales par classes de vitesses verticales
Figure V.23
Comparaison des distributions des vitesses axiales des gouttes ascendantes et
descendantes pour 푈푙푠 = 0, 126 m/s et 푈푔푠 = 13 m/s.
La figure V.23 présente un exemple de comparaison des pdf de vitesses axiales des
gouttes ayant respectivement une vitesse verticale ascendante et descendante, pour le point
de mesure n°2. L’allure de la distribution des gouttes descendantes est très proche de celle
de la pdf globale du spray (figure V.12). En revanche, on peut remarquer que les gouttes
ascendantes se déplacent sensiblement moins vite. Le pic de la distribution est beaucoup
moins marqué, la densité de probabilité augmentant assez régulièrement jusqu’à atteindre
la vitesse la plus probable. Celle-ci est nettement inférieure (≈ 1, 5 m/s dans ce cas) à celle
des gouttes descendantes. Ces observations confirment l’analyse de la section V.4.2 : les
gouttes se dirigeant vers le haut sont principalement les plus "jeunes" et les plus grosses,
qui n’ont pas (encore) été accélérées jusqu’à la vitesse de l’air.
V.4.4 Distributions de diamètres par classes de vitesses verticales
La figure V.24 montre un exemple de comparaison entre les pdf de diamètres des
gouttes possédant une vitesse verticale respectivement ascendante et descendante, pour
le point de mesure n°4. Les gouttes se dirigeant vers le sommet de la conduite semblent
effectivement légèrement plus grosses que les autres, mais l’écart reste faible. De plus, cette
tendance est encore moins marquée pour certains autres points de mesure. Pour observer
des différences notables, il est donc nécessaire d’utiliser plus de classes de vitesses verticales.
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Figure V.24
Comparaison des distributions des diamètres des gouttes ascendantes et
descendantes pour 푈푙푠 = 0, 067 m/s et 푈푔푠 = 17 m/s.
Figure V.25
Distributions des diamètres de gouttes par classes de vitesses verticales pour
푈푙푠 = 0, 067 m/s et 푈푔푠 = 17 m/s.
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Un exemple de découpage en quatre classes est illustré sur la figure V.25. Comme pour
la figure V.24, l’écart entre les distributions des gouttes de faible 푉푦 (< 1 m/s en valeur
absolue) descendantes et ascendantes est faible, avec une légère tendance de ces dernières
à être plus grosses. En revanche la différence est beaucoup plus marquée pour les gouttes
dont la vitesse verticale est élevée (> 1 m/s en valeur absolue). Celles-ci semblent en ef-
fet bien plus grosses lorsqu’elles sont en train de monter. Comme noté par de nombreux
auteurs (e.g. Lee et al. 1989, Binder et Hanratty 1992, Azzopardi 1997 ), les gouttes de
grande inertie (i.e. de grande taille) sont très peu affectées par les fluctuations turbulentes
de vitesse du gaz, et suivent essentiellement une trajectoire balistique déterminée par leur
vitesse d’éjection et par l’action de la pesanteur terrestre. Elles peuvent donc conserver une
vitesse ascendante importante beaucoup plus longtemps que les petites, qui sont bien plus
sensibles à l’action de l’écoulement gazeux. Ajoutons également que ces grosses gouttes,
sous l’action de l’inertie liée à leur atomisation, peuvent parfois se déposer directement
sur la partie supérieure de la conduite (e.g. James et al. 1987 ). Elles ne sont donc pas
présentes dans les pdf de classes de vitesses descendantes.
Figure V.26
Distributions des diamètres de gouttes ayant une vitesse verticale élevée et une
vitesse axiale supérieure à 14 m/s pour 푈푙푠 = 0, 067 m/s et 푈푔푠 = 17 m/s.
Lorsque l’on s’intéresse aux distributions des gouttes ayant une vitesse verticale élevée,
mais également une vitesse axiale suffisante pour pouvoir estimer que les gouttes ne sont
plus sous l’effet de leur vitesse d’éjection initiale, on constate que les pdf redeviennent
similaires pour les gouttes ascendantes et descendantes, comme illustré à la figure V.26. Ces
distributions sont bien plus étroites que sur la figure V.25 et présentent des diamètres bien
plus petits. En effet, lorsque l’inertie liée à l’arrachement a disparu, seule la turbulence peut
amener les gouttes à avoir des vitesses verticales élevées. La gravité pourrait éventuellement
amener de grosses gouttes présentes depuis longtemps dans l’écoulement à "chuter" à une
vitesse importante, mais d’après la figure V.25, cela ne semble jamais être le cas. On peut
ici penser, par exemple, à l’action de l’atomisation secondaire (cf section III.3.3) qui tend
à diminuer la durée de vie des grosses gouttes.
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Figure V.27
Distributions des vitesses verticales des gouttes par classes de tailles pour
푈푙푠 = 0, 126 m/s et 푈푔푠 = 13 m/s.
Figure V.28
Distributions du nombre de Froude des gouttes par classes de diamètres pour
푈푙푠 = 0, 126 m/s et 푈푔푠 = 13 m/s.
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V.4.5 Distributions de vitesses verticales par classes de diamètres
Sur la figure V.27 est présenté un exemple de distributions de vitesses verticales
par classe de diamètres pour le cas du point de mesure n°2. On peut tout d’abord noter
que l’asymétrie observée sur la pdf totale (figure V.16) est également présente ici quelle
que soit la classe de diamètre, bien que celle-ci soit moins marquée pour les grosses gouttes.
Cela paraît donc indiquer que toutes les gouttes, indépendamment de leur taille, sont su-
jettes à des effets d’inertie liée à leur éjection. On observe également que l’écart-type des
distributions semble diminuer lorsque le diamètre des gouttes observées augmente (i.e. la
distribution est plus étroite). Cela tient vraisemblablement au fait que les petites gouttes
sont beaucoup plus sensibles aux fluctuations turbulentes de vitesses du gaz que les grosses.
Il est cependant surprenant que les petites gouttes présentent des vitesses verticales des-
cendantes supérieures en valeur absolue (notamment la vitesse la plus problable) à celles
des plus grosses qui devraient être plus affectées par la gravité i . Outre l’action de l’ato-
misation secondaire précédemment évoquée (cf section V.4.4), on peut supposer que cela
est en partie dû à la position de la fenêtre de visualisation qui est centrée sur l’axe de
la conduite : les gouttes n’ont probablement pas le temps d’accélérer suffisamment à cet
endroit pour que l’effet de la gravité soit visible sur les vitesses verticales. Des mesures
réalisées plus près de l’interface donneraient sûrement des valeurs plus élevées (en valeur
absolue) des vitesses descendantes des grosses gouttes. Comme indiqué en annexe C, il est
peu probable que cela soit causé par l’effet d’un éventuel écoulement secondaire. Celui-ci
devrait de plus affecter plus particulièrement les petites gouttelettes. En revanche, on peut
éventuellement penser à un effet de portance induit par un gradient de vitesse (Saffman
1965, Vames et Hanratty 1988, Tayebi et al. 2000 ), plus marqué pour les grosses gouttes.
Trop peu d’informations sont cependant disponibles sur les profils de vitesse de l’air dans
nos expériences pour pouvoir confirmer cette hypothèse.
Afin de comparer les vitesses mesurées des gouttes avec l’effet de la gravité, il peut être
intéressant d’adimensionnaliser celles-ci. On peut ainsi construire un nombre de Froude 퐹푟






La figure V.28 montre les pdf de ce nombre de Froude par classe de taille pour le point
de mesure n°2. Cette figure confirme les tendances discutées ci-dessus, les valeurs de 퐹푟
étant d’autant plus élevées et distribuées que le diamètre des gouttes considérées est petit.
L’influence de la turbulence est donc clairement prépondérante pour celles-ci. Il serait donc
intéressant, comme proposé par différents auteurs (e.g. Binder et Hanratty 1991 et 1992,
Mols et Oliemans 1998 ) de combiner 퐹푟 avec un nombre de Stokes afin d’évaluer la sen-
sibilité des gouttelettes aux fluctuations turbulentes de l’écoulement d’air. Le manque de
données sur les caractéristiques de la turbulence dans le gaz (notamment la diffusivité
turbulente) ne nous permettent hélas pas de construire un tel nombre pour le moment.
i . A titre d’exemple, la vitesse terminale d’une goutte de 0, 1 mm de diamètre en chute libre dans de
l’air au repos est d’environ −0, 25 ms alors qu’elle est de −3, 85 m/s pour une goutte de 1 mm.
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Figure V.29
Distributions des vitesses axiales des gouttes par classes de diamètres pour
푈푙푠 = 0, 091 m/s et 푈푔푠 = 17 m/s.
Figure V.30
Distributions des diamètres de gouttes par classes de vitesses axiales pour
푈푙푠 = 0, 067 m/s et 푈푔푠 = 17 m/s.
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V.4.6 Distributions de vitesses horizontales par classes de tailles
La figure V.29 présente un exemple de pdf de vitesses axiales par classes de dia-
mètres, pour le point de mesure n°5. L’allure de celle-ci semble d’autant plus proche de
celle de la distribution totale du spray que le diamètre des gouttes de la classe observée est
faible, ce qui confirme que les petites gouttes ont un poids très important dans la forme
de la pdf globale. Comme pour cette dernière, les pdf des trois classes correspondants aux
plus petits diamètres (푑 < 0, 35 mm) semblent présenter deux composantes, une gaus-
sienne comportant les gouttes ayant atteint leur vitesse axiale terminale (aux fluctuations
près) et une résiduelle composée des gouttes qui sont encore en train d’être accélérées par
l’écoulement gazeux. Les plus fines gouttelettes atteignant très rapidement la vitesse de
l’air, la proportion de cette dernière composante dans la distribution diminue avec la taille
de gouttes contenues dans la classe observée. La vitesse la plus probable des plus petites
gouttes (푑 < 0, 08 mm) est très légèrement supérieure à celle de l’ensemble du spray (de
0, 1 à 0, 3 m/s selon les conditions d’injection). En revanche, le pic des distributions a lieu
pour des vitesses de plus en plus faibles lorsque la taille des gouttes augmente. Comme
discuté dans la section V.3.2, cela est dû au fait que la vitesse maximale atteignable par
les gouttes diminue lorsque leur diamètre augmente.
V.4.7 Distributions de diamètres par classes de vitesses horizontales
Un exemple de pdf de tailles de gouttes par classes de vitesses axiales est illustré
sur la figure V.30, pour le cas du point de mesure n°4. On peut y constater que plus la classe
observée représente des vitesses élevées, plus les diamètres les plus probables des gouttes
associées sont petits et plus la distribution est étroite. Là encore, on observe donc bien
que les grosses gouttes ne présentent jamais des vitesses très élevées (section V.3.2). Sur la
figure V.30, on observe que l’évolution de la forme des pdf est remarquablement régulière
à mesure que la vitesse des classes considérées est augmentée. De plus, l’allure de ces
distributions semble correspondre à celle d’une loi lognormale. Nous avons donc également
représenté sur la figure V.30 le résultat de l’ajustement de cette loi (équation V.3) sur les
distributions expérimentales de diamètres de chacune de classes de vitesses. Il est assez
surprenant de constater que l’accord observé est alors bien meilleur que lorsque cette loi
est ajustée directement sur la distribution totale des diamètres de gouttes (cf figure V.9).
L’évolution des paramètres obtenus par l’ajustement (diamètre moyen 푑 et variance 휎2)
semble de plus fortement reliée à la vitesse de la classe correspondante. Cette observation
offre une possibilité d’interprétation intéressante de la forme des distributions totales de
tailles de gouttes présentées dans la section V.2, que nous allons maintenant discuter plus
en détails.
V.5 Discussion sur les distributions de tailles des gouttes
V.5.1 Distributions à "queues lourdes"
Nous avons vu dans la section V.2.3 que les lois de Fréchet et log-normale, qui
sont celles qui présentent le meilleur accord avec les distributions observées expérimentale-
ment dans notre configuration (cf tableau V.2), pouvaient se comporter différemment selon
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que leurs paramètres étaient déterminés à partir de la pdf des diamètres des gouttes ou
celle de leurs volumes. Bien qu’il soit possible que les gouttelettes trop petites pour être
mesurées soient à l’origine de ces écarts, il semble cependant peut vraisemblable qu’elles
soient assez nombreuses pour générer de telles différences, les vitesses de gaz utilisées dans
nos expériences restant relativement modérées. Dans le cas de la loi log-normale ajustée
sur les pdf en volume par exemple, le diamètre le plus probable pour les gouttes est tou-
jours inférieur à 10 µm (soit 7 à 10 fois inférieur au diamètre le plus probable mesuré
expérimentalement), ce qui ne semble pas très réaliste. Cela met en lumière la nécessité de
mieux comprendre les phénomènes physiques à l’origine des distributions observées expéri-
mentalement. En effet, s’il est souvent possible de trouver empiriquement une loi théorique
capable de décrire celles-ci, il est en revanche bien plus difficile d’établir le processus sto-
chastique correspondant qui permettrait de les relier aux conditions expérimentales. Si
celui-ci était correctement modélisé, il semblerait de plus naturel que la loi de distribu-
tion théorique résultante puisse être appliquée indifféremment aux pdf des diamètres des
gouttes ou à celle de leurs volumes.
La loi log-normale est souvent considérée comme le résultat d’un processus séquentiel de
fragmentation en cascade, tel que décrit par Kolmogorov (1941, cf section I.3.1). Il est
cependant peu probable que cette explication soit valable dans notre cas. En effet, ce rai-
sonnement s’intéresse aux distributions des volumes (i.e. des masses) obtenus après un
très grand nombre d’étapes de fragmentation. Dans nos mesures, on observe à la fois des
gouttes directement issues de l’atomisation de la crête des vagues (par l’un des mécanismes
présentés dans la section III.3.2), et donc appartenant aux premières séquences de la frag-
mentation, et des gouttes présentes dans l’écoulement depuis bien plus longtemps (et donc
susceptibles d’avoir subi une grand nombre de ruptures successives, notamment sous l’effet
de l’atomisation secondaire décrite dans la section III.3.3). On peut donc légitimement se
demander si les tailles de gouttes observées doivent ou non suivre une loi log-normale. De
toute évidence, les petites gouttes qui sont les plus nombreuses et qui résultent souvent
de l’interaction d’un grand nombre de facteurs aléatoires devraient pouvoir être correcte-
ment modélisées par cette loi. Cependant, il paraît beaucoup moins certain que les grosses
gouttes (i.e. la queue des distributions aux larges diamètres) soient également réparties de
la même manière.
A ce titre, il est intéressant de noter que la loi de Fréchet, qui représente elle aussi
très bien nos données expérimentales, fait partie de la famille des distributions à queues
lourdes. Celles-ci, parfois qualifiées de leptokurtiques, sont caractéristiques de situations
dans lesquelles les évènements rares (dans notre cas les très grosses gouttes) sont plus pro-
bables que ne le prévoit l’application du Théorème de la Limite Centrale. La particularité
de ces distributions est que leur queue semble décroître de manière plus proche d’une loi
de puissance (i.e. une distribution de Pareto) que d’une exponentielle. De telles densités
de probabilité ont été observées dans des domaines très variés comprenant entre autres :
l’économie (e.g. Mandelbrot 1963, Reed 2001 ) pour la volatilité des actifs boursiers, les
distributions de revenus, ou les distributions de tailles de villes, l’informatique pour la dis-
tribution des tailles de fichiers présents sur Internet (Mitzenmacher 2004 ), la biologie pour
la distribution des nombres d’espèces par genre de plantes, la géologie pour la distribution
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des tailles de champs pétrolifères ou des tailles de diamants, la linguistique pour les fré-
quences d’apparition de mots dans de longues séquences de texte, ou encore l’astronomie
avec par exemple la distribution des tailles d’impacts de météorites sur la lune. Bien que
l’origine de ce type de distributions soit mal comprise et fasse encore à l’heure actuelle
l’objet de nombreuses publications dans la communauté statisticienne, il est généralement
admis qu’elles sont observées dans des cas où le Théorème de la Limite Centrale ne s’ap-
plique pas, ou partiellement. On peut par exemple noter que Chen (2003 ), poursuivant les
idées de Reed (2001 ) a récemment montré qu’un produit de variables aléatoires stoppé (ou
observé) de manière aléatoire avec des indices d’arrêt distribués de manière exponentielle
(i.e. suivant un processus de Poisson) pouvait générer des distributions possédant des ca-
ractéristiques similaires à une loi log-normale dans le corps de la distribution mais dont
les queues décroissent en suivant une loi de puissance i . Ces hypothèses ne sont pas sans
rappeler notre configuration où les gouttes sont observées à différentes étapes du proces-
sus de fragmentation. La simple introduction d’une borne inférieure ou supérieure dans le
processus multiplicatif à l’origine des distributions log-normales peut également avoir pour
effet d’obtenir une décroissance en loi de puissance (e.g. Mitzenmacher 2004 ).
Dans le cas plus spécifique des gouttes entraînées dans les écoulements gaz-liquide en
conduite horizontale, on peut noter que les queues des distributions expérimentales en
volume présentées par Simmons et Hanratty (2001 ) semblent également plus lourdes que
celles des lois log-normale et log-normale à limite supérieure ajustée à leurs données, à la
fois pour les faibles et les grands diamètres. Les simulations numériques de Binder et Han-
ratty (1992 ), destinées à étudier les influences respectives de la diffusion turbulente et de
la gravité sur un écoulement de particules dans un canal horizontal, paraissent également
montrer que la pdf des tailles obtenues lorsque celle-ci est stationnaire est plus "piquée"
et que les valeurs de probabilités dans les queues décroissent plus lentement que pour la
distribution "source" utilisée pour les calculs. Aucune de ces études ne fait cependant ex-
plicitement référence au phénomène de distributions à queues lourdes. Notons cependant
que les lois log-stables dérivées par Rimbert et Séro-Guillaume (2004 ) à partir d’une équa-
tion de fragmentation continue (cf section I.3.1) et appliquées aux données de Simmons et
Hanratty (2001 ) fait effectivement partie de cette famille de distributions.
C’est également l’observation de ce type de pdf qui a conduit Barndorff-Nielsen (1977 )
à introduire la famille des distributions hyperboliques généralisées. Celles-ci comprennent
entre autres les lois log-hyperbolique, normale-gamma et normale-inverse-gaussienne pré-
cédemment évoquées (sections V.2.3 et V.3.3 respectivement). Une des particularités de
ces lois est qu’elles peuvent être obtenues par la combinaison (en statistiques, on emploie
plutôt le terme de mélange) d’une infinité de distributions log-normales dont la moyenne et
la variance sont elles-même distribuées selon une certaine fonction de densité de probabilité
(cf section V.5.2). Cette propriété n’est pas sans rappeler les pdf des diamètres des gouttes
par classes de vitesses axiales (présentées dans la section V.4.7), qui semblent toutes suivre
i . On peut illustrer ce concept par l’exemple suivant : il est bien connu que les distances parcourues
par différentes particules issues d’un même point se diffusant par mouvement Brownien (sans dérive) sont
distribuées selon une loi normale si elles sont observées après un temps suffisamment long. Cependant,
si les temps auxquels les observations ont lieu sont eux-mêmes distribués, la pdf résultante des distances
peut sous certaines conditions présenter des queues décroissant en loi puissance.
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approximativement une loi log-normale dont la moyenne et la variance dépendent de la
vitesse de la classe considérée. Dans la section suivante, nous allons donc étudier comment
cette représentation peut nous permettre d’interpréter la forme des distributions de tailles
des gouttes observées expérimentalement.
V.5.2 Interprétation par un modèle de mélange de lois log-normales
La théorie du mélange de lois (log-)normales de variances et moyennes distribuées
est décrite, entre autres, par Barndorff-Nielsen (1977 ) et Barndorff-Nielsen et al. (1982 ).
Ces derniers notent que les pdf résultantes sont souvent obtenues comme formes limites
asymptotiques lorsque les variables aléatoires considérées ne sont pas indépendantes. En
particulier, ce processus est à l’origine de la famille des distributions hyperboliques géné-
ralisées. Il est basé sur les considérations suivantes : soit une variable aléatoire 푑 (i.e. le
diamètre des gouttes dans notre cas) suivant une loi log-normale dont la moyenne ln 푑 est
reliée à sa variance 휎2 par une relation linéaire de la forme :
ln 푑 = 휇+ 훽휎2 (V.17)
où 휇 est un paramètre de position, représentant le logarithme du diamètre moyen d’une
distribution de variance nulle (i.e. une distribution monodispersée), et 훽 un paramètre de
dérive.
Si 휎2 est elle-même distribuée selon une certaine loi, la pdf conditionnelle de 푑 (i.e. la
somme pondérée, par les probabilités de 휎2, de l’infinité de log-normales définies par la
distribution de 휎2) est alors l’une des distributions hyperboliques généralisées : si 휎2 suit
une loi gamma, on obtient une distribution normale-gamma, si elle suit une loi inverse-
gaussienne, on obtient une distribution normale-inverse-gaussienne, si elle suit la loi pro-
posée par Barndorff-Nielsen (1977 ), on obtient une distribution log-hyperbolique, etc... En
pratique, ce processus peut être appliqué à n’importe quelle distribution de variance i (i.e.
la distribution du mélange). La pdf ainsi obtenue peut alors être représentée comme le
résultat d’un mouvement Brownien de dérive 훽, commencé à 휇, et observé à des moments
aléatoires (Barndorff-Nielsen et al. 1982 ).
D’après les observations de la section V.4.7, on peut donc se demander si, une fois la bonne
distribution des variances déterminée pour les pdf des diamètres de gouttes par classes de
vitesses axiales, ce processus pourrait permettre de retrouver la distribution totale des
diamètres expérimentaux. On peut pour cela commencer par remarquer que malgré la dis-
persion importante des données expérimentales due à un nombre insuffisant de gouttes dans
chaque classe (notamment pour les faibles vitesses), la relation V.17 semble approximati-
vement vérifiée dans notre cas, comme illustré sur la figure V.31 ii . Les diamètres moyens
de chaque classe 푖, 푑(푖), paraissent également décroître lorsque la vitesse augmente (cf fi-
gure V.30). On peut constater sur la figure V.32 que le logarithme des diamètres moyens
i . Notons également que ce principe de mélange de pdf peut être utilisé avec des distributions de base
autres que la loi log-normale.
ii . Dans cette exemple, les vitesses axiales des gouttes ont été reparties en classes de 0, 25 m/s de largeur,
prises entre 10 m/s et 20, 5 m/s. En effet, au-delà de ces bornes, le nombre de gouttes devient trop faible
pour obtenir des résultats satisfaisants
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Figure V.31
Comparaison entre la variance et le logarithme du diamètre moyen de chaque
classe de vitesses axiales, pour 푈푙푠 = 0, 091 m/s et 푈푔푠 = 13 m/s.
Figure V.32
Comparaison entre la vitesse médiane et le logarithme du diamètre moyen de
chaque classe de vitesses axiales, pour 푈푙푠 = 0, 091 m/s et 푈푔푠 = 13 m/s.
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Figure V.33
Comparaison entre les variances mesurées de chaque classe de vitesses axiales, la
distribution déduite de celle des vitesses par l’équation V.19, et la loi gamma, pour
푈푙푠 = 0, 091 m/s et 푈푔푠 = 13 m/s.
semble, comme pour 휎2, dépendre linéairement de 푉푥(푖) :
ln 푑(푖) = ln 푑0 − 훾푉푥(푖) (V.18)
où 푑0 représente le diamètre moyen des gouttes possédant une vitesse nulle i , et 훾 a une
dimension homogène à l’inverse d’une vitesse. Dans cette relation, les vitesses 푉푥(푖) utili-
sées sont les valeurs médianes de chaque classe.
Des équations V.17 et V.18, on peut déduire la variance de chaque classe à partir de leur







훾 représente la vitesse pour laquelle la variance devient nulle, et 휖 =
훽
훾
a la dimension d’une vitesse. Grâce à l’équation V.19, il est possible de déterminer la
distribution des 휎2 à partir de celle des vitesses axiales. On peut alors remarquer que le
paramètre 푉푚푎푥 sert à "inverser" les pdf (comparer les figures V.33 et V.12) et 휖 est un
paramètre d’"écartement" de la distribution. Si les classes ont été définies de largeur égale,
la probabilité expérimentale des variances de chacune peut être déterminée en divisant le
nombre de gouttes qu’elles contiennent par leur nombre total. La figure V.33 montre un
exemple de comparaison entre les probabilités expérimentales de 휎2 ainsi obtenues et leur
distribution f (휎2) déduite de f (푉푥) (cf section V.3.1) par l’équation V.19. Etant donné la
dispersion des mesures, l’accord constaté est raisonnablement bon.
i . Il s’agit donc ici d’un diamètre "virtuel" : en effet, les gouttes se déplacent déjà à la vitesse des
vagues lorsqu’elles sont arrachées.
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Figure V.34
Comparaison entre la distribution expérimentale des diamètres et le résultat du
modèle de mélange de lois log-normales, pour 푈푙푠 = 0, 091 m/s et 푈푔푠 = 13 m/s.
Figure V.35
Comparaison entre la distribution expérimentale des volumes et le résultat du
modèle de mélange de lois log-normales, pour 푈푙푠 = 0, 091 m/s et 푈푔푠 = 13 m/s.
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La distribution des 휎2 est donc dans notre cas étroitement liée à celle des vitesses
axiales des gouttes. Cette dernière ne semble pas pouvoir être décrite par une loi théo-
rique "simple", mais plutôt comme la somme de différentes composantes (cf section V.3.1).
En conséquence, f (휎2) ne suit pas l’une des lois proposées dans les différents travaux de
Barndorff-Nielsen et ses co-auteurs. Cependant, comme illustré sur la figure V.33, la loi
gamma n’est pas trop éloignée de la distribution expérimentale de 휎2, ce qui explique que
la pdf expérimentale totale des diamètres des gouttes soit relativement bien décrite par
une loi normale-gamma (cf section V.2.3), bien que celle-ci tende à sur-estimer la queue
de la distribution.
En utilisant les équations V.17 et V.19, on peut donc maintenant "reconstruire" la pdf















f (휎2) d휎2 (V.20)
La borne inférieure 푉푚푖푛 est ici introduite car le nombre de gouttes se déplaçant à de faibles
vitesses est trop petit pour nous permettre de vérifier que les équations V.17 et V.19 sont
également valables dans ces conditions. Cela pourrait ne pas être le cas, car il a été constaté
que les résultats obtenus étaient moins bons lorsque cette borne n’était pas utilisée i .
Ne disposant pas d’expression analytique pour f (휎2), celle-ci est ici déduite de la pdf ex-
périmentale de 푉푥, et on procède par sommation numérique. La comparaison entre les
résultats obtenus par cette procédure et les distributions expérimentales des diamètres et
des volumes des gouttes sont respectivement présentés sur les figures V.34 et V.35. Dans
ces deux exemples, l’accord constaté est excellent. C’est également le cas pour les autres
conditions expérimentales. La valeur des paramètres utilisés pour ajuster ce modèle aux
pdf expérimentales pour les différents points de mesure est résumée dans le tableau V.6.
Point de mesure
1 2 4 5
푉푚푎푥 (m/s) 20,4 21,45 26,15 27,3
푉푚푖푛 (m/s) 8,5 8,5 10 10,5
푑0 (mm) 0,745 0,498 0,586 0,468
휖 (m/s) 14,9 15,9 25,3 28,95
훾 (s/m) 0,138 0,105 0,097 0,079
Tableau V.6
Résumé des différents paramètres utilisés pour le modèle de "mélange" de lois
log-normales en fonction des conditions expérimentales.
Il est donc possible de déterminer la pdf totale des tailles de gouttes du spray uniquement
à partir de celle de leurs vitesses axiales, à condition de connaître celle-ci ainsi que les
i . Dans l’exemple des figures V.34 et V.35, 푉푚푖푛 est fixé à 8, 5 m/s. Seulement 6% des gouttes possèdent
dans ce cas une vitesse inférieure.
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paramètres 푉푚푎푥, 휖 , 푑0 et 훾. Une étude plus approfondie de la manière dont sont trans-
portées les gouttes devrait permettre de les modéliser en fonction des propriétés physiques
pertinentes de l’écoulement.
V.6 Conclusion et perspectives
B ien que la loi log-normale couramment utilisée dans la littérature se révèle ca-
pable de décrire raisonnablement les tailles de gouttes observées, la question soulevée ici
est de savoir si les processus combinés de fragmentation du liquide et de transport des
gouttelettes doivent ou non générer ce type de lois. Certaines observations expérimentales
présentées dans ce chapitre laissent en effet penser que la décroissance plus lente de la
queue des distributions (i.e. "queue lourde"), qui a déjà été observée dans les écoulements
gaz-liquide en conduite pour les petits diamètres de gouttelettes (Simmons et Hanratty
2001, Rimbert et Séro-Guillaume 2004 ), concerne également les gouttes de plus grandes
dimensions. En particulier, nous avons ici montré que les pdf expérimentales de tailles
pouvaient être "construites" à partir de celles des vitesses, par un processus générateur de
distributions à queues lourdes.
D’après les différentes observations présentées dans ce chapitre, il apparaît donc que les
fonctions de densité de probabilité des tailles des gouttes sont très influencées par la ma-
nière dont ces dernières sont transportées par la phase gazeuse. En particulier, les vitesses
axiales des gouttes, dont les valeurs sont supérieures aux vitesses verticales d’un ordre de
grandeur, semble jouer un rôle très important. Il paraît en effet logique de penser que l’on
a plus de chances d’observer les gouttes qui restent le plus longtemps dans la conduite (i.e.
celles dont la durée de vie est la plus grande), ou alternativement celles qui parcourent
la plus grande distance. En conséquence, il est probable que les pdf mesurées ne soient
pas les mêmes que la distribution des gouttes au moment où celles-ci sont arrachées. Nous
avons en outre vu que la taille des gouttes déterminaient en grande partie la vitesse qu’elles
pouvaient atteindre
La déposition des gouttelettes est le résultat d’une compétition entre la gravité (sédimenta-
tion) et les effets d’inertie (importance de l’impulsion fournie par l’arrachement et faculté
ou non à suivre les fluctuations de l’écoulement gazeux). C’est donc dans ce cas les vi-
tesses verticales des gouttes qui semblent déterminantes. En outre, leur durée de vie est
vraisemblablement là encore fonction de leur diamètre. Celle-ci est malheureusement une
donnée difficile à obtenir expérimentalement. Alternativement, on peut cependant obtenir
des informations intéressantes en étudiant le temps et la distance mis par une goutte pour
atteindre une vitesse donnée.
La prédiction de la distribution des tailles de gouttelettes en fonction des conditions d’in-
jection passe par une modélisation adéquate des différents paramètres du processus proposé
ici. Pour cela, il est nécessaire de mieux comprendre les mécanismes d’atomisation (à la fois
primaire et secondaire) à l’oeuvre dans la conduite, et de comparer les distributions arra-
chées du sommet de chaque vague et celles observées dans une section donnée de la conduite
(i.e. distributions eulériennes ou lagrangiennes). L’étude des distributions générées à par-
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tir de vagues forcées isolées, permise par notre dispositif expérimental (cf section II.2.3)
devrait à cette fin se révéler fort utile. On peut également penser à observer les phéno-
mènes d’atomisation à partir d’une vague stationnaire, créée par exemple en introduisant
un obstacle sur le parcours de la couche liquide, à la manière des ressauts hydrauliques
observés dans les écoulements à surface libre en régime torrentiel.
Dans le modèle demélange de lois logormales proposé ici, la détermination des pdf de tailles
passe au préalable par celle des vitesses axiales. Celle-ci doit donc également être modélisée.
Cette tache est cependant rendue difficile par le fait que les distributions de 푉푥 dépendent
elles-mêmes de la taille des gouttelettes présentes dans le spray. Une fois la distribution
des gouttes arrachées mieux connue, il est donc nécessaire d’en apprendre plus sur le
transport de celles-ci par l’écoulement gazeux. Des mesures des propriétés de ce dernier
(profils de vitesses, intensité des fluctuations turbulentes, etc...) devraient par exemple
permettre de mieux caractériser ses interactions avec les gouttelettes. Des visualisations
(et mesures) de gouttes dans des fenêtres plus basses ou plus hautes que l’axe de la conduite
pourraient également nous aider à étudier l’influence de la gravité. L’emploi de simulations
numériques, dont les développements récents semblent prometteurs (e.g. Binder et Hanratty
1991 et 1992, Mols et Oliemans 1998, Mols et al. 2000, Mito et Hanratty 2004, 2005 et
2006, van’t Westende et al. 2007 ), devrait également permettre de mieux comprendre
la manière dont les gouttes sont transportées et/ou se redéposent, ainsi que d’étudier
l’évolution des distributions observées en fonction de celles générées et des propriétés de
l’écoulement gazeux. Enfin, d’un point de vue plus théorique, il serait intéressant de trouver
une explication à l’observation que les pdf de diamètres des gouttes par classes de vitesses
axiales sont distribuées selon une loi lognormale.
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Nous allons ici présenter les résultats des mesures des différentes grandeurs né-
cessaires à la modélisation de l’écoulement. Nous commencerons par discuter des princi-
pales caractéristiques de la couche liquide (densités de probabilité de la hauteur d’eau,
valeur moyenne et écart-type, vitesse des ondes se propageant à l’interface). Celles-ci sont
mesurées à partir de séquences d’images obtenues à l’aide d’une caméra à haute-cadence
(cf section II.4.2) par la procédure de traitement d’images numériques décrite en annexe D.
Les flux et concentrations massiques des gouttes, calculés par la méthode fournie dans l’an-
nexe B à partir des résultats du traitement d’images présenté dans le chapitre IV seront
également détaillés. Enfin, nous exposerons les données de mesure de perte de charge ob-
tenues par les capteurs de pression installés sur la conduite (cf section II.4.1).
VI.1 Caractéristiques de la couche liquide
VI.1.1 Résultats des mesures de hauteurs de liquide
Outre les valeurs des hauteurs d’eau moyennes ℎ푙, la détection de la position de
l’interface sur chaque image permet d’obtenir d’autres caractéristiques intéressantes de la
couche liquide en vue de la modélisation de la perte de charge totale dans la conduite (cf
chapitre VII). En particulier, on peut calculer la valeur de l’écart-type 휎(ℎ) des hauteurs,
qui s’avère cruciale dans la détermination de la rugosité équivalente de l’interface perçue
par le gaz et dont dépend le cisaillement interfacial (cf section VII.1.2). Cependant, cet
écart-type ne doit pas être calculé sur la largeur totale du champ de la caméra car la valeur
ainsi obtenue filtrerait les fluctuations dont l’étendue spatiale est plus faible. On définit
donc 8 points de mesures sur les images, séparés par une distance constante de 100 pixels
(soit 1, 67 cm), qui vont servir de référence pour les mesures d’écart-type, ainsi que de
vitesse des ondes interfaciales (cf section VI.1.2). Afin d’éviter d’inclure du bruit dans les
mesures, les hauteurs d’eau mesurées autour de chaque point de référence sont moyennées
sur quelques pixels. Différentes étendues spatiales ont été testées pour le calcul de la valeur
moyenne (spatiale et non plus temporelle comme dans la section D) de ℎ푙 pour chacun
des points de référence, et il a été constaté que l’écart-type correspondant évoluait de ma-
nière similaire pour les différentes conditions d’injection, diminuant dans des proportions
semblables à mesure que le nombre de pixels utilisés pour la moyenne augmente. Dans ce
manuscrit, les valeurs de 휎(ℎ) présentées et discutées sont obtenues en utilisant 15 pixels
centrés autour de chaque point de référence. La distance correspondante, 2, 5 mm, est en
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Point de mesure
1 2 3 4 5
푉푡푟푎푐 (m/s) 17,30 17,65 19,22 21,65 21,95
푈푔 (m/s) 15,45 15,80 17,16 19,33 19,60
ℎ푡푟푎푐 (mm) 10,77 11,67 11,31 9,17 9,77
ℎ푙 (mm) 10,59 11,96 11,54 9,07 9,91
écart relatif (%) -1,7 2,6 2,1 -1,1 1,5
ℎ푝푝 (mm) 10,05 11,2 10,78 8,64 9,20
휎(ℎ)(mm) 2,10 2,74 3,09 2,06 2,66
푉푣 (m/s) 1,39 1,56 1,64 1,59 1,71
푄푣 (L/s) 0,03 0,049 0,052 0,026 0,048
푄푣/푄푙 (L/s) 0,17 0,20 0,21 0,20 0,27
Tableau VI.1
Résumé des principales caractéristiques de la couche liquide discutées dans cette
section pour les différentes conditions d’injection.
effet la même que celle séparant chaque couple de sondes à conductance utilisées par Paras
et al. (1994 ), ce qui permet la comparaison entre nos résultats et les leurs. Les valeurs
moyennes de l’écart-type des hauteurs de liquide calculées sur les 8 points de référence
pour les différentes conditions d’injection sont résumées dans le tableau VI.1.
Nos valeurs des fluctuations d’épaisseurs d’eau sont très proches de celles de Paras et al.
(1994 ) obtenues dans des conditions assez similaires aux notres. En revanche, les hauteurs
de liquide dans notre étude sont sensiblement supérieures aux leurs. Deux principales rai-
sons peuvent expliquer les écarts constatés. Premièrement, leurs mesures ont été réalisées
16 m après la section d’injection des fluides, soit environ 300 diamètres, alors que dans
notre cas on dispose seulement de 80 diamètres entre l’entrée de la conduite et la position
d’observation. Or, il a déjà été noté que dans des configurations stratifiées, la hauteur
d’eau tendait à diminuer en fonction de la longueur parcourue par l’écoulement (Andritsos
1986 ). D’autres part, Paras et al. (1994 ), considèrent l’interface comme étant concave,
telle que schématisée sur la figure II.12(b), alors que les hauteurs d’eau calculées dans
notre étude ont été obtenues à partir d’une géométrie plane. Cette différence de représen-
tation, pour une même fraction de liquide, peut également entraîner des différences sur la
hauteur mesurée dans le plan médian de la conduite. Notons que d’après nos observations
l’interface est effectivement concave, mais les déviations par rapport au cas idéal (i.e. plan)
semblent rester relativement modérées. De plus, comme le montre le chapitre VII, l’utili-
sation d’une géométrie plane ne semble pas préjudiciable à la modélisation de l’écoulement.
A partir des signaux de hauteurs d’eau mesurées pour les 8 points de références
définis précédemment, on peut également calculer les fonctions de densité de probabilité
des épaisseurs de liquide. Celles-ci sont présentées sur la figure VI.1 pour les différentes
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Figure VI.1
Comparaison de la distribution des hauteurs de liquide mesurées sur les 16300
images d’une même séquence pour les différents points de mesure.
Figure VI.2
Décomposition de la distribution de hauteurs en une composante gaussienne et une
composante liée aux vagues, pour le cas de 푈푙푠 = 0, 124 m/s et 푈푔푠 = 14, 25 m/s.
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conditions expérimentales. Toutes ces pdf sont, à des degrés divers, asymétriques. Elles
présentent en effet une queue plus lourde aux grandes hauteurs d’eau. Ceci se traduit par
le fait que les épaisseurs de liquide les plus probables ℎ푝푝, dont les valeurs figurent dans
le tableau VI.1, sont systématiquement inférieures aux hauteurs moyennes. Pour expliquer
cela, on ne peut s’empêcher de penser à l’influence des vagues à rouleaux. En effet, celles-
ci ont une amplitude bien supérieure aux hauteurs moyennes de liquide. Elles ont donc
tendance à augmenter la proportion des fortes hauteurs dans la distribution. Cela laisse
supposer que plus la pdf est asymétrique, plus la fréquence d’occurrence des roll-waves
et/ou leur amplitude moyenne est élevée. Ces deux effets peuvent cependant difficilement
être dissociés à partir de ces distributions de hauteurs de la liquide i .
Ces considérations suggèrent qu’il pourrait être judicieux de décomposer la couche liquide
en deux phases distinctes, l’une constituée par le film de "base" et l’autre par les vagues
se propageant à la surface de ce dernier avec une vitesse plus élevée, comme proposé par
Kumar et al. (2002 ) et Schubring et Shedd (2009 ) pour le cas d’écoulements annulaires
respectivement verticaux et horizontaux. La détermination de la hauteur du film de "base"
est cependant ambigüe. Kumar et al. (2002 ) ont choisi de la définir comme la différence
entre la hauteur moyenne de la couche liquide ℎ et la valeur r.m.s. des fluctuations 휎(ℎ), ce
qui correspond environ pour nos distributions à la hauteur pour laquelle la pdf vaut la moi-
tié de son maximum. Il nous semble cependant qu’il serait plus pertinent d’utiliser la valeur
la plus probable de la hauteur, ℎ푝푝. Ceci permet en effet, comme illustré sur la figure VI.2,
de décomposer les distributions de hauteur en deux contributions, l’une gaussienne corres-
pondant aux fluctuations de hauteurs du film de base autour de sa valeur moyenne ℎ푝푝 et
l’autre étant constituée par les roll-waves. Comme pour le cas des distributions de vitesses
horizontales de vitesses des gouttes (cf figure V.13), la hauteur moyenne ℎ푙 du liquide peut
être obtenue en calculant la somme des moyennes respectives de ces deux composantes
pondérées par leur proportion dans la pdf totale. A partir de cette représentation, il est
également possible d’évaluer les débits d’eau transportés respectivement par le film de base
et par les vagues. En effet, en se basant sur une hypothèse de géométrie plane, on peut
calculer l’aire correspondant, dans une section donnée de la conduite, à la différence de
surface occupée par le liquide suivant que l’interface est prise à ℎ푙 ou à ℎ푝푝. En supposant
que cette différence est uniquement due au passage des vagues et que la vitesse de celles-ci
est constante et égale à celle calculée dans la section VI.1.2, on peut en déduire un débit
équivalent pour les vagues 푄푣 et le comparer au débit total d’eau injecté dans la conduite
푄푙 = 푈푙푠휋퐷
2/4. Les valeurs ainsi obtenues pour les différents points de mesure figurent
dans le tableau VI.1.
VI.1.2 Détermination de la vitesse des ondes interfaciales
A partir des signaux de mesures de hauteurs d’eau correspondant à chacun des 8
points de référence définis précédemment, il est également possible de déterminer la vitesse
des ondes interfaciales. Pour cela, il nous faut utiliser la fonction d’intercorrélation (ou
corrélation croisée) 푅(휏) des signaux de hauteurs ℎ퐴(푡) et ℎ퐵(푡) mesurés en deux points
i . Notons qu’un algorithme de détection de ces roll-waves, de principe similaire à celui proposé par Belt
(2007 ), a été testé afin d’essayer de mieux capter leurs caractéristiques (amplitudes, fréquences,...). Les
résultats ainsi obtenus n’ont cependant pas été jugés concluants et ne seront donc pas présentés ici.
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Figure VI.3
Exemple de fonction d’intercorrélation des hauteurs de liquide mesurées en deux
points de référence de l’image distants de 83, 4 mm pour des conditions d’injection
de 푈푙푠 = 0, 091 m/s et 푈푔푠 = 13 m/s.




où 휏 désigne un retard temporel.
Cette méthode a été utilisée entre autres par Paras et Karabelas (1991a), Paras et al.
(1994 ), Belt (2007 ), Belt et al. (2009 ) pour le cas de signaux de hauteurs de liquide
mesurés en régimes stratifié ou annulaire à l’aide de sondes à conductance. Ce principe
est parfaitement applicable aux mesures obtenues dans notre cas grâce à l’algorithme de
traitement d’images décrit dans l’annexe D. Un exemple de fonction d’intercorrélation ob-
tenue pour deux points de référence séparés de 500 pixels (≈ 83, 4 mm) est représenté sur
la figure VI.3. Celle-ci présente un pic très marqué qui correspond vraisemblablement aux
passage de vagues de grande amplitude (i.e. les roll-waves) aux deux endroits où la fonction
est calculée. En effet, comme noté par Belt (2007 ), celles-ci se déplacent à la surface de
la couche liquide à une vitesse approximativement constante, contrairement aux rides de
capillarité-gravité dont la structure ne semble pas être cohérente en temps et en espace. La
vitesse des roll-waves 푉푣 est donc définie comme le rapport entre la distance séparant les
points de référence utilisés dans la fonction d’intercorrélation et le retard correspondant
au maximum de celle-ci.
Sur la figure VI.4 est tracée l’évolution du retard pour lequel 푅(휏) est à son maximum
en fonction de la distance 푙 entre les deux points où celle-ci est calculée. Cette courbe
est remarquablement linéaire, ce qui confirme, comme suggéré par Belt (2007 ), que les
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Figure VI.4
Valeur absolue du retard correspondant au maximum de la fonction
d’intercorrélation en fonction de la distance axiale séparant le point de mesure le
plus amont des autres points de référence, pour des conditions d’injection de
푈푙푠 = 0, 091 m/s et 푈푔푠 = 13 m/s.
vagues à rouleaux se déplacent à vitesse constante le long de l’interface. Notons tout de
même que cette linéarité n’est pas aussi parfaite pour toutes les conditions d’injection.
En effet, lorsque la distance séparant les deux points de référence est faible, la fréquence
d’échantillonnage (250 Hz) n’est pas toujours suffisante pour déterminer avec précision la
vitesse des ondes interfaciales i . Afin de minimiser cet effet, la vitesse finale retenue est la
moyenne de celles calculées entre le point de référence le plus en amont de l’écoulement et
les trois qui en sont les plus éloignés (respectivement 500, 600 et 700 pixels). Les valeurs
de vitesses ainsi obtenues sont reportées dans le tableau VI.1. Elles semblent augmenter
avec les débits d’eau et d’air injectés dans la conduite.
VI.2 Flux et concentrations massiques des gouttes
VI.2.1 Généralités
La concentration massique 퐶 des gouttes dans la fenêtre de visualisation (obtenue
avant ou après la phase de suivi des gouttes présentée dans la section IV.3), ainsi que
leurs différents flux massiques 퐺 (axiaux et verticaux, ascendants et descendants) sont
calculés selon la procédure décrite en annexe B. Leur valeur pour les différentes conditions
d’injection de la campagne de mesure de 2009 (cf tableau V.1 et figure V.1) sont résumées
dans le tableau VI.2. En considérant que le flux axial de gouttelettes 퐺푥 est uniforme dans
la section de la conduite, la proportion de liquide transporté par la phase gazeuse sous
i . Par exemple, pour deux points distants de 100 pixels, des retards de deux ou trois images corres-
pondent respectivement à des vitesses d’environ 2, 09 et 1, 39 m/s.
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où 훼푙 est la fraction volumique de liquide correspondant aux mesures de hauteurs présen-
tées dans le tableau VI.1 (cf section VII.1.1).
Les valeurs de 퐸 ainsi calculées sont également fournies dans le tableau VI.2. Comme noté
dans la littérature (e.g. Azzopardi 1997 ), la fraction d’entraînement augmente à la fois avec
la vitesse superficielle d’injection du liquide et avec celle du gaz. Il n’est donc pas surprenant
de retrouver cette tendance sur les concentrations et sur les différents flux. L’action du gaz
semble cependant plus marquée, un accroissement d’environ 30% de 푈푔푠 à 푈푙푠 constant
(points 1 et 5) se traduisant par des augmentations respectives de 퐶 et 퐺푥 de facteurs
10 et 15 environ, alors que 퐶 et 퐺푥 deviennent "seulement" 3 à 4 fois supérieurs lorsque
c’est 푈푙푠 qui est augmenté de 30% à 푈푔푠 constant (points 1 → 2 et 4 → 5). On constate
également, en comparant plus attentivement les valeurs de flux axiaux et de concentrations
des points 2 et 4, que les tendances sont inversées (퐶(2) > 퐶(4) mais 퐺푥(2) < 퐺푥(4)). Il





où 푈푔 est la vitesse locale du gaz et 푆 le rapport de glissement entre celui-ci et les gouttes
(cf section V.3.1). La vitesse du gaz étant plus grande pour le point 4 que pour le point 2
(cf tableau VI.1) alors que les glissements sont similaires (cf tableau V.4), il est donc lo-
gique d’observer un flux supérieur mais une concentration inférieure.
Comme pour les mesures de tailles et de vitesses des gouttes, il n’existe pas dans la lit-
térature, à notre connaissance, de données publiées sur les flux et les concentrations pour
les écoulements en régime stratifié, à l’exception notable de Tayebi et al. (2000 ). Leur
étude concerne cependant des configurations assez différentes de la nôtre (écoulements
eau/hexafluorure de soufre et huile/hexafluorure de soufre dans une conduite de 10 cm de
diamètre intérieur pour des pressions allant de 3, 5 à 7 bar) ce qui rend la comparaison
difficile. Pour des écoulements annulaires eau/air en conduite horizontale à pression proche
de l’atmosphérique, des mesures de flux massiques axiaux 퐺푥 sont présentées, entre autres,
par Paras et Karabelas (1991b, 퐷 = 5, 08 cm) et par Williams et al. (1996, 퐷 = 9, 5 cm).
Dans ces deux études, les flux sont mesurés localement à l’aide de sondes isocinétiques ser-
vant à collecter le liquide transporté par les gouttes à différents endroits de la conduite i . La
concentration locale en est alors déduite par l’équation VI.3 ii . Les vitesses de gaz utilisées
par ces auteurs étant très supérieures aux nôtres, les valeurs de flux et de concentration
correspondantes sont également plus élevées. Les profils de 퐺푥 publiés par Paras et Ka-
rabelas (1991b) pour 푈푔푠 = 30 m/s et 푈푙푠 = 0, 12 m/s montrent par exemple une valeur
d’environ 20 kg.m−2s−1 autour de l’axe de la conduite.
i . Le flux est alors obtenu en mesurant la masse totale de liquide collectée, normalisée par la surface
frontale de la sonde et par la durée des mesures.
ii . Notons que Paras et Karabelas (1991b) font l’hypothèse que les gouttes se déplacent en moyenne à
la vitesse du gaz, i.e. 푆 = 1.
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Point de mesure
1 2 4 5
퐶 (kg.m−3) 5, 8.10−3 24, 4.10−3 20, 9.10−3 62, 7.10−3
퐶푡푟푎푐푘푖푛푔 (kg.m−3) 3.10−3 12, 5.10−3 11, 9.10−3 37, 9.10−3
퐶/퐶푡푟푎푐푘푖푛푔 1, 91 1, 94 1, 76 1, 65
퐺푥↑ (kg.m−2.s−1) 0, 023 0, 076 0, 110 0, 321
퐺푥↓ (kg.m−2.s−1) 0, 058 0, 231 0, 246 0, 876
퐺푥 = 퐺푥↑ +퐺푥↓ (kg.m−2.s−1) 0, 081 0, 307 0, 356 1, 197
퐺푦↑ (kg.m−2.s−1) 0, 4.10−3 1, 6.10−3 2, 8.10−3 7, 1.10−3
퐺푦↓ (kg.m−2.s−1) 0, 9.10−3 4, 0.10−3 3, 2.10−3 10, 9.10−3
퐺푦 = 퐺푦↑ −퐺푦↓ (kg.m−2.s−1) −0, 5.10−3 −2, 6.10−3 −0, 4−3 −3, 8.10−3
퐺푦↑ +퐺푦↓ (kg.m−2.s−1) 1, 3.10−3 5, 6.10−3 6.10−3 18.10−3
퐸 (%) 0, 1 0, 2 0, 5 1, 1
Tableau VI.2
Résumé des concentrations massiques des gouttes ainsi que de leurs différents flux
en fonction des conditions expérimentales.
VI.2.2 Flux axiaux
Les profils de flux horizontaux des gouttes dans la direction de l’axe de la conduite
sont présentés sur la figure VI.5. Comme discuté en annexe B.3, le fait que ceux-ci semblent
légèrement augmenter dans la première partie de la fenêtre est un biais dû à l’algorithme de
suivi des gouttes. Afin d’éviter de sous-estimer 퐺푥, celui-ci est donc calculé sur la partie de
la fenêtre (correspondant environ à la moitié droite) où il est approximativement constant.
Les profils de퐺푥 dans la direction verticale sont quant à eux tracés sur la figure VI.6. Malgré
le nombre important d’images acquises pour les mesures (cf tableau V.1) et la procédure
de lissage appliquée sur les données (moyenne mobile), les profils obtenus restent quelque
peu irréguliers. Il est donc probable, comme pour les distributions du volume transporté
par les gouttes (cf figure V.5), que le nombre de gouttes observées ne soit pas suffisant
pour obtenir des résultats complètement convergés. Malgré cela, le flux axial des gouttes
semble relativement uniforme dans la fenêtre de visualisation. Cela peut paraître étonnant
car il a été reconnu lors d’études antérieures (e.g. Paras et Karabelas 1991b, Williams et al.
1996 ) qu’à cause de la stratification des tailles des gouttes due à la gravité, le flux (ainsi
que la concentration) tend à diminuer à mesure que l’on s’éloigne du bas de la conduite.
Nos mesures sont cependant réalisées sur une hauteur relativement faible autour de l’axe
de la conduite (≈ 6 mm une fois la fenêtre recadrée pour éliminer les effets de bords), ce
qui peut expliquer pourquoi l’effet de la stratification n’est pas perceptible dans notre cas.
En effet, une observation plus attentive des données de Paras et Karabelas (1991b, figure 2
pour 푈푙푠 = 0, 12 m/s et 푈푔푠 = 30 et 45 m/s) révèle également que le flux est presque
constant dans un intervalle de 퐷/10 autour de l’axe de la conduite.
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Figure VI.5
Profils suivant la direction x des flux massiques axiaux des gouttes pour les
différentes conditions d’injection.
Figure VI.6
Profils suivant la direction y des flux massiques axiaux des gouttes pour les
différentes conditions d’injection. L’origine de y correspond ici à la position de
l’axe de la conduite.
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Figure VI.7
Evolution du flux massique axial des gouttes en fonction du produit de leur
concentration par leur vitesse axiale moyenne pour les différentes conditions
d’injection. La ligne en pointillés représente la droite d’équation 푦 = 0, 92푥. Le
coefficient de corrélation est de 0, 999.
Sur la figure VI.7 est tracée l’évolution de 퐺푥 pour les différents points de mesures
en fonction du produit de la concentration des gouttes 퐶 par leur vitesse axiale moyenne
푉푥 (dont les valeurs sont fournies dans le tableau V.4). On observe que le flux des gouttes
est quasiment proportionnel à 퐶푉푥. La pente de la droite obtenue dans notre cas est de
0, 91. Cependant, d’après l’équation VI.3 et la définition du glissement (équation V.8), on
devrait observer l’égalité 퐺푥 = 퐶푉푥. Il est peu probable que la différence constatée soit due
à des erreurs dans le calcul de 퐺푥 (éventuellement liée à l’algorithme de suivi), puisque
celui-ci a été corrigé en fonction de la concentration (cf annexe B). En revanche, nous
tenons à souligner que l’équation VI.3 ne nous paraît exacte que lorsque toutes les gouttes
se déplacent à la même vitesse (i.e. 푉푥 = 푆푈푔). Or, nous avons vu dans la section V.3.1
que les vitesses axiales des gouttes étaient distribuées de manière asymétrique, une partie
des gouttes se déplaçant sensiblement moins vite que le gaz. En outre, les gouttes les plus
lentes sont également les plus grosses, et donc celles qui transportent le plus de volume
(i.e. de masse) de liquide. En conséquence, on peut penser que le flux axial est moindre
que si toutes les gouttes se déplaçaient à la vitesse moyenne. Il est donc probable que le
calcul des concentrations à partir des flux mesurés et de l’équation VI.3 (e.g. Dallman et
al. 1984, Paras et Karabelas 1991b, Williams et al. 1996 ) ait tendance à sous-estimer les
valeurs réelles. Malgré tout, les écarts restent faibles et on pourra utiliser de l’équation VI.3
en première approximation.
Lorsque l’on s’intéresse aux contributions respectives 퐺푥↑ et 퐺푥↓ des gouttes dont
les vitesses verticales sont positives et négatives dans 퐺푥 (cf tableau VI.2), on observe
que le flux des gouttes en phase descendante est suivant les cas de 2 à 3 fois supérieur à
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celui des gouttes ascendantes. Ce résultat paraît surprenant. En effet, si l’écoulement était
pleinement établi et que l’arrachement avait lieu de manière uniforme de la surface du
liquide, la concentration en gouttes devrait être constante et indépendante de la coordonnée
푥, ce qui impose l’égalité des flux ascendant et descendant. Si l’on est encore en régime
transitoire (i.e. si la section d’observation est située trop près de l’entrée de la conduite),
퐶 augmente avec 푥 et l’on s’attend à ce que le flux des gouttes dont la vitesse verticale est
positive soit supérieur. Nos données peuvent donc, de prime abord, paraître contradictoires.
Pourtant, elles sont parfaitement cohérentes avec les observations qu’un plus grand nombre
de gouttes se déplacent vers le bas de la conduite (cf section V.3.3) et que les distributions
de celles-ci et des gouttes ascendantes sont sensiblement identiques (cf figure V.24). Une
partie de l’écart constaté peut être compris en se rappelant que la vitesse axiale des gouttes
ascendantes est supérieure à celle des gouttes descendantes (cf section V.4.2). Ceci n’est
cependant pas suffisant pour expliquer que 퐺푥↓ soit autant supérieur à 퐺푥↑. Pour cela, il
est nécessaire de s’intéresser aux flux verticaux des gouttes.
VI.2.3 Flux verticaux
Figure VI.8
Profils suivant la direction y des flux massiques verticaux ascendant et descendant
des gouttes pour 푈푙푠 = 0, 067 m/s et 푈푔푠 = 16, 9 m/s.
Un exemple de profils suivant la direction 푦 de flux verticaux ascendant et des-
cendant des gouttes, respectivement 퐺푦↑ et 퐺푦↓, est présenté sur la figure VI.8, pour des
conditions d’injections de 푈푙푠 = 0, 067 m/s et 푈푔푠 = 16, 9 m/s. Comme pour les profils
de 퐺푥 dans la direction verticale, ces courbes sont assez irrégulières, car le nombre de
gouttes mesurées n’est probablement pas suffisant pour obtenir des résultats parfaitement
convergés. Les tendances observées sont cependant similaires pour toutes les conditions
d’injection, ce qui laisse penser que les flux obtenus restent malgré tout représentatifs des
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flux "réels". Comme pour les flux horizontaux, on remarque par exemple que le flux des
gouttes descendantes est dans tous les cas supérieur à celui des gouttes ascendantes, alors
qu’ils devraient à priori être égaux. En observant plus attentivement les profils de la fi-
gure VI.8, on constate que 퐺푦↓ est plus grand dans la partie basse de la fenêtre alors que
퐺푦↑ est quant à lui supérieur dans la partie haute. Notons que si dans l’exemple de la
figure VI.8 les courbes se croisent, ce n’est pas le cas pour les autres conditions de mesure,
où le flux descendant reste toujours supérieur au flux ascendant. Les courbes obtenues
présentent malgré tout la même allure. Cette tendance ne paraît donc pas être liée à des
problèmes de convergence. L’explication des différences observées entre flux ascendant et
descendant tient donc probablement au fait que les gouttes sont principalement arrachées
du sommet des vagues à rouleaux se déplaçant à la surface de la couche liquide (cf sec-
tion III.3.2). En effet, l’amplitude de celles-ci est fréquemment suffisante pour qu’elles
obscurcissent, partiellement ou totalement, la fenêtre de visualisation. On peut donc pen-
ser que toutes les gouttes dirigées vers le haut de la conduite ne sont pas mesurées dans nos
séquences d’images. Cette hypothèse, qui expliquerait également les écarts constatés sur
퐺푥↑ et 퐺푥↓, est appuyée par le fait que la différence 퐺푦 entre les flux verticaux ascendant et
descendant (cf tableau VI.2) semble diminuer avec les hauteurs d’eau et leurs écarts-type
(cf tableau VI.1), dont la valeur est en partie liée à l’amplitude des vagues. Soulignons
également qu’Azzopardi (1997 ) a rapporté que du fait que l’arrachement a principalement
lieu au sommet des vagues, les flux nets (i.e. 퐺푦) tendent à être positifs dans la partie
supérieure de la conduite et négatifs dans la partie inférieure. Cette observation est cohé-
rente avec nos mesures, et on peut penser que l’égalité des flux ascendant et descendant
est valable pour les valeurs moyennes dans la section de la conduite, mais pas de manière
locale. A ce titre, il serait intéressant d’effectuer des observations avec une fenêtre de vi-
sualisation positionnée plus haut dans la conduite, pour vérifier si le flux ascendant devient
effectivement supérieur. Le temps imparti pour cette étude n’a cependant pas permis de
mettre en œuvre de telles mesures (cf section II.2.4).
La figure VI.9 montre l’évolution de 퐺푦↑+퐺푦↓ pour les différents points de mesures
en fonction du produit de la concentration des gouttes 퐶 par la valeur absolue de leur
vitesse verticale moyenne
∣∣∣푉푦∣∣∣ (cf tableau V.4). Malgré les incertitudes sur la mesure des
flux verticaux de gouttes discutées ci-dessus, la relation reste remarquablement linéaire,
comme pour le cas des flux axiaux. Ce résultat est particulièrement intéressant en ce qui
concerne la déposition des gouttes. En effet, si les flux verticaux étaient uniformes dans la
conduite et que toutes les gouttes se déplaçaient de manière balistique, le flux de gouttes
déposées 푅퐷 devrait être identique à la somme des flux ascendant et descendant observés
autour de l’axe de la conduite. En pratique, les petites gouttes sont cependant largement
affectées par les fluctuations turbulentes de vitesse du gaz (cf section I.4.4). En supposant
celles-ci homogènes et isotropes, la somme des flux verticaux ascendant et descendant dûs
à l’action de la turbulence est nulle, et le flux déposé devrait alors être inférieur à celui
mesuré autour de l’axe de la conduite. De plus, nous venons de voir que les flux étaient
loin d’être uniformes. La figure VI.9 reste malgré tout cohérente avec la modélisation
communément admise dans la littérature, qui consiste à représenter 푅퐷 comme le produit
de la concentration 퐶 par une vitesse caractéristique de la déposition 푘퐷 (cf section I.4.4).
Dans le cas de la figure VI.9, les flux mesurés semblent proportionnels au produit de leur
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Figure VI.9
Evolution de la somme des flux massiques verticaux ascendant et descendant des
gouttes en fonction du produit de leur concentration par la somme des vitesses
verticales moyennes des gouttes ascendantes et descendantes pour les différentes
conditions d’injection. La ligne en pointillés représente la droite d’équation
푦 = 1, 13푥. Le coefficient de corrélation est de 0, 999.
concentration par leur vitesse moyenne (en valeur absolue). On peut donc supposer que
cela reste également vrai entre le flux déposé et la concentration multipliée par la vitesse
moyenne (dans toute la section).
VI.3 Pertes de charge dans la conduite
Les pertes de charges Δ푃 dans notre dispositif expérimental ont été mesurées par
Darboux (2009 ). Avant de présenter les résultats de ces mesures, il paraît pertinent de s’as-
surer au préalable que celles-ci ne sont pas influencées par la position choisie pour les prises
de pression. Il est en effet reconnu que les écoulements gaz-liquide en conduite horizon-
tale nécessitent une certaine longueur avant de pouvoir être considérés comme pleinement
développés (souvent plusieurs dizaines de diamètres). La configuration retenue pour l’injec-
tion dans cette étude (cf section II.2) est supposée favoriser la formation d’un écoulement
stratifié et donc de réduire la longueur nécessaire à son établissement. La première prise
de pression (prise A sur la figure II.1) étant située environ 1 m (≈ 20 diamètres) après
l’entrée de la conduite, il convient cependant de vérifier que cette distance est suffisante
pour obtenir un Δ푃 représentatif d’un écoulement pleinement développé. A cette fin, les
pertes de charge mesurées par le capteur 1 (cf figure II.1) ont donc été comparées, pour
les cinq couples de vitesses superficielles d’eau et d’air utilisés lors des mesures de gouttes
(cf section V.1), avec celles obtenues en utilisant le capteur 2 branché entre la prise de
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pression C, située environ 4, 5 m (≈ 90 diamètres) après l’injection de l’air et de l’eau,
et la prise B (cf figure II.1). Dans cette configuration, la mesure de Δ푃 a lieu sur une
distance de 1, 06 m, et la pleine échelle du capteur 2 est réglée à 1481 Pa. L’incertitude de
mesure sur la perte de pression linéique est donc, comme pour le capteur 1, de l’ordre de
2 Pa/m. La comparaison des résultats obtenus pour le capteur 1 et le capteur 2, moyennés
sur une durée de 65 s, est présentée dans le tableau VI.3.
Conditions Δ푃 Capteur 1 Δ푃 Capteur 2 écart (%)
expérimentales prises A-B (Pa/m) prises C-B (Pa/m)
(1) 푈푙푠 ≈ 0, 09 m/s ≈ 132, 5 ≈ 141 +6
푈푔푠 ≈ 13 m/s
(2) 푈푙푠 ≈ 0, 125 m/s ≈ 174 ≈ 174 +0, 1
푈푔푠 ≈ 13 m/s
(3) 푈푙푠 ≈ 0, 125 m/s ≈ 208, 5 ≈ 215 +3
푈푔푠 ≈ 14, 5 m/s
(4) 푈푙푠 ≈ 0, 065 m/s ≈ 201, 5 ≈ 200 −0, 8
푈푔푠 ≈ 17 m/s
(5) 푈푙푠 ≈ 0, 09 m/s ≈ 237 ≈ 241, 5 +1, 9
푈푔푠 ≈ 17 m/s
Tableau VI.3
Comparaison des pertes de charges linéaires mesurées par les capteurs 1 et 2 pour
les différentes conditions expérimentales.
On observe que les Δ푃 mesurés par le capteur 2 ont tendance à être légèrement plus éle-
vés que pour le capteur 1 (+2% en moyenne) sauf pour le point de mesure n°4 où il est
inférieur. L’écart maximal est de 6% pour le point n°1, mais reste cependant relativement
faible en moyenne. L’hypothèse d’écoulement pleinement développé pourra donc être rete-
nue en première approximation.
Les gammes de vitesses superficielles couvertes par les mesures de Darboux (2009 )
s’étendent approximativement de 0, 03 à 0, 15 m/s pour l’eau et de 5 à 24 m/s pour l’air.
Les Δ푃 sont donc obtenus, suivant les cas, en régimes stratifié, stratifié avec atomisation ou
annulaire (cf section III.1). Les pertes de charge linéiques ainsi déterminées sont présentées
à la figure VI.10 en fonction de la vitesse superficielle de l’eau 푈푙푠 et à la figure VI.11 en
fonction de celle de l’air 푈푔푠. Dans le premier cas, on remarque que la perte de pression est
remarquablement linéaire en fonction de 푈푙푠. Une tendance comparable est observable dans
les résultats publiés par Badie et al. (2000 ), bien que la vitesse superficielle de l’eau ne dé-
passe pas 0, 05 m/s dans leur étude. En revanche, la dépendance en 푈푔푠 des pertes de charge
(figure VI.11) est moins claire. Des courbes qualitativement identiques sont présentées par
Olive et al. (2003 ) pour des écoulements huile-air et eau-air dans une conduite horizontale
de 5, 08 cm de diamètre, ainsi que par Chen et al. (1997 ) pour un écoulement Kérosène-air
dans une conduite de 7, 79 cm de diamètre. Dans notre cas, Δ푃 semble augmenter comme
푈 훾푔푠 avec 1, 75 ⩽ 훾 ⩽ 2, 15. Les pertes de charge étant à priori proportionnelles au carré
de la vitesse du gaz (cf équation II.1), il semble donc que des effets additionnels soient à
prendre en compte. Badie et al. (2000 ) suggèrent que l’étalement du liquide sur une plus
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Figure VI.10
Pertes de charge linéaires mesurées sur le dispositif expérimental en fonction de la
vitesse superficielle de l’eau.
Figure VI.11
Pertes de charge linéaires mesurées sur le dispositif expérimental en fonction de la
vitesse superficielle de l’air.
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grande partie de la paroi (i.e. l’augmentation du périmètre interfacial due à la courbure de
l’interface) lorsque que la vitesse du gaz s’élève mène à une plus grande surface rugueuse
et donc à une perte de charge accrue. L’exposant 훾 est cependant fréquemment inférieur à 2.
Figure VI.12
Pertes de charges adimensionalisées par la perte de charge correspondant à un
écoulement monophasique de gaz équivalent, en fonction du nombre de Reynolds
superficiel de la couche liquide.
Cela est également confirmé avec la figure VI.12 qui présente, en fonction du nombre de
Reynolds de la couche liquide basé sur la vitesse superficielle d’eau 푅푒푙푠 = 푈푙푠퐷휈푙 , les pertes
de charge mesurées sur le dispositif expérimental adimensionnalisées par la perte de charge
qui se produirait si l’air s’écoulait seul dans la conduite i . On peut tout d’abord y constater
qu’en effet les pertes de charges sont bien plus élevées dans le cas diphasique que dans le
cas du gaz seul, même lorsque la fraction volumique de liquide dans la conduite 훼푙 est
faible. On observe également que l’adimensionnalisation par la perte de charge d’un écou-
lement monophasique de gaz tend à ramener les différentes courbes ensemble. On remarque
cependant que des écarts subsistent, notamment lorsque 푅푒푙푠 devient élevé, sans qu’il soit
possible de déterminer une tendance claire en fonction de la vitesse du gaz. Les pertes
de charge sont par exemple les plus éloignées de celle de l’écoulement de gaz seul pour
les deux plus faibles vitesses superficielles de gaz, mais la tendance s’inverse ensuite pour
푈푔푠 = 9, 48 m/s et 푈푔푠 = 11, 68 m/s. Il est probable que cela soit l’effet de l’équilibre com-
plexe entre la fraction volumique de liquide qui évolue en fonction du cisaillement imposé
par la phase gazeuse et la vitesse réelle de celle-ci qui dépend à la fois de 훼푙 et de la rugosité
créée par les vagues à l’interface, dont l’évolution est mal connue ii . Ces comportements,
i . Le coefficient de frottement est calculé par la formule de Colebrook-White (équation II.2).
ii . Rappelons également que les vagues elles-mêmes transportent une grande partie de la quantité de
liquide injecté.
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pouvant parfois sembler contre-intuitifs, sont parfaitement illustrés par les observations
d’Olive et al. (2003 ) qui semblent montrer que, sous certaines conditions, la fraction volu-
mique de liquide peut augmenter avec la vitesse superficielle du gaz.
On comprend bien, après cette courte présentation des pertes de charge mesurées dans
notre conduite, que l’évaluation du gradient de pression dans les écoulements gaz-liquide
est un problème compliqué. A ce titre, il requiert l’utilisation d’une modélisation adéquate.
Nous allons donc maintenant nous intéresser à ce problème dans le chapitre VII.
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VII. Modélisation de l’écoulement
et de l’atomisation
Dans le dernier chapitre de ce manuscrit, nous allons aborder la question de la
modélisation des écoulements stratifiés en conduite horizontale. Dans un premier temps,
nous utiliserons divers résultats expérimentaux présentés dans les chapitres V et VI pour
déterminer comment les pertes de charge dans la conduite peuvent être retrouvées à partir
de l’équation de bilan de quantité de mouvement de la phase gazeuse. Nous estimerons ainsi
par la même occasion la contribution du phénomène d’arrachement et de redéposition de
gouttelettes. Dans une seconde partie, nous proposerons différentes relations de fermeture
permettant de prédire les gradients de pression mesurés sur notre dispositif expérimental
(cf section VI.3) lorsque l’atomisation de gouttes peut être considérée comme négligeable,
en ne considérant que la phase gazeuse. Une méthode alternative sera ensuite explorée,
en se basant cette fois-ci sur les équations de bilan des deux phases (liquide et gazeuse).
Enfin, nous verrons comment l’atomisation des gouttes peut être incluse dans ces modèles
afin d’améliorer l’accord avec les données expérimentales lorsque les vitesses d’injection de
gaz deviennent importantes et que son effet n’est donc plus négligeable.
VII.1 Détermination des pertes de charge à partir des résultats
expérimentaux
VII.1.1 Bilan de la phase gazeuse
A partir du système d’équations I.4 et des diverses notations introduites dans la
section I.2, l’équation de bilan de quantité de mouvement pour la phase gazeuse, dans le
















(푉퐷 − 푉퐴) = 0 (VII.1)
Les différents paramètres géométriques sont ici le périmètre de contact entre le gaz et la
paroi 푃푔, le périmètre interfacial 푃푖, et la fraction volumique de gaz (taux de vide) 훼푔. Pour
les cinq conditions d’injection définies dans le tableau V.1, ils peuvent être déterminés à
partir des mesures d’épaisseur de la couche liquide présentées dans la section VI.1. En effet,
en considérant l’interface comme plane, telle que schématisée sur la figure II.12(a), l’aire
moyenne occupée par le liquide dans une section donnée de la conduite 퐴푙 = 훼푙퐴 se déduit
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On obtient alors aisément 훼푔 :
훼푔 = 1− 퐴푙
퐴
(VII.2)
Le périmètre interfacial et celui commun entre le gaz et la paroi se calculent quant à eux




et 푃푔 = 2푅
[
휋 − cos−1 (1− ℎ푙/푅)
]
(VII.4)
Dans l’équation VII.1, la vitesse du liquide à l’interface 푈푖 a été supposée comme approxi-
mativement égale à celle des vagues 푉푣. Cette dernière a également été déterminée à partir
des mesures de hauteur de liquide (cf section VI.1.2), et ses valeurs pour les différentes
conditions expérimentales sont résumées dans le tableau VI.1.
VII.1.2 Estimation des différents coefficients de frottement
Le coefficient de frottement entre le gaz et la paroi 푓푔 peut être calculé à partir du
nombre de Reynolds de la phase gazeuse 푅푒푔 basé sur son diamètre hydraulique 퐷푔 (cf sec-
tion I.2.2), en utilisant soit la corrélation I.8 de Taitel et Dukler (1976b), soit l’équation II.2
de Colebrook et White ii (1937 ) en considérant la paroi comme lisse iii . Comme illustré sur
la figure VII.1, qui présente l’évolution des coefficients de frottement calculés par ces deux
formules en fonction de 푅푒푔, les valeurs obtenues deviennent en effet quasiment identiques
pour des nombres de Reynolds supérieurs à 15000 environ. Dans notre configuration ex-
périmentale, le Reynolds basé sur la vitesse superficielle du gaz 푅푒푔푠 le plus faible est de
14000 environ (cf tableau III.1), ce qui correspond à des conditions réelles d’écoulement de
푅푒푔 ≈ 19000. On pourra donc indifféremment utiliser ces deux corrélations.
Comme indiqué dans la section I.2.4, le coefficient de frottement interfacial 푓푖
peut quant à lui être modélisé comme celui de l’écoulement gazeux au-dessus d’une pa-
roi de rugosité équivalente 푘푠 se mouvant à la vitesse de l’interface 푈푖 ≈ 푉푣 (Hart et al.
1989, Paras et al. 1994, Grolman et Fortuin 1997, Belt et al. 2009 ). 푓푖 doit donc à priori
pouvoir être calculé à partir de corrélations "standard" pour la détermination du coef-
i . Les valeurs de hauteurs de liquide, figurant dans le tableau VI.1, peuvent présenter des différences
allant jusqu’à 3 % suivant qu’elles sont déterminées par traitement d’images ou déduites de la vitesse axiale
mesurée des gouttelettes (annexe D). N’étant pas en mesure de privilégier l’une ou l’autre de ces valeurs,
c’est leur moyenne qui sera utilisée dans ce chapitre. Notons que les écarts entre ces deux méthodes restant
relativement modérés, les résultats présentés ici ne varient que très peu selon le choix effectué.
ii . Notons que ces deux coefficients n’étant pas définis de la même manière, on a 푓푔 = 14휆, 휆 étant
le coefficient de frottement obtenu par la formule de Colebrook-White. Tous les coefficients de frottement
utilisés dans ce chapitre sont définis selon la formulation de Taitel et Dukler (équation I.7).
iii . Dans cette approche, l’effet des gouttes déposées sur la paroi est considéré comme négligeable. Il serait
intéressant de vérifier que c’est effectivement le cas et que ces gouttes n’augmentent pas le frottement à la
paroi en agissant comme des rugosités.
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Figure VII.1
Comparaison entre les coefficients de frottement gaz-paroi prédits par la
corrélation de Taitel et Dukler (1976b) et par la formule de Colebrook-White
(1937) en fonction du nombre de Reynolds du gaz.
ficient de frottement pour les écoulements en conduite rugueuse. Il nous faut cependant
pour cela disposer de la rugosité équivalente 푘푠 de l’interface. Hart et al. (1989 ), ainsi que
Paras et al. (1994 ), proposent de prendre celle-ci comme un multiple de l’épaisseur de la
couche liquide au bas de la conduite ℎ푙, avec une valeur d’environ 2, 3 pour le coefficient de
proportionnalité. Cette approche, dans notre cas, conduit cependant à une surestimation
importante (> 100 %) de la perte de charge, même lorsque la contribution de gouttelettes
est négligée. En prenant 푘푠 ≈ 0, 75ℎ푙, les bons ordres de grandeurs peuvent être retrouvés,
mais l’évolution de Δ푃 en fonction des conditions d’injection n’est pas correctement repro-
duite. Les pertes de charge sont en effet sous-estimées pour 푈푔푠 ≈ 17 m/s et surestimées
pour 푈푔푠 ≈ 13 m/s. Il semble donc, d’après nos mesures, que la rugosité de l’interface n’est
pas directement liée à l’épaisseur de la couche liquide, mais plutôt aux caractéristiques
des rides de capillarité-gravité et des vagues à rouleaux présentes à l’interface. Ce point
avait par ailleurs déjà été noté par Hart et al. (1989 ) qui reconnaissaient que la valeur
de leur coefficient de proportionnalité était vraisemblablement dépendante des conditions
d’injection et des caractéristiques des vagues et rides couvrant l’interface.
Grolman et Fortuin (1997 ), proposent quant à eux une procédure itérative pour calculer la
rugosité relative 푘푠/퐷. Une représentation plus physique consiste à considérer que l’écart-
type des hauteurs d’eau mesurées 휎(ℎ) constitue un bon estimateur de la rugosité globale
de l’interface (Fabre 2003a, Belt et al. 2009 ). Les données de Belt et al. (2009 ), pour
le cas d’écoulements annulaires verticaux, montrent en effet que 푘푠 semble proportionnel
à 휎(ℎ). On peut donc se servir dans notre cas des mesures d’écart-type présentées en
section VI.1.1 pour la détermination de la rugosité équivalente en assumant une dépendance
linéaire 푘푠 ≈ 휅휎(ℎ), 휅 représentant une constante indépendante des conditions d’injection.
Lorsque l’écoulement peut être considéré comme pleinement rugueux, i.e. lorsque le nombre
de Reynolds 푘+푠 =
푘푠푢∗
휈푔
construit avec la taille des rugosités et la vitesse de frottement
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푓푖/2 est supérieur à environ 100 (Jiménez 2004 ), le coefficient
de frottement interfacial est indépendant de 푅푒푔 et peut s’exprimer (Schlichting 1979 ) :
푓푖 =
0, 25(
2 log 퐷−ℎ푙2푘푠 + 1, 74
)2 (VII.5)





La valeur de la constante 휅 est dans notre cas fixée à 2, 94 (cf section VII.1.4). Notons
que pour calculer 푓푖 à l’aide des équations VII.5 ou VII.6, 푘푠 a ici été adimensionalisé avec
l’épaisseur de la couche gazeuse 퐷−ℎ푙 et non pas avec le diamètre hydraulique du gaz 퐷푔.
L’accord ainsi observé avec les données expérimentales semble en effet légèrement meilleur.
Les résultats obtenus en utilisant 퐷푔 restent néanmoins très acceptables, à condition de
prendre une valeur de 휅 un peu supérieure (≈ 3, 1).
VII.1.3 Estimation de la contribution des gouttelettes
Dans l’équation VII.1, le taux d’atomisation 푅퐴 a été éliminé en considérant qu’à
l’équilibre la quantité de gouttes arrachées de l’interface était égale à celles déposées à la fois
sur la surface du liquide et sur la paroi, i.e. 푅퐴푃푖 = 푅퐷(푃푖+푃푔) (cf section I.2.1). Comme
indiqué dans la section I.4.4, le taux de déposition des gouttes est souvent considéré comme
proportionnel à la concentration des gouttes dans la conduite 퐶, par l’intermédiaire d’un
coefficient de déposition 푘퐷 (e.g. Hay et al. 1996 ), qui représente une vitesse caractéristique
de la déposition :
푅퐷 = 푘퐷퐶 (I.35)
En première approximation, on peut utiliser les mesures de concentration en gouttelettes
dans la fenêtre de visualisation ii (cf section VI.2) pour déterminer le taux de déposi-
tion. Notons qu’en toute rigueur, c’est la concentration moyenne des gouttes dans toute
la section de la conduite qui devrait être utilisée. Paras et Karabelas (1991b), pour le
cas d’écoulements annulaires horizontaux, ont cependant montré que cette dernière était
proportionnelle à la concentration moyenne selon un diamètre vertical (avec un facteur
de 0, 85), et que celle-ci était elle-même très bien estimée par la concentration locale au-
tour de l’axe de la conduite. L’erreur commise en utilisant la concentration mesurée dans
la fenêtre centrée autour de l’axe devrait donc se traduire par une valeur de 푘퐷 environ
15% inférieure à celle que l’on trouverait en utilisant la concentration moyenne dans la
section, sans que la valeur de 푅퐷 obtenue en soit affectée.
i . Les équations VII.5 et VII.6 correspondent en fait à la même formule avec des valeurs de constantes
différentes, Schlichting (1979 ) les ayant modifiées pour obtenir un meilleur accord avec les données ex-
périmentales. En pratique, l’écart entre les coefficients de frottement calculés par l’une ou l’autre de ces
relations est très faible (< 0, 1 %).
ii . La détermination de la concentration pour le point de mesure n°3 (푈푔푠 = 14, 25 m/s et
푈푙푠 = 0, 124 m/s) n’ayant pas pu être réalisée aussi précisément que pour les autres cas, on se ser-
vira ici d’une valeur estimée.
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Dans la section VI.2.3, nous avons montré que la somme des flux massiques verticaux as-
cendant et descendant semblait proportionnelle au produit de la concentration des gouttes
par la valeur absolue de leur vitesse verticale moyenne pour chaques conditions d’injection.
Il paraît donc raisonnable d’estimer que cela soit également le cas pour les flux de goutte-
lettes déposées 푅퐷. Comme nous le verrons dans la section suivante, nos données semblent
effectivement bien prédites en choisissant pour le coefficient de déposition 푘퐷 = 0, 42
∣∣∣푉푦∣∣∣.
Les valeurs des taux de déposition ainsi estimées, ainsi que des taux d’arrachement corres-
pondants, sont résumées dans le tableau VII.1.
Pour résoudre l’équation VII.1, il nous faut également les vitesses axiales d’arrachement
et de déposition des gouttelettes, 푉퐴 et 푉퐷. La première peut être estimée par la vitesse
des vagues interfaciales 푉푣 (e.g. Fore et Dukler 1995a, Belt 2007 ) puisque l’atomisation
a principalement lieu du sommet de celles-ci (cf section III.3.2). Concernant la vitesse
de déposition 푉퐷, elle est généralement considérée égale à la vitesse axiale moyenne des
gouttes 푉푥 = S푈푔 (S étant le glissement moyen entre les gouttes et la phase gazeuse).
Comme discuté dans l’annexe D, la vitesse du gaz dans la fenêtre de visualisation est
supérieure à la vitesse moyenne du gaz dans la section d’approximativement 12 %, et
la vitesse de déposition sera donc ici estimée par 푉퐷 = 푉푥/1, 12 à partir des vitesses
horizontales moyennes mesurées des gouttes (cf section V.3.1).
VII.1.4 Comparaison avec les pertes de charge mesurées
Avec ces différentes hypothèses et les résultats de nos mesures, les deux seules
inconnues restant dans l’équation VII.1 sont les deux coefficients 휅 et 푘퐷. Leur valeur est
donc ajustée de manière à obtenir le meilleur accord possible entre les prédictions et les
mesures de perte de charge pour les cinq conditions expérimentales testées. La figure VII.2
montre les résultats ainsi obtenus, en fonction de la vitesse superficielle de liquide, lorsque
les valeurs de ces deux coefficients sont respectivement fixées à i :
휅 = 2, 94 et 푘퐷 = 0, 42
∣∣∣푉푦∣∣∣
Compte-tenu des nombreuses hypothèses simplificatrices utilisées, l’accord constaté est re-
marquablement bon, l’erreur maximale étant de 1, 5%.
La valeur des pertes de charge mesurées pour les différentes conditions expérimentales,
ainsi que celles correspondant aux trois termes de l’équation VII.1 et leur contribution
dans le Δ푃 total calculé sont consignées dans le tableau VII.1. Comme cela était supposé,
le cisaillement interfacial est la principale cause du gradient de pression, représentant ap-
proximativement 2/3 de la perte de charge totale calculée.
i . Il est intéressant de noter que la valeur de 휅 trouvée ici est assez proche de celle de 2
√
2 proposée
par Paras et Karabelas (1991a) et Paras et al. (1994 ) comme coefficient de proportionnalité entre 휎(ℎ) et
l’amplitude moyenne des vagues, comme dans les cas de déformations de l’interface purement sinusoïdales.
En utilisant un nombre de Reynolds basé sur l’épaisseur de la couche gazeuse 퐷 − ℎ푙 au lieu du diamètre
hydraulique pour le gaz pour le calcul de 푓푔, la valeur de 휅 est même de 2, 85. Il n’est cependant pas
certain que cette observation ait une signification physique, et elle peut aussi être le fruit d’une coincidence.
C’est pourquoi nous conservons ici le formalisme habituel qui consiste à construire 푅푒푔 avec le diamètre
hydraulique. Toute l’analyse décrite ici resterait cependant qualitativement valable en utilisant 퐷 − ℎ푙,
avec des valeurs numériques légèrement différentes.
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Figure VII.2
Comparaison entre les pertes de charge mesurées et calculées à l’aide de l’équation
VII.1 en fonction de la vitesse superficielle du liquide pour les différents points de
mesure (cf tableau V.1). Les barres d’erreur correspondent à l’incertitude de
mesure du capteur de pression.
Point de mesure
1 2 3 4 5
Δ푃 mesuré (Pa/m) 141,3 174,2 215,2 200,1 241,5
Frottement gaz/paroi (Pa/m) 48 51 58,8 71,1 73,5
Frottement gaz/paroi (%) 34,5 29,1 27,2 35,5 30,2
Frottement interfacial (Pa/m) 90,5 122,6 153.7 127 161,9
Frottement interfacial (%) 65,2 69,9 71 63,3 66,6
Arrachement/déposition (Pa/m) 0,4 1,7 3,9 2,4 7,8
Arrachement/déposition (%) 0,3 1 1,8 1,2 3,2
푅퐴 (kg.m−2.s−1) 1, 4.10−3 5, 4.10−3 11, 4.10−3 6, 5.10−3 20.10−3
푅퐷 (kg.m−2.s−1) 0, 4.10−3 1, 5.10−3 3, 2.10−3 1, 7.10−3 5, 3.10−3
Tableau VII.1
Résumé des contributions des différents termes de l’équation VII.1 dans la perte
de charge totale ainsi que des taux d’arrachement et de redéposition estimés pour
chaques conditions d’injection.
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Les résultats présentés dans le tableau VII.1 nous permettent également de vérifier à poste-
riori l’hypothèse selon laquelle l’interface peut être considérée comme pleinement rugueuse.
Une fois 푓푖 correctement estimé, on peut en effet déterminer 푢∗ et en déduire 푘+푠 . La valeur
la plus faible pour ce dernier est d’environ 650 (pour le point de mesure n°1), et donc bien
supérieure à 100. Cela confirme que le régime est effectivement pleinement rugueux, et que
le coefficient de frottement interfacial est donc bien indépendant du nombre de Reynolds
de la phase gazeuse.
Pour nos conditions expérimentales, la contribution du phénomène d’arrachement et de
redéposition des gouttelettes reste en revanche relativement faible (≈ 3% au maximum).
Le fait de négliger le terme correspondant pour la modélisation des écoulements stratifiés
(e.g. Taitel et Dukler 1976a, Hart et al. 1989, Chen et al. 1997, Vlachos et al. 1999 ) semble
donc justifié en première approximation pour la majorité des cas. Notons tout de même
qu’une augmentation de 30% de la vitesse superficielle du gaz pour un même débit liquide
(points de mesure n°1 et 5) multiplie la contribution des gouttes par 10. A l’approche du
régime annulaire, ce phénomène devient donc important et ne peut plus être négligé. A
l’intérieur de celui-ci, les gouttes peuvent participer à hauteur d’environ 20% de la perte de
charge totale dans la conduite (Fore et Dukler 1995a). Nous verrons dans la section VII.4.3
qu’il est donc nécessaire de prendre en compte l’entraînement de gouttelettes lorsque la
vitesse du gaz devient élevée. Il faut également souligner que même en régime stratifié, la
contribution des gouttes peut devenir importante lorsque la pression de fonctionnement
est élevée i (e.g. Tayebi et al. 2000 ).
A partir de nos différentes mesures expérimentales, nous avons donc confirmé que
la perte de charge dans la conduite pouvait correctement être prédite à partir de l’équation
de bilan de quantité de mouvement de la phase gazeuse, en considérant l’interface comme
une paroi plane, pleinement rugueuse, et se déplaçant à la vitesse des vagues. Lorsque
l’atomisation et la redéposition des gouttes peuvent être négligées, la résolution de l’équa-
tion VII.1 nécessite la détermination des trois paramètres que sont la vitesse des vagues 푉푣,
la rugosité équivalente 푘푠 et la hauteur d’eau ℎ푙 (ou alternativement la fraction volumique
de liquide 훼푙, tous les paramètres géométriques se déduisant de l’une ou l’autre de ces deux
grandeurs et de l’hypothèse d’interface plane). Une modélisation adéquate de ces termes,
basée sur des considérations physiques, devrait donc à priori permettre des prédictions
fiables. Cette entreprise requiert cependant une étude plus approfondie des caractéris-
tiques de la couche liquide (et notamment des instabilités interfaciales) que celle présentée
ici (section VI.1), l’objectif premier de notre travail étant plutôt d’étudier le phénomène
d’arrachement et de redéposition des gouttelettes. C’est pourquoi, dans la section suivante,
ces différents paramètres seront estimés à partir de corrélations empiriques. Nous verrons
cependant qu’il est ainsi possible de prédire les pertes de charge de manière satisfaisante à
partir de l’équation VII.1, lorsque l’atomisation des gouttes peut être négligée.
i . Dans notre cas et dans la plupart des études mentionnées ci-dessus, elle est proche de la pression
atmosphérique.
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VII.2 Prediction des pertes de charge à partir du bilan de la
phase gazeuse
VII.2.1 Vitesse des vagues
D iverses corrélations ont déjà été proposées dans la littérature pour calculer la
vitesse des vagues se déplaçant à l’interface gaz-liquide. Parmi celles-ci, on peut citer celle
de Paras et al. (1994 ) qui a été établie pour les écoulements stratifiés horizontaux :






Dans notre configuration, cette formule reproduit approximativement la tendance des vi-
tesses mesurées. L’accord quantitatif peut cependant être jugé insuffisant, les écarts obser-
vés allant d’environ −12 à 12%. On peut en outre remarquer que cette formule est exprimée
sous une forme dimensionnelle, et qu’elle ne semble fondée sur aucun argument physique.
Une autre relation, semi-empirique mais dérivant de considérations plus phénoménolo-
giques, a été proposée par Kumar et al. (2002 ) pour le cas d’écoulements annulaires verti-
caux, et récemment étendue aux écoulements stratifiés et annulaires en conduite horizon-
tale par Mantilla (2008 ) pour prendre en considération l’effet des viscosités de différents
liquides. Le point de départ de cette corrélation est l’égalité du cisaillement interfacial pour




휌푔푓푖 (푈푔푠 − 푈푖)2 = 1
2
휌푙푓푖푙 (푈푖 − 푈푙푠)2 (VII.8)
avec 푈푖 ≈ 푉푣 vitesse de l’interface et 푓푖푙 coefficient de frottement interfacial de la phase









Les données expérimentales de Kumar et al. (2002 ) et de Mantilla (2008 ) sont correcte-
ment prédites lorsque 휓 est pris de la forme :









avec 푅푒푔푠 et 푅푒푙푠 nombres de Reynolds du gaz et du liquide basés sur leur vitesse superfi-
cielle respective et sur le diamètre 퐷 de la conduite.
Comme illustré sur la figure VII.3, les vitesses des vagues déterminées dans la section VI.1.2
semblent très bien être représentées par les équations VII.9 et VII.10, à condition de prendre
dans cette dernière une valeur du préfacteur de 5, 75 à la place de 5, 5 :
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Figure VII.3
Comparaison entre les vitesses de vagues mesurées et calculées par les
équations VII.9 et VII.11. La ligne en pointillés correspond à la droite
d’équation y=x.
L’utilisation de la formule VII.10 sous-estime en effet les vitesses de vagues mesurées de 3 à
5%. Notons qu’en toute rigueur, l’équation VII.8, pour être valable, nécessiterait d’utiliser
les vitesses réelles de gaz et de liquide 푈푔 et 푈푙 en lieu et place des vitesses superficielles.
Nous avons d’ailleurs vérifié que la vitesse des vagues pouvait également être correctement
prédite en utilisant 푈푔 et 푈푙 dans l’équation VII.9, et les nombres de Reynolds réels de
chaque phase dans l’équation VII.11 avec des valeurs différentes du préfacteur et de l’ex-
posant. D’un point de vue pratique, il est cependant plus simple de travailler directement
avec les vitesses superficielles, qui constituent généralement les valeurs d’entrée du modèle
(alors que les vitesses réelles nécessitent la connaissance des fractions volumiques de chaque
phase). C’est pourquoi nous conservons ici l’approche de Kumar et al. (2002 ).
VII.2.2 Fraction volumique de liquide (hold-up)
Comme pour la vitesse des vagues, la détermination de l’épaisseur de la couche
liquide et/ou de la fraction volumique du liquide ont déjà fait l’objet de différentes cor-
rélations. Cependant, aucune de celles que nous avons pu tester n’a semblé représenter
correctement les hauteurs d’eau observées dans notre configuration. Cela peut s’expliquer
par le fait que nos mesures ont lieu relativement près de l’entrée de la conduite (≈ 80
diamètres) alors que dans la plupart des études antérieures la longueur d’établissement
utilisée était beaucoup plus longue. Les épaisseurs de couche liquide mesurées sur notre
dispositif sont donc vraisemblablement supérieures (e.g. Andritsos 1986 ). Bon nombre de
ces corrélations sont en outre proposées pour des faibles chargements de liquide (e.g. Hart
et al. 1989 ), ce qui les rend inapplicables dans notre configuration où les fractions volu-
miques de liquide 훼푙 peuvent dans certains cas être supérieures à 20%.
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Figure VII.4
Comparaison entre les hauteurs de liquide mesurées et calculées à l’aide de
l’équation VII.13. La ligne en pointillés correspond à la droite d’équation y=x.
Il est donc nécessaire d’utiliser une nouvelle relation pour notre configuration. Hart et
al. (1989 ) ont noté que la plupart des corrélations disponibles dans la littérature pour la
détermination de la fraction de liquide 훼푙 pouvaient s’exprimer en fonction des rapports
des vitesses superficielles du liquide et du gaz 푈푙푠/푈푔푠, de leurs masses volumiques 휌푙/휌푔,
et de leur viscosités dynamiques 휇푙/휇푔, sous la forme :
훼푙










où 푎, 푏, 푐 et 푑 sont des constantes. Dans cette étude, seuls des écoulements eau-air à
pression proche de l’atmosphérique ont été considérés, et les termes relatifs aux propriétés
physiques des fluides seront donc ici intégrés dans la constante 푎. Expérimentalement, il a
été déterminé que les fractions de liquide 훼푙 déduites des hauteurs d’eau mesurées étaient
correctement prédites en prenant une équation de la forme :
훼푙






La comparaison entre les fractions de liquide mesurées et celles calculées par l’équa-
tion VII.13 est présentée sur la figure VII.4.
VII.2.3 Rugosité équivalente de l’interface
B ien qu’un nombre conséquent de formules aient été proposées pour la prédiction
du coefficient de frottement interfacial (cf section I.2.4) et que l’action de l’interface en
tant que paroi rugueuse pour le gaz ait été reconnue de longue date (e.g. Wallis 1969 ), peu
d’auteurs ont cherché à exprimer directement la rugosité équivalente 푘푠 en fonction des
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paramètres physiques du problème. Parmi ceux-ci, citons (à notre connaissance) Sekoguchi
et al. (1978 ), Hori et al. (1979 ), Belt (2007 ) et Belt et al. (2009 ) pour le cas d’écoule-
ments annulaires verticaux, et Hart et al. (1989 ) et Grolman et Fortuin (1997 ) pour celui
de conduites proches de l’horizontal. Belt a ainsi montré que les roll-waves pouvaient être
considérées comme des rugosités aléatoirement réparties à la surface du liquide (rugosité de
type k, e.g. Jimenez 2004 ), et que la rugosité équivalente de l’interface 푘푠 pouvait être reliée
aux caractéristiques (vitesse, amplitude et fréquence) des vagues en utilisant la notion de
solidité i (e.g. Schlichting 1979 ).
Cette approche, appliquée à notre configuration, s’est cependant révélée infructueuse. Il
est possible que l’algorithme de détermination des vagues à rouleaux mis au point au cours
de cette étude ne soit pas assez performant pour capter correctement les caractéristiques
de celles-ci. D’après les densités de probabilité de hauteurs d’eau présentées dans la sec-
tion VI.1.1, il semble néanmoins plus vraisemblable que la rugosité de l’interface ne soit
pas, dans notre cas, uniquement liée aux roll-waves. En effet, on peut observer sur la fi-
gure VI.1 que l’écart-type des hauteurs de liquide n’est pas uniquement lié aux vagues
(i.e. la queue lourde des distributions aux fortes hauteurs), mais qu’une large partie des
déviations a également lieu en-dessous de la hauteur d’eau la plus probable. Dans le cas des
écoulements annulaires (verticaux ou horizontaux), la hauteur moyenne des roll-waves est
environ 4 fois supérieure à la hauteur moyenne du film liquide (Wallis 1969, Paras et Kara-
belas 1991a, Belt 2007 ) alors que dans notre configuration elle semble plutôt être d’environ
1, 5 à 3ℎ푙. De plus, la comparaison entre les données de fréquence des vagues de Paras et
al. (1994 ) et de Belt (2007 ) montre que les roll-waves ont lieu au minimum deux fois plus
souvent en régime annulaire que stratifié. Par conséquent, en régime annulaire, la contribu-
tion des rides de capillarité-gravité de faible amplitude et de courte longueur d’onde est la
plupart du temps négligeable, et l’écart-type des épaisseurs de couche liquide est très ma-
joritairement le fait des roll-waves lorsque celles-ci sont présentes ii . En revanche, lorsque
l’écoulement est stratifié, ce n’est pas le cas et la rugosité de l’interface ne peut pas être
uniquement reliée aux vagues de forte amplitude. Ces considérations laissent penser qu’une
modélisation adéquate de 푘푠 consisterait à décomposer la rugosité en deux contributions
distinctes : l’une pour les rides de capillarité-gravité et l’autre pour les vagues à rouleaux.
Suivant les configurations (notamment le débit de liquide), une de ces composantes peut
être prépondérante (les rides dans le cas de Sekoguchi et al. 1978 et Hori et al. 1979 et les
roll-waves dans celui de Belt 2007 et Belt et al. 2009 ). De manière générale, comme c’est le
cas dans notre configuration, ces deux contributions doivent vraisemblablement être prises
en compte.
Une étude plus approfondie des caractéristiques physiques des différents types
d’ondes présentes à la surface de la couche de liquide pourrait donc permettre de relier
celles-ci à la rugosité équivalente perçue par la phase gazeuse. Cela recquiert néanmoins des
i . La solidité est définie comme la surface frontale des rugosités par unité de surface de paroi projetée
sur le plan parallèle à la direction de l’écoulement (e.g. Jimenez 2004 ).
ii . A ce sujet, mentionnons que l’étude de Sekoguchi et al. (1978 ) semble montrer que même dans les
cas où le débit de liquide est trop faible pour permettre l’apparition des roll-waves, la présence des rides
de capillarité-gravité peut cependant être suffisante pour pouvoir considérer l’interface comme pleinement
rugueuse.
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moyens expérimentaux plus poussés que ceux utilisés dans ce travail, où les hauteurs d’eau
ont été déterminées par imagerie à haute-cadence. En particulier, cette technique nous
limite aux cas où la concavité de l’interface peut être négligée. Nous nous contenterons donc
ici, comme pour la vitesse des vagues et les fractions de liquide, d’utiliser une corrélation
empirique. La rugosité interfaciale dépendant à priori à la fois des conditions d’écoulement
dans la phase liquide et dans la phase gazeuse, on choisit d’exprimer celle-ci en fonction




푘푠/퐷 = 푓(푅푒푙, 푅푒푔). Les résultats présentés dans la section suivante sont en très bon
accord avec les mesures expérimentales lorsque la relation utilisée est de la forme :
푘푠
퐷
= 2, 7.10−5푅푒푙푅푒−0,1푔 (VII.14)
Notons que cette expression fait intervenir le Reynolds de la phase gazeuse, alors que celui-
ci n’apparaît pas dans le calcul du coefficient de frottement interfacial 푓푖 (cf section VII.1.2)
puisque l’interface peut être considérée comme une paroi pleinement rugueuse. Cela peut
expliquer certaines confusions dans la littérature concernant l’influence de푅푒푔 sur 푓푖 (cf sec-
tion I.2.4) : celle-ci n’est pas l’effet d’une rugosité de transition mais la conséquence que
les caractéristiques des vagues, et donc la rugosité équivalente, dépendent en partie des
propriétés de l’écoulement de la phase gazeuse.
VII.2.4 Calcul de la perte de charge
A partir de ces différentes relations, il est possible de calculer les pertes de charge
dans la conduite en connaissant uniquement les vitesses superficielles du gaz et du liquide,
푈푔푠 et 푈푙푠, ainsi que leurs propriétés physiques. La procédure est la suivante :
1. Calculer la vitesse des vagues 푉푣 à l’aide des équations VII.9 et VII.11.
2. Calculer la fraction de liquide 훼푙 par la relation VII.13 et en déduire la hauteur d’eau
ℎ푙 en considérant l’interface comme plane i .
3. En déduire les différents paramètres géométriques (훼푙, 푃푙, 푃푔, 푃푖, 퐴푔, 퐷푙, 퐷푔), les vi-
tesses réelles de chaque phase 푈푙 et 푈푔, ainsi que leurs nombres de Reynolds respectifs
푅푒푙 et 푅푒푔.
4. Calculer le coefficient de frottement gaz/paroi (équation I.8 ou II.2).
5. Déterminer la rugosité 푘푠 par la corrélation VII.14.
6. En déduire le coefficient de frottement interfacial ii 푓푖 par l’équation VII.5 ou VII.6.
7. Reporter les différents termes ainsi calculés dans l’équation VII.1 pour obtenir la
perte de charge Δ푃 = d푃d푥 .
Notons que ce modèle ne nécessite aucune itération comme c’est le cas avec bon nombre de
ceux proposés dans la littérature (e.g. Chen et al. 1997, Grolman et Fortuin 1997, Vlachos
et al. 1999 ). Il ne requiert pas non plus la résolution de l’équation de quantité de mou-
vement de la phase liquide, puisque la relation de fermeture du coefficient de frottement
i . Les étapes 1 et 2 de cette procédure sont indépendantes et peuvent être interverties.
ii . Dans le cas où l’interface ne serait pas pleinement rugueuse, on peut également utiliser des corrélations
valables dans les régimes rugueux de transition telle que celle de Churchill.
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Figure VII.5
Comparaison entre les pertes de charge mesurées par Darboux (2009) sur notre
dispositif expérimental et celles calculées à l’aide de l’équation VII.1 en négligeant
la contribution des gouttelettes, en fonction de la vitesse superficielle du liquide.
Figure VII.6
Comparaison entre les pertes de charge mesurées par Paras et al. (1994) et celles
calculées à l’aide de l’équation VII.1 en négligeant la contribution des gouttelettes,
en fonction de la vitesse superficielle du liquide.
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entre le liquide et la paroi est ici remplacé par celle sur la fraction volumique de liquide
(nous reviendrons sur ce point dans la section VII.3). Enfin, il resterait parfaitement ap-
plicable avec toute relation capable de fournir 푉푣, ℎ푙 et 푘푠 de manière fiable, en se basant
de préférence sur des considérations physiques plutôt que sur des corrélations empiriques.
La comparaison entre les pertes de charge calculées par cette procédure et celles mesurées
par Darboux (2009 ) sur notre dispositif expérimental (cf section VI.3) est présentée sur la
figure VII.5. On peut y constater que l’accord est excellent lorsque la vitesse superficielle
du gaz n’est pas trop élevée (< 12 m/s environ). Les prédictions se dégradent ensuite
progressivement, sous-estimant d’autant plus Δ푃 que 푈푔푠 augmente. Cette tendance était
attendue pour trois principales raisons :
– La concavité de l’interface s’accroît avec la vitesse du gaz jusqu’à la transition entre
régimes stratifié et annulaire. L’hypothèse d’interface plane n’est donc plus valide
lorsque celle-ci est trop importante. Le périmètre interfacial s’en trouve augmenté,
ce qui se traduit probablement également par une élévation du cisaillement inter-
facial. Vlachos et al. (1999 ) ont noté que l’hypothèse d’interface plane était valide
jusqu’à 푈푔푠 ≈ 15 m/s. Ceci est cohérent avec notre modèle, puisqu’on observe sur
la figure VII.5 que c’est à partir de 푈푔푠 ≈ 16, 4 m/s que l’accord avec les données
expérimentales se dégrade.
– Comme expliqué dans la section VII.2.3, la modélisation de la rugosité équivalente
de l’interface devrait à la fois prendre en compte les caractéristiques des rides de
capillarité-gravité et celles des vagues de forte amplitude. A l’approche du régime
annulaire, l’amplitude et la fréquence de ces dernières augmentent. Elles deviennent
donc prépondérantes dans la valeur de 푘푠, et il est vraisemblable que la simple cor-
rélation VII.14 tende à sous-estimer ce dernier dans ces cas-là.
– Le phénomène d’arrachement-redéposition des gouttelettes ne peut plus être négligé
lorsque la vitesse du gaz devient trop élevée (≈ 17 m/s).
Malgré cela, les tendances d’évolution de la perte de charge sont correctement reproduites.
L’écart observé reste également raisonnable, l’erreur maximale constatée étant de l’ordre
de 12% de la valeur mesurée (cf figure VII.7). La rugosité adimensionnelle (en unités de
paroi) 푘+푠 la plus faible calculée d’après les données de Darboux (2009 ) est d’environ 96,
pour des conditions d’injection de 푈푙푠 ≈ 0, 027 m/s et 푈푔푠 ≈ 5, 6 m/s. L’interface semble
donc pouvoir être considérée comme pleinement rugueuse pour toutes les conditions expé-
rimentales présentées sur la figure VII.5.
Les résultats présentés ici montrent que lorsque le phénomène d’arrachement et de redé-
position des gouttelettes peut être négligé, la perte de charge est correctement prédite
en modélisant l’interface comme une paroi pleinement rugueuse se déplaçant à la vitesse
des vagues. Bien que le modèle décrit dans cette section soit en très bon accord avec nos
résultats expérimentaux, il ne faut cependant pas oublier qu’il repose en grande partie
sur des corrélations empiriques qui pourraient probablement s’avérer inadaptées dans des
configurations différentes de la nôtre (diamètres de la conduite, propriétés physiques des
fluides, pression de fonctionnement, inclinaison,...). A titre de comparaison, la figure VII.6
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confronte les prédictions de ce modèle et les données publiées i par Paras et al. (1994 ) dans
une configuration très proche celle utilisée ici (퐷 = 5, 08 cm, écoulement stratifié eau-air
en conduite horizontale). L’accord est de nouveau très bon pour la vitesse de gaz la plus
faible. Pour la seconde, la perte de charge est sous-estimée d’environ 10% (cf figure VII.7)
pour les mêmes raisons que décrites ci-dessus. L’approche utilisée ici semble donc satisfai-
sante, et une détermination plus phénoménologique des trois paramètres principaux que
sont 훼푙, 푉푣 et 푘푠 devrait permettre de pouvoir l’utiliser dans une plus large gamme de
configurations. Pour les vitesses débitantes les plus élevées, nous verrons en outre dans la
section VII.4.3 que l’accord avec les données expérimentales peut être nettement amélioré
en prenant en considération l’entraînement des gouttelettes.
Figure VII.7
Pertes de charge calculées avec le modèle présenté ici en fonction de celles
mesurées par Darboux (2009) et par Paras et al. (1994). La ligne en trait plein est
la droite d’équation y=x, et les pointillés correspondent à des erreurs de ±10%.
VII.3 Prediction des pertes de charge à partir du bilan des deux
phases
La procédure décrite dans la section précédente permet de prédire les pertes de
charge uniquement à partir de l’équation-bilan de quantité de mouvement de la phase
gazeuse, grâce à l’hypothèse que l’interface peut être correctement modélisée en la repré-
sentant comme une paroi rugueuse se déplaçant à la vitesse 푈푖 ≈ 푉푣. Cependant, pour
pouvoir ignorer la couche de liquide, il est nécessaire d’introduire une corrélation permet-
tant de déterminer sa fraction volumique 훼푙. D’un point de vue physique, cela peut être
i . Les propriétés physiques de l’air n’étant pas fournies dans leur publication, celles-ci ont ici été prises
dans les conditions standard à 20°C et à pression atmosphérique.
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considéré comme difficilement acceptable. En effet, en pratique, la hauteur du liquide ré-
sulte de l’équilibre du gradient de pression dans les deux phases, des transferts de quantité
de mouvement entre elles, ainsi que du frottement entre chacune de celles-ci et la paroi.
ℎ푙 devrait donc être déterminé à partir des équations de bilan du gaz et du liquide, et non
d’une loi de fermeture. Pour le cas des écoulements stratifiés, cette approche a été utilisée,
entre autres, par Taitel et Dukler (1976b), Chen et al. (1997 ), Grolman et Fortuin (1997 ),
ou Vlachos et al. (1999 ). Elle nécessite l’introduction d’une relation de fermeture pour le
frottement pariétal de la phase liquide.
VII.3.1 Coefficient de frottement liquide/paroi
Lorsque la perte de charge Δ푃 = d푃d푥 est connue, et que le cisaillement interfacial
ainsi que la contribution des gouttelettes sont correctement estimés (cf section VII.1), on







2훼푙퐴Δ푃 + 푓푖(푈푔 − 푉푣)2푃푖 + 2푅퐷 (푃푖푉퐷 − (푃푖 + 푃푔)푉퐴)
]
(VII.15)
Comme indiqué dans la section I.2.3, 푓푙 est généralement modélisé en cherchant une loi
de puissance du nombre de Reynolds du liquide de type Blasius. Cependant, de nombreux
auteurs (e.g. Andritsos et Hanratty 1987a, Kowalski 1987, Vlachos et al. 1997 ) ont noté
que la présence des vagues à l’interface semblait fortement augmenter le frottement parietal
dans la couche liquide. En conséquence, 푓푙 n’est vraisemblablement pas uniquement corrélé
avec 푅푒푙, ce qui est confirmé par nos données expérimentales. Le coefficient de frottement
liquide/paroi semble en revanche dépendre fortement du cisaillement interfacial. Cette




D’après nos observations, les valeurs de 푓푙 paraissent effectivement se comporter de manière
relativement linéaire lorsqu’elles sont tracées en fonction du rapport 푓푖/푅푒푙. Cependant,
une corrélation en loi puissance du type de l’équation VII.16 peut parfois, dans notre confi-
guration, aboutir à des valeurs de 푓푙 négatives. Alternativement, l’influence du cisaillement
interfacial peut être prise en compte en introduisant la vitesse de frottement 푢∗ à la place
de 푓푖. En effet, il est probable que l’augmentation du frottement liquide/paroi est la consé-
quence d’une plus grande agitation turbulente dans la couche liquide lorsque l’interface
est violemment cisaillée, et on peut penser que l’échelle caractéristique de cette agitation
turbulente est 푢∗. Comme illustré sur la figure VII.8, nos données expérimentales sont très
bien reproduites par la relation :







Le frottement liquide/paroi semble donc dans notre cas essentiellement fonction du rapport
entre la vitesse de frottement du gaz et la vitesse réelle de la phase liquide, avec une faible
dépendance du nombre de Reynolds de celle-ci. Cette relation reste cependant empirique.
A ce titre, notons que l’approche proposée par Andritsos (1986 ) et Andritsos et Hanratty
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Figure VII.8
Comparaison des valeurs du coefficient de frottement liquide/paroi déduit de nos
mesures avec celles calculées par l’équation VII.17. La ligne en pointillés
correspond à la droite d’équation y=x.
(1987a) nous paraît constituer une bonne alternative à la détermination du coefficient
de frottement liquide-paroi. Elle consiste à définir un taux de cisaillement caractéristique
휏퐶 = 1/3휏푖 + 2/3휏푙(1 − ℎ푙/퐷) pour la couche liquide (i.e. une moyenne pondérée des
cisaillements interfacial et pariétal). Celui-ci peut ensuite être relié au gradient de vitesse
à l’intérieur du liquide en utilisant les concepts de viscosité turbulente et de longueur de
mélange. Cette modélisation n’a pas été testée au cours de cette étude, mais mériterait
d’être explorée plus en détail car elle a l’avantage d’être basée sur des considérations plus
"physiques" que l’équation VII.17.
VII.3.2 Calcul de la perte de charge
Dans les cas où l’atomisation peut être négligée, l’équation de bilan de quantité













휌푔푓푖 (푈푔 − 푉푣)2 푃푖
훼푙퐴
= 0 (VII.18)
Lorsque le coefficient de frottement du liquide sur la paroi peut être déterminé, il est donc
possible de calculer le gradient de pression dans la conduite sans avoir recours à une relation
de fermeture pour la fraction volumique de liquide, à partir des équations VII.1 et VII.18.
Il faut cependant pour cela employer à une méthode itérative. La procédure utilisée ici est
la suivante :
1. Calculer la vitesse des vagues 푉푣 à l’aide des formules VII.9 et VII.11 (la vitesse des
vagues est d’après ces équations indépendante de ℎ푙).
2. Choisir une hauteur d’eau initiale ℎ푙 (on pourra par exemple utiliser la hauteur
correspondant à la fraction de liquide 훼푙 prédite par la relation VII.13).
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Figure VII.9
Comparaison, en fonction de la vitesse superficielle du liquide, entre les pertes de
charge mesurées par Darboux (2009) et celles calculées en utilisant les
équations-bilan des deux phases et en négligeant la contribution des gouttelettes.
Figure VII.10
Comparaison, en fonction de la vitesse superficielle du liquide, entre les pertes de
charge mesurées par Paras et al. (1994) et celles calculées en utilisant les
équations-bilan des deux phases et en négligeant la contribution des gouttelettes.
182
VII.4 Arrachement des gouttelettes
3. En déduire les différents paramètres géométriques (훼푙, 푃푙, 푃푔, 푃푖, 퐴푔, 퐷푙, 퐷푔), les vi-
tesses réelles de chaque phase 푈푙 et 푈푔, ainsi que leurs nombres de Reynolds respectifs
푅푒푙 et 푅푒푔.
4. Calculer le coefficient de frottement gaz/paroi (équation I.8 ou II.2).
5. Déterminer la rugosité 푘푠 par la corrélation VII.14.
6. Calculer le coefficient de frottement interfacial 푓푖 par l’équation VII.5 ou VII.6, et en
déduire la vitesse de frottement 푢∗.
7. Déterminer le coefficient de frottement liquide/paroi (équation VII.17).
8. Calculer les gradients de pression Δ푃 = d푃d푥 obtenus respectivement à partir des
bilans de quantité de mouvement des phases liquide et gazeuse (équations VII.1
et VII.18) en négligeant les termes liés aux gouttelettes.
9. Selon la direction (augmentation ou diminution de ℎ푙) qui minimise la différence entre
ces deux gradients de pression, incrémenter ou décrémenter ℎ푙.
10. Répéter les étapes 3 à 9 jusqu’à ce que la différence entre les pertes de charge calcu-
lées dans le gaz et dans le liquide soit inférieure à un seuil fixé au préalable.
Dans notre configuration, les valeurs initiales choisies pour ℎ푙 étant très proches du résultat
final, cette méthode converge rapidement et ne nécessite qu’un faible nombre d’itérations.
En effet, la différence entre les épaisseurs de couche liquide obtenues par cette procédure
et celles déterminées par la corrélation VII.13 reste dans tous les cas inférieure à 5%. Les
comparaisons des pertes de charge prédites par ce modèle avec celles mesurées sur notre
dispositif expérimental (Darboux 2009 ), ainsi qu’avec les données de Paras et al. (1994 ),
sont respectivement présentées sur les figures VII.9 et VII.10. On peut y constater que
l’accord obtenu avec cette approche est sensiblement équivalent à celui de la méthode
décrite dans la section VII.2.4, uniquement basée sur le bilan de la phase gazeuse. Là
encore, les prédictions du modèle tendent à sous-estimer le gradient de pression lorsque la
vitesse du gaz devient trop importante. Les raisons de cet écart restent ici les mêmes que
celles évoquées précédemment.
VII.4 Arrachement des gouttelettes
VII.4.1 Diamètres moyens
Comme indiqué dans la section I.3.2, la très grande majorité des corrélations
proposées dans la littérature pour la prédiction des diamètres moyens des gouttes entraînées
par la phase gazeuse reposent sur un scénario dans lequel le "moteur" de l’atomisation
est une instabilité de Kelvin-Helmholtz. Suivant Tatterson et al. (1977 ), elles prédisent
que le diamètre moyen des gouttes, adimensionnalisé par une longueur adéquate, évolue
comme 1/
√
푊푒 où 푊푒 est un nombre de Weber. Selon les auteurs, ce dernier est construit
avec différentes échelles de longueur et de vitesse. Comme illustré sur la figure VII.11 i , cette
tendance est parfaitement reproduite dans notre cas, lorsque 푊푒 est basé sur la différence
i . La procédure de correction des tailles de gouttes décrite en annexe A n’ayant pas été appliquée lors
des mesures de 2008 (cf section V.1), seules les données de 2009 sont présentées sur cette figure.
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Figure VII.11
Evolution des diamètres volume-médians mesurés pour les différentes conditions




entre la vitesse moyenne du gaz et celles des vagues ainsi que sur l’épaisseur de la couche
liquide :
푊푒 =
휌푔 (푈푔 − 푉푣)2 ℎ푙
훾
(VII.19)
Comme indiqué par Tatterson et al. (1977 ), le diamètre caractéristique pertinent semble ici
être le diamètre volume-médian 푑0,5 (cf section I.3.2 et tableau V.2), bien que l’accord reste
très acceptable en utilisant le diamètre de Sauter 푑32. Notons que nos données expérimen-
tales sont beaucoup moins bien décrites lorsqu’on utilise 푢∗ comme proposé par Tatterson
et al. (1977 ) ou 푈푔푠 (e.g. Azzopardi et al. 1980, Al-Sarkhi et Hanratty 2002 ) comme vitesses
caractéristiques. L’accord est également légèrement moins bon quand 푉푣 est omis dans la
définition du nombre de Weber (e.g. Simmons et Hanratty 2001, Pan et Hanratty 2002 ).
De même, ni le diamètre de la conduite 퐷 (e.g. Azzopardi et al. 1980, Al-Sarkhi et Hanratty
2002 ) ni la longueur capillaire 푙푐 =
√
훾/(휌푙푔) (e.g. Azzopardi 1985, Simmons et Hanratty
2001, Pan et Hanratty 2002 ) ne semblent dans notre cas être des échelles de longueur
pertinentes. En revanche, les données expérimentales sont également très bien représentées
lorsque 푘푠 est utilisé à la place de ℎ푙. Enfin, soulignons que l’accord constaté est tout aussi
bon que sur la figure VII.11 lorsque 푑0,5/ℎ푙 est tracé en fonction de 1/푊푒 au lieu de 1/
√
푊푒.
Il n’est donc pas certain que le diamètre de gouttelettes soit controlé par une instabilité de
Kelvin-Helmholtz. Comme nous l’avons vu dans la section III.3, les mécanismes d’atomisa-
tion sont en effet variés i (sacs et ligaments notamment) et les tailles de gouttes résultent
i . D’après nos visualisations, il semblerait que l’atomisation ait lieu lorsque qu’une perturbation de
hauteur de la couche liquide, vraisemblablement due à la forte agitation turbulente au sein des vagues, soit
amenée à être exposée à l’écoulement gazeux. Suivant la taille de cette perturbation initiale, celle-ci forme
alors un sac ou un ligament.
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vraisemblablement d’un équilibre entre eux. De plus, d’après l’analyse de Tatterson et al.
(1977 ), il devrait y avoir proportionnalité entre 푑0,5/ℎ푙 et 1/
√
푊푒. Dans notre cas, la droite
de la figure VII.11 prédit pourtant des diamètres négatifs au-delà d’un nombre de Weber
critique, i.e. son équation est :
푑0,5
ℎ푙
= −0.13 + 1, 44√
푊푒
(VII.20)
En fait, on peut imaginer que cette droite n’est pas suivie jusqu’à 0. En effet, lorsque
les vitesses de gaz sont élevées, il est probable que ce soient elles qui fixent la taille des
gouttelettes et non plus les mécanismes par lequels elles sont arrachées (i.e. l’atomisation
secondaire devient prépondérante devant l’atomisation primaire) et on peut suggérer que







En outre, de nombreux auteurs (e.g. Azzopardi et al. 1980, Azzopardi 1985, Ambrosini
et al. 1991, Simmons et Hanratty 2001, Al-Sarkhi et Hanratty 2002 ) ont noté qu’au-delà
d’une certaine vitesse de gaz, le diamètre des gouttes cessait de décroître et se mettait
même à ré-augmenter. Cet effet est souvent attribué au phénomène de coalescence entre
gouttes (Azzopardi 1997 ) et a été pris en compte par ces différents auteurs au travers de
l’ajout d’un terme dépendant du flux axial massique 퐺푥 des gouttelettes dans les corréla-
tions. Dans notre cas, les concentrations en gouttes sont très faibles et ce terme est donc
vraisemblablement négligeable, ce qui est confirmé par nos visualisations dans lesquelles la
coalescence n’a quasiment jamais été observée (cf section III.3).
Enfin, comme discuté dans le chapitre V, notons que les distributions de tailles de gouttes
sont très influencées par la manière dont celles-ci sont transportées par la phase gazeuse.
A notre sens, les tailles de gouttelettes mesurées ne correspondent donc pas exactement à
celles qu’elles ont au moment où elles sont arrachées de la surface du liquide. Là encore, il
serait donc particulièrement intéressant de mesurer les diamètres moyens des gouttelettes
générées à partir de vagues forcées et/ou stationnaires (cf section V.6) pour les comparer
à ceux du spray dans les régimes "naturels".
VII.4.2 Taux d’arrachement
Les taux d’arrachement 푅퐴 déduits de nos mesures (cf section VII.1.3 et ta-
bleau VII.1) ainsi que ceux publiés par Paras et Karabelas (1991b) dans une configuration
proche de la nôtre i sont représentés sur la figure VII.12. Ces différentes données semblent












i . Ecoulement eau-air dans une conduite horizontale de 5, 08 cm de diamètre et vitesses superficielles
de liquide comparables aux nôtres. En revanche, leur étude portant sur le régime annulaire, les vitesses
superficielles de gaz les plus faibles utilisées dans leur cas sont de 30 m/s.
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Figure VII.12
Comparaison entre les taux d’atomisation mesurés dans notre étude et dans celle
de Paras et Karabelas (1991b) et les prédictions de l’équation VII.22.
où 푊푒퐶 représente un nombre de Weber critique en-dessous duquel l’atomisation ne se
produit plus, égal à 175 dans notre cas. Cette équation est très similaire à la corrélation













où 푘퐴 est une constante d’atomisation, 푅푒푙푓 est le nombre de Reynolds du film liquide
et 푅푒푙푓퐶 est le nombre de Reynolds critique en-dessous duquel l’atomisation n’a plus lieu.
L’équation VII.23 est une modification de la corrélation I.26 de Dallman et al. (1984 ) et a
également été utilisée sous une forme différente par Pan et Hanratty (2002 ). La principale
différence entre les équations VII.22 et VII.23 réside dans le choix du nombre adimension-
nel représentant les conditions critiques d’atomisation. Notons que celles-ci ne sont pas très
claires : elles ne correspondent pas aux limites décrites dans la section III.2.1 mais plutôt
aux conditions critiques dans le film liquide lorsque la vitesse du gaz est très élevée. Celles-ci
sont tantôt décrites par un débit massique minimum 푊푙푓퐶 (Ishii et Grolmes 1975, Dall-
man et al. 1984, Pan et Hanratty 2002 ) tantôt par un nombre de Reynolds critique 푅푒푙푓퐶
(Azzopardi 1997, Lopez de Bertodano et al. 2001 ), ces deux approches revenant en fait au
même. En revanche, Nigmatulin et al. (1996 ) et Zaichik et al. (1999 ) ont comme nous
utilisé un Weber critique. Quoiqu’il en soit, nos données et celles de Paras et Karabelas
(1991b) sont beaucoup moins bien corrélées lorsqu’on utilise un nombre de Reynolds (ou un
débit) critique i au lieu d’un nombre de Weber. Remarquons enfin que Tayebi et al. (2000 )
i . Paras et Karabelas (1991b) l’avaient d’ailleurs déjà noté mais n’ont pas proposé l’utilisation alter-
native de 푊푒퐶 .
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ont également trouvé que leur données étaient assez bien regroupées par le produit d’un
nombre de Weber par le débit massique du liquide, 푊푒푊푙. Cela correspond parfaitement
aux équations VII.22 et VII.23, l’utilisation des conditions critiques d’atomisation mises à
part.
Bien que Lopez de Bertodano et al. (2001 ) aient essayé de dériver une expression théorique
pour 푅퐴 basée sur une instabilité de Kelvin-Helmholtz, celle-ci ne correspond pas tout à fait
à l’équation VII.23 qui reste, comme dans notre cas, empirique. Comme noté dans la section
précédente, il nous paraît cependant peu vraisemblable que l’atomisation des gouttes soit
(entièrement) liée à ce mécanisme. Il reste donc à comprendre l’évolution observée du taux
d’arrachement. Les formes similaires des corrélations obtenues dans les différentes études
discutées dans cette section, obtenues dans des conditions très différentes (écoulement
stratifié eau-air dans notre cas, annulaire eau-air pour Paras et karabelas 1991b et Pan et
Hanratty 2002, fréon pour Lopez de Bertodano et al. 2001, eau-hexafluorure de soufre et
huile-hexafluorure de soufre à fortes pressions pour Tayebi et al. 2000 ), laissent en effet
penser que les mêmes mécanismes physiques se retrouvent dans tous les cas.
VII.4.3 Prise en compte de l’atomisation dans le modèle
En remplaçant le taux de déposition 푅퐷 par celui d’arrachement 푅퐴, et en intro-
duisant le rapport de glissement 푆 et la vitesse des vagues 푉푣, l’équation-bilan de quantité
















(푆푈푔 − 푉푣) = 0 (VII.24)
La modélisation de 푓푔, 푓푖, 훼푔 et 푉푉 a été discutée dans la section VII.2 et nous venons de
voir quelle relation utiliser pour prédire 푅퐴 (équation VII.22). La seule inconnue restante
est donc le rapport de glissement 푆. Comme indiqué dans la section V.3.1, celui-ci dépend
de la distribution des tailles de gouttelettes : plus le spray contient des grosses gouttes et
plus 푆 sera faible, puisque les gouttelettes sont d’autant plus lentes que leur diamètre est
élevé (cf section V.3.2). Une modélisation adéquate du glissement requiert donc au préa-
lable celle des distributions de tailles des gouttelettes. Cependant, n’étant pas en mesure à
l’heure actuelle de prédire ces dernières, on peut considérer d’après les valeurs consignées
dans le tableau V.4 qu’une estimation raisonnable du rapport de glissement est obtenue
en prenant 푆 = 0, 9. Notons que le diamètre moyen des gouttes diminuant lorsque la vi-
tesse du gaz augmente (cf section VII.4.1), cette valeur constante risque de sous-estimer le
glissement réel lorsque 푈푔푠 est élevée, ce qui est confirmé par nos données expérimentales
(cf tableau V.4). Néanmoins, l’erreur correspondante sur la contribution des gouttelettes
à la perte de charge totale devrait rester relativement faible.
La comparaison entre les pertes de charge prédites par l’équation VII.24 (avec ou sans prise
en compte de l’atomisation) et les mesures de Darboux (2009 ) ainsi que celles de Paras et al.
(1994 ) sont respectivement présentées sur les figures VII.13 et VII.14. L’accord constaté
est excellent : l’ajout de la contribution des gouttelettes améliore les prédictions dans
tous les cas où les vitesses de gaz sont élevées. Δ푃 tend toujours à être légèrement sous-
estimé mais beaucoup moins que précédemment. Comme discuté dans la section VII.2.4,
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Figure VII.13
Comparaison entre les pertes de charge mesurées par Darboux (2009) sur notre
dispositif expérimental et celles calculées à l’aide de l’équation VII.24 avec ou sans
prise en compte de la contribution des gouttelettes.
Figure VII.14
Comparaison entre les pertes de charge mesurées par Paras et al. (1994) et celles
calculées à l’aide de l’équation VII.24 avec ou sans prise en compte de la
contribution des gouttelettes.
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cela est vraisemblablement l’effet de la courbure de l’interface plus importante pour les
fortes vitesses de gaz et les faibles chargements en liquide, ainsi que des limitations de la
relation VII.14 utilisée pour le calcul de la rugosité équivalente de l’interface. Les résultats
restent néanmoins très bons, l’erreur moyenne étant de l’ordre de 3%. Lorque les vitesses
de gaz deviennent importantes, la prise en compte du phénomène d’arrachement et de
redéposition des gouttelettes devient donc nécessaire : pour les données de la figure VII.13,
celui-ci peut en effet représenter jusqu’à 10% de la perte de charge totale. Notons enfin que
l’utilisation du modèle basé sur les équations de bilan des deux phases (cf section VII.3.2)





L’objectif de cette thèse était d’étudier expérimentalement l’entraînement de gout-
telettes dans les écoulements gaz-liquide en conduite horizontale. La première partie de
notre travail a donc été consacrée à la mise en place d’un dispositif permettant l’observa-
tion de ce phénomène pour un écoulement d’eau et d’air à l’intérieur d’une conduite de 5 cm
de diamètre. Grâce à celui-ci, nous avons pu observer différentes configurations d’écoule-
ment et les comparer aux descriptions disponibles dans la littérature. Nous nous sommes
alors plus spécifiquement intéressés aux conditions expérimentales pertinentes pour ce tra-
vail, à savoir les régimes stratifié avec atomisation et annulaire. En particulier, l’utilisation
de techniques d’imagerie à haute-cadence nous a permis d’identifier les différents modes
d’atomisation participant à la génération des gouttes de la surface du liquide.
Nous avons par la suite développé des techniques originales de traitement d’images numé-
riques afin d’avoir accès aux diamètres et aux vitesses des gouttelettes transportées par
l’écoulement gazeux. Bien que de telles méthodes aient déjà été utilisées avec succès pour
mesurer des tailles de gouttes (e.g. Marmottant et Villermaux 2004 ), leur utilisation était
dans notre cas rendue très délicate par le contexte dans lequel les images sont obtenues. En
effet, pour les conditions d’écoulement où l’atomisation peut être observée, l’intérieur de la
conduite présente un environnement particulièrement encombré et perturbé. Cela rend la
détection des gouttes ainsi que de leurs contours très compliquée. En outre, celles-ci se dé-
plaçant très rapidement et pouvant être de très petites tailles, il a été nécessaire de recourir
à des moyens d’éclairage sophistiqués (flashs ultra-rapides), dont les réglages se sont avé-
rés particulièrement complexes. Notons également qu’il n’existe pas, à notre connaissance,
d’études dans lesquelles un algorithme de suivi a été utilisé afin de mesurer les vitesses
des gouttelettes. Enfin, la mise en place de procédures de calibration expérimentale rigou-
reuses nous a permis de valider les méthodes de mesures développées au cours de ce travail.
Les différents modes d’arrachement mis en évidence grâce à nos visualisations par imagerie
à haute-cadence sont extrèmement complexes et variés. En outre, les caractéristiques des
gouttelettes arrachées semblent fortement influencées par l’écoulement gazeux. Celles-ci
présentent donc une grande dipersion de tailles et de vitesses. C’est pourquoi nous nous
sommes principalement attachés à proposer une étude statistique de leurs distributions.
Cela nous semble en effet être une étape nécessaire avant d’essayer de relier les caracté-
ristiques des gouttelettes du spray aux mécanismes par lesquels elles sont arrachées. Nous
avons ainsi pu comparer les fonctions de densité de probabilité des tailles des gouttes avec
les lois théoriques proposées précédemment pour les décrire. Nous avons également discuté
des distributions de vitesses axiales et verticales des gouttes, pour lesquelles beaucoup
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moins d’informations sont disponibles dans la littérature, et avons vu que la manière dont
elles sont transportées par la phase gazeuse dépendait énormément de leur taille. Enfin,
nous avons posé la question du comportement des distributions de tailles pour les évène-
ments rares que sont les gouttes de grandes dimensions. L’occurence de celles-ci pourrait en
effet s’avérer plus fréquente que prévue par les lois de distribution théoriques "classiques"
généralement utilisées dans nos configurations d’écoulement. Un modèle de mélange de
distributions a alors été proposé : il permet d’obtenir les densités de probabilité des tailles
de gouttes à partir de celles de leurs vitesses axiales.
Les différentes grandeurs nécessaires à une compréhension globale de nos régimes d’écoule-
ment ont par la suite été déterminées. Comme pour les mesures de gouttelettes, l’épaisseur
de la couche liquide a ainsi pu être obtenue par traitement d’images numériques de films
acquis à l’aide d’une caméra à haute-cadence. Le gradient de pression dans la conduite a
également été mesuré. Enfin, les flux et concentrations massiques des gouttelettes ont pu
être déterminés à partir des résultats du traitement d’images. En particulier, nous avons
vu que les plus grosses gouttes qui transportent la majorité de la masse du liquide dans
le spray sont également celles qui se déplacent le plus lentement. Le flux massique axial
des gouttes est donc légèrement inférieur au produit de leur concentration par leur vitesse
moyenne. Il a cependant été vérifié que ce dernier reste une approximation acceptable.
En dernier lieu, nous avons abordé la modélisation des écoulements gaz-liquide lorsque les
phases ne sont pas trop dispersées l’une dans l’autre. Nous avons montré comment retrou-
ver les pertes de charge dans la conduite à partir de nos différentes mesures expérimentales.
Nous avons alors proposé différentes relations permettant de prédire le gradient de pression
à partir de l’équation de bilan de quantité de mouvement de la phase gazeuse. Bien que
ces corrélations soient en partie empiriques et qu’elles ne puissent donc vraisemblablement
pas être appliquées dans des configurations très différentes de la nôtre, nous avons discuté
des différentes pistes qui devraient permettre d’étendre l’approche utilisée ici à une plus
large gamme de conditions. En particulier, le cisaillement interfacial, qui est la principale
cause de l’augmentation des pertes de charge par rapport à un cas monophasique, peut être
correctement modélisé en représentant l’interface comme une paroi rugueuse. Une étude
plus approfondie de celle-ci, et plus spécifiquement des vagues à rouleaux et des rides de
capillarité-gravité qui la déforment, est nécessaire pour prédire la rugosité équivalente en
fonction des paramètres physiques pertinents de l’écoulement. Nous avons également dis-
cuté du fait que le cisaillement interfacial tend à augmenter le frottement pariétal dans la
couche liquide, et avons montré que la prédiction de ce dernier était améliorée en tenant
compte de cette observation, permettant ainsi également le calcul du gradient de pression
à partir des équations-bilan des deux phases. Enfin, nous avons montré comment prendre
en compte l’entraînement des gouttelettes pour améliorer les prédictions de la perte de
charge lorsque les vitesses d’injection du gaz sont élevées.
La mise en place d’une configuration expérimentale de grande échelle et le déve-
loppement de nouvelles techniques de mesures sont une entreprise de longue haleine. C’est
pourquoi l’analyse n’a pu être poussée aussi loin que nous l’aurions souhaité au début de
cette thèse. Nous pensons cependant que ce travail a permis de mettre en lumière les dif-
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férents points d’importance pour améliorer la compréhension des écoulements gaz-liquide
en conduite, et plus particulièrement du phénomène d’arrachement et de redéposition des
gouttelettes. Le dispositif expérimental et les méthodes de mesures mis au point durant
cette étude se sont révélés pleinement satisfaisants. Différents résultats de la littérature
ont pu être retrouvés, et d’autres points ont été discutés afin de permettre une meilleure
représentation de nos régimes d’écoulements. D’un point de vue pratique, les méthodes
proposées dans ce travail permettent de prédire correctement le gradient de pression.
Il reste cependant beaucoup de travail à accomplir, notamment sur le plan théorique. Avant
de clore ce travail, permettons-nous donc de présenter différents axes de recherche qui nous
paraissent judicieux pour la poursuite de l’étude :
– Concernant les mesures des gouttelettes, il serait intéressant de poursuivre les inves-
tigations entreprises ici. L’exploration d’une plus grande plage de conditions expéri-
mentales pourrait permettre d’affiner l’analyse, et la prise en compte d’un nombre de
gouttes plus important serait utile afin d’obtenir un meilleur découpage par classes,
d’en apprendre plus sur le comportement des distributions pour les évènements rares
(notamment les gouttes de très grandes dimensions), et de lever certaines incertitudes
liées à la dispersion des données expérimentales (en particulier pour les mesures du
volume transporté par les gouttes et pour les flux verticaux). Des mesures à des
positions plus hautes ou plus basses (bien que ce dernier cas soit compliqué par la
présence des vagues à l’interface) que l’axe de la conduite pourraient également per-
mettre d’étudier plus en détail l’influence de la gravité et les non-uniformités dans la
conduite. L’observation plus spécifique des mécanismes locaux d’arrachement (sacs
et ligaments entre autres) s’avère également nécessaire afin de relier les caractéris-
tiques globales du spray aux conditions d’injection. Enfin, la comparaison entre les
tailles des gouttelettes générées dans les régimes naturels et à partir de vagues forcées
(isolées ou périodiques) ou stationnaires founirait des informations précieuses pour
la compréhension des possibles différences entre les distributions de tailles de gouttes
arrachées de la surface du liquide et observées dans un référentiel fixe.
– Afin de mieux appréhender la manière dont les gouttelettes sont véhiculées par la
phase gazeuse, il serait pertinent de mettre en place une instrumentation permettant
de mesurer ses caractéristiques (profils de vitesses et intensité des fluctuations tur-
bulentes notamment). Une étude plus approfondie des vitesses d’éjection (possible
en ne s’intéressant qu’aux vitesses verticales des gouttes dont la vitesse axiale est
très faible) est en outre nécessaire pour estimer l’importance de la déposition iner-
tielle des gouttelettes. L’emploi de simulations numériques simplifiées pour décrire
les trajectoires des gouttelettes pourrait également aider à mieux comprendre leur
transport, son influence sur les distributions, et la déposition.
– Enfin, il reste à mieux comprendre les phénomènes d’instabilités interfaciales, parmi
lesquels les vagues de forte amplitude semblent jouer un rôle prépondérant à la fois
pour l’augmentation du cisaillement entre le gaz et le liquide et pour la génération des
gouttelettes. Il pourrait donc être pertinent de mesurer plus en détail les caractéris-
tiques de la couche liquide (amplitude et fréquence des vagues à rouleaux et des rides
de capillarité-gravité, agitation turbulente, etc...) afin d’améliorer la modélisation du




Mélange et correction des fonctions
de densité de probabilité
A.1 Introduction
Pour chacune des tailles de champ utilisées lors de la campagne de mesure du
printemps 2009, il est relativement aisé d’obtenir les fonctions de densité de probabilité
(ou pdf ) des tailles ou des vitesses de gouttes en comptant le nombre de ces dernières
appartenant à chacune des classes définies, ramené à leur nombre total i 푛푡표푡. Cependant,
nous avons vu (cf section II.3.3) que l’utilisation d’un champ de grande taille pouvait ame-
ner à une sous-estimation significative du poids des petites gouttes dans ces distributions
et inversement, de celui des grosses gouttes pour des dimensions de champ plus faibles.
Ceci est illustré à la figure A.1 où sont comparées les pdf obtenues avec le "petit" champ
(8, 38 µm/pixel) et le "grand" champ (15, 02 µm/pixel) pour le cas de vitesses superficielles
d’eau et d’air respectives de 0, 091 m/s et 13 m/s.
Il est donc nécessaire de "mélanger" les pdf des différentes tailles de champ de manière à
conserver les caractéristiques de chacune sans pour autant biaiser les distributions obtenues.
Il faut en effet tenir compte du fait que le volume de chaque champ est différent et que le
nombre d’images utilisées pour obtenir les pdf n’est pas le même dans les deux cas, ce qui
rend l’utilisation d’une simple moyenne arithmétique entre les deux distributions inadaptée.
En outre, nous avons vu dans la section IV.4.5 qu’en dessous d’un diamètre critique,
dépendant de la configuration optique utilisée, la profondeur de détection 훿푑 associée au
traitement d’image diminuait avec le diamètre des gouttes observées. Ce phénomène peut
avoir pour effet de biaiser les statistiques obtenues puisque les plus petites gouttes sont
observées sur une épaisseur moins importante que les autres. C’est pourquoi il est nécessaire
i . La procédure utilisée pour obtenir les pdf présentées dans ce document est en fait une "variante" de
cette méthode. Elle consiste à lisser les données expérimentales par un noyau gaussien (Saporta 1990 ), et
présente l’avantage d’obtenir des pdf d’allure plus continue. La taille des classes dans cette méthode est
remplacée par l’écart-type de la gaussienne utilisée comme noyau. Sa valeur doit être choisie de manière
adéquate à ce que les courbes obtenues ne soient pas trop irrégulières, sans pour autant perdre d’information
(l’utilisation d’un paramètre trop grand tend en effet à gommer les différences). Sa valeur a dans notre cas
été fixée empiriquement et conservée constante indépendamment des conditions d’injection pour chaque
quantité observée (diamètres, vitesses horizontales, vitesses verticales). Dans un souci de clarté, le principe
de mélange et de correction des distributions sera expliqué ici pour le cas de densités de probabilité en
"histogramme", mais reste parfaitement valable pour le lissage par noyau gaussien.
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Figure A.1
Comparaison des distributions de tailles de gouttes obtenues avec le "petit" champ
(8, 38 µm/pixel) et le "grand" champ (15, 02 µm/pixel) pour 푈푙푠 = 0, 091 m/s et
푈푔푠 = 13 m/s.
de corriger les distributions obtenues. Enfin, un dernier effet à prendre en compte est
l’impact de la taille de la fenêtre utilisée pour la visualisation sur le nombre de gouttes
observées. En effet, l’algorithme de détection des gouttes présenté dans la section IV.2
nécessite qu’une goutte soit entièrement présente dans le champ pour qu’elle soit comptée,
les gouttes touchant un des bords de l’image étant éliminées. Cela a vraisemblablement une
influence négligeable sur le nombre de gouttes détectées lorsque le diamètre de celles-ci est
petit comparé à la hauteur de l’image. En revanche, le nombre de grosses gouttes pourrait
être significativement sous-estimé i . Notons, comme discuté par Marmottant (2001 ), que le
traitement d’image n’introduit pas de biais pour les gouttes dont le diamètre est supérieur
à la profondeur de détection, puisque celles-ci sont comptées à partir du moment où leur
plan médian est situé à l’intérieur de la nappe.
A.2 Mélange des pdf obtenues avec deux tailles de champ dif-
férentes
Dans la suite de cette annexe, les grandeurs relatives au grand champ et au petit
champ seront respectivement repérées par les indices gc et pc. L’obtention d’une fonction
de densité de probabilité unique à partir de mesures de tailles de gouttes réalisées sur des
photographies de deux tailles différentes a été explorée par Hay et al. (1996 ). Le grand
champ ne permet pas de mesurer les gouttes en-dessous d’un diamètre de coupure 푑 푔푐푚푖푛.
Ces auteurs proposent donc de définir une population de gouttes par unité de volume 푁(푖)
i . Dans le cas du "petit" champ, les plus grosses gouttes observées (푑푒푞 > 2 mm) peuvent parfois
occuper plus de la moitié de la hauteur de l’image (퐻 ≈ 4 mm).
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si 푑(푖) > 푑 푔푐푚푖푛 (A.1b)
où 휗 est le volume de mesure correspondant à chaque champ et 푛(푖) le nombre de gouttes
de la classe 푖 comptées sur les images dans chaque cas.
Dans notre cas, il faut également tenir compte du fait que les mesures de gouttes pour
chaque taille de champ ne sont pas nécessairement réalisées sur le même nombre d’images
(cf tableau V.1). En notant 푛푖푚 le nombre d’images utilisées pour chaque champ, le vo-
lume total correspondant pour lequel les gouttes sont mesurées est 휗푛푖푚. Au final, les
distributions résultant du mélange des gouttes observées pour les deux tailles de champ de














si 푑(푖) > 푑 푔푐푚푖푛 (A.2b)
A.3 Correction de l’effet de la profondeur de détection non
constante pour les faibles diamètres
La calibration expérimentale de l’algorithme de détection des gouttes a montré
(cf section IV.4.5) que la profondeur 훿 sur laquelle celles-ci peuvent être mesurées est
constante, 훿 = 훿푐 pour les gouttes dont la taille est supérieure à un diamètre critique
푑푐푟푖푡 correspondant à celui de la tâche de flou intrinsèque du système optique, dont les
valeurs pour le grand champ et le petit champ sont respectivement de 푑 푔푐푐푟푖푡 ≈ 120 µm et
푑 푝푐푐푟푖푡 ≈ 135 µm. En dessous de 푑푐푟푖푡, la profondeur de détection décroît linéairement en
fonction du diamètre 푑 de la goutte considérée selon :
훿 = 훿푐 − 휁(푑푐푟푖푡 − 푑) ∀ 푑푚푖푛 ⩽ 푑 < 푑푐푟푖푡 (IV.4)
où la pente de la droite est respectivement 휁푝푐 ≈ 12 et 휁푔푐 ≈ 45, 8 pour le petit champ
et le grand champ, et les diamètres de coupure en-dessous desquels la détection n’est plus
possible (≈ 4 pixels) 푑 푝푐푚푖푛 ≈ 32 µm et 푑 푔푐푚푖푛 ≈ 60 µm respectivement.
Lors du calcul des distributions totales des gouttes, il faut donc prendre en considéra-
tion le fait que les gouttes dont le diamètre est inférieur à 푑푐푟푖푡 pour chaque champ sont
comptées sur un volume moins important que les autres. L’utilisation d’une distribution
de population de gouttes par unité de volume telle que celle utilisée dans la section A.1
pour le mélange des distributions permet de corriger ce biais. Le volume effectif sur lequel
les petites gouttes de diamètre 푑 sont observées est en effet 훿/훿푐 plus petit que le volume
푉 du champ considéré lorsque la profondeur 훿 = 훿푐 est constante. Le nombre corrigé de
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gouttes appartenant à la classe 푖, 푛푐표푟푟(푖) se calculera donc respectivement pour les deux












훿푝푐푐 − 휁푝푐(푑 푝푐푐푟푖푡 − 푑)












훿푔푐푐 − 휁푔푐(푑 푔푐푐푟푖푡 − 푑)
] si 푑 푔푐푚푖푛 ⩽ 푑 < 푑 푔푐푐푟푖푡 (A.3b)
A.4 Correction des effets de bord
Figure A.2
Schématisation de la détection d’une goutte en fonction des bords de l’image.
La dernière correction à mettre en oeuvre concerne les gouttes touchant les bords
de l’image. En effet, plus le rapport entre le diamètre 푑 d’une goutte et les dimensions de la
fenêtre est élevé, moins celle-ci a de chance d’apparaître entièrement dans le champ de la
caméra. Les objets touchant les bords de l’image étant retirés lors de la phase de détection
des gouttes, il est donc nécessaire d’introduire un facteur correctif afin de ne pas biaiser
les statistiques, notamment pour les gouttes de grande tailles qui sont les plus sensibles à
cet effet. En notant 퐿 et 퐻 les dimensions du champ, comme schématisé sur la figure A.2,
une goutte de diamètre 푑 ne sera effectivement reconnue que si son centre est situé dans la
fenêtre de dimensions 퐿 − 푑 et 퐻 − 푑. En supposant la distribution des gouttes uniforme
à l’intérieur de l’image, lorsque l’on aura compté 푛푖 gouttes de diamètre 푑 à l’intérieur de
celle-ci, le nombre réel de gouttes l’ayant traversé sera donc de 푛푖
퐿퐻
(퐿− 푑)(퐻 − 푑) .
A.5 Calcul des pdf totales
En résumé, les distributions totales correspondant à chaque condition opératoire
sont obtenues en mélangeant les gouttes observées pour chacune des deux tailles de champ
utilisées et corrigées pour tenir compte de la profondeur de champ non constante aux pe-
tits diamètres ainsi que des effets de bord. Ces opérations s’effectuent simultanément et
consistent à normaliser le nombre de gouttes 푛(푖) comptées sur les deux champs différents
pour chaque classe de diamètres 푖 par le volume total effectif de mesure. Les valeurs de la
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푁(푖)
푑 ≤ 푑 푝푐푚푖푛 0
푑 푝푐푚푖푛 < 푑 ≤ 푑 푔푐푚푖푛
푛푝푐(푖)
푛푝푐푖푚훿푝푐(퐻푝푐 − 푑)(퐿푝푐 − 푑)
푑 푔푐푚푖푛 < 푑 ≤ 푑 푔푐푐푟푖푡
푛푝푐(푖) + 푛푔푐(푖)
푛푝푐푖푚훿푝푐(퐻푝푐 − 푑)(퐿푝푐 − 푑) + 푛푔푐푖푚훿푔푐(퐻푔푐 − 푑)(퐿푔푐 − 푑)
푑 푔푐푐푟푖푡 < 푑 ≤ 푑 푝푐푐푟푖푡
푛푝푐(푖) + 푛푔푐(푖)
푛푝푐푖푚훿푝푐(퐻푝푐 − 푑)(퐿푝푐 − 푑) + 푛푔푐푖푚훿푔푐푐 (퐻푔푐 − 푑)(퐿푔푐 − 푑)




푐 (퐻푝푐 − 푑)(퐿푝푐 − 푑) + 푛푔푐푖푚훿푔푐푐 (퐻푔푐 − 푑)(퐿푔푐 − 푑)
Tableau A.1
Récapitulatif de la population de gouttes de la classe 푖 en fonction de la valeur du
diamètre 푑.
Figure A.3
Comparaison de la distribution totale des tailles de gouttes avec celles obtenues
pour le "petit" champ (8, 38 µm/pixel) et le "grand" champ (15, 02 µm/pixel) pour
푈푙푠 = 0, 091 m/s et 푈푔푠 = 13 m/s.
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population de gouttes par unité de volume 푁(푖) ainsi définie pour les différents cas discutés
dans cette annexe sont résumées dans le tableau A.1, où 훿 est calculé avec l’équation IV.4.
Le résultat de la distribution totale des tailles ainsi calculée est comparé aux pdf
(non corrigées) obtenues avec chaque champ pour des vitesses superficielles d’eau et d’air
respectives de 0, 091 m/s et 13 m/s sur la figure A.3. On peut constater que le poids des
petites gouttes est plus important dans la distribution finale que dans chacune des pdf non
corrigées, ce qui est principalement dû à la prise en compte de la profondeur de détection
non constante pour ces faibles diamètres. De même, la contribution des grosses gouttes est
plus importante dans la pdf totale du fait de la correction des effets de bord.
Précisons que malgré les légères différences notées ci-dessus, la distribution finale obtenue
après mélange et correction des différents biais de mesure conserve le même comportement
qualitatif que chacune des pdf "brutes". Ainsi, les différents points exposés dans le cha-
pitre V restent vrais pour celles-ci. En particulier, il a été vérifié que l’accord des différentes
lois de distribution théoriques discutées avec les pdf expérimentales n’était pas notable-
ment modifié par les corrections décrites ici.
Figure A.4
Comparaison de la distribution totale des vitesses horizontales des gouttes avec
celles obtenues pour le "petit" champ (8, 38 µm/pixel) et le "grand" champ
(15, 02 µm/pixel) pour 푈푙푠 = 0, 126 m/s et 푈푔푠 = 13 m/s.
Enfin, pour clore cette partie, ajoutons que la méthode de calcul des distributions totales,
présentée ici pour le cas des tailles des gouttes, est applicable de manière similaire pour les
pdf des vitesses (horizontales et verticales, cf section V.3.1 et V.3.3 respectivement), comme
illustré à la figure A.4, et pour celles des volumes de gouttes. Les corrections relatives à la
profondeur de détection non constante et aux effets de bord sont également utilisées pour
le calcul des concentrations et des flux de gouttes (cf annexe B).
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Annexe B
Calcul des concentrations et des
flux massiques des gouttes
B.1 Principe
Comme pour le calcul des fonctions de densité de probabilité présenté en annexe A,
la détermination des concentrations et des flux de gouttelettes requiert la correction des
différents biais de mesure (profondeur de détection non constante, effets de bords). A cette
fin, la notion de volume effectif de mesure introduite précédemment sera ici réutilisée.
Dans le cas de la concentration massique 퐶, on s’intéresse à la masse totale 푀 des gouttes
contenue dans le volume effectif total. Celle-ci, pour chacun des deux champs, s’obtient en








avec 휌푙 masse volumique de l’eau, 푛푡표푡 nombre total de gouttes observées pour chaque
taille de champ, et 푣푖 volume de la goutte 푖. Le volume effectif de mesure dépend quant
à lui du diamètre de chaque goutte (cf annexe A). Comme pour les fonctions de densité
de probabilité, on peut donc définir une concentration moyenne à partir des observations




푛푝푐푖푚훿푝푐(퐻푝푐 − 푑)(퐿푝푐 − 푑) + 푛푔푐푖푚훿푔푐(퐻푔푐 − 푑)(퐿푔푐 − 푑)
où 훿 est calculé par la formule (IV.4) si 푑푚푖푛 ⩽ 푑 < 푑푐푟푖푡 et vaut 훿푐 si 푑 ⩾ 푑푐푟푖푡.
Cependant, pour des raisons qui seront expliquées dans la section B.3, la concentration
obtenue avec le champ le plus petit semble dans certains cas être sous-estimée. Les valeurs
de concentration présentées dans la section VI.2 sont donc celles obtenues pour le "grand
champ" (résolution de 15, 02 µm/pixel) uniquement. Notons également que le calcul de
concentration ne fait pas appel au tracking des gouttes car il ne nécessite pas le suivi de
celles-ci. Ce n’est pas le cas des flux, dont l’obtention sera explicitée plus en détail dans la
section B.3.
201
Calcul des concentrations et des flux massiques des gouttes
Figure B.1
Schématisation du volume contenu dans la nappe de visualisation lorsqu’une
goutte est proche des bords de celle-ci.
En supposant les gouttes de forme approximativement sphérique, le volume 푣푖 transporté
par la goutte 푖 se déduit simplement du diamètre équivalent 푑푒푞 obtenu après la phase
de détection des gouttes du traitement d’images (cf section IV.2) : 푣푖 = 휋푑 3푒푞 (푖)/6. En
revanche, il est plus délicat de connaître le volume exact des gouttes qui est réellement
contenu à l’intérieur du volume de mesure. En effet, comme schématisé sur la figure B.1,
lorsqu’une goutte passe à l’intérieur de la nappe de détection tout en étant très proche du
bord de celle-ci i (goutte 1 sur la figure), le volume qu’elle occupe n’est pas entièrement
contenu dans le volume de mesure. En comptant le volume entier de chaque goutte, on
risque donc de surestimer le volume réel appartenant à la nappe. Si l’écart 푒 entre le plan
médian de la goutte et celui de la nappe (i.e. le plan médian de la conduite) est connu, on
peut déterminer précisément le volume commun. La procédure de détection des gouttelettes
ne permet cependant pas de savoir la position de celles-ci dans la direction transverse
(coordonnée 푧). Il est donc nécessaire de calculer ce volume par d’autres méthodes.
B.2 Détermination du volume des gouttes contenu à l’intérieur
de la nappe de détection
Le problème peut être considérablement simplifié si l’on considère que la concen-
tration est uniforme dans la direction 푧. Les mesures de Paras et Karabelas (1991b, figure 3)
semblent indiquer que cette hypothèse est valide lorsque la vitesse superficielle du gaz est
inférieure à 30 m/s environ, comme c’est le cas pour nos conditions expérimentales ii . En
effet, dans l’exemple de la figure B.1, qui correspond au cas où le diamètre 푑 de la goutte
est inférieur à l’épaisseur 훿 de la nappe (i.e. la profondeur de détection), le volume compté
en trop des gouttes dont le centre est situé à l’intérieur de la nappe mais n’étant que par-
tiellement contenue dans celle-ci (goutte 1 sur la figure B.1) est par invariance du problème
exactement compensé par celui des gouttes passant à l’extérieur de la nappe de l’autre côté
de celle-ci (goutte 2 sur la figure B.1), et qui n’ont pas été détectées lors du traitement
d’images. En comptant le volume entier de chaque goutte détectée, on obtient donc en fait
le volume exact des gouttes ayant été contenu dans le volume de mesure 휗.
i . Rappelons que pour qu’une goutte soit détectée, il suffit que son plan médian soit situé à l’intérieur
de la nappe.
ii . Cette hypothèse a également été utilisée par Williams et al. (1996 ).
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Figure B.2
Schématisation des différents cas de figure lorsque 훿 < 푑 ⩽ 2훿.
L’extension de ce raisonnement pour les cas où le diamètre des gouttes est supérieur à
l’épaisseur de la nappe n’est pas trivial. C’est pourquoi nous allons ici le formaliser de
manière mathématique. Lorsque le diamètre 푑 d’une goutte est compris entre l’épaisseur
de la nappe et le double de celle-ci, trois différents cas de figure, schématisés sur la figure B.2
peuvent se présenter en fonction de l’écart entre le centre de la goutte et le plan médian
de la nappe 푒. En notant 푟 = 푑/2 le rayon de la goutte, on a :
cas (a) : 훿/2 ⩽ 푒 < 훿/2 + 푟
Dans cette configuration, la goutte n’est pas détectée. Son volume mesuré est donc
푣푎푚푒푠 = 0. Pourtant, une partie de la goutte est bien incluse dans le volume de mesure.
Le volume réel contenu dans la nappe est celui de la calotte sphérique grisée sur la
figure B.2, et s’exprime 푣푎푟푒푒푙 = 휋(푟 + 훿/2− 푒)2(푟 − 푟+훿/2−푒3 ).
cas (b) : 훿/2− 푟 ⩽ 푒 < 훿/2
La goutte est détectée, son volume mesuré est 푣푏푚푒푠 = 4/3휋푟3. Le volume réel contenu
dans la nappe s’exprime de la même manière que dans le cas (a) 푣푏푟푒푒푙 = 푣
푎
푟푒푒푙.
cas (c) : 푒 < 훿/2− 푟
Là encore, le volume mesuré de la goutte est 푣푐푚푒푠 = 푣푏푚푒푠 = 4/3휋푟3. Le volume réel







푟2 − (훿/2− 푒)2)+ 3 (푟2 − (훿/2 + 푒)2)+ 훿2].
Les volumes totaux réel et mesuré, 푣푟푒푒푙 et 푣푚푒푠, des gouttes étant passées à l’intérieur
de la nappe s’obtient en intégrant le volume des gouttes correspondant à chacun des cas





















Tous calculs effectués, on obtient :
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Cela signifie que comme pour le cas simple où 푑 ⩽ 훿, on mesure le volume exact ayant
été contenu dans la nappe de visualisation en comptant entièrement le volume de toutes
les gouttes détectées. Notons que même si aucune goutte de diamètre supérieur à 2훿 n’a
été observée au cours de cette étude, il a été vérifié que ce résultat était également valable
dans ce cas de figure.
B.3 Détermination du flux massique des gouttes
Dans le cas des flux de gouttes, il est nécessaire d’utiliser les résultats de l’algo-
rithme de suivi. En effet, un flux massique 퐺 est défini comme la masse totale푀 traversant
une surface unitaire par unité de temps. Son calcul consiste donc à définir une (ou plu-
sieurs) surface(s) de référence dans le volume de mesure et à compter la masse de gouttes
l’ayant traversée pendant un intervalle de temps donné. Pour savoir si une goutte a traversé
ou non cette surface, il faut disposer d’un suivi temporel des coordonnées de son centre
de gravité. De plus il peut être intéressant de différencier les gouttes selon qu’elles soient
en phase ascendante ou descendante au moment où elles sont observées (cf section VI.2).
Dans notre cas, on dispose d’images bidimensionnelles. Le calcul des flux se fera donc au
travers de lignes (horizontales ou verticales) intégrées sur l’épaisseur 훿 de la nappe de dé-
tection. La durée totale 푇 des mesures se déduit du nombre total 푛푖푛푡 d’intervalles i entre
les images prises par la caméra et de la durée de ces intervalles Δ푡 : 푇 = 푛푖푛푡Δ푡. Les flux
de quantité de mouvement peuvent être obtenus de la même manière en remplaçant les
masses 푚푖 de chaque goutte par le produit 푚푖푉푖 (푉푖 étant la vitesse mesurée de la goutte
푖). Les profils ainsi obtenus étant qualitativement identiques à ceux des flux massiques, ils
ne seront cependant pas commentés dans ce manuscrit.
De la même manière que pour les mesures réalisées sur tout le volume de la nappe de
détection, on peut ici introduire la notion de surface effective traversée par les gouttes. Se-
lon que l’on souhaite mesurer le flux horizontal (i.e. axial) 퐺푥 ou vertical 퐺푦 des gouttes,
les surfaces de référence 풮 utilisées seront donc respectivement 퐻훿푐(퐻−푑)훿 et
퐿훿푐
(퐿−푑)훿 où 훿 est
calculé par la formule IV.4 si 푑푚푖푛 ⩽ 푑 < 푑푐푟푖푡 et vaut 훿푐 si 푑 ⩾ 푑푐푟푖푡. En déplaçant les
lignes (i.e. les surfaces) de référence dans l’image, on peut obtenir, selon les coordonnées
respectives 푥 et 푦, les profils ii de flux horizontaux et verticaux correspondant à chacune
des deux tailles de champ utilisées (cf section VI.2). En ce qui concerne les profils suivant
la direction 푦 des flux axiaux 퐺푥, ceux-ci sont obtenus en comptant la masse traversant
une ligne verticale de 50 pixels de hauteur au cours de la durée totale des mesures et en
faisant varier l’ordonnée 푦 du pixel central de cette ligne.
L’argumentation développée dans la section B.2 reste ici valable, et la masse (i.e. le vo-
lume) ayant réellement traversé une surface de référence est la même que celle mesurée.
En revanche, le fait de ne compter que les gouttes suivies introduit un biais. En effet, la
condition nécessaire de l’algorithme présenté dans la section IV.3 pour qu’une goutte puisse
i . Rappelons que l’utilisation de l’éclairage par flashs nous oblige à filmer les gouttes par séquences
d’environ 푛푖푚 = 600 images, et on a donc 푛푖푛푡 = 599 intervalles par séquence. En pratique, l’erreur est
donc très faible lorsque l’on utilise le nombre d’images au lieu du nombre d’intervalles.
ii . Notons que les profils de flux présentés dans la section VI.2 et sur la figure B.3 ont été lissés à l’aide
d’une moyenne mobile pour éliminer le "bruit".
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être suivie est que celle-ci apparaisse sur au moins deux images consécutives et trois au
total. De ce fait, toutes les gouttes ne sont pas prises en compte dans la phase de tracking,
et les flux calculés seront sous-évalués. On peut cependant estimer ce biais en comparant
la valeur de la concentration 퐶푠푢푖푣푖 obtenue en ne prenant en compte que les gouttes sui-
vies à celle qui calculée à partir des données de l’algorithme de détection des contours
avant tracking 퐶 (c’est cette dernière qui est la meilleure estimation de la concentration
réelle). Le rapport 퐶/퐶푠푢푖푣푖, dont la valeur figure dans le tableau VI.2, peut alors être
utilisé comme un facteur correctif sur la valeur des flux mesurés afin de diminuer l’erreur
commise par la non-prise en compte de certaines gouttes. Notons ici que toutes les gouttes
ne sont pas non plus reconnues par l’algorithme de détection des contours (principalement
celles dont les bords sont situés sur un arrière-plan très perturbé) et que la concentration
퐶 est donc vraisemblablement elle-même sous-estimée. On ne dispose cependant d’aucun
moyen pour évaluer l’erreur résultante, mais d’après les nombreuses séquences visionnées,
celle-ci devrait à priori rester faible (de l’ordre de 10%).
Figure B.3
Exemple de profil de flux axial de gouttes obtenu avec le "grand" champ
(15, 02 µm/pixel) pour 푈푙푠 = 0, 091 m/s et 푈푔푠 = 17 m/s. Les lignes en pointillés
représentent le déplacement moyen des gouttes, pour ces conditions d’injection,
compté depuis chacun des bords.
Lorsque l’on observe les profils des flux massiques des gouttes selon une des di-
rections de l’image, on constate des effets de bord importants, comme illustré i sur la
figure B.3. Cela est dû à la nature discrète des mesures par imagerie à haute cadence.
En effet, si une goutte se trouve au bord de la fenêtre de visualisation mais à l’extérieur
(entièrement ou partiellement) lorsque la caméra est en train d’acquérir une image don-
née, cette goutte apparaitra directement sur l’image suivante à la position correspondant
à son déplacement entre les deux images. De ce fait, le nombre (et donc le volume) mesuré
des gouttes, nul sur le bord de l’image, croît progressivement à mesure que l’on s’éloigne
i . Les valeur du flux sur la figure B.3 est celle obtenue avant application du facteur correctif 퐶/퐶푠푢푖푣푖.
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de celui-ci. Ce raisonnement est également valable lorsque les gouttes sortent de l’image.
Sur la figure B.3, cela est illustré par la présence des lignes pointillés qui représentent le
déplacement moyen 푉푥Δ푡 (푉푥 étant la vitesse moyenne des gouttes pour ces conditions
d’injection) pris depuis les bords de l’image. Ces lignes correspondent parfaitement à la
fin des fortes pentes caractérisant cet effet. Les profils présentés dans la section VI.2 ont
donc été coupés au niveau des lignes pointillés pour faciliter leur compréhension. Notons
tout de même, comme on peut le voir sur la figure B.3, que même au-delà de la première
ligne pointillé, le flux semble continuer à augmenter en pente douce avant d’atteindre son
plateau. Là encore, ce biais (qui ne se retrouve que pour les flux axiaux 퐺푥 et pour le
champ le plus grand) est lié à la condition d’initiation du suivi des gouttes. En effet, plus
le nombre d’images sur lequel les gouttes apparaissent est grand et plus la probabilité pour
qu’elles soient reconnues sur deux images consécutives augmente. Cette légère pente est
donc due au fait que toutes les gouttes ne sont pas encore suivies (i.e. elles ne sont pas
encore apparues deux fois de suite) à cet endroit. Pour éviter de sous-estimer la valeur des
flux axiaux à cause de cet effet, celle-ci sera donc prise comme la valeur moyenne corres-
pondant au plateau.
Ces considérations peuvent expliquer pourquoi les valeurs de concentration sont plus faibles
pour le "petit" champ que pour le grand. En effet, le fait que les gouttes apparaissent (et
disparaissent) de l’image à une position qui dépend de leur vitesse et de la résolution revient
à considérer une partie du volume de mesure, d’autant plus importante que le champ utilisé
est petit, comme "mort". Concrètement, sur toute la partie du champ correspondant aux
fortes pentes de la figure B.3, la concentration, tout comme le flux, est sous-estimée. Pour le
petit champ, ce volume "mort" peut pour certaines conditions représenter environ la moi-
tié de 휗. Cette analyse est d’ailleurs cohérente avec le fait que la sous-estimation observée
augmente avec la vitesse des gouttes mesurées. On pourrait éventuellement envisager de
corriger le volume effectif de mesure à l’aide du déplacement moyen des gouttes 푉푥Δ푡. Les
corrections appliquées étant cependant déjà nombreuses, nous avons préféré utiliser uni-
quement les mesures obtenues avec le champ le plus grand, pour lequel la sous-estimation
liée à ce volume mort est jugée plus faible.
Les flux massiques obtenus avec le "petit" champ sont quant à eux identiques à ceux du
grand champ lorsque la vitesse superficielle du gaz est de 13 m/s alors qu’ils sont plus faibles
lorsque celle-ci est de 16, 9 m/s. Dans ce cas-là, la différence peut être expliquée par le fait
que la vitesse des gouttes est trop importante pour que celles-ci restent pendant trois images
dans la fenêtre de visualisation (notamment celles qui apparaissent pour la première fois
relativement loin du bord de l’image). Malgré la précaution prise d’augmenter la cadence
d’acquisition de 6000 à 7000 images/s pour ces conditions d’injection, il est donc probable
qu’un certain nombre de gouttes passant dans la fenêtre ne soient pas suivies car elles ne
satisfont pas à la condition d’initiation de l’algorithme présenté dans la section IV.3. Les
valeurs de flux présentées dans le tableau VI.2 ont donc été retenues comme celles mesurées




obtenues dans le plan médian de la
conduite et à R/2
Figure C.1
Comparaison des pdf de tailles de gouttes obtenues autour du plan médian de la
conduite et à 푅/2, pour 푈푙푠 = 0, 124 m/s et 푈푔푠 = 14, 25 m/s, avec une résolution
de 17, 4 µm/pixel.
Afin d’étudier les possibles effets de l’écoulement secondaire dans la conduite
(cf section III.2.2), lors de la campagne de mesure de 2008 (cf section II.3.4), des observa-
tions ont été réalisées dans une nappe centrée autour de 푅/2 et comparées à celles obtenues
autour du plan médian de la conduite. Les fonctions de densité de probabilité des tailles
des gouttes, de leurs vitesses horizontales, et de leurs vitesses verticales mesurées dans
ces deux cas sont respectivement présentées sur les figures C.1, C.2 et C.3. Aucun écart
notable n’est observé sur les diamètres. Le pic des vitesses axiales semble légèrement plus
marqué et la vitesse la plus probable correspondante est un peu inférieure à 푅/2 qu’autour
du plan médian. Ces différences restent cependant très faibles et la valeur moyenne est
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Comparaison des distributions obtenues dans le plan médian de la conduite et
à R/2
Figure C.2
Comparaison des pdf de vitesses axiales de gouttes obtenues autour du plan
médian de la conduite et à 푅/2, pour 푈푙푠 = 0, 124 m/s et 푈푔푠 = 14, 25 m/s, avec
une résolution de 12, 15 µm/pixel.
Figure C.3
Comparaison des pdf de vitesses verticales de gouttes obtenues autour du plan
médian de la conduite et à 푅/2, pour 푈푙푠 = 0, 124 m/s et 푈푔푠 = 14, 25 m/s, avec
une résolution de 12, 15 µm/pixel.
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quasi-identique (16, 18 m/s contre 16, 29). Enfin, la vitesse verticale la plus probable de
la distribution correspondant au plan médian est légèrement plus faible qu’à 푅/2, et son
écart-type est un peu plus grand. Là encore, les écarts sont malgré tout minimes et les
vitesses moyennes sont sensiblement identiques (respectivement −0, 17 et −0, 18 m/s).
D’après ces résultats, rien ne nous permet de conclure que les caractéristiques des goutte-
lettes sont influencées par la possible présence d’un écoulement secondaire. Les très faibles
écarts constatés peuvent en effet très bien être imputés à des différences de convergence
entre les données obtenues pour ces deux champs. Les profils de flux massiques axiaux
des gouttes publiés par Paras et Karabelas (1991b) pour un écoulement air-eau dans une
conduite horizontale de 5, 08 cm de diamètre semblent de plus montrer que l’effet de l’écou-
lement secondaire est négligeable lorsque la vitesse superficielle du gaz est inférieure à
30 m/s. En conséquence, les caractéristiques des gouttes entraînées seront dans cette étude




Traitement d’images pour la
détermination des hauteurs de
liquide
Figure D.1
Exemple d’image de mire utilisée comme référence pour la mesure des hauteurs de
couche liquide. La ligne blanche correspond au bord intérieur inférieur de la
conduite déterminé après division de cette image par une image de la conduite
prise avant introduction de la mire et par extrapolation des graduations.
Avant d’utiliser les images obtenues par la caméra Photron APX-RS3000 pour
mesurer les propriétés de la couche de liquide, il est nécessaire d’avoir une référence spatiale.
Celle-ci nous est fournie par l’utilisation d’une mire, constituée avec du papier millimétré
imprimé sur un transparent, semblable à celle utilisée pour la détermination de la résolution
des champs de caméra pour la mesure des caractéristiques des gouttes arrachées de la
surface de liquide (cf section II.3.3). Ce papier est monté sur un support en PVC usiné
au diamètre intérieur de la conduite, de manière à ce que la mire puisse être introduite
dans celle-ci avec un jeu minimal. Cet ensemble permet de positionner la mire dans le plan
médian vertical de la conduite, parallèlement au capteur de la caméra, comme illustré sur
la figure D.1. La résolution spatiale ainsi déterminée est de 167 µm/pixel, en parfait accord
avec les données constructeur concernant les dimensions du champ visualisé avec l’objectif
télécentrique utilisé lors de ces mesures (cf section II.4.2).
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On constate sur la figure D.1 qu’au voisinage des parois du tube, les images sont fortement
assombries à cause de l’absorption des rayons lumineux qui augmente avec l’épaisseur de
solide traversée, ainsi qu’aux phénomènes de réflexion/diffraction qui sont d’autant plus
marqués que l’angle entre les rayons lumineux et les divers dioptres traversés est important
(influence de la géométrie cylindrique de la conduite). Il est donc difficile, à partir d’images
"brutes" telles que celle présentée sur la figure D.1, de déterminer avec précision le point
le plus bas de la paroi intérieure de la conduite. Cependant, le contraste des images peut
être nettement amélioré en divisant celles-ci par une image de la conduite prise préalable-
ment à l’introduction de la mire. Il devient alors possible, en extrapolant les graduations
du papier millimétré, de trouver le bord inférieur du tube. Celui-ci, représenté par la ligne
blanche sur la figure D.1, servira d’origine pour la mesure des hauteurs de la couche liquide
s’écoulant dans la partie basse de la conduite.
Comme pour le traitement d’images dédié à la détection des contours des gout-
telettes transportées par l’écoulement gazeux (cf section IV.2), le calcul des hauteurs de
couche liquide utilise les différences entre les niveaux de gris reçus par les pixels du capteur
de la caméra. Les images étant obtenues par ombroscopie, ceux-ci sont en effet d’autant
plus sombres que l’épaisseur de liquide traversée par les rayons lumineux est importante.
En revanche, l’utilisation d’un algorithme de détection de l’interface basé sur le gradient des
niveaux de gris de l’image (tel que celui mis au point pour la détermination des contours des
gouttes) se révèle ici inadapté. En effet, l’écoulement liquide étant la plupart du temps for-
tement perturbé par le cisaillement exercé par l’écoulement gazeux plus rapide, l’épaisseur
d’eau traversée par la lumière incidente varie fortement spatialement et temporellement.
Les niveaux de gris des pixels correspondant à la phase liquide sont donc très loin d’être
uniformes, comme on peut le remarquer sur les figures II.15 et D.5, et le gradient peut pré-
senter des valeurs très importantes ailleurs qu’à l’interface. De plus, il arrive fréquemment
(notamment après le passage d’une vague) qu’un film d’eau très mince remonte sur la paroi
de la conduite. Le volume d’eau contenu dans celui-ci est de toute évidence négligeable, et
il ne doit donc pas être pris en compte pour la mesure des hauteurs de liquide. L’utilisation
d’une technique basée sur le gradient risque donc de fournir des hauteurs mesurées bien
supérieures aux hauteurs réelles.
L’algorithme de traitement d’images numériques utilisé ici a donc plutôt été développé en
se basant sur une binarisation des images acquises par la caméra. Le principe est le même
que pour le seuillage par hystérésis présenté dans la section IV.2.4 à la différence qu’un
seuil unique sur les niveaux de gris de l’image est utilisé dans le cas présent. Les pixels
dont la valeur du niveau de gris est supérieure à ce seuil prennent la valeur 1 (noir) et
les autres la valeur 0 (blanc). L’image obtenue est donc une image binaire, comme illustré
sur la figure D.2. Cependant, à cause des non-uniformités dans la couche liquide discutées
ci-dessus, de nombreux "trous" peuvent encore être présents, et l’interface n’est pas tou-
jours clairement identifiée. Afin d’y remédier, on pratique alors sur l’image binaire obtenue
après le seuillage une opération morphologique appelée fermeture (Gonzales et al. 2003 ).
Celle-ci est composée de deux étapes. La première consiste à dilater l’image par un élément
structurant, dans notre cas un disque de 10 pixels de rayon, ce qui a pour effet de "recon-
necter" des pixels auparavant distincts. Cette phase s’accompagne cependant également
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Figure D.2
Exemple d’image binaire obtenue après seuillage de l’image originale, pour des
conditions d’injection de 푈푙푠 = 0, 067 m/s et 푈푔푠 = 16, 9 m/s.
d’une augmentation de la taille des objets (i.e. les pixels noirs de l’image binaire connectés
entre eux), ce qui n’est pas souhaitable. Afin de restaurer ceux-ci à leur taille initiale, cette
dilatation est donc suivie d’une érosion par le même élément structurant. Ainsi, les objets
reconnectés lors de la première étape le restent, mais sans pour autant que leur taille ne
soit plus grande que celle des objets originaux. Le principe de la fermeture morphologique
est illustré sur un exemple simple à la figure D.3.
Une fois la fermeture morphologique effectuée, les "trous" éventuellement encore
présents à l’intérieur de la couche liquide sont remplis. Les objets de faibles tailles, cor-
respondant à des gouttes accrochées à la paroi de la conduite (cf figures D.2 et D.5) sont
retirés de l’image. La bande supérieure noire correspondant au bord supérieur du tube est
également enlevée. De même, les pixels d’ordonnée inférieure au point le plus bas de l’in-
térieur de la conduite déterminé à l’aide de la mire, qui correspondent à la paroi du tube,
sont soustraits à l’image pour qu’ils ne soient pas comptés dans la mesure de la hauteur
de liquide. Après ces différentes opérations, seule la couche de liquide est encore présente
sur l’image binaire, comme on peut l’observer sur la figure D.4. L’interface peut alors être
déterminée en ne conservant que les pixels supérieurs du contour. La figure D.5 montre un
exemple d’interface ainsi détectée tracée par-dessus l’image originale.
Figure D.3
Illustration du principe de fermeture morphologique : (a) image originale, (b)
image obtenue après dilatation de l’image originale par l’élément structurant
circulaire et (c) résultat de l’érosion de l’image dilatée par le même élément.
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Figure D.4
Exemple de couche liquide obtenue après les différentes opérations du traitement
d’images.
A partir de l’interface ainsi déterminée, il est aisé de calculer la hauteur moyenne
ℎ푙 de la couche liquide en moyennant l’ordonnée des pixels composant l’interface. Cepen-
dant, il subsiste une ambiguïté concernant la valeur exacte du seuil à utiliser pour binariser
les images originales. En effet, comme on peut le remarquer sur la figure D.6 qui présente
l’évolution de l’épaisseur moyenne de la couche liquide mesurée pour les différentes condi-
tions d’injection en fonction du seuil choisi, ce dernier influence directement la valeur du
résultat obtenu. La hauteur moyenne déterminée semble en effet décroître linéairement à
mesure que le seuil appliquée se rapproche du noir (valeur 1) pour toutes les conditions
d’injection. Il est donc nécessaire de trouver la valeur du seuil fournissant les résultats les
plus proches de la hauteur d’eau réelle. A cette fin, on peut utiliser les informations fournies
par les mesures de vitesses des gouttes entraînées par la phase gazeuse (cf section V.3). En
effet, nous avons vu que les distributions des vitesses axiales des gouttes présentaient un
pic très marqué pour des vitesses relativement voisines de la vitesse moyenne du gaz dans
la fenêtre de visualisation. En utilisant les plus fines gouttelettes (de diamètres inférieurs
à 150 µm environ), pouvant être considérées comme des traceurs, on peut donc avoir une
très bonne évaluation de la vitesse moyenne du gaz à l’intérieur du champ pour lequel les
gouttes sont mesurées.
Figure D.5
Exemple du résultat de l’algorithme de détection de l’interface surimposé à l’image
originale, pour des conditions d’injection de 푈푙푠 = 0, 067 m/s et 푈푔푠 = 16, 9 m/s.
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Cependant, la fenêtre de visualisation utilisée pour les mesures de gouttes étant centrée
autour de l’axe de la conduite, la vitesse ainsi déterminée ne correspond pas à la vitesse
moyenne du gaz sur toute la section occupée par celui-ci. En effet, des mesures de profils
de vitesses de l’écoulement de gaz au-dessus de la couche liquide en régime stratifié avec
atomisation, telles que celles présentées par Paras et al. (1998 ) pour une conduite hori-
zontale de diamètre quasi-identique au nôtre et des vitesses superficielles d’air et d’eau
comparables, montrent que ceux-ci sont loin d’être uniformes. D’après leurs résultats, la
vitesse semble maximale dans une zone relativement proche du centre de la conduite. En
utilisant leurs conditions expérimentales et l’hypothèse d’interface plane (cf figure II.12),
leurs valeurs semblent indiquer que la vitesse maximale de l’air est environ 12% supérieure
à sa valeur moyenne. En conséquence, la vitesse moyenne réelle du gaz 푈푔 dans nos ex-
périences est évaluée à partir de la vitesse mesurée des gouttes "traceurs" 푉푡푟푎푐, supposée
correspondre à la vitesse maximale du gaz, par la simple relation 푈푔 = 푉푡푟푎푐/1, 12. A par-
tir de 푈푔, de 푈푔푠 et de considérations géométriques (toujours avec l’hypothèse d’interface
plane), on peut évaluer la hauteur d’eau ℎ푡푟푎푐 correspondant aux vitesses axiales mesurées
des gouttes "traceurs". La valeur finale du seuil utilisé dans le traitement d’images pour les
mesures des épaisseurs de couche liquide est alors choisie comme celle minimisant la somme
du carré des différences entre ℎ et ℎ푡푟푎푐 pour les différentes conditions d’injections. Comme
on peut le constater dans le tableau VI.1, qui récapitule les différentes quantités discutées
dans cette annexe, on obtient un excellent accord entre ℎ et ℎ푡푟푎푐 (écart maximum < 3%)
en prenant une valeur de 0, 725 pour le seuil.
Figure D.6
Evolution des hauteurs moyennes de liquide mesurées pour les différentes
conditions d’injection en fonction du seuil sur les niveaux de gris utilisé (0=blanc,
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When a liquid layer is sheared by a faster gas stream, large-amplitude waves can appear at the 
interface and travel along the liquid interface. If the gas velocity is large enough, numerous 
droplets can then be observed to be torn off from the top of the waves.  Among others, this 
configuration can be found in oil industry, where it can lead to an increase of the pressure 
gradient. 
We have build an experimental set-up to study these phenomena, for an air-water flow in a 5 cm 
in diameter horizontal pipe. Visualizations by means of a high-speed camera (6000 fps) then 
allowed us to identify the different atomization modes for the droplets and to compare them with 
literature description. We developed complex Digital Image Processing routines for the detection 
and the tracking of entrained drops. This allowed us to measure their sizes, axial and vertical 
velocities, concentration and mass flux for different experimental regimes. A statistical 
investigation of these properties was led in order to study the behavior of drops, and especially 
they way they are carried on by the gas phase. A simple model allowing to deduce drop sizes 
pdf from axial velocities pdf was then proposed. Thanks to measurements, we also shown that 
the pressure gradient in the pipe could be fairly well deduced using mass and momentum 
balance for both phases. We then proposed different relations allowing to predict correctly this 
gradient in our experiment, when only gas and liquid injection flow-rates are known. Though 
these relations are still essentially semi-empirical, it is believed that they represent a first step 
toward a more phenomenological modeling of these phenomena.  
KEYWORDS : gas-liquid interface, shear, droplets, Digital Image Processing, statistics, pressure 
gradient.  
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Lorsqu'une couche de liquide est cisaillée par un écoulement de gaz plus rapide, des vagues de 
forte amplitude peuvent alors se former à l'interface et se déplacer à la surface du liquide. Si la 
vitesse du gaz est suffisante, on peut alors observer que de très nombreuses gouttelettes sont 
arrachées du sommet de ces vagues. Cette configuration se rencontre notamment dans 
l'industrie pétrolière, où elle est à l’origine d’une augmentation des pertes de charge dans les 
pipelines. 
 
Un dispositif expérimental a donc été conçu pour l'étude de ces phénomènes, dans le cas d'un 
écoulement eau-air dans une conduite horizontale de 5cm de diamètre. Des observations à 
l'aide d'une caméra rapide (6000 images/seconde) nous ont alors permis d'identifier les 
différents modes par lesquels les gouttes sont entraînées, et de les comparer à la littérature. Le 
développement de procédures complexes de traitement d'images numériques pour la détection 
et le suivi des gouttes nous ont également permis de mesurer les tailles, vitesses (axiales et 
verticales), concentrations et flux massiques des gouttes entraînées pour différentes conditions 
expérimentales. Une étude statistique de ces différentes quantités a ensuite été menée afin 
d'étudier le comportement des gouttes, notamment la manière dont elles sont transportées par 
le gaz environnant. Un modèle permettant de déduire la distribution des tailles de gouttes à 
partir de celle de leurs vitesses axiales a ainsi pu être proposé. Enfin, grâce à ces mesures, il a 
été montré que la perte de charge pouvait être obtenue à partir des équations-bilan de masse et 
de quantité de mouvement des deux phases. Diverses relations ont également été proposées, 
permettant de très bien prédire le gradient de pression dans notre dispositif expérimental. Bien 
que celles-ci soient essentiellement semi-empiriques, elles constituent un premier pas vers une 
modélisation plus phénoménologique du phénomène. 
 
MOTS-CLES : interface gaz-liquide, cisaillement, gouttes, traitement d'images numérique, 
statistiques, gradient de pression. 
