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Arctic sea ice decline is expected to continue throughout the 21st century as
a result of increased greenhouse gas concentrations. Here we investigate the
impact of a strong Arctic sea ice decline on the atmospheric circulation and
low pressure systems in the Northern Hemisphere through numerical experi-
mentation with a coupled climate model. More specifically, a large ensemble
of 1-year long integrations, initialized on 1 June with Arctic sea ice thickness
artificially reduced by 80%, is compared to corresponding, unperturbed con-
trol experiments. The sensitivity experiment shows an ice-free Arctic from
July to October; during autumn the largest near-surface temperature increase
of about 15 K is found in the central Arctic, which goes along with a re-
duced meridional temperature gradient, a decreased jet stream, and a south-
ward shifted Northern Hemisphere storm track; and the near-surface temper-
ature response in winter and spring reduces substantially due to relatively fast
sea ice growth during the freezing season. Changes in the maximum Eady
growth rate are generally below 5% and hardly significant, with reduced ver-
tical wind shear and reduced vertical stability counteracting each other. The
reduced vertical wind shear manifests itself in a decrease of synoptic activity
by up to 10% and shallower cyclones while the reduced vertical stability along
with stronger diabatic heating due to more available moisture may be respon-
sible for the stronger deepening rates and thus faster cyclone development
once a cyclone started to form. Furthermore, precipitation minus evaporation
decreases over the Arctic because the increase in evaporation outweighs that




























September Arctic sea ice extent has declined by 40% over the last three decades (Perovich et al.51
2014) and September Arctic sea ice thickness has decreased by 85% from 1975 to 2012 (Lindsay52
and Schweiger 2015). Also in the other seasons massive decreases in extent and thickness have53
been observed. What impacts could this have on the mid-latitudes? There is already a multitude54
of both observational and modelling studies which address the impact of recent and future Arctic55
sea ice decline on the large-scale circulation and related weather and climate in the Northern mid-56
latitudes (see review papers Budikova (2009), Petoukhov and Semenov (2010), Bader et al. (2011),57
Vihma (2014), Walsh (2014), Cohen et al. (2014) and references therein). Some studies attribute58
recent extreme winter conditions in the United States and in Eurasia to large-scale circulation59
changes due to the record low Arctic sea ice extents in recent years (e. g. Francis and Vavrus 2012;60
Honda et al. 2009). However there is an ongoing debate to which extent such changes can be61
attributed to Arctic sea ice decline and to which they can be explained by large-scale intrinsic62
variability of the climate system (Screen et al. 2013).63
Observational studies have the caveat of including a variety of local and remote factors such64
as mid-latitude influences. As a result it is difficult to disentangle different influencing factors.65
Furthermore, reliable observations of the Arctic sea ice extent are restricted to the satellite era66
spanning the last 30 to 40 years and long-term observations of the Arctic sea ice thickness are67
sparse and subject to considerable uncertainty (Lindsay and Schweiger 2015). It is challenging,68
therefore, to understand the origin of recent changes by observational studies alone. Consequently,69
it remains unclear whether recent atmosphere circulation changes in Europe and North America70
can be attributed to the Arctic sea ice decline, local or remote diabatic heating and associated al-71
5
tered air-sea fluxes (Gulev et al. 2013), or to the inherent variability due to lower-latitude dynamics72
(Perlwitz et al. 2015).73
Most but not all modelling studies published so far use atmosphere-only climate models to in-74
vestigate the impact of Arctic sea ice decline on the weather and climate of the mid-latitudes75
(e. g. Deser et al. 2007, 2010; Semmler et al. 2012; Screen et al. 2013; Peings and Magnusdottir76
2014). More recently, the atmospheric response to Arctic sea ice decline has been studied from77
a numerical weather prediction (NWP) perspective by investigating the transient atmospheric re-78
sponse to sudden changes in the Arctic sea ice conditions in very large ensembles of short-term79
simulations of only a few weeks (Semmler et al. 2015). Finally, Arctic-lower latitude linkages80
have recently been studied by carrying out experiments with and without relaxation of the Arctic81
atmosphere towards reanalysis data and by considering differences in mid-latitude medium-range82
and sub-seasonal prediction skill (Jung et al. 2014).83
Using atmosphere-only models has the advantage that the impact of sea ice changes can be as-84
sessed by prescribing observed or idealized sea ice distributions. The same advantage holds for85
experiments with atmosphere models coupled to slab ocean models such as Rind et al. (1995) or86
Chiang and Bitz (2005). However, in the atmosphere-only simulations it is impossible to account87
for coupled processes in the response to Arctic sea ice decline and in the ones using slab ocean88
models only thermodynamic feedbacks are considered while ocean dynamics is missing. There-89
fore, idealized coupled sensitivity experiments using full ocean and interactive sea ice models have90
been performed by Scinocca et al. (2009), Deser et al. (2015), and Petrie et al. (2015). While the91
first two studies of the three use long-term simulations of the order of hundreds of years, the latter92
study employs ensembles of one-year simulations - an approach we are using in the present study93
although with important differences in the sea ice perturbations as pointed out in section 2a. Also94
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Tietsche et al. (2011) use a similar experimental set-up, however with a different focus (recovery95
mechanism of Arctic sea ice).96
We performed two sets of experiments with and without reduction of Arctic sea ice thickness by97
80% on 1st of June for a large number of different initial states drawn from a long control integra-98
tion of the coupled model. We study the ensemble mean response of the coupled system during99
the 12-month period following the introduction of the perturbation in early summer. Note that100
the strongest perturbation occurs in summer and autumn because in late autumn strong freezing101
occurs in the sensitivity experiments making the sensitivity experiments less different in winter102
and spring compared to summer and autumn. While this issue may result in comparably weak re-103
sponses in winter and spring the advantage of our method is that the model can run without adding104
any extra heat to the coupled system during the one-year simulations.105
The aim of this study is to investigate the atmospheric response to reduced Arctic sea ice thick-106
ness and concentration by taking coupled processes into account. Our diagnostics will be focused107
on tropospheric temperature and precipitation changes as well as on characteristics of cyclone108
activity. The latter is considered to be an important indicator of changes in the coupled climate109
system, responding to the ocean signals (e. g. Woollings et al. 2012), sea ice (e. g. Serreze and Bar-110
rett 2008) and can also modulate atmospheric influence on sea ice on shorter time scales (Zhang111
et al. 2013).112
In section 2 the experiment set-up and the cyclone tracking method are described. This is fol-113
lowed by the presentation of the results in section 3. Finally, the implications of our results are114




We use the AWI-CM (Alfred Wegener Institute Climate Model) consisting of the multi-118
resolution Finite Element Sea ice Ocean Model (FESOM) developed at AWI (Wang et al. 2014)119
and the atmosphere model ECHAM6 developed at Max Planck Institute for Meteorology (Stevens120
et al. 2013). This coupled atmosphere-ocean-sea ice model has been shown to be of comparable121
performance in simulating present-day climate and its variability to state-of-the-art coupled cli-122
mate models that took part in the Coupled Model Intercomparison Project 5 (CMIP5) (Sidorenko123
et al. 2015; Rackow et al. 2015).124
We use ECHAM6 in the standard resolution of T63L47 corresponding to about 200 km hori-125
zontally with 47 vertical levels up to 0.01 hPa (about 80 km) coupled to FESOM with a horizontal126
ocean grid resolution between 25 and 150 km and 46 vertical levels as defined in Sidorenko et al.127
(2015). The coupling software used is OASIS3-MCT (Valcke et al. 2013).128
The 1500 year long control simulation with constant 1990 greenhouse gas and aerosol concen-129
tration forcing, which is described and evaluated by Rackow et al. (2015), has been extended by130
100 years. On the 1st of June of each of those 100 years a 1 year control simulation initialized with131
data of that day of that year (referred to as CTL) has been run. A corresponding 1 year sensitivity132
simulation with the same initialization data but 80% reduced sea ice thickness in the Arctic (re-133
ferred to as RED) has also been performed. In the beginning of each sensitivity simulation the sea134
ice extent is unchanged compared to the corresponding reference run but will be lower through-135
out the rest of the simulation due to melting processes and delayed onset of freezing. Altogether136
we have a 100 member CTL and a 100 member RED ensemble. In these ensemble simulations137
the enforcement of the global flux conservation as described in Sidorenko et al. (2015) has been138
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switched off. This has been done to avoid possible spurious teleconnections associated with the139
correction of the global flux. The minor non-conservation of the global flux caused by different140
model geometries may be neglected on the discussed timescales. The design of the experiments141
allows analyzing the response of large-scale atmospheric circulation, freshwater balance, and cy-142
clone characteristics to the modified ice conditions during one-year period starting on the 1st of143
June of each year in 100 ensemble members.144
b. Cyclone tracking145
Cyclone tracking was performed using the numerical algorithm of Zolina and Gulev (2002) and146
Zolina and Gulev (2003) on a polar orthographic projection with 181 × 181 grid points (centered147
at the North Pole), allowing for effective cyclone identification north of 25◦ N. The original AWI-148
CM SLP data were interpolated onto the polar orthographic grid using the modified method of149
local procedures (Akima 1970).150
Post-processing of the output of tracking (coordinates, central pressure, and time) included the151
cutoff of the cyclones with less than 1 day lifetime and shorter than 1000 km migration distances.152
Furthermore we applied filtering unrealistic cyclone trajectories over the mountain regions by153
removing trajectories reaching their maximum depth in the areas higher than 1500 m.154
To effectively map cyclone numbers and frequencies, 6-hourly trajectories were interpolated155
linearly onto 10-min time steps. This process eliminates underestimation of the number of cy-156
clones and random errors in cyclone frequencies that can occur when this procedure is not applied157
(Zolina and Gulev 2002). Mapping of cyclone numbers and frequencies is performed for the grid158
with circular cells equivalent to 155000 km2 (2 degrees latitude) as in Tilinina et al. (2013). This159
numerical methodology was extensively evaluated during the IMILAST project (Neu et al. 2013)160
and was also successfully applied for the comparative assessment of cyclone activity in different161
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reanalyses (Tilinina et al. 2013), operational products in different resolutions (Jung et al. 2006),162




Fig. 1 shows the development of the sea ice area and Fig. 2 of the sea ice volume month by month167
as an average over the ensembles of CTL and RED experiments, respectively, from the initializa-168
tion month to the end of the year-long simulations. The Arctic is completely free of ice (sea ice169
area less than 106km2) for four months (July to October) in all members of the RED simulations,170
which is expected to happen around the year 2100 when considering CMIP5 projections under171
the strong RCP8.5 emissions scenario (Hezel et al. 2014, their Fig. 5). This is a strong perturba-172
tion compared to the one in Petrie et al. (2015). Their perturbation was designed to yield sea ice173
conditions similar to the observed conditions in the low ice extent years 2007 and 2012.174
Despite our strong perturbation, already in February the sea ice areas of the ensembles of CTL175
and RED simulations are close to each other (less than 5% relative difference) with the error176
bars overlapping. This means that the sea ice area recovers at the end of the winter and remains177
practically the same as in the case when no sea ice has been taken away. However, this is not the178
case for the sea ice volume which is distinctively different during the entire year of the simulation179
with e. g. February differences being about 25%. While thin sea ice can form quickly in the entire180
Arctic during the winter it can not recover its thickness. The fact that changes in the sea ice area181
are comparably small in winter and spring should be considered when interpreting the results for182
those seasons. It should be noted that observations over the past 32 years show a similar behavior183
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(Keen et al. 2013). Therefore, investigating responses to strong summer-autumn sea ice declines184
and weak winter-spring sea ice declines is relevant.185
b. Surface energy budget and surface temperature186
The changes in sea ice have substantial impacts on the surface energy budget. Radiative heat187
flux changes are most pronounced over the Arctic ocean in summer (July, August, September:188
JAS) and autumn (October, November, December: OND) and relatively weak in winter (January,189
February, March: JFM) (Fig. 3) — in line with the small sea ice area changes in the latter season.190
The downward anomalies in summer (mostly between 10 and 20 W/m2, see Fig. 3b) are due to191
the extra shortwave radiation absorbed by the ice-free ocean in the RED simulations. Longwave192
radiation changes (not shown) are minor in this season. It should be noted that those downward193
anomalies are even much stronger in June (mostly between 40 and 60 W/m2, not shown) — a194
month which is not included in our summer average. The upward anomalies in autumn (mostly195
between 10 and 20 W/m2, see Fig. 3d) are due to the extra emission of longwave radiation due to196
the warmer surface temperatures (shown and discussed below). These upward anomalies weaken197
in winter (Fig. 3f) due to the weakening surface temperature anomalies.198
Fig. 4 shows the surface temperature response in summer, autumn, and winter. The response199
is strongest in autumn when the ocean emits the extra energy absorbed during the summer in the200
RED simulations while the sea ice has started to regrow in the CTL simulations leading to cold201
surface temperatures due to the insulating effect of the sea ice. Differences reach up to 15 K in the202
central Arctic. In fact the strongest temperature difference was identified in November with up to203
19 K in the central Arctic. This is the month with the strongest absolute difference in the sea ice204
extent (Fig. 1(b)).205
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The differences in turbulent surface heat fluxes (Fig. 5) are also strongest in the autumn season.206
In the CTL simulations turbulent surface heat fluxes over the Arctic are close to 0 in all seasons.207
In the RED simulations these fluxes turn slightly upward in summer and winter (in most areas208
between 1 to 10 W/m2) but substantially upward (around 30 W/m2) in autumn. It is also the209
autumn season which shows substantial downward flux anomalies of up to 30 W/m2 in the sea210
areas south of the Arctic Ocean decreasing the upward fluxes in those areas compared to the CTL211
simulations while in the other seasons such anomalies are not significant.212
It is noteworthy that over northern North America and north-eastern Asia the warming signal213
tends to spread out further southward in autumn than in winter (Figs. 4d and f). Over North214
America this could be due to a shift in the circulation anomaly from northward advection in autumn215
to southward advection in winter (Figs. 6d and f). Certainly the magnitude of the Central Arctic216
warming is likely to play a role. Over the ocean areas the opposite is true, i. e. the warming signal217
tends to spread out further southward in winter than in autumn — the downward turbulent surface218
heat flux anomalies in autumn may lead to a slow accumulation of heat in the ocean surface layer219
resulting in the stronger sea surface temperature anomalies in winter. Some autumn and winter220
cooling of up to around 0.5 K, albeit hardly significant, is simulated in parts of North America and221
Siberia.222
c. Large-scale circulation223
Fig. 6 shows the mean sea level pressure (MSLP) response. In summer anomalies are typically224
within 1 hPa even though some of them are significant: over northern Europe negative anomalies225
and over the eastern Arctic positive anomalies can be seen. The strongest response is detected in226
autumn which makes sense given that the surface forcing is strongest in that season. The sign of the227
response tends to be opposite compared to the summer response although the positive anomalies228
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over northern Europe are hardly significant and the negative anomalies are located more towards229
the western Arctic. In winter, when there are hardly any changes in the Arctic sea ice area, no230
significant changes in the MSLP distribution can be found.231
Comparing Figs. 6 and 7, the latter showing the 500 hPa geopotential height (Z500), it becomes232
obvious that the summer response is barotropic (Figs. 6b and 7b). It leads to a strengthened west-233
erly flow over Europe consistent with a positive phase of the North Atlantic Oscillation (NAO)234
along with a weakened westerly flow over parts of northern Asia.235
In autumn the strong surface heating in the central Arctic leads to a baroclinic response with low236
anomalies close to the surface and high anomalies in the mid-troposphere (compare Figs. 6d and237
7d). It should be noted that the described response actually acts to reduce the baroclinicity in the238
RED experiments compared to the CTL experiments because the baroclinic response has opposite239
sign to the actual baroclinicity in the CTL experiments. The anomalous heat low at the surface (or240
the weakening of the cold high at the surface) is consistent with increased upward turbulent sur-241
face heat fluxes and longwave radiation and a less stable situation. Vertical temperature anomaly242
profiles (Fig. 8) confirm that the strongest destabilization occurs in autumn. The anomalous sur-243
face heat is strongest and spreads out into the middle troposphere in contrast to the other seasons.244
Interestingly, in winter some significant stratospheric warming of partly more than 1 K close to the245
pole can be seen. Consistently, the 50 hPa geopotential height increases by more than 50 m around246
the pole (not shown) indicating a weaker stratospheric vortex. Such stratospheric winter response247
to reduced Arctic summer-autumn sea ice is not new (see review paper Cohen et al. 2014). It may248
lead to colder winter surface temperatures in the mid-latitudes — a feature which we can also see249
from our simulations, albeit only weak (Figs. 4d and f).250
Over north-eastern Europe a positive barotropic response and over the northern North Pacific251
a negative barotropic response can be seen in autumn (Figs. 6d and 7d). While in the mid-252
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troposphere a weakened westerly flow is simulated in the mid-latitudes, this is only the case over253
northern Europe close to the surface. This may explain that any continental surface cooling which254
may be expected due to a weakened westerly flow and an associated weaker maritime influence on255
the continents is only limited. Over the west coast of North America an anomalous south-easterly256
flow close to the surface can be seen. Over the Mediterranean area an increased westerly flow is257
identified. Both over Europe and over the North Pacific the pressure anomalies indicate a shift of258
the storm track to the south. This southward shift persists into winter over Europe but not over the259
North Pacific.260
In winter there are small areas of significant Z500 responses which are similar to the correspond-261
ing insignificant MSLP responses (compare Figs. 6f and 7f). The western Arctic experiences pos-262
itive Z500 and MSLP anomalies while over Europe there is a dipole of negative anomalies over263
western Europe and positive anomalies over eastern Europe. The pattern resembles to some extent264
the negative phase of the East Atlantic / Western Russia pattern, also referred to as the Eurasian265
pattern type 1 in Barnston and Livezey (1987). These anomalies lead to a weakened westerly flow266
over North America and to an anomalous southerly flow over central Europe. Furthermore, like in267
autumn, the Mediterranean area tends to experience a stronger westerly flow. The winter surface268
anomaly pattern also resembles the positive phase of the Arctic Dipole pattern which is shown to269
have influence on sea ice motion such as increased Fram Strait ice export and enhanced sea ice270
import from the Laptev and East Siberian Seas into the Arctic basin (Wu et al. 2006).271
d. Hydrological cycle272
The anomalies of (liquid plus solid) precipitation minus evaporation (P-E, Fig. 9) are negative273
over the Arctic in summer and especially autumn; in winter negative anomalies are restricted274
to the ice edge in the North Atlantic section and to the Beaufort Sea and Bering Strait. When275
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considering precipitation and evaporation separately, it turns out that both fluxes increase over276
the Arctic in the sensitivity experiment (not shown) as is expected due to the sea ice loss, with277
the magnitude of the response for evaporation being larger than that for precipitation. This can278
have important implications for the near-surface salinity and the stratification of the Arctic Ocean.279
While in summer more moisture is transported into northern Europe due to increased westerly flow280
leading to an increase in P-E (Fig. 9b), in autumn and winter (Figs. 9d and f) there is a tendency281
of an increase in P-E over the Mediterranean Sea due to an increased westerly flow in that area282
with possible consequences for the salinity and stratification of the Mediterranean Sea. However,283
it should be noted that the P-E response outside the Arctic is patchy and hardly significant.284
There is an ongoing debate whether reduced Arctic sea ice would lead to increased snow cover285
in autumn over Siberia. This might trigger a negative phase of the NAO/AO consistent with a286
southward shift of the storm track in the following winter leading to cold Eurasian winters (Cohen287
et al. 2012, 2014). However, our results do not show any significant changes in autumn snow288
cover (Fig. 10) which is consistent with the patchy precipitation response. In contrast, in winter289
some significant snow thickness increases of up to 2 cm water equivalent are identified close to290
the Siberian coast similar to Petrie et al. (2015). These changes occur when there is already a291
substantial snow cover so that large-scale circulation or storm track responses are not likely. The292
identified weakening of the stratospheric vortex and the slight winter cooling in some Eurasian293
areas as well as the storm track responses found in the following analyses are therefore not likely294
due to snow cover increases but are more likely a result of the decreased Arctic sea ice cover.295
e. Cyclones and storm tracks296
Being an important feature of the mid-latitude atmospheric circulation, cyclone activity is297
closely related to both diabatic signals associated with air-sea interaction processes (Neiman and298
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Shapiro 1993; Rudeva and Gulev 2011), instability of the mid-latitude flow potentially driven by299
intrinsic atmospheric variability and general atmospheric circulation changes that may be con-300
trolled by changes in meridional temperature gradient. The most intense cyclogenesis occurs over301
the storm formation regions over western boundary currents and their extension regions, where302
strong surface air-sea fluxes force low-level baroclinic instability. Multi-year sea ice over the Arc-303
tic generally keeps the ocean and the atmosphere thermally isolated from each other. From this304
perspective the reduced sea ice cover and fully ice free ocean in the RED experiments, along with305
the changes in the atmospheric circulation characteristics, may cause changes in cyclone activity.306
In the following, we analyze the response of extratropical cyclones to a reduction of Arctic sea ice.307
A measure of synoptic activity is defined by Blackmon (1976) as standard deviation of high-308
pass-filtered Z500 data. Jung (2005) showed that a very simple high-pass filter considering only309
the difference between two consecutive 24 hour time steps captures synoptic variations of up to310
10 days. Here we define synoptic activity in the same way as Jung (2005) but for MSLP to311
be consistent with surface cyclone parameters shown later in this section. Patterns are similar312
between MSLP and Z500 synoptic activity. Fig. 11 shows MSLP synoptic activity from CTL as313
well as MSLP synoptic activity responses RED minus CTL.314
In summer changes are hardly matching statistical significance and consist of a slight extension315
of the North Atlantic storm track towards Western Europe and of a decreasing synoptic activity316
over the eastern Mediterranean Sea as well as over north-eastern Africa (Fig. 11b). Therefore,317
over the European sector a strengthening of the mid-latitude storm track and a weakening of the318
subtropical one is identified. This signature is consistent with a positive North Atlantic Oscillation319
(NAO) index (e. g. Osborn 2006) and therefore with the large-scale circulation response shown320
in Figs. 6b and 7b. Furthermore, some areas of the North Pacific, western Siberia, and around321
Greenland experience a slight decrease of synoptic activity.322
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In autumn the response is stronger compared to summer; significant decreases in synoptic ac-323
tivity occur over most Arctic sea ice areas and surrounding land areas including large parts of324
northern North America, northern Europe, and northern Siberia as well as some sea areas in the325
North Atlantic and North Pacific (Fig. 11d). Decreases reach up to around 10% in the southern326
Beaufort Sea and over north-western Siberia. In winter the response is weaker than in autumn327
but still stronger than in summer; significant reductions of synoptic activity of around 5% can be328
seen around the Fram Strait and south of it, northwest of Greenland, and over the Beaufort Sea329
(Fig. 11f). Autumn and winter responses are only partly consistent with a shift towards a negative330
NAO index since the increases in the Mediterranean storm track are not significant.331
An alternative approach which we used to investigate changes in storm tracks is to track and332
count cyclones (see section 2b). The total annual number of cyclones over the Northern Hemi-333
sphere (NH) in both the CTL and RED experiments is 1360 (± 32 in CTL and ± 49 in RED) (no334
figure shown, the uncertainty is given as standard deviation of the annual number of cyclones).335
This is about 3% less than found in the NCEP DOE reanalysis (Tilinina et al. 2013). This reanal-336
ysis has a similar spectral resolution (T62L28) to our model experiments (T63L47) and shows on337
average ∼1390 cyclones per year over the NH (Tilinina et al. 2013). The positioning of the ma-338
jor storm tracks in the North Atlantic and the North Pacific as well as over Mediterranean is also339
consistent with the NCEP DOE and other reanalyses (Tilinina et al. 2013) with enhanced mid-340
latitude storm tracks in winter and autumn and intensified Mediterranean storm track in summer341
(Fig. 12(a), (c), and (e)).342
The spatial response pattern of the number of cyclones to sea ice loss is presented in Fig. 12(b),343
(d), and (f). During summer and especially autumn there is an evident decrease of the number of344
cyclones over the Arctic in RED compared to CTL. During winter, the response is partly opposite345
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with approximately 20% (1-2 cyclones per winter season) more cyclones over the Eastern Arctic346
in RED compared to CTL.347
It should be noted that responses in the MSLP synoptic activity (Fig. 11) and in cyclone counts348
(Fig. 12) are not necessarily the same since the MSLP synoptic activity would additionally measure349
changes in high pressure regimes which is not the case for cyclone counts. Furthermore, quasi-350
stationary or slow moving cyclones for example north of Greenland may not have an impact on351
the synoptic activity but on the number of cyclones.352
Consistently with characteristics of synoptic activity (Fig. 11), surface temperature gradients353
(Fig. 4), P-E (Fig. 9), and the large-scale circulation (Figs. 6 and 7), the strongest response in the354
number of cyclones (about 20-30% (2-3 cyclones per autumn season) reduction in RED compared355
to CTL in the GIN seas and subpolar North Pacific) is identified in autumn (Fig. 12d), when the356
Arctic surface temperature increase is the strongest. At the same time, Mediterranean and subtrop-357
ical Pacific storm tracks are enhanced in RED experiment showing 20-30% (1 cyclone per autumn358
season) more cyclones compared to CTL. This implies a southward shift of the mid-latitude storm359
tracks in autumn.360
It is interesting to note also the strongly localized autumn response over the Western Arctic361
north of Greenland with 40% (2-3 cyclones per autumn season) more cyclones and corresponding362
negative differences over northern Greenland (Fig. 12d). This likely hints at a northward shift of363
the local cyclone pass; however, this phenomenon should be considered with caution because of364
potentially large uncertainties of cyclone identification in this area in most numerical algorithms365
including our one (Rudeva et al. 2014, their Fig. 8). Given the agreement of the results of our366
model experiment with those revealed by global reanalyses we expect the results to be qualitatively367
realistic, while quantitatively the coupled signal in cyclone characteristics might be underestimated368
due to model limitations implied by the spatial resolution.369
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f. Cyclone life cycle370
To further analyze cyclone activity response to the Arctic sea ice loss in the set of RED exper-371
iments we demonstrate probability distributions of cyclone central pressure and deepening rates372
(Fig. 13) for the autumn over the Arctic Ocean and over the NH. These parameters characterize373
cyclone intensity and development, both being sensitive to sea-air interaction processes. Thus,374
they can potentially capture the storm track responses to the intensified air-sea heat and moisture375
fluxes over the ice-free ocean.376
Our results show that in the RED experiments (reduced ice) over the Arctic Ocean cyclones tend377
to become shallower (Fig. 13(a)) and demonstrate stronger deepening rates (Fig. 13(b)). Accord-378
ing to a Kolmogorov-Smirnov test (k-s test) (Kolmogorov 1933; Smirnov 1948) the difference379
between the distributions revealed by RED and CTL is significant at the 95% level. The fraction380
of cyclones deeper than 980 hPa over the Arctic in the RED experiments is smaller than in CTL381
(12% compared to 15%). This effect is likely the result of the southward shift of the storm track382
(Fig.12(d)). The percentages of moderately (>3 hPa per 6 hours) and rapidly (>6 hPa per 6 hours)383
deepening cyclones in the RED experiments (18 and 4% respectively) are larger than in CTL (15384
and 3%). Thus, while the Arctic cyclones are generally shallower in the RED experiments they385
tend to intensify more rapidly than in CTL. Note that probability distributions of cyclone life cy-386
cle parameters (central pressure and deepening rates) built for the whole Northern Hemisphere387
(Figs. 13(d) and 13(e)) are very close to each other being not distinguishable according to a k-s388
test.389
A measure for the potential development and intensification of low pressure systems has been390
proposed by Eady (1949) and has been widely applied in previous studies. This Eady index or391







with EADY being the maximum Eady growth rate, f the Coriolis parameter, N the Brunt-Va¨isa¨la¨393
frequency, p the pressure in the middle of an atmospheric layer, R the gas constant for dry air (287394
J kg−1 K−1), T the temperature in the middle of the atmospheric layer, and dUd p the change of395
horizontal wind speed with pressure as vertical coordinate. The vertical stability is expressed396
by fN while the vertical wind shear comprises the remaining terms. In our analysis we used the397
atmospheric layer between 850 and 500 hPa and approximated the middle of that layer as 700398
hPa. We obtained qualitatively similar results with atmospheric layers between 850 and 700 hPa399
or between 700 and 500 hPa.400
In Fig. 14 the maximum Eady growth rate in CTL as well as the response RED minus CTL is401
shown. Differences are generally below 5% and only in small areas statistically significant. In402
summer the main response can be seen in the middle latitudes of Europe (Fig. 14b). This area of403
a stronger maximum Eady growth rate is the area where the strongest increases in the pressure404
gradient, the cyclone count and P-E are simulated indicating an intensified mid-latitude storm405
track. In contrast, the subtropical Mediterranean storm track is weakened.406
In autumn the picture changes: subtropical storm tracks are intensified and mid-latitude storm407
tracks weakened (Fig. 14d) as was already identified from the cyclone number response. Therefore408
negative maximum Eady growth rate responses can be seen over the northern North Atlantic and409
the northern North Pacific as well as adjacent land areas while positive maximum Eady growth410
rate responses can be seen over parts of and south of the Mediterranean Sea as well as over parts411
of the North Pacific and North Atlantic Oceans between around 40 and 50◦ N. Furthermore, in412
some high latitudes such as over the Canadian Arctic and north and east of Greenland positive413
responses are simulated which do not necessarily translate into larger cyclone counts or increased414
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synoptic activity — in contrast, decreased synoptic activity is simulated there while cyclone count415
responses are partly negative and partly positive. The southward shift of storm tracks with in-416
creased maximum Eady growth rate close to 40◦ N persists into winter (Fig. 14f) although these417
changes are hardly significant. Other areas do not show any significant responses apart from a418
negative response in some parts of western Canada.419
When investigating the two factors contributing to the maximum Eady growth rate, i. e. vertical420
stability and vertical wind shear, separately (not shown), it turns out that in autumn and winter421
over the Arctic a reduced vertical stability and a reduced vertical wind shear counteract and lead422
to no significant or positive Eady growth rate responses over the Arctic. Here the reduced vertical423
stability appears to be of no importance for synoptic activity as can be seen from the negative424
synoptic activity response. Instead, it is the reduced vertical wind shear which manifests itself in425
the synoptic activity response.426
Over the mid-latitudes no significant change in the vertical stability can be found in our RED427
compared to our CTL experiments. The vertical wind shear responses in the mid-latitudes with428
decreases in many regions north of around 50◦ N and increases south of it in the Pacific and429
western Atlantic sectors as well as in the Mediterranean area are comparable but more significant430
than the responses in the Eady growth rate. Therefore, it can be concluded that in our set-up of431
experiments the change in the vertical wind shear is more relevant for the actual synoptic activity432
than the change in the vertical stability. The decrease of vertical stability may be responsible for433
the stronger deepening rates of the cyclones in the Arctic.434
4. Discussion and conclusions435
We studied the responses of a reduction of Arctic sea ice on the atmospheric circulation char-436
acteristics with a coupled model performing 1-year long experiments. Our model set-up is quite437
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similar to the one employed by Petrie et al. (2015) but with important differences: they introduce438
the sea ice thickness reduction already on the 1st of April and they do not have a seasonally ice439
free Arctic but rather resemble Arctic sea ice conditions in recent summers with record low sea440
ice concentrations such as 2007 and 2012. When interpreting the responses to reduced Arctic sea441
ice we have to consider that changes in the Arctic sea ice conditions are small in winter and spring442
compared to summer and autumn due to the recovery mechanism of the Arctic sea ice described443
by Tietsche et al. (2011). It is relevant to study the impact of such seasonally different decreases444
in Arctic sea ice since observations of the last 32 years indicate such a behavior (Keen et al. 2013).445
It should be noted that all results are subject to model uncertainties and the ability to reproduce446
observed coupled processes.447
The large-scale circulation responses in the sensitivity experiment depend on the season consid-448
ered and are small (up to 2 hPa in MSLP and 30 m in Z500) compared to observed interannual449
variabilities (according to observations up to around 5 hPa in MSLP and 50 m in Z700 (see e. g.450
Chervin 1986)). The fact that some of these anomalies are still statistically significant is a result of451
the relatively large ensemble size used. The general feature of decreased westerly flow in autumn452
and winter as a response to reduced Arctic sea ice cover has been reported in various previous453
studies such as Semmler et al. (2015), Deser et al. (2015), Jaiser et al. (2012), and many more.454
However, not all previous studies agree on this: for example, circulation changes in the coupled455
one-year experiments performed by Petrie et al. (2015) show quite different response patterns em-456
phasizing how sensitive large-scale circulation reponses may be to different experiment set-ups457
and different model formulations.458
Winter large-scale circulation changes such as a shift towards the negative phase of the AO/NAO459
as well as a consistent shift of the storm track to the south have been suggested as a consequence460
of increased Eurasian autumn snow cover after summers with low Arctic sea ice extent (Cohen461
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et al. 2012, 2014). However, we can not confirm this relationship between autumn snow cover462
and large-scale circulation as we could not identify significant changes in autumn snow cover as a463
response to the reduced Arctic summer sea ice cover. The identified southward shift of the storm464
track is therefore more likely due to the sea ice loss and not to the autumn snow cover change465
which is confirmed by Semmler et al. (2015) from short numerical weather prediction (NWP)466
model simulations.467
It is interesting to note that coupled global climate model projections with increasing greenhouse468
gas concentrations generally show a northward shift of the storm track (Loeptien et al. 2008; Ul-469
brich et al. 2009; Woollings et al. 2012). In these projections there is enhanced upper tropospheric470
warming in the tropics leading to an enhanced meridional temperature gradient in the upper tro-471
posphere. This may counteract the influence of a reduced meridional temperature gradient in the472
lower troposphere due to the decreasing Arctic sea ice cover.473
While we found reduced synoptic activity and fewer cyclones in the Arctic in autumn, maximum474
Eady growth rate and cyclone deepening rates slightly increased especially around Greenland as a475
response to reduced Arctic sea ice. It is important to note that a stronger maximum Eady growth476
rate does not automatically translate into stronger synoptic activity outside the main baroclinic477
zones in areas such as the Arctic. More specifically, increasing maximum Eady growth rates in478
the past 20 years as seen by Jaiser et al. (2012) in the Siberian Arctic as a response to decreasing479
Arctic sea ice should not be interpreted as an increase in synoptic activity. We hypothesize that the480
weakened meridional temperature gradient and reduced vertical wind shear is the driver behind481
reduced cyclone activity while the decreased vertical stability increased levels of atmospheric hu-482
midity (and hence diabatic forcing) which can potentially trigger stronger cyclone intensification483
once a system was generated.484
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In winter some cooling of around 0.5 K, albeit marginally significant, was simulated in some485
regions of North America and Eurasia in response to reduced Arctic sea ice. Such a cooling486
due to sea ice reduction and associated weaker westerly flow (negative phase of AO/NAO) and487
less maritime influence or troposphere-stratosphere coupling is consistent with previous studies,488
although uncertainty remains (Walsh 2014; Vihma 2014). We conclude that the cooling effect is489
rather small compared to the variability of the system, locally very limited and mostly insignificant.490
Furthermore, the high-latitude warming and the associated milder air advected in situations with491
northerly flow would counteract a possible cooling due to less maritime influence.492
One additional outcome, which is interesting from an oceanographic perspective, is the decrease493
in precipitation minus evaporation (P-E) over the entire Arctic in summer and especially autumn494
indicating a decrease in lateral moisture transport into the Arctic — consistent with Singarayer495
et al. (2006) from atmosphere-only simulations with end-of-the-century sea ice conditions. This496
is consistent with reduced synoptic activity due to a reduced meridional temperature gradient or497
reduced planetary wave activity. The decrease in Arctic P-E may have important consequences498
for the surface salinity and therefore the stratification of the upper ocean and could influence the499
Arctic ocean circulation. The increase in P-E over the Mediterranean sea in autumn and winter500
which may be caused by the southward shift of the storm track and associated increased synoptic501
activity in that area may be of importance for the surface salinity and stratification of the upper502
Mediterranean sea layer. Similarly to the phase of the AO/NAO or the location of the storm tracks,503
the decreasing Arctic sea ice seems to counteract the impact of tropical warming on Arctic P-504
E. This can be concluded because previous studies such as Bintanja and Selten (2014) report an505
increase in Arctic P-E in climate change projections for the 21st century.506
Finally we would like to note that our one-year simulations are too short to show a strong oceanic507
response. Sea surface temperature and sea surface salinity exhibit only small differences outside508
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the Arctic Ocean (mostly below 0.1 K and 0.1 psu, respectively). This is in contrast to the recent509
results obtained by Petrie et al. (2015) who reported significant remote SST increases especially510
in the northwestern North Atlantic and in the northern North Pacific as a response to sea ice511
thickness reductions on the 1st of April. It is not clear if the different start date (in our study the512
1st of June) or the different model could lead to these discrepancies. These discrepancies may also513
contribute to the different atmospheric large-scale circulation responses in our and their studies. In514
autumn some limited changes towards a weaker circulation in the GIN seas and in winter towards515
a weaker North Atlantic subpolar gyre as expressed by sea surface height (SSH) increases by516
up to 0.02 m can be seen. Given these results, on this short time scale the oceanic feedback on517
the atmosphere can be regarded as small. Results of century-long coupled experiments indicate518
that substantial oceanic changes arise on such a long time scale which can in turn influence the519
atmospheric circulation. We plan to publish results of those experiments in a separate paper.520
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FIG. 1. (a) Sea ice area in the CTL and RED experiments. (b) absolute and (c) relative difference RED minus
CTL experiments. The grey dashed line in (a) indicates the level below which the Arctic is regarded as sea ice
free. The error bars in (a) indicate the standard deviation from the 100 ensemble members of CTL and RED,








FIG. 2. (a) Sea ice volume in the CTL and RED experiments. (b) absolute and (c) relative difference RED
minus CTL experiments. The error bars in (a) indicate the standard deviation from the 100 ensemble members
of CTL and RED, respectively. The error bars in (b) indicate the standard deviation from the 100 differences of






FIG. 3. Radiative surface heat fluxes (shortwave plus longwave, downward positive) (W/m2) in (a) CTL and
(b) difference RED minus CTL for summer (JAS). (c) and (d) same as (a) and (b) but for autumn (OND) and (e)
and (f) for winter (JFM). In the difference plots the black dots indicate where the response is significant at the






FIG. 4. Surface temperature (◦C) in (a) CTL and (b) difference RED minus CTL for summer (JAS). (c) and
(d) same as (a) and (b) but for autumn (OND) and (e) and (f) for winter (JFM). In the difference plots the black





FIG. 5. Turbulent surface heat fluxes (sensible plus latent, downward positive) (W/m2) in (a) CTL and (b)
difference RED minus CTL for summer (JAS). (c) and (d) same as (a) and (b) but for autumn (OND) and (e) and
(f) for winter (JFM). In the difference plots the black dots indicate where the response is significant at the 95%






FIG. 6. Mean sea level pressure (hPa) in (a) CTL and (b) difference RED minus CTL for summer (JAS).
(c) and (d) same as (a) and (b) but for autumn (OND) and (e) and (f) for winter (JFM). Values are only shown
for grid points where the Earth’s surface is below 1000 m above sea level to exclude unrealistic values due to
extrapolation. In the difference plots the black dots indicate where the response is significant at the 95% level







FIG. 7. 500 hPa geopotential height (m) in (a) CTL and (b) difference RED minus CTL for summer (JAS).
(c) and (d) same as (a) and (b) but for autumn (OND) and (e) and (f) for winter (JFM). Values are only shown
for grid points where the Earth’s surface is below 5000 m above sea level to exclude unrealistic values due to
extrapolation. In the difference plots the black dots indicate where the response is significant at the 95% level







FIG. 8. Vertical crosssection of response in zonally averaged temperature (RED minus CTL) for (a) JAS,






FIG. 9. Precipitation minus evaporation (mm/day) in (a) CTL and (b) difference RED minus CTL for summer
(JAS). (c) and (d) same as (a) and (b) but for autumn (OND) and (e) and (f) for winter (JFM). In the difference





FIG. 10. Snow thickness (m water equivalent) in (a) CTL and (b) difference RED minus CTL for autumn
(OND). (c) and (d) same as (a) and (b) but for winter (JFM). In the difference plots the black dots indicate where





FIG. 11. Synoptic activity (hPa) calculated as standard deviation of high-pass filtered mean sea level pressure
data in (a) CTL and (b) relative difference RED minus CTL (%) for summer (JAS). (c) and (d) same as (a) and (b)
but for autumn (OND) and (e) and (f) for winter (JFM). Values are only shown for grid points where the Earth’s
surface is below 1000 m above sea level to exclude unrealistic values due to extrapolation. In the difference







FIG. 12. Seasonal number of cyclones per 2 degree radius circle (approx. 155000 km2) in (a) CTL and (b)
relative difference RED minus CTL (%) for summer (JAS). (c) and (d) same as (a) and (b) but for autumn (OND)





FIG. 13. (a) Cyclone depth distribution in CTL and RED experiments for autumn (OND) in the Arctic, (b)
same as (a) but maximum deepening rate distribution. (c) definition of the Arctic. (d) and (e) same as (a) and





FIG. 14. Maximum Eady growth rate (1/d) between 850 and 500 hPa in (a) CTL and (b) difference RED
minus CTL for summer (JAS). (c) and (d) same as (a) and (b) but for autumn (OND) and (e) and (f) for winter
(JFM). Values are only shown for grid points where the Earth’s surface is below 1500 m above sea level to
exclude unrealistic values due to extrapolation. In the difference plots the black dots indicate where the response
is significant at the 95% level according to a Wilcoxon test.
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