Mathematics is in a dramatic and massive process of changing, mainly due to the advent of computers and computer science. Our aim is to present a pocket image of this phenomenon; a "case study" will give us the opportunity to describe some of these new ideas, problems, and techniques. Particularly, we will be concerned with foreseeable mutations in the interaction between deductive and experimental trends.
Introduction
The experimental trend and the deductive trend are interacting in the history of Mathematics. Their importance and influence vary from historical periods, countries, and even authors. For instance, Euclid, Hilbert, and Bourbaki can be safely considered champions of the deductive method, while Fermat or Euler are more representative for the experimental way of thinking. It is worth noticing that the deductive method has changed fairly little, say from Euclid's time, while the experimental component has evolved significantly, both in meaning and philosophy: it has got a completely new face in view of the development of computers.
This paper is aimed to give a pocket image of some new ideas, problems, and techniques in mathematics, with emphasis on mutations in the interaction between the deductive and experimental trends. Our "case study" pertains propositional tautologies, a completeley axiomatizable theory. This "toy universe" is rich enough to permit a non-trivial discussion of problems concerning proofs (nature, organization, utility), theorems (structure, decidability, complexity), theoretical credibility and feasibility.
From Empirical Observations to Formal Systems
The fundamental faith in mathematics comes from the fact that virtually everything is rigorously proved. But, what do we mean by a "proof"? K. Devlin, in the introduction to the month's column Computers and Mathematics wrote [14] ...
[we] mathematicians ... are somewhat schizophrenic when it comes to answering this question. ... we generally feel confident in our ability to tell a sound argument from an invalid one. Moreover, we tend to feel that it really is not an issue of judgement, and that for all their surface brevity, the proofs we construct and publish are, in an absolute sense, genuine proofs.
A good way to explain is to do. Our choice refers to the simplest way to analyse the mathematical thinking, i.e. by means of the model initiated more than a hundred of years ago by George Boole, currently referred as the propositional calculus. We are interested only in the "truth values" of propositions, and again our working hypothesis refers to the simplest case: propositions are only true or false, no other possibility is considered. 1 We start with a (denumerable) set of atomic propositions. Denote by V this set. We add to V a new element, f , referring to it as the universal false proposition.
Using the usual propositional operations (disjunction, conjunction, negation, implication, etc.) we can form new propositions starting with the atomic ones. For the simplicity of the presentation we shall work with only one propositional operation -the implication (denoted by →). Hence, we construct the "larger" set of propositions, call it P , defined by means of the following four rules: 2 1. Every atomic proposition is a proposition, i.e. V ⊂ P .
2. The universal false proposition f belongs to P . 3 . If x, y are arbitrary propositions, then x → y is a proposition.
Every proposition is obtained by rules 1-3.
Using only the implication and f doesn't really make our approach less general; indeed, all propositional operations can be "re-captured" as follows:
negation: ¬x = x → f, 1 It can be argued that even God is bound by logic. If God can lift any weight, then God is expressly prevented to create a weight so heavy that God cannot lift it. But God can do anything that does not involve a logical contradiction. (It seems that Einstein sympathised with this argument.) See also the discussion in Wiener [41] , and Odifreddi [32, 33] .
2 Note for algebraists: P is the free universal algebra of type (0, 2) generated by V .
disjunction: x ∪ y = (¬x) → y,
conjunction: x ∩ y = ¬((¬(x) ∪ ¬(y)).
How do we know that the above formulas actually work? To this aim we introduce the notion of interpretation. The set of truth values will be denoted by {0, 1} and we introduce on it the binary operation (called truth implication) which models the idea that an implication is false only in case the hypothesis is true but the conclusion is false:
=⇒: {0, 1} × {0, 1} → {0, 1}, m =⇒ n = max{1 − m, n}.
Here max stands for the usual maximum function. Clearly, m =⇒ n = 0 iff m = 1 and n = 0.
An interpretation is a function
i.e. a way to assign truth values to atomic propositions. We can extend this interpretation to the set of all propositions imposing the following two conditions:
If h is an interpretation and x ∈ P , then the proposition x is true under h if h(x) = 1.
We can now compute the interpretations of the negation, disjunction, conjunction, according to a fixed h:
The next step is to model the idea of "semantic consequence": the proposition a ∈ P can be semantically deduced from the set of premises X ⊂ P (or X is a semantic model for a) if every interpretation which makes all premises in X true, makes true x as well. Formally, X |= a if for every interpretation h such that h(x) = 1, for all x ∈ X, one has h(a) = 1.
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In case X = ∅ we simple write |= a.
Example 2.1. The following relations are true:
For instance, for the last relation we have to show that for every interpretation
A special category of propositions is formed by "universal true propositions", i.e. propositions which are true with respect to all possible interpretations. We call them tautologies.
Of course, not all propositions are tautologies; the extreme example is a proposition that is never true under any interpretation, for instance, a ∩ ¬a.
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Example 2.2. The following propositions are tautologies:
1. a → a, (identity principle), 2. a ∪ ¬a, (tertium non datur),
Several natural questions can be asked, for instance:
• Is there a compact way to "described" all and only all tautologies? 4 It is interesting to note that in L a T E X the symbol |= is written \models. 5 From a strict formal point of view, a ∩ ¬a is not a proposition in P , as ∩, ¬ are not admissible operators. Howevere, we shall use the formula a ∩ ¬a as an abbreviation for the proposition
• What is the "structure" of the set of tautologies?
• Is it possible to "algorithmically" recognize a tautology? Is this a feasible task?
There are several possibilities to describe a set of propositions, specifically the set of tautologies. For our purpose the most interesting one is the deductive approach. The prototype of a deductive science is Euclid's geometry, developed around 300 B.C. Many of the facts about geometry 6 were collected by the Egyptians and Babylonians. The major step undertook by Euclid and his predecessors in Greece was to organise these facts into a deductive science or axiomatic-deductive geometry.
The truth or falsity of most propositions in geometry cannot be seen directly from their meanings. The axioms, however, are special propositions whose truths are immediately recognized from their meanings; in fact, for a long period, this was the major criterion to select axioms (we shall return to this problem later). Starting with axioms, by a series of logical steps that we accept as propagating truth forward, we construct a "proof" by which we can arrive at the truth of other propositions -called "theorems".
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Do we have a "solid" basis for recognizing the rules that allow us to propagate truth forward? This is a very delicate problem. For a long period Euclid's theory was considered the prototype of a perfect theory. However, in the nineteenth century people revealed flaws in Euclid's proofs, making essential use of "illustrated" figures.
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A fundamental change of view point has to be adopted: deductions should be possible to carry out without reference to meanings. In Euclid's case, proofs should read correctly with nonsense words substituted for "point", "line", "plane". The logical principles which mediate the steps in proofs should be stated in advance as rules of inference. So, the meanings of none of the words need to be considered in constructing proofs; the quality of being a valid proof depends then only on the form of the sentences. A valid proof has to be impersonal: whenever an alledged proof is submitted to a person who has previously been told the specifications of the system she/he should be able to check the proposed proof and decide whether it actually is a proof or not. No extra imagination or judgment is needed. In other terms, checking the validity of an alledged proof may be done by computer; this infinite class of yes-or-no questions is algorithmically decidable.
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In what follows we shall design an axiomatic system for tautologies. To this aim we "isolate" a few tautologies (called axioms) and a "deduction principle" with the aim of "deriving" all and only all tautologies. The axioms will be the first three tautologies in Example 2.1:
As a deduction rule we make use of the most fundamental principle (called Modus Ponens), modeling the following inference: if one proves y from x, and x has a proof, then y has a proof.
Modus Ponens : For all x, y ∈ P , if x and x → y, then y.
We have got a "formal system". Within it we can discuss about "(formal) proofs". 10 Informally, a proof is just a finite sequence of propositions such that every element in the sequence is an axiom or can be deduced from propositions already in the sequence by Modus Ponens. Sometimes our proofs make use of extra hypotheses X; they will be called X-proofs.
Let X be a set of propositions and a ∈ P . An X-proof for a (i.e. a proof (within the system) of a from the set X of premises) is a sequence x 1 , x 2 , . . . , x n of elements in P such that x n = a and for all 1 ≤ i ≤ n one has:
• x i is an axiom, or
• there exist 1 ≤ k, l < i such that x j = x k → x j (i.e. x i can be deduced from x k and x j via Modus Ponens).
The proposition a is called an X-theorem in this case. Sometimes we write:
Example 2.3. For all a, b, c ∈ P , the following relations are true:
Proof. The first proposition, a → (b → a), is an axiom. For a → a we can write the following proof: The following sequence represents an {b}-proof:
Finally, the following sequence represents an {a → (c → b), a → c}-proof:
The following theorem, due to Herbrand [23] , makes explicit the relation between the implication (→), as an inner operator of the system, and the syntactical derivation (⊢), the external deduction. Theorem 2.4 (Deduction Theorem). Let X ⊂ P, and a, b ∈ P . The following statements are equivalent:
Proof. For the direct implication let x 1 , x 2 , . . . , x n be an X-proof for a → b. Then x 1 , x 2 , . . . , x n , a, b is an X ∪ {a}-proof for b.
We are proving the converse implication. Let x 1 , x 2 , . . . , x n be an X ∪{a}-proof for b. We prove, by induction on i, that
For i = n we get the desired conclusion:
There are four possible cases to be discussed:
Remark. There is a simpler, semantical analogue of the Deduction Theorem. It reads as following: Let X ⊂ P, and a, b ∈ P . The following statements are equivalent:
Here are two more examples of X-proofs:
Example 2.5.
Proof. Here is an {f }-proof for a:
Starting with the sequence
and the above {f }-proof, i.e. steps 1.,2.,3.,4.,5. we get an arbitrary proposition b. 2
Adequacy Problems
It's time to look critically at our system. Is it adequate? Soundness is the first required property, as we are interested to "describe" only tautologies. Specifically, the question reads: Is any theorem a tautology? A negative answer would ruin the whole construction. We start proving that every X-theorem can be semantically deduced from X:
Proof. We use the definition of an X-proof inductively, noticing that all axioms are tautologies and Modus Ponens is an invariant rule. 2
To be really successful we need to prove the completeness of our system, i.e. a converse of Proposition 3.1. The following proof will give some more insight on the nature of tautologies.
Example 3.3. The empty set is consistent. The set {a, ¬a} is not consistent.
Proof. Indeed, if ⊢ f , then, by Proposition 3.1, |= f , which is absurd as for every interpretation h one has h(f ) = 0. By Example 2.5, {a, ¬a} ⊢ f . 2
We shall prove now two technical results that are motivated by a typical algebraic construction: the embedding of a structure in a maximal structure of the same type.
Lemma 3.4. The union of an increasing sequence (under set-theoretical inclusion) of consistent sets is still a consistent set.
be an increasing sequence of consistent sets and put
If, by absurd, B is not consistent, then B ⊢ f , i.e. there exists a finite set X ⊂ B such that X ⊢ f . So, X ⊂ B m , for some natural m ≥ 1 (as the sequence (B i ) i≥1 ) is increasing). This contradicts the consistency of B m . 2 Definition 3.5. A set X ⊂ P is called maximal consistent if for every element a ∈ X the set X ∪ {a} is not consistent.
Proposition 3.6. Every consistent set can be embedded into a maximal consistent set.
Proof. The usual way to prove such a result is to invoke Zorn's Lemma. 11 We proceed constructively, i.e. introducing an enumeration technique usually referred to as a gödelization. Assume that we have an one-one enumeration v i , i = 2, 3, . . . of all atomic propositions. Then, we can construct an one-one function g : P → N as follows:
For instance, g(f ) = 0,
Let X ⊂ P be a fixed consistent set. Using the above function g we define the following sequence of sets of propositions:
Clearly, the sequence B n is increasing and each B n is consistent. So, by Lemma 3.4, B = n≥0 B n is consistent as well. Since B 0 = X ⊂ B the only fact it remains to be proven is the maximal consistency of B. Let B ⊂ Y ⊂ P be such that B = Y , i.e. there exists a proposition
11 Let X be a consistent subset of P . The set Γ = {T ⊂ P |X ⊂ T, T ⊢ f } is non-empty (X ∈ Γ). More, Γ is inductively ordered: if {Tα} is a totally ordered family of elements of Γ and T = ∪αTα, then X ⊂ T ⊂ P, T ⊢ f (as, if f is provable from T means that f is provable from a finite subset of T ). Use now Zorn's Lemma (if S is a partially ordered set in which each chain has an upper bound, then S contains a maximal element) to assert the existence of a maximal element in Γ. In general, no claim of constructivity can be made for such a reasoning; see, for instance, the treatment in Barnes and Mack [3] .
12 Assume that our enumeration {v i } was "computable", in the sense that there exists an algorithm computing v i when presented i. Then, the function g is itself computable and given i ∈ g(P ) we can effectively discover the (unique) proposition x ∈ P such that g(x) = i. We do not define the notion of algorithm; instead, we may think of an algorithm as a finite specification of a ste-by-step computation. A computer program is the most familiar instance of an algorithm.
From the relation g(n) ∈ B and the construction of B n+1 it follows that g(n) ∈ B n+1 -because B n ∪ {g(n)} is not consistent, i.e.
Maximal consistent sets are "fixed-points" of the operator generating theorems and they obey the Bivalence Principle.
Proposition 3.7. If X ⊂ P is a maximal consistent set, then 1. {a ∈ P |X ⊢ a} = X, 2. for every a ∈ P , one and only one of the following relations is true: a ∈ X or ¬a ∈ X.
Proof. 1) Clearly, X ⊂ {a ∈ P |X ⊢ a}. But f ∈ {a ∈ P |X ⊢ a} = {a ∈ P |{b ∈ P |X ⊢ b} ⊢ a}, so {a ∈ P |X ⊢ a} is consistent. In view of the inclusion X ⊂ {a ∈ P |X ⊢ a} we can make use of the maximality to derive the equality.
2) If a ∈ X, then X ∪ {a} is not consistent, i.e.
We use now the Deduction Theorem to get
By virtue of 1), ¬a ∈ X. If ¬a ∈ X, then X ∪ {¬a} is not consistent,
so by the Deduction Theorem
By the axiom A3. ¬¬a → a, so X ⊢ a, i.e. a ∈ X by virtue of maximality. Of course, it is not the case that both a and ¬a are in X, as X is consistent (see Example 2.5). 2
The next result shows that every maximal consistent set of propositions X has a model, i.e. there is an interpretation according to which all propositions in X are true. Proposition 3.8. Let X be a maximal consistent set. Then, c X , the characteristic function of X (with respect to P ) is an interpretation making true all propositions in X.
Proof. Recall that c X : P → {0, 1}, c X (a) = 1 iff x ∈ X. As X is maximal consistent, X ⊢ f , so f ∈ X, i.e. c X (f ) = 0.
Take now a, b ∈ P . We shall prove that
There are three cases to be analysed.
We know that X is maximal consistent, so a fixed-point:
So, we have to prove again the relation c X (a → b) = 1. But a ∈ X implies, by Proposition 3.7, ¬a ∈ X. Using the Deduction Theorem (to {a, ¬a} ⊢ b) we get {¬a} ⊢ a → b.
The relation a → b ∈ X remains to be proven. Indeed, if a → b ∈ X, a ∈ X, then b ∈ X, a contradiction.
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Corollary 3.9. If X is consistent, then there exists an interpretation h : P → {0, 1} such that h(a) = 1, for all a ∈ X.
Proof. Embedd the given consistent set into a maximal consistent set and then use Proposition 3.8. We are now able to prove Post's Completeness Theorem [34] , which guaranties that our system is completely adequate. Lemma 3.10. For every set of propositions X and every proposition a, X |= a iff X ⊢ a.
Proof. By Proposition 3.1 only the direct implication has to be proven. Assume that X |= a. We shall prove that X ∪{¬a} is not consistent. If it were consistent, then we would have, by Corollary 3.9, an interpretation h such that h(b) = 1, for all b ∈ X ∪ {¬a}, i.e.
h(¬a) = 1, and
From h(¬a) = 1 one deduces h(a) = 0, so we have contradicted the hypothesis X |= a.
From the inconsistency of the set X ∪ {¬a} we deduce
Use again the Deduction Theorem
and the axiom A3. to get X ⊢ a. 2
Taking X = ∅ in Lemma 3.10 we get Digression: Three or many valued logics. The proposition
is clear a tautology (it seems to be discovered by Clavius, 1600 A.C.). If we switch the underlying logic, from binary, to, say ternary, we loose the tautological property. Indeed, assume we work with the ternary logic in which the truth values are 0, . If the truth value of a is uncertain, then the proposition (¬a → a) → a is also uncertain. 13 Does it mean that actually we have got an X ∪ {¬a} -proof for f or only an assertion telling that such a proof does exist?
The Structure of Tautologies
One reason why Boolean algebras are relevant to logic is that propositional operators have properties similar to Boolean operations. Based on this analogy we cannot ask questions such as "What is a proof?" or "How can we prove?"; instead, we can study the inner "structure" of provable propositions, that is, via the Completeness Theorem, of tautologies.
To every interpretation h we associate an equivalence relation
In
The intersection of congruences h ∼, when h runs over all interpretations,
is still a congruence on P . The equivalence class of an element a ∈ P is
The family of all equivalence classes, P/ ∼ = {[a]} a∈P can be endoweded, in a natural way, with the following Boolean operations:
These definitions are correct, i.e. they do not depend upon the chosen "names" for classes. For instance, if a ∼ b, then h(a) = h(b), for every interpretation h, so 14 Recall that ¬a is an abbreviation for the proposition a → f . 15 The following identities are satisfied for all u, v, w ∈ P/∼:
The distinguished element "1" of this Boolean algebra 16 is
and, as h(a ∪ ¬a) = 1, for all a ∈ P , coincides with the set of all tautologies. We make one more step further in our generalization: Consider an arbitrary Boolean algebra B endowed with the operations ∪, ∩, ¬, whose elements are identified with the propositions of some mathematical theory. Assume F ⊂ B corresponds to the set of provable propositions (theorems). The common mathematical experience motivates the following two statements;
• If s, t ∈ F , then s and t ∈ F .
• If s ∈ F and t ∈ B, then s or t ∈ F .
The above two properties are similar to properties defining the notion of Boolean filter. Is this only a superficial analogy? The argument for a negative answer is presented in the following Theorem 4.1. Let F be a subset of the Boolean algebra B. Then, the following two assertions are equivalent:
1. The set F is a filter. b. If x ∈ F and x → y ∈ F , then y ∈ F .
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Proof. For the direct implication we assume that x ∈ F and x → y ∈ F . In view of the second property of a filter, if p, q ∈ F , then p ∩ q ∈ F . A simple computation shows that x ∩ (x → y) = x ∩ (¬x ∪ y) = (x ∩ ¬x) ∪ (x ∩ y) ∈ F , i.e. x ∩ y ∈ F . Finally, y = y ∪ (x ∩ y) is in F as x ∩ y ∈ F ; we have used the third property of a filter.
Conversely, let x, y ∈ F . We have: 16 Recall that in every Boolean algebra the expression x ∪ ¬x does not depend upon the actual value of x; this is the element "1", or the maximal element of the algebra. 17 That is, 1. 1 ∈ F , 2. For all x, y ∈ F, x ∩ y ∈ F , 3. For all x ∈ F, y ∈ B, x ∪ y ∈ F . 18 This condition says that all tautologies are provable. 19 Modus Ponens.
Consequently,
But x ∈ F and 1 ∈ F , so x ∪ (¬x ∩ ¬y) ∈ F and ¬x ∪ ((¬x ∩ ¬y) ∪ x) = ¬x → ((¬x ∩ ¬y) ∪ x) = 1 ∈ F.
So,
Now we are using the second hypothesis, y ∈ F :
Let x ∈ F and y ∈ B. In the above computation we substitute ¬y for y and we obtain x ∪ ¬(¬y) ∈ F , i.e. x ∪ y ∈ F . 2
We can now come back to our concrete example of Boolean algebra, Lindenbaum algebra P/ ∼ . Take X ⊂ P and
Then F (X) is a filter. Indeed, Taut ∈ F (X) (if a ∈ Taut, then |= a, so by the Completeness Theorem, ⊢ a, so X ⊢ a). Next take [a] ∈ F (X) and
So, from a structural point of view, {Taut} is a filter in the Lindenbaum algebra P/ ∼ ; actually, it is an ultrafilter.
Ultrafilters and Constructivity
Let B be a Boolean algebra. Filters in B which are maximal with respect to inclusion are called ultrafilters. It is not hard to show that a filter F is an ultrafilter iff for every x ∈ B either x ∈ F or ¬x ∈ F , bot not both; compare with Proposition 3.7. The key result on ultrafilters is the Ultrafilter Theorem (see, for a proof, Bell ans Slomson [4] , Theorem 3.4, p.15; again, it is instructive to compare with Proposition 3.6):
Theorem 5.1. Every filter in a Boolean algebra can be extended to an ultrafilter.
To illustrate this situation we consider the Lindenbaum algebra P/ ∼ ; for every interpretation h define
A simple argument shows that F h is a filter, in fact, an ultrafilter.
These facts actually motivate another approach to the Completeness Theorem, a path followed by Rasiowa and Sikorski [36] . Bell and Slomson [4] , p. 49, wrote:
The proofs of Post and Kalmár 20 both provide explicit recipes for constructing a proof of a given tautology. The proof that we have given, which is due to Rasiowa and Sikorski [1951] , does not have this character, and since it depends on the ultrafilter theorem is not a constructive proof.
This remark calls for a more detailed explanation. The problem under discussion is the following: Having a proposition a and knowing that a is a tautology, is it possible to get a proof, within the considered system, for a? As it stands, the above question has always a positive answer, by the Completeness Theorem, independently of the proof of this theorem. Indeed, a dovetailing algorithm 21 running through all possible proofs does the job, as we know that eventually the right proof will be discovered. In fact, this is exactly the algorithm rejected for the general problem discussed at the beginning 22 . The main difference lies in the extra information given in the weaker question: we know that a is a tautology. This is a quite subtle situation, in which the difference between a constructive proof and a non-constructive proof 23 affects very little the "numerical" content of the result. To get more insight on this phenomenon we make use of some rudiments of Constructive Mathematics. According to Bridges and Richman [6] p.1:
We engage in constructive mathematics from a desire to clarify the meaning of mathematical terminology and practice -in particular, the meaning of existence in a mathematical context. The classical mathematician, with the freedom of methodology advocated by Hilbert, perceives an object x to exist if he can prove the impossibility of its nonexistence; the constructive mathematician must be presented with an algorithm that constructs the object x before he will recognize that x exists.
The essential difference between a classical and constructive approach to mathematics can be grasped by considering binary sequences generated by an algorithm. Let b = b 1 b 2 . . . b n . . . be a binary sequence and consider the following statements:
S(b) : b n = 1, for some n, 20 See [25] . 21 A British Museum algorithm, following Chaitin. 22 Having a proposition a, is it possible to algorithmically decide if a is a theorem? 23 The proof discussed in this paper is only apparently constructive. It avoids the use of Zorn's Lemma, but makes essential use of the embbeding. A Brouwerian counterexample to an assertion is a proof that the assertion implies some unacceptable principle in constructive mathematics. The most popular such principle is called the Limited Principle of Omniscience, LPO:
If (b n ) is a binary sequence, then either there exists n such that b n = 1, or else b n = 0, for all n.
Clearly, LPO is simple the assertion
∀b(S(b) ∨ ¬S(b)).
Why is it constructively false? Just because it is equivalent to the Halting Problem, which cannot be solved algorithmically. Here is the outline of the argument. First we show that the Halting Problem is not decidable. Assume, for the sake of a contradiction, that there exists a halting program deciding if an arbitrary program eventually halts. The outputs, if any, for all our programs are supposed to be 0 or 1; also, we may assume, without loss of generality, that the inputs for the programs are part of the programs themselves.
Construct, following Chaitin [9] , the program (which essentially makes use of the halting program):
• read a natural N ;
• generate all programs up to N bits in size;
• use the halting program to check for each generated program whether it halts;
• simulate the running of the above generated programs;
• make sure that the running time of the current program is bigger than the running time of all halting programs, generated above.
First, notice that the above program eventually halts for every natural N . How long is the above program ? It is about log 2 N bits. Indeed, the program consists of the input data N (which requires about log 2 N bits) and a constant part. Globally, the program has log 2 N + O(1) bits. For large enough N , the above program will belong to the set of programs having less than N bits (because log 2 N + O(1) < N ). Accordingly, the program will be generated by itself -at some stage of the computation. In this case we have got a contradiction, since the computation time for our program will be bigger than the computation time of itself! The second step in our argument is a reduction: we prove that in case we assume LPO, then the Halting Problem is decidable. Indeed, let π 1 , π 2 , . . . , π n , . . . Markov's Principle, MP 24 , which corresponds to our axiom A3., reads:
¬¬S(b) ⇔ S(b).
To illustrate MP 25 we consider an one-one enumeration of all possible proofs for tautologies:
Let a ∈ Taut and consider the predicate P red(a, i) = p i is a proof for a.
Clearly, for a fixed a, P red(a, i) is algorithmically decidable. Next, use MP to the statement ∃iP red(a, i), saying that it would be absurd to denny that there is a positive integer i such that P red(a, i). From this fact we get no clue or computation bound for the construction of such an i.
To conclude, given a tautology a, we surely can get a proof for a; however, we can provide no indication concerning the number of proofs necessary to inspect 24 MP is rejected by Brouwer, but freely used by the Russian school in constructive mathematics. 25 It is interesting to note, following Brouwer, that the statement
is constructively meaningful. Indeed, under the assumption ¬¬¬A we can prove ¬a by deriving a contradiction from A: if A, then ¬A is absurd, hence ¬¬A, which contradicts ¬¬¬A.
before getting the required proof: this state of affairs reflects the meaning of MP.
When considering the predicate calculus 26 we can prove a similar Completeness Theorem.
27 From a constructive point of view the situation is dramatically different: Church [12] has proven that no proof of the Completeness Theorem for predicate calculus is constructive. In this case the result has a devastating impact: There is no algorithm testing the property of being a tautology, or equivalently, a theorem, for the predicate calculus.
Decidability and Complexity
The formulation of the negative result cited at the end of the above section leaves the impression that the property of being a theorem of the propositional calculus is algorithmically decidable. Is this true? Indeed, the above decision problem is algorithmically decidable, by virtue of the Completeness Theorem. Theorems coincide with tautologies and testing if an arbitrary proposition is or is not a tautology is algorithmically decidable. Apparently, switching from theorems to tautologies doesn't help too much, as we replace the (potential infinite) search through all possible proofs by a search through all possible interpretations of propositions (an infinite set, as well). This is only a superficial feeling! If a contains n atomic propositions, then we don't have to go through all possible interpretations h, but to examine only the restriction of these interpretations to the set of atomic propositions in a. We have arrived at a finite set, containing 2 n elements. The immediate question is: How difficult is to decide if an arbitrary proposition a is a theorem? To approach this question we will discuss briefly the class P of polynomial algorithms. The Euclidean algorithm (for computing the greatest common divisor of two positive integers) is an example of a polynomial algorithm, in the sense that the number of basic bit operations (the time used by the algorithm) is a polynomial function of the number of bits in the input.
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Sometimes we are not able to design a polynomial algorithm for a problem; at least, we can prove that a solution for the problem can be quickly recognized if some miraculously source furnishes it to us. A good example is the problem of primality. It is not easy to determine if a positive integer having 1,000 digits is composite. But if we have got somehow two numbers and a claim that they 26 One augments the propositional calculus with the quantifier symbols ∃ (there exists) and ∀ (for all) and all necessary extra constructions. De Morgan gave the first example of a logically valid argument which cannot be expressed in the propositional calculus: All horses are animals. Therefore all horses' heads are animals' heads.
27 Due to Gödel [18] . 28 If the two inputs have at most n digits, then the larger input is less than 2 n , so the number of steps is bounded by cn. Each step involves a division, i.e. about n 2 bit operations, which gives finally a cubic polynomial. In fact, by a more involved analysis one can show that the Euclidean algorithm works in time bounded by a quadratic function of the length of inputs.
multiply to the given number, then we can very easily check if the claim is correct or not. These two numbers form a certificate of their compositeness. This leads to the important class NP of algorithms running in nondeterministic polynomial time, i.e. algorithms working in polynomial time under the assumption that a certain certificate has been given. One of the most intriguing open problems in theoretical computer science pertains exactly the relation between P and NP: P =? NP.
Testing if an arbitrary proposition a is a theorem along the path suggested at the beginning of this section requires an exponential computation time. Is it possible to do it better? No one knows this. We can see readily that our problem is in co-NP, 29 as guessing an interpretation which makes a false solves very quickly the problem.
In fact the problem P = ? NP is really meta-mathematical! Indeed, assume an appropriate coding and measure of the size of proofs. So, we may have polynomial size proofs and exponential size proofs. The difference between P and NP -if any -may be seen as a difference between constructing a polynomial size proof and verifying a polynomial size proof. If P = NP, then they are the same.
Currently, there is a lot of work devoted to the problem P = ? NP. We will confine ourselves only to a single recent result, just because it uses a nonstandard approach and gives us a concrete example of a new kind of axiom or hypothesis. To this aim we consider the exponential deterministic time-complexity classes E = DT IM E 2 linear , and E 2 = DT IM E 2 polynomial .
There are several reasons for considering these classes (Lutz [27, 28] ): 1) Both classes E, E 2 have rich internal strutures.
2) E 2 is the smallest deterministic time complexity class known to contain NP and PSPACE.
3) P ⊂ E ⊂ E 2 , E = E 2 , and E contains many NP-complete problems.
4) Both classes E, E 2 have been proven to contain intractable problems.
In view of the property 2) there may be well a natural "notion of smallness" for subsets of E 2 such that P is a small subset of E 2 , but NP is not. Similarly, it may be that P is a small subset of E, but that NP ∩ E is not! In the language of constructive measure theory smallness can be translated by "measure zero" (with respect to the induced spaces E or E 2 ). One can prove that indeed P has constructive measure zero in E and E 2 , Lutz [27] . This motivates Lutz [28] to adopt the following quantitative hypothesis:
The set NP has not measure zero.
29 co-NP is the class of sets X such that the predicate x ∈ X is in NP. This is a strong hypothesis, as it implies P = NP. It is consistent with Zimand [40] topological analysis (with respect to a natural, constructive topology, if NP\P is non-empty, then it is a second Baire category set, while NP-complete sets form a first category class) and appears to have more explanatory power than traditional, qualitative hypotheses. As currently we are unable to prove or disprove this conjecture, the best strategy seems to investigate it as a scientific hypothesis; its importance is to be evaluated in terms of the extent and credibility of its consequences.
Two more problems are quite relevant for our discussion. Both belong to number theory and are currently open. The prime number problem asks for an polynomial time algorithm to check whether an arbitrary number n is prime.
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It is plain that this problem is in NP; Pratt [35] has shown that it is also in co-NP. Miller [31] has proven that this problem is in P if one assumes the extended Riemann Hypothesis. 31 The other problem, the factorization problem asks for non-trivial factors of the natural number n, if n is composite. It is basic for many public-key crypto-systems ("trapdoor ones") and it is widely believed to be intractable. See more in Salomaa [38] .
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It is interesting to note that:
• Much security is essentially based on a problem believed to be intractable, but concerning which very little is known.
• The theoretical ignorance supports two schools in Computer Science, the automatic proving systems based on resolution principles in AI (a school which is largely based on the belief that P = NP) and the public-key cryptography school (which assumes the opposite relation, i.e. P = NP).
7 Experimental Mathematics = Mathematics for the Future?
Church's theorem concerning the impossibility to prove constructively completeness for the predicate calculus is just a first result in a long list of theorems about the limits of mathematics. A really impressive remark made by Bridges [5] is relevant for our discussion. Consider the following function F , defined on the set N of natural numbers: Deep work by Gödel [19] and Cohen [13] shows that neither the Continuum Hypothesis 33 nor its negation can be proved within Zermelo-Fraenkel set theory augmented with the axiom of choice. According to classical logic, F is computable because there exists an algorithm that computes it: that algorithm is either the one which always produces 0, or else the one which always produces 1. The trouble is we cannot know the correct one! And, as the Continuum Hypothesis is independent of the axioms of Zermelo-Fraenkel set theory augmented with the axiom of choice -the standard framework for mathematicswe will never know which of the two algorithms actually is the one that computes F .
The deepest result marking the limits of mathematics was discovered by Gödel [18] ; we will present it in the stronger, information-theoretic variant due to Chaitin [9, 7, 37] :
• An n-bit formal axiomatic system cannot enable one to exhibit any specific object with program-size complexity greater than n + c.
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• There exists an exponential diophantine equation
such that every n-bit formal axiomatic system cannot enable one to determine more than n + c ′ naturals k for which the equation
has an infinity of solutions.
The above results support Chaitin's claim that randomness has pervaded the inner structure of Mathematics! 36 A complementary conclusion can be derived from another analysis of Gödel Incompleteness Theorem. In Calude, Jürgensen, Zimand [8] one proves that, in a quite general topological sense, incompleteness is a rather common phenomenon: with respect to any reasonable topology the set of true and unprovable statements of a recursively enumerable, consistent, and rich enough theory is dense, and in many cases even co-rare. These results show that the significance of axioms and proofs should be accordingly "modified". This point of view is consistent with the opinions expressed (thirty years ago) by Gödel [20, 21] : 33 There is no cardinal number strictly in between aleph-null, the cardinal of the the set of natural numbers, and aleph-one, the cardinal of the set of reals. 34 The program-size complexity of a finite object, e.g. a binary string, is a measure of the difficulty of specifying that object. 35 That is an equation which is built by means of addition, mutiplication, and exponentiation of non-negative integer constants and variables.
36 Note that the above assertion does not mean a "mandate for revolution, anarchy, and license".
... besides mathematical intuition there exists another (though only probable) criterion of truth of mathematical axioms, namely their fruitfulness in mathematics, and one may add, possibly also in physics ... The simplest case of an application of the criterion under discussion arises when some ... axiom has number-theoretical consequences verifiable by computation up to any given integer.
... axioms need not be evident in themselves, but rather their justification lies (exactly as in physics) in the fact that they make it possible for these "sense perceptions" to be deduced ... I think that ... this view has been largely justified by subsequent developments, and it is to be expected that it will be still more so in the future. It has turned out that the solution of certain arithmetical problems requires the use of assumptions essentially transcending arithmetic ... Of course, under these circumstances mathematics may lose a good deal of its "absolute certainty"; but, under the influence of the modern criticism of the foundations, this has already happened to a large extent ...
The above discussion leads naturally to the question: How should one do Mathematics? According to Chaitin [10] ... elementary number theory and the rest of mathematics should be pursued more in the spirit of experimental science, and ... [one] should be willing to adopt new principles.
A new tendency in (the Philosophy of) Mathematics called Experimental Mathematics is emerging. 37 The emphasis on observational and experimental is not a new idea in the history of Mathematics; the novelty comes from the way and scale of experiments. This is possible due to the advent of computers; for a detailed analysis see S. Marcus [29, 30] . We have computer proofs for Gödel Incompletenss Theorem (Ammon [1] ), computer proofs in Number Theory (Andrews, Ekhand, Zeilberger [2] ), computer proofs for identities (Ekhand, Tre [15] ). Computers were used in one of the technical steps of Louis de Branges' proof of the Bieberbach conjecture. Franz Mertens, a contemporary of Riemann, proposed a conjecture that involves only naturals; if true, this conjecture would have provided strong evidence that Riemann Hypothesis was also true. Mertens' conjecture was tested and proven true for at least the first 10 billion of naturals. However, a much larger computation revealed in 1984 that for numbers of the order of magnitute of 10 (10 70 ) the pattern guessed by Mertens vanishes! Recently, Chaitin [11] showed that it is possible to write down executable programs (in C and Mathematica) that embody the constructions in the proofs of theorems in algorithmic information theory.
The utility of proofs in today, and, especially, tomorrow Mathematics is currently an object of debates, sometimes rather hectic (see, for instance, Horgan paper "The death of proof" [24] , and one of the replies it generated, "The immortality of proof", by Kranz [26] ). An important direction of this discussion is centered around the advent of a technique, developed by Lazlo Babai team, that offers not certainty, but only a statistical probability truth.
The philosophical cost of this efficient method is that we lose the absolute certainty of a Euclidean proof... But if you do have doubts, will you bet with me?
says Babai.
Zeilberger [39] , in a more radical attitude wrote about the day after tomorrow:
There are writings on the wall that, now that the silicon savior has arrived, a new testament is going to be written. Although there will always be a small group of "rigorous" old-style mathematicians (e.g. [16] 38 ) who will insist that the true religion is theirs and that the computer is a false Messiah, they may be viewed by future mainstream mathematicians as a fringe set of harmless eccentrics, as mathematical physicists are viewed by regular physicists today. ... I speculate that ... [transparent proofs] will "trivialize" large parts of mathematics by reducing mathematical truths to routine, albeit possibly very long and exorbitantly expensive to check "proof certificates". These proof certificates would also enable us, by plugging in random values, to assert "probable truths" very cheaply.
I can envison an abstract of a paper, c. 2100, that reads, "We show in a certain precise sense that the Goldbach conjecture is true with probability larger than 0.99999 and that its complete truth could be determined with abudget of 10 billion".
We believe that there is a lot of exageration in saying that proofs are dead. We will always need proofs! The problem is that sometimes we cannot afford them.
