We report the results of design studies for a multicrystal detector with the capacity to encode the Depth-OfInteraction (DOI). These studies are based on a simulation that treats the interactions of y-rays and tracks scintillation photons in state-of-the-art position encoding P E T detectors. The simulation was used to study the impact of a simple modification to the standard surface treatment of t,he EXACT HR PLUS block that induces a significant sensitivity of the photopeak pulse height upon the DO1 of 511 keV y-rays. The depth resolution achieved with the altered block as well as the impact of the modification on its energy and position resolutions are presented. The results show a depth resolution of 6 to 7 m m for the inner crystals of the modified block. This is achieved at the cost of 16% less position addressing accuracy.
I. INTRODUCTION
The development of position encoding detectors with DO1 sensitivity aims for a restoration of the spatial resolution uniformity in P E T and, as by-products, increased sensitivity at lower fabrication costs through a reduction of the tomograph ring radius. PET detector designs capable of simultaneously good transverse and DO1 resolutions through optimization of the crystals' surface treatment and readout scheme have received much attention recently [l, 2, 31.
In particular, the TRIUMF group has devoted its efforts to the design of a depth encoding block detector in which DO1 sensitivity is acquired by exploiting the gradient of the light collection efficiency in state-of-the-art position encoding multicrystal BGO detectors [4] .
Further development of this approach seems worthwhile as it relies on a simple modification to detectors in commercial production, and offers the potential for rapid implementation in a full tomograph without significant increase in the fabrication costs. shows that the side walls' reflector coating of all crystals is replaced at the front face by an absorbing material over a segment, F, of the block length, L. The surface finish of the crystals' tip remains highly reflective as illustrated in the bottom part of the figure. The added absorbing component induces a loss in the crystal's efficiency to collect scintillation photons. The resulting increase of the photopeak pulse height, taking place as a function of depth, Z, from the front to the back face of the block, then allows the DO1 of 511 keV y-rays to be estimated. Figure 1 . The impact of the modification on the energy response along with the achieved depth resolution is presented for these crystals. Finally we studied the effect of the modification on the block's transverse position response.
MODELING T H E MODIFIED EXACT HR P L U S BLOCK
These performance studies are based on it simulation designed to treat the interactions of energetic photons in a scintillator, the geometry of a multicrystal position encoding P E T detector, as well as the propagation and detection of individual scintillation photons. The simulation is based on DETECT [7] and in [8] was put to a test with a realistic model of the EXACT HR PLUS block. The complete set of input parameters used in [8] to reproduce the measured performances of t he original EX-ACT HR PLUS block was borrowed to model its DO1 sensitive version. In particular, the standard ground option of DETECT was used to model the surface finish of the block. This option allows for a realistic mcldel of the depth dependence of the photopeak pulse height in the original block, when using a reflection coefficient, RC, of 95%. In keeping with this description, the same option was used to model the reflective coating of the crystals' tip and unaltered component of the side walls in the DO1 sensitive block. The ground finish reflection coefficient was allowed to be adjusted to model the crystals' absorbing component. To find a realistic value, a scintillatiion point source was simulated a t the center of crystal B, which was chosen as a reference, and moved in steps of 1 m m along the depth axis of the crystal. The initial reflection coefficient of RC=95% was lowered until the simulation reproduced the actual depth dependence of the photopeak measured in that crystal on a first DO1 sensitive HR PLUS block prototype. The crystals' side walls were made absorbing for a segment of F=3 m m in the simulated block. For the real block, F could be controlled only to an accuracy of ~t 0 . 5 mm. Although the modification of the real block was made for F=2.5 m m , measurements were compared to the simulation a t F=3 m m because of t,he insensitivity of our model to that parameter, as discussed below. The depth variation of the photopeak pulse height was measured as in [4] and [6] before and after modification, from the photopeak ADC channel as a function of the Z coordinate of a collimated fan beam of 511 keV y-rays incident on a side face of the block. Selecting a reflection coefficient of RC=20% for the ground finish of the absorbing side wall components successfully reproduces the observed pulse height variation in the modified block, as will be shown in the next section.
P E R F O R M A N C E S O F T H E MODIFIED BLOCK
A . As can be seen on the figure, the original block is characterized by a photopeak pulse height that remains almost invariant with depth. As already noticed in [4] , the response to a frontal flood presents a clear peak that is broadened by the weak depth dependence of the collected pulse height. This broadening is significantly accentuated by the absorbing side walls of the modified blocks. A clear increase of the photopeak channel is induced as a function of the depth of the sideward fan beams. Formally, the pulse height response to the frontal flood of y-rays can be described by:
where dN/dZ is the events' differential depth distribution and dP/dZ is the so-called DO1 response, a monotonic function relating the photopeak pulse height, P , of events interacting in a given crystal to their depth-of-interaction.
From the results in Figure 2 , this function is close to a constant for the original block. For the modified one, it can be fitted by a polynomial of first or second order.
Equation (1) also implies that knowledge of dN/dZ and dN/dP for a frontal flood of y-rays allows calibration of the DO1 response of the block without sideward fan beams. A first practical implementation of this approach is discussed in [6] . The overall agreement between the measured and simulated DO1 response curves proves to be good for the unmodified block and the F=3 m m modification. For these, the simulation predicts to a good accuracy the depth dependence of the photopeak pulse height on a crystal-by- 
B. Depth Resolution
IJsing its Monte Carlo history, the depth residual of each event was calculated as the difference between the Z coordinate estimated from its pulse height and crystal DO1 response, and the depth of its energy weighted centroid. Figure 4 presents simulated depth residual distributions for the crystals along the diagonal of a quadrant of the HR PLUS block. The distributions before and after modification with F=3 m m are first shown for a flood source of 511 keV y-rays incident on the front face of the blocks. In addition, for the modified block, the residuals are also shown for sideward fan beams at four different depths.
Where statistically meaningful, the FWHMs of gaussian fits to the residual distributions of the modified block are given on the figure. The residual distributions for the frontal flood source demonstrate the overall improvement in depth resolution with the addition of absorbing crystals' side walls. While the unmodified block has poor depth resolution, the inner crystals of the modified one present residual distributions of 6 to 7 mm FWHMs. The corner crystal displays a FWHM of only 13 m m due to its poorer pulse height resolution. The depth dependence of the modified block's resolution is also clear from the variation (of the residual widths observed with the four fan beam d.ata sets. As a percentage of the fan beam depth coordinates, the resolution steadily improves from shallow to deep interactions as can be expected from the variation of the photopeak pulse height resolution.
C. respectively. The maximum of the vertical scale truncates the peak of the distributions at the corner of the block and was chosen to emphasize the central region. The figuire highlights the impact of the absorbing side walls on the position response of the block. The modified block is characterized by a stronger pin cushion distortion that pulls {,he position response distribution towards the edge and corner of the block. This is possibly caused by the absolute loss in scintillation photons available to the three PMTs not directly coupled to the quadrant. While still showing resolved peaks, the position response of the inner crystals presents poorer peak-to-valley ratios. Table 1 compares the probabilities to correctly assign events incident on crystals along the diagonal of each block as predicted by the simulation. Simple rectangular regionsof-interest (ROIs) were used to delimit the contribution of The center crystal, D, presents the most significant loss, with 16% less encoding accuracy. This is due to the increased pin cushion distortion of the modified block, which stretches its position response towards X,=1 or Y,=l. While this increases the miscoding of events incident at the center into the outer crystals, it also tends to suppress the probability to miscode events incident on the edge and corner ones, since these are already at the edge of the signal space in the unmodified block. In this work, we presented a Monte Carlo model of a DO1 sensitive version of the EXACT H R PLUS. The impact of absorbing crystal side wall reflectors was accounted for by the addition of one free parameter to our previous description of the original block [8] . The model reproduced well the measured depth sensitivity of the photopeak pulse height for the crystals making a quadrant of a second block prot,otype before and after the same modification. The model however could not predict the additional drop in the absolute values of the photopeak pulse heights observed when the block was further modified over a segment of F=5 mm. This discrepancy remains unexplained and indicates the failure of our effective model to account accurately for all details of the surface finish of this last version of the block.
Impact on the Position Response
With side walls made absorbing over a segment of F=3 m m , an averaged depth resolution of 6 to 7 m m is predicted for the inner crystals of the block. The absolute loss in photostatistics available to encode the edge and corner crystals translates into a depth resolution significantly poorer than a t the center. The most significant miscoding increase was found to take place a t the center, with 16% less position encoding accuracy in the modified block compared to the unmodified one. T h a t a depth resolution better than 10 m m is possible with this approach without sacrificing too much of the original transverse position resolution is well supported by the performance measurements reported in [6] .
