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We study the rare fluctuations or large deviations of time-integrated functionals or observables of
an unbiased random walk evolving on Erdo¨s–Re´nyi random graphs, and construct a modified, biased
random walk that explains how these fluctuations arise in the long-time limit. Two observables
are considered: the sum of the degrees visited by the random walk and the sum of their logarithm,
related to the trajectory entropy. The modified random walk is used for both quantities to explain
how sudden changes in degree fluctuations, similar to dynamical phase transitions, are related to
localization transitions. For the second quantity, we also establish links between the large deviations
of the trajectory entropy and the maximum entropy random walk.
I. INTRODUCTION
Stochastic processes evolving on graphs are used to
model a variety of natural and man-made phenomena,
ranging from search algorithms and the spreading of in-
fections, damages, attacks or rumors to the detection of
communities in social networks and the efficient propa-
gation of information in communication networks [1–3].
The focus in these applications is generally on averaged
quantities such as mean first-passage times, commonly
used as an efficiency measure in random search algorithms,
or stationary distributions giving the average state occu-
pation. Much less is understood about the occurrence of
fluctuations or rare events far away from average or typi-
cal values, related, for example, to the rapid spreading of
a disease in a dispersed population or faster-than-average
location of a target node in a network.
How “rare events” are defined and how their probabili-
ties are calculated depend on the application considered.
One can study, for example, the evolution of N random
walkers on a graph and calculate the probability that n
of them reach a given node at a given time, with n being
much smaller or larger than the mean number of walkers
expected on that node, as given by the stationary distri-
bution of the random walkers. This type of “occupation”
rare event was studied recently in [4–6] and is relevant for
investigating, for example, congestion in communication
networks resulting from a high number of data packets
reaching servers with limited capacity.
A different approach is to look at rare events arising
from atypical initial conditions such as a low number
of “infected” or “damaged” nodes evolving by contact
or percolation dynamics to a large connected component
[7–11]. Similarly, one can study how an initially large
population spread on a network becomes extinct in time
[12–16] or how a process transitions, more generally, be-
tween macroscopically distinct states [17]. If the process
is a deterministic dynamics, then a rare event arises in
this case from the random choice of an initial condition
propagated by the dynamics to a final random state.
In this paper, we follow a more dynamical approach
initiated by De Bacco et al. [18], whereby a single random
walker hops on a random graph and accumulates each
time it jumps a certain “cost” related, for example, to the
degree of the node visited or other characteristics of that
node. If the random walk is ergodic, then the mean cost
(i.e., the total cost divided by the total number of jumps)
will converge with probability 1 to the ergodic average
of the cost as the number of jumps increases, meaning
that the cost of most trajectories of the random walk is
very close to that average. However, for any large but
finite number of jumps, there is a small probability that
the mean cost will depart significantly from this average.
Our goal is to calculate the probability of these rare cost
fluctuations using large deviation theory [19–21] and to
understand how they arise dynamically from atypical
trajectories of the random walk. This can be useful to
target high or low connectivity regions in random graphs,
so as to understand, for example, how congestion builds
up in transport or data networks.
The cost that we consider is the mean degree of the
nodes visited by an unbiased random walk on Erdo¨s–
Re´nyi random graphs, which was also considered in [18].
Our contribution is to clarify some of the hypotheses used
in that work to approximate the large deviation functions
characterising the cost fluctuations, and to derive the
so-called driven process, which is a modified random walk
that explains how specific cost fluctuations are created
in time [22–25]. This is useful, as we will see, to under-
stand how dynamical phase transitions arising in cost
fluctuations are linked to localization transitions, as first
reported in [18]. On a more practical level, the driven
process can also be controlled to identify nodes with low
or high degree, in addition to other graph properties,
without knowing the detailed structure of the graph.
To complement these results, we consider another cost
given by the sum of the logarithm of the degrees visited
by the random walk, which is related to the trajectory
entropy and entropy rate of the random walk. In this
case, we re-obtain recent results related to the maximum
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2entropy random walk [26–28], thereby providing a new in-
terpretation of this random walk based on large deviation
theory. We conclude by discussing the applicability of our
results to other random processes, graph ensembles, and
cost functions.
II. MODEL AND LARGE DEVIATIONS
Let G = (V,E) be an undirected graph with V denoting
the set of N vertices and E the set of M edges. We
consider a random walk {X`}n`=1 evolving on this graph
according to the transition probability
Πij =
Aij
ki
(1)
of going from node X` = i at time ` to node X`+1 = j at
time `+ 1. Here, Aij is the adjacency matrix of G
Aij =
{
1 i, j are connected
0 otherwise
(2)
and ki is the degree of the starting node i, given by
ki =
∑
j∈V
Aij . (3)
This choice of transition probability defines the unbiased
random walk (URW), as it has a uniform probability of
going from node i to any of its first neighbours j ∈ ∂i.
The properties of the URW are well known [1]. In
particular, if G has no disconnected component, then the
random walk is ergodic and so has a unique stationary
distribution, which is easily found to be proportional to
the degree:
p∗i =
ki∑
i∈V ki
=
ki
2M
. (4)
The random walk is also reversible, as it satisfies the
property of detailed balance with respect to the stationary
distribution:
p∗iΠij = p
∗
jΠji. (5)
This can be used to transform Πij to the symmetric matrix
Πˆij = (p
∗
i )
1/2Πij(p
∗
j )
−1/2, (6)
which implies that the spectrum of Πij is real [18].
Following the introduction, we assume that the random
walk accumulates a cost in time given by
Cn =
1
n
n∑
`=1
f(X`), (7)
where f is any function of the node state. This cost is also
called a dynamical observable in nonequilibrium statistical
mechanics [21]. Because of the ergodicity of the URW, we
have that Cn converges with probability 1 to the ergodic
average
〈f(X)〉p∗ =
∑
i∈V
p∗i f(i) =: c
∗ (8)
in the long-time limit n→∞. This concentration prop-
erty of time averages, corresponding in mathematics to
the ergodic theorem, is used in practice to estimate many
properties of large graphs such as the degree distribution
or more involved centrality measures, by running random
walks on those graphs for long times. In particular, if we
choose f(X`) = δX`,i, then Cn converges to the stationary
probability p∗i , whereas if f(X`) = kX` , the degree visited
by X`, then Cn converges to the average degree of the
graph.
Here, we study the fluctuations of Cn around the typical
or concentration value c∗ by calculating its probability
distribution Pn(c) = P (Cn = c) in the limit of large
n. Following the theory of large deviations [19–21], this
distribution is known to have the exponentially decaying
form
Pn(c) = e
−nI(c)+o(n), (9)
where o(n) denotes corrections smaller than linear in n.
We thus focus on studying the decay or rate function,
given by the limit
I(c) = lim
n→∞−
1
n
lnPn(c), (10)
which characterizes the fluctuations of Cn to leading order
in n. This function is positive, I(c) ≥ 0, and is equal to
zero for ergodic random walks only for c∗, so that Pn(c)
decays exponentially fast with the final time n, except at
c∗ where it concentrates exponentially.
To obtain the rate function, we use the Ga¨rtner–Ellis
Theorem [19–21], which states that I(c) is given by the
Legendre transform of the scaled cumulant generating
function (SCGF)
Ψ(s) = lim
n→∞
1
n
ln〈ensCn〉, s ∈ R (11)
if the latter is differentiable. For ergodic Markov chains,
including ergodic random walks, the SCGF is known to
be given by the logarithm of the dominant or principal
eigenvalue ζmax of the following positive matrix [19]:
(Π˜s)ij = Πije
sf(i), (12)
called the tilted matrix. Thus,
Ψ(s) = ln ζmax(Π˜s). (13)
Moreover, it is known that the principal eigenvalue is
differentiable whenever the state space (here, the set of
nodes) is finite [29], so we can write in the end
I(c) = scc−Ψ(sc), (14)
3where sc is the unique root of Ψ
′(s) = c [30].
Obtaining the rate function is a difficult problem in
general, as it is based on calculating the dominant eigen-
value of a positive matrix. This cannot be carried out
analytically for most graphs, unless there are obvious
structures or symmetries. However, the SCGF can be
computed numerically fairly directly for any finite graph,
since the tilted matrix Π˜s is typically sparse and can be
transformed, as in (6), to a symmetric matrix for which
fast eigenvalue routines can be used.
Following [18], we consider here Erdo¨s–Re´nyi (ER) ran-
dom graphs generated by connecting any two vertices with
probability p, so that the probability of a graph G having
N vertices and M edges is the binomial distribution over
the N(N − 1)/2 possible edges:
PN,p(G) = p
M (1− p)N(N−1)/2−M . (15)
We also consider the sparse regime where the link prob-
ability is chosen as p = α/N with α > 1. In this case,
it is known that the following properties apply in the
“thermodynamic limit” where N →∞ [2, Chap. 12]:
1. The average degree 〈k〉, calculated over the whole
ER graph ensemble, converges to α.
2. Most graphs have a giant connected component of
size proportional to N .
3. The empirical degree distribution PˆG(k), giving the
frequencies of the degrees in a given graph G, con-
verges with probability 1 to the Poisson distribution,
PPoisson(k) =
αke−α
k!
, (16)
with average 〈k〉 = α.
4. The nodes become asymptotically independent as
the probability P (k′|k) of observing a node of degree
k′ linked to a node of degree k converges to
Q(k′) =
k′PPoisson(k′)
〈k〉 =
k′αk
′−1e−α
k′!
, (17)
which does not depend on k.
5. There are degree-degree correlations in the giant
component, which decay, however, with increasing
α [31, 32].
These properties are useful for deriving analytical ap-
proximations of Ψ(s) and I(c) for large ER graphs having
a high mean connectivity α, as found for the mean degree
[18]. Our goal here is to revisit these approximations,
discuss their validity, and to consider a new observable
related, as mentioned, to the maximum entropy random
walk.
To understand how large deviations are created in time,
we will also construct the driven process associated with
a given fluctuation Cn = c. In our context, this process
is a locally-biased version of the URW (see Appendix E
of [24]) whose transition probability matrix is given by
(Πs)ij =
(Π˜s)ijrs(j)
rs(i)eΨ(s)
=
Πije
sf(i)rs(j)
rs(i)eΨ(s)
, (18)
where rs is the eigenvector associated with the principal
eigenvalue of Π˜s [33]:
Π˜srs = ζmax(Π˜s)rs = e
Ψ(s)rs. (19)
The interpretation of the driven process, which is also
called the auxiliary or effective process [22], follows what
we mentioned in the introduction: it is the effective dy-
namics of the subset of paths of the random walk leading
to a fluctuation Cn = c away from the typical value c
∗,
and so it is, in that sense, the effective biased random walk
that explains how that fluctuation is created up to time n
[23–25]. To match the fluctuation Cn = c, the parameter
s must be chosen such that Ψ′(s) = c or, equivalently,
I ′(c) = s. This is similar to fixing the equilibrium energy
of the canonical ensemble by fixing its inverse temperature
to the derivative of the entropy [23]. Here, we fix s so as
to transform an atypical value or fluctuation Cn = c seen
for the original URW into a typical value of Cn for the
biased random walk.
III. MEAN DEGREE
The first observable or cost that we consider is the
mean degree, defined by
Cn =
1
nα
n∑
`=1
kX` , (20)
where X` is the node visited by the URW at time `. This
observable, with α in the denominator, is normalized to
〈Cn〉 =
N∑
i=1
p∗i
ki
α
=
∑
k≥0
PPoisson(k)
k
α
= 1 (21)
if we average the random walk in an annealed way over
the whole ensemble of ER graphs. In our case, we consider
random instances of the ER ensemble (quenched regime)
and initialise the URW on the giant component, so as to
avoid non-ergodic effects related to small disconnected
components of the graph or single disconnected nodes
[18]. As a result, the stationary average with PPoisson
above must be computed instead with Q(k), as given by
(17), since we are considering nodes that are necessarily
connected (k ≥ 1), leading to
〈Cn〉Q =
∑
k>0
Q(k)
k
α
=
α+ 1
α
= c∗ (22)
for the typical or concentration value of Cn. This applies
in the sparse regime if N and α are large enough, in which
case the giant component is representative of the “bulk”
properties of most graphs in the ER ensemble [32]. This
point is important; we will come back to it to understand
the typical and large deviation properties of the URW.
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FIG. 1. (Color online) Large deviation functions of the mean degree for the URW on ER graphs with α = 20 (top row) and
α = 4 (bottom row). Left column: Scaled cumulant generating function Ψ(s). Middle column: Derivative of Ψ(s). Right column:
Rate function I(c) obtained by Legendre transform of Ψ(s). All results were obtained by averaging over 100 graphs.
A. Large deviations
To describe the fluctuations of Cn around c
∗, we calcu-
lated the SCGF by finding numerically the largest eigen-
value of the tilted matrix Π˜, symmetrized according to (6),
and by averaging over 100 graphs to obtain results that
are representative of the ER ensemble [34]. The results
are shown for different graph sizes in the left column of
Fig. 1 for α = 20 (top) and α = 4 (bottom), and are
also compared with a random degree or mean-field (mf)
approximation of Ψ(s) proposed in [18], having the form
Ψmf(s) = ln〈esk/α〉Q = αes/α + s
α
− α. (23)
The results for α = 20 do not show, as can be seen, much
variation across different graph sizes, and agree relatively
well with the mean-field approximation and its derivative,
shown in the middle column, which reproduces the mean
Ψ′mf(0) =
α+ 1
α
. (24)
By comparison, the results obtained for α = 4 show more
variations for each system size, even though the results are
averaged over graphs, and are not well reproduced by the
mean-field approximation. The mean c∗ is correctly repro-
duced, but the derivative of Ψ(s) varies rapidly around
s = 0 and saturates quickly for |s|  1 compared to
Ψ′mf(s), which is a shifted exponential.
The same can be noted for the rate function, obtained
by computing the Legendre transform of Ψ(s) according
to (14). For α = 20, the result agrees well with the mean-
field rate function, given by the Legendre transform of
Ψmf(s):
Imf(c) = 1 + α− αc+ α
(
c− 1
α
)
ln
(
c− 1
α
)
(25)
for c ≥ 1/α. This function is parabolic around c∗ and
scales like αc ln c − αc for c  c∗, predicting that Pn(c)
concentrates in a Gaussian way around c∗, with a variance
given by [21]
Ψ′′mf(0)
n
=
1
nI ′′mf(c∗)
=
1
αn
, (26)
and that its right tail decays according to
Pn(c) ∼ c−nαcenαc, c c∗. (27)
This applies for α = 20 and for highly connected graphs,
in general, having a large average degree. For α = 4, the
rate function departs from the mean-field approximation:
the former lies under the latter, implying that fluctuations
of Cn in low-connectivity graphs are more likely than pre-
dicted by the mean-field approximation. This is especially
true for c < c∗. There we see that I(c) is close to 0 and
increases nearly linearly as c→ cmin = 3/8 because of the
rapid increase of Ψ′(s) left of s = 0 [35]. Such a linear
part in the rate function seems to signal the appearance
of a dynamical phase transition (DPT), interpreted as a
“co-existence” of random paths that visit nodes with low
degree and paths that visit the whole graph.
These results and observations were more or less al-
ready noted in [18]. To understand them, note that Cn
is the sum of the degrees visited by the random walk in
time, and does not carry, as such, all the information
about that walk. In fact, we know that the node degrees
5are asymptotically uncorrelated for ER graphs, as noted
before, which means that Cn is essentially a sum of in-
dependent degrees – the random degrees visited in time
– which are identically distributed, in the limit of large
graphs, according to Q(k). This explains the mean-field
result: for sample means of independent and identically
distributed (iid) random variables, the SCGF reduces to
the cumulant of one random variable with distribution Q,
leading to (23).
This explanation of the mean-field approximation is
different from the one given in [18]. There it is claimed
that the eigenvector rs(i) depends on the node i only via
its degree ki and that this property leads, in the spectral
equation (19), to the mean-field expression of the SCGF.
Numerically, we do not find that rs(i) is a function of
the degree ki either exactly or asymptotically for large
graphs [36]. Moreover, it can be checked that the spectral
equation (19) does not yield the cumulant of Q if rs(i)
is assumed to be a function of the degree – the resulting
equation is similar to (23), but has an extra degree term
that cannot be eliminated to obtain that cumulant [37].
To properly understand the mean-field approximation,
note that Cn has the form of a sum of random variables
k1, k2, . . . , kn forming, technically, the visible layer of a
hidden Markov chain, defined by
k` = f(X`) = kX` , (28)
where X1, X2, . . . , Xn is the Markov chain (i.e, the URW)
in the hidden layer. In general, the evolution of the visible
layer is not Markovian, especially if it is a deterministic
“coarse-graining” of the hidden layer [38], as is the case
here (coarse-graining from node to degree). The URW
on ER graphs is special, in that the visible layer happens
to be iid because of the uncorrelated nature of the giant
component when N →∞ and α is large enough.
With this explanation, it should be clear that there are
not one but two assumptions involved in the mean-field
approximation: 1- the degrees visited are uncorrelated,
and 2- the frequency of the degrees visited by the random
walk is Q. These assumptions play at different levels
depending on the value of N and α. For α = 20, we have
found that replacing Q in the expectation defining Ψmf(s)
by the actual degree distribution PˆG(k) of the graph G
considered gives a better approximation to Ψ(s), which
shows that the uncorrelated assumption is verified, but
that the graphs considered were not large enough to have
PˆG = Q. The different Ψ(s) obtained for different graphs
are then accounted for by the fluctuations of PˆG around
Q, which can be described in principle by large deviation
theory using Sanov’s Theorem [20].
For α = 4, however, the mean-field approximation
is not good even when calculated with PˆG because the
uncorrelated assumption is not verified: there are degree-
degree correlations in the different parts of the graph
(center or edge) visited by the URW, which get stronger
as |s| → ∞. Moreover, in this case there is a cut-off in
the maximum degree seen in finite-size graphs, compared
with the mean-field prediction, leading to the saturation
of Ψ′(s) seen for s→∞. This saturation or “linearization”
effect arises whenever the quantities sampled (here the
degrees) are artificially bounded [39]. Finally, note that
the mean-field approximation wrongly predicts that the
minimum value of Cn is 1/α because the degrees visited
can be equal to 1 at all times assuming they are iid.
For the URW on the giant component, a degree 1 can
only be followed by a degree of at least 2, leading to
cmin = 3/(2α).
B. Biased random walk
To understand how fluctuations of the mean degree arise
dynamically, we now study the driven process, which is
the biased random walk (BRW) with transition matrix Πs
defined in (18). To this end, we calculate its stationary
distribution, which is known [24] to be given by
ps(i) = rs(i)ls(i), i ∈ V, (29)
where rs is the “right” eigenvector of the tilted matrix
Π˜s satisfying (19), whereas ls is its “left” eigenvector
satisfying
lsΠ˜s = e
Ψ(s)ls (30)
as a row vector. These are normalized so that∑
i∈V
ls(i) = 1,
∑
i∈V
rs(i)ls(i) = 1. (31)
The results are presented in Fig. 2, which shows, for
different values of s, the random graph considered in our
computation with each node i ∈ V sized proportionally
to the value of ps(i). The results obtained are specific to
that random graph, but are generic in the way that ps(i)
concentrates on different nodes of the graph as a function
of the tuning parameter s. For s = 0, in particular, p0 is
the stationary distribution p∗ of the URW, which means
that the nodes’ sizes seen in the top graph of Fig. 2 are
proportional to their degree, as in (4).
As we increase s, we see that ps concentrates on nodes
with higher degree, as the URW is deformed by Πs to a
BRW that visits higher-degree nodes in order to achieve
a typical cost c = Ψ′(s) larger than the mean cost c∗
achieved by the URW. In the limit s → ∞, the BRW
reaches the largest cost, realized not by the largest-degree
node, since the random walk has no self-loops or self-
jumps, but by the two connected nodes with largest de-
grees. These nodes are likely to be unique and isolated,
as noted in [18], since ER graphs have few high-degree
nodes, so the BRW typically concentrates, for large s, to a
very small “island” of highly-connected nodes, located in
Fig. 2 inside the graph because of the drawing algorithm
used. The degree correlations in this island are necessarily
different from those found in the whole ER ensemble and
the giant component, which explains why the mean-field
approximation is not good for large s.
6s = 0
s = −0.1 s = 0.1
s = −0.2 s = 0.2
s = −0.3 s = 0.3
s = −1.0 s = 1.0
s = −2.0 s = 2.0
FIG. 2. (Color online) Graphical illustration of the stationary distribution ps of the BRW on an ER graph with 250 nodes. The
same graph is plotted for different values of s by sizing each node i ∈ V proportionally to ps(i).
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By decreasing s from 0, we obtain a different picture.
Then the BRW moves to low-degree nodes, located on
the “edge” of the graph, so as to accumulate in the long-
time limit a cost c = Ψ′(s) lower than the mean c∗. As
s → −∞, it further concentrates on the lowest-degree
nodes, reaching first tree-like nodes, as seen in Fig. 2,
and ultimately dangling pairs of nodes or “hairs” with
degrees k = 1 and k = 2, which also leads to a strong
departure from the mean-field assumption that all degrees
be accessible from any node.
These transitions to highly and lowly connected nodes
are clearly seen in Fig. 3 in the plot of the inverse partic-
ipation ratio (IPR) [40], defined as
IPR =
∑
i∈V
ps(i)
2. (32)
There we see that the IPR is close to 0 when s = 0, since
p0 = p
∗ is spread over all the nodes, and grows toward
1/2 as s→ ±∞, since ps then concentrates on two nodes
in both limits. The localization is quicker for s < 0,
especially if we consider low connectivity graphs (α = 4),
because the degree distribution is then less spread and
more skewed: the mean degree is closer to the lowest than
the largest degree, so localization toward hairs is faster
than toward high-degree nodes.
The transition to the hairs also explains why Ψ′(s) is
steep below s = 0, leading to the near-linear part of I(c).
One way to interpolate between the lowest and the mean
degrees is for the random walk to reach one hair and stay
there for some fraction of the total time n, before moving
to the bulk of the graph for the remaining fraction of
time. This realizes the “co-existence” of paths mentioned
before and predicts, by analogy with Markov chains with
absorbing states (see Appendix A), a linear section of I(c)
with a slope equal to the decay probability of the random
walk from hair to bulk. In this sense, the transition is not
a switching between different fluctuation mechanisms, as
seen, for example, in [41], but the result of an absorbing-
like dynamics where the random walk survives in hairs
for a given fraction of the total time. This interpretation
is consistent with the results of [18], showing that the
gap between the first two largest eigenvalues of the tilted
matrix Π˜s decreases as N → ∞ around the transition
(see their Fig. 5). Such a closing of the gap is also seen in
Markov chains that become absorbing in some limit.
Whether this transition is a “genuine” DPT that be-
comes sharp in the thermodynamic limit is not clear at
this point. For N < ∞, the transition is rounded or
smeared [42] because the URW has a finite probability to
reach hairs from the bulk, so it is not strictly absorbing
(see Appendix A). For the transition to become sharp,
one needs to show that this return probability vanishes
as N → ∞, which happens if the bulk is a complete
graph of size N or, more generally, if the degrees of the
nodes in the bulk grow uniformly in N , none of which
applies to ER graphs in the sparse limit. Nevertheless,
the URW can become trapped in the bulk as a result of
more nodes being accessible in the thermodynamic limit.
More numerical or analytic work is required to verify this
and to determine, more precisely, the scaling of the return
probability with N .
If confirmed, the DPT must be first-order and not
second-order, as claimed in [18], since it is associated
with a jump in the derivative of the SCGF, which is
rounded off again for finite-size graphs. Moreover, the
DPT cannot be accounted for by the mean-field approx-
imation or by assuming that the degrees visited by the
URW form a Markov chain, as both approaches predict
a smooth SCGF. Degree-degree correlations must be in-
volved, since the BRW again concentrates as a function
of s on a restricted set of nodes having different degree-
degree correlations compared to the giant component or
the whole ER ensemble [32].
IV. MEAN ENTROPY
As a second observable, we consider
Cn =
1
n
n∑
`=1
ln kX` , (33)
where kX` is, as before, the degree visited by the random
walk at time `. This variation of the mean degree, involv-
ing the logarithm, is related to the entropy rate of the
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URW [28, 43, 44], defined by the limit
h = lim
n→∞
1
n
H(X1, . . . , Xn), (34)
where H(X1, . . . , Xn) is the entropy of the probability dis-
tribution P (x1, . . . , xn) over the possible paths x1, . . . , xn
of the URW. For ergodic random walks, it is known [43]
that the limit reduces to
h = −
∑
i,j
p∗(i) Πij ln Πij , (35)
where p∗ is the stationary distribution of the random walk
and Πij is its transition probability, given for the URW
by (1). As a result, we find
P (x1, . . . , xn) = P (x1)
n−1∏
`=1
k−1x` , (36)
for the connected paths, where P (x1) is the initial distri-
bution of the URW. Up to boundary terms at ` = 1 and
` = n that do not influence the large deviations, we can
therefore write
Cn = − 1
n
lnP (X1, . . . , Xn), (37)
leading to
h = lim
n→∞〈Cn〉 = 〈ln kX〉p∗ =
1
2M
∑
i∈V
ki ln ki. (38)
The entropy rate is also called the Kolmogorov–Sinai
entropy and represents, from (34), the mean information
per step generated by the URW [43]. The observable Cn,
on the other hand, is sometimes called the fluctuating
trajectory entropy [45] or the self-process [21], since it
is a random variable of the process (the random walk)
involving the very distribution of that process.
A. Large deviations
As before, we are interested in the fluctuations of Cn
around its mean, corresponding, as above, to the entropy
rate. The tilted matrix now has the form
Π˜ij = Πije
s ln ki = Πijk
s
i = Aijk
s−1
i . (39)
The eigenvalue equation (19) still cannot be solved ex-
actly and so we resort, as for the mean degree, to exact
numerical diagonalization to find the largest eigenvalue
giving the SCGF and, by Legendre transform, the rate
function.
The results are presented in Fig. 4. They are similar to
those obtained for the mean degree, in that we also find a
relatively good agreement between the exact results and
the mean-field approximation for highly connected graphs
(α = 20), but not for low connected graphs (α = 4),
although the saturation effect for s < 0 is present in
both. The minimum value Cn = 0 predicted by the mean-
field approximation is also wrong in both cases, being
cmin = ln(2)/2 in the URW. Note that the mean-field
SCGF is now given by
Ψmf(s) = ln〈ks〉Q. (40)
Contrary to the mean degree, the expectation with Q has
no closed-form expression, so we compute it numerically
by truncating the sum to a high degree. From the SCGF,
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biased stationary distribution ps for the mean entropy. Top:
α = 20. Bottom: α = 4.
we then compute the Legendre transform numerically to
obtain the mean-field rate function shown in the right
plots of Fig. 4.
Looking at the results for α = 4, we can see that there is
an abrupt transition in Ψ′(s), leading as before to a near-
linear part in the rate function I(c). The interpretation of
this rounded transition is the same as for the mean degree:
it comes from the survival probability of the random walk
staying in a hair for a fraction of the total time n, and
is more abrupt than for the mean entropy because the
logarithm has the effect of lowering the value of Cn. The
power-law form in k of the mean-field SCGF, coming also
from the logarithm, is less affected by linearization effects,
explaining why the agreement for s large is good even for
α small. This is confirmed by the plots of the IPR which
show a slower localization for s > 0 but faster localization
for s < 0, compared with the mean degree (Fig. 5). We
do not show the graph representation of the stationary
distribution ps of the BRW, as it is similar to the one
found for the mean degree.
B. Maximum entropy random walk
The form of the tilted matrix for the mean entropy leads
to an interesting relation between the BRW defined by (18)
and the maximum entropy random walk (MERW) defined
as the random walk on G achieving the largest entropy
rate [28] or, equivalently, the random walk that has a
uniform probability distribution for all paths connecting
any two nodes [26]. For s = 1, we indeed find from (39)
that the tilted matrix Π˜ is the adjacency matrix, which
means that the transition matrix of the BRW is
(Π1)ij =
Aij
eΨ(1)
r1(j)
r1(i)
, (41)
where r1 is the eigenvector of A and e
Ψ(1) is the dominant
eigenvalue of A. This reproduces the known transition
matrix of the MERW [26], which is expected since the
BRW corresponds to the URW conditioned on the value
of Cn. As we condition here on the entropy rate, the
URW conditioned on reaching the maximum entropy rate
must coincide with the MERW.
This result is confirmed by calculating the entropy rate
of the BRW:
hs = −
∑
i,j∈E
ps(i)(Πs)ij ln (Πs)ij , (42)
which can be expressed in terms of the SCGF as
hs = Ψ(s) + (1− s)Ψ′(s). (43)
This follows by substituting in hs the expressions of ps
and Πs for the BRW and using the normalization condi-
tion (31). It can be checked that this expression has a
maximum at s = 1, which is a global maximum because
h1 represents the maximum entropy rate. This can be
seen in Fig. 6, which shows hs as a function of s for graphs
with α = 20 (top) and α = 4 (bottom). The value at
s = 1 corresponds to the entropy rate of the MERW,
h1 = Ψ(1) = ln ζmax(A), (44)
while
h0 = Ψ(0) + Ψ
′(0) = Ψ′(0) = h (45)
is the entropy rate of the URW. For comparison, we also
show in Fig. 6 the entropy rate obtained from the mean-
field approximation, as well as the entropy rate of the
BRW on an α-regular graph, which is constant, since Cn
can only take the value lnα, so that Ψ(s) = s lnα and,
therefore, hs = lnα. Finally, note that h→ 0 as s→∞
or s→ −∞, since the BRW gets localized in both limits
onto two sites, on which it oscillates in a deterministic
way.
V. CONCLUSION
We have shown in this paper how to use tools from
large deviation theory to study the fluctuations of time-
integrated costs or observables of random walks evolving
on random graphs, and how these fluctuations can be
understood in terms of modified or biased random walks
that represent, in the long-time limit, a random walk
conditioned on reaching a certain fluctuation. Our results
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clarify the source and nature of apparent fluctuation tran-
sitions, first reported in [18], by proposing a mechanism
explaining them, and provide insights about the maxi-
mum entropy random walk [26–28], which is equivalent
to an unbiased random walk conditioned on reaching the
maximum log-degree cost.
The same tools can be used to study the fluctuations
of other stochastic processes evolving on random graphs,
including biased random walks (in discrete or continuous
time), systems of many random walkers (independent
or correlated), and interacting particle systems such as
the exclusion or the zero-range process [46]. Other ob-
servables can also be considered to target different graph
properties, including the sum of degrees squared, which
can be related to information and disease spreading via
the epidemic threshold [3], indicator functions related
to occupations [47], jump-type observables involving two
nodes linked by a transition [24], as well as observables
depending on in- and out-degrees, when considering di-
rected networks. The tilted matrix can be constructed
explicitly for these examples, but might be too large to be
diagonalized explicitly. In this case, numerical methods
based on cloning [48–50] or adaptive sampling [50–52] can
be used to compute large deviation functions by direct
simulations of random walks.
More work is required to confirm that the transitions
reported in [18] and here are “genuine” dynamical phase
transitions that become sharp in the thermodynamic limit
of infinite graphs. For this problem, we expect degree-
degree correlations to play an important role, as the tran-
sitions are related to confined and low-connected regions
of random graphs that lack the uncorrelated property of
the whole Erdo¨s–Re´nyi graph ensemble. Degree-degree
correlations should also be important when considering
other graph ensembles, such as small-world graphs, and
real networks, making the calculation and approximation
of large deviation functions more difficult.
To conclude, we note that all the results reported here
are ergodic-type results that assume that the random
walk has enough time to cover the entire graph [53]. This
means mathematically that the long-time limit n → ∞
is taken before the infinite-size limit N →∞. The case
where n is allowed to scale with N , so as to study different
regimes where, for example, the random walk has not yet
covered the whole graph, is equally interesting but much
more challenging to study.
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Appendix A: Absorbing Markov chains
Consider the Markov chain with states {0, 1} and tran-
sition matrix
Π =
(
1− a a
b 1− b
)
, (A1)
illustrated in Fig. 7. For this example, it is easy to see
that the rate function of the sample mean
Cn =
1
n
n∑
`=1
X`, (A2)
where X` ∈ {0, 1}, becomes linear in c as b → 0 [54].
In that limit, the state 1 of the Markov chain becomes
absorbing, which means that the probability of having
Cn = c is the survival probability (1− a)n(1−c) of staying
in 0 for n(1 − c) time steps, assuming that the random
walk starts in 0. Taking the large deviation limit (10), we
0 11− a
a
b
1− b
hairs bulk
FIG. 7. Simple two-state Markov chain. For b = 0, the state 1
is absorbing.
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then find
I(c) = (c− 1) ln(1− a), c ∈ [0, 1]. (A3)
This result is plotted in Fig. 8 and is compared with
the rate functions obtained with the tilted matrix Πs for
0 < b < 1, which become flat as b→ 0. It can be checked
by direct calculation that the derivative of the limiting
SCGF jumps at s = ln(1 − a), so there is a first-order
DPT in the absorbing limit, accompanied by a closing
gap between the two eigenvalues of the tilted matrix at
the same critical value of s.
The analogy with the mean degree large deviations of
the URW on ER graphs should be obvious. The state 0
corresponds to the smallest degree fluctuation that can
be achieved on a hair, whereas the state 1 corresponds
essentially to the average degree achieved on the bulk of
the graph. Accordingly, a represents the decay probability
of going from a hair to the bulk, which is 1/2 for “long”
hairs with a node of degree 1 attached to a node of degree
2, while b is the return probability of going from the
bulk to a hair. In the thermodynamic limit, we expect
the latter probability to decrease, since there are more
edges within the bulk that keep the URW away from
hairs. Whether b vanishes in the thermodynamic limit
determines, as mentioned, whether the transition seen at
the level of Ψ′(s) in Figs. 1 and 4 becomes a genuine DPT
in that limit.
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