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Abstract
This paper compares the homotopy perturbation method with the sine–cosine wavelet method for solving linear integro-
differential equations.
From the computational viewpoint, the homotopy perturbation method is more efficient and easier than the sine–cosine wavelet
method.
c© 2007 Elsevier Ltd. All rights reserved.
Keywords: Homotopy perturbation method; Sine–cosine wavelets; Orthogonal functions; Operational matrix; Integro-differential equations
1. Introduction
In recent years, the application of the homotopy perturbation method (HPM) [1–3] in nonlinear problems has been
developed by scientists and engineers, because this method deforms the difficult problem under study into a simple
problem which is easy to solve. Most perturbation methods assume a small parameter exists, but most nonlinear
problems have no small parameter at all. Many new methods, such as the variational method [4–6], variational
iterations method [7–12], various modified Lindstedt–Poincare methods [13–16], and others [17,18], are proposed
to eliminate the shortcomings arising in the small parameter assumption. A review of recently developed nonlinear
analysis methods can be found in [19]. Recently, the applications of homotopy perturbation theory have appeared in the
works of many scientists [20–24]; it has become a powerful mathematical tool [25,26]. We consider the application of
wavelet bases in solving linear integro-differential equations [27]. We use sine–cosine wavelets (SCW) on the interval
[0,1] to solve the linear integro-differential equations in [28]. In this paper, we propose the use of HPM to solve linear
integro-differential equations. and comparisons are made between SCW and the homotopy perturbation method.
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2. Properties of sine–cosine wavelets
2.1. Wavelets and sine–cosine wavelets
Wavelets constitute a family of functions constructed from the dilation and translation of a single function called
the mother wavelet. When the dilation parameter a and the translation parameter b vary continuously, we have the
following family of continuous wavelets [29]:
ψa,b(t) = |a|− 12ψ
(
t − b
a
)
, a, b ∈ R, a 6= 0.
If we restrict the parameters a and b to discrete values as: a = a−k0 , b = nb0a−k0 , where a0 > 1, b0 > 0, n and k are
positive integers, we have the following family of discrete wavelets:
ψk,n(t) = |a0| k2ψ(ak0 t − nb0),
which are a wavelet basis for L2(R). In particular, when a0 = 2 and b0 = 1, then ψk,n(t) becomes an orthonormal
basis [29]. Sine-cosine waveletsψn,m(t) = ψ(n, k,m, t) have four arguments; n = 0, 1, 2, . . . , 2k−1, k = 0, 1, 2, . . .,
the values of m as given in Eq. (2.2) and t as the normalized time. They are defined on the interval [0,1) as
ψn,m(t) =
{
2
k+1
2 fm(2k t − n) n2k ≤ t <
n + 1
2k
0 otherwise
(2.1)
with
fm(t) =

1√
2
, m = 0
cos(2mpi t), m = 1, 2, . . . , L
sin(2(m − L)pi t), m = L + 1, L + 2, . . . , 2L ,
(2.2)
where L is any positive integer. The set of SCW is an orthonormal set [28].
2.2. Function approximation
A function f (t) defined over [0,1) may be expanded as
f (t) =
∞∑
m=0
2k−1∑
n=0
cn,mψn,m(t), (2.3)
where
cn,m = ( f (t), ψn,m(t)), (2.4)
with (·, ·) denoting the inner product.
If the infinite series in Eq. (2.3) is truncated, then it can be written as
f (t) '
2L∑
m=0
2k−1∑
n=0
cn,mψn,m(t) = CTΨ(t), (2.5)
where C and Ψ(t) are 2k(2L + 1)× 1 matrices given by
C = [c0,0, c0,1, . . . , c0,2L , c1,0, . . . , c1,2L , . . . , c2k−1,0, . . . , c2k−1,2L ]T
Ψ(t) = [ψ0,0(t), ψ0,1(t), . . . , ψ(t)0,2L(t), ψ1,0(t), . . . , ψ1,2L(t), . . . , ψ2k−1,0(t), . . . , ψ2k−1,2L(t)]T (2.6)
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2.3. Sine–cosine wavelets’ operational matrix of integration
By the integration ofΨ(s) on [0, t] we obtain a vector. The components of this vector are in the form of a function,
say fi (t). Now, we can write fi (t) as follows:
fi (t) = PiΨ(t)
where Pi is a row vector. Suppose P is a matrix whose i-th row is Pi . Therefore we have:∫ t
0
Ψ(s)ds = PΨ(t) (2.7)
with Ψ(t) given in Eq. (2.6) and P a 2k(2L + 1)× 2k(2L + 1) matrix given by
P = 1
2k+ 12

F S . . . S
0 F . . . S
...
...
. . .
...
0 0 . . . F
 (2.8)
where S is a (2L + 1)× (2L + 1) matrix and F is a (2L + 1)× (2L + 1) matrix (see [27]).
The integration of the product of two SCW function vectors is obtained by
I =
∫ 1
0
Ψ(t)Ψ T (t)dt, (2.9)
where I is an identity matrix.
2.4. Sine–cosine wavelets direct method
Consider the following integro-differential equation: f ′(x) = λ
∫ 1
0
k(t, x) f (t)dt + g(x)
f (0) = f0
(2.10)
where g ∈ L2[0, 1), k ∈ L2([0, 1)× [0, 1)), and f is an unknown function.
If we approximate g, f ′ and k by (2.1)–(2.5) as follows:
g(x) ' GTΨ(x), f ′(x) ' F ′TΨ(x), f (0) ' FT0 Ψ(x), k(t, x) ' Ψ T (t)KΨ(x),
then
f (x) =
∫ x
0
f ′(t)dt + f (0)
'
∫ x
0
F ′TΨ(t)dt + FT0 Ψ(x)
' F ′T PΨ(x)+ FT0 Ψ(x)
= (F ′T P + FT0 )Ψ(x).
By substituting the above relation in (2.10) we have:
Ψ T (x)F ′ = λ
∫ 1
0
Ψ T (x)K TΨ(t)Ψ T (t)(PT F ′ + F0)dt +Ψ T (x)G
H⇒ Ψ T (x)F ′ = λΨ T (x)K T (PT F ′ + F0)+Ψ T (x)G
H⇒ (I − λK T PT )F ′ = λK T F0 + G.
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Table 1
Results for Example 1
x SCW HPM Exact solution
0.03125 1.098 1.09828 1.09829
0.15625 1.597 1.59799 1.59799
0.28125 2.323 2.32506 2.32507
0.40625 3.380 3.38295 3.38297
0.53125 4.919 4.92216 4.92218
0.65625 7.157 7.16170 7.16172
0.78125 10.414 10.42021 10.42024
0.90625 15.153 15.16132 15.16136
By solving this linear system, we can find the vector F ′, so
FT = F ′T P + FT0 H⇒ f (x) ' FTΨ(x).
3. Homotopy perturbation method
To explain HPM, we consider the following integro-differential equation
f ′(x) = g(x)+ λ
∫ 1
0
k(t, x) f (t)dt (3.1)
as
L(u) = u′(x)− λ
∫ 1
0
k(t, x)u(t)dt − g(x) = 0 (3.2)
with solution f (x). As a possible remedy, we can define homotopy H(u, p) by
H(u, p) = (1− p)F(u)+ pL(u) = 0 (3.3)
and continuously trace an implicitly defined curve from a starting point H(u, 0) to a solution function H(u, 1). The
embedding parameter p monotonously increases from zero to unity as the trivial problem F(u) = 0 is continuously
deformed to the original problem L(u) = 0. The embedding parameter p ∈ (0, 1] can be considered as an expanding
parameter [23]. HPM uses the homotopy parameter p as an expanding parameter to obtain
u = v0 + pv1 + p2v2 + p3v3 + · · · . (3.4)
When p → 1, (3.4) corresponds to (3.3) and becomes the approximate solution of (3.2), i.e.,
f = lim
p→1 u = v0 + v1 + v2 + v3 + · · · . (3.5)
The series (3.5) is convergent for most cases, and the rate of convergence depends on L(u), [23].
4. Numerical example
In the two examples below, k = 4, interval [0,1] is divided into sixteen sub-intervals, and we have considered the
middle points of the sub-intervals (see the second column of Tables 1 and 2).
Example 1. Consider the integro-differential equation:
u′(x) = 3e3x − 1
3
(2e3 + 1)x +
∫ 1
0
3xtu(t)dt (4.1)
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Table 2
Results for Example 2
x SCW HPM Exact solution
0.03125 0.9831 0.98078 0.98078
0.15625 0.5587 0.55557 0.55557
0.28125 −0.1963 −0.19509 −0.19509
0.40625 −0.8349 −0.83147 −0.83147
0.53125 −0.9812 −0.98078 −0.98078
0.65625 −0.5540 −0.55557 −0.55557
0.78125 0.1944 0.19509 0.19509
0.90625 0.8303 0.83147 0.83147
with the exact solution f (x) = e3x , [30]. By HPM, let F(u) = u′(x) − g(x) = 0. Hence, we may choose a convex
homotopy such that
H(u, p) = u′(x)− g(x)− p
∫ 1
0
k(t, x)u(t)dt = 0. (4.2)
Substituting (3.4) into (4.2), and equating the terms with identical powers of p, we have
p0 : v′0(x) = g(x)⇒ v0(x) = e3x −
1
6
(2e3 + 1)x2,
p1 : v′1(x) =
∫ 1
0
k(t, x)v0(t)dt ⇒ v1(x) =
(
5
24
e3 + 5
48
)
x2,
p2 : v′2(x) =
∫ 1
0
k(t, x)v1(t)dt ⇒ v2(x) = 38
(
5
24
e3 + 5
48
)
x2,
p3 : v′3(x) =
∫ 1
0
k(t, x)v2(t)dt ⇒ v3(x) = 964
(
5
24
e3 + 5
48
)
x2,
p4 : v′4(x) =
∫ 1
0
k(t, x)v3(t)dt ⇒ v4(x) = 27512
(
5
24
e3 + 5
48
)
x2.
...
Therefore, the approximate solution of Example 1 can be readily obtained by
f (x) =
∞∑
n=0
vn(x) = e3x − 16 (2e
3 + 1)x2 +
(
5
24
e3 + 5
48
)
x2 × (4.3)
{
1+ 3
8
+ 9
64
+ 27
512
+ · · ·
}
, (4.4)
and hence f (x) = e3x is the exact solution.
We solve Example 1 by SCW (with k = 4 and L = 1) and HPM (with twelve terms), the results of which are shown
in Table 1.
Example 2. Consider the integro-differential equation:
u′(x) = −2pi sin(2pix)− pi sin(4pix)+ 2pi
∫ 1
0
sin(4pix + 2pi t)u(t)dt, (4.5)
with the exact solution f (x) = cos(2pix). Typically, we may choose a convex homotopy by
H(u, p) = u′(x)− g(x)− 2ppi
∫ 1
0
k(t, x)u(t)dt = 0, (4.6)
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and continuously trace an implicitly defined curve from a starting point H(u, 0) to a solution function H(u, 1).
Substituting (3.4) into (4.6), and equating the terms with identical powers of p, we have
p0 : v′0(x) = g(x)⇒ v0(x) = cos(2pix)+
1
4
cos(4pix),
p1 : v′1(x) =
∫ 1
0
k(t, x)v0(x)dt ⇒ v1(x) = −14 cos(4pix),
p2 : v′2(x) =
∫ 1
0
k(t, x)v1(x)dt ⇒ v2(x) = 0,
...
and hence, vi = 0 for i ≥ 3. Therefore, the approximate solution of Example 2 can be readily obtained by
f (x) =
∞∑
n=0
vn(x) = cos(2pix)+ 14 cos(4pix)+
(
−1
4
)
cos(4pix)+ 0, (4.7)
and thus, f (x) = cos(2pix) is the exact solution.
We solve Example 2 by SCW (with k = 4 and L = 1), the results of which are shown in Table 2.
5. Conclusion
In this work, we proposed the homotopy perturbation method for solving linear integro-differential equations, and
comparisons were made with the sine-cosine wavelet method. This study showed that HPM is simple and easier to
use, and for most problems the results are better than those from SCW.
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