Abstract. In this paper, we use elementary symmetric polynomials in parameters to construct a Liapunov function for four-dimensional positive feedback systems. By applying it, we give a sufficient condition for every positive-time trajectory to converge to an equilibrium.
*i=/(*")-*i*i.
(1) xi = xj_l -ajxj, 2 < i < n, where ai > 0 for i = 1, 2, ... , n, and / is a C1 function with f(xn) > 0 for xn > 0. The xi represent chemical concentrations so the natural domain is the positive orthant R" . If /' > 0, the system describes a positive feedback loop [1, 2, 6, 7] , For the positive feedback system with n = 2 or n = 3, Selgrade [1, 2] shows that every positive-time trajectory converges to an equilibrium under appropriate conditions. Hirsch [5] provides another proof of Selgrade's result under slightly different assumptions. In earlier work [9] , the author presents a criterion for convergence of solutions of (1) with n = 3. By applying it to positive feedback loops, we can easily prove that every bounded solution of (1) is convergent. This criterion can also be applied to negative feedback loops and other systems. For higher dimensions, Hirsch [4] verifies that the positive-time trajectory of almost every point in R" is asymptotic to the equilibria. Moreover, Hirsch [5, p . 105] points out: "It is not known if the stronger results in dimension three can be generalized to n dimensions." Because Selgrade [3] shows that a Hopf bifurcation can occur in thê -dimensional positive feedback system (1) for n > 5, the stronger result which holds for n = 2 and n = 3 is not possible for n > 5; meanwhile, he points out: "The existence of periodic solutions is not clear" in four dimensions (see [3, p. 348] ). Therefore, the convergence question in four-dimensional positive feedback systems is still open.
The aim of this article is to construct a Liapunov function [8, 9, 10, 11] for fourdimensional positive feedback loops by using elementary symmetric polynomials in parameters at, a2, a3, and a4. By applying it, we shall give a sufficient condition for every solution of (1) for n -4 to approach an equilibrium; furthermore, if the equilibrium set is not a singleton, then the equilibrium is not the same for all solutions.
Henceforth, we assume n = 4 and replace a{, a2, a3, and a4 by a, b, c, and d respectively. The zeros of g determine the equilibria of (1). To be more precise, the equilibrium set of (1) is E = {x40 : g{xj = 0}, where 0 = (bed, cd, d, 1). Therefore, E is bounded if and only if the zero set of g is bounded. In this case we denote by x4 and y* the smallest zero and the largest zero of g respectively. The main result is stated as follows:
Suppose that / is a C1 function with f(x4) > 0 for x4 > 0. If there exist sequences wk -► 00 such that f{wk) < Dwk for k -1,2,..., and 0 <f'{xA)<4A(ABC-C2-A2D)/C (2) for x4 > 0, then every solution of (1) converges to an equilibrium. In particular, if the equilibrium set of (1) is bounded and the right inequality of (2) holds for ■*4 < -*4 < y*4 j then every solution of (1) converges to an equilibrium. For the Griffith model [6] we have
where p is a positive integer. For the Tyson-Othmer model [7] we have
where p is a positive integer and K > 1 .
then every solution of the Griffith equations converges to an equilibrium.
(ii) If It remains to prove that under the condition (2) every bounded solution of (1) converges to an equilibrium.
Let L -: t > 0}. Then E c L. We shall make a rotation transformation such that all equilibria lie on the x-axis. For this goal, the following transformation suffices: X = X, 4' y = x, -dx. 
x = j>,
Since (1) and (6) are equivalent, we only have to construct a Liapunov function for (6) .
Analysing the characteristic of the Liapunov function for three-dimensional feedback systems constructed in [9], we find that the Liapunov function is the sum of three classes of functions. One is a quadratic form, another is a product of the feedback function / and a linear homogeneous function for variables, and the third is a product of a constant and the integral of the feedback function /. Enlightened by this idea, we shall try to construct a Liapunov function for (6) that has the form: 2 2 2 2 V = aux + a22y + a^z + a44u + 2al2xy + 2anxz + 2al4xu + 2a23yz + 2a24yu + 2a34zu + (bxx + b2y + b3z + b4u)f(x) + c{ / f(t)dt.
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Choosing the coefficients aij, bk, c, suitably so that V decreases along the solutions of (6) with increasing time, we obtain that V(x,y, z,u) = \AD2x2 + {{AC2 + ABD -CD)y2 + \(BC -AD)z2
Jo 0
Proof of Theorem 1. If one differentiates V in (7) along a solution of (6), one finds~
where the last inequality follows from (2). By (2) and (8), ^ < 0, and ^7 = 0 implies that z -0. Since the systems (1) and (6) are equivalent, it follows from Lemma 2 that every solution of (6) is bounded. Suppose (x(t), y(t), z(t), u(t)) is an arbitrary solution of (6). Then lim ^ z(t) = 0 by LaSalle's invariance principle (see [8, Theorem 2] ). Denote by Q the limit set of this solution. Therefore, Q is a compact, connected subset of the plane {z -0}.
For any (x0 , y0, z0 , uQ) e Q , (6) has one solution (x0(t), y0(t), zQ(t), u0(t)) with initial point (xQ , yQ, zQ, uQ) defined on M such that (x0(t), yQ(t), zQ(t), uQ(t)) e Q for any (el.
So zQ(t) = 0, u0(t) = 0, yQ(t) = yQ , and x0(t) = y0t + xQ . Since (xQ(t), yQ(t), z0(t), u0(t)) G Q for any t and Q is compact, y0 = 0. This proves (x0, y0, z0, i/0) = (jc0, 0, 0, 0) is an equilibrium of (6); that is, Q consists of equilibria of (6) . Equivalently, every solution of (1) approaches the set of equilibria E. The nature of equilibria shows that E is simply ordered; by the corollary to Theorem 2.3 of [4] this implies that in fact every solution of (1) converges to an equilibrium.
We write p < q (p < q), where p and q are vectors in R4, in case the specified inequality holds component-wise. If p and q are two vectors with p < q (p < q), let [p, q] -{r : p < r < q) ([[p, q]\ = {r : p < r < q}). If r e R+ , we denote by co(r) the omega limit set of r and by r(t) the solution of (1) with initial point r.
Now suppose the equilibrium set of (1) is bounded. Let p* = x4<t> and q* = . We shall prove that co(r) c [p*, q*] for any rel|.
Since x4 and y4 are the smallest zero and the largest zero of g, respectively, g(x4) < 0 for x4 > y*4 , and if x* > 0 then g(x4) > 0 for 0 < x4 < x*. It follows from [2, Lemma 5.1] that io{p) = p* for any p e L with 0 < p < p* and co(q) = q* for any q e L with q > q*. For any rel^, there exists p e L with p > q* such that 0 < r < p . From the Kamke theorem [2, Theorem 2.2] we obtain that co(r) c \p*, q*]. Because (2) holds for x4 < x4 < y*4 and / is a C1 function, there exist e, > 0 and e2 > 0 such that (2) also holds for x4 -6j < x4 < y^ + e2. We note that if x4 = 0 then = 0 and otherwise e, > 0. Let px = (xj -e,)<X> and qx -{y*4 + e2)<l>. For any r € , we have a>(r) c [p*, q*] C \px, q{]; hence there exists t0> 0 such that r(t) e [px, q{\ for t > t0 . By arguing as in the previous paragraphs we obtain that co(r) is a singleton. This completes the proof.
Remark 2. If E contains no more than two equilibria, then every positive-time trajectory of (1) converges towards one of them.
When E is a singleton, the conclusion follows immediately from [2, Theorem 5.4], Suppose E only has two points p* and q* with p* < q*. denotes the boundary of [p*, q*\. Suppose r° e co(r) \ {p*, q*}\ then, by the invariance of (o{r), r°(t) e co(r) for any t e R. Using the Kamke theorem and the technique in [12] , we can prove that either r°(t) e p* + n' for any t e R or r°(t) e q* -n' for any (el, where nk = {p e : pk = 0} . This implies that there is at least one component of r°(t) such that it is constant. Without loss of generality we assume that = p* (the other cases can be proved in quite the same manner). Therefore, , r2(J), r°(t)) is the solution of the following linear system:
x, = -ax, + p*4 , x2 = x, -bx2,
x3 = x2-cx3.
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Since the unique equilibrium of (9) is globally asymptotically stable in R+ , (r[ (t), r2(;), (/)) is unbounded for -oo < t < 0 . But co(r) is compact and {r®(t), r2(t), r3(0 > Pi) G co(r) for any t, a contradiction. This proves co(r) is a singleton. Proof of Corollary 2. In the Griffith equations, we have
Hence , when x4 = (^y)1^ , f\x4) has maximum value, i.e., In the same manner as the proof of (i), we can prove that /'W < for jt4 , (M)'" .
This shows that (4) implies (2). The conclusion of (ii) follows immediately from Theorem 1.
4. Applications. In order to illustrate the usefulness of Theorem 1, we shall provide some idea about the size of the parameter set where inequality (2) property (see Fig. 1 ).
For a given Mj-, it is difficult to describe the geometry of S(f) completely. But if we fix two parameters, for example c and d , then we can discuss the size of S(f). 
that is, (a, ft, 1, 1) e S(/). In the following, we shall decide the size of the parameters a and ft where (13) may hold. Case 1.
< 32. From (12), we know that H{a, ft) > 0 in this case; that is, (13) holds. Case 2. 32 < Mj-< 72 . Changing the form of (12) 
Replacing Mf by M( in Case 2, we know that H(a, b) -0 is the ellipse Yjj whose graph is similar to Fig. 2 . It is easy to prove that a + b>\ outside of .
Hence, all points in the first quadrant, except those in the interior of Yjj , satisfy (17). Note that in the above discussion we have determined that (10) holds for many values of the parameters a and b .
From (3) and (4), we can prove that for the Griffith model and the Tyson-Othmer model. Therefore, for integer p, \{y/P + 7p)2 ^ ^ and only if p < (V~i + \/7 -4)2 ; that is, p is not larger than the integer part of (V~i + VI -4)2. For example, if i = 32, then p < 125 .
Fixing c = d = 1 in these models and applying the above results to them, we obtain that every positive-time trajectory of either the Griffith equations or the TysonOthmer equations converges to an equilibrium if any of the following conditions hold: (i) p < 125, (ii) 125 < p < 285 and [a, b) is in the exterior of r(p+1)2/4p , (iii) 285 < p < 465 and (a, b) is in the exterior of r((/,+1)2/4/))_g , (iv) p > 465 and (a, b) G /. In order to make the Griffith model and the Tyson-Othmer model feasible in biochemistry, we require that the value of p is not too large. The above-mentioned results show that our method is good if p is not too large.
Finally, we present several examples to show the applications of Theorem 1. Example 1. x{ = -axj + Dxa + sin x4,
x, = x. -bx,,
where D = abed > 1 .
Let f{x4) = Dx4 + sin x4. Then f\x4) -D + cos x4 > 0. This proves that (18) is a positive feedback system. g(x4) = /(x4) -Dx4 -sin x4. Therefore, the equilibrium set of (18) is E = {nn<$> : n = 0, 1,2,...}, which is countably infinite. Applying Lemma 2, we know that every positive-time trajectory of (18) 1 +x2 x. = -ax, ,
xi = x(_, -ax(, 2 < i < 4.
We claim that every solution of (19) Therefore, (ii) implies (20). Applying Corollary 2, we obtain that every solution of (19) converges to an equilibrium. It follows from Remark 2 that if (19) has no more than two equilibria, then every positive-time trajectory of (19) converges towards one of them. In the following, we shall prove that (19) has at least three equilibria. Therefore, in order to prove that our claim holds under condition (i), we only have to prove that if (19) has three equilibria then (20) is true. The proof of this statement is given below. Let F(x) = Dx3 + DKx -x2 -1 . Then the zeros of F(x) determine the equilibria of (19). Hence, (19) has at most three equilibria. Furthermore, the following conclusions can be proved: If 1 < K < 9, (19) has no more than two equilibria. Example 3.
• x, = --" -ax, ,
x! = x-_, -axf, 2 < i < 4.
In (24) Table 1 shows that for small integer p the asymptotic behavior of solutions of (24) is not clear only in a very small parameter interval 0 < a4 < h(p). Example 4. 
Applying (ii) of Corollary 2, we know that if (28) holds then every solution of (27) converges to an equilibrium. As long as we know the value of n(p) at p, we can decide the parameter interval in which (28) holds. The fourth column of Table 1 gives the values of n(p) at p -1, 2, ... , 20.
Note that it is more difficult to give the interval of the parameter a4 in which (27) has three equilibria than the interval in which (24) has three equilibria. But (n(p), oo) exactly contains a subinterval Jp on which (27) has three equilibria. For example, p -2, X, can be obtained from (21). Example 2 shows that if J is given then our result is very elfective to the Tyson-Othmer model. 
