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Abstract
Every day many images are taken by digital cameras, and people are demanding
visually accurate and pleasing result. Noise and blur degrade images captured by
modern cameras, and high-level vision tasks (such as segmentation, recognition, and
tracking) require high-quality images. Therefore, image restoration specifically, im-
age deblurring and image denoising is a critical preprocessing step.
A fundamental problem in image deblurring is to recover reliably distinct spatial
frequencies that have been suppressed by the blur kernel. Existing image deblurring
techniques often rely on generic image priors that only help recover part of the fre-
quency spectrum, such as the frequencies near the high-end. To this end, we pose
the following specific questions: (i) Does class-specific information offer an advan-
tage over existing generic priors for image quality restoration? (ii) If a class-specific
prior exists, how should it be encoded into a deblurring framework to recover at-
tenuated image frequencies? Throughout this work, we devise a class-specific prior
based on the band-pass filter responses and incorporate it into a deblurring strat-
egy. Specifically, we show that the subspace of band-pass filtered images and their
intensity distributions serve as useful priors for recovering image frequencies.
Next, we present a novel image denoising algorithm that uses external, category
specific image database. In contrast to existing noisy image restoration algorithms,
our method selects clean image “support patches” similar to the noisy patch from
an external database. We employ a content adaptive distribution model for each
patch where we derive the parameters of the distribution from the support patches.
Our objective function composed of a Gaussian fidelity term that imposes category
specific information, and a low-rank term that encourages the similarity between the
noisy and the support patches in a robust manner.
Finally, we propose to learn a fully-convolutional network model that consists
of a Chain of Identity Mapping Modules (CIMM) for image denoising. The CIMM
structure possesses two distinctive features that are important for the noise removal
task. Firstly, each residual unit employs identity mappings as the skip connections
and receives pre-activated input to preserve the gradient magnitude propagated in
both the forward and backward directions. Secondly, by utilizing dilated kernels for
the convolution layers in the residual branch, each neuron in the last convolution
layer of each module can observe the full receptive field of the first layer.
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Chapter 1
Introduction
Everything you can imagine is real.
Pablo Picasso
In the current digital age, camera-based equipments, such as smartphones and
hand-held cameras allow people to capture a significant amount of image data and
help share it through social media. However, the image data quality suffers from var-
ious forms of artifacts and degradations such as blur (motion, defocus etc.) and noise
(Gaussian, speckle, thermal etc.). The process of undoing the artifacts and recovering
image details is termed as image restoration. Image restoration is a challenging and
an ill-posed problem. However, we examine whether it is possible to procure more
image contents to recover missing or corrupted observed image details. Fortunately,
the amount of data available in our modern digital age changes the way we approach
recent problems. Exemplar-based methods and learning methods are emerging and
further improving the quality of image restoration tasks. For example, class-specific
denoising methods are becoming popular for removing corrupted pixels and en-
hancing the image quality. Similarly, exemplar-based image deblurring is introduced
recently to demonstrate that large training sets provide superior performance. Before
delving into the image restoration techniques in this thesis, we will briefly discuss
common image artifacts and corresponding image enhancement techniques.
1.1 Image Processing
Image processing is used to preprocess images into a suitable form for tasks such as
computational photography, recognition, and classification. Computer vision appli-
cations require utmost care in designing the image enhancement stages to achieve
desirable results. Examples of image processing are color correction, color balanc-
ing, sharpening, warping, geometric transformations, removing unwanted objects,
removing blur and noise reduction.
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Groundtruth (a) warp (b) rotate (c) painted
(d) low-resolution (e) blur (f) noise (g) low-lighting
Figure 1.1: Examples of different kind of artifacts found in images.
Color correction [Rizzi et al., 2003; Vrhel and Trussell, 1992] means to modify
the color of an input image so that its colorimetric properties are similar to those
of a target image. Color is a vital cue topic in computer vision, human-computer
interaction and feature extraction applications. The colors present in the images are
due to intrinsic properties of the objects and the light source. The ability to filtered
out the effects of the light source can account for color correction and is called color
constancy.
Similarly, image warping [Wolberg, 1990; Glasbey and Mardia, 1998] is the pro-
cess of mapping a source image into a destination image and is used for the correc-
tion of geometric distortions due to imperfect imaging sensors. Sometimes artifacts
like pincushion or barrel distortion are introduced by camera lenses, while other
distortions are also possible such as projective distortions introduced by perspective
views. The process of removing these geometric distortions from an image is known
as image warping in computer vision.
Furthermore, the process of recovering missing information or restoring the dam-
aged areas in an image is known as image inpainting [Bertalmio et al., 2000; Criminisi
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et al., 2004]. This line of research is prevalent in recent years and is helpful in many
applications such as recovering images from overlays e.g. scratches, and text, remov-
ing unwanted objects and disocclussion in image-based rendering. Similarly, image
compositing and matting techniques are for editing and enhancing visual effects of
images. The process of extracting an object from an image foreground is known as
matting while putting in another it into the image is called compositing.
Moreover, image super-resolution [Freeman et al., 2002; Kim et al., 2016a] refers
to the process of obtaining a high-resolution image from a low-resolution image.
This line of research has been very active over recent years, boosted by numerous
applications: Iris recognition, medical imaging, fingerprint image processing, text
image enhancement and satellite imaging etc.
Further, the act of recovering a clean signal from a blurry one is referred as image
deconvolution or image deblurring [Fish et al., 1995; Ayers and Dainty, 1988]. It
is well studied for decades and is useful in many fields of image processing such
as robotic vision, surveillance, object segmentation and object recognition etc. We
present more on image deblurring in Section 1.2.2
The removal of random fluctuations of the pixels of an image is known as image
denoising [Lee, 1980; Tikhonov et al., 1977]. Image denoising is a preprocessing step
in many areas of computer vision e.g. medical imaging, satellite imaging, ultrasound
imaging, infrared imaging and astronomical images etc. We discuss denoising in
detail in the Section 1.2.2
In image processing, segmentation [Shi and Malik, 2000; Haralick and Shapiro,
1985] means partitioning of an image into many segments. More specifically, seg-
mentation is the process of assigning the same label to the pixels that have specific
similar properties in an image. Segmentation aims to simplify and modify the rep-
resentation of an image into the more meaningful way which is straightforward to
investigate. Commonly, segmentation is employed in locating objects and boundaries
in an image.
Another worth mentioning image processing technique is edge detection [Perona
and Malik, 1990; Canny, 1987]. Edge detection aims to identify the boundaries or
sets of pixels in an image where the pixels of an image change abruptly or has
discontinuities. Edge detection is useful in many applications such as segmentation,
data extraction etc.
Image processing can be classified into two principal categories: image restora-
tion and image enhancement. Image restoration restores an image by removing ar-
tifacts such as noise, blur, and scratches etc. while image enhancement deals with
sharping the characteristics of an image, for example, adding color, details or con-
trast to an image. In other words, image restoration is related to recovering original
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Figure 1.2: A degradation model where the input image is corrupted by first passing
the image into a filter and then adding noise to it.
image from a degraded or corrupted one, while on the other hand, image enhance-
ment seeks to the improve the perceptual quality of the image. Notably, the image
restoration aims to precisely recover the original image even if the outcome may not
be perceptually pleasing. While the image enhancement goal is to improve the visual
quality of the picture, irrelevant whether the original signal becomes unwarranted.
As a result, image restoration requires typically a model that describes the image
formation process that how it is corrupted. However, image enhancement does not
necessarily demand a model that gives the desired output. The respective underlying
goals of image restoration and image enhancement is different; yet, there do exist a
significant overlap between the two methods. Figure 1.1 shows images with different
kinds of artifacts. In the next section, we introduce the image restoration tasks, ad-
dressed in this thesis and show in subsequent chapters how they can be formulated
using external datasets.
1.2 Image Restoration
Image restoration is an old classical problem where the aim is to recover the original
clean signal from its degraded observation. Although this problem is very old and
well-studied, still it is relevant in many fields e.g. medical imaging, surveillance,
robotic vision etc.
To this end, we consider a simple image degradation model. Figure 1.2 is an
example degradation model. The image captured using the camera is a degraded
version of the original scene due to various factors such as limitations of the digital
camera system or external influence e.g. environment and human hands movement.
The degradation model shown in Figure 1.2 is linear; however, more complex degra-
dations models can also be found.
The input image in Figure 1.2 is the original image convolved with the blur filter
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and then further degraded by the noise, resulting in final blurry, noisy output image.
The blurring filter is also known as point spread function (PSF) or blur kernel. The
blur kernel can be either uniform i.e. same blur kernel is convolved with every pixel
of the image, or non-uniform i.e. different blur kernels are applied on different pixels
in the same image. Some common types of blur are motion blur and defocus blur.
In addition to blur, the noise n plays a role in degrading the image quality as well
by randomly changing the intensity of image pixels. Common examples of noise are
salt & pepper noise, speckle noise, shot noise, Gaussian noise and quantization noise.
The characteristics of each noise mentioned arise from their respective noise source.
Mathematically, Figure 1.2 can be modeled as
vec(y) = Kvec(x) + vec(n), (1.1)
where vec is an operator to convert a matrix to its vector form, x is the original un-
corrupted image while vec(x) ∈ Rm. Similarly, y is the captured degraded image
while vec(y) ∈ Rm. K is the transformation matrix and n is the random noise. Image
restoration aims to recover the original uncorrupted image x from the degraded ver-
sion y. If the noise in Equation 1.1 becomes zero i.e. n = 0, then the image restoration
problem becomes image deblurring problem, and the observed image is termed as a
blurry image. Figure 1.3 shows a cat image blurred by different eight blur kernels.
On the other hand, if the transformation operator becomes identity, i.e. K = I, the
problem reduces to image denoising one. Figure 1.4 shows gray and color images
for Gaussian at different noise levels. In this thesis, we are tacking the image de-
noising and image deblurring problems individually as opposed to adding both the
degradation to a single image.
1.2.1 Image Deblurring
An enormous amount of research has been dedicated to removing blurry effects such
as motion, defocus, rotational and aberrations from the captured images. According
to [Baker and Kanade, 2002], the original photograph cannot be recovered by just
inverting the imaging conditions. Therefore, as pointed out by [Joshi et al., 2009] that
main challenge is to incorporate prior knowledge and formulate solutions which is
most likely and avoid unwanted ones. The main reasons for image blur in consumer
photography are object motion, camera-shake and camera-focus. Image deblurring
can be broadly categorized into two cases: blind and non-blind. See Figure 1.5 as a
deblurring example.
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Figure 1.3: An example of cat image blurred by eight different blur kernels. The blur
kernels are shown in the left top corner of each image. The blur kernel values are
positive and normalized so that the sum of its elements is unity.
Figure 1.4: Examples of grayscale and color images for noise variances of 10, 30, 50
and 75.
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Figure 1.5: Example result of image deblurring. Given the blurry image on the left,
we need to restore the original image shown on the right.
1.2.1.1 Non-Blind Deblurring
In non-blind deblurring, the aim is to recover the original unblurred image under the
assumption that the blur kernel is known beforehand. In non-blind deblurring, the
objective is to reduce the effect of inherent problems such as ringing artifacts, noise
suppression, and increasing efficiency. Theoretically, a blurry image is modeled as a
filtered version of the latent image and can be formulated as
y = k ∗ x, (1.2)
where k is the point spread function/blur kernel and “∗” is the convolutional op-
erator. In image deblurring, for the sake of ease, computations are performed in
frequency domain, as the convolution theorem states that Fourier transform F of a
convolution is the element-wise multiplication, hence,
F(y) = F(k) · F(x), (1.3)
in simple case, the latent image x can be recovered by inverting the convolution
process and can be expressed as
F(x) = F(y)/F(k), (1.4)
this process is called direct inverse filtering and will only work if there are no zero
values or only small values in F(k); otherwise, it will produce severe ringing artifacts.
An example of the deblurring using direct inverse filter i.e. Equation 1.4 is given
in Figure 1.6. Ringing artifacts in unblurred images may be due to many reasons.
Firstly, the inversion of the blur kernel may not be present. Secondly, blur kernels are
band limited with zeros values at high-frequency spectrums. Thirdly, imaging sys-
tem limitations such as saturation, noise accumulation, quantization error and non-
linear camera function. These phenomena make image deconvolution more complex
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Figure 1.6: Visual artifacts caused by the direct inverse filter. On the left: blurred
image and PSF and on the right output of inverse filtering.
and result in more complex forms.
Usually, image deblurring algorithms minimize two expressions: the data fidelity
term and the prior term (also known as regularization). The data fidelity term cor-
responds to likelihood in probability and minimizes the difference between the con-
volved latent image and the blurry image. Commonly, the probability likelihood is
equated to the distance function i.e. the `2-norm
The regularization or prior term is different for different deblurring methods e.g.
some methods apply sparsity, and others use incorporate edges in the prior. The
prior term constrains the latent image x. A balancing weight is used between the
data fidelity and prior terms. In Chapter 2, we discuss state-of-the-art non-blind
deblurring methods with their respective strengths and weakness.
1.2.1.2 Blind Deblurring
Blind deblurring techniques require prior assumptions on the blur kernel k and the
latent image x. Blind deblurring solves the problem of motion deblurring by esti-
mating both the blur kernel f and the latent image x. Numerous methods estimate
the blur kernel and the latent image in an alternating optimization scheme, for ex-
ample, [Pan et al., 2014a; Xu et al., 2013]. Blind deblurring is more difficult than
non-blind deblurring because of more unknowns i.e. the blur kernel k and the latent
image x. Defining criteria for optimization is quite difficult as different blur kernels
k can be estimated depending on the values of latent image x and noise n.
Blind deblurring shares the two entities with non-blind deblurring i.e. the data fi-
delity term and the prior term on the latent image while also introducing a new term
which is the function of the blur kernel. Similarly, instead of one balancing weight,
two are associated with each prior. The data fidelity function can be either based on
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the gradients or intensity of the latent image and the blur kernel. In Chapter 2, we
examine state-of-the-art blind deblurring approaches concerning their model design
and solver construction.
Image deblurring also moved from generic methods to more specific image type
deblurring. Examples of specific types are domain knowledge [Pan et al., 2014a],
specific-priors [Sun et al., 2014a] and CNN [Sun et al., 2015]. Our contribution to
image deblurring can be categorized as class-specific image deblurring. Detailed
literature about the specific type image deblurring is provided in Chapter 2.
1.2.1.3 Limitation of Existing Deblurring Algorithms
In this section of the chapter, we point out some of the limitations of the existing
deblurring methods, and in the next section, we present our contribution and how
our methods avoid these limitations.
Existing image deblurring algorithms rely on the blurred image properties such
as sparsity, sharp edges and heuristic filters. The sparsity priors may degenerate
the solution, producing the delta blur kernel and latent image same as the blurred
image. Similarly, a typical failure mode for edge-based methods is dealing with the
large-scale blur present in the image induced by the large blur kernels. Also, these
methods rely on image filters which are unstable and can steer the image deblurring
approach to wrong solutions. However, a major problem in image deblurring is
to restore distinct spatial frequencies which have been attenuated by the blurring
kernel. Existing techniques usually rely on generic image priors. But, these priors
only help recover part of the frequency spectrum, such as the frequencies near the
high-end.
1.2.1.4 Our Contribution to Deblurring Task
Here, we present novel algorithms for image deblurring and address the limitation
of the previous algorithms. Our solutions are more effective in both qualitative and
quantitative terms than the competitive methods. We give our contribution and pro-
vide a brief overview that how the limitations of existing algorithms are addressed
in the following paragraphs.
We introduce class specific prior for image deblurring to recover reliably distinct
spatial frequencies that have been suppressed by the blur kernel. Currently, state of
the art image deblurring algorithms rely on image priors e.g. using sparsity priors
including image gradients and edges. However, such priors can only recover part
of the frequency. On the other hand, we explore the potential of a class-specific
image prior for recovering spatial frequencies attenuated by the blurring process.
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Figure 1.7: An example of image denoising. Given the noisy image on the left, we
need to restore the original image shown on the right.
Specifically, we devise a prior based on the class-specific subspace of image intensity
responses to band-pass filters. We learn that the aggregation of these subspaces
across all frequency bands serves as a good class-specific prior for the restoration of
frequencies that cannot be recovered with generic image priors.
1.2.2 Image Denoising
Image restoration becomes image denoising when K becomes an identity matrix,
then Equation 1.1 can be rewritten in its classical image denoising form, given an
additive i.i.d. Gaussian noise model,
vec(y) = vec(x) + vec(n), (1.5)
here, aim is to recover the clean image vec(x) ∈ Rm from the noisy image vec(y) ∈ Rm,
where vec(n) denotes the additive Gaussian noise with zero mean vector and σ2 vari-
ance i.e. vec(n) ∼ N(0,σ2) ∈ Rm. Figure 1.7 is an example for image denoising.
In Chapter 4 and Chapter 5, we address the image denoising using external im-
ages. Similar to image deblurring, image denoising is also studied for decades; how-
ever, it is still relevant as it is useful in many other many computer vision tasks
such as object detection, classification, and tracking. Image denoising is also useful
in many other image processing tasks, for example, image deblurring, image super-
resolution, and image inpainting.
The introduction of noise in images may be due to many reasons, but two lead-
ing causes stand out among all, which are electronic and shot noise. Electronic
noise major causes are voltage instability, electronic components abrupt temperature
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variations and analog to digital conversion. All these can be modeled as Gaussian
distributed noise. Similarly, the random arrival of the photon on image sensor causes
shot noise, and typically, it is modeled as a Poisson distribution. This noise is very
challenging in low light condition.
Image denoising literature reveals that the noise is usually modeled as Additive
White Gaussian Noise (AWGN) with zero mean due to two main reasons. Firstly,
the Gaussian noise is practically applicable to other types of noises such as shot
noise, as this can also be transformed into Gaussian noise using Anscombe root
transformation [Anscombe, 1948]. Secondly, Gaussian distribution can facilitate the
mathematical analysis as it is mathematically tractable.
With recent advancement in image denoising, researchers have started to investi-
gate external priors [Zoran and Weiss, 2011; Yue et al., 2015] as opposed to internal
priors [Dabov et al., 2007b; Buades et al., 2005]. The difference between external and
internal stems from the fact that whether the reference patches are taken from the im-
age itself or an external database. It is observed that internal priors are efficient and
computationally less expensive whereas external priors achieve better performance.
Our method discussed in Chapter 4 falls in external prior category.
Recently, image denoising also started taking advantage of CNN. The input to
the network is a noisy observation while the target is the original clean image. Many
works [Zhang et al., 2017a; Lefkimmiatis, 2016] are presented in this category and are
growing to date. In Chapter 5 of this thesis, we discuss image denoising using CNN,
and aim to take advantage of CNN and use external images to train our network and
learn an external prior in a systematic way.
1.2.2.1 Limitation of Existing Denoising Algorithms
Here, we present common limitation of the existing state-of-the-art methods and
then conclude image denoising in this chapter with our contributions to overcome
the mentioned limitations.
• Many state-of-the-art algorithms [Dabov et al., 2007b; Buades et al., 2005] rely
on internal self-similar patches to denoise the image. There are two main chal-
lenges to image denoising: 1) internal image denoising methods are reaching its
optimal performance [Levin and Nadler, 2011; Chatterjee and Milanfar, 2012],
2) the patches that rarely occur in the image, this “rare patch" effect causes the
performance to decrease.
• Recently, CNN models are employed in image denoising. Undoubtedly, CNN
based image denoising methods have proved to be superior regarding per-
formance compared to the state-of-the-art classical methods. However, these
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approaches still rely on the hyper-parameter settings, extensive fine-tuning,
nonlocal self-similar patches, stage-wise training and learning noise pattern
without exploiting the underlying structure. These elements impede the per-
formance of CNN based image denoising.
1.2.2.2 Our Contributions to Denoising Task
To address and overcome the limitation of previous algorithms, we introduce new
novel algorithms for image denoising. Our algorithms show superior performance
compared to current competitive methods. In the following paragraphs, we list our
contributions and state how we addressed the shortcomings of the competitive tech-
niques.
• We present a novel category-specific image denoising algorithm that exploits
patch similarity between the input image and an external dataset only. We
rely on external images in the same category as the input, to denoise textured
regions. The external denoising component estimates the latent patches using
the statistics, i.e. means and covariance matrices, of external patches, subject
to a low-rank constraint. We show that our algorithm let us handle of a large
variety of categories.
• We propose to learn a fully-convolutional network model for image denois-
ing. Our denoising model learns the noise with the underlying patch struc-
ture. Also, we do not require stage-wise training and hyper-parameter setting.
Our denoising network possesses distinctive features that are important for the
noise removal task.
– Each residual unit employs identity mappings as the skip connections and
receives pre-activated input to preserve the gradient magnitude propa-
gated in both directions.
– Utilizing dilated kernels for the convolution layers in the residual branch,
in other words within an identity mapping module, each neuron in the
last convolution layer can observe the full receptive field of the first layer.
We have evaluated these novel algorithms on a number of datasets. We provide
an extensive experimental evaluation at the end of each chapter which confirms that
all our solutions surpass the performance of existing state-of-the-art methods quan-
titatively and qualitatively.
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1.3 Thesis Outline
The structure of this thesis aims to provide the background and our contribution
to image restoration as well as some future directions. The remaining chapters are
summarized and organized as follows.
Chapter 2
This chapter reviews the literature on image deblurring and image denoising. Fur-
thermore, we also provide detail of state-of-the-art algorithms and associated theories
in this chapter as well as explain preliminary hypotheses that are necessary to the
understanding of the remaining episodes.
Chapter 3
In this chapter, we devise a class-specific prior using the band-pass filter responses
of clean, sharp images and incorporate it into a deblurring strategy. More specif-
ically, we show that the subspace of band-pass filtered images and their intensity
distributions serve as useful priors for recovering image frequencies that are difficult
to recover by generic image priors. Here, we present the contribution from [Anwar
et al., 2015] and its extended version [Anwar et al., 2018].
Chapter 4
In this chapter, we present image denoising algorithm that uses external, category
specific image databases. In contrast to existing external image denoising that searches
for patches either from a generic database or the input image, we approximate the
denoised image using external non-convex priors. In this chapter, we also highlight
the relationship between noisy patches and its external counterparts and the effects
of external reference patches on image denoising. This chapter is based on our pub-
lished works [Anwar et al., 2017c] and [Anwar et al., 2017b].
Chapter 5
In this chapter, we present a learning method for image denoising by training a
CNN on a large image dataset. This chapter outlines the work presented in [Anwar
et al., 2017a] and explore the power of the convolutional neural network to learn a
denoising model from the natural images for denoising purposes. We show how
the network learns the relationship between image noise and the image structures to
provide superior image denoising results.
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Chapter 6
In this final chapter of the thesis, we summarize of the works presented and discuss
possible future research directions.
1.4 Publications
The contributions presented in this thesis have either been published or under review
at the following venues.
1.4.1 Published papers
• S. Anwar, C. P. Huynh and F. Porikli,“Image Deblurring with a Class-Specific
Prior," IEEE Transactions on Pattern Analysis and Machine Intelligence (TPAMI),
2018
• S. Anwar, F. Porikli and C. P. Huynh, “ Category-Specific Object Image Denois-
ing," IEEE Transactions in Image Processing (TIP), 2017.
• S. Anwar, C. P. Huynh and F. Porikli,“Combined Internal and External Category-
Specific Image Denoising," British Machine Vision Conference (BMVC), 2017.
• S. Anwar, C. P. Huynh and F. Porikli,“Class-specific image deblurring," IEEE
International Conference on Computer Vision (ICCV), 2015.
1.4.2 Under-review papers
• S. Anwar, C. P. Huynh and F. Porikli, “Chaining Identity Mapping Modules for
Image Denoising," IEEE Transactions in Image Processing (TIP), 2018.
Chapter 2
Background and Preliminaries
In this chapter, we provide a comprehensive overview of the ideas and theories of
image deblurring and image denoising, both these problems are long-standing and
well-researched, with algorithms too many to discuss in this literature review. We
here present an up-to-date overview of state-of-the-art and the main research trend
to date. Our intention in this exposition is to provide the reader the background
material about the work done in this area of research. More detailed and exhaustive
literature for image deblurring, though not complete can be found in [Rajagopalan
and Chellappa, 2014]. Similarly, for image denoising the choice to obtain an exhaus-
tive overview of the algorithms would be [Lebrun et al., 2012] and [Milanfar, 2013].
In this section of the thesis, we first introduce the necessary methods for image
deblurring methods which can be classified into 1) blind deblurring, and 2) non-
blind deblurring. Next, in the remaining chapter, we present image denoising meth-
ods which can be further categorized as 1) image filtering, 2) internal denoising, 3)
external denoising and 4) learning methods.
2.1 Image Deblurring
As discussed previously, image deblurring can be divided into two main categories
depending on the availability of the blur kernel i.e. non-blind and blind. In blind
deblurring, one has to estimate both kernel and latent image while in non-blind
case kernel is assumed to be available beforehand. In this section of the chapter,
we first provide state-of-the-art non-blind image deblurring algorithms followed by
blind ones.
2.1.1 Non-blind Deblurring
Successful and advanced state-of-the-art non-blind image deblurring dates back to
late twentieth century. Examples of these methods are Wiener deblurring [Wiener,
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1949], least square filtering by [Miller, 1970; Tikhonov et al., 1977], Richardson-Lucy
[Richardson, 1972] and recursive Kalman [Woods and Ingle, 1981]. An exhaustive
review of these early methods are provided in [Hunt, 1973].
Usually, non-blind approaches are composed of two expressions: the data fidelity
term and the regularization term. The data fidelity term corresponds to likelihood in
probability and minimizes the difference between the convolved latent image x with
the blur kernel k (k ∗ x) and the blurry image y and can be expressed as
Ed = Ψ(k ∗ x− y), (2.1)
where Ψ is a distance function and a common representation is the `2-norm i.e.
Ψ(·) = || · ||22 similar to [Wiener, 1949]. It is also known as Gaussian likelihood.
The regularization or prior term is different for different methods and can be
presented as Φ(x). The regularization is essential to avoid undesirable solution,
constraining the solution space. When we have the data fidelity term and prior term,
then the original unblurred image can be estimated by minimizing the following
objective function
argmin
x
||k ∗ x− y||22 + αΦ(x), (2.2)
where α is the balancing weight between the data fidelity and the prior terms. In the
following sections, we discuss recent representative state-of-the-art non-blind meth-
ods with their weaknesses, strengths, advantages, and disadvantages.
Two important regularizers used for non-blind deblurring are Gaussian and Tikhonov
which are represented by Φ(x) = ||x||2 and Φ(x) = ||∇x||2, ( ∇ is the gradient op-
erator applied on the intensity image) respectively. The Gaussian regularizer impose
smoothness on the intensity values of image while Tikhonov enforces it on image
gradients. After substituting the smoothness terms in Equation 2.2, we obtain
argmin
x
||k ∗ x− y||2 + α||x||2, (2.3)
and
argmin
x
||k ∗ x− y||2 + α||∇x||2. (2.4)
An important benefit of the regularizers as mentioned above is the simplicity of
the equations and the existence of a closed form solution. Consider a sparse matrix
K generated from the blur kernel k and an operator ν to convert a matrix to its vector
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form, then Equation 2.3 can be expressed as
E = ||Kν(x)− ν(y)||2 + α||ν(x)||2. (2.5)
Taking Equation 2.5 expanding and setting its derivative equal to zero with re-
spect to ν(x). The total energy of the system will become
E = ν(x)TKTKν(x)− 2ν(y)TKν(x)
+ αν(x)Tν(x) + ν(y)Tν(y).
(2.6)
To get the optimal solution, we take the derivative of Equation 2.6 and then set it
to zero,
dE
dν(x)
= 2KTKν(x)− 2KTν(y) + 2αν(x), (2.7)
KTKν(x)−KTν(y) + ν(x) = 0, (2.8)
ν(x) =
KT
KTK+ αI
ν(y), (2.9)
where I is the identity matrix and having same size as KTK.
Next, we discuss the main non-blind deblurring methods, specifically, iterative
methods and image prior algorithms.
2.1.1.1 Iterative Methods
Earlier, [Van Cittert, 1931] used an iterative solver for non-blind deblurring which
can be represented as
xm+1 = xm + α(y− xm ∗ k), (2.10)
where m is the iteration index, α controls the speed of convergence and can be as-
signed manually or selected automatically. The effect of [Van Cittert, 1931] is same as
direct inverse filtering where no prior to the image is used to find the final unblurred
image.
Another important and extensively used iterative method is [Richardson, 1972].
According to [Rajagopalan and Chellappa, 2014], the method of [Richardson, 1972]
is similar to Poisson Maximum Likelihood without employing any regularization on
x or k. The performance of this method is superior as compared to direct inversion
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methods as it reduces the noise in the final unblurred image. Typically, the method
is run for a large number of iterations to converge and to achieve the passable out-
come, however, if stopped midway, the outcome may be inferior. The algorithm of
[Richardson, 1972] can be written as
xm+1 = xm
(
k˜ ∗
(
y
xm ∗ k
))
, (2.11)
where k˜ is the flipped/rotated version of k. A few works built upon [Richardson,
1972] to improve the performance. One such method is [Yuan et al., 2008], which
administered bilateral filtering at multiple scales, making [Richardson, 1972] more
efficient and robust to noise.
2.1.1.2 Image Priors
In recent years, more advanced non-blind deblurring methods are proposed to deal
with the visual artifacts induced by the inaccurate and unreliable estimation of blur
kernels. Image priors are introduced to suppress ringing artifacts and noise present
in the image because of the imaging system or the blur kernels. A common under-
standing about image priors is not to impose a higher penalty on wrong estimations
to avoid deviated outcomes. In [Chan and Wong, 1998] the authors used sparse gra-
dient prior i.e. Φ(x) = ||∇x||1, popularly termed as total variation or Laplacian prior.
The ∇ is the concatenation of first-order horizontal and vertical derivative of the im-
age intensities i.e. δxx, δyx. The purpose of the `1 norm is to less penalize the deviant
estimations as compared to `2 norms i.e. Gaussian priors.
Similarly, [Shan et al., 2008] also proposed a piecewise continuous prior for Φ(x)
as
Φ(x) =
λ1|∇ix|, τ ≥ |∇ix|λ2(∇ix)2 + λ3, otherwise
where the parameter τ is the agreed upon value where the natural priors are joined
together. Similarly, index i is the first order partial derivate in horizontal or vertical
direction. λs are the constant parameters. [Levin et al., 2007] suggested Φ(x) = ||x||p,
where p > 1 and termed it as hyper-Laplacian to achieve comparatively sharper
details in final unblurred image. Furthermore, [Yang et al., 2009] used `1 data fidelity
term for suppression of impulse noise, written as
argmin
x
||k ∗ x− y||1 + α||∇x||1. (2.12)
Similar work is also presented by [Xu and Jia, 2010], to remove Gaussian and
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impulse noise added to the image during formation. The choice of Gaussian and
Laplacian likelihood is due to their robustness to noise and for being manageable in
the formulation.
Other works to solve sparsely constrained non-blind deblurring include [Krish-
nan and Fergus, 2009] where half-quadratic splitting method [Geman and Yang, 1995]
is employed. Half-quadratic splitting method introduces auxiliary variables to relax
the problem and consist of two steps. In the first step, the image patches are treated
as constants while the auxiliary variables are updated. In the second step, the aux-
iliary variables are kept fixed while the image patches are updated. The procedure
alternatives for some iterations or when the difference between two consecutive steps
is smaller than a threshold. The minimization problem is given by
min
x
N
∑
i=1
(α
2
(k ∗ x− y)2i +
J
∑
j=i
| f j ∗ x|p
)
, (2.13)
where i is the pixel index and f j are the first order derivatives, namely, f1 = [1,−1]
and f2 = [1,−1]T.
Next, [Zoran and Weiss, 2011] used a Gaussian Mixture Model (GMM) while [Ha-
cohen et al., 2013] incorporated a correspondence between the blurred and the clear
reference image. In another work, [Sun et al., 2014b] investigated context-specific
priors to transfer mid and high frequency details from example scenes for non-blind
deconvolution. In our deblurring method provided in chapter 3, we use [Levin et al.,
2007] in our non-blind step to obtain the final output of the algorithm.
2.1.2 Blind Deblurring
Blind deblurring is more difficult than non-blind deblurring because of the high di-
mension of solution space and severely ill-posed problem as both blur kernel k and
latent image x need to be estimated. Blind deblurring methods assume strong con-
straints on the latent image prior x and the blur kernel prior k. Defining a criteria for
optimization is quite different as different blur kernels k can be estimated depending
on the values of x and n. Consider φ(k) is the prior for the blur kernel then it can be
expressed as
argmin
x,k
Ψ(k ∗ x− b) + α1Φ(x) + α2ϕ(k), (2.14)
where Ψ and Φ represents the entities already introduced in Equation 2.2 as ||k ∗ x−
b||2 and ||∇x||p, respectively. The parameters α1 and α2 are the weights while ϕ is
sparse as most values of the blur kernel are zero or close to zero and ideally can be
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represented as ϕ(k) = ||k||1. When all the three terms are combined we obtain
argmin
x
||k ∗ x− b||22 + α1||∇x||p + α2||k||1. (2.15)
The parameter p can take values of 1, 2 or between 0 and 1. The deblurring
methods are composed of these terms with some alteration, or more terms are added
to Equation 2.14. However, this general form constraints all the required parameter
for blind deblurring.
In the late twentieth century, blind deblurring methods focused on alternating
algorithms where k and x are computed seriatim e.g. [Ayers and Dainty, 1988]. Sim-
ilarly, [Fish et al., 1995] used the blind deblurring method of [Richardson, 1972] to
maximize the probability. [Chan and Wong, 1998] proposed `1 norm i.e. total varia-
tion for both k and x and updated both the terms in an iterative fashion. All these
methods lack the ability to handle complex blur kernels.
More research is done in blind deblurring as compared to non-blind deblurring.
Hence, we will aim to present the most relevant algorithms here. In the rest of this
section, we will first introduce edge priors, followed by the algorithms which seek to
maximize marginal probability. Then, we will provide an overview of patch-based
deblurring algorithms. In the second last part of this section, we will present a
survey of class-specific deblurring methods and finally, conclude this section with
neural network algorithms for deblurring.
2.1.2.1 Edge Priors
Single image deblurring methods utilizing edge information as a form of image spar-
sity rely on the implicit or explicit extraction of this information for kernel computa-
tion. [Shan et al., 2008] applied a general approach to alternate between estimation
of the blur kernel and latent image until convergence. The blur kernel is obtained
using.
argmin
k
||k ∗ x− y||22 + α2||k||1. (2.16)
Furthermore, the latent image is estimated by an equation similar Equation 2.4,
however, the difference lies in the norm on the prior of the latent image and can be
written as
argmin
x
||k ∗ x− y||22 + α1||∇x||1. (2.17)
Several approaches [Cho and Lee, 2009; Xu and Jia, 2010] enhance the detection
and selection of strong edges via various techniques such as bilateral filtering, shock
filtering, and gradient magnitude thresholding. The purpose is to extract salient
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edges and suppress trivial ones for the latent image estimation during iterations.
The process of shock filtering can be written as
x˜m+1 = xm − sgn(∆xm)|∇xm|, (2.18)
where ∆ is the Laplacian operator while∇ is the gradient operator. Shock filter when
applied on latent image estimates remove small edges and enhances the salient edges
i.e. step-like edges. Using shock and bilateral filtering, only a few salient features
remain which guides the blur kernel estimate to the ground truth. Note that the
thresholded x˜ map is used as a substitute instead of the latent image in the blur
kernel estimation step.
[Joshi et al., 2008] predicted the step edges underlying the blurred ones for the
estimation of spatially varying sub-pixel point-spread functions (PSF). [Cho et al.,
2011] also detected step edges in blurry images and used this information to compute
the Radon transform of the blur kernel. Concern about these approaches is that
wrong edges can be mistakenly selected based on only local information, due to
the possible presence of multiple copies of the same edge induced by a large kernel
width. Moreover, object classes with relatively limited texture details such as face
and text do not usually benefit from methods using local edge information.
There have been a few notable examples of deconvolution methods that utilize
image edge information for the estimation of the blur kernel. The fast deconvolution
algorithm is based on the hyper Laplacian prior of [Krishnan and Fergus, 2009] and
decomposition of the inverse kernels in the frequency domain into a series of 1D
kernels of [Xu et al., 2014]. [Whyte et al., 2014] proposed a model to effectively reduce
the ringing artifacts by merely discarding the saturated pixels, using only the non-
saturated ones to estimate the blur kernel.
Specific to text image deblurring, [Pan et al., 2014b] proposed an effective `0
regularization method and employs half-quadratic splitting using both image gra-
dients and image intensities. In [Pan et al., 2014b] case, the latent image prior is
Φ(x) = λ||x||0 + ||∇x||0 and the blur kernel prior is φ(k) = ||k||2. Substituting these
values in Equation 2.14, we separate the estimation of the latent image and the blur
kernel as
argmin
x
[||k ∗ x− y||2 + α1(λ||x||0 + ||∇x||0)], with fixed k, (2.19)
and
argmin
k
[||k ∗ x− y||2 + α2||k||2], with fixed x. (2.20)
Equation 2.19 contains `0 priors which is computationally expensive. To solve
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this minimization problem, auxiliary variables u and g are introduced. Hence, Equa-
tion 2.19 can be rewritten as
min
x,u,g
||k ∗ x− y||2 + β||x− u||2 + µ||∇x− g||2 + α1(λ||u||0 + ||g||0), (2.21)
where β and µ are the weights. When β → ∞ and µ → ∞ then the x solution to
Equation 2.21 becomes that of Equation 2.19. The variables x, u and g are treated
as independent variables and are obtained iteratively. The values of u and g are
initialized to zeros. In each iteration, the solution reduces to the following for x (fix
u,g)
argmin
x
||k ∗ x− y||2 + β||x− u||2 + µ||∇x− g||2. (2.22)
Once the latent image x is available, then u and g can be solved separately and
can be expressed as
argmin
u
β||x− u||2 + α1λ||u||0, (2.23)
and
argmin
g
µ||∇x− g||2 + α1||g||0. (2.24)
The minimization problems in Equation 2.23, Equation 2.24 can be solved using
pixelwise minimization technique. Thus, the solution becomes thresholding problem
and can be formulated as
u =
x, |x|2 ≥
α1λ
β
0, otherwise
(2.25)
g =
|∇x|, |∇x|2 ≥
α1
µ
0, otherwise
(2.26)
This method works well with smooth surfaces but is less useful for non-uniform
and highly textured areas/background. Our approach is distinguishable from all the
above, as the latter only utilize generic edge priors into account, without considering
class-specific spatial priors. Furthermore, these methods do not rely on external
training images in addition to the input image.
Regarding constraints on the blur kernel, researchers have relied on the use of
a norm to enforce the sparsity of the blur kernel. In this respect, [Krishnan et al.,
2011] proposed the `1-norm as a kernel prior similar to [Shan et al., 2008] while for
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the latent image a normalized prior on image gradients and the outcome of blind
deblurring can be achieved by alternatively solving
argmin
x
||k ∗ ∇x−∇y||22 + α1
||∇x||1
||∇x||2 , (2.27)
and
argmin
x
||k ∗ ∇x−∇y||22 + α2||f||1. (2.28)
Equation 2.27 normalizes the existing `1 norm by 1||∇x||2 . The aim of this formula-
tion is to achieve a smaller ||∇x||1||∇x||2 value than
||∇y||1
||∇y||2 to avoid delta kernel (having one
in the middle and zero else where) and the blurred image trivial solution.
2.1.2.2 Probabilistic Priors
Another approach is to adopt a probabilistic viewpoint by modeling the posterior
probability of the latent image and the kernel. Ideally, the blur kernel can be esti-
mated using conditional probability, given below
P(k|y) =
∫
P(x, k|y)dx, (2.29)
where P(x, k|y) is the posterior distribution and can be expressed as
P(x, k|y) ∝ eΨ(k∗x−y) · eα1Φ(x) · eα2φ(k). (2.30)
The above equation is also the posterior probability of the objective function dis-
cussed in Equation 2.14 and Equation 2.15. Moreover, the problem with Equation 2.29
is the integration in the continuous form being computationally intractable over the
latent image x. Furthermore, if the image is discretized, still it is challenging to do
marginalization as it requires to sum all the possible image values and is too expen-
sive computationally. With this view, [Fergus et al., 2006] modeled the distribution of
the latent image gradients as a mixture of zero-mean Gaussians and the distribution
of the kernel elements as a mixture of exponential distributions and can be written
as
P(x, k|y) ≈ Q(k, x) = Q(k)Q(x)
=∏
i
Q(ki)∏
j
Q(xj).
(2.31)
The first line of the above equation considers the independence between the blur
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kernel and the latent image while the second line of the equation assumes there is
no dependence between the pixels alleviating parameter computation.
On the other hand, [Shan et al., 2008] opted for a Maximum a Posteriori (MAP)
formulation under the assumption of a Gaussian noise model. This formulation
eventually leads to an objective function with norm constraints on the latent image
to model the gradient sparsity and the smooth local prior of the image, and `1-norm
regularizer on the blur kernels as in Equation 2.17 and Equation 2.32. Improving
upon this approach, [Levin et al., 2011b] aimed at maximizing the posterior distri-
bution with the best kernel while marginalizing over all possible latent images. To
reduce computational complexity, they tackle an approximate MAP problem with an
EM-like iteration strategy. The M-step of [Levin et al., 2011b] can be efficiently solved
in frequency domain as
Eq(− ln P(x, k|y)) = Eq(||k ∗ x− y||2). (2.32)
The E-step approximate the conditional probability and is similar to minimization
of [Fergus et al., 2006] when the Gaussian regularization is employed on the latent
image then it has a closed-form solution. Contrary to [Fergus et al., 2006], [Levin
et al., 2011b] focused on only one blur kernel computation in the M-step which is
more efficient as compared to maximum marginal probability.
2.1.2.3 Patch Priors
As an alternative, several methods [Zoran and Weiss, 2011; Sun et al., 2013; Michaeli
and Irani, 2014] have employed selective information from image patches and their
priors, rather than the whole image. [Zoran and Weiss, 2011] proposed patch-based
image prior using GMM model, which is overly expressive i.e. models a wide range
of phenomena including motion blur and defocus blur, and will eventually accom-
modate blur, causing imprecise convergence of the solution pair. [Zoran and Weiss,
2011] takes MAP approach to debluring and is given by
argmin
x
||k ∗ x− y||22 +∑
i
log p(Pix), (2.33)
where Pi is the patch centered around the i-th pixel. [Zoran and Weiss, 2011] can use
any probabilistic prior. However, the best results are obtained using a GMM as
log p(x) = log
( K
∑
k=1
pikN(x|µk,Σk)
)
, (2.34)
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where µk is the mean and Σk is the covariance matrix while pik is the mixing weights
for each mixture component. A total of 2× 106 natural image patches using K = 200
Gaussians N(·) and patch sizes of 8× 8 pixels are used.
Building on the idea of [Zoran and Weiss, 2011], [Sun et al., 2013] modeled the
patch-based image prior using atomic elements, namely, edges, corners, T-junctions,
etc. learned from natural image datasets and artificial structures. The patch-based
image prior utilized by [Sun et al., 2013] is computationally expensive, mainly due to
a large number of patches used for modeling the primitive elements. [Michaeli and
Irani, 2014] exploited the multi-scale patch recurrence property as a natural image
prior to recover the blur kernel. The objective function used by [Michaeli and Irani,
2014] is not convex, and therefore their solution does not guarantee global optimality.
2.1.2.4 Class-specific Priors
More recently, class-specific information has been employed up to some extent for the
problem of recognizing faces degraded by blur. [Nishiyama et al., 2011]’s approach
aimed to determine the point-spread function in a blurred face image via a learning
approach. Their method constructs frequency magnitude-based feature space from
blurred images and learns the subspace spanned by all the face images blurred by the
same kernel. To determine the kernel or PSF, it computes a distance measure between
the feature vector of the blurred input image to the basis of each subspace and selects
the subspace yielding the shortest distance. This method is restrictive since the set
of blur kernels is required to be known beforehand for subspace learning. Besides,
it has only been validated with simple Gaussian kernels. Instead of learning kernel-
specific subspaces, our method aims to learn features specific to image classes.
Lately, [Zhang et al., 2011] proposed a joint image restoration and recognition
method using a sparse representation of the training images. [Zhang et al., 2011]
also employed iterative solving of the blur kernel and the latent image. The blur
kernel is obtained in each iteration using Equation 2.20 while the latent image is
obtained by
argmin
x
||k ∗ x− y||2 + λ||x−Dα˜||2 + τ
L
∑
l=1
|el ∗ x|p, (2.35)
where D is the learned dictionary from training images, α˜ is the sparse approxima-
tion of the latent image x and el are the first order derivative filters i.e. e1 = [1,−1]
and e1 = [1,−1]t while p is set to 0.5. Furthermore, the second term of Equation 2.36
enforces that the latent image can be well represented by the training dataset from
which the dictionary D is learned. Similarly, the last term of Equation 2.36 employs
the sparsity for the latent image and can be termed as sparse regularization for a
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natural image. Since the sparse representation prior implies that the training and
test (blurred) images are well-aligned and cropped to the same resolution, this intro-
duces some practical limitations. Also, the effectiveness of the method in recognizing
faces from a blurred image depends on the presence of images of the same faces in
the training set. Otherwise, the blurred image cannot be expressed as a sparse rep-
resentation of the training images in the gallery, which is a crucial assumption of the
method. Bearing in mind that such assumptions are quite restrictive in practice, we
have designed our method without the above requirements.
Recently, [Joshi et al., 2010] proposed a method for personal photo enhancement,
including deblurring, given examples in a photo collection. This approach requires
manual annotation of face regions for the matting and segmentation of faces from
input images. [Hacohen et al., 2013] tackled this problem, requiring a dense corre-
spondence between a sharp reference image and its corresponding blurred image. To
overcome the smoothness, this method introduced a new term in [Levin et al., 2007]
sparse prior and termed it reconstruction prior. The new expression after introducing
this prior is
argmin
x
||k ∗ x− y||2 + α1(I−Dm)||∇x||p + α2Dm||∇x−∇C−1rM||2, (2.36)
where Dm is the pixelwise weight to augment the reconstruction prior and the sparse
prior. Further, rM is the transformed reference image obtained after dense mapping
M between the blurry image y and the reference image r. Similarly, C is the para-
metric color transformation between x and rM and I is the identity matrix.
[Hacohen et al., 2013]’s method produces decent results for complex kernels but
has limited applications due to the strict requirements of the similar content between
the reference and the blurred image. For example, it is hard to establish dense cor-
respondences reliably between the reference image r and the blurry image y in the
presence of motion blur, noise, and specifically occlusions.
Lately, [Pan et al., 2014a] introduced a face image deblurring method by selecting
the best exemplar from a training set with the closest structural similarity to the
blurred image. The salient edges from the exemplar image are denoted as ∇ S, and
are incorporated in to Equation 2.20 to yield
argmin
k
||k ∗ ∇s−∇y||22 + α2||k||22. (2.37)
It requires manual annotations of salient features such as the eyes, mouth and
lower contour of the face for each training image. Information at these locations then
serves as guidance for deblurring face images. In the next section, we present the
recent trend on neural network learning for image deblurring.
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Figure 2.1: The neural blind deblurring system of [Chakrabarti, 2016]. The blurry
patch is decomposed into multiple frequency “bands”, where L is low pass, B1, B2
are band-pass and H stands for high-pass frequency components. Furthermore, DFT
means discrete Fourier transform and IDFT stands for inverse discrete Fourier trans-
form.
2.1.2.5 Learning with Neural Networks
Besides, several works have started to pursue the “learning to deblur” approach
with a significant amount of training data [Schuler et al., 2016; Chakrabarti, 2016].
Recently, [Schuler et al., 2016] proposed to learn a stack of neural networks consist-
ing of several modules to estimate the blur kernel. This network mimics the steps of
conventional iterative deblurring. Although they achieve relative success in training
the system and some remarkable deblurring results; however, it failed to outperform
state of the art [Sun et al., 2013]. Furthermore, the trained CNN is limited to spe-
cific kernel sizes and does not perform well when the kernel size exceeds 17× 17
[Chakrabarti, 2016].
In a related development, [Chakrabarti, 2016] proposed to learn a neural network
which predicts the complex Fourier coefficients to restore blurry patches of a given
blurred image. The system of [Chakrabarti, 2016] used to deblur images is shown in
2.1. This idea of predicting Fourier coefficients is derived from the non-blind deblur-
ring formulation. The deblurred patches are averaged to restore an initial estimation
of the whole sharp image. Then kernel is computed from the initial estimated image
as
k = argmin
k
∑
i
||(k ∗ ( fi ∗ x)− ( fi ∗ y)||22 + α||k||1, (2.38)
where fi are the first and second order derivative filters. Furthermore, to obtain
the final deblur image, authors use [Zoran and Weiss, 2011] as a final non-blind de-
blurring step. For training the neural network part, the authors generated synthetic
kernels and utilized 52× 104 patches. This method achieved remarkable results on
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smooth images; however, it lags behind on images having texture.
In the next section, we present the details of the relevant literature for image
denoising.
2.2 Image Denoising
Image denoising is a prevalent, well known, yet ill-posed problem in low-level vi-
sion, where the aim is to recover the clean image from its noisy version. Since the
problem is under-constrained due to missing information, regularization assump-
tions on the noise model are taken into account such as additive white Gaussian and
stationary noise. In addition, the noise values between the pixels are not correlated.
Furthermore, the variance of the noise is usually assumed to be known.
During the last decade, many patch based algorithms [Buades et al., 2005; Dabov
et al., 2007b, 2009; Elad and Aharon, 2006; Knaus and Zwicker, 2014, 2013; Deledalle
et al., 2011; Zhang et al., 2010; Yu and Sapiro, 2011; Foi et al., 2007; Lebrun et al.,
2013; Portilla et al., 2003] have been developed to improve the performance of noise
removal. Nevertheless, their performance is often a marginal improvement to the
BM3D method [Dabov et al., 2007b], which is still considered a widely accepted base-
line even after a decade. According to [Chatterjee and Milanfar, 2010] and [Levin and
Nadler, 2011], BM3D achieves near-optimal performance, close to theoretical limits
on natural images. However, there is still a possibility of performance improvement
of denoising using external images [Levin and Nadler, 2011; Levin et al., 2012; Chat-
terjee and Milanfar, 2010]. Here, we present an overview of the state of the art de-
noising algorithms in rest of the chapter which is divided into four broad categories,
each of which is discussed in detail with the state of the art denoising algorithms in
each group.
2.2.1 Image Filtering
2.2.1.1 Linear Filtering
A straightforward image denoising method is to convolve the noisy image y with a
Gaussian kernel k
x = y ∗ k. (2.39)
The above operation can be performed in the frequency domain as it is a linear
operation.
F(x) = F(y) · F(k), (2.40)
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where “·” represents an element-wise multiplication i.e. Hadamard product. The
Gaussian kernel in the frequency domain is also a Gaussian kernel. The purpose
of Gaussian filtering is to attenuate high frequency (as noise is represented by high
frequencies) since the Gaussian filtering is a form of low-pass filtering. Due to this
reason, the images filtered with a Gaussian kernel are smoother as the high frequen-
cies are removed.
Prior to discussing the details of the Gaussian kernel parameters, one has to
know the essential property of the 2D Gaussian kernel which is separability. The
one-dimensional kernel can be applied in horizontal (or vertical) direction, and then
in vertical (or horizontal) direction. The resulting image has the same effect as using
a 2D Gaussian kernel [Burger, 2013].
The kernel width of the Gaussian plays a vital role in noise reduction. Therefore,
the width of the Gaussian kernel is determined before filtering. The value of the
width depends on the intensity of the noise in the image. If the noise is high, a more
substantial value for width is used and vice-versa.
Although Gaussian filtering can remove the high frequencies, however, by doing
so, it has also effect on fine and sharp image structures such as edges, corners and
lines etc. A remedy for this problem is to adapt the filter to the content of the image
in hand and apply different filters to different parts of the image. This idea is further
explored by bilateral filtering discussed in section 2.2.1.4
2.2.1.2 Median Filtering
Another simple approach and an alternative to linear filtering is median filtering.
The median filter is non-linear and non-separable. The median filtering process sim-
ply replaces each pixel in the image with the median value in the neighbourhood
centered at that pixel.
A prevailing opinion about median filtering is that it is better in preserving image
features such as edges, compared to linear filtering [Caselles et al., 2000]. Simple
median filtering is not better at preserving image features than linear filtering [Arias-
Castro et al., 2009], however, it is better in removing outliers, therefore, often applied
in case of salt & and pepper noise.
The filtering window shape and size depends on the noisy image. Popular choice
for the filtering windows is square while the size of the window depends on the
strength of the noise present in the image. When the noise level is high then usually
several passes are applied. The first pass window is bigger than the subsequent
ones. This technique of filtering in stages help in preserving the edges in the noisy
image [Arias-Castro et al., 2009].
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2.2.1.3 Denoising via Local Statistics
Image denoising using local statistics became popular in the late twentieth century.
[Lee, 1980] proposed an image denoising algorithm using local statics where parallel
architecture can be used. This algorithm can handle both additive and multiplicative
noise. However, our discussion here is restricted to the additive case only. The two
assumptions are made about the distribution of noise: finite variance and zero mean.
The algorithm here assumes that the neighborhood mean, is equal to apriori mean
and alike assumption is made about the variance σ2. Although these assumptions are
debatable as pointed out by the authors in the same paper [Lee, 1980]. The following
expression is used to obtain the final denoised image
xˆ = x¯+
(E{(y− y2)} − σ)2(y− x¯)
E{(y− y)2} . (2.41)
The above equation requires computation of two main terms: x¯ and E{(y− y)2}.
x¯ can be easily estimated using a filter of size m× n with all ones in it . Similarly,
E{(y− y)2} can be obtained by the same process as x¯ but the filter will be applied
to the pixel-wise square of the noisy image. This denoising algorithm is quite simple
but useful in practice.
2.2.1.4 Bilateral Filtering
According to [Tomasi and Manduchi, 1998; Arias-Castro et al., 2009], bilateral filter-
ing preserve edges while removing noise from the image. Bilateral filtering com-
bines classical filtering and range-filtering. Hence, the pixels set are selected from
the neighborhood and also on their related features.
In classical-filtering, the pixels are chosen based on their geometric proximity.
The idea behind that the pixel values are correlated and change slowly over local
neighborhood whereas noise does not follow this assumption. Therefore, the noise is
attenuated in such areas, and the signal is recovered. However, this premise fails at
image features such as edges. Similarly, range-filtering is performed based on pho-
tometric similarity. Range-filtering changes the gray map and suppresses unimodal
histogram, hence, combining classical-filtering, and range-filtering helps preserve
edges, as opposed to classical filtering which smooths the signal.
2.2.2 Methods using Local Structure Similarity
Internal image denoising with a single image is popular and usually has a low
computational load. Earlier techniques focused on recovering noisy pixels from
their neighboring noisy pixels e.g. Gaussian filtering, bilateral filtering, and total
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variation. Later algorithms focused on re-occurrence of patches [Glasner et al.,
2009] in the noisy image to reconstruct the noise-free image, examples are non-
local means [Buades et al., 2005], BM3D [Dabov et al., 2007b], WNNM [Gu et al.,
2014], SAIST [Dong et al., 2013], SAPCA [Dabov et al., 2009], and TSID [Zhang et al.,
2010]. These algorithms are effective for areas with repetitive texture, however, on
the downside, they suffer when they attempt to find corresponding matches for in-
frequent patches i.e. the patches that are rarely present in the image. To overcome
this issue, some methods [Lou et al., 2009; Yan et al., 2012] proposed alternatives al-
beit with limited applicability. Moreover, when the noise is strong, internal denoising
performance degrades drastically as it struggles to find correct reference patches.
State-of-the-art techniques in internal image denoising [Buades et al., 2005; Dabov
et al., 2007b, 2009; Lebrun et al., 2013; Dong et al., 2013; Foi et al., 2007; Zhang et al.,
2010] exploit repetitive local patterns that frequently occur in natural images, by
selecting and grouping similar patches for denoising.
2.2.2.1 Non-local Means
The non-local means (NLM) algorithm takes benefit of the self-similarity property or
redundancy in natural images. The self-similarity property states that for each patch
in an image there are similar patches. This assumption is valid where the patches
are in the neighborhood or within few pixels from the center of the reference patch.
Hence, the redundancy in this scenario is termed as local means. Making use of this
property, non-local means [Buades et al., 2005; Goossens et al., 2008] denoise images
by computing a weighted average of non-local similar patches, with the weights set
as the Euclidean distances between their pixel values. [Efros and Leung, 1999] have
practiced the self-similarity property for texture image synthesis.
2.2.2.2 Block Matching and Three Dimensional Filtering
Block matching and three dimensional (3D) filtering is abbreviated as BM3D. Collab-
orative filtering with block matching and its variants [Dabov et al., 2007b; Foi et al.,
2007; Dabov et al., 2009] are prominent baseline methods that exploit patch similarity
in a 2D transform domain.
The core idea lies in the imposition of structural similarity among patches in
each group by analyzing the subspace of the transform coefficients. The denoising
of individual patches relies on the implicit assumption that insignificant coefficients
correspond to the noise component and thus can be truncated via thresholding or
attenuated via Wiener filtering.
BM3D considers the noisy image to have similar patches and does not rely on
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Figure 2.2: Example of grouping patches from noisy images. Each image shows a
reference patch “R” (in red) and similar looking patches (in blue).
Figure 2.3: BM3D framework. The process is repeated as indicated by the dashed
lines.
any regularization. BM3D searches for patches similar to a reference patch in a local
neighborhood as shown in Figure 2.2 and groups them into a three dimensional (3D)
block, hence, the term block-matching. The three-dimensional block is denoised, and
the resulting patch is inserted into its original location. The process is repeated for
every patch in the image. This process of grouping the patches, is different than
clustering, as each patch can be part of multiple blocks, as opposed to clustering
where each patch can only belong to one cluster.
The BM3D algorithm is a two-stage process as shown in Figure 2.3. The dis-
tinction separating the stages is how search is performed for similar patches and
which procedure is employed for shrinking coefficients. In the first stage, the similar
patches are searched in the noisy image, and then hard thresholding is applied to
the 3D block i.e. the values below a certain threshold are set to zero. The outcome of
this stage is a denoised image as each patch is re-inserted into their original location.
In the second stage, the similar patches are searched in the resulting denoised image
from the first stage. The reason for seeking patches again from the first denoised
image is because it is more reliable to to search similar patches using the denoised
image of first step than in the noisy image itself. However, two blocks are formed,
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one block consist of noisy patches while other containing patches from the denoised
image of the first step. The shrinkage procedure for the second stage is Wiener fil-
tering. The weights of noisy patches are used to approximate the block of denoised
patches. In other words, the purpose of the first step is to achieve a denoised image
to provide reliable similar-patches while the second phase is to get the final denoised
image.
2.2.2.3 Non-local Bayes
Similar to BM3D, Non-Local Bayes (NLB) [Lebrun et al., 2013] consists of a two-
step process that estimates the values of a latent patch from the mean and covariance
matrix of its similar patches. To obtain an invertible covariance matrix NLB algorithm
keeps a fixed number of similar patches which are more than the size of the noisy
patch. NLB is also a two-step process like BM3D but having both steps identical
with only using the estimate from the first step. NLB results are better in case of
color images than its counterparts.
2.2.2.4 Weighted Nuclear Norm Minimization
Nuclear Norm Minimization (NNM) is becoming popular in recent years due to its
ability to efficiently recover low-rank matrices. NNM uses frobenius-norm to observe
the difference between the noisy image y and the latent image x. NNM has an
analytical solution and can be solved by soft-thresholding of singular values. In case
of NNM, soft-thresholding is performed using single threshold value. However, this
assumption is not reasonable as different singular values have different importance
and therefore, should be treated differently. [Gu et al., 2014] proposed weighted
nuclear norm minimization (WNNM) where every single value is thresholded based
on their relative importance based on non-local self-similarity.
2.2.2.5 Principal Component Analysis
Principal Component Analysis (PCA) is successfully employed in many other image
restoration fields, and it also found its way to image denoising. Initially, [Muresan
and Parks, 2003] proposed the principal component analysis (PCA) on sliding image
patches. [Zhang et al., 2010] proposed local grouping of the similar pixels in the
neighborhood and then apply PCA to remove the noise, this process is repeated by
further refining the output of the first stage. [Deledalle et al., 2011] presented the
comparison between different patch-based PCA effect on image denoising.
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Figure 2.4: A general framework for the external denoising methods.
2.2.2.6 Dual Domain & Progressive Image Denoising
Recently, new algorithms are proposed which operates at pixel level rather than
the patches-level. Example of such algorithm is Dual Domain image denoising
(DDID) [Knaus and Zwicker, 2013]. It is a simple algorithm which iterates between
the spatial domain and the frequency domain using bilateral filtering and short time
Fourier transform, respectively. DDID is a guided method which uses the intermedi-
ate denoised image as an input to the final stage, although all the stages are identical
except the intermediate image. The results are comparative to BM3D besides its sim-
plicity. Furthermore, Progressive image denoising (PID) [Knaus and Zwicker, 2014]
is a variant of DDID and improved by incorporating arbitrary fine time steps in it-
erations. Similar to DDID, it also performs denoising using kernels in two domains:
spatial domain and frequency domain. The visual performance of PID is better than
DDID.
2.2.3 External Denoising Methods
The use of external image datasets for denoising has been studied in recent years.
This trend is motivated by several studies [Levin and Nadler, 2011; Levin et al.,
2012] that show that the theoretical minimal error can be achieved by using large
datasets. Furthermore, this approach can be made practical by applying efficient
sampling techniques on large databases [Chan et al., 2014]. A general framework for
the external denoising methods is shown in Figure 2.4.
Denoising of images with known classes is instrumental in various applications
such as face image enhancement thus all image solutions tasks where face images
are used, document image recovery, digital heritage, cell image analysis, and image
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aesthetics to count a few.
Nevertheless, prior research on learning from (external or internal) images [Elad
and Aharon, 2006; Zoran and Weiss, 2011; F. Chen and Yu, 2015] only tackled the
problem of denoising for natural images. None of them has considered how to
denoise object images of a specific class by incorporating class-specific information
from object image datasets. There have been efforts in utilizing class-specific priors
for image deblurring [Anwar et al., 2015; Sun et al., 2014a], but these approaches are
not directly applicable to denoising.
2.2.3.1 Targeted Image Denoising
To complement internal image information, other works [Luo et al., 2014, 2015] re-
sorted to external targeted datasets for image denoising abbreviated as TID. This
strategy improves the denoising in specific situations but requires correlated image
datasets, and thus fails when the dataset variation becomes high for the same object.
Another problem with these algorithms is they involve an exhaustive search policy,
which makes them computationally expensive.
2.2.3.2 Combined Image Denoising
Since internal denoising and external denoising have their own strengths, attempts
have been made to combine them for denoising [Mosseri et al., 2013; Yue et al., 2014].
[Mosseri et al., 2013] modified the internal denoising to exploit external natural image
patches for textured regions. This method introduced a new metric called “Patch-
SNR” to differentiate between the smooth and textured image regions. PatchSNR is
the Signal-to-Noise-Ratio of a patch. The assumption is that for the textured region
the PatchSNR is high; hence, external denoising is applied whereas PatchSNR is low
for smooth image areas, thus, can take advantage of internal denoising. Using inter-
nal or external denoising to a patch based on PatchSNR improves the performance
of current internal denoising algorithms.
[Yue et al., 2014] proposed an ad-hoc denoising method where they imposed
a restrictive assumption on the external images, which requires them to contain a
significant similarity or overlap with the input image. [Yue et al., 2014] combined
internal and external BM3D for denoising, hence, the name combined image denois-
ing (CID). Since they employed SIFT [Lowe, 2004] as a keypoint localization step for
image registration, the method only works well if the external images are related to
the original noisy image by a rigid transformation. Although it has shown promising
results in scenarios where the external images are similar to or the same as the input
image, but differs in scales and orientations, it fails to demonstrate such performance
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when the external images have different content from the input image, even if they
belong to the same category.
The difference between both the methods as mentioned above lies in the applica-
tion of denoising to the patches. [Yue et al., 2014] apply both internal and external
denoising to the same patch and then aggregate the outcome of both the denoised
patches whereas [Mosseri et al., 2013] either applies either internal or external de-
noising to a patch.
2.2.4 Learning Patch Statistics
Several learning methods, such as Expected Patch Log Likelihood (EPLL) [Zoran
and Weiss, 2011], patch prior guided internal clustering with low rank (PCLR) [Chen
et al., 2015], and Patch Group Prior based Denoising (PGPD) [Xu et al., 2015b] were
proposed to derive priors from natural noise-free images. However, these learned
priors are generic for natural images and are not specific to any image category.
Similarly, many early works [Elad and Aharon, 2006; Mairal et al., 2009; Dong et al.,
2011] learn an over-complete dictionary of image patches from an external noise-free
database and impose non-local self-similarity through a sparse representation. Below
are some of the prominent learning methods.
2.2.4.1 Denoising via Singular Value Decomposition
[Elad and Aharon, 2006] proposed a dictionary learning algorithm based on a sin-
gular value decomposition (SVD) called K-SVD. It is a simple iterative algorithm
and learns from the noisy image itself. Each iteration is composed of two steps: i)
learn the coefficients using orthogonal matching pursuit (OMP) [Chen et al., 1989;
Pati et al., 1993] (algorithm selects the dictionary atoms sequentially) in each path, ii)
update one column of the dictionary at a time. Usually, a few iterations are sufficient
to achieve good results. Denoising is performed patch-wise and then inserted back
into its original location. Moreover, averaging is conducted in areas of overlapping
patches.
2.2.4.2 Non-local Sparse Models
Similar to KSVD, Non-local sparse model (NLSM) also learns from the dictionary
from the noisy image. However, the difference is that NLSM applies sparsity on
the learned patches. The underlying idea is that similar noisy patches can be ap-
proximated using the same sparse decomposition. The purpose of looking for the
similar patches are also exploited by many internal denoising algorithms [Dabov
et al., 2007b; Buades et al., 2005]. NLSM visual results are considered to be the best
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in the current lot such as BM3D, NLM etc. However, its computational cost is very
high.
2.2.4.3 Spatially Adaptive Iterative Singular Value Thresholding
[Dong et al., 2013] proposed an `p,q norm constraint to promote patch similarity and
derived a denoising solution via spatially adaptive iterative singular-value threshold-
ing (SAIST).
argmin
A
||UA− y||22 + α||A||p,q, (2.42)
where U is the learned dictionary and A are the collection of sparse coefficients and
UA represents the clean image i.e. x=UA. The ||A||p,q is defined by [Cotter et al.,
2005] as
||A||p,q =
N
∑
i=1
||γi||pq , (2.43)
where γi is the i-th row of the matrix A. This algorithm achieved sparse represen-
tation using clustering and is formulated by combining the strengths of dictionary
learning and structural clustering. In other words, SAIST employs singular value de-
composition to represent image patches sparsely and then iteratively remove noise by
thresholding the singular values using BayesShrink [Chang et al., 2000]. This method
is not only applicable to denoising but other task as well such as image completion.
SAIST is computationally expensive as it requires ten iterations to produce the final
denoised image.
2.2.4.4 Gaussian Mixture Model priors
As an alternative, [Zoran and Weiss, 2011] aims to learn a statistical prior of natural
image patches, such as the Gaussian Mixture Model (GMM) of natural image patches
or patch groups for patch reconstruction in a maximum likelihood framework. Ex-
pected Patch Log Likelihood (EPLL) contrasts itself than other denoising algorithms
by taking a posteriori approach. This method is already described in section 2.1.2.3 as
it is applicable for deblurring and denoising with a small difference in formulation.
For denoising, the Equation 2.33 becomes
argmin
x
||x− y||22 +∑
i
log p(Pix). (2.44)
EPLL uses half-quadratic splitting optimization which introduces auxiliary vari-
ables. The process proceeds with alternation between two phases: i) fixing the image
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patches while updating auxiliary variables, ii) keeping the auxiliary variables con-
stant and updating the image patches. According to [Zoran and Weiss, 2011], this
process is iterated for four to five times. The performance of EPLL is comparable to
BM3D and NLSM.
Recently, several authors adapted [Zoran and Weiss, 2011]’s patch prior repre-
senting image-specific and class-specific semantics. Based on a Gaussian Mixture
Model (GMM), this generic prior captures statistics of natural patches by perform-
ing the Expectation-Maximization (EM) algorithm on a large dataset of clean patches
[Zoran and Weiss, 2011; F. Chen and Yu, 2015; Xu et al., 2015a].
[Chen et al., 2015] proposed internal clustering guided by external patches and
apply low-rank decomposition and termed it as patch prior guided internal cluster-
ing with low rank (PCLR). Low-rank regularization is applied on similar internal
patches clustered using global similarity in the noisy image rather than local block
matching. Subsequently, the method learns Gaussian Mixture Model (GMM) prior
to guide the patch clustering and perform a low-rank subspace learning. Such a
grouping based low-rank regularization makes the underlying patch restoration very
robust to noise. The performance of PCLR is marginally better then BM3D.
Patch Group Prior based Denoising (PGPD) is introduced by [Xu et al., 2015b],
which uses a patch group to denoise the noisy patches. After subtraction of mean
from the patch group, it represents the non-local self-similar prior to natural images.
Then a GMM is learned from the non-local self-similar patch group extracted from
natural images. Lastly, sparse coding is applied to the patch group for efficiency. The
denoising results of PGPD is below than most state of the art algorithms; however,
its efficacy is comparable to BM3D [Xu et al., 2015b].
[Teodoro et al., 2016] proposed an approach to locally adapt the GMM prior [Zo-
ran and Weiss, 2011] to the class of each patch. This method enables patch-based
image enhancement for multiple classes appearing in the same image. The authors
employ segmentation to differentiate between different classes present in the image;
however, this approach may result in degraded denoised outputs as image segmen-
tation itself is a difficult task especially in the presence of noise.
2.2.4.5 Adaptive Image Denoising
AID is an acronym for Adaptive Image Denoising [Luo et al., 2016]. This work is
aimed to adapt the generic patch prior to one that is specific to the patch statistics
of the input image. The core of the method is a modified version of the Expectation-
Minimization (EM) algorithm on the noisy image or its pre-filtered version with an
estimate of the noise. The results of this method are superior to the ones when there
is no EM adaptation. Also the quantitative results for the proposed image denoising
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algorithm yield better results than some state of the art algorithms mentioned earlier.
2.2.5 Convolutional Neural Networks
The advent of convolutional neural networks (CNN) provides a significant perfor-
mance boost for image denoising methods [Zhang et al., 2017a,b; Lefkimmiatis, 2016;
Burger et al., 2012; Schmidt and Roth, 2014] have also been proposed very recently.
We present the details of the convolutional neural networks (CNN) in the following
sections.
2.2.5.1 Cascade of Shrinkage Fields
[Schmidt and Roth, 2014] learns a single framework based on unification of random-
field based model and half-quadratic optimization. The role of the shrinkage in
wavelet image restoration is to attenuate small values towards zero due to the as-
sumption of these values being the product of noise instead of the signal values. The
pixel values of the shrinkage mappings are learned discriminatively. These predic-
tions are then chained to form a cascade of shrinkage fields (CSF) of Gaussian con-
ditional random Fields. The CSF algorithm considers the data term to be quadratic
and must have a closed-form solution based on discrete Fourier transform (DFT).
2.2.5.2 Trainable Nonlinear Reaction-Diffusion
Similarly, [Chen and Pock, 2017] introduced a deep convolutional neural network
for image denoising and adapted field-of-experts [Roth and Black, 2009] prior into
CNN framework by incorporating a preset number of inference steps. The image
restoration model is called Trainable Nonlinear Reaction-Diffusion (TRND).
TRND algorithm extends conventional nonlinear diffusion model to a highly
trainable parametrized linear filters and the influence functions. A loss using a sig-
nificant amount of data is used to learn the parameters such as the filters and the
influence functions. The TRND model differs significantly from the conventional
models concerning the learned influence functions and the filters. The network of
TRND is shown in Figure 2.5
Undoubtedly, CSF and TNRD have shown improved results over more classical
methods; however, the imposed image priors inherently impede their performances,
which highly rely on the choice of hyper-parameter settings, extensive fine-tuning
and stage-wise training.
40 Background and Preliminaries
Figure 2.5: The architecture of the TRND network. k1i is the set of linear kernels, y0
the degraded image, x is the groundtruth image and α1 is strength of the term.
Figure 2.6: The architecture of the DnCNN and IrCNN network.
2.2.5.3 DnCNN & IrCNN
To overcome the drawbacks of CSF and TNRD, IrCNN [Zhang et al., 2017b] and
DnCNN [Zhang et al., 2017a] learn the residual present in the contaminated image
by using the noise in the loss function instead of the clean image as the ground-truth.
The architectures of IrCNN and DnCNN are very simple and similar as it only stacks
of convolutional, batch normalization and ReLU layers. The architecture of DnCNN
and IrCNN is shown in Figure 2.6.
Although both models were able to report favorable results, their performance
depends heavily on the accuracy of noise estimation without knowing the underly-
ing structures and textures present in the image. Besides, they are computationally
expensive because of the batch normalization operations after every convolutional
layer.
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Figure 2.7: FormResNet Proposed network structure.
2.2.5.4 Non-local Color Image Denoising with CNN
Another notable CNN based work is non-local color image denoising abbreviated as
NLNet [Lefkimmiatis, 2016] which exploits the non-local self-similarity using deep
networks. Non-local variational schemes have motivated the design of the NLNet
model and employ the non-local self-similarity property of natural images for de-
noising. The performance heavily depends on coupling discriminative learning and
self-similarity. The restoration performance is comparatively better to several earlier
state-of-the-art. Though, this model improves on classical methods but lagging be-
hind IrCNN and DnCNN, as it inherits the limitations associated with the nonlocal
self-similarity (NSS) priors as not all patches recur in an image.
2.2.5.5 FormResNet
FormResNet is proposed by [Jiao et al., 2017] which builds upon DnCNN as shown
in Figure 2.7. This model is composed of two networks; both networks are similar
to DnCNN; however, the difference lies in the loss layers. The first network termed
as "Formatting layer" incorporates the Euclidean and perceptual loss. The classical
algorithms such as BM3D can also replace this formatting layer. The second deep
network "DiffResNet" is similar to DnCNN and input to this network is fed from the
first one. The stated formatting layer removes high-frequency corruption in uniform
areas, while DiffResNet learns the structured regions. FormResNet improves upon
the results of DnCNN by a small margin.
2.2.5.6 Wavelet Domain Deep Network
Recently, a denoising architecture for CNN is proposed by [Bae et al., 2017] to learn
the mapping between label datasets to feature space. The motivation behind this
CNN based network is persistent homology analysis [Edelsbrunner and Harer, 2008]
to that residual learning is a special case of manifold simplification. The network
takes the wavelet transforms of images as input and learns the features in the trans-
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formed space rather than the original image space. The proposed network has a
higher number of channels than DnCNN and FormResNet; hence, the marginal im-
provement in PSNR can be attributed to the number of channels employed for learn-
ing images features.
2.3 Summary
In this chapter, we have presented the essential theories for image deblurring and
image denoising and some state-of-the-art solutions to these problems. Image de-
blurring algorithms can be classified into two groups: 1) blind algorithms, and 2)
non-blind algorithms. Image denoising algorithms can be broadly divided into four
categories: 1) image filtering, 2) internal denoising, 3) external denoising and 4)
learning methods.
The current state-of-the-art internal methods rely on the expertly designed al-
gorithms, and the same is true for learning based methods. The internal methods
rely on the internal knowledge heavily. Thus, a question arises, that is it possible
to achieve better results while exploiting the external knowledge as compared to the
internal one?. Similarly, learning methods capture the statistics of the natural images
or patches and require sophisticated algorithms to utilize this knowledge. Here, a
question arises, whether is it possible to rely on learning and less on engineering?
Chapter 3
Image Deblurring with a
Class-Specific Prior
The camera photographs what’s
there.
Jack Nicholson
A fundamental problem in image deblurring is to recover reliably distinct spa-
tial frequencies that have been suppressed by the blur kernel. To tackle this issue,
existing image deblurring techniques often rely on generic image priors such as the
sparsity of salient features including image gradients and edges. However, these pri-
ors only help recover part of the frequency spectrum, such as the frequencies near
the high-end. To this end, we pose the following specific questions: (i) Does class-
specific information offer an advantage over existing generic priors for image quality
restoration? (ii) If a class-specific prior exists, how should it be encoded into a de-
blurring framework to recover attenuated image frequencies? Throughout this work,
we devise a class-specific prior based on the band-pass filter responses and incor-
porate it into a deblurring strategy. More specifically, we show that the subspace of
band-pass filtered images and their intensity distributions serve as useful priors for
recovering image frequencies that are difficult to recover by generic image priors. We
demonstrate that our image deblurring framework, when equipped with the above
priors, significantly outperforms many state-of-the-art methods using generic image
priors or class-specific exemplars.
3.1 Introduction
Image deblurring is an important and long-standing research challenge in low-level
vision dating back to 1960s [Trott, 1960]. Blur due to camera shake and camera
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motion is still a prevalent issue with images captured by hand-held devices, e.g.
smartphones or tablet computers. With an exponentially increasing amount of image
data captured by these devices, there has been continuing research effort in image
deblurring in the last decade [Levin, 2006; Fergus et al., 2006; Shan et al., 2008; Cho
and Lee, 2009; Xu and Jia, 2010; Krishnan et al., 2011; Levin et al., 2011a; Xu et al.,
2013; Tai et al., 2013; Mosleh et al., 2014; Pan et al., 2014a,b; Xu et al., 2014; Whyte
et al., 2014].
In this chapter, we focus our attention on the case of uniform blur, in which a
sharp image is convolved with a spatially uniform blur kernel. The goal of blind
image deblurring is hence viewed as solving for the latent image x and the kernel k
given the blurred image y. By nature, image deblurring is an ill-posed problem, as
there exists an infinite number of pairs of latent image x and kernel k that result in
the same observation y.
To resolve the above ambiguity, previous works have exploited the sparsity of
natural image gradients to impose additional constraints on the deblurring prob-
lem. This sparsity constraint is commonly stated in terms of the hyper-Laplacian
prior [Krishnan and Fergus, 2009; Levin et al., 2011b], the `0 [Xu et al., 2013], `1 [Xu
and Jia, 2010] and `2-norms [Cho and Lee, 2009], the `1/`2 prior [Krishnan et al.,
2011], a Gaussian [Levin et al., 2007] or a mixture of Gaussians [Fergus et al., 2006]
of the image gradients. A common feature in these works is the presence of a regu-
lariser that minimizes the sparsity of the image gradient. As a result, these methods
favor images with strong high-frequency components while ignoring other spatial
frequencies. For this reason, these methods are not suitable for many object cate-
gories with gradual changes in the surface orientation such as faces, animals, cars,
etc.
Furthermore, a common symptom of deblurred images is the presence of ringing
artifacts. [Mosleh et al., 2014] has proposed a solution to the detection and removal
of ringing by generating a set of Gabor filters that reveals existing ringing artifacts
in deblurred images and incorporating these filters in a regularisation scheme to
suppress the artifacts. Meanwhile, [Whyte et al., 2014] address the issue of ringing
reduction in the presence of saturated pixels. We draw a general remark, from the
analysis of these works, that the leading cause of ringing is the suppression of some
spatial frequencies by the blur kernel. The frequencies missing from the blur kernel
usually cause the Fourier sum of the remaining waves to overshoot at jumps in im-
age intensity. This is known as the Gibbs phenomenon [Hewitt and Hewitt, 1979],
rendering ringing artifacts to appear near strong edges.
To overcome the above problem, we leverage prior knowledge of the distribution
of frequency components specific to each image class, rather than generic gradient
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Figure 3.1: Recovering spatial frequencies that have been suppressed by a blur kernel
using band-pass frequency components from the training data.
sparsity priors. As a natural choice, we analyze images in the Fourier space due
to the convenient transformation of the blur model between the spatial and transfer
domain. Instead of imposing a general sparsity constraint, we focus on modeling
a class-specific prior in each band of the Fourier spectrum. Specifically, we learn
a subspace spanned by the filter responses of sharp images in each class to a band-
pass filter. Repeating this learning process over multiple band-pass filters, we capture
the characteristics of the target image class across a wide range of frequency bands.
The spirit of this work is to discover a more comprehensive prior than those based
exclusively on edges or high-frequency image gradients. With our learned priors in
hand, we perform the deblurring process in a content-aware fashion.
Figure 3.1 depicts our approach to the restoration of the spatial frequencies atten-
uated by a blurring kernel. In the first row, we display a sample image from the Cat
dataset [Zhang et al., 2008] (first column) and the magnitudes of its Fourier compo-
nents in three frequency bands (the subsequent columns). A convolution of the input
image obtains the frequency components in each band with a Butterworth band-pass
filter. Although most of the frequency components of the blurred image (second row)
have been annihilated, the recovered image (shown in the last row) contains many
frequency components present in the original (in the third row).
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Our method is inspired by previous works on image categorization using image
statistics. In [Torralba and Oliva, 2003], the authors investigated the spectral signa-
ture, i.e., the power spectra of the horizontal and vertical image gradients for each
image category. The shape of this spectral signature is an indicator of the scale (size)
of the primary element in the scene. This study revealed significant variations in
the power spectrum across different image categories, which could enable the cat-
egorization of natural and man-made images. In related work, [Geusebroek and
Smeulders, 2005] modeled the spatial statistics using a parametric Weibull distribu-
tion for the characterization of uniform stochastic textures. Building on this model,
subsequent works have proposed methods for image categorization using local tex-
ture descriptors [van Gemert et al., 2006]. Specific to image deblurring, [Levin, 2007]
integrated the statistics of derivative filters into a maximum likelihood method for
blind motion deblurring. However, this study was limited to blurs caused only by
a one-dimensional box kernel. The other practical limitation is that it requires the
segmentation of the image into layers with common blurs.
We advance the above formulation of image statistics for the purpose of image
characterization. In the previous works, image statistics constitute the power spectra
of image gradients or derivative filters, which can be viewed as responses to high-
frequency filters. In our work, we generalize this notion and consider the distribution
of image responses to band-pass filters across all the bands in the frequency spec-
trum. The novel class prior is based on the following conjectures. Firstly, for every
image band, the distribution of band-pass filter responses is characteristic of the im-
age class. Secondly, the band-pass filter responses of images in the same class span a
linear subspace. As we shall demonstrate later, these two underpinning conjectures
alone are proven to be effective in recovering frequencies suppressed by blur kernels.
To perform blind deblurring, we incorporate the linear subspaces of band-pass fil-
ter responses as a class-specific image prior, together with a common `2-norm kernel
prior into a joint objective function. Subsequently, we employ an iterative optimiza-
tion approach over several coarse-to-fine image resolutions. In each iteration, the
latent image and kernel can be alternately computed as a closed-form solution.
We provide a visual illustration of the relevant training images and bandpass
filters selected by the proposed image prior. Figure 3.2 shows an example blurry
image (in the second column of the first row), and the four most relevant filtered
training images in the second row, together with their weights (shown in the inset).
The corresponding training images are displayed in the third row, and the associated
bandpass filters are in the fourth row.
It can be seen that the algorithm selects a variety of frequency components from
different training images to compose the latent image, including low-frequency de-
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Figure 3.2: A visual demonstration of the proposed prior. Top row (from left to right):
original (ground-truth) image x∗, input blurred image y, the image reconstructed
by the weighted combination of all the filtered training images, and the absolute
difference ‖x− x∗‖. Second row (from left to right): the four most important filtered
training images sorted by the descending order of their weights (shown in the inset).
Third row: the training images corresponding to those in the second row. Fourth
row: the bandpass filters (shown in the frequency domain) involved in the filtered
training images in the second row.
tails from the first two training images, and mid-frequency details from the latter
two. Noticeably, the latent image constructed from the combination of the bandpass
components of the training images (in the third column of the first row) is free of
blur, especially near edges. Most of the mid-frequency to high-frequency compo-
nents have been recovered. The absolute difference image (in the fourth column of
the first row) shows merely low to mid-frequency details, which could be retrieved
by a final non-blind deconvolution step.
The remainder of this chapter is organized as follows. In section 3.2, we formulate
the image deblurring problem by incorporating novel class-specific priors. While
section 3.3 presents an optimization approach and the closed-form solution to the
problem above. Subsequently, in section 3.4, we present results of our deblurring
method in a detailed comparison with many previous schemes and also present
ablation studies of our algorithm. Lastly, we conclude this work in Section 3.5.
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3.2 Problem Formulation
In this section, we introduce our class-specific image priors and derive an optimiza-
tion problem incorporating these priors. Our problem is stated as follows. Given a
set of N sharp training images {zi|i = 1, . . . , N} and an arbitrary blurred image y
that belongs to the same class, we aim to recover the latent image x and the kernel k.
3.2.1 Image Prior
Now we formulate the class-specific image prior, which states that the frequency
components in each band span a sparse linear subspace in the Fourier domain. We
let Fx(ω) denote the Fourier coefficient of the 2D image x at the spatial frequency ω.
To formulate the problem in the Fourier domain, we obtain a bank of Butter-
worth bandpass filters, each of which has a constant magnitude in a certain (2D)
frequency band and zero elsewhere. The visual representation of bandpass filters in
the frequency domain are concentric circular bands (centered at the origin) with unit
values. To filter an image with a Butterworth bandpass filter, we first clip its fre-
quency components in the Fourier domain to the range defined by the bandpass fil-
ter (corresponding to the filter’s non-zero frequencies). Subsequently, the remaining
frequency components is transformed to the spatial domain via an inverse Fourier
transform.
Having divided the frequency spectrum into a set of M frequency bands, we
formulate the linear subspace constraint for band bj as
Fx(ω) =
N
∑
i=1
wi,jFzi(ω), ∀ω ∈ bj, j = 1, . . . , M, (3.1)
where wi,j is a weight associated with the training image zi and the band bj in the
representation of the latent image x. This coefficient correlates to the similarity be-
tween the frequency components of the training and the latent image in the band
bj.
In addition, we enforce sparsity on the weight vector wj , [w1,j, . . . , wN,j] for
each band bj. The sparsity constraint emphasizes the major contributions from a few
training images to the representation of the latent image x for each separate band.
Here, we express this constraint as a minimization of the L1-norm ‖wj‖1 due to its
well-known robustness.
Combining the linear subspace constraint and the sparsity constraint on wj over
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all the frequency bands, we define the prior function P(x, w) as
P(x, w) , γ
M
∑
j=1
∑
ω∈bj
|Fx(ω)−
N
∑
i=1
wi,jFzi(ω)|2
+ τ
M
∑
j=1
‖wj‖1,
(3.2)
where γ and τ are the balance factors of the reconstruction error and the sparsity
term, respectively, and | · | denotes the modulus of a complex number.
For each band bj, we define a corresponding band-pass filter fj, such as a But-
terworth filter [Gonzalez and Woods, 1992], whose Fourier transform is a non-zero
constant c within bj and zero elsewhere. With this filter, let us consider the 2D func-
tion g = x ∗ fj − ∑Ni=1 wi,j(zi ∗ fj), where ∗ denotes the convolution operator. The
Fourier transform of this function is
Fg(ω) =
{
c
(
Fx(ω)−∑Ni=1 wi,jFzi(ω)
)
∀ω ∈ bj,
0 otherwise.
(3.3)
Applying the Parseval’s theorem to the function g, we have
∫
g(u)2du =
∫ |Fg(ω)|2dω.
Noting that
∫ |Fg(ω)|2dω is a multiple of the reconstruction error in Equation 3.2,
we rewrite it as follows
P(x, w) = β
M
∑
j=1
‖x ∗ fj −
N
∑
i=1
wi,j(zi ∗ fj)‖22 + τ
M
∑
j=1
‖wj‖1, (3.4)
where we use the variable substitution β , γc2 .
3.2.2 Objective Function
In image deblurring, the aim is to minimize the data fidelity term associated with the
blur model y = x∗ k + n, wherenistheimagenoise.Inaddition, severaldeblurringapproacheshaveutilizedimagegradientstoen f orceana prioriimagegradientdistribution, i.e.naturalimagestatistics [Ferguset al., 2006]andtobettercapturethespatialrandomnesso f noise [Shanet al., 2008].Followingthesepreviousapproaches, wealsoexploitthederivative f ormo f theblurmodelandaimtominimizetheerror‖∇dx ∗
k−∇dy‖22, where ∇d denotes the gradient operator in the direction d ∈ {x, y}.
In addition, we employ a regularize on the blur kernel using the conventional L2-
norm ‖k‖22 as in previous works [Cho and Lee, 2009; Yuan et al., 2007]. Combining
all the above components, we arrive at minimization of the objective function
J(x, w, k) = ‖x ∗ k− y‖22 + P(x, w)
+ ∑
d∈{x,y}
‖∇dx ∗ k−∇dy‖22 + α‖k‖22, (3.5)
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where α is the balancing factor for the kernel regularizer.
3.3 Deblurring Framework
Given y, {fb|b = 1, . . . , M} and {zi|i = 1, . . . , N}, we aim to minimize the objective
function in Equation 3.5 with respect to the unknowns x, w and k. Since a simul-
taneous minimization with respect to all the variables is computationally expensive,
we adopt an alternating minimization scheme. In each iteration of this scheme, we
solve a sub-problem with respect to one of the variables x, w and k, while fixing the
others. The following subsections describe the solution to each sub-problem.
3.3.1 Estimating w given x and k
Assuming that x, and k have been obtained in an earlier iteration, we aim to minimize
the objective function J(x, w, k) with respect to the weights wi,j. Here, we note that
P(x, w) in Equation 3.5 can be decomposed into separate bands. Therefore, we can
break down the above problem into the minimization of the following function (with
respect to wj) for each band bj
Jwj = ‖x ∗ fj −
N
∑
i=1
wi,j(zi ∗ fj)‖22 +
τ
β
‖wj‖1. (3.6)
We vectorize the images involved in the above Equation using the following short-
hand notation x˜j = vec(x ∗ fj) and z˜i,j = vec(zi ∗ fj). The minimization of the above
cost function can be regarded as an `1-regularized least-squares problem and can be
solved by standard techniques such as the one reported in [Kim et al., 2007]. The
above problem is usually well-formed when the length of x˜j and z˜i,j exceeds that of
wj, i.e. the number of image pixels is more than the number of training images N.
3.3.2 Latent Image Estimation
With the current update of the contributions wj, j = 1, . . . , M, from the training
images to each band, and the kernel k, we now estimate the latent image so as to
minimize Equation 3.5. Similar to the approach above, we only consider the sum of
the terms dependent on x
Jx = ‖x ∗ k− y‖22 + ∑
d∈{x,y}
‖∇dx ∗ k−∇dy‖22
+ β
M
∑
j=1
‖x ∗ fj −
N
∑
i=1
wi,j(zi ∗ fj)‖22.
(3.7)
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To this end, we apply the Parseval’s theorem to the terms on the right-hand side
of Equation 3.7. This theorem states that the total energy of a function over the
spatial domain is equal to that of its Fourier transform over the frequency domain.
We also note that the image derivative ∇dx can be expressed as a convolution as
∇d ∗ x, where ∇d is a convolution kernel representing the corresponding derivative
operation. With these ingredients, we rewrite Equation 3.7 in the Fourier transforms
of its terms as
Jx =
∫
|Fx(ω)Fk(ω)−Fy(ω)|2dω
+ ∑
d∈{x,y}
∫
|F∇d(ω)Fx(ω)Fk(ω)−F∇d(ω)Fy(ω)|2dω
+ β
M
∑
j=1
∫
|Fx(ω)Ffj(ω)−
N
∑
i=1
wi,jFzi(ω)Ffj(ω)|2dω,
(3.8)
where ω represents a spatial frequency, | · | signifies the modulus of a complex num-
ber and all the integrals are taken over the entire frequency spectrum.
The Parseval’s theorem yields a convenient expression with respect to the Fourier
transform of the latent image. Since the function in Equation 3.8 is a convex function
of Fx(ω) in the Fourier domain, a local optimization method can be applied to obtain
its global minimum. Also, we note that ∂(|z|
2)
∂z = z, where z is the conjugate of
the complex number z. For brevity, we omit the frequency ω from the following
expressions. By the chain rule, we derive the partial derivative with respect to the
Fourier transform Fx as follows
∂Jx
∂Fx = 2(Fk
(FxFk −Fy)
+ ∑
d∈{x,y}
F∇dFk
(F∇dFxFk −F∇dFy)
+ β
M
∑
j=1
Ffj(FxFfj −
N
∑
i=1
wi,jFziFfj)),
(3.9)
where the multiplications on the right-hand side are performed frequency-wise in
the Fourier domain.
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We rewrite the complex conjugate of ∂Jx∂Fx as follows(
∂Jx
∂Fx
)
= 2(|Fk|2Fx −FkFy
+ ∑
d∈{x,y}
(|F∇dFk|2Fx − |F∇d |2FkFy)
+ β
M
∑
j=1
|Ffj |2(Fx −
N
∑
i=1
wi,jFzi)).
(3.10)
By equating the complex conjugate of ∂Jx∂Fx to zero, we obtain the following closed-
form solution for the latent image x
Fx = (FkFy +∑
d
|F∇d |2FkFy + β
M
∑
j=1
|Ffj |2
N
∑
i=1
wi,jFzi)./
(|Fk|2 +∑
d
|F∇dFk|2 + β
M
∑
j=1
|Ffj |2),
(3.11)
where the ./ notation stands for a frequency-wise division in the Fourier domain.
The latent image can be obtained by an inverse Fourier transform of the solution to
Fx.
3.3.3 Blur Kernel Estimation
Once the latent image x is computed, the next step is to estimate the blur kernel k.
Based on Equation 3.5, this optimization step involves the following terms
Jk = ‖x ∗ k− y‖22 +∑
d
‖∇dx ∗ k−∇dy‖22 + α‖k‖22. (3.12)
Again, we leverage the Parseval’s theorem and express the above function in the
Fourier domain as
Jk =
∫
|Fx(ω)Fk(ω)−Fy(ω)|2dω+ α
∫
|Fk(ω)|2dω
+ ∑
d∈{x,y}
∫
|F∇d(ω)Fx(ω)Fk(ω)−F∇d(ω)Fy(ω)|2dω,
(3.13)
where, as before, the integrals are taken over the entire frequency spectrum.
Since Jk is a quadratic function of Fk(ω), we can obtain the minimiser by setting
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∂Jk
∂Fk to zero. This derivative can be expanded as
∂Jk
∂Fk = Fx
(FxFk −Fy)
+ ∑
d∈{x,y}
F∇dFx
(F∇dFxFk −F∇dFy)+ αFk. (3.14)
Setting the complex conjugate of the above equation to zero, we obtain the fol-
lowing closed-form solution for Fk as
Fk = (FxFy +∑
d
|F∇d |2FxFy)./
(|Fx|2 +∑
d
|F∇dFx|2 + α).
(3.15)
For sparse kernels such as motion kernels, which contain mainly high-frequency
components, we choose to follow the practice in [Levin et al., 2011a] and include
only the image gradient term in the above Equation as its frequency components are
more relevant to the kernel spectrum. In that case, the closed-form solution for k is
simplified as
k = F−1
(
∑d∈{x,y} |F∇d |2FxFy
∑d∈{x,y} |F∇dFx|2 + α
)
, (3.16)
where F−1(·) denotes the inverse Fourier transform.
3.3.4 Implementation
Our optimization approach is summarized in Algorithm 1. The algorithm takes,
as input, a given blurred image y, a training set of sharp images zi, i = 1, . . . , N and
a bank of band-pass filters fj, j = 1, . . . , M, which together cover the entire frequency
spectrum. With this input, it aims to compute the latent image x and the blur kernel
k.
The algorithm commences with the initialization of the latent image and the ker-
nel to the given blurred image and the Dirac delta function, respectively. Subse-
quently, it proceeds in an iterative manner. In each iteration, we minimize the objec-
tive function with respect to w, x and k in alternating steps, as shown in lines 6, 7
and 9. The update steps for x and k are undertaken by fast forward and inverse
Fourier transforms according to Equations 3.11 and 3.15. After every iteration k is
centered and normalized. Meanwhile, to solve for w, we minimize the cost function
in Equation 3.6 using the L1 least-squares solver in [Kim et al., 2007]. The algorithm
terminates when the values of x and k do not change by pre-determined tolerance
thresholds over two successive iterations.
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Algorithm 1 Deblurring with the class-specific prior.
Input:
y: the given blurred image.
zi, i = 1, . . . , N: the class-specific training images.
fj, j = 1, . . . , M: a set of band-pass filters covering the frequency spectrum.
α, β: the weights of the terms in Equation 3.5.
ρ: the attenuation factor of the class-specific prior.
1: Fx ← Fy.
2: k← ffi (Dirac delta kernel).
3: while size(k) ≤ max_size do
4: β← β0.
5: repeat
6: Minimize Jwj in 3.6 w.r.t. wj, ∀j, with solver in [Kim et al., 2007].
7: Update x according to Equation 3.11.
8: β← ρβ.
9: Update k according to Equation 3.16.
10: until the maximum number of iterations is reached or x and k change by an
amount below a relative tolerance threshold.
11: k← upsample(k) (Initialization of kernel for the following scale) .
12: end while
13: return Latent image x and blur kernel k.
To improve the stability of the estimates, we progressively increase the kernel
size in a coarse-to-fine scheme. Within a fixed kernel scale, we iterate between the
estimation steps with respect to w, x and k until convergence, before expanding the
kernel size to the next scale. The initial kernel size is 3×3, and the expansion factor
between two successive scales which we found empirically is
√
1.6.
To initialize the kernel in the next scale, we upsample the kernel estimated in
the previous iteration using bicubic interpolation. Since iterations at a finer kernel
resolution usually inherit good estimates from those at coarser resolutions before
further fine-tuning, we enforce a small number of iterations typically between fifteen
and twenty for kernel resolutions of 11× 11 and above.
In addition, while we preset the weight α of the kernel regularizer, we adjust the
weight β of the class-specific prior incrementally over iterations. The reason for this
adjustment is that we initially prefer to obtain as much class information as needed
to constrain the space of the latent image. On the other hand, as the iterations
proceed, we deliberately decrease the influence of this term so that the estimation
is increasingly driven by the data fidelity term. In other words, the resulting latent
image and kernel will increasingly gather instance-specific details from the given
blurred image, rather than the class prior. This step is taken after the update of x in
every iteration, as shown in line 8.
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3.3.5 Extension to Color Images
While Algorithm 1 accepts grayscale images as input, it can be extended to deblur
color images in a straightforward manner. This extension assumes that all the color
channels have been distorted by the same spatially uniform blur kernel. In this case,
the variables w and x are defined per color channel c ∈ {R, G, B} as wc and xc, while
the kernel k is the same all the channels. The objective function is then modified as
J(xc, wc, k) =∑
c
[
β
M
∑
j=1
‖xc ∗ fj −
N
∑
i=1
wi,j,c(zi,c ∗ fj)‖22
+ ‖xc ∗ k− yc‖22 + ∑
d∈{x,y}
‖∇dxc ∗ k−∇dyc‖22
+ τ
M
∑
j=1
‖wj,c‖1
]
+ α‖k‖22.
(3.17)
The solution for wc can be derived by minimizing the following function per
channel
J(xc, wc) =∑
c
[
β
M
∑
j=1
‖xc ∗ fj −
N
∑
i=1
wi,j,c(zi,c ∗ fj)‖22
+ τ
M
∑
j=1
‖wj,c‖1
]
.
(3.18)
Similarly, the update step for xc can be performed for each channel using a similar
formula to Equation 3.11 as
Fxc =(FkFyc +∑
d
|F∇d |2FkFyc + β
M
∑
j=1
|Ffj |2
N
∑
i=1
wi,j,cFzi,c)./
(|Fk|2 +∑
d
|F∇dFk|2 + β
M
∑
j=1
|Ffj |2).
(3.19)
Meanwhile, the kernel k is computed by taking a summation of both the numer-
ator and denominator over the color channels as
Fk =∑
c
[
(FxcFyc +∑
d
|F∇d |2FxcFyc)
]
./
∑
c
[
(|Fxc |2 +∑
d
|F∇dFxc |2 + α)
]
.
(3.20)
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3.4 Results and Discussion
In this section, we aim to demonstrate the advantage of incorporating the proposed
class-specific prior for the blind deconvolution task. For this purpose, we will pro-
vide a detailed performance comparison between our method and a number of state-
of-the-art alternatives over several datasets. We commence our analysis on the con-
tribution of the components in our framework to the overall performance. Here, we
mainly pay attention to the role of the class-specific prior in our framework. Next,
we compare our method to a number of well-known deblurring methods that are
not equipped with image class priors, in terms of both quantitative and qualitative
results. For completeness, we will illustrate the superiority of our method to existing
algorithms that exploit class-specific information or class exemplars, in terms of the
visual quality of the results.
3.4.1 Datasets and Experimental Settings
We performed the experimental validation on six datasets including the CMU PIE
face dataset [Sim et al., 2002], the car dataset in [Krause et al., 2013], the cat dataset
in [Zhang et al., 2008], the ETHZ dataset of shape classes [Ferrari et al., 2010], the
Yale-B face database [Georghiades et al., 2001] and the INRIA person dataset [Dalal
and Triggs, 2005]. For each dataset, we randomly selected half of the images as train-
ing data and between 10 and 15 sharp images from the remaining half as ground-
truth test images for deblurring. To generate blurred images from the test images,
we employed the eight complex ground-truth blur kernels computed by [Levin et al.,
2009] from emulated camera shakes. With this input, we compared our proposed
algorithm against the state-of-the-art deblurring algorithms with and without using
class exemplars under same conditions. The comparison, as will be shown in the
following part of the chapter, is based on both the visual quality of the recovered im-
age and blur kernel, as well as the numerical accuracy of these two. In this chapter,
we report the numerical error of the full image and kernel in terms of the structural
similarity index (SSIM) and peak signal-to-noise ratio (PSNR).
We have implemented our algorithm in MATLAB on an Intel CoreTM i7 machine
with 16GB of memory. In all of our experiments, we set the parameters M = 90,
α = 10 and τ = 0.01, initialize β to β0 = 50, and decrease the value of β by a
factor of ρ = 1.3 in every iteration until it reaches the minimal value of 0.01. In
other words, the contribution from the training images is reduced as the algorithm
proceeds and becomes negligible in the end. In the last few iterations, the image and
kernel estimation is mainly driven by the information from the blurred image.
For a fair comparison with prior methods, we strive to use the same non-blind
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Ground-truth Blurred image Without prior With prior
Figure 3.3: Latent images and kernels recovered by our method without (third col-
umn) and with the proposed prior (fourth column).
deblurring method, i.e. [Levin et al., 2007], in the final step where source code is avail-
able and can be modified. As in our method, [Pan et al., 2014a] and [Levin et al.,
2011a] already use [Levin et al., 2007] ’s method in their original implementation.
We also change the default non-blind deconvolution step in [Fergus et al., 2006] and
[Shan et al., 2008] to [Levin et al., 2007]. However, the remaining algorithms in our
comparison opt for other non-blind deconvolution methods, which cannot be mod-
ified in a straightforward manner. For example, [Sun et al., 2013] use [Zoran and
Weiss, 2011] as a final non-blind deblurring step. Meanwhile, [Zhong et al., 2013],
[Cho and Lee, 2009] and [Xu et al., 2013] devise their own non-blind deconvolution
methods and only provide the binary executables of their algorithms. In addition,
[Krishnan et al., 2011] utilized their previous work in [Krishnan and Fergus, 2009].
3.4.2 Ablation Study
We perform extensive ablation studies to validate the efficacy of our approach in
various aspects.
3.4.2.1 Effectiveness of the Prior
Using the data and setting described above, we demonstrate the effectiveness of the
proposed class-specific prior within our deblurring framework. In Figure 3.3, we
compare the visual quality of the recovered latent image and the kernel obtained
without the prior (in the third column) and with the prior (in the last column). Evi-
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SSIM PSNR
Prior Without With Without With
Images 0.365 0.754 16.87 25.78
Kernel 0.707 0.855 39.42 42.66
Table 3.1: A comparison of the accuracy achieved by our deblurring framework on
all the mentioned datasets with and without the proposed prior.
SSIM PSNR
Intenisty
only
Gradient
only
Both
Intensity
only
Gradient
only
Both
Images 0.678 0.529 0.754 23.28 21.16 25.78
Kernel 0.819 0.745 0.855 41.27 40.01 42.66
Table 3.2: Influence of intensity and gradient fidelity terms on the deblurring results.
dently, the image recovered with the prior does not contain visible artifacts, whereas
that obtained without the prior shows severe ringing and multiple false edges. Also,
when inspecting the estimated kernel (better viewed when zoomed in the electronic
copy), we observed a noisy one close to the delta kernel (the initial kernel) when
we do not include the image prior in our method. This suggests that the method
may not have converged without this prior. On the other hand, the kernel is almost
identical to the ground-truth with the prior included.
Further, we have quantified the accuracy of the recovered latent image and blurred
kernel with and without the use of the class-specific prior. In Table 3.1, the accu-
racy is measured in SSIM and PSNR, indicating the similarity between the estimated
quantities and the corresponding ground-truth. These results demonstrate that the
accuracy of the recovered image and kernel improves significantly (by several orders
of magnitude) with the proposed prior. This is consistent with the visual observa-
tions above, suggesting that the proposed prior plays an important role in correctly
guiding the estimates to the ground-truth.
We have also performed an experiment where the prior only covers the mid and
high frequency bands, and the low frequency components of the latent image are
estimated directly from the input image. Without the low frequency in the prior, the
average PSNR for the CMU dataset declines to 25.67 dB, as compared to 30.75 dB (in
Table 4, when all the frequency bands are incorporated in the image prior). Hence,
incorporating low frequency bands is actually beneficial, rather than harmful, to the
deblurring task.
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3.4.2.2 Influence of Data Fidelity Terms on Kernel Estimation
We experimented with different options of the data terms for the estimation of latent
image (while only employing the gradient information for estimating the kernel).
These includes the intensity fidelity term, i.e. ‖x ∗ k− y‖22, and the gradient fidelity
term, i.e. ‖∇dx ∗ k−∇dy‖22 in Equation 3.5, or both.
Table 3.2 shows the accuracy of the deblurred image and kernel estimate across
all the datasets under study, in terms of SSIM and PSNR. The highest accuracy is
achieved when both data fidelity terms, i.e. intensity and gradients, are employed
jointly with with the class specific prior, while using each individual fidelity term
yields a lower accuracy. For this reason, we employ both the intensity and gradient
fidelity terms in our framework. Table 3.2 shows the accuracy of the deblurred im-
age and kernel estimate across all the datasets under study, in terms of SSIM and
PSNR. The accuracy is lower when data fidelity terms i.e. intensity and gradients are
used for deblurring individually with class-specific prior, while higher accuracy is
achieved when both terms are combined for deblurring. For this reason, we employ
both the intensity and gradient fidelity terms in our framework.
Figure 3.4 illustrates example kernels estimated under the above three settings.
Specifically, the kernels in Figures 3.4(d)-(f) are recovered using only either the in-
tensity or the gradient fidelity term, and then with both terms, respectively. Among
these options, the former two yield kernel estimates with clear structural deviations
from the ground-truth shown in Figure 3.4c. On the other hand, the kernel yielded
using both fidelity terms (Figure 3.4f) is closer to the ground-truth. This implies a
more accurate estimation of the intermediate latent image.
3.4.2.3 Influence of the Dataset Size
We also examine the variation of deblurring performance with respect to the number
of training images. Table 3.3 shows that the image and kernel estimation accuracy for
the CMU PIE dataset improves consistently with the increasing number of training
images. Even with only 50 training samples, our method can achieve an average
image accuracy of 25.87 dB, outperforming all the other methods on this dataset
(More detailed results are given in Table 3.8).
Training size 50 125 250 500 1000 2000
Image 25.87 26.97 27.92 28.58 30.42 30.75
Kernel 41.15 42.11 42.80 42.99 44.01 44.13
Table 3.3: Deblurring performance (in PSNR) on the CMU PIE dataset for different
numbers of training images.
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(a) GT (b) Blurred
(c) True kernel (d) Intensity (e) Gradient (f) Both
(40.2/0.837) (50.6/0.975) (52.7/0.985)
Figure 3.4: Influence of the data fidelity term in the objective function on the kernel
estimate. A pair of PSNR/SSIM error metrics is shown for each kernel estimate in
the sub-figures (d)–(f). (a) ground-truth image, (b) blurred image, (c) ground-truth
kernel, (d) estimated kernel with the intensity term only, (e) estimated kernel with
the gradient term only, (f) estimated kernel with both terms.
3.4.2.4 Choice of the Training Class
We ask the question whether the choice of training class significantly alters the de-
blurring accuracy. To this end, we experiment with various pairs of training and test
object categories. Table 3.4 shows the accuracy of deblurred images (in PSNR) for
various training (along with the columns) and test (along with the rows) categories.
In most cases, the best accuracy is achieved along the diagonal, i.e. when the input
test image belongs to the same object category as the training dataset. The only
exception is that our algorithm achieves the best deblurring accuracy for the Yale-B
dataset when being trained on the Cat dataset. This result matches the observation
that some features of a cat face such as eyes, lips, and contours resemble those of a
human face. As a consequence, employing cat faces as training data are potentially as
beneficial for the deblurring of human faces. Otherwise, the PSNR degrades signifi-
cantly when the training class differs from the test class. These results demonstrate
the impact of choosing the correct training class on the deblurring accuracy.
Further, we have evaluated our algorithm with training examples combined from
all object classes, and compared its performance to the case of separate training
classes. The last column in Table 3.4 reports the image PSNR using training exam-
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Test \ Train Bottles Car Cat CMU Human Yale All
Bottles 23.43 20.11 20.91 20.34 20.41 20.87 22.41
Car 21.65 24.51 21.93 20.75 19.93 20.21 23.56
Cat 20.92 18.31 30.10 21.66 20.88 20.25 25.32
CMU 28.19 27.36 26.68 30.75 26.13 28.15 29.35
Human 14.24 15.07 13.96 12.95 18.56 14.92 18.47
Yale 27.96 25.49 29.24 29.02 25.71 29.04 28.03
Table 3.4: Deblurring performance (in PSNR) for different classes of the blurred input
image and the external training datasets. The PSNR is significantly higher when the
external dataset matches the input image category.
β 50 5 1 0.5 10−1 10−2 10−3 10−4
PSNR 9.35 8.57 7.57 10.80 16.55 16.90 16.15 16.01
Table 3.5: The average image accuracy (in PSNR) achieved with a constant prior
weight β when our algorithm is evaluated on the Person dataset [Dalal and Triggs,
2005].
ples from all object classes. Indeed, including all the object classes in the training
data degrades the image accuracy compared to only the correct training class. This
result is an evidence that examples within the same class are more beneficial to the
deblurring accuracy than those outside the class.
3.4.2.5 Schedule of the Prior Weight β
We have assessed the performance of our algorithm with a fixed weight β over all
the iterations. In Table 3.5, we present the accuracy of the latent image (in PSNR)
recovered for the INRIA human dataset, with respect to different constant values of
β. The image PSNR suffers severely from an overweighted image prior (when β ≥ 1)
and varies slightly with a smaller prior weight, i.e. no more than 10−1. The highest
PSNR of 16.90 dB is observed for β = 10−2. However, it is worth noting that this
level of accuracy is still several orders of magnitude lower than the image PSNR of
18.56 dB, which is reported in the last row and the “Person” column in the PSNR
section of Table 3.8. This comparison demonstrates that the strategy of attenuating β
by a factor of ρ = 1.3 in every iteration is more effective than using a constant prior
weight.
3.4.2.6 Number of Bandpass Filters
We also evaluate our algorithm performance with different numbers of bandpass
filters i.e. M using the same setting for other parameters. In Table 3.6, we observe
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Figure 3.5: The relative reconstruction errors (averaged over 80 test images) for the
INRIA person [Dalal and Triggs, 2005], the CMU-PIE [Sim et al., 2002] and the Yale-
B [Georghiades et al., 2001] datasets.
that the average image PSNR for the Person dataset [Dalal and Triggs, 2005] varies
gradually with respect to different values of M. Since the peak PSNR is achieved at
M = 90, we employ 90 filters throughout all other experiments.
No. filters 10 30 50 70 90 110 130
PSNR 17.31 17.81 17.94 18.12 18.56 18.52 18.53
Table 3.6: The average accuracy of the deblurred image (in PNSR) for the Person
dataset [Dalal and Triggs, 2005], with respect to different numbers of bandpass filters
M.
3.4.2.7 Reconstruction Error of the Latent Image
To validate the prior, we report the relative error of the latent image reconstructed
by the weighted combination of the filtered training images. We evenly divide the
90 bandpass filters into three groups, corresponding to the low-frequency, the mid-
frequency, and the high-frequency bands, and study the reconstruction error per
group. Figure 3.5 shows the average relative reconstruction error for 80 blurry images
in the INRIA person [Dalal and Triggs, 2005], the CMU-PIE [Sim et al., 2002] and the
Yale-B [Georghiades et al., 2001] datasets, across the above three groups of frequency
§3.4 Results and Discussion 63
80 filters 90 filters
Greyscale Colour Greyscale Colour
Images 18.31 18.33 18.56 18.57
Kernel 38.68 39.65 41.32 41.78
Table 3.7: A comparison of the image and kernel accuracy (in PSNR) obtained using
greyscale vs. colour input images. The results are reported for the INRIA person
dataset [Dalal and Triggs, 2005].
bands. For each input image, we employ 100 training images from the same class.
Overall, the average errors in most cases are reasonably low (6% and below), ex-
cept the 9% error for the low-frequency bands in the INRIA Person dataset. This
could be explained by the fact that this dataset contains a wider variety of human
poses and background than the other datasets. In particular, in the mid-frequency
and high-frequency regions, the error mean is 1% or below and one standard devia-
tion above the error mean lower than 2%, across the datasets. This supports the claim
that, with a sufficient number of training images and bandpass filters, we can recover
the mid-frequency and high-frequency details of the blurry images with a high level
of accuracy.
3.4.2.8 Grayscale vs. Color
We compare the accuracy of our algorithm when it is run on input color images as
opposed to their grayscale counterparts. As a demonstration, we perform this com-
parison on the INRIA human dataset [Dalal and Triggs, 2005], using M = 80 and
M = 90 bandpass filters. Table 3.7 reports the accuracy (in PSNR) of the kernel esti-
mate and the final deblurred image. Under both settings, the kernel PSNR obtained
from color input images is higher than that from the grayscale ones. However, there
is no clear correlation between the kernel PSNR and the image PSNR as the latter is
almost unaffected by the input modality. The explanation is that, although the ker-
nel estimated from color images is more accurate, it may still lack some frequency
components in the original image. Therefore, these components could not be recov-
ered from either the grayscale or the blurry color image directly, but could only be
hallucinated using image priors.
3.4.2.9 Convergence
The objective function in Equation 3.5 is convex with respect to each of the vari-
ables w, Fx(ω) and Fk(ω). When two of these three variables are fixed, the overall
objective function is reduced to those in Equations 3.6, 3.8 and 3.13. Those objective
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(a) Blurred image (b) Deblurred image (c) Image accuracy
(SSIM)
(d) Kernel accuracy
(SSIM)
Figure 3.6: The convergence of the iterative algorithm. The image and kernel sim-
ilarity between the estimated and the ground-truth are measured in terms of the
SSIM.
(a) Level 1 (b) Level 2 (c) Level 3 (d) Level 4 (e) Level 5 (f) Level 6 (g) Final
level
(h)
Ground
truth
Figure 3.7: Estimated kernels for the sample image in Figure 3.6 at different scales.
As visible, the kernel becomes progressively more similar to the ground-truth at finer
resolutions.
functions are convex with respect to the respective variables to be optimized, because
they consist of a quadratic term, and an additional `1 regularization term when the
weights w are to be optimized.
Therefore, each alternating minimization step between lines 5 and 10 of Algo-
rithm 1 is guaranteed to converge to a global minimum for each subproblem. Over-
all, the algorithm converges to a local minimal solution for the variable triplet w, x
and k.
In Figure 3.6a, we demonstrate the convergence of our algorithm on a sample
image. The top row shows the input (left) and the deblurred image (right). In
Figures 3.6c and 3.6d, we plot the similarity of the estimated image and kernel to the
corresponding ground-truth with respect to the iteration number on the finest scale.
Here, the similarity is measured by SSIM. The overall trend is that the estimated
image and kernel become increasingly similar to the ground-truth in the long run,
and the image and kernel similarity measure plateau at high values, above 0.92 and
0.99, respectively. In addition, Figure 3.7 illustrates the progression of the estimated
kernel from the coarsest to the finest resolution, for the blurred image in Figure 3.6a.
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(a) Blurred (b) Xu & Jia (c) Levin (d) Krish-
nan
(e) Sun (f) Pan et al. (g) Ours
Figure 3.8: Deblurring a real-world image (with no known ground-truth) from the
dataset in [Shi et al., 2014].
As shown, the estimated kernel is progressively closer to the ground-truth as the
resolution becomes finer.
3.4.2.10 Runtime
One can deduce the complexity of our algorithm in its basic implementation. It is
necessary to specify the complexity of each loop, and each step of the algorithm
i.e. Equation 3.6, 3.11 and 3.16. Let m be the number of pixels of the input image,
then the computational load of Equation 3.6 for N training images is Nm. Equa-
tion 3.11 requires two 2D Fast Fourier Transforms (FFT) and an inverse FFT in each
inner iteration/minimization step. Notice that, the bandpass filters, the derivative
filters and responses for the training images are precomputed. Therefore, after
simplification and ignoring the constants values, the complexity of Equation 3.11
is O(m log m). Similarly, for Equation 3.16 one can see the the complexity to be same
as Equation 3.11 i.e. O(m log m). The computational complexity of the first pass of
the main loop is O(m log m + Nm), while it takes σ inner iterations and ks/3 outer
iterations to give us the final kernel. Hence, the overall complexity of our method is
O(σksm log m + σksNm), where ks is the size of the kernel. The execution time for a
320×240 image is 33 seconds with our MATLAB implementation without any code
optimization. Notice that, the weight estimation step is highly parallelizable and the
2D FFT operations typically run in real-time at full framerate for much larger video
frames in dedicated hardware platforms.
3.4.2.11 Real-world Images
We also demonstrate how our method performs on real-world examples, where the
original sharp images are unavailable. For example, Figure 3.8 shows an example
of a real-world blurred face image from the dataset in [Shi et al., 2014]. It is worth
noting that, although the dataset in [Shi et al., 2014] contains images induced by
spatially non-uniform kernels, we assume that the facial area in the example shown
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Blurred Xu & Jia Levin Krishnan Sun Pan Ours
Figure 3.9: Deblurring results for real input images from [Pan et al., 2014a], where
the one in the first row contains noise and saturated pixels.
in Figure 3.8 has been blurred by an approximately uniform kernel, due to the similar
depth across the foreground (facial) area. We also simply ignore the details in the
dark background. Here, we use a fixed size blur kernel (19× 19 pixels) as the input to
our algorithm. Our algorithm recovers almost all of the fine facial and hair textures
and sharp highlights in the eyes while the state-of-the-art [Sun et al., 2013; Xu and Jia,
2010] produce over-smoothed images. In this example, our results are competitive, if
not better, than the state-of-the-art.
Figure 3.9 illustrates the qualitative results for two more such examples from
[Pan et al., 2014a]. It is noted that the first example contains noise and saturated
pixels. Here, we employ the same kernel size as [Pan et al., 2014a], i.e. 35× 35 for
the first image and 25× 25 for the second one. For the first example, our algorithm
recovers finer facial details and hair textures and smoother facial skin than the re-
maining methods, whereas the others produce ringing artifacts and amplify noise.
It is demonstrated through this example, that our method can smooth out a certain
level of input noise.
In the second example, the methods in [Pan et al., 2014a; Sun et al., 2013; Xu
and Jia, 2010] produce blurry images with ringing artifacts, perhaps due to the sub-
optimal selection of edge scales for kernel estimation. Our result is competitive
to [Krishnan and Fergus, 2009] while yielding finer facial details and less ringing
artifacts than [Levin et al., 2011b].
3.4.2.12 Reconstruction of a Cat Image
In Figure 3.10, we illustrate the reconstruction of an example from the Cat dataset.
It can be seen that the proposed prior selects a variety of frequency components of
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different training images in various poses. Although the reconstructed latent image
lacks minute details such as whiskers and furs, most of its content (especially around
the edges) is free of blur.
The latent image was reconstructed with not only the shown examples but more
than five thousand training images. Within each frequency band, the filtered input
image is projected onto this basis to minimize the `2 reconstruction loss. The over-
complete dictionary of training examples enables the recovery of most mid-frequency
to high-frequency components.
Input Filtered training images Reconstruction
Figure 3.10: The reconstruction of a cat image, by taking the weighted combination
of all the filtered training images from the Cat dataset. From left to right: blurred
input image, important filtered training images, and reconstructed image.
3.4.2.13 Distribution of weights of filtered training images
We plot a 2D colour map in Figure 3.11 for the weights used for the reconstructed
image in Figure 3.2. The columns correspond to the contributing images while the
rows correspond to the frequency bands. The bands are divided into low-frequencies
(rows 1 to 30), mid-frequencies (row 31 to 60), and high frequencies (row 61 to 90).
The filter weights are colour-coded, where red means high weights and blue means
low weights. It can be seen from the plot that high-frequency bands contribute the
most to the reconstruction, followed by mid and low-frequency bands.
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Figure 3.11: The weights wi,j for the reconstruction of the latent image in Figure 3.2.
3.4.3 Comparisons with Generic Image Deblurring
In this section, we evaluate the performance of our method as compared to several
state-of-the-art deblurring methods that use generic priors on the datasets mentioned
earlier. The methods included in our comparison are that of [Fergus et al., 2006],
[Shan et al., 2008], [Cho and Lee, 2009], [Xu and Jia, 2010], [Krishnan et al., 2011],
[Levin et al., 2011a], [Cai et al., 2012], [Zhong et al., 2013], [Xu et al., 2013], [Sun
et al., 2013] and [Pan et al., 2014a].
In Table 3.8, we present the average SSIM and PSNR scores for the recovered
latent images. Among all methods, ours is the best performer across all datasets
tested. Our method outperforms the second-best performer by more than 15% in
terms of the SSIM scores. Our PSNR results are several dB higher thanks to the
ability of our method in capturing frequency-wise details in each image class. This
aspect distinguishes our method from the generic approaches, which mainly employ
sparse intensity or gradient priors and, as a consequence, favor reconstructions with
uniform regions.
We report the SSIM and PSNR scores for the estimated kernels in Table 3.9. Again,
our method outperforms all other deblurring algorithms. On all six datasets, the
SSIM scores of our method are the best, achieving at least 6.5% higher scores than
the state-of-the-art. When the kernel similarity measured by PSNR, our method leads
the second best by several orders of magnitude, noting that PSNR is computed in
the logarithmic base. Since our method captures class-specific information in every
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PSNR (dB)
Methods Car Shape Cat CMU Person YaleB
[Fergus et al., 2006] 16.99 16.69 19.88 18.26 14.81 19.56
[Shan et al., 2008] 21.56 21.61 25.20 25.59 17.78 26.42
[Cho and Lee, 2009] 19.99 20.47 22.54 24.38 15.05 22.99
[Xu and Jia, 2010] 20.93 21.25 22.73 23.30 - 23.30
[Krishnan et al., 2011] 19.75 19.73 22.79 23.54 15.41 24.09
[Levin et al., 2011a] 18.09 19.24 23.12 24.31 16.77 25.22
[Cai et al., 2012] 13.89 14.86 14.63 11.72 - 12.37
[Zhong et al., 2013] 17.23 18.00 20.73 20.93 - 22.16
[Sun et al., 2013] 19.06 22.50 23.93 24.78 - 23.74
Ours 24.51 23.43 30.10 30.75 18.56 27.35
SSIM
[Fergus et al., 2006] 0.411 0.415 0.598 0.559 0.207 0.535
[Shan et al., 2008] 0.632 0.624 0.742 0.775 0.407 0.773
[Cho and Lee, 2009] 0.559 0.595 0.627 0.699 0.293 0.678
[Xu and Jia, 2010] 0.631 0.638 0.704 0.739 - 0.681
[Krishnan et al., 2011] 0.544 0.544 0.668 0.693 0.296 0.755
[Levin et al., 2011a] 0.500 0.567 0.699 0.758 0.332 0.673
[Cai et al., 2012] 0.298 0.358 0.292 0.178 - 0.205
[Zhong et al., 2013] 0.485 0.520 0.643 0.641 - 0.655
[Sun et al., 2013] 0.481 0.669 0.724 0.744 - 0.680
Ours 0.765 0.715 0.864 0.881 0.509 0.788
Table 3.8: The accuracy of the deblurred images, measured by SSIM and PSNR. The
missing results, indicated by “-”, occurs when the respective method is not capable
of dealing with the low resolution of the input images. Best results are in bold.
frequency band of the latent image, it is capable of coping with a broad range of
kernels, irrespective of whether they are sparse or not.
For a comprehensive evaluation, we present the qualitative comparisons for sam-
ple images from the datasets under study. As the first example, in Figure 3.12, we
show the deblurring results for a car image from the dataset in [Krause et al., 2013].
Overall, our method produces the image with the smallest amount of artifacts and
the most accurate kernel. Note that the ground-truth image in Figure 3.12a does
not contain much texture except for a small number of edges. Therefore, the meth-
ods that amplify edges such as those in [Cho and Lee, 2009; Xu and Jia, 2010; Xu
et al., 2013; Pan et al., 2014a] receive limited information, thus, cannot handle this
case well. Moreover, the methods based on gradient sparsity priors, including those
in [Krishnan et al., 2011; Levin et al., 2011a; Cai et al., 2009], tend to produce artifacts
in the deblurred image. [Levin et al., 2011a] (Figure 3.12g) appears to generate a
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PSNR (dB)
Methods Car Shape Cat CMU Person YaleB
[Fergus et al., 2006] 37.27 37.80 37.43 40.03 36.56 40.44
[Shan et al., 2008] 41.26 40.92 40.95 41.00 40.34 40.87
[Cho and Lee, 2009] 41.51 41.05 41.25 41.00 40.78 40.92
[Xu and Jia, 2010] 41.39 41.39 41.35 41.39 - 41.09
[Krishnan et al., 2011] 39.10 39.14 39.16 40.38 38.99 40.10
[Levin et al., 2011a] 39.12 38.93 39.28 39.92 37.36 40.13
[Cai et al., 2012] 38.62 38.26 38.90 39.33 - 39.19
[Zhong et al., 2013] 39.41 39.92 40.15 40.41 - 40.16
[Sun et al., 2013] 41.15 41.46 40.62 40.91 - 40.84
Ours 43.78 41.61 43.82 44.14 41.32 41.28
SSIM
[Fergus et al., 2006] 0.629 0.668 0.653 0.759 0.589 0.778
[Shan et al., 2008] 0.831 0.816 0.819 0.816 0.778 0.780
[Cho and Lee, 2009] 0.845 0.830 0.834 0.820 0.803 0.809
[Xu and Jia, 2010] 0.840 0.761 0.837 0.840 - 0.815
[Krishnan et al., 2011] 0.724 0.721 0.719 0.787 0.698 0.760
[Levin et al., 2011a] 0.702 0.692 0.750 0.782 0.621 0.762
[Cai et al., 2012] 0.640 0.627 0.652 0.669 - 0.662
[Zhong et al., 2013] 0.704 0.755 0.764 0.774 - 0.748
[Sun et al., 2013] 0.829 0.822 0.816 0.826 - 0.813
Ours 0.884 0.833 0.886 0.901 0.805 0.823
Table 3.9: The similarity between the estimated kernel to the ground-truth, measured
by SSIM and PSNR. The missing results, indicated by “-”, occurs when the respective
method is not capable of dealing with the low resolution of the input images. Best
results are in bold.
similar result to our method (Figure 3.12o). However, a close inspection reveals that
[Levin et al., 2011a] contains ringing defects in the deblurred image and undesirable
non-zeros in the kernel.
As a second example, we present deblurring results on a challenging image from
the INRIA person dataset [Dalal and Triggs, 2005]. As shown in Figure 3.13, the
input image has a low resolution of 64× 80 and incurs severe blur due to the large
kernel size relative to the image size. Note that the results for [Sun et al., 2013]
and [Xu et al., 2013]’s methods are not available since their original implementations
are unable to handle the low image resolution. Since all the edges are significantly
distorted, sparsity and gradient priors do not benefit the deblurring task. For this
reason, it is difficult for the methods that utilize these priors, such as those in [Cho
and Lee, 2009; Xu and Jia, 2010; Zhong et al., 2013], the MAP frameworks [Shan
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(a) Ground-truth (b) Blurred image (c) Fergus et al. (d) Shan et al. (e) Cho and Lee
(f) Xu and Jia (g) Levin et al. (h) Krishnan et al. (i) Cai et al. (j) Sun et al.
(k) Zhong et al. (l) Xu et al. (m) Pan et al. (n) Pan et al. (o) Our method
Figure 3.12: Results for a sample image from the Car dataset in [Krause et al., 2013].
The restored image from our method has more legible text on the license plate com-
pared to the other methods.
Original Blurred Fergus et al. Shan et al. Cho & Lee
Xu & Jia Krishnan et
al.
Levin et al. Zhong et al. Ours
Figure 3.13: Comparison of several methods on a sample image selected from the
INRIA dataset[Dalal and Triggs, 2005]. Our method successfully recovers parts of the
image with a significant resemblance to the ground-truth, including the pedestrians
and the bus in the background. Our estimated kernel is also the most accurate among
all the methods.
et al., 2008; Krishnan et al., 2011] and the variational Bayesian ones [Fergus et al.,
2006; Levin et al., 2011a], to explicitly recover sharp edges for kernel computation.
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(a) Ground-
truth
(b) Blurred
image
(c) Fergus
et al.
(d) Shan
et al.
(e) Cho &
Lee
(f) Xu & Jia (g) Krishnan
et al.
(h) Levin
et al.
(i) Cai et al. (j) Sun et al. (k) Zhong
et al.
(l) Xu et al. (m) Pan
et al.
(n) Our
method
Figure 3.14: Comparisons on a sample image from the Cat dataset[Zhang et al.,
2008]. Our method recovers fine texture around the neck, mouth, and whiskers,
which cannot be accurately reproduced by the others.
(a) Ground-
truth
(b) Blurred im-
age
(c) Fergus et al. (d) Cho & Lee (e) Xu & Jia (f) Krishnan et
al.
(g) Levin et al. (h) Cai et al. (i) Sun et al. (j) Zhong et al. (k) Xu et al. (l) Ours
Figure 3.15: Comparisons on a sample image with strong edges and a blurred back-
ground, selected from the ETHZ Shape Classes dataset [Ferrari et al., 2010]. The
visual quality, e.g. sharpness of the text on the label, reproduced by our method is
par to the best one among the other methods, i.e.[Sun et al., 2013].
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(a) Original (b) Blurred (c) Fergus et al. (d) Shan et al. (e) Xu and Jia (f) Krishnan
(g) Levin et al. (h) Cai et al. (i) Sun et al. (j) Zhong et al. (k) Xu et al. (l) Ours
Figure 3.16: Comparisons on a sample image with rich textures, selected from the
ETHZ Shape Classes dataset [Ferrari et al., 2010]. On a magnified view, the image
our method recovers is sharper than those generated by most of the methods, and
comparable to the best, i.e. of [Xu et al., 2013], while exhibiting a less degree of
ringing artifacts.
(a) Original (b) Blurred (c) Fergus et
al.
(d) Shan et
al.
(e) Cho &
Lee
(f) Xu & Jia (g) Krishnan
(h) Levin et
al.
(i) Cai et al. (j) Zhong et
al.
(k) Xu et al. (l) Sun et al. (m) Pan et al. (n) Ours
Figure 3.17: Comparisons on a face image selected from the CMU PIE dataset [Sim
et al., 2002]. Although our deblurred image appears to be similar to those produced
some other methods, its intensity profile (on the face) is richer than the other meth-
ods.
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(a) Original (b) Blurred (c) Fergus et al. (d) Shan et al. (e) Cho & Lee (f) Xu & Jia
(g) Krishnan et
al.
(h) Levin et al. (i) Zhong et al. (j) Sun et al. (k) Pan et al. (l) Ours
Figure 3.18: Comparisons on a sample face image selected from the Yale-B
dataset[Georghiades et al., 2001]. The image we recover is more natural and con-
tains less ringing and exaggerated contrast artifacts. Our estimated kernel is also the
closest to the ground-truth.
Blurred Xu & Jia et al. Krishnan et al. Levin et al.
22.01 dB 25.05 dB 22.67 dB
Original
Zhong et al. Sun et al. Pan et al. Ours
24.66 dB 25.28 dB 25.78 dB 29.51 dB
Figure 3.19: Comparisons on a sample image from the FEI dataset[Thomaz and Gi-
raldi, 2010]. Differences can be better seen in magnified view.
In Figure 3.13, we show that our method successfully recovers several objects with
a large resemblance to the ground-truth, namely the foreground and background
pedestrians, as well as the bus in the background. In contrast, the mentioned objects
are unrecognizable in the other deblurred images. Moreover, our estimated kernel is
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(a) Ground-truth
(b) Xu et al. (c) Levin et al. (d) Sun et al.
(e) Zhong et al. (f) Pan et al. (g) Ours
Figure 3.20: Intensity profiles (corresponding to pixel row 55) of the deblurred im-
ages produced by our method and others. The input blurred image is given in
Figure 3.18b. The red trace in each subplot shows the ground-truth profile.
also the most accurate one among all the methods.
Next, we depict an example from the Cat dataset [Zhang et al., 2008]. The visual
quality of our recovered image, as shown in Figure 3.14n outperforms all others.
Noticeable features restored by our method include the sharpness and the clarity of
the cat’s eyes. Our method can also recover subtle textures around the neck, mouth,
and whiskers of the cat while they are not reconstructed in the results produced by
the other methods. Further, a magnified view of the results in Figures 3.14e-3.14m
shows that the methods that rely on edges, e.g. [Krishnan et al., 2011], and patches
with high-contrast, e.g. [Sun et al., 2013], fail to yield an accurate estimation of the
kernel. Our method outperforms [Pan et al., 2014a]’s, which uses class exemplars
with additional manually drawn mask input around the contours of the cat’s head,
the mouth, and eyes in the ground-truth image.
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Subsequently, we examine the visual quality of the results achieved by our method
and several others on two examples from the ETHZ Shape Classes dataset [Ferrari
et al., 2010]. Firstly, in Figure 3.15, we show results for an image containing strong
occlusion and text edges and a blurred background with no sharp textures. Again,
our method can recover reasonably sharp edges and text in the image. Meanwhile,
the methods of [Fergus et al., 2006], [Xu and Jia, 2010], [Krishnan et al., 2011], [Levin
et al., 2011a], [Cai et al., 2012], [Zhong et al., 2013] and [Xu et al., 2013] have poorly
estimated the PSF, which indirectly causes ringing artifacts and multiple false edges
in the deblurred image. At close inspection, [Cho and Lee, 2009] method produces
slight ringing on the left occlusion boundary of the bottle and false edges on the
white background of the label. Meanwhile, Sun et al.’s result in Figure 3.15i appears
to be comparable to ours, although the kernel they recover incurs a downward shift
compared to the ground-truth. Secondly, we qualitatively compare deblurring results
for an image with rich textures and edge information, as shown in Figure 3.16. The
blurred edges in the input image 3.16b are of different thicknesses, which potentially
causes incorrect estimation of the kernel. Therefore, methods relying on strong or
thick edges such as [Fergus et al., 2006], [Xu and Jia, 2010], [Krishnan et al., 2011],
[Levin et al., 2011a] result in strong ringing artifacts and incorrect edges. [Shan et al.,
2008]’s method suffers less ringing artifacts than the others, but the result appears to
be over-smoothed. On a magnified view, the image we recover is sharper than those
produced by most of the other methods, and comparable to the best of them, i.e. of
[Xu et al., 2013], while exhibiting a lower level of ringing artifacts.
Further, we examine the results for two benchmark face image datasets. The
first one is taken from the CMU PIE face dataset [Sim et al., 2002]. As shown in
Figure 3.17b, the blurred image is quite challenging due to the large scale and the
complex trajectory of the blur-induced motion. As a result, [Fergus et al., 2006], [Shan
et al., 2008], [Krishnan et al., 2011], [Levin et al., 2011a], [Xu et al., 2013] and [Pan
et al., 2014a] yields incorrect kernels which are less sparse than the ground-truth one.
Although our deblurred image appears to be similar to those of [Xu and Jia, 2010],
[Zhong et al., 2013], [Xu et al., 2013] and [Sun et al., 2013], it shows gradual changes
in the intensity across the face, as opposed to the flatness on the other deblurred
images. This result suggests that our algorithm has recovered a wider range of
spatial frequencies than the high frequencies reproduced by the other methods.
Another face example is selected from the Yale-B dataset [Georghiades et al.,
2001], which contains cropped and well-aligned face images. In Figure 3.18, note that
Xu et al.’s result is not available for this example since the image dimensions of less
than 200× 200 pixels are below the limit that can be handled by their implementation.
The methods of [Fergus et al., 2006; Cho and Lee, 2009; Xu and Jia, 2010; Krishnan
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(a) Groundtruth (b) Blurred (c) Zhang et al. (d) Our result
Figure 3.21: Comparison with [Zhang et al., 2011]. (a) Ground-truth image, (b)
blurred image, (c) deblurring results produced by [Zhang et al., 2011], which is re-
ported as a failure case in their paper, (d) our results.
et al., 2011; Sun et al., 2013; Pan et al., 2014a] emphasize noise and artifacts and
estimate the kernel incorrectly. Meanwhile, the images estimated by [Shan et al.,
2008], [Levin et al., 2011a] and [Zhong et al., 2013] are either over-smooth or lack fine
details such as hair and speckles.
To visually demonstrate that our method recovers the image more accurately, we
randomly select a row of pixels from the ground-truth image and compare it with
the corresponding row in the recovered image. In Figure 3.20, it can be observed that
our method is the closest to the ground-truth scanline. The failure of the alternative
methods is partly due to the lack of strong edges in the blurred input image. On
the other hand, by taking the learned frequency spectrum of faces, our method can
recover more curvature and finer details in the face, and less ringing artifacts than
the others. Our estimated kernel is also the closest to the ground-truth compared to
the others.
Furthermore, our method is not restricted to only frontal face images, but can also
deblur face images in a different view. In Figure 3.19, we show results for an image
from the FEI dataset [Thomaz and Giraldi, 2010]. The training data contains images
with frontal as well as different viewing angles. Our method yields the highest
accuracy (PSNR) using a training dataset comprising images in a similar pose.
3.4.4 Comparison with Exemplar-based Methods
For completeness, we compare our algorithm to several state-of-the-art deblurring
methods that use class exemplars. Since the implementations of these methods are
not available publicly, the comparisons are purely based on the qualitative results
reported in the respective papers. In the comparison, we consider the methods of
[Zhang et al., 2011], [Hacohen et al., 2013], and those of [Pan et al., 2014b,a].
As shown in Figure 3.21a), we examine the performance of our method and com-
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(a) Original (b) Blurred (c) Reference Im-
age used by (d)
(d) HaCohen
PSNR: 26.23
(e) Our training images (f) Our result
PSNR: 29.90
Figure 3.22: Comparison to [Hacohen et al., 2013]’s on a blurred image taken from
their paper.
pare it directly with that of [Zhang et al., 2011] from their paper, which they clas-
sified as a failure case. This is a challenging example as most of the pixels are dark
and noise prone, and there are almost no salient edge features to estimate the kernel
correctly. In Figure 3.21b, we show a blurred image generated by the ground-truth
kernel depicted at its top left corner. In addition, we obtain the deblurring result
recovered by [Zhang et al., 2011]’s algorithm directly from their paper and display
both the latent image and the kernel in Figure 3.21c (top-left corner). Similarly, our
deblurring result is shown in Figure 3.21d. As visible, the latent image produced by
[Zhang et al., 2011] suffers from ringing artifacts, and the estimated kernel does not
resemble the sparse structure of the ground-truth. In contrast, our recovered latent
image contains much fewer artifacts and is visually closer to the ground-truth. Fur-
thermore, the kernel computed by our algorithm appears to be more similar in shape
to the original kernel and much sparser than that produced by [Zhang et al., 2011].
Next, we illustrate the advantage of our method over that by [Hacohen et al.,
2013] by an example taken directly from their paper. This method requires a dense
correspondence to be established between the blurred input image and a reference
image of the same content and structure. Here, it is observed that our result is
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(a) Original (b) Blurred (c) Pan et al. (d) Our result
Figure 3.23: Deblurring of an image containing foreground text and complex back-
ground. (a) Ground-truth (sharp) image, (b) blurred image, (c) deblurring results
by [Pan et al., 2014b], (d) our results (zoom in to see the differences).
comparable to the other method. However, the greatest gain from our method is the
simplicity of the required input. Our method does not need a reference image with
restrictive content and structure and a correspondence map to the blurred image.
The only requirement for our input is that the training images belong to the same
class. In this example, [Hacohen et al., 2013] employed a reference image of the same
person, with many matches to the blurred image, whereas our method permits the
flexibility to collect training faces images of various individuals and expressions.
More recently, [Pan et al., 2014b] introduced a deblurring algorithm for two-tone
text images using an `0-regularized intensity and gradient prior and applied it to
the deblurring of non-document text images. We examine the performance of their
method on an image from ETHZ shape classes dataset [Ferrari et al., 2010]. As shown
in Figure 3.23a, the image contains a cup with large printed text in the foreground
and some cluttered background regions, which possess the same features as the
non-document text images used in their paper. Comparing our deblurring result
in Figure 3.23d to that of [Pan et al., 2014b] in 3.23c, we observe that our estimated
kernel is more similar to the ground-truth kernel than the other. Moreover, in the
image recovered by Pan et al., ringing artifacts are visible around the edges of the
text printed on the cup. In contrast, our algorithm recovers the foreground text with
increased sharpness and much less ringing than the former method. Furthermore,
it restores the legibility of the background text within the marked red box, which
[Pan et al., 2014b] failed. This stems from the fact that, the `0-regularized prior
employed by Pan et al. simply favors uniform intensity regions, which is insufficient
to capture spatial variations caused by illumination and shading in shape images.
In this example, our method has aimed to capture this variation via the subspace of
frequency bands and therefore is more successful in restoring the original image.
Subsequently, we compare our method with [Pan et al., 2014a], which aims at
face image deblurring using annotated salient edges of sharp exemplars. For a fair
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Ground-truth
Blurred image Pan et al. Our result
Figure 3.24: Results for an image provided by [Pan et al., 2014a]. First column:
ground-truth image, second column: blurred images and original blur kernels (at
the top left corners of the images), third column: deblurred images and estimated
kernels by [Pan et al., 2014a], fourth column: our results.
comparison, we use the dataset and the mask annotations provided by the authors.
In Figure 3.24, we depict the deblurring results delivered by both methods for an
example ground-truth image (the first column), which are blurred with two different
blurred kernels (the second column). Here, we run their implementation with the
contour mask obtained from the ground-truth image as shown at the top left corner
in the first column of Figure 3.24. This mask, according to [Pan et al., 2014a], plays a
major role in the selection of salient edges as input for their method. The recovered
images by [Pan et al., 2014a] and our method are shown in the third and fourth
columns, respectively. We also show the estimated kernel at the top-left corners
of these images. Comparing these results, our method produces a sharper image
with much fewer artifacts. Besides, it can be seen that our kernels exhibit a strong
similarity to the ground-truth ones.
3.5 Discussion
We have introduced a novel class-specific prior that significantly improves the perfor-
mance of image deblurring. The prior is designed to capture the properties of trans-
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form domain coefficients for specific image classes over the entire spectrum of fre-
quency bands. Representing images on the class-specific subspaces, we reconstruct
the frequency responses suppressed after the blurring process. Our approach over-
comes the limitation of existing methods when dealing with blurred images lacking
high-frequency details. In this chapter, we have incorporated the external datasets in
the formulation and presented a closed form solution for image deblurring.
We provided an insight into our algorithm and discussed each component and
its effect on deblurring results in detail. We have also shown the convergence of our
method and the running time is taken for deblurring a typical image. Furthermore,
we have demonstrated the role of this prior in extensive experimental evaluations.
We show that our method outperforms prior deconvolution works that use generic
priors and class exemplars both in numerical accuracy and visual quality. We have
provided ample visual examples in this chapter to show the superior performance of
our method.
Although our algorithm performs well; however, there are scenarios in which
our approach underperforms due to several factors. For example, high noise in the
blurry image, a considerable blur kernel and nonlinear camera response function
which is unknown. Similarly, our approach may not produce desirable results when
the blurry image and training images do not correspond.
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Chapter 4
Category-Specific Object Image
Denoising
I never think of photographs as
being individual. Always as a group.
Martin Parr
We present a novel image denoising algorithm that uses external, category spe-
cific image database. In contrast to existing noisy image restoration algorithms that
search patches either from a generic database or noisy image itself, our method first
selects clean images similar to the noisy image from a database that consists of im-
ages of the same class. Then, within the spatial locality of each noisy patch, it assem-
bles a set of “support patches” from the selected images. These noisy-free support
samples resemble the noisy patch and correspond principally to the identical part of
the depicted object. In addition, we employ a content adaptive distribution model
for each patch where we derive the parameters of the distribution from the sup-
port patches. We formulate noise removal task as an optimization problem in the
transform domain. Our objective function composed of a Gaussian fidelity term that
imposes category specific information, and a low-rank term that encourages the sim-
ilarity between the noisy and the support patches in a robust manner. The denoising
process is driven by an iterative selection of support patches and optimization of
the objective function. Our extensive experiments on five different object categories
confirm the benefit of incorporating category-specific information to noise removal
and demonstrates the superior performance of our method over the state-of-the-art
alternatives.
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Figure 4.1: Denoising results of two sample images from face and cat categories. As
visible, by using the same category support dataset we generate higher PSNR scores-
shown in red (best viewed in high-resolution).
4.1 Introduction
Our objective in this work is to remove noise from images (or image regions) that
depict a single object of a known class. This goal perfectly complements the recent
advancements in object detection and classification [Girshick et al., 2014; Krizhevsky
et al., 2012]. Denoising of images with known classes is instrumental in various
applications such as face image enhancement thus all image solutions tasks where
face images are used, document image recovery, digital heritage, cell image analysis,
and image aesthetics to count a few.
In this chapter, we propose a denoising method for images of single objects using
a noise-free external image dataset of the same category. Unlike the existing methods
that ignore the relative locations of external patches with respect to the whole object
window, our method considers the object part semantics during patch selection by
limiting the search to a part-based locality in the most relevant external images,
aiming to make the best use of the part-whole relationships.
Our formulation is unique and differs from previous approaches such as [Luo
et al., 2015]. Our decision to express the denoising problem in the transform domain
is strongly motivated by the need to establish a patch similarity metric that is invari-
ant to the local pixel intensity. In natural images, it is rare that two patches have
identical intensity values, but it is common that patches share similar local features
such as uniform areas, smooth gradients, edges, corners, and textures. Such local
patch features are closely related to the gradient responses and hence can be better
represented by frequency coefficients in the transform domain.
§4.2 Denoising Problem Formulation 85
We achieve robustness to object pose and scale variations by operating on the
patch level, a similar analogy to the part-based models of object classification, and
by creating copies of the dataset at various object scales and determining the correct
scale for the input image, which can be provided by an object detector.
Figure 4.1 illustrates the imperative role of category-specific datasets in denoising.
As visible, a significant improvement in image sharpness and PSNR is achieved when
using the correct class dataset for denoising images of known classes. The novel
contributions of our approach are as follows.
• A strategy for finding similar external patches to a given noisy patch within
the same object part, which we term “support patches” hereafter.
• A formulation of the object category-specific patch denoising problem in a
transform domain.
• A Gaussian model of the membership likelihood to a support patch group for
a noisy patch.
• A low-rank constraint to enforce the similarity between the noisy patch and its
support patches.
This chapter is organized as follows. In Section 4.2, we formulate the image
denoising problem by incorporating new class-specific priors. Section 4.3 presents
an optimization approach to the denoising problem. Furthermore, in Section 4.4, we
discuss the components of our method and then present a detailed comparison with
current state-of-the-art methods. Finally, we conclude our class-specific denoising
work in 4.5.
4.2 Denoising Problem Formulation
The noisy image model relates the true pixel value vec(x) to the noisy value vec(y) at
the same pixel by
vec(y) = vec(x) + η, (4.1)
where η ∼ N (0, σ2n) is assumed to be Gaussian noise with a standard deviation σn.
We consider the problem of recovering the latent (true) image, given the noisy
image of an object and a dataset of noise-free images in the same object category. Let
the matrices X ∈ Rn×m, Y ∈ Rn×m represent the pixel values of the true and observed
images, and the set of matrices {Zk : k = 1, . . . , K} denote the external dataset.
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Figure 4.2: Searching and selecting support patches for a given noisy patch yi. Can-
didate images similar to the noisy image (measured by SSIM) are selected from the
given database. Subsequently, in each candidate image, we search for patches that
are similar to the noisy patch, i.e. within a Euclidean distance of τ from yi. The
search is restricted to a local window in each candidate image. Finally, among the
remaining patches, only the nearest neighbors to yi are retained for denoising.
4.2.1 Support patch search
As mentioned earlier, image denoising by collaborative filtering relies on the similar-
ity between patches and performs aggregation of their denoised version. Following
this approach, we collect all the overlapping patches of the noisy image, and denote
the intensity vector of the patch centered at the i-th pixel by yi i = 1, . . . , M,. Like-
wise, xi denotes the patch intensity vector for the corresponding location in the latent
image X.
For a given noisy patch, we find the most similar “support patches” from the
dataset of category-specific images. Due to the similarity in their local features, sup-
port patches facilitate noise suppression by enforcing a group sparsity constraint.
Various approaches such as BM3D [Dabov et al., 2007b] and non-local means (NLM)
denoising [Buades et al., 2005; Goossens et al., 2008; Lebrun et al., 2013] have em-
ployed local and non-local patch similarity to separate the latent structure of a patch
from its noise component.
In our algorithm, the support patch selection occurs in several stages. Firstly, we
select a preset number (L) of external images that are structurally most similar to the
noisy image based on the structural similarity (SSIM) index. Subsequently, from the
l-th candidate image (l = 1, . . . L), we obtain a pool Pi,l of patches that are similar to
a given noisy patch yi.
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We take into account the difference in resolution and aspect ratio between the
input and the candidate image when determining the local search window. Suppose
that H and W are the height and width of the input image, and Hl and Wl are the
corresponding quantities of the candidate image. The center coordinates [ri,l , ci,l ]T
of the local search window in the l-th candidate image is a linear mapping of the
location [ri, ci]T of the i-th pixel as follows, ri,l = bri HlH c and ci,l = bci WlW c. The search
window has a preset size of 51× 51.
Finally, within each patch pool Pi,l we only retain those that have a Euclidean
distance from the input patch yi that is below a threshold τ. We denote the resulting
set of refined patches by Si,l . Next, we aggregate the refined patch pools Si,l across
the candidate images. Within the resulting collection, we perform a k-NN search
for the most similar patches to yi. In the end, we obtain a set of support patches
{zi,j : j = 1, . . . , Ti} resembling the noisy patch yi.
Figure 4.2 shows the procedure for searching and selecting support patches for a
given noisy patch. In the figure, the noisy patch yi is bounded by a green rectangle
(top row) while the patches with blue boundaries illustrate members of the patch
pools Pi,l . In both the noisy and candidate images, the search space is indicated by a
red rectangular boundary.
4.2.2 Transform domain formulation
In our formulation, we opt to represent local patches in a transform domain, rather
than the patch intensity domain. This is because matching patches in the original
space of patch intensity vectors are susceptible to a bias in the overall patch intensity,
such as local illumination. Representing patches in the transform domain encour-
ages matching between those that have a various range of intensity but similar local
structure.
To improve robustness to patch intensity, we subtract the mean patch intensity
from the patch intensity vector before performing the domain transform. The per-
patch mean subtraction effectively removes the zero-frequency (DC) bias, yielding
patches lying in a N − 1-dimensional subspace, where N is the number of patch
pixel. Therefore, the latent patch can be represented by the remaining D = N − 1
transform coefficients. The Gaussian prior and the low-rank constraint in the space
of non-zero-frequency coefficients effectively enforce patch similarity and are less
susceptible to variations in patch intensity.
With this intention, we introduce the notation for representing images and patches
in the discrete transform domain. Here, we choose to use the DCT transform, al-
though other popular transforms such as the wavelet, Fourier, DST and the Walsh-
Hadamard transforms can be employed for the same purpose.
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We denote the patch transform by T : RN → RD that maps the original N-
dimensional intensity vector to a vector of D = N − 1 non-zero frequency DCT
coefficients, with N being the number of pixels per patch. Let Φ ∈ RN×D denote the
DCT basis spanning this D-dimensional subspace. Note that ΦTΦ = I. Let us also
denote the mean subtracted versions of the patches xi and yi by x¯i and y¯i, respec-
tively. The intensity vector of these patches are related to the transform coefficient
vectors αi and βi ∈ RD by αi = ΦT x¯i, βi = ΦT y¯i, and x¯i = Φαi, y¯i = Φβi. Once
the transformation coefficients αi is estimated, we can compute the mean-subtracted
latent patch by x¯i by an inverse DCT transform and recover the original patch xi by
adding its intensity mean to x¯i.
Next, we will formulate the various components of our denoising problem.
4.2.3 Data Fidelity
Assuming the independence of individual pixel values, the conditional likelihood of
the noisy image given the original (noise-free) image is
p(Y|X) ∝ exp
(
−‖Y− X‖
2
2
σ2n
)
, (4.2)
where ‖ · ‖2 stands for the `2 norm of a vector.
The reconstruction of the noise-free image X aims to maximize the conditional
log likelihood in Equation 4.2, which is equivalent to minimizing the data fidelity
term ‖Y−X‖22, which is a sum of squared errors over image pixels. Since each image
pixel belongs an approximately equal number of overlapping patches, i.e. N, the term
above can be approximated as a multiple of the sum of these terms evaluated on a
per-patch basis, i.e. ‖Y − X‖22 ≈ 1N ∑Mi=1 ‖yi − xi‖22. Furthermore, yi − xi = y¯i − x¯i
assuming that the mean intensity of the latent patch xi is estimated from that of yi,
and ‖y¯i − x¯i‖22 = ‖Φ(αi − βi)‖22 = ‖αi − βi‖22 due to the orthonormality of the basis
Φ. Expressing the data fidelity in terms of the transform coefficients, we obtain
‖Y− X‖22 ≈
1
N
M
∑
i=1
‖αi − βi‖22. (4.3)
4.2.4 Support Patch Group Membership
Now we define an additional constraint that imposes the similarity between a noisy
patch and those from an image dataset belonging to the same object category. Recall
that the patch search described in Section 4.2.1 results in Ti support patches {zi,j :
j = 1, . . . , Ti} that resemble the local appearances of the noisy patch yi. Here, we
rely on the statistics of the support patch group zi,j in the transform domain in
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order to predict the latent patch xi from yi. Let the transform coefficients of zi,j be
{γi,j : j = 1, . . . , Ti}, where Ti is the number of support (most similar) patches of
patch xi, and µi and Σi be the mean and covariance matrix estimated from these
transform coefficient vectors.
Assuming that similar patches belong to a Gaussian distribution in the transform
domain, the most probable xi is one that maximizes its likelihood of belonging to
the support patch group, i.e. p(αi|µi,Σi) ∝ exp
(
− 12 (αi − µi)TΣ−1i (αi − µi)
)
. This is
equivalent to minimizing the log-likelihood
log p(αi|µi,Σi) ∝ 12 (αi − µi)
TΣ−1i (αi − µi), (4.4)
which is the Mahalanobis distance from a noisy patch to the distribution of its sup-
port patches in the transform domain.
4.2.5 Low-rank Constraint
We further formulate a low-rank constraint concerning a noisy patch and its support
patches. The intuition behind this constraint is that the local structure of a patch
can be sparsely represented by a basis with low cardinality. Therefore, when simi-
lar patch vectors are stacked as columns of a matrix, the matrix should exhibit the
low-rank property and have sparse singular values. In [Dong et al., 2013], the au-
thors, derived this low-rank property directly from the common observation that the
structural similarity between patches can be encoded as a group sparsity constraint,
in terms of the `p,q norm of the above matrix.
However, the rank minimization problem is NP-hard and thus is intractable to
solve directly. In their work, [Candès and Recht, 2009] have provably derived the
tightest convex relaxation of the rank minimization problem in the form of a matrix
nuclear norm minimization problem. Under certain conditions, these two problems
have the same unique solution. Therefore, the low-rank approximating matrix can
be recovered exactly by solving the nuclear norm minimization (NNM) problem.
To formulate the NNM problem, for each latent patch xi, we form a data ma-
trix Mi containing its transform coefficients and those of its support patches as its
columns, as Mi = [αi,γi,1, . . . ,γi,Ti ]. Here, we aim to minimise the matrix nuclear
norm ‖Mi‖∗, which is the sum of its singular values.
4.3 Optimization
In previous the sections, we have described the data fidelity term in Equation 4.3, the
patch group membership term in Equation 4.4 and the nuclear norm constraint on
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Mi for each noisy patch yi. Aggregating all these terms over all the image patches
yi, i = 1, . . . , M, we formulate the overall minimization problem as
L =
M
∑
i=1
Li, (4.5)
where the term Li is related to only the i-th noisy patch as
Li = 1
σ2n
‖αi − βi‖22 + λ1(αi − µi)TΣ−1i (αi − µi) + λ2‖[αi,γi,1, . . . ,γi,Ti ]‖∗, (4.6)
where {γi,j : j = 1, . . . , Ti} are the transform coefficients of the support patches for
the patch xi, ‖ · ‖∗ is the nuclear norm of a matrix and λ1 and λ2 are the weights of
the support patch group likelihood and the nuclear norm terms.
4.3.1 Patch Denoising
We can minimize the overall objective function in Equation 4.5 by minimizing each
of the term Li independently. To this end, we introduce an auxiliary variable Mi ,
[αi,γi,1, . . . ,γi,Ti ] to Equation 4.6. Subsequently, we relax the equality constraint as
minimising the squared Frobenius norm ‖Mi − [αi,γi,1, . . . ,γi,Ti ] ‖2F and incorporate
it into the objective function.
In addition, we normalize the term by a Lagrange multiplier equal to 1
(Ti+1)σ2n
,
which accounts for the image noise and the number of support patches. For a patch
xi, we then minimize Li with respect to the transform αi and the variable Mi
(α∗i , M
∗
i ) = argmin
αi ,Mi
1
σ2n
‖αi − βi‖22 + λ1(αi − µi)TΣ−1i (αi − µi)
+
‖Mi − [αi,γi,1, . . . ,γi,Ti ] ‖2F
(Ti + 1)σ2n
+ λ2‖Mi‖∗.
(4.7)
The relaxed objective function in Equation 4.7 is convex with respect to αi and Mi
separately, while the other variable is fixed. More specifically, when Mi is fixed, the
non-constant terms, including the squared Frobenius norm, are quadratic functions
of αi. On the other hand, when αi is fixed, the objective function involves a nuclear
norm of Mi and a squared Frobenius norm. It is known that the nuclear norm is
convex in the space of the matrix Mi, and the squared Frobenius norm is regarded
as a quadratic function of the matrix elements.
We employ an iterative procedure to minimise the cost function in Equation 4.7.
Each iteration involves an alternating optimization scheme concerning either αi or
Mi, while fixing the other. Since each of these steps aims to solve a convex sub-
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problem with respect to its variable, this scheme is guaranteed to converge to a
global minimum in each step, with respect to either αi or Mi.
4.3.1.1 Update of αi with Fixed Mi
With a fixed value of M∗i at the current iteration, we solve the sub-problem
α∗i = argmin
αi
‖αi − βi‖22
σ2n
+ λ1(αi − µi)TΣ−1i (αi − µi) +
‖αi −M∗i (:, 1)‖22
(Ti + 1)σ2n
, (4.8)
where M∗i (:, 1) denotes the first column of the matrix M
∗
i . Since the problem above
is quadratic in αi, taking its derivative leads to the following linear equation, which
can be solved by standard techniques.(
Ti + 2
Ti + 1
I+ λ1σ
2
nΣ
−1
i
)
α∗i = βi + λ1σ
2
nΣ
−1
i µi +
M∗i (:, 1)
Ti + 1
. (4.9)
4.3.1.2 Update of Mi with Fixed αi
With the values of α∗i obtained from the previous step, we form a data matrix Mˆi ,
[α∗i ,γi,1, . . . ,γi,Ti ] for each patch. The sub-problem to be solved with respect to Mi is
then stated as
M∗i = argmin
Mi
‖Mi − Mˆi‖2F + τ‖Mi‖∗, (4.10)
where τ = λ2(Ti + 1)σ2n .
The above problem is related to finding an approximation to a given matrix with
a minimal nuclear norm. To solve the problem, we turn our attention to the singular
value shrinkage operator developed by [Cai et al., 2010]. Suppose that we have
UΛVT as the singular value decomposition of Mˆi, with Λk being the k-th singular
value. Theorem 2.1. in [Cai et al., 2010] derives the optimal solution to Equation 4.10
by soft-thresholding the singular values to obtain
M∗i = USτ(Λ)VT, (4.11)
where the soft-thresholding operator is defined as Sτ(Λ) = diag({(Λk − τ)+}) with
(x)+ = max(x, 0).
4.3.2 Recovering Latent Images
Once we have estimated the transform coefficients of individual patches, we recover
them in the pixel domain by an inverse transform as xi = ΦTαi, ∀i = 1, . . . , M (assum-
92 Category-Specific Object Image Denoising
ing that Φ is orthonormal). To reconstruct the full image, we translate the patches
to their original locations and average the values of overlapping patches at shared
pixels. Let Ri denote the patch extraction matrix at the i-th pixel of an image, i.e.
xi = RiX. With the known matrices Ri’s, the latent image is the optimal solution to
the problem
X∗ = argmin
X
λ0‖X− Y‖22 +
M
∑
i=1
‖RiX− xi‖22, (4.12)
where λ0 is a positive constant. The least-squares solution to the above equation is
X∗ =
(
λ0I+
M
∑
i=1
RTi Ri
)−1(
λ0Y +
M
∑
i=1
RTi xi
)
. (4.13)
The process of patch denoising and latent image recovery occurs iteratively until
convergence. Also, we apply the iterative input regularisation technique in [Osher
et al., 2005]. Such an approach has been shown to be effective in denoising methods
using total variation and wavelets [Xu and Osher, 2007] and spatially adaptive itera-
tive singular value thresholding [Dong et al., 2013]. Specifically, in the t-th iteration,
the algorithm takes input from a regularised noisy image Y(t) computed as follows
Y(t+1) = X(t) + ρ
(
Y− X(t)
)
, (4.14)
where X(t) is the current latent image and ρ is a relaxation parameter.
4.3.3 Implementation Details
The overall denoising algorithm consists of interleaving steps of individual patch
denoising and whole image restoration. The proposed iterative procedure is summa-
rized in Algorithm 2, with the iteration number denoted by t. As the latent image
X is updated in every iteration, so are the support patches (from the external image
dataset) of its patches. Line 5 implements the support patch search procedure de-
scribed in Section 4.2.1. With the support patches in hand, individual patches in the
input image are denoised by alternating the optimization with respect to the variables
αi and Mi (in lines 10– 13). At the end of each iteration, the entire latent image X(t) is
reconstructed from the denoised patches and the input image Y(t+1) to the next iter-
ation is updated according to Equation 4.14. The noise variance ς(t+1) , (σ(t+1))2 is
also updated according to the adjusted input as ς(t+1) ← λn|ς(t) − 1M‖Y− Y(t+1)‖2|,
where M is the number of image pixels and λn = 0.17. The algorithm terminates
when the change ‖X(t) − X(t−1)‖2 falls below a tolerance threshold e.
To improve patch similarity, we follow [Foi et al., 2007] and perform a DCT trans-
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Algorithm 2 Denoising with category-specific support patches
Input:
Y: noisy input image.
σn: noise standard deviation.
λ0,λ1,λ2: term weights in Equations 4.6 and 4.12.
ρ: relaxation factor in Equations 4.14.
1: t← 0, X(0) ← Y, Y(0) ← Y, ς(0) ← σ2n .
2: repeat
3: for patch y(t)i in Y
(t) do
4: Update β(t)i ← Φy(t)i .
5: {z(t)i,j : j = 1, . . . , Ti} ← support patches of x(t)i .
6: for j = 1→ Ti do
7: Support patch transform γ(t)i,j ← Φz(t)i,j .
8: end for
9: (µ
(t)
i ,Σ
(t)
i )← mean and covariance matrix of {γ(t)i,j : 1 ≤ j ≤ Ti}.
10: repeat
11: Solve Equation 4.9 for α(t)i .
12: Update matrix M(t)i by Equation 4.11.
13: until Convergence
14: Update x(t)i ← ΦTα(t)i .
15: end for
16: Reconstruct the image X(t) by Equation 4.13.
17: Regularise the input image Y(t+1) by Equation 4.14.
18: t← t + 1.
19: Update noise variance ς(t+1) ← ρ|ς(t) − 1M‖Y− Y(t+1)‖2|
20: until ‖X(t) − X(t−1)‖2 ≤ e
21: return Latent (denoised) image X(t).
form on the mean-subtracted intensity of local patches and subsequently add the
mean patch intensities back during patch reconstruction. This effectively means that
we only involve the AC components γi,j of the support patches for patch-wise de-
noising (Section 4.3.1). This technique is based on the observation that subtracting
the direct current (DC) component of each patch from its intensity values effectively
increases the number of similar local patterns in each group, facilitating a more thor-
ough selection of the most similar support patches to a noisy patch for collaborative
filtering.
Further, the per-patch mean subtraction improves the chance of finding a good
match, which means a lower number of external images is required for patch-wise
denoising.
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4.4 Experiments
In this section, we present a detailed performance evaluation of our method against a
number of state-of-the-art internal and external image denoising algorithms. Firstly,
we examine the influence of the number of category-specific images and support
patches on the denoising accuracy. Subsequently, we report quantitative and qualita-
tive results for all the methods under study.
4.4.1 Datasets and Parameter Settings
We performed experimental validation on the following datasets, including CMU
PIE face dataset [Sim et al., 2002], Car dataset [Krause et al., 2013], Cat dataset
[Zhang et al., 2008], Gore face dataset [Peng et al., 2012] and the Multiview dataset
[Hirschmüller and Scharstein, 2007]1. For each dataset, we randomly selected half of
the images to form a category-specific dataset and between 10 and 15 images from the
remaining half as ground-truth images for denoising. It is to be noted here that we
have disjoint image sets for the test and training i.e. neither the same people appear
in the text and training images, nor the same objects with different scale and pose. To
generate noisy images, we corrupt the test images by additive white Gaussian noise
with standard deviations (std) of σn = 30, 50, 70, 100, similar to the practice employed
elsewhere [Yue et al., 2014; F. Chen and Yu, 2015; Luo et al., 2015; Xu et al., 2015a;
Yue et al., 2015].We also intend to demonstrate the effectiveness of our algorithm at
the high noise std of 50 and beyond.
For evaluation purposes, we use Peak Signal-to-Noise Ratio (PSNR) index as
the error metric. We compare our proposed method with numerous state-of-the-
art methods, including BM3D [Dabov et al., 2007b], WNNM [Gu et al., 2014], NLM
[Buades et al., 2005], SAPCA [Dabov et al., 2009], TSID [Zhang et al., 2010], EPLL
[Zoran and Weiss, 2011], PCLR [F. Chen and Yu, 2015], PGPD [Xu et al., 2015a] and
TID [Luo et al., 2015]. To ensure a fair comparison, we modify the state-of-the-art in-
ternal denoising methods of NLM, BM3D, SAPCA, and TSID to perform the search
on class-specific image datasets. We use the same settings as their original imple-
mentations.
Our method shares a number of common parameters with algorithms that exploit
patch similarity and inherits the parameter values from the prior works. Similar to
BM3D [Dabov et al., 2007b] and WNNM [Gu et al., 2014], we choose a patch size of
8. When searching for support patches, we select L = 16 candidate images that are
most similar to the noisy image, as described in the denoising method using targeted
1In practice, we can utilize images of particular object categories from publicly available datasets
such as PASCAL VOC and ImageNet.
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databases, i.e. TID [Luo et al., 2015]. Besides, we employ a search window with a size
of 51× 51 in each candidate image. In the last stage of support patch search, the
number of nearest neighbors k is set to 16, similar to the external denoising methods
of eBM3D, eSAPCA, and eNLM.
Further, we set the parameters specific to our optimization problem as follows,
λ0 = 1, λ1 = 0.5, λ2 = 10 and ρ = 0.18. The values of λ0, λ1 and λ2 are determined
by a sensitivity analysis such as that in Section 4.4.4, using a small number of noisy
images as the validation set. Our algorithm inherits the value of ρ from the PCLR,
WNNM, and PGPD methods.
4.4.2 Influence of the External Dataset Size
Influence of the dataset size Impact of the number of support patches
Figure 4.3: Denoising accuracy (in PSNR) at noise standard deviations σn = 30 and
σn = 50. Left: Our method is robust to the changes in the dataset size, which has a
low impact on the results. Right: Increasing the number of support patches slightly
degrades the denoising results.
Table 4.1: Run-time comparisons (in seconds) on a test image of size 304× 228.
Method BM3D eBM3D eNLM eSAPCA eTSID Ours
Time (s) 1.12 173.5 164.6 178.8 178.9 119.9
Method PCLR PGPD TID EPLL WNNM Ours
Time (s) 192.4 12.5 172.2 39.9 211.8 119.9
Here, we examine the influence of the size of the external dataset on the denoising
performance, while fixing all the other parameters. To this end, we experiment with
dataset sizes of 32, 64, 256 and 1024 by incrementally adding images to the clean
image dataset. We choose 15 images among those, not in the dataset and simulate
96 Category-Specific Object Image Denoising
Table 4.2: Denoising performance (in PSNR) when using different image category
datasets. The PSNR is maximal when the external dataset category matches the
noisy image category.
Dataset
Noisy Face Cat Texture Text Car
Face 26.80 24.79 22.79 17.03 24.89
Cat 25.01 28.00 25.24 19.57 25.87
Texture 24.09 24.67 28.13 19.33 24.62
Text 8.43 15.41 14.50 21.09 16.33
Car 18.41 19.80 18.85 16.93 21.90
noisy input by adding Gaussian noise with a standard deviation σn of 30 and 50. The
left panel in Figure 4.3 demonstrates the robustness of our algorithm to the dataset
size, showing that an increasing dataset size only slightly improves the denoising
accuracy. Even with a small dataset size of 32, our algorithm can achieve an average
PSNR of 32.3 dB for σn = 30 and 30 dB for σn = 50.
4.4.3 Influence of the number of support patches
Similarly, we test the robustness of our algorithm to the number of support patches
required for denoising a single patch. For this purpose, we use 8, 16, 32 and 64
support patches per noisy patch. The plots on the right-hand side of Figure 4.3
shows that the average PSNR declines as the number of support patches increases.
The main reason for this phenomenon is that the variation in appearance between
the support patches is likely to increase with a larger number of support patches,
and their aggregation would result in a loss of local details due to averaging.
4.4.4 Relative Importance of the Priors
We assess the relative contribution of the Gaussian prior and the low-rank term
on the Gore dataset for σ = 50. The presence of both terms improves the PSNR
compared to the scenario where one is absent. For example, when λ1 ∈ {1, 10, 40}
and λ2 = 0 the resulting PSNR are {27.58, 27.56, 27.56}, respectively. When λ1 = 0
and λ2 ∈ {1, 10, 40} the results are {20.14, 26.33, 27.09}. When λ1 = 1 and λ2 = 10,
the average PSNR increases to 27.82 dB.
4.4.5 Runtime Comparisons
We have implemented our algorithm in MATLAB on an Intel CoreTM i7 machine
with 16 GB of memory. In Table 4.1, we show the running times for various methods
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Input BM3D e-BM3D e-NLM
18.57 dB 32.71 dB 31.84 dB 31.26 dB
Original e-SAPCA e-TSID PCLR PGPD
32.36 dB 32.15 dB 32.78 dB 32.71 dB
TID EPLL WNNM Ours
30.54 dB 32.34 dB 32.88 dB 33.37 dB
Figure 4.4: Denoising results produced by different methods for a face image in a
profile view from the FEI face dataset [Thomaz and Giraldi, 2010] when σn = 30.
Our method can denoise the input image even with a different pose from those in
the noise-free dataset (Differences are better viewed with high-resolution display).
including ours for an image of size 304× 228 and an external dataset containing 10
images of similar dimensions. The running time of our method, i.e. 119s is shorter
than the MATLAB implementations of various state of the art external image denois-
ing methods e.g., eNLM, eBM3D, eTSID, TID, WNNM, and eSAPCA. We observe
that our method spends most of its time on patch search. The speed of our algo-
rithm can be improved by applying fast patch search algorithms e.g., KD tree [Muja
and Lowe, 2014] and patch match [Mahmoudi and Sapiro, 2005; Vignesh et al., 2010].
In addition, GPU implementations can be employed to parallelize the denoising of
patches in independent threads.
4.4.6 Role of the External Image Category
Now we illustrate the importance of choosing the correct external image category
for denoising. To this end, we provide datasets of different object categories as input
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Input BM3D e-BM3D e-NLM e-SAPCA e-TSID
22.11 dB 32.02 dB 33.80 dB 32.91 dB 33.36 dB 33.41 dB
Original
PCLR PGPD TID EPLL WNNM Ours
32.21 dB 31.82 dB 33.57 dB 31.80 dB 32.14 dB 34.56 dB
Figure 4.5: Denoising results produced by different methods for a face image selected
from the Gore dataset [Peng et al., 2012] when σn = 20. Our method is able to denoise
the face image even with a different pose from those in the noise-free dataset.
Table 4.3: Performance comparison between our method and internal denoising tech-
niques on several datasets, in terms of PSNR (in dB).
σn = 30
BM3D NLM SAIST SAPCA TSID DDID PID NLB WNNM AID Ours
Gore 29.28 27.59 29.77 29.00 28.21 29.23 29.21 29.04 29.35 29.32 29.95
Cat 30.08 27.08 29.86 30.03 29.45 29.97 29.95 29.86 30.11 29.96 31.18
CMU 32.56 30.37 32.48 32.61 31.92 32.65 32.73 32.33 32.63 32.45 33.38
View 28.35 27.08 28.20 28.43 28.82 28.19 28.34 28.26 28.46 28.31 31.96
σn = 50
Gore 26.54 23.54 27.11 26.23 25.37 26.48 26.57 26.41 26.37 26.58 27.82
Cat 27.96 24.69 27.76 27.91 27.18 27.89 27.91 27.70 27.97 27.80 28.79
CMU 30.17 27.92 30.07 30.11 29.29 30.21 30.48 29.84 30.21 29.90 30.64
View 26.35 24.69 26.10 26.39 26.53 26.17 26.32 26.15 26.39 26.27 28.64
σn = 70
Gore 24.94 21.30 24.01 25.13 23.43 24.68 24.88 24.64 24.32 24.81 25.58
Cat 26.56 23.21 26.24 26.21 25.64 26.45 26.59 26.15 26.52 26.36 26.80
CMU 28.45 26.00 28.36 27.90 27.52 28.51 28.89 27.95 28.58 28.16 28.72
View 25.14 23.21 24.94 24.92 25.09 24.92 25.07 24.83 25.16 25.00 27.16
σn = 100
Gore 23.21 19.06 22.21 23.31 21.30 22.77 23.05 22.76 22.48 22.95 23.86
Cat 25.08 21.95 24.69 24.56 23.97 24.91 25.20 24.46 25.02 24.87 25.21
CMU 26.57 24.32 26.56 25.90 25.62 26.63 27.14 26.10 26.74 26.36 26.59
View 23.89 21.95 23.50 23.57 23.64 23.62 23.86 23.49 23.85 23.74 24.79
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Table 4.4: Performance comparison between our method and external denoising tech-
niques on several datasets, in terms of PSNR (in dB).
σn = 30
eBM3D eNLM eSAPCA eTSID PCLR PGPD TID EPLL Ours
Gore 29.49 27.30 28.56 29.19 29.04 29.38 29.68 29.21 29.95
Cat 28.35 24.30 26.01 26.98 30.11 30.07 26.21 29.77 31.18
CMU 31.59 29.63 30.74 30.65 32.66 32.55 28.56 32.59 33.38
View 26.79 25.21 26.13 24.45 28.37 28.34 23.90 28.17 31.96
σn = 50
Gore 26.95 26.21 26.79 26.64 25.80 26.70 27.55 26.59 27.82
Cat 26.42 23.57 25.07 25.68 27.87 28.01 24.77 27.74 28.79
CMU 29.27 28.12 29.06 28.35 30.26 30.18 27.12 29.51 30.64
View 24.88 24.47 24.71 23.42 26.32 26.39 23.01 26.13 28.64
σn = 70
Gore 25.42 25.11 25.37 24.68 23.70 24.89 25.40 24.69 25.58
Cat 25.13 23.23 24.08 24.16 26.48 26.63 23.34 26.23 26.80
CMU 27.68 27.31 27.63 26.23 28.66 28.57 26.04 27.86 28.72
View 23.55 23.54 23.81 23.23 25.05 25.21 22.19 24.86 27.16
σn = 100
Gore 23.38 23.26 23.32 22.13 21.93 23.00 23.30 22.85 23.86
Cat 23.90 22.20 23.10 22.44 25.09 25.12 23.06 24.82 25.21
CMU 25.88 25.65 25.95 23.84 26.91 26.71 24.49 26.13 26.59
View 22.28 22.67 21.84 22.63 23.80 23.93 21.25 23.61 24.79
Table 4.5: Denoising performance in PNSR (dB) on color images for noise levels
σn = 30, 50, 70, 80, 100. Best results are in bold.
Datasets Methods
σn
30 50 70 80 100
FEI
CBM3D 35.59 33.23 31.55 30.88 29.68
NLB 34.99 33.32 31.60 30.91 29.65
Ours 35.99 33.66 32.30 31.62 30.39
Views
CBM3D 29.28 27.19 25.94 25.46 24.60
NLB 29.06 27.12 25.44 24.95 24.02
Ours 30.07 27.75 26.94 26.50 25.65
CMU
CBM3D 31.70 29.29 27.68 27.05 25.86
NLB 32.56 29.11 25.72 24.41 22.23
Ours 32.84 30.90 29.56 29.15 28.30
to our method for denoising the same noisy images. The categories involved in
our experiment are Face (Gore dataset), Cat, Texture (from the Multiview dataset),
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Original Input BM3D SAPCA NLM SAIST
14.16 dB 24.72 dB 24.70 dB 24.16 dB 24.25 dB
DDID PID NLB WNNM AID Ours
24.43 dB 24.55 dB 24.17 dB 24.79 dB 24.55 dB 26.17 dB
Figure 4.6: Visual denoising results produced for σn = 50, by several methods for
a sample texture image from the Multiview dataset [Hirschmüller and Scharstein,
2007]. Our approach can recover much more texture details as compared to compet-
ing methods.
Original Input e-BM3D e-NLM e-SAPCA e-TSID
18.59 dB 29.47 dB 26.79 dB 28.01 dB 28.83 dB
PCLR PGPD TID EPLL AID Ours
29.86 dB 30.31 dB 30.57 dB 29.68 dB 29.90 dB 31.50 dB
Figure 4.7: Denoising results achieved by various methods for a sample image with
a noise standard deviation σn = 30. The ground truth image is from the Gore
dataset [Peng et al., 2012].
Text [Luo et al., 2015] and Car. In Table 4.2, we show the average PSNR of the
denoised images for each pair of noisy image category and dataset category. Note
that the PSNR values reported are averaged across all the mentioned noise levels
(σn = 30, 50, 70, 100) and noisy images. Each row of the table corresponds to a noisy
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Original Input e-BM3D eNLM EPLL eSAPCA
14.16 dB 23.21 dB 23.56 dB 24.69 dB 23.88 dB
eTSID TID PCLR PGPD AID Ours
24.35 dB 22.23 dB 24.67 dB 24.71 dB 24.69 dB Ours
Figure 4.8: Visual denoising results for a texture image selected from the Multiview
dataset [Hirschmüller and Scharstein, 2007] where σn = 50. Our method can recover
much more texture details than the others (please zoom-in to see details).
sample support images
Original Input eBM3D eNLM TID EPLL
Original I14.16 dB 24.24 dB 21.57 dB 23.64 dB 25.23 dB
eSAPCA eTSID PCLR PGPD AID Ours
22.73 dB 23.81 dB 25.35 dB 25.31 dB 25.32 dB 26.41 dB
Figure 4.9: Denoising results for different methods from the dataset in [Zhang et al.,
2008] when σn = 50. The top two rows show the candidate images from the dataset
that are most similar to the noisy image.
image category while each column represents a dataset category.
The overall trend is that the PSNR for each noisy image category reaches its max-
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Original Input CBM3D NLB Our
22.10 dB 32.71 dB 32.92 dB 33.63 dB
Original Input CBM3D NLB Our
10.07 dB 31.02 dB 31.06 dB 32.64 dB
Figure 4.10: Comparison of a few denoising methods on color images from the
datasets in [Hirschmüller and Scharstein, 2007] and [Thomaz and Giraldi, 2010],
where the noise standard deviations are σn = 20 and σn = 80, respectively. Our
method can recover much more details than the others.
imum when the dataset belongs to the same category, as can be observed along the
diagonal of Table 4.2. On the other hand, the PSNR diminishes significantly when
the dataset belongs to a different category, which confirms the benefit of category-
specific information for denoising purposes. This observation also demonstrates the
ability of our algorithm to extract useful category-specific information from the sup-
port patches.
4.4.7 Sensitivity to Pose Variations
We analyze the response of our method when the noisy test images contain signifi-
cant pose variations including out-of-plane rotations, semi-profile views, and differ-
ent camera views. We present sample results in Figures 4.4 and 4.5.
As can be seen, our method attains qualitatively the most appealing results and
quantitatively the best PSNR scores among the all considered methods thanks to its
efficient scheme of support patch selection. It restores the different pose faces with-
out visible deterioration of the facial details. Meanwhile, the competitive methods
generate clearly visible artifacts induced by the noise distribution.
4.4.8 Comparisons with Internal Denoising Methods
We first present the quantitative comparisons with the state-of-the-art internal de-
noising methods in Table 4.3. The scores are averaged across all test images in the
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datasets. Overall, our method is the best performer.
In Figure 4.6 it is visible that the proposed algorithms can restore high-frequency
details with a closer resemblance to the ground truth than the existing internal
denoising methods. Specifically, the highly-textured pattern is reproduced by our
method, while these details are highly distorted or smoothed out by the other meth-
ods. Upon close inspection, most of the other methods either smooth out the pe-
riodical variations of the background texture or introduce additional artifacts and
artificial textures. This phenomenon explains the much inferior PSNR produced by
the other methods.
4.4.9 Comparisons with External Denoising Methods
In Table 4.4, we present the average PSNR measured across the Gore, Cat, CMU-PIE,
and Multiview datasets. Among the considered methods, ours is the best overall
performer (in terms of PSNR) across most combinations of datasets and noise levels.
In addition to the superior quantitative results, our method also delivers superior
visual quality. As an example, we provide visual comparisons between the results
generated by our method and the state of the art alternatives for a face image with
the noise level σn = 30 and a texture image with the noise level σn = 50, as shown in
Figures 4.7 and 4.8, respectively.
In Figure 4.7, the face image denoised by our method is indeed of higher visual
quality than their counterparts. Within the face region, our algorithm can reproduce
all the facial parts without distortion, whereas the other methods cause different
kinds of artifacts. Furthermore, most of the other methods in this comparison intro-
duce visible artifacts on the forehead and the chin. The lower performance of the
other methods could be explained by their difficulty in finding correct matches for
patch grouping due to high noise and high variance within each patch group. As a
result of inaccurate grouping of patches, texture details are destroyed, and incoherent
patterns are generated.
In Figure 4.8, the proposed algorithms are able to restore high-frequency details
with a closer resemblance to the ground truth than existing methods. Specifically, the
highly-textured pattern is reproduced by our method, while these details are highly
distorted or smoothed out by the other methods. Upon close inspection, most of the
other methods either smooth out the periodical variation of the background texture
or introduce additional artifacts and artificial textures. This phenomenon implies a
much inferior PSNR produced by others than our method.
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4.4.10 Robustness to Misalignments and Rotations
In the top row of Figure 4.9, we show sample noise-free images in the cat database. In
the bottom row, we show a noisy input image and the corresponding denoised one.
We observe that while the appearances and expressions of cats in the support images
significantly vary, and there are severe misalignments between them, our method
still generates much higher PSNR than other methods.
4.4.11 Extension to Color Images
For noisy color images, we first perform a luminance-chrominance2 transformation.
Let Y denotes the luminance channel, and U and V denote the chrominance chan-
nels. Often, the luminance channel provides prominent texture information while
the chrominance channels endure lower SNR [Pirinen et al., 2007].
We specifically deal with the high noise variance in the Y channel with our
method, while simply applying BM3D to the chrominance channels. In Table 4.5
and Fig. 4.10, we present comparison with the current state-of-the-art color image
denoising algorithms [Lebrun et al., 2013; Dabov et al., 2007a]. One can observe that
our method outperforms all existing methods on three benchmark datasets for five
different noise levels.
4.5 Discussion
We have presented an effective algorithm for denoising object images using support
patches from an image dataset of the same category. The patch selection strategy
aims to draw support patches within a locality of the input patch from the best
candidate images. The key difference from existing external denoising methods is
the formulation of the denoising problem in a transform domain. Also, we include
novel terms to model support patch group membership and to promote the similarity
between the noisy and the support patches.
A critical feature to discuss is the sensitivity of the algorithm specifically, to
changes in font size (for text dataset), object size (cat dataset), facial expressions
(face dataset) and viewing angle (multi-view dataset). Similarly, automatic selection
of patch size and the number of patches required for the denoising will help improve
the performance. Furthermore, we have validated the robustness of our algorithm
to the dataset size, the number of support patches, and verified the importance of
choosing the appropriate dataset category. Overall, our algorithm outperforms all
state-of-the-art methods included in our study, both numerically and visually. We
2We consider opponent color models, yet any other transformation such as YCbCr, Lab can be used.
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have shown that our approach outperforms both internal and external denoising
algorithms and provide ample examples to demonstrate the superior performance.
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Chapter 5
Chaining Identity Mapping
Modules for Image Denoising
You don’t take a photograph, you
make it.
Ansel Adams
In this chapter, we continue our investigation of the image denoising problem
and propose to learn a fully-convolutional network model that consists of a Chain
of Identity Mapping Modules (CIMM) for this task. The CIMM structure possesses
two distinctive features that are important for the noise removal task. Firstly, each
residual unit employs identity mappings as the skip connections and receives pre-
activated input in order to preserve the gradient magnitude propagated in both the
forward and backward directions. Secondly, by utilizing dilated kernels for the con-
volution layers in the residual branch, in other words within an identity mapping
module, each neuron in the last convolution layer can observe the full receptive field
of the first layer. After being trained on the BSD400 dataset [Martin et al., 2001],
the proposed network produces remarkably higher numerical accuracy and better
visual image quality than the state-of-the-art when being evaluated on conventional
benchmark images and the BSD68 dataset [Roth and Black, 2009].
5.1 Introduction
As mentioned in the earlier chapters, image denoising is an essential building mod-
ule for various algorithms. In the past few years, the research focus in this area
has been shifted to how to make the best use of image priors. To this end, sev-
eral approaches attempted to exploit non-local self similar (NSS) patterns [Buades
et al., 2005; Dabov et al., 2007b, 2009], sparse models [Gu et al., 2014; Peng et al.,
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(a) Input (b) Our Denoised (c) IRCNN et al. (d) DnCNN et al.
14.16 dB 32.64 dB 32.07 dB 32.05 dB
Figure 5.1: Denoising results for an image corrupted by the Gaussian noise with
σ = 50. Our result has the best PSNR score, and unlike other methods, it does not
have over-smoothing or over-contrasting artifacts. Best viewed in color on high-res
display.
2012], gradient models [Osher et al., 2005; Xu and Osher, 2007; Weiss and Freeman,
2007], Markov random field (MRF) models [Roth and Black, 2009], external denois-
ing [Yue et al., 2014; Anwar et al., 2017c; Luo et al., 2015] and convolutional neural
networks [Zhang et al., 2017a; Lefkimmiatis, 2016; Zhang et al., 2017b].
In most of the computer vision and image algorithms convolutional neural net-
work is leading in terms of performance. This is due to the availability of large
datasets and the capability to learn filters and relationships between input and out-
put that were hand engineered in traditional algorithms. In traditional algorithms,
the aim was to reduce the noise through filtering or thresholding; however, it is sim-
ple to learn the residue (noise) through CNN and then can be easily removed from
the image.
Current convolutional neural network based image denoising methods [Burger
et al., 2012; Zhang et al., 2017a,b; Lefkimmiatis, 2016] connect weight layers consec-
utively and learn the mapping by brute force without putting any effort into the
architecture. One problem with such an architecture is the addition of more weight
layers to increase the depth of the network. Even if the new weight layers are added
to the mentioned CNN based denoising methods, it will fall into gradients vanishing
problem and impel it further [Bengio et al., 1994]. This property of increasing the
size of the network is important and helps in performance boost [Lim et al., 2017; He
et al., 2016a]. Similarly, the current CNN methods require hyper-parameter settings,
extensive fine-tuning, stage-wise training, embedding non-local self similar priors or
predicting noise without knowing the underlying image structure. Therefore, our
goal is to propose a model that overcomes these deficiencies.
Another reason is the lack of true color denoising as most of the current de-
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noising systems are either for grayscale image denoising or treat each color channel
separately ignoring the relationship between the color channels. Only a handful of
works [Dabov et al., 2007a; Anwar et al., 2017c; Zhang et al., 2017a; Lefkimmiatis,
2016] approached color image denoising in its own context.
To provide a solution, our choice is the convolutional neural networks in a dis-
criminative prior setting for image denoising. There are many advantages of using
CNNs, including efficient inference, incorporation of robust priors, integration of lo-
cal and global receptive fields, regressing on nonlinear models, and discriminative
learning capability. Furthermore, we propose a modular network where we call each
module as a mapping modules (MM). The mapping modules can be replicated and
easily extended to any arbitrary depth for performance enhancement.
Contributions: The major contributions of this work can be summarized as follows:
• An effective CNN architecture that consists of a Chain of Identity Mapping
modules (CIMM) for image denoising. These modules share a common com-
position of layers, with residual connections between them to facilitate training
stability.
• The use of dilated convolutions for learning suitable filters for denoising image
patches at different levels of spatial extent.
• A single denoising network that can handle various noise levels.
• Increasing efficiency by reducing the number of layers while increasing the
dilation to preserve accuracy.
The rest of the chapter is organized as follows. First, we introduce the architec-
ture of the network in section 5.2, followed by experimental section 5.3. In the last
section 5.4, we discuss the main features of this chapter and provide a summary of
the chapter.
5.2 Chain of Identity Mapping Modules
This section presents our approach to image denoising by learning a Convolutional
Neural Network consisting of a Chain of Identity Mapping Modules (CIMM). Each
module is composed of a series of pre-activation units followed by convolution func-
tions, with residual connections between them. Section 5.2.2 formulates the learning
objective. Subsequently, the meta-structure of the CIMM network in Section 5.2.1.
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Figure 5.2: The proposed network architecture, which consists of multiple mod-
ules with similar structures. Each module is composed of a series of pre-activation-
convolution layer pairs.
5.2.1 Network Design
Residual learning has recently delivered state of the art results for object classifica-
tion [He et al., 2015a, 2016b] and detection [Lin et al., 2016], while offers training
stability. Inspired by the Residual Network variant with identity mapping [He et al.,
2016b], we adopt a modular design for our denoising network. The design consists
of a Chain of Identity Mapping modules (CIMM).
5.2.1.1 Network Elements
Figure 5.2 depicts the entire architecture, where identity mapping modules are shown
as a dotted blue blocks, which are in turn composed of basic rectified linear unit
“ReLU” (orange) and convolution (horizontal stripes of green) layers. The output
of each module is a summation of the identity function and the residual function.
In our experiments, we typically employ 64 filters of size 3× 3 in each convolution
layer.
The meta-level structure of the network is governed by three parameters: the
number of identity modules (i.e. M), the number of pre-activation-convolution pairs
in each module (i.e. L), and the number of output channels (i.e. C), which we fixed
across all the convolution layers.
The high-level structure of the network can be viewed as a chain of identity map-
ping modules, where the output of each module is fed directly into the subsequent
one. Subsequently, the output of this chain is fed to a final convolution layer to pro-
duce a tensor with the same number of channels as the input image. At this point,
the final convolution layer directly predicts the noise component from a noisy image.
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The noisy image/patch is then subtracted from the input to recover the noise-free
image .
The identity mapping modules are the building blocks of the network, which
share the following structure. Each module consists of two branches: a residual
branch and an identity mapping branch. The residual branch of each module con-
tains a series of layers pairs, i.e. a nonlinear pre-activation (typically ReLU) layer,
followed by a convolution layer. Its main responsibility is to learn a set of convolu-
tion filters to predict image noise. In addition, the identity mapping branch in each
module allows the propagation of the loss gradients in both directions without any
bottleneck.
5.2.1.2 Justification of the Design
For image denoising, several previous works have adopted a fully convolutional net-
work design, without any pooling mechanism [Zhang et al., 2017a; Kim et al., 2016b;
Zhang et al., 2017b]. This is necessary in order to preserve the spatial resolution of the
input tensor across different layers. We follow this design by using only non-linear
activations and convolution layers across our network.
Furthermore, as inspired by non-local denoising method, we design the convo-
lution layers in such a way that neurons in the last layer of each identity mapping
(IM) module observe the full spatial receptive field in the first convolution layer. This
design helps learning to connect input neurons at all spatial locations to the out-
put neurons, in much the same way as well-known non-local mean methods such
as [Dabov et al., 2007b; Buades et al., 2005]. Instead of using a unit stride within
each layer, we also experimented with dilated convolutions to increase the receptive
fields of the convolution layers. By this design, we can reduce the depth of each IM
module while the final layer’s neurons can still observe the full input spatial extent.
We provide further details on the relationship between network depth and kernel
dilation in section 5.3.5.3.
Pre-activation has been shown to offer the highest performance for classification
when used together with identity mapping [He et al., 2016b]. In a similar fashion,
our design employs ReLU before each convolution layer. This design differs from
existing neural network architectures for denosing [Kim et al., 2016b; Zhang et al.,
2017a; Lefkimmiatis, 2016]. The pre-activation helps training to converge more easily,
by while the identity function preserves the range of gradient magnitudes. Also, the
resulting network generalizes better as compared to the post-activation alternative.
This property enhances the denoising ability of our network.
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5.2.1.3 Our Formulation
Now we formulate the prediction output of this network structure for a given input
patch y. Let W denote the set of all the network parameters, which consists of
the weights and biases of all constituting convolution layers. Specifically, we let
wm,l denote both the kernel and bias parameters of the l-th convolution layer in the
residual branch of the m-th module.
Within such a branch, the intermediate output of the l-th ReLU-convolution pair
and of the m-th module is a composition of two functions
zm,l = f (g(ym,l); wm,l), (5.1)
where f and g are the notation for the convolution and the ReLU functions, zm,l is the
output of the l-th ReLU-convolution pair of m-th module. By composing the series
of ReLU-convolution pairs, we obtain the output of the m-th residual branch as
rm = −zm,0 + f (g(. . . f (g(ym,0; wm,0)) . . .); wm,l), (5.2)
where zm,0 is the output of the first ReLU-convolution pair. Chaining all the identity
mapping modules, we obtain the output as ∑Mm=1 rm. Finally, the output of this chain
is convolved with a final convolution layer with learnable parameters wm+1 to predict
the noise component as h(y,W) = f (y +∑Mm=1 rm, wm+1).
5.2.2 Learning to Denoise
Our convolutional neural network (CNN) is trained on image patches or regions
rather than at the image-level. This decision is driven by a number of reasons. Firstly,
it offers random sampling of a large number of training samples at different locations
from various images. Random shuffling of training samples is well-known to be a
useful technique to stabilize the training of deep neural networks. Therefore, it is
preferable to batch training patches with a random, diverse mixture of local struc-
tures, patterns, shapes and colors. Secondly, there has been success in approaches
that learns image patch priors from external data for image denoising [Zoran and
Weiss, 2011].
From a set of noise-free training images, we randomly crop a number of training
patches xi, i = i, . . . , N as the groundtruth. The noisy version of these patches is
obtained by adding (Gaussian) noise to the ground truth training images. Let us
denote the set of noisy patches corresponding to the former as yi, i = i, . . . , N. With
this setup, our image denoising network (described in Section 5.2.1) is aimed to
reconstruct a patch x∗i = h(yi,W) from the input patch yi.
§5.3 Experiments 113
The learning objective is to minimize the following sum of squares of `2-norms
L , 1
N
N
∑
i=1
‖h(yi,W)− xi‖2. (5.3)
To train the proposed network on a large dataset, we minimization of the objective
function in Equation 5.3 on mini-batches of training examples. Training details for
our experiments are described in Section 5.3.2.
5.3 Experiments
5.3.1 Benchmark Datasets and Baseline Methods
We performed experimental validation on the widely used classical images (same
number and images as [Zhang et al., 2017a]). Similarly, we also use DnD datasets
[Plötz and Roth, 2017] consists of real 1000 images and BSD68 dataset [Roth and
Black, 2009] composed of 68 images. It is to be noted here, that our BSD400 dataset
[Martin et al., 2001] for training and BSD68 dataset [Roth and Black, 2009] for test-
ing are disjoint. To generate noisy test images, we corrupt the images by additive
white Gaussian noise with standard deviations (std) of σn = 15, 25, 50, 70, as em-
ployed by [Zhang et al., 2017b,a; Lefkimmiatis, 2016]. For evaluation purposes, we
use the Peak Signal-to-Noise Ratio (PSNR) index as the error metric. We compare our
proposed method with numerous state-of-the-art methods, including BM3D [Dabov
et al., 2007b], WNNM [Gu et al., 2014], MLP [Burger et al., 2012], EPLL [Zoran and
Weiss, 2011], TNRD [Chen and Pock, 2017], IRCNN [Zhang et al., 2017b], DnCNN [Zhang
et al., 2017a] and NLNET [Lefkimmiatis, 2016]. To ensure a fair comparison, we use
the default setting provided by the respective authors. In all experiments the input
image is grayscale except those in sections 5.3.6.3 and 5.3.6.4.
5.3.2 Training Details
The training input to our network is noisy and noise-free patch pairs of size 40× 40
cropped randomly from the BSD400 dataset [Martin et al., 2001]. Note that there
is no overlap between the training and evaluation datasets. We also augment the
training data with horizontally and vertically flipped versions of the original patches
and those rotated at an angle of pin2 , where n = 1, 2, 3. The training patches are
randomly cropped on the fly from the 400 images of BSD400 dataset.
We offer two strategies for handling different noise levels. The first one is to train
a network for each specific noise level and we call model as noise-specific model.
Alternatively, we train a single model for the noise range [1, 50] (similar to [Zhang
114 Chaining Identity Mapping Modules for Image Denoising
et al., 2017a]) and we refer to this model as noise-agnostic model. At each update of
training, we construct a batch by randomly selecting noisy patches with noise levels
between 1 and 50.
We implement the denoising method in the Caffe framework on two Tesla P100
GPUs, and employ the Adam optimization algorithm [Kingma and Ba, 2014] for
training. The initial learning rate was set to 10−4 and the momentum parameter
was 0.9. We scheduled the learning rate such that it is halved at every 1.5 × 105
mini-batches of size 64. We train our network from scratch by a random initializa-
tion of the convolution weights according to the method in [He et al., 2015b] and a
regularization strength, i.e. weight decay, of 0.0001.
5.3.3 Boosting Denoising Performance
To boost the performance of the trained model, we use the late fusion/geometric
transform strategy as adopted by [Timofte et al., 2016]. During the evaluation, we
perform eight types of augmentation (including identity) of the input noisy images y
as yti = Γi(y) where i = 1, · · · , 8. From these geometrically transformed images, we
estimate corresponding denoised images {xˆt1, xˆt2, · · · , xˆt8}, where xˆti = h(yˆti , W) using
our model. To generate the final denoised image xˆ, we perform the corresponding
inverse geometric transform x˜−ti = Γ
−1
i (x˜
t
i ) and then take the average of the outputs
as x˜ = 18 ∑
8
i=1 x˜
t
i . This strategy is beneficial as it saves training time and have small
number of parameters as compared to individually trained eight models. We also
found empirically that this fusion method gives approximately the same performance
as the models trained individually with geometric transform.
5.3.4 Identity Mapping Modules
The structure of the mapping modules used in our experiments is depicted in Ta-
ble 5.1. Each module consists of a series of ReLU + Conv pair. All the convolution
layers have a kernel size of 3× 3 and 64 output channels. The kernel dilation and
padding are same in each layer and vary between 1 and 3. The skip connection con-
nects the output of the first pair of ReLU + Conv to the last pair ReLU + Conv as
shown in Figure 5.2
5.3.5 Ablation Study
5.3.5.1 Influence of the Patch Size
In this section, we show the role of the patch size and its influence on the denoising
performance. Table 5.2 shows the average PSNR on BSD68 [Roth and Black, 2009]
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Mapping Module Layers
Parameters 1st 2nd 3rd 4th 5th 6th
Padding 1 3 3 3 3 3
Dilation 1 3 3 3 3 3
Kernel Size 3 3 3 3 3 3
Channels 64 64 64 64 64 64
Table 5.1: Detailed architecture of an identity mapping module.
Training patch size
20 30 40 50 60 70
29.13 29.30 29.34 29.36 29.37 29.38
Table 5.2: Denoising performance (in PSNR) on the BSD68 dataset [Roth and Black,
2009] for different sizes of training input patches for σn = 25, keeping all other
parameters constant.
Number of modules
2 3 4 6 8
29.28 29.34 29.34 29.35 29.36
Table 5.3: The average PSNR accuracy of the denoised images for the BSD68 dataset,
with respect to different number of modules M. The higher the number of modules,
the higher is the accuracy.
for σn = 25 with respect to the increase in size of the training patch. It is obvious
that there is a marginal improvement in PSNR as the patch size increases. The main
reason for this phenomenon is the size of the receptive field, with a larger patch size
network learns more contextual information, hence able to predict local details better.
5.3.5.2 Number of Modules
We show the effect of the number of modules on denoising results. As mentioned
earlier, each module M consists of six convolution layers, by increasing the number
of modules, we are making our network deeper. In this settings, all parameters are
constant, except the number of modules as shown in Table 5.3. It is clear from the
results that making the network deeper increase the average PSNR. However, since
fast restoration is desired, we prefer a small network of three modules i.e. M = 3,
which achieves better performance than other methods.
5.3.5.3 Kernel Dilation and Number of Layers
It has been shown that the performance of some networks can be improved either
by increasing the depth of the network or by using large convolution filter size to
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No of layers 18 9 6
Kernel dilation 1 2 3
29.34 29.34 29.34
Table 5.4: Denoising performance for different network settings to dissect the rela-
tionship between kernel dilation, number of layers and receptive field.
Dilation Identity Boosting PSNR
No No No 29.24
Yes No No 29.23
No Yes No 29.28
Yes Yes No 29.32
Yes Yes Yes 29.34
Table 5.5: PSNR reported on the BSD68 dataset for σn = 25 when different features
are added to the DnCNN baseline (first row).
capture the context information [Zhang et al., 2017b,a]. This helps the restoration
of noisy structures in the image. The usage of traditional 3 × 3 filters is popular
in deeper networks. However, using dilated filters there is a tradeoff between the
number of layers and the size of the dilated filters without effecting denoising results.
In Table 5.4, we present three experimental settings to show the tradeoff between the
dilated filter size and the depth of network. In the first experiment as shown in the
first column of Table 5.4, we use a traditional filter of size 3 × 3 and depth of 18
to cover the receptive field of training patch of size 40. In the next experiment, we
keep the size of the filter same but enlarge the filter using a dilation factor of two.
This increases the size of the filter to 5× 5 but having nine non-zero entries it can be
interpreted as a sparse filter. Therefore, the receptive field of the training patch can
now be covered by nine non-linear mapping layers, contrary to the 18-layers depth
per module. Similarly, by expanding the filter by a dilation of three would result in
the depth of each module to be six. As in Table 5.4, all three trained models result in
similar denoising performance, with the obvious advantage of the shallow network
being the most efficient. The number of parameters reduced from 1954k to 663k,
similarly, the memory usage for one input patch is reduced to 22MB to 6.5MB.
5.3.5.4 Combination of Kernel Dilation, Identity Connection and Boosting
In Table 5.5, we show the performance on BSD68 dataset when adding different
features including a kernel dilation of three across all convolution layers, identity
skip connection, or boosting via geometric transformation to the DnCNN baseline
which is reported in the first row. The improvement over DnCNN is observed with
the introduction of identity skip connections. Applying a dilation of three over 17 or
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Jiao et al. Bae et al. DnCNN Ours
Kernel Size 3x3 3x3 3x3 3x3
Patch Size 40x40 40x40 40x40 40x40
Channels 64 320 64 64
Training BSD400 BSD400 BSD400 BSD400
data +Urban100
BatchNorm Yes Yes Yes No
Conv. layers 20 20 17 19
No. parameters 671k 16629k 566k 630k
BSD68 - 26.3 dB 26.2 dB 26.4 dB
BSD100 29.0 dB - 29.0 dB 29.2 dB
Table 5.6: Comparisons with state-of-the-art methods on BSD68 with σn = 50, and
BSD100 with σn = 25. The results of [Bae et al., 2017] and [Jiao et al., 2017] are taken
from their respective papers.
19 convolutional layers of DnCNN (row 2) does not appear to be effective. However,
using dilated convolution in a short chain of six layers, such as row 3, improves the
performance further. In Table 5.5, PSNR is 29.32 dB without boosting and 29.34 dB
(last row) if we average the output from eight transformed images.
5.3.6 Comparisons
In this section, first we demonstrate how our method performs on classical images
and then report results on the BSD68 dataset.
Original Noisy BM3D WNNM MLP
14.16dB 25.82dB 26.32dB 26.26dB
EPLL TNRD DnCNN-S irCNN Ours
Monarch image 25.94dB 26.42dB 26.78dB 26.61dB 27.21dB
Figure 5.3: Denoising quality comparison on a sample image with strong edges and
texture, selected from classical image set for noise level σn = 50. The visual quality,
i.e. sharpness of the edges on the wings and small textures reproduced by our method
is the better than others.
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Original Noisy BM3D WNNM MLP
14.16dB 26.21dB 26.51dB 26.54dB
EPLL TNRD DnCNN-S irCNN Ours
Castle from BSD68 26.35dB 26.60dB 26.90dB 26.88dB 27.20dB
Figure 5.4: Comparison on a sample image from BSD68 dataset [Roth and Black,
2009] for σn = 50. Our network is able to recover fine textures in the background and
on the castle, while other methods cannot reproduce such textures accurately.
CBM3D DnCNN CBM3D DnCNN
29.65dB 30.52dB 31.68dB 32.33dB
irCNN Ours irCNN Ours
Fish from BSD68 30.40dB 31.23dB Vase from BSD68 32.21dB 32.76dB
Figure 5.5: Denoising performance for state-of-the-art versus the proposed method
on sample color images from the dataset in [Roth and Black, 2009], where the noise
standard deviation σn is 50. The image we recover is more natural, contains less
contrast artifacts and is closest to the ground-truth.
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Cman House Peppers Starfish Monar Airpl Parrot Lena Barbara Boat Man Couple Average
σn = 15
BM3D 31.91 34.93 32.69 31.14 31.85 31.07 31.37 34.26 33.10 32.13 31.92 32.10 32.372
WNNM 32.17 35.13 32.99 31.82 32.71 31.39 31.62 34.27 33.60 32.27 32.11 32.17 32.696
EPLL 31.85 34.17 32.64 31.13 32.10 31.19 31.42 33.92 31.38 31.93 32.00 31.93 32.138
CSF 31.95 34.39 32.85 31.55 32.33 31.33 31.37 34.06 31.92 32.01 32.08 31.98 32.318
TNRD 32.19 34.53 33.04 31.75 32.56 31.46 31.63 34.24 32.13 32.14 32.23 32.11 32.502
DnCNNS 32.61 34.97 33.30 32.20 33.09 31.70 31.83 34.62 32.64 32.42 32.46 32.47 32.859
DnCNNB 32.10 34.93 33.15 32.02 32.94 31.56 31.63 34.56 32.09 32.35 32.41 32.41 32.680
IrCNN 32.55 34.89 33.31 32.02 32.82 31.70 31.84 34.53 32.43 32.34 32.40 32.40 32.769
Ours-blind 32.11 35.10 33.28 32.31 33.07 31.58 31.80 34.67 32.48 32.42 32.40 32.50 32.812
Ours 32.61 35.21 33.21 32.35 33.33 31.77 32.01 34.69 32.74 32.44 32.50 32.52 32.950
σn = 25
BM3D 29.45 32.85 30.16 28.56 29.25 28.42 28.93 32.07 30.71 29.90 29.61 29.71 29.969
WNNM 29.64 33.22 30.42 29.03 29.84 28.69 29.15 32.24 31.24 30.03 29.76 29.82 30.257
EPLL 29.26 32.17 30.17 28.51 29.39 28.61 28.95 31.73 28.61 29.74 29.66 29.53 29.692
MLP 29.61 32.56 30.30 28.82 29.61 28.82 29.25 32.25 29.54 29.97 29.88 29.73 30.027
CSF 29.48 32.39 30.32 28.80 29.62 28.72 28.90 31.79 29.03 29.76 29.71 29.53 29.837
TNRD 29.72 32.53 30.57 29.02 29.85 28.88 29.18 32.00 29.41 29.91 29.87 29.71 30.055
DnCNNS 30.18 33.06 30.87 29.41 30.28 29.13 29.43 32.44 30.00 30.21 30.10 30.12 30.436
DnCNNB 29.94 33.05 30.84 29.34 30.25 29.09 29.35 32.42 29.69 30.20 30.09 30.10 30.362
IrCNN 30.08 33.06 30.88 29.27 30.09 29.12 29.47 32.43 29.92 30.17 30.04 30.08 30.384
Ours-blind 29.87 33.34 30.94 29.68 30.39 29.08 29.38 32.65 30.17 30.27 30.08 30.20 30.505
Ours 30.26 33.44 30.87 29.77 30.62 29.23 29.61 32.66 30.29 30.30 30.18 30.24 30.624
σn = 50
BM3D 26.13 29.69 26.68 25.04 25.82 25.10 25.90 29.05 27.22 26.78 26.81 26.46 26.722
WNNM 26.45 30.33 26.95 25.44 26.32 25.42 26.14 29.25 27.79 26.97 26.94 26.64 27.052
EPLL 26.10 29.12 26.80 25.12 25.94 25.31 25.95 28.68 24.83 26.74 26.79 26.30 26.471
MLP 26.37 29.64 26.68 25.43 26.26 25.56 26.12 29.32 25.24 27.03 27.06 26.67 26.783
TNRD 26.62 29.48 27.10 25.42 26.31 25.59 26.16 28.93 25.70 26.94 26.98 26.50 26.812
DnCNNS 27.03 30.00 27.32 25.70 26.78 25.87 26.48 29.39 26.22 27.20 27.24 26.90 27.178
DnCNNB 27.03 30.02 27.39 25.72 26.83 25.89 26.48 29.38 26.38 27.23 27.23 26.91 27.206
IrCNN 26.88 29.96 27.33 25.57 26.61 25.89 26.55 29.40 26.24 27.17 27.17 26.88 27.136
Ours-blind 27.03 30.48 27.57 26.01 27.03 25.84 26.53 29.77 26.89 27.28 27.29 27.06 27.398
Ours 27.25 30.70 27.54 26.05 27.21 26.06 26.53 29.65 26.62 27.36 27.26 27.24 27.457
σn = 70
BM3D 24.62 27.91 25.07 23.56 24.24 23.75 24.49 27.57 25.47 25.40 25.56 25.00 25.221
WNNM 24.86 28.59 25.25 23.78 24.62 24.00 24.64 27.85 26.17 25.58 25.68 25.18 25.517
EPLL 24.60 27.32 25.03 23.52 24.19 23.72 24.44 27.11 23.20 25.27 25.50 24.80 24.891
DnCNNS 25.37 28.22 25.50 23.97 25.10 24.34 24.98 27.85 23.97 25.76 25.91 25.31 25.523
Ours 25.83 29.19 25.90 24.28 25.66 24.59 25.12 28.25 25.06 26.00 26.02 25.78 25.974
Table 5.7: Performance comparison between image denoising algorithms on widely
used classical images, in terms of PSNR (in dB). The best results are highlighted with
bold red color while the blue color represents the second best denoising results.
5.3.6.1 Classical Images
For completeness, we compare our algorithm to several state-of-the-art denoising
methods using grayscale classical images shown in Figure 5.3 and reported in Ta-
ble 5.7.
In Table 5.7, we present the average PSNR for the denoised images. Our network
is the best performer for almost all classical images except “Barbara”. The reason for
this may be the repetitive structures in the mentioned image, which makes it easy for
BM3D [Dabov et al., 2007b] and WNNM [Gu et al., 2014] to find and employ patches
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Original Input CBM3D DnCNN irCNN Ours
20.18 dB 38.62 dB 39.90 dB 39.53 dB 40.13 dB
Original Input CBM3D DnCNN irCNN Ours
20.18 dB 29.37 dB 30.89 dB 30.60 dB 31.04 dB
Figure 5.6: A sample color image with rich textures, selected from the BSD68
dataset [Roth and Black, 2009] for σn = 25. On a magnified view, the image our
network recovers is sharper than those generated by most of the methods
.
Noise Methods
Levels BM3D WNNM EPLL TNRD DnCNNS IrCNN NLNet Ours Ours
agnostic specific
15 31.08 31.32 31.19 31.42 31.73 31.63 31.52 31.68 31.81
25 28.57 28.83 28.68 28.92 29.23 29.15 29.03 29.18 29.34
50 25.62 25.83 25.67 26.01 26.23 26.19 26.07 26.31 26.40
70 24.44 - 24.43 - 24.90 - - - 25.13
Table 5.8: Performance comparison between our method and existing algorithms
on the grayscale version of the BSD68 dataset [Roth and Black, 2009]. The missing
denoising results, indicated by “-”, occurs when the method is not trained to deal
with the input noisy images.
with great similarity to the noisy input, hence providing better results.
Subsequently, we depict an example from the classical images. The visual qual-
ity of our recovered images, as shown in Figure 5.3, is better than all others. This
also illustrates that our network restores aesthetically pleasing textures. Small and
noticeable features restored by our network include the sharpness and the clarity
of the subtle textures around the fore and hind wings, mouth, and antennas of the
butterfly. Furthermore, a magnified view of the results in Figures 5.3 for methods
such as [Dabov et al., 2007b; Zhang et al., 2017b; Lefkimmiatis, 2016] shows artifacts
and failures in the smooth areas. Our CNN network also outperforms [Zhang et al.,
2017b; Lefkimmiatis, 2016; Zhang et al., 2017a], which are trained using deep neural
networks.
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Noise Methods
Levels CBM3D MLP TNRD DnCNN IrCNN CNLNet Ours Ours
agnostic specific
15 33.50 - 31.37 33.89 33.86 33.69 33.96 34.12
25 30.69 28.92 28.88 31.33 31.16 30.96 31.32 31.42
50 27.37 26.00 25.94 27.97 27.86 27.64 28.05 28.19
Table 5.9: The similarity between the denoised color images and the ground-truth
color images of the BSD68 dataset for our method and existing algorithms measured
by PSNR (in dB) reported for noise levels of σ=15, 25, and 50.
5.3.6.2 BSD68 Dataset
We present the average PSNR scores for the estimated denoised images in Table 5.8.
The IRCNN [Zhang et al., 2017b] and DnCNN [Zhang et al., 2017a] network struc-
tures are similar, hence produce nearly similar results. On the other hand, our
method reconstructs the images accurately, achieving higher PSNR then completing
methods on all four levels of noise. Furthermore, the difference in PSNR between
our method and the state-of-the-art techniques at the higher noise levels.
For a comprehensive evaluation, we demonstrate the visual results on a selected
grayscale image from BSD68 [Roth and Black, 2009] dataset in Figure 5.4. In our
results, the image details are more similar to the ground-truth details, and our quan-
titative results are numerically higher than the others. Our method outperforms the
second best method by several orders of magnitude (PSNR is computed in the loga-
rithmic scale). Also, note that the denoising results of other CNN based algorithms
are comparable to each other.
5.3.6.3 Color Image Denoising
For noisy color images, we train our network with the noisy RGB input patches of
size 40×40 with the corresponding clean ground-truth patches. We only modify the
first and last convolution layer of the grayscale network to input and output three
channels instead of one channel, keeping all other parameters same as the grayscale
network.
We present the quantitative results in Table 5.9 and qualitative results in Fig-
ures 5.5 and 5.6 against benchmark methods including the latest CNN based state-of-
the-art color image denoising techniques [Zhang et al., 2017a,b; Dabov et al., 2007b].
It can be observed that our algorithm attains an improved average PSNR on all three
different noise levels for the color version of BSD68 dataset [Roth and Black, 2009].
As shown, our method restores true colors closer to their authentic values while oth-
ers fail and induce false colorizations in certain image regions. Furthermore, a close
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Methods
Metrics WNNM EPLL BM3D MLP TNRD DnCNN Ours
PSNR 34.44 33.51 34.61 34.14 29.92 32.43 36.04
SSIM 0.8646 0.8244 0.8507 0.8331 0.8306 0.7900 0.9136
Table 5.10: Mean PSNR and SSIM of the denoising methods evaluated on the real
images dataset by [Plötz and Roth, 2017].
look reveals that our network reproduces the local texture with much less artifacts
and sufficiently sharp details.
5.3.6.4 Darmstadt Noise Dataset: Real-world Images
So far, state-of-the-art denoising methods, such as FormResNet [Jiao et al., 2017],
DnCNN [Zhang et al., 2017a], IrCNN [Zhang et al., 2017b] and BM3D [Dabov et al.,
2007b] etc. have normally been evaluated on classical images and the BSD68 dataset.
Recently, [Plötz and Roth, 2017] proposed the Darmstadt Noise Dataset (DND) bench-
mark for denoising algorithms which consists of 50 images. The dataset is composed
of images with interesting and challenging structures. The images are converted to
sRGB and gamma correction is applied. The size of each image is in Megapixels;
therefore, each image is cropped at 20 locations and each composed of 512 × 512
pixels yielding 1000 test crops, and overlap between the images is about 10%. Only
these test images are provided, there are no images for either training or validation.
Therefore, we use the same model which is trained on the synthetic BSD68 [Roth
and Black, 2009] dataset. The quantitative results in PSNR and SSIM averaged over
all the images for real-world DnD is presented in Table 5.10. It can be observed that
our method is the best performer followed by BM3D. Previously, the classical method
BM3D is considered to be outperformed by most of the state-of-the-art algorithms on
synthetic datasets; however, this is not the case when using the real-world Darmstadt
Noise Dataset. It is to be noted that our method does not require to know the noise
level in advance unlike BM3D and other state-of-the-art techniques. Furthermore,
we visually compare our method with a few recent algorithms as shown on several
samples from [Plötz and Roth, 2017] in Figure 5.71. It can be observed that both
CBM3D [Dabov et al., 2007b], as well as DnCNN [Zhang et al., 2017a], are unable to
remove the noise from the images. On the other hand, it can be seen that our method
eliminates the noise and preserve the structures.
As a last experiment, we demonstrate the performance of our network on real-
world noisy images from [Zhang et al., 2017a]2. Figure 5.8 shows such examples
1PSNR for individual images are not available as [Plötz and Roth, 2017]’s system only provide
average PSNR
2PSNR for these images not presented as ground-truth is not available
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Noisy CBM3D DnCNN Ours
Figure 5.7: Real images from Darmstadt Noise Dataset (DND) benchmark for differ-
ent denoising algorithms [Plötz and Roth, 2017].
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Noisy real image Denoised by our network
Real noisy image Denoised by our network
Figure 5.8: Two real images from [Zhang et al., 2017a] denoised by our noise level
agnostic color and grayscale models, respectively.
denoised by our noise-level agnostic (requiring no noise prior) denoising models.
As visible, the details are preserved properly and the noise is removed effectively.
When the noise is Additive white Gaussian noise (AWGN) or adequately satisfies the
criteria for additive Gaussian-like noise criteria, our model works accurately as our
models are trained on Gaussian noise. This experiment indicates that our network is
well-suited for real-world applications.
5.4 Discussion
To sum up, we employ residual learning and identity mapping for image denoising
using a deep network consisting of three identity mapping modules each with six
ReLU and conv pairs of 19 weight layers with dilated convolutional filters without
batch normalization. Our choice of network is based on the ablative studies per-
formed in the experimental section of this chapter.
This is the first modular framework to predict the denoised output without any
dependency on the pre or post-processing. Our proposed network removes the
potentially authentic image structures while allowing the noisy observations to go
through its layers, and learn neural network parameters to predict the noise-free
images.
In experiments on synthetic images, we have provided ample examples and have
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shown that our network outperforms classical state-of-the-art denoising algorithms
that are intended for use on natural images. Furthermore, we have compared against
the current convolutional neural networks both visually and numerically. Our net-
work gain is about 0.1dB on BSD68 dataset compared to the second best performing
method and results are visually pleasing.
On real images of the Darmstadt Noise Dataset (DND), we have shown that our
method provides visually pleasing results and gains about 1.43dB of PSNR compared
to BM3D (second best performing method). The real images appear less grainy
after passing through our proposed network and preserving fine image structures
as compared to BM3D and DnCNN. Furthermore, competitive denoising algorithms
known noise level in the image. On the contrary, our network does not make an
assumption about the specific noise level present in the images.
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Chapter 6
Conclusion and Future Work
All human wisdom is summed up in
two words: wait and hope.
Alexandre Dumas
In this exposition, we have investigated two main image restoration problems:
image deblurring and image denoising. To approach these problems we learn novel
priors from external images for image enhancement. Our methods excel and prove
useful for recovering image details for both problems. Our contributions to class-
specific deblurring and category-specific denoising, heavily rely on class-specific
datasets while our CNN denoiser makes use of large generic natural image datasets.
Regarding image quality, our methods can furnish a reliable outcome compared to
state-of-the-art techniques, which are conservative by design. Consequently, the var-
ious applications in this thesis complement conventional methods and push the en-
velope and formulate new approaches for contemporary research in the field. In
the next sections, we conclude this exposition and list our contributions as well as
present potential future directions.
6.1 Conclusion
As mentioned beforehand in this dissertation, we have introduced three new efficient
and effective approaches for image enhancement compared to the state-of-the-art
methods. We summarize the contributions for each chapter in the following para-
graphs.
Chapter 3: Class-Specific image deblurring In this chapter, we introduced our
novel image deblurring algorithm to recover attenuated frequencies using class-
specific external datasets. The purpose of image deblurring algorithms is to reliably
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recover distinct spatial frequencies suppressed by the blurring kernel. Existing algo-
rithms relies on salient image features, for example, gradients and edges. Through-
out this work, we devise a class-specific prior based on the band-pass filter responses
and incorporate it into a deblurring strategy. More specifically, we show that the sub-
space of band-pass filtered images and their intensity distributions serve as useful
priors for recovering image frequencies that are difficult to recover by generic image
priors.
We presented an insight into our algorithm and discussed different aspects and
its implication on our method. We have also shown the effect of the blur kernel on
frequencies present in the image. We have provided the convergence and drove the
complexity of our algorithm as well as provided the running time. Furthermore,
we also present the deblurring results with and without our prior which proves the
effectiveness of our framework.
Finally, we illustrated that our image deblurring framework, when equipped
with the introduced priors, significantly outperforms many state-of-the-art methods
which are using generic image priors or class-specific exemplars. We also provide
few examples of real-world images. We, therefore, believe that our class-specific im-
age deblurring can be used to deblur objects of interest rather than deblurring the
whole scene or image.
Chapter 4: Category-specific image denoising In this chapter, we presented a novel
image denoising algorithm that uses external, category specific image database. Cur-
rent image restoration algorithms search patches either from a generic database or
noisy image itself. Our method first selects clean images similar to the noisy image
from a database of the same class. Then, it assembles a set of “support patches" from
the selected images within the spatial locality of each noisy patch. These clean and
noise-free support patches resemble the noisy patch and correspond principally to
the identical part of the depicted object.
Additionally, we employed a content adaptive distribution model for each patch
where we derive the parameters of the distribution from the support patches. We
formulate noise removal task as an optimization problem in the transform domain.
Our objective function composed of three terms: data fidelity that imposes similarly
between the noisy patch and the clean patch, a Gaussian fidelity term that imposes
category specific information, and a low-rank term that encourages the similarity
between the noisy and the support patches in a robust manner.
Furthermore, we analyze the influence of the number and the size of the support
patches on our algorithm. Similarly, we examine the relative importance of Gaussian
fidelity term and low-rank term in the experimental section. Moreover, we illustrate
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the role of external datasets and the effect of external dataset size on denoising per-
formance. Afterward, we check the sensitivity of our algorithm against the variation
in the pose of the object in the given external dataset.
Finally, we show experiments on five different object categories. The performance
confirms the advantage of incorporating category-specific information in noise re-
moval. Our method demonstrates the superior performance against state-of-the-art
alternatives on grayscale and color images.
Chapter 5: CIMM for image denoising In this chapter, we introduced a fully-
convolutional network model consists of a Chain of Identity Mapping Modules (CIMM)
for image denoising. The CIMM have two distinctive properties which play an es-
sential part in removing noise from images. Firstly, each residual unit, also known
as mapping module, employs skip connections and secondly, the dilated kernels uti-
lized in convolutional kernels. We also used pre-activation as compared to generally
applied post-activation to preserve the gradient magnitude propagated in both the
forward and backward directions.
We analyzed different aspects of our CNN model. We showed that the influ-
ence of increasing and/or decreasing the input patch size, number of modules, and
number of layers. We also provided the relation between the kernel dilation and
the number of layers in a mapping module. Due to kernel dilation, the depth of
the network decreased, capturing the context information making the network more
efficient.
Finally, the proposed network produces remarkably higher numerical accuracy
and better visual image quality against the state-of-the-art classical and CNN algo-
rithms after being trained on the BSD400 dataset [Martin et al., 2001]. Similarly, when
the proposed algorithm is evaluated numerically on classical images, the BSD68
dataset [Martin et al., 2001] and real-world images from Darmstadt Noise Dataset
(DND) [Plötz and Roth, 2017] giving state of the art results.
6.2 Future Directions
We consider several future directions in which to extend the work presented in this
dissertation.
Class-Specific image deblurring
• At the current state, our class-Specific image deblurring algorithm focuses on
deblurring of images containing a single object using a class-specific training
dataset. In the future, this work can be extended to deal with multiple objects.
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This could be achieved by first localizing and classifying the different objects in
the image, and deblurring each object region separately using the training data
for the corresponding class. Furthermore, it is worth investigating whether,
and if so, to what extent, class-specific training data is required as opposed to
generic training data.
• Our algorithm is currently limited by the assumption of a spatially uniform
blur. In the future, we would like to extend our blur model to handle non-
uniform blur caused by camera motion, rotation and defocus. This extension re-
quires the geometrical and physical modeling of image formation in the above
circumstances.
• Class-specific blind deblurring can handle outliers (such as pixel saturation,
non-Gaussian noise, dead pixels, hot pixel etc.) in images in a limited capacity.
Outliers have a significant influence on kernel estimation. Therefore, in future
work, it is essential to incorporate outlier handling in our algorithm for kernel
estimation step to achieve robustness against various outliers.
• Our algorithm currently know the object class before deblurring, it will be
worth investigating to deblur the object without knowing the object class be-
forehand.
• It will be worth investigating whether Convolutional Neural Networks (CNN)
and Gaussian Adversarial Network (GANs) play any role in removing the blur
from the images.
Category-specific image denoising
• An important question that requires more discussion is the behavior and sensi-
tivity of the algorithm to significant variations in pose, facial expressions, size,
illumination, and view angle. Seeking an answer to this question will help us
in improving the robustness of the algorithm. This aspect of our method will
be studied in our future work.
• External category-specific datasets are essential for the success of the proposed
method. Commonly, the datasets are available; however, if due to some reason
it is difficult to find one, then image retrieval algorithms can be used to achieve
the desired outcome.
• Another exciting aspect to study is the combination of category-specific exter-
nal image denoising and the CNN based internal image denoising.
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• Another worth exploring aspect of our approach is the distance metric used
in finding similar patches in the external dataset. Currently, we employ the
Euclidean distance i.e. `2-norm for searching similarity between the noisy patch
and other suitable candidates. Though, this metric has a disadvantage which is
that low value may not reflect the similarity between the candidate patch and
the noisy patch [Domingos, 2012]. Therefore incorporation of metric learning
[McFee and Lanckriet, 2010] and deep learning [Chopra et al., 2005; Reed et al.,
2015] may improve the performance by finding the similar patches accurately.
The idea is that the returned clean patches must have similar rankings to the
noisy patch. Similarly, in case of deep learning, a mapping can be done using
only similar noisy patches which can then be extended to clean versions.
• Lastly, we can also explore patch search solutions to improve the efficiency of
the algorithm.
CIMM for image denoising
• In the future, we aim to utilize our proposed CNN to other image restora-
tion and enhancement tasks such as deblurring, color correction, JPEG artifact
removal, rain removal, dehazing and super-resolution etc.
• At present, our approach is only applicable to Gaussian noise removal. How-
ever, we would like to train our model with different noise types such as Pois-
son noise, astronomical noise etc. and examine its performance on these specific
noise types. It should be noted that other state-of-the-art methods, for exam-
ple, BM3D [Dabov et al., 2007b], WNNM [Gu et al., 2014] are only applicable to
Gaussian noise and may not be readily adapted to handle different noise types.
• CNN approaches perform ineffectively on images with regular and repeat-
ing structures when compared against classical denoising methods. One such
example is “Barbara” image, where CNN algorithms are lacking in terms of
PSNR. This phenomenon is due to the design of traditional denoising methods
to exploit the regular and repeating structures. To overcome this issue, either a
block-matching scheme can be incorporated into our CNN approach or relying
on consolidating the outcome of various denoising algorithms with our CNN
approach.
• Another direction worth exploring is integrating local patch similarity heuris-
tics into CNN.
• In future, we also aim to utilize Gaussian Adversarial Network (GANs) to re-
cover the original image from a noisy one.
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