R (X (k) )X (k+1) = R (X (k) )X (k ) − R(X (k ) ).
⇒ Converges globally for any stabilizing X (0) ∈ R n×n . Problems:
• often ||R(X (1) )|| ||R(X (0) )|| ⇒ Apply line search idea [1] ; BUT: involves dense computations.
• Newton step computed iteratively (necessary accuracy unknown). ⇒ Apply inexact Kleinman-Newton idea [4] and solve
BUT: How to monitor residual L (k+1) and check conv. conditions?
Inexact Kleinman-Newton and Line Search Newton step k:
⇒ Apply low-rank residual ADI method [3] .
Advantages:
• Lyapunov residual has low-rank structure:
• Low-rank structure is key for efficiency.
Low-Rank Residual ADI [3] Algorithm:
INPUT: A, B, C, and stabilizing
Key ingredients:
• Riccati residual as symmetric indefinite lowrank product
, D = I p 0 0 −I q , and p + q n.
• Line search for large-scale case. ⇒ Exploits low-rank structure of residuals. ⇒ Highly efficient computations only use "small" inner products of low-rank factors.
⇒ Direct monitoring of ||R(X )|| and ||L||.
Convergence results:
• Convergence proof in [4] is not feasible in the low-rank case.
• Use inexact Kleinman-Newton-ADI with line search and the following assumptions:
• (A, B) stabilizable.
• (C, A) detectable.
• λ k is bounded away from 0.
•
, the unique stabilizing solution. 
Contributions

