In this paper, we investigate single machine scheduling with linear resource allocation and position-dependent processing times based on the slack due-window method. The objective is to minimize the total cost caused by the due-window location, the due-window size, the resource consumption, the makespan and the earliness and tardiness with respect to a slack due-window. We provide a polynomial-time algorithm to solve the problem.
Introduction
In the classical scheduling theory, job processing times are considered as constants. However, in the last decade we have witnessed a steadily growing interest on solving scheduling problems with changeable job processing times. There is a practical merit of considering changeable job processing times. In practice, the processing time of a job can be dependent on the position scheduled, and
Received: June 25, 2018 c 2018 Academic Publications the phenomenon that the actual processing time of a job can be reduced due to an additional resource allocated to the job has been noted. It prompts the studies on a variety of single machine scheduling models and assignment problems taking into account the effects of resource allocation and position-dependent processing times.
Conventionally, there are a few due-window methods, for example, common due-window and slack due-window. In this paper, we investigate the single machine scheduling and slack due-window assignment problem with resource allocation and position-dependent processing times. To our best knowledge, this problem has not been studied in literatures. In a relevant work, [1] investigated a similar model but with position-independent processing times. In this paper, we generalize this model by assuming that the processing times are positiondependent.
The rest of this paper is organized as follows. The problem under study is illustrated in Section 2. The optimal (polynomial-time) solution is presented in Section 3. A numerical example to demonstrate the polynomial-time solution is given in Section 4. The research is concluded and future study is foreseen in the last section.
Model Formulation
In the models of this paper, n independent and non-preemptive jobs J 1 , J 2 , . . . ,J n are scheduled on a single machine. All the jobs can be arranged at time zero. Let a jr and p jr be the normal and the actual position-dependent processing times of job J j when it is arranged in the rth position. The actual and the maximum-available resource allocated to job J j are denoted by u j andū j , respectively. For the linear resource consumption model, the actual processing time of job J j is determined by
where c j is the positive compression rate of job J j , 0 ≤ u j ≤ū j and p jr ≥ 0. The due-window of job J j is determined by a pair of non-negative real numbers [d j , d ′ j ] such that d j ≤ d ′ j , where d j and d ′ j are the beginning and ending times of the due-window respectively. For the slack due-window method, d j and d ′ j are decided by
and
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where q ′ > q are two job-independent constants. Then the due-window size
For a given schedule π, C j denotes the completion time of job J j , E j = max{0, d j − C j } is the earliness value of job J j , and T j = max{0, C j − d ′ j } is the tardiness value of job J j . The makespan C max = max{C j |j = 1, 2, . . . , n} is the completion time of all jobs. Here C max is the completion time of the last job scheduled in the n'th position.
To this end, we can create the following total cost function
which takes into account (i) earliness E j , (ii) tardiness T j , (iii) starting time of the due-window d j , (iv) due-window size D, (v) resource consumption u j and (vi) makespan C max . We further define α > 0, β > 0, γ > 0 and δ > 0 representing the earliness, tardiness, due-window starting time and due-window size costs per unit time respectively. For the resource consumption cost, G t is defined as the per unit resource cost for job J t . Here η ≥ 0 and θ ≥ 0 are two constant weights which are specified by the decision-maker.
With the three-field notation of [2] , the problem under study is expressed as 1 | SLKW, p jr = a jr −c j u j | n t=1 (αE t +βT t +γd t +δD)+η n t=1 G t u t +θC max , where SLKW in the second field denotes the slack due-window method.
Optimal Solution Algorithm
In this section we present some properties for a schedule.The proofs of the following lemmas are similar to those in [3] , [4] , [5] and [6] . We use a conventional notation [r] to indicate the index of a job which is allocated at the rth position.
Consider a job sequence π and a resource allocation way u = (u 1 , u 2 , . . . ,
. Then the total cost Z is a linear function of q and q ′ , and hence an optimum is obtained either at q = C [s] or q = C [s+1] and either at q ′ = C [t] or q ′ = C [t+1] . Lemma 3. (i) For any given resource allocation u and job sequence π, there exists an optimal scheduling such that q and q ′ coincide with the completion times of the k-th and l-th jobs (l ≥ k) in the sequence.
(ii) An optimal scheduling begins at time zero and has no idle time between consecutive jobs.
For a number a, ⌊a⌋ denotes the largest integer less than or equal to a. With Lemma 4, the values of k and l can be obtained. In the following we assume k ≤ l and refer to [7] for the other cases.
For the objective function, we have
where
Since p jr = a jr − c j u j , we have
where j = [r]. Due to the fact that p jr ≥ 0, we have u j ≤ a jr c j . Set u ′ j = min{u j , a jr c j }, and hence we have u j ≤ u ′ j . Note that the optimal resource allocation for job J j depends on the sign of ηG j − w r c j . Let u * j be the optimal resource allocation for job J j . Then
Now we can define the element χ jr in an assignment matrix as follows:
and z jr = 1 if job J j is arranged in the rth position 0 otherwise.
To minimize the problem 1 | SLKW, p jr = a jr − c j u j | n j=1 (αE j + βT j + γd j + δD) + η n j=1 G j u j + θC max is equivalent to minimizing the following Assignment Problem, which can be solved in time complexity O(n 3 ), FOR each position r = 1, 2, . . . , n in a schedule 7 DETERMINE the value χ jr according to (9) 8 END FOR 9 END FOR 10 DETERMINE the global optimal schedule of the assignment problem described in (11) and its total cost Theorem 1. Algorithm 1 solves the problem 1 | SLKW, p jr = a jr − c j u j | n t=1 (αE t + βT t + γd t + δD) + η n t=1 G t u t + θC max in O(n 3 ) time.
Proof. The correction of Algorithm 1 is guaranteed by Lemmas 4 and the deduction from (5) to (11). The time complexity from Step 2 to Step 4 is O(n), the time complexity from Step 5 to Step 9 is O(n 2 ), and the time complexity of Step 10 is O(n 3 ). Hence, the time complexity for solving the 1 | SLKW, p jr = a jr −c j u j | n t=1 (αE t +βT t +γd t +δD)+η n t=1 G t u t +θC max problem is O(n 3 ).
Remark. Theorem 3.3 in [1] can be regarded as a special case of Theorem 1.
Numerical Example
In this section, Algorithm 1 for the linear resource model presented in Section 3 is demonstrated by the following example.
Example 1. There are n = 7 jobs. The initial settings of all jobs are illustrated by Table 1 and Table 2 . The penalties for unit earliness, tardiness, due-window starting time and due-window size are α = 2, β = 18, γ = 4 and δ = 5, respectively. The constant weights are specified by the decision-maker as θ = 0.8 and η = 1.
Solution. By Lemma 4, we have the locations of k = n(δ−γ) α = 3 and l = n(β−δ) β = 5. First, we obtain positional weights w r for r = 1, 2, . . . , 7 as shown in Table 3 . By solving the assignment problem described in (11), we obtain the local optimal sequence (6, 1, 7, 4, 3, 5, 2) and the total cost Z = 3203.60.
The global optimal solution for this example includes the following: (i) the job sequence is (6, 1, 7, 4, 3, 5, 2) and the corresponding job starting time and actual processing time are (0, 6, 12, 18, 22, 31, 52) and (6, 6, 6, 4, 9, 21 , 30), respectively; (ii) the slack window parameters are q = 18 and q ′ = 31; (iii) the optimal resource consumption of each job is (8, 0, 7, 6, 6, 6, 7); (iv) the total cost is Z = 3203.60.
Conclusion
We solved the single machine scheduling and slack due-window assignment problems with position-dependent processing times for the linear resource allocation models, and presented a polynomial-time solutions to minimize the total cost caused by the due-window location, due-window size, earliness, tardiness, resource consumption and makespan. Further research may consider the problem with other objective functions, or the problem with other settings, e.g., production and delivery batch scheduling [8] , [9] and [10] .
