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	 El	 problema	 de	 dimensionar	 poblaciones	 de	 gran	 tamaño	 es	 muy	 recurrente	 en	
muchos	ámbitos	científicos,	sociales	o	biológicos.	En	la	actualidad,	nos	encontramos	con	varios	
métodos	muy	extendidos	tales	como	el	conteo	manual	exhaustivo,	el	método	de	densidad	o	la	
visión	 automatizada	 por	 computadora.	 Todos	 ellos	 conllevan	 limitaciones	 importantes	 en	
cuanto	a	precisión	y/o	tiempo	de	ejecución.	
	 En	 este	 trabajo,	 nos	 centraremos	 en	 el	 problema	 de	 estimar	 una	 población	 de	
partículas	(personas,	aves,	árboles,	etc.)	a	partir	de	imágenes	aéreas	fijas.	El	método	CountEm,	
nos	 permite	 hacerlo	 con	 errores	 bajos	 y	 predecibles	 de	 manera	 insesgada	
independientemente	 del	 tamaño	 de	 la	 población.	 Sin	 embargo	 la	 varianza	 muestral	 puede	










						Population	 size	 estimation	 is	 relevant	 to	 biological	 and	 social	 sciences.	 Current	
methods	 include	 exhaustive	 manual	 counting,	 computer	 vision,	 or	 the	 density	 method.	
Unfortunately,	all	of	them	have	important	limitations	in	precision	and/or	counting	time.		
	
						Here	 we	 address	 population	 size	 estimation	 with	 the	 CountEm	 method	 on	 fixed	
images.	 The	 CountEm	 method	 allows	 unbiased	 population	 size	 estimation	 with	 low	 and	
predictable	 errors,	 irrespective	 of	 population	 size.	 	 The	 sampling	 variance	 depends	 on	 the	
spatial	 distribution	 of	 the	 population.	 We	 simulate	 point	 populations	 with	 different	 spatial	
distributions	 and	 calculate	 their	 empirical	 coefficients	 of	 error.	 Based	 on	 the	 results,	 we	
propose	to	adapt	the	protocol	to	select	sampling	parameters	in	the	CountEm	method.	
	
















población	 se	 realiza	 de	 maneral	 manual.	 Si	 nos	 encontramos	 en	 un	 espacio	 abierto	 y	 con	
suficiente	 luz,	 podríamos	en	principio	 identificar	 todos	 los	 elementos	de	 interés	 y	 realizar	 el	
conteo	 a	 partir	 de	 fotografías	 tomadas	 desde	 el	 aire.	 Esta	 es	 una	 práctica	 habitual	 en	 los	
censos	de	 aves	 en	parques	naturales	 [1].	 Sin	 embargo,	 este	proceso	 resulta	 tedioso,	 lento	 y	
difícil	de	verificar.		
	 Cuando	nos	encontramos	ante	poblaciones	de	gran	tamaño,	el	conteo	manual	queda	





por	 el	 área	 total	 del	 evento,	 se	 estima	 el	 número	 total	 de	 personas.	 Sin	 embargo,	 con	 esta	
técnica	de	muestreo	no	se	dan	criterios	claros	sobre	la	región	elegida	para	calcular	la	densidad,	
cómo	corregir	los	efectos	de	borde,	etc.	
	 Otros	 métodos	 muy	 extendidos	 son	 los	 basados	 en	 el	 conteo	 automatizado	 por	













desviación	 típica	 de	 un	 gran	 número	 de	 estimaciones	 replicadas	 por	 el	 método	 de	 Monte	
Carlo.	
	 En	2018,	los	mismos	científicos	de	la	Universidad	de	Cantabria	publicaron	otro	artículo	
sobre	 CountEm	 [7].	 En	 él,	 utilizaron	 un	 total	 de	 51	 imágenes	 con	 distribuciones	 aleatorias	
[Figura	 1]	 con	 el	 propósito	 de	 verificar	 la	 validez	 de	 los	 criterios	 prácticos	 discutidos	








Figura	 1.	 Estas	 imágenes	 fueron	 obtenidas	 del	 conjunto	 de	 datos	 UCF	 [10].	 Todas	 ellas	 son	




Si	 observamos	 las	 imágenes	 utilizadas	 y	 los	 resultados	 que	 se	 obtuvieron	 del	
coeficiente	de	error	empírico	[Figura	11,	que	se	explicará	en	apartados	posteriores],	se	puede	
intuir	 que	 dichos	 resultados	 fluctúan,	 no	 solo	 por	 los	 parámetros	 de	 precisión	 de	 nuestro	
estimador,	sino	también	por	el	patrón	de	dispersión.	Así,	se	decidió	clasificar	las	imágenes	en	
























Para	 estimar	 el	 tamaño	 de	 una	 población	N,	 CountEm	 usa	 un	 estimador	 de	 conteo	
sistemático	𝑁,	formado	por	una	rejilla	de	ventanas	de	muestreo	con	una	orientación	arbitraria	
en	el	plano.	De	esta	forma,	evitamos	que	nuestra	rejilla	adopte	el	mismo	patrón	de	dirección	
que	 las	 partículas	 y	 así	 añadir	 errores	 de	 sesgo	 a	 nuestra	medida.	 Finalmente,	𝑁	 se	 calcula	
multiplicando	el	número	de	partículas	por	el	cociente	de	las	áreas	de	los	cuadrados	de	lado	t	y	










Figura	 2.	 (A)	 Superponemos	 una	 rejilla	 cuadrada	 de	 quadrats	 al	 azar	 sobre	 la	 imagen	 para	
estimar	el	número	 total	de	espectadores.	El	 cuadrante	marcado	está	ampliado	en	 (C).	 (B)	 La	
rejilla	 está	 formada	 por	quadrats	 de	 parámetros	 T	 y	 t,	 como	 se	 indica.	 (C)	 Regla	 de	 la	 línea	
prohibida	 para	 eliminar	 efectos	 de	 borde	 en	 el	 conteo	 [8].	 Solo	 las	 cabezas	 señaladas	 en	







es	 obvia.	 Por	 eso,	 se	 simplificaron	 estas	 pautas	 [7]	 utilizando	 una	 parametrización	 más	
conveniente:	































- Mediante	 una	 inspección	 visual	 superficial	 [Figura	 4],	 verificamos	 que	Q	 y	 n	 se	
encuentren	entre	los	siguientes	rangos	según	el	coeficiente	de	error	deseado:	
𝑄 ≈ 50		&		𝑛 ≈ 20	 ⇒ 	𝐶𝐸? 𝑁 < 15%	




























	 En	 una	 situación	 práctica,	 es	 posible	 usar	 varios	 estadísticos	 como	 estimadores	
puntuales	para	un	parámetro	de	la	población.	Dos	características	son	valiosas	en	un	estimador	
puntual.	 Primero,	 la	distribución	muestral	 del	 estimador	 se	debe	 centrar	 sobre	el	 verdadero	
valor	del	parámetro	por	estimar.	Al	estimador	en	el	que	la	media	de	su	distribución	es	igual	al	
verdadero	valor	del	parámetro,	lo	llamamos	insesgado.	La	segunda	característica	deseable,	es	




un	 estimador.	 Con	 el	 ejemplo	 de	 las	 dianas,	 se	 entiende	 fácilmente	 que,	 aunque	 nuestro	
estimador	 sea	 muy	 preciso	 (tenga	 poca	 varianza),	 si	 no	 está	 centrado	 en	 el	 punto	 del	
verdadero	 valor	 del	 parámetro	 (incurre	 en	 errores	 de	 sesgo),	 el	 error	 cometido	 puede	 ser	
elevado.	
Ya	ha	sido	demostrado	que	el	método	CountEm	es	insesgado	[6]	por	lo	que,	en	nuestro	
trabajo,	 el	 error	 cometido	 dependerá	 únicamente	 de	 la	 varianza.	 Normalmente,	 para	
determinar	si	un	estimador	es	mejor	que	otro,	observamos	su	comportamiento	en	el	muestreo	
repetido,	 descrito	 por	 su	 distribución	 muestral.	 En	 nuestro	 caso,	 la	 técnica	 de	 muestreo	
repetido	usada	será	el	método	de	Monte	Carlo.		
Vamos	 a	 generar	 un	 total	 de	 𝑘E = 32 ⋅ 32 = 1024	 superposiciones	 repetidas	 de	












Y	 la	 media	 empírica,	 la	 varianza	 y	 el	 Coeficiente	 de	 error	 al	 cuadrado	 de	 𝑁,	 se	
obtienen,	respectivamente,	de	la	siguiente	manera:	
	 	 	 	





































Para	 la	 realización	 de	 este	 trabajo,	 hemos	 tenido	 a	 nuestra	 disposición	 una	 base	 de	
datos	de	más	de	200	imágenes	de	decenas	de	miles	de	aves	en	las	cuales,	al	igual	que	con	las	
aglomeraciones	de	personas	del	conjunto	de	datos	UCF	[10],	conocíamos	el	número	exacto	de	
la	 población.	 Pudimos	 observar	 que	 las	 aves,	 como	 muchas	 otras	 especies	 animales,	 no	
siempre	 definen	 estructuras	 geométricas	 arbitrarias.	 Después	 de	 analizar	 diferentes	





Figura	 6.	 Después	 de	 centenares	 de	 miles	 de	 simulaciones,	 observamos	 que,	 a	 estas	
distribuciones	 concretas,	 la	 varianza	 les	 afecta	 de	 manera	 bastante	 diferente.	 (A)	 se	
corresponde	 con	 una	 distribución	 uniforme	 de	 los	 individuos	 y	 es	 donde	 mejor	 resultados	
obtiene	 el	 método.	 (B)	 se	 corresponde	 con	 un	 clúster	 atómico	 o	 cúmulo	 en	 el	 que	 los	
individuos	 se	 apelotonan	 sobre	 todo	 alrededor	 de	 un	 punto	 fijo	 y,	 según	 nos	 alejamos,	 el	
número	de	 individuos	está	más	disperso.	 (C)	se	corresponde	con	distribuciones	alrededor	de	
un	contorno	donde	el	centro	no	hay	apenas	 individuos	y,	por	último,	(D)	se	corresponde	con	




A	 continuación,	 vamos	 a	 mostrar	 una	 comparativa	 entre	 los	 patrones	 que	 más	 se	






muy	 habitual	 que	 las	 aves	 formen	 esos	 contornos	 alrededor	 del	 estanque	 cuando	 las	 aguas	
están	muy	 frías	 o	 simplemente	 no	 se	 están	 bañando.	Mientras	 que	 la	 de	 abajo,	 simula	 una	
fotografía	aérea	de	un	grupo	de	aves	volando	en	bandada.	En	(B)	tenemos	 la	representación	
de	 dos	 fotos	 originales	 y	 las	 coordenadas	 de	 las	 aves	 obtenidas	 por	 conteo	 manual.	

















A	 continuación,	 explicaremos	 brevemente	 cómo	 hemos	 simulado	 estos	 patrones.	
Todos	 ellos	 están	 formados	 por	 1000	 partículas	 construidas	 con	 diferentes	 funciones	 de	
spatstat,	 salvo	 el	 mosaico	 que	 contiene	 una	 población	 total	 de	 9000	 partículas	 al	 estar	
formado	 por	 9	 representaciones	 individuales	 de	 1000.	 El	 código	 de	 cada	 una	 de	 las	 figuras	
simuladas,	 así	 como	 el	 de	 la	 función	 con	 el	 muestreo	 repetido	 de	Monte	 Carlo,	 se	 pueden	
estudiar	de	manera	pormenorizada	en	el	apéndice.		
Los	 discos	 que	 representan	 distribuciones	 de	 partículas	 uniformes	 los	 hemos	
construido	con	 la	 función	runifdisc(n,	 r)	de	R;	 la	cual,	nos	devuelve	una	muestra	de	n	puntos	
aleatorios	distribuidos	de	manera	uniforme	en	un	disco	de	radio	r.		
El	clúster	atómico,	o	cúmulo,	lo	hemos	construido	a	partir	de	generar	2	distribuciones	
normales	 con	 diferente	σ	 (desviación	 estándar),	 pero	mismo	 valor	 central,	 tanto	 en	 el	 eje	 x	





















	 Eligiendo	 en	 la	 función	 rnorm()	 el	 mismo	 radio	 que	 hemos	 usado	 tanto	 en	 el	 disco	
uniforme	como	en	el	cúmulo.	Cabe	destacar	aquí,	que	si	escogemos	un	radio	pequeño	y	una	
sigma	 grande	 (con	 lo	 que	 aumentaríamos	 el	 grosor	 del	 anillo)	 estaríamos	 dibujando	
estructuras	geométricas	 similares	al	disco	uniforme,	a	un	donut	 con	un	agujero	diminuto,	 lo	





hasta	 límites	que	no	 tienen	 interés	alguno.	Precisamente	por	ello,	por	el	 interés	de	nuestras	





















de	 50	 ventanas	 de	 muestreo	 y	 otra	 de	 100,	 ambas	 presentaban	 resultados	 muy	 similares,	
siendo	 ligeramente	 mejores	 cuando	 el	 número	 de	 quadrats	 era	 n0	 =	 100.	 Como	 ya	
comentamos	en	el	apartado	2.1	y	también	se	puede	observar	en	la	Figura	11,	basta	con	contar	





Los	 colores	 azul,	 rojo	 y	 verde	 representan	 tamaños	 de	muestra	Q	 =	 50,	Q	 =	 100	 y	Q	 =	 200	
respectivamente.	Gráfica	extraída	de	[7].	
	 	 Solo	nos	falta	elegir	el	parámetro	de	la	fracción	de	muestreo.	Si	nos	fijamos	bien	en	la	
ecuación	que	 lo	 define,	𝑓 = '
&
%&
	 	no	es	más	 que	 la	 fracción	de	 área	muestreada	 respecto	 al	
total.	Es	decir,	si	f	=	1,	estaríamos	contando	todos	los	puntos	la	imagen	y	si	f	=	0,	ninguno	(lo	










resultados	obtenemos	para	 la	 varianza	 con	nuestro	estimador	 [Figura	12].	 La	mayoría	de	 las	
veces,	no	solo	las	bandadas	de	aves,	sino	también	las	aglomeraciones	de	personas	en	eventos	
forman	 estructuras	 en	 grupos	 ciertamente	 homogéneos.	 	 Por	 lo	 que	 este	método	 con	 esta	












Figura	 12.	 Error	 empírico	 obtenido	 para	 40	 patrones	 de	 dispersión	 diferentes.	 En	 azul,	
tenemos	10	patrones	uniformes	en	forma	de	disco	[Figura	6.A]	donde	se	observa	una	varianza	
poco	oscilante	en	torno	al	10%.	En	amarillo,	tenemos	10	patrones	de	dispersión	en	forma	de	




mosaico	 formado	por	9	 imágenes	 con	9	patrones	de	dispersión	 [Figura	 6.D].	Aquí,	 es	donde	
tenemos	 mayores	 resultados	 para	 la	 varianza,	 llegando	 a	 ser	 en	 más	 de	 una	 ocasión	 de	
entorno	al	25%.	
	 	
	 Si	 representamos	 ahora,	 la	 cantidad	 de	 ventanas	 de	muestreo,	 o	 quadrats	 que	 han	
sido	ocupadas	por	partículas	en	cada	uno	de	los	casos	podemos	intuir	el	origen	del	problema;	





































Figura	15.	Diagrama	de	barras	donde	podemos	observar	 la	media,	de	 las	10	 figuras	de	 cada	
patrón,	del	coeficiente	de	error	empírico.	En	azul,	la	media	del	error	usando	nuestra	rejilla	de	













	 En	 el	 caso	 del	 mosaico,	 proponemos	 2	 alternativas.	 En	 la	 sección	 2.1,	 cuando	
hablábamos	del	protocolo	establecido	en	el	artículo	 [7],	 se	afirmaba	que	recortar	 la	 foto	era	
recomendable	 pero	 únicamente	 opcional,	 para	 evitar	 contar	 demasiados	 quadrats	 vacíos.	
Viendo	los	resultados	en	el	caso	del	mosaico,	recomendamos	recortar	la	foto	siempre	que	sea	
posible	para	evitar	crear	tanto	espacio	entre	los	patrones	y,	en	este	caso,	perjudicar	la	calidad	
de	 la	 estimación	 y	 aumentar	 la	 varianza.	 La	 segunda	 alternativa	 sería,	 al	 igual	 que	 con	 los	

















	 -	𝐸? 𝑁 	=	14549	





	 -	𝐸? 𝑁 	=	14595	
	 -	𝐶𝐸? 𝑁 	=	0.076	
		 -	n	=	34.8	
	
	 En	 este	 ejemplo	 práctico	 podemos	 confirmar	 todos	 los	 supuestos	 y	 conclusiones	
comentados	anteriormente.	Sabemos	que	la	población	de	aves	de	la	foto	es	igual	a	N	=	14558	
y	la	media	de	la	distribución	muestral	para	todos	los	𝑁	,	calculada	con	la	ecuación	(3),	es	muy	
cercana	 al	 valor	 real	 de	 este	 parámetro	 tanto	 para	 n0	 =	 100	 como	 para	 n0	 =	 300.	 Esto	
demuestra	 algo	 que	 ya	 sabíamos,	 que	 nuestro	 método	 es	 insesgado.	 Por	 otro	 lado,	 el	
coeficiente	de	error	empírico,	 calculado	con	 la	ecuación	 (5),	que	obtenemos	con	 la	 rejilla	de	
100	ventanas	de	muestreo	es	de	aproximadamente	el	15%,	dato	que	conseguimos	disminuir	





Figura	 18.	 (Izquierda)	 Foto	 original	 tomada	 desde	 el	 aire	 de	 una	 población	 de	 14558	 aves	
posadas	 alrededor	 de	 un	 estanque	 de	 agua,	 formando	 un	 contorno	 con	 características	
similares	al	patrón	de	dispersión	con	forma	de	anillo.	(Derecha)	representación	gráfica	en	R	de	
































































































































































































































#Area of fundamental box 
A<-Lx*Ly 




























































  plot(Pnew,pch=16,cex=0.4, main = " ") 




for (ii in 1:nsx) 
{ 
 
    for (jj in 1:nsy) 
    { 
 
 kq<-1 
        respint<-0 
        respint_q<-0 





        xini<-xini_vec[k] 
        yini<-yini_vec[k] 
        for (i in 1:Nx) 
 { 
            for (j in 1:Ny) 
     { 
 
                x1<-xini+(i-1)*Lx 
                y1<-yini+(j-1)*Ly 
                x2<-xini+Lprime_x+(i-1)*Lx 
                y2<-yini+(j-1)*Ly 
                x3<-xini+Lprime_x+(i-1)*Lx 
                y3<-yini+Lprime_y+(j-1)*Ly 
                x4<-xini+(i-1)*Lx 
                y4<-yini+Lprime_y+(j-1)*Ly 
  quadr<-owin( c(x1,x3), c(y1,y3) ) 
  if(nruns ==1){ 
   plot(quadr,add=T,border="red") 
   } 
  ### CHECK IF QUADRAT INTERSECTS REGION OF INTEREST  
  overlap<-overlap.owin(Grid, quadr) 
  if(overlap != 0) 
   { 
      Q_per_q_run[kq,k]<- length(which (inside.owin(Pnew$x,Pnew$y,       
      quadr) == TRUE)) 
      ### CHECK IF QUADRAT IS EMPTY 
                    if (Q_per_q_run[kq,k] != 0) 
         { 
     nonzero_q<-nonzero_q+1 
     nonzero_q_flag_per_run[kq,k]<-1 
      } 
 
  } 
  Qi[i,k]<-Qi[i,k]+Q_per_q_run[kq,k]   
                if (Q_per_q_run[kq,k] != 0) 
  { 
                    ni[i,k]<-ni[i,k]+1 
  } 
                if ((j %% 2) == 0) 
  { 
                    Qio[i,k]<-Qio[i,k]+Q_per_q_run[kq,k] 
  } 
                if ((j %% 2) == 1) 
  { 
                    Qie[i,k]=Qie[i,k]+Q_per_q_run[kq,k] 
  } 
  ####### Transposed ########## 
  tQi[j,k]<-tQi[j,k]+Q_per_q_run[kq,k]   
                if (Q_per_q_run[kq,k] != 0) 
  { 
                    tni[j,k]<-tni[j,k]+1 
  } 
                if ((i %% 2) == 0) 
  { 
                    tQio[j,k]<-tQio[j,k]+Q_per_q_run[kq,k] 
  } 
                if ((i %% 2) == 1) 
  { 
                    tQie[j,k]=tQie[j,k]+Q_per_q_run[kq,k] 




                #kq = quadrat counter 
  kq<-kq+1 
     } 
     VarQi[i,k]<-const*(Qio[i,k]-Qie[i,k])^2 
 } 








        nonzero_q_per_run[k]<-nonzero_q 




 #print(paste("Nhat = ", Nhat_per_run[k])) 
 ###### 
         
 ## MEAN SPLIT + SPLIT TRANSPOSED  
 varSplitT[k]<- 0.5*varSplitT[k] + 0.5*const*( (tQo[k]-tQe[k])^2-tnu[k] ) / tau^4 
+ tnu[k] / tau^4 
 
 #print(paste("std Cav = ", sqrt(varCav[k]))) 
 #print(paste("std Split = ", sqrt(varSplit[k]))) 
        ##DESIGN BASED: INTERQUADRAT VAR WITH ALL NONZERO QUADRATS 
        varq1[k]<-var(Q_per_q_run[nindex,k]) 
        varN[k]<-nonzero_q_per_run[k]*varq1[k]/tau^4 
 #print(paste("std Ind = ", sqrt(varN[k]))) 
        ##### 
        #POISSON 
        varNpoisson[k]<-Q_per_run[k]/tau^4 
k<-k+1 

















result <- list("ce_emp" = ce_emp,  "nonzeroq" = nonzero_q, "npoints" = npoints) 
 
print(paste("Mean Nhat = ", meanNhat)) 
print(paste("CE_emp = ", ce_emp)) 
print(paste("CE_CavT = ", ce_CavT)) 
print(paste("nonzero_q = ", nonzero_q)) 
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