Motivation: Image analysis is a major part of data evaluation for array hybridization experiments in molecular biology. The program presented here is designed to analyze automatically images from hybridization experiments with various arrangements: different kinds of probes (oligonucleotides or complex probes), different supports (nylon filters or glass slides), different labeling of probes (radioactively or fluorescently). The program is currently applied to oligonucleotide fingerprinting projects and complex hybridizations. The only precondition for the use of the program is that the targets are arrayed in a grid, which can be approximately transformed to an orthogonal equidistant grid by a projective mapping. Results: We demonstrate that our program can cope with the following problems: global distortion of the grid, missing of grid nodes, local deviation of the spot from its specified grid position. This is checked by different quality measures. The image analysis of oligonucleotide fingerprint experiments on an entire genetic library is used, in clustering procedures, to group related clones together. The results show that the program yields automatically generated high quality input data for follow up analysis such as clustering procedures.
INTRODUCTION
Since large numbers of DNA samples can be probed in parallel, hybridization experiments are high-throughput methods to gain biological information. In this paper two different kinds of hybridization experiments are under consideration: oligonucleotide fingerprinting and complex hybridizations. * To whom correspondence should be addressed.
In oligonucleotide fingerprinting experiments (Lehrach et al., 1990 ) a set of short oligonucleotides of known DNA sequences are hybridized sequentially to an array of clones, the DNA sequences of which are unknown. The hybridization results then yield information about the DNA-sequences. Similar and dissimilar clones can be distinguished by their fingerprints. These properties have led to a wide range of applications in molecular genetics: gene expression analysis (Poustka et al., 1989; Lennon and Lehrach, 1991; Meier-Ewert et al., 1993 , gene identification (Panapoulou et al., 1998; Poustka et al., 1999; Dramanac et al., 1996) and large scale genomic sequencing projects (Radelof et al., 1998) .
In complex hybridization experiments a complex probe (consisting of a mixture of many different, unknown, DNA sequences) is hybridized to an array of known clones. The intensity of the hybridization signal to any one clone indicates the concentration of the corresponding DNA sequence in the probe. Here one is mainly interested in the ratio of signals among different clones from the same array or among the same clone with different probes for example in the analysis of differential expression.
Since the hybridizations are carried out on twodimensional arrays and are detected (and recorded) as the emission of light or radioactive radiation, an image analysis tool is necessary. In order to be efficient, automatic evaluation programs are needed.
Image analysis programs generally need particulars about the grid as input data: the number of spots in each direction, the distance between the spots. The image analysis then has two main tasks: locate each clone in the image and assign to it an intensity which corresponds to the amount of hybridization to this clone.
To aid the image analysis several measures are taken when preparing the array. These measures greatly facilitate the analysis but are not essential and the program will work without them. (1) A set of guide spots are included to facilitate the spot finding. These consist of very complex DNA which is likely to produce a signal with all probes, when working with oligonucleotide probes. (2) A dilution series of a complex DNA mixture is included to check the quantification routines. (3) Each clone is spotted in duplicate to judge reproducibility.
Programs currently available (HFA, an in-house program; Hartelius, 1996 , AIDA see www.raytest.de) need, in addition to this grid information, the positions of the corners of the grid, i.e. it is necessary to define these corners manually.
The objective of the image analysis described here is to be a fully automatic procedure, where the corners are found automatically and quality control parameters are calculated. Also the program can be run in batch mode and data quality measures will be calculated after the analysis.
In contrast to the above-mentioned programs our image analysis provides a reliability measure for each spot. Poor values of this measure indicate to the user whether a spot is not correctly found or it's information is lost by noise.
The image analysis program is applied to different experimental input:
-clones are spotted on glass slides while others are on nylon filters; -probes can be labeled radioactively or fluorescently.
The analysis procedure is discussed under different aspects: visual inspection of the spot finding, quality measures for entire projects, clustering results for entire projects, dilution series from complex hybridizations.
SYSTEMS AND METHODS

Materials
• Nylon filters: due to mechanical strain on the filters the positions of the spots deviate slightly from their specified co-ordinates. The grid is therefore globally and locally distorted. The preparation of cDNA arrays on nylon filters is described in Meier-Ewert et al. (1998) .
• Glass slides: these have the advantage that there are no grid distortions due to mechanical strain. So it is much easier to find the grid. However, it can be problematic to fix nucleic acids onto glass slides and the surface area to fix the DNA is much less.
• Radioactively labeled probes: strong 'over-shining' effects (where hybridization signals from neighbouring spots interfere with each other) appear if the clones are densely spotted and the probes are radioactively labeled. In the quantification routine this must be taken into account.
• Fluorescently labeled probes: here we do not experience strong over-shining problems. However nylon filters are themselves fluorescent therefore we get a strong background signal from the filter.
In oligonucleotide fingerprinting experiments we assemble for each clone a data set of hundreds of hybridization intensities, which is used as a characteristic fingerprint to determine similarities to other clones. For this purpose it is not necessary to calculate the exact ratios among the hybridization intensities to each clone but, to be efficient, there must be a large number of clones, i.e. it is necessary to spot the clones densely. A large fraction of the clones are normally detected in each hybridization.
In complex hybridization experiments we are interested in the exact ratio of intensities between different clones. Often only a small fraction of the spots are lit up in each hybridization. Therefore the quantification must be very accurate and spot finding is more difficult.
EVALUATION
Visual inspection
The spot finding is evaluated by overlaying the calculated grid over the original image. In cases where guide dots and duplicate clones are present (as is routinely the case in our work) one can easily check whether a spot has been found. For the visualization the program Xdigitise is used. This program is available on the following web site: www.molgen.mpg.de/∼xdigitise.
Quality measures
The following quality measures are applied for each image, the results for completed projects are listed below.
Duplicate correlation. If each clone is spotted twice on the filter, the correlation between the intensities of these duplicates is used as a quality measure for each hybridization, which is expressed for the whole array as a correlation coefficient.
Block quality. All spots in the array are grouped into blocks, typically of 9, 16, 25 or 36 spots, which are defined according to the mechanics of how the clones have been arrayed. For each block a quality coefficient is calculated. The Pearson correlation is not a sufficient measure for every image, because, if there are blocks where all spots are very dark (e.g. if they are empty) then we get a very weak correlation coefficient due to noise although the image analysis worked perfectly. Therefore we introduce a quality coefficient that differs from the Pearson correlation r (X, Y ). If X = (x 1 , . . . , x n ) denotes the first series of spot intensities and Y = (y 1 , . . . , y n ) the second, this coefficient is given by
If the average intensity of a block is great compared to α then this quantity is nearly the Pearson correlation. If in contrast it is small compared to α then r α (X, Y ) is nearly 1. Therefore α should be a small fraction of the maximum intensity. According to our experience an appropriate value is determined, if the pixel intensity which is higher than 90% of all pixel intensities is multiplied by 0.05.
Clustering
The purpose of oligonucleotide fingerprinting is to characterize a large number of clones with a set of hybridization probes. A clustering procedure partitions the set of clones according to the similarity of their fingerprints.
To validate the clustering, and by implication, the image analysis, some clones from the array are hybridized to the filter (a control hybridization). Those clones which show a strong signal are assumed to be similar and therefore form together a true cluster. For each true cluster we count the clones which are in the calculated cluster and we also note if this cluster is pure with respect to the true cluster. Typical results are shown in Table 2 .
Dilution series
To check whether the image analysis can predict intensity ratios correctly, we calculate the intensities of a dilution series derived from PCR-products of a mixture of Arabidopsis thaliana cDNA clones. In each step through the series the concentration of arabidopsis DNA is halved. Here one expects that the degree of hybridization, and therefore the intensity, is proportional to the concentration of DNA. The result is shown in Figure 3 .
Reliability measure
The reliability measure r c is given by the correlation between the theoretical and the measured spot shape. The theoretical spot shape is described in the quantification subsection below.
ALGORITHM AND IMPLEMENTATION
The algorithm consists of two main parts: gridfind and quantification. In the gridfind component the location of each spot is found. This is done essentially in three steps: the pre-processing yields (1) a new image which amplifies signal pixels, while reducing noise. The rotation of the spot array within the image is reversed. All following steps in the gridfind procedure are performed on the image thus generated. The automatic corner detection (2) finds a quadrilateral which includes the whole spot array. The edges of that quadrilateral must be parallel to those of the spot array. If a nylon filter was used the border of the filter is also included in this quadrilateral. Then the actual spot finding (3) is started. Here the entire grid of spot centres is determined.
The quantification uses the result of the spot finding as input in order to assign an intensity to each spot.
Pre-processing
We assume that a signal is characterized by one of two shapes: a normal distribution or a hollow 'crater' form. The values of these shapes in theoretical spot patch are arranged to k × k-dimensional vectors t 1 and t 2 , if k × k is the number of pixels in the theoretical spot patch.
We also assume that the signal pixels have higher intensities than most of the other pixels. Therefore we search for a threshold which divides the image into signal and background pixels.
If a nylon filter is used as support there are three kinds of background noise: the histogram of pixel intensities has a first maximum for the background, a second if we use nylon filters as support for filter socket and a third if there are enough spots which yield a signal. The histogram of pixel intensities has therefore normally three maxima corresponding to these background noise. An example is shown in Figure 1 . We take in this case the last maximum as a threshold. However we must also consider low contrast images, that have only one maximum in the histogram. In this case we take the median value as the threshold. All pixels which are below the threshold are set to zero.
For each pixel (n, m) the intensities of the pixel in a patch of the theoretical spot size around (n, m) are arranged in a vector, s (n,m) . The Pearson correlation, C, of s (n,m) and t 1 (or for craters t 2 ) is calculated. If C > 0.6 then the intensity of (n, m) is set to C × 2 N , if N denotes the image depth. Otherwise it is set to zero.
A typical result is shown in Figure 2 .
Image rotation
Since the array is often not parallel to the image edge, the estimation of the rotation angle is necessary. We determine the array rotation as the median of the angles of the four edges relative to the image border. To find the rotation angle of the upper edge of the spot array the following procedure is applied:
• find for each column x j on the left half of the image the first pixel y j with intensity > 0;
• calculate the histogram of the vertical values of these pixels and determine its first maximum y ml ;
• take the leftmost column x l for which y ml − 2 < y j < y ml + 2 holds;
• repeat the above steps for the right half of the image to find the corresponding column, x r , and row y mr .
This way we find two points (x l , y ml ) and (x r , y mr ), which constitutes a line. The angle between this line and the upper image edge is taken as rotation angle of the upper edge of the spot array.
This procedure is applied for all edges of the spot array. The image is then rotated by the negative value of the median of these rotation angles to reverse the filter rotation.
Automatic corner detection
To find the corners of the spot array we look again for its edges, as we do not assume that the array is a perfect rectangle. This is done as per the determination of rotational angle above, but using the rotated image as input. The points of intersection of these edges are the corners of the spot array. The quadrilateral thus defined is magnified by shifting the corners half a block size vertically and horizontally outwards from the array, to include a small margin around the spot array.
Spot finding
Transformation to the unit square. In order to handle rotations and global distortion of the filter, the quadrilateral defined by the four corners is transformed to the unit square by the inverse perspective transformation. The procedure is described by Wolberg (1988) in detail. By this means we can tackle any linearly distorted rectangle.
The unit square is then divided into n h × n w rectangles. Here n h is the average number of pixels in the filter quadrilateral in vertical direction, n w that in a horizontal direction. The length of the rectangles is determined by 1/n h . The width of the rectangles is calculated in the corresponding manner. Then an intensity is assigned to each rectangle. This is done by transforming its corners to the filter quadrilateral and calculating the area which this quadrilateral shares with each overlapping pixel. To consider the contributions of all these pixels, the intensity of the rectangle is given by the sum of the intensities of these pixels weighted by the overlapping areas.
Detecting local maxima. The unit square is divided into rows and columns that have a width of several spot sizes. A row consists of n w columns with s rectangles. The number s can be changed in principle, but we have fixed it to 5× the theoretical spot size, because according to experience this gives a good mean value. By summing over intensities of the s rectangles of column j of row i the jth component of a vector v i is given. We call v i projection vector of row i. By applying the same procedure for all columns and rows we obtain projection vectors for each row and column.
The local maxima are detected within the projection vectors thus calculated.
Detecting the grid within the set of local maxima. For grid detection within a vector of local maxima we take a local maximum near the centre and try to find local maxima which have distances from that centre maximum that are approximate integer multiples of the mean spot distance. This might fail if the centre local maximum chosen does not belong to the grid but is actually an outlier. For that reason we repeat the entire procedure with another local maximum that is somewhat shifted against the initial local maximum. The maximum shift versus the initial try is set to 2. As the result of operation we have a column grid and row grid consisting of the local maxima thus found.
Building lines.
To build the horizontal lines the following procedure is applied to all nodes of the columns grid,
• determine if the vertical position of the node is close enough to the last point of an already existing line:
(1) if 'yes' the node becomes the new end point of that line, (2) if 'no' the generation of a new line is started.
The procedure for the vertical lines is parallel.
Find the points intersection. For each line, the slope and offset are calculated by the least squares method. So for each horizontal line the points of intersection with all vertical lines can be found. Since it may be that we miss some nodes in the grid thus generated we interpolate these nodes. Seek the pixel with the highest correlation. Thus we have an initial grid of spot centres. For greatest accuracy we look for the pixel with the highest intensity, i.e. the point which is most likely to be the spot centre, in the neighbourhood of each node. In this way the grid is corrected for local deviations.
Quantification
The first step in the quantification procedure is to determine the filter background, if there is a filter. This is done by calculating the most frequent intensity on the filter outside of the spotted area. This value is subtracted from each pixel intensity. Pixel intensities which are lower than the global background are set to zero.
Given the spot centre, (c x , c y ), the simplest method of quantification would be to sum over these intensities of pixels the distances of which is closer than the theoretical spot radius. However, in this case neither noise nor overshining effects are considered.
Therefore we assume that the intensity is distributed according to the following probability distribution
with r = ((c x − x) 2 + (c y − y) 2 ) (distance from the spot centre). The normalization factor is given by a = 1/2πσ 2 . Without over-shining problems the predicted spot shape is then
A corresponds to the total intensity of the spot, and b denotes the local background. The aim of the quantification algorithm is to estimate A. This estimation is done after the other parameters are already estimated.
Estimation of σ . The estimation of σ is done using maximum likelihood estimation, i.e.
The probability, p(r i ), is estimated by I (r i )/I t . Where I (r i ) is the intensity of the pixel with the distance r i from the spot centre. I t denotes the total intensity in the spot patch. It is summed over all N pixels in the spot patch.
This yields:σ
Estimation of intensity and background. The intensity, A, and the background, b, are estimated according to the least squares method, which minimizes the error between the theoretical spot shape and the measured spot shape at each spot centre. The error is given by
The derivation of with respect to A and b results in the following equations for the estimated intensity and background: 
RESULTS
Since there are different requirements for both quantification and gridfind, complex hybridizations and oligonucleotide fingerprinting experiments are treated separately in this section. The visual inspections have shown, that if the mean block quality measure of an image was >0.9 the grid was found perfectly. Therefore the set of quality measures could be used to evaluate the gridfind in both cases. The quantification is then tested for images with duplicate and mean block quality >0.9. The clustering is used to check the effectiveness of the quantification with respect to oligonucleotide fingerprinting experiments, while the ability to predict correct intensity ratios is tested with dilution series in complex hybridizations.
Oligonucleotide fingerprinting experiments
Up to now the program has analyzed 2000 images with 400 000 clones from oligonucleotide fingerprinting experiments. The average run time per image on a Compaq AlphaStation XP 1000 is 4 min for a 10 Mbyte image. The project presented in the following is a typical example.
Tables of quality measures. Table 1 show the results for a complete fingerprinting project.
Clustering results. The fingerprint data from the above quoted project were clustered (see Table 2 ).
Complex hybridizations
To test the accuracy of gridfind and quantification for complex hybridizations we have analyzed 48 images from that kind of experiments. In all of these images dilution series are included as described above.
Gridfind. The gridfind had to cope with different problems in comparison with oligonucleotide fingerprinting images, because a much smaller fraction of spots are lit up. In our case 30% of the grid where spotted empty thus The numbers in brackets in the third column denote the size of the calculated clusters. Reading example: for clone 5 there were 32 clones found by the control hybridization, 27 were grouped together in a cluster. This cluster comprises 35 clones, therefore we have eight false positive clones. reducing the proportion of visible spots. Table 3 dip-lays the results.
To assess the maximum number of empty spots for which the gridfind still works accurately, we have simulated (C. Wierling, personal communication) a series of images: if at least 5% of the spots are visible, the grid is found perfectly.
Quantification. There are two kinds of data which were used to investigate the 'goodness' of the quantification: empty spots which should have a very low or zero intensity and the dilution series, for which we expect a linear dependency between intensity and DNA concentration. For 82% of the empty spots a zero intensity was calculated. The average for the other empty spots was lower than 10% of the average intensity of the non-empty spots.
For each image we have six sets of intensities for each degree of dilution. Thus we could calculate by linear regression the increase of intensities with respect to the DNA-concentration. The goodness of the linear fit is determined by the R 2 -measure. The R 2 -measure indicates proportion of the variation within the data explained by the model. The average value over all 48 images isR 2 = 0.62. Given the experimental noise (Schuchhardt et al., 2000) this is quite a good value.
An example is shown by Figure 3 . The correlation between the set of average intensities for each degree of dilution and the linear fit is 0.98. That demonstrates that the quantification detects linear dependency between intensity and concentration accurately.
Reliability measure. For the empty spots with non-zero intensities r c < 0.2 is calculated. This indicates correctly that these values are not reliable. For A.thaliana cDNA clones with constant concentration, which should be lit up, an average value of r c = 0.88 was calculated. This means that the corresponding intensities are trustworthy.
DISCUSSION
Most results presented were obtained from oligonucleotide fingerprinting experiments on nylon filters with radioactively labeled probes. For these images the quality measures as well as the visual inspections demonstrate, that our program is able to detect distorted orthogonal equidistant grids. The gridfind can cope with following problems:
• global distortion of the grid;
• missing of grid nodes;
• false positive spots;
• local deviation of spots from its specified grid position.
The quantification yields sufficiently accurate input data for the clustering algorithm as shown by Table 2 . The overshining effects and the local variations of the background observed within the images were treated successfully by the quantification.
Based on these results the program is used in our data analysis pipeline for routine oligonucleotide fingerprinting projects. More than 500 000 cDNA clones are processed this year by this method.
One limit of the program is that the distortion should approximately correspond to a perspective transformation. There should also be enough visible spots (i.e. hybridization signals) to render the grid recognizable. But with at least 5% of visible spots the grid can be found.
The analysis of images from complex hybridizations demonstrates, that the gridfind worked well for these kinds of experiments.
The intensities provided by the quantification for A.thaliana cDNA clones lie within the expected range. The reliability of intensity values are indicated correctly by the program. This shows that our approach is promising for evaluation of complex hybridization experiments. More statistical tests are in progress to test the quantification and the background determination.
We also analyzed successfully a couple of images from experiments with fluorescently labeled probes or from hybridizations to arrays on glass slides. However, since there are less problems for the image analysis with glass slides (no global distortion) and fluorescently labeled probes (no over-shining problems), our program will also be suitable for these kinds of input data.
One possible further application of the program is the image analysis of protein arrays (see www.rzpd.de) which have been used for protein-protein interaction studies, antibody characterization etc. (Cahill et al., 2000) .
Thus we conclude that this program provides fully automated image processing as an essential part of a data evaluation pipeline for hybridization experiments. The program is ideal for, and was in fact written for, high throughput projects but it is also convenient for single or small numbers of images.
