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Summary
Let X and Y be random variables (or vectors) with densities F and G , and let F F C F % and G G C G % . We assume that F % and G % are known and that the normalising constants F C and G C are unknown. We assume further that we are able to generate independent random realisations from Y, and our aim is to find independent random realisations from X. Therefore g is called the proposal distribution and f is called the target distribution. If X and Y are discrete random variables the densities are to be replaced by the probability functions.
In section 2 we describe the well known acceptance rejection method. Algorithm A makes the assumption that we can find a constant C such that CG X F X p % % for all X . This assumption is unrealistic in many situations where the target distribution f is too complex to be analytically tractable. Algorithm B of section 3 works without this assumption, but we have to assume that \0R C 8 !
x . This condition implies that the proposal distribution is noninformative with respect to the target distribution.
In section 4 we present three simple examples. The first example demonstrates the application of Algorithm A; X has a standard normal distribution (target distribution) and Y has a Cauchy distribution (proposal distribution). The true constant c of Algorithm A can be easily found from the data even if the densities are unnormalised. Example 2 demonstrates the application of Algorithm B; the target distribution is again the standard normal distribution but the proposal distribution is a uniform distribution in the interval ; = A A . There exists no constant C such that CG X F X p % % for all X , and so we apply Algorithm B. If a is too small the generated data cannot be considered as standard normal data. But if a is large enough the proposal distribution becomes noninformative with respect to the target distribution and Algorithm B generates the desired data. In Example 3 we treat the generalised linear model with binomial response in a Bayesian framework. We have to overcome some theoretical and numerical problems before we can apply Algorithm A.
In section 5 we treat in great detail an example with real data; the example is taken from Fahrmeir-Tutz (2001), page 3: Credit-scoring. For 1000 n bank customers the creditability y ( 0 y : credit-worthy, 1 y : not credit worthy) and
Acceptance-Rejection Algorithm
Let X and Y be n-dimensional random variables with densities F and G , and let % F F C F and G G C G % . We assume that f % and g % are known and that the normalising constants F C and G C are unknown. We assume further that we are able to generate independent random realisations from Y, and our aim is to find independent random realisations from X.
Algorithm A
For Algorithm A we assume that we can find a constant
Let U be a random variable with a uniform distribution in the interval < > that is independent of Y. Now the algorithm works as follows:
1. Generate a realisation y of Y; generate a realisation u of U.
; otherwise go back to the first step.
Then x is a realisation of a random variable X with the density f.
In Algorithm A a realisation y of Y is proposed as a realisation of X, but y is accepted as a realisation x of X only if the condition in step 2 is satisfied. Therefore g is called the proposal distribution and f is called the target distribution. Note that the normalising constants F C and G C need not to be known in Algorithm A. Although this fact it is known in the literature (see e.g. Ripley, 1987) , we add the simple proof.
Proof of Algorithm A:
In Algorithm A x is a realisation of a random variable X and we want to prove that the distribution of X is given by the density f. With % % F 9 " 5 C G 9
0R 0R 9 X " 8 X 9 X " "
In the multivariate case our integrals are to be interpreted as n-fold integrals, e.g.
So we have proved that the algorithm is correct and that we need not know the normalising constants F C and G C . The acceptance probability is given by 0R G F " C CC .
Extension of Acceptance-Rejection Algorithm
As in complex practical situations it can be difficult to find a constant
for all N Y , it is desirable to find an algorithm that works without this condition. In Algorithm B we choose an arbitrary constant C and we want to see what kind of random data the algorithm generates in this case.
Algorithm B
Let U again be a random variable with a uniform distribution in the interval < > that is independent of Y, and choose an (arbitrary) constant C . We consider the following algorithm:
If
Then x is a realisation of a random variable C 8 with the distribution function 
and so (5) is proved. To prove (7) we have to show that
From this we obtain
F F x for small values of F . So the two inequalities in (7) are also proved.
Examples

Example 1: Generation of standard normal data from Cauchy data
We want to generate random data with a standard normal distribution from a random variable with a Cauchy distribution. So our target and proposal distributions are given by the densities (13) and
We find
the maximum being reached for X o (see Figure 1 ). We assume that we only know the unnormalised densities
and we use Algorithm B with a constant c that is determined from the data. We use Minitab to generate the random data and we choose the random seed 77 so that the data can be reproduced.
In column 1 of Table 1a we have generated -
As in this simple example the normalising constants F C Q and G C Q are known, we can derive from (14) the theoretically correct constant
This constant is the same (to four decimal places) as the constant c that we have found empirically from the data, which is not surprising, as the maximum is reached for X o , and these two points lie in the central part of the distribution g (see Figure 1 ). So in this example the theo-
, then J Y is accepted as a realisation J X of the standard normal distribution; this is indicated in column 8. The total number of accepted points is 6590 C out of the generated data from the Cauchy distribution. So the acceptance rate C -is about 0.66. The theoretical acceptance rate is given by
In Table 1b we give some descriptive statistics (mean, standard deviation, median, quartiles, minimum and maximum) of the empirical data from the proposal (Cauchy) and target distribution (standard normal). Example 2: Generation of standard normal data from data with a uniform distribution
Here we want to generate random data with a standard normal distribution from random data with a uniform distribution 5 A A . So our target and proposal densities are given by < > for and else. EXP
and so Algorithm A cannot work in this example as a constant C d with F X C G X b for all X does not exist. With F % and G % we denote the unnormalised densities É < > for and else , EXP
and we try to use Algorithm B. As a first try we choose A , i.e. we choose the uniform distribution 5 as our proposal distribution. We again use Minitab to generate the random data and we again choose the random seed 77. In column 1 of Table 2a we have generated -
from the uniform distribution 5 . In column 2 and 3 we compute the unnormalised densities
This is not surprising as obviously for
In column 6 we compute for each point j y the acceptance probability
; the total of column 6 (8563.7)
is the expected number of accepted points given -
. In column 7 we generate -
as a realisation J X of the standard normal distribution; this is indicated in column 8. The total number of accepted points in Table 2a is C out of the generated data from the uniform distribution 5 . So the acceptance rate C -is about 85 %.
Obviously, the 8567 generated random data cannot be considered as data from a standard normal distribution. As all proposed data lie in the interval ; = , the accepted data also all lie in this interval. But for the standard normal distribution we have 
and this is a trimmed standard normal distribution.
Obviously, the distribution C & is too far away from our target distribution, as about 32 % of the total probability mass are trimmed away.
The remedy to our problem is obvious: we need a proposal distribution that covers nearly the complete target distribution, i.e. we have to choose a uniform distribution 5 A A with a larger value of a. In Table 2b we give the results for the proposal distributions
For each value of a we perform a simulation study as in the above case with A . We see e.g. that for A the total number of accepted data is 3211 out of the proposed data, and the probability trimmed away in the distribution C & is only
. So we can consider the 3211 accepted data as random data from a standard normal distribution as it is unlikely that among 3211 random data from a true standard normal distribution one of these values lies in the range trimmed away. 
We assume that the values N X X K are given (deterministic predictor), and that C is a random vector with the prior distribution (Bayesian model)
The posterior distribution of C for given observations
As the random variables I 9 are discrete we obviously have
. Random data from P C ( G C , proposal distribution) are available, and random data from the posterior distribution P Y C ( F C , target distribution) have to be generated. The normalising constant of the posterior distribution is unknown:
But we have (23)
and so Algorithm A works (in theory) with (24)
In Table 3a we find the data for our example with N . Column 1 and 2 give the observed values N Y Y K and N X X K
. As an interpretation we could think that I Y denotes whether in-
The "observed " data points I I Y X I N K , were generated with Minitab as follows:
1. Set the starting value of the random number generator to 77.
Generate
from the binomial distribution "I N .
3. Generate N random data N X X K from the uniform distribution over the inte-
For given coefficients C and C we compute in column 4 and 5 the values
. Column 6 gives the probabilities
, and column 7 gives the logarithms of these probabilities so that Table 3a : Now we want to apply Algorithm A to generate random data from the posterior distribution by means of random data from the prior distribution with C T . We again use Minitab with the seed 77 to generate data vectors
. These data are to be found in column 1 and 2 of Table 3b . Column 3 gives the logarithms of the acceptance probabilities J P Y C computed according to Table 3a; the first line in Table 3b contains the result of 
If we tried to use Algorithm A according to (23) and (24) with C , the acceptance probabilities J P Y C would be so small that most probably not a single vector J C could be accepted as a random vector of the posterior distribution. But from our data in column 4 of Table 3b we see that for the given data points I I Y X I N K , the conditional probability P Y C as a function of the parameter vector C C C obviously has a maximum, namely
MAX MAX
EXP P L . In Table 3c we find the 10 data vectors C C C of Table 3b with the largest values of P Y C . We see that P Y C becomes maximum for e x C , and this is obviously the maximum likelihood estimator of C C C for the given data points Table 3b . With this constant the acceptance probabilities are given by
So we compute in column 5 of Table 3b the values
and by exponentiation we obtain in column 6 the acceptance probabilities
. Note that all these computations are done in a numerically stable way. The sum of the acceptance probabilities in column 6 now becomes 257.08. Column 7 gives independent data -
, and if an acceptance probability
is smaller the corresponding value J U the data vector J C is accepted as a vector of the posterior distribution. In our Table 3b the number of accepted vectors is 271, so that the acceptance rate is about -x .
What can be done to find more than just 271 data vectors from the posterior distribution? One way is to enhance the number of proposed vectors. Another possibility would be to reduce the variance
the two-dimensional density in the neighbourhood of e x C would be about four times higher and so the number of accepted points would also be about four times higher. And in fact the analogous computations as in Table 3b now give 995 acceptable data vectors. But we have to ask whether the posterior distribution remains essentially unchanged when we reduce the standard deviation of the prior distribution from C T to C T . Table 3d and 3e give some descriptive statistics (mean, standard deviation, median, quartiles, minimum and maximum) of the two empirical data sets from the posterior distribution, and the answer to our question seems to be positive. A more detailed treatment of our example can be found in Knüsel (2002).
Our example shows that the acceptance-rejection algorithm works fine even for data sets with N and more observations. In our example we have used just one predictor variable (age x); if there are K predictor variables our parameter vector Table 3b with the largest acceptance probabilities 
An example with real data
Now we present an example with real data. We will work with a Bayesian model and we try to determine the posterior distribution that corresponds to a noninformative prior distribution using classical simulation methods. We work with the multivariate normal, Laplace, Cauchy and uniform distribution as prior distributions, and we use an iterative procedure that takes into account the approximate covariance matrix of the posterior distribution.
Overview
The example is taken from Fahrmeir-Tutz (2001) , page 3: Credit-scoring. For 1000 n bank customers the creditability y ( 0 y : credit-worthy, 1 y : not credit worthy) and 8 k explanatory variables 1 , , k x x K are given. We apply a probit model in a Bayesian framework, and we want to apply the simple classical acceptance-rejection algorithm (Algorithm A) to generate random data from the posterior distribution (section 5.2).
First we have to find the maximum likelihood estimator of the parameter vector 0 ( , , )
Algorithm A can work efficiently (section 5.3). Then we have to find a noninformative prior distribution;
we call a prior distribution noninfomative if the posterior distribution does not change anymore when enlarging the dispersion of the prior. We face the problem that too few acceptable data are found from the posterior distribution if the prior distribution is too far away from the posterior distribution.
In section 5.4 we work with a ( 1) k -dimensional prior distribution with independent normal compo-
is the maximum likelihood estimate of j C . But we are not able to increase C T to a value such that the corresponding prior distribution could be considered as approximately noninformative as the number of acceptable data becomes too small for larger values of C T .
In section 5.5 we work with the multivariate normal distribution as prior distribution. In the first iteration step we compute the covariance matrix app C found from the posterior data in section 5.4; this covariance matrix can be considered as an approximation to the unknown covariance matrix of the posterior distribution connected with the uninformative prior distribution. As prior distribution we now use the multivariate
with a factor 1 r chosen as large as possible in order to come close to the noninformative prior distribution; we started with 1.5 r and in a second series of simulations we chose to 2 r . Then we generate the corresponding posterior data. In the second iteration step we compute an updated covariance matrix app C found from the posterior data in step 1. As prior distribution we now use the multivari-
with the updated covariance matrix app C . We repeat this procedure until the correlation matrix and the eigenvalues of app C become stable. But if we replace 1.5 r by 2 r the eigenvalues increase significantly and so we cannot consider our prior distribution as noninformative. We are again not able to increase r to value such that the corresponding prior distribution could be considered as approximately noninformative as the number of acceptable data becomes too small for larger values of r.
In section 5.6 we work with a ( 1) k -dimensional multivariate uniform prior distribution and perform the same iterative procedure as in section 5.4 with the multivariate normal distribution. We also tried out the multivariate Laplace (two-sided exponential distribution) and Cauchy distribution, but the best results were found with the multivariate uniform distribution.
In section 5.7 we compare the results found with the multivariate uniform distribution as prior distribution with the results found by the MCMC method with a diffuse prior. I thank Dr. Stefan Lang from the Department of Statistics, University of Munich, for performing the MCMC computations. Our results come rather close to the results of the MCMC method.
Data and model
The example is taken from Fahrmeir-Tutz (2001) , page 3: Credit-scoring. The corresponding data set can be found under www.stat.uni-muenchen.de/~lang/compstat20022003/compstat0203.html. The data set gives for 1000 n bank customers the creditability y and 8 k explanatory variables 1 , , k x x K : The creditability y of a customer is to be explained by the 8 k explanatory variables 1 , , k x x K . We want to apply a probit model in a Bayesian framework. Let 1 , , n Y Y K be independent random variables with 0 1 1 1, , 1, , ;
.
Then \^\Pr 1 and Pr 0 1
Within the framework of our model the values , 1, , , 1, , ij x i n j k K K are given (k deterministic predictor variables), and in a first step we assume that 0 , , k C C K C is a random vector with the following prior distribution: 
and so Algorithm A works (in theory) with [ , ] .
The normalising constants are to be found in Table 5 .1. In Table 5 .3 we compute for a given vector 0 1 ( , , , )
the quantity log p y C . In column 10 and 11 we compute
. Column 12 gives the probabilities 1 (1 ) . Such small probabilities can cause underflow problems and therefore we will work with logarithms and not with probabilities wherever possible. 
Maximum Likelihood Estimate
Now we try to apply Algorithm A (see Knüsel, 2003) to generate random data from the posterior distribution by means of random data from the prior distribution ( ) p C with 0 8 0 N N L and 2 1 C T .
We again use Minitab with the seed 77 to generate 100000 M data vectors 0 1, 8 ( , , )
. These data are to be found in column 0 to 8 of If we tried to use Algorithm A with 1 c , the acceptance probabilities ( | ) i p y C would be so small that most probably not a single vector i C could be accepted as a random vector of the posterior distribution.
But from the sorted data in column 10 of Table 5 .4a we see that for the given data points 
of Table 5 .4a with the largest values of ( ) i p y C . We see that ( ) p y C becomes maximum for ˆ( 0.0, 0.7, 1.1, 0.3,1.2, 0.3, 0.0,1.0,1.7)
x C , which is the mean of the 10 vectors in Table 5 .4b rounded to 1 decimal place. As the maximum max 536.90 l and the corresponding maximum likelihood estimate are not very accurate (look at the sorted values in column 10 of Table 5.4a) we want to improve the maximum likelihood estimate before we apply Algorithm A.
In our first simulation ( , ,
of Table 5 .4a with the largest values of ( ) , ,
of Table 5 .5a with the largest values of ( ) , ,
of Table 5 .6a with the largest values of ( ) 
Application of Algorithm A with normal prior distribution
We now know that max max
where max 508.998 l , and we also know that p y C becomes maximal in the neighbourhood of the maximum likelihood estimate Ĉ (see Table 5 .6c). So we choose in a first try the following proposal dis-
are independent random variables with 2 ( , ), 0, ,8
The results are to be found in Table 5 .7a, which has the same form as 
is accepted as a random realisation of the posterior distribution; this is indicated in column 14. So the total number of accepted data vectors is acc 3024 M (sum of column 14).
In a second try we choose a proposal distribution ( ) p C that is characterised by the parameters 0.25
The results are to be found in Table 5 .7b. The total number of accepted vectors has now decreased from 3024 to only 1195. The results of a third try with 0.3 C T and 0 8 0 8, , ) ( , , ) N N C C K K are to be found in Table 5 .7c. The number of accepted data vectors is now reduced to 481. For 0.5 C T we would find only 25 acceptable data vectors out of the 100 000 M vectors generated from the prior distribution.
Bayesian statisticians are often interested in a noninformative prior distribution to avoid that a subjective choice of the parameters of the prior distribution influences the posterior distribution. In our case the socalled diffuse prior corresponding to Lebesque measure can be considered as a noninformative prior distribution. Within our framework we cannot generate diffuse random data, but we can approximate the diffuse prior by increasing the standard deviation C T of our prior distribution. If we could find a value 0 T such that the posterior distribution does not change anymore if the standard deviation C T of the prior distribution becomes larger than 0 T , then such a prior could be considered as noninformative for the data at hand. Now the question arises whether the posterior distribution in our three simulations (see Table 5 .7a, 5.7b, 5.7c) still depends on the parameter C T of the prior distribution. To answer this question we consider the covariance matrix of the generated data vectors from the posterior distribution and compute its eigenvalues. Note that the sum of the eigenvalues corresponds to the sum of the posterior variances of 0 8 , , C C K . If the covariance matrix does not change anymore then also the eigenvalues must become stable. Table 5.7d gives the eigenvalues for the three simulations in Table 5 .7a, 5.7b, and 5.7c. We can see that our posterior distributions heavily depend on the prior distributions, as the eigenvalues clearly increase for increasing standard deviations of the prior distribution. One could try to increase C T and M in order to get closer to the noninformative prior, but in the next section we will apply a more efficient method. 
Multivariate normal distribution as prior distribution
If we look at the eigenvalues of the posterior data in Table 5 .7c (see Table 5 .7d) we see that distribution and so too many proposed data vectors are lost. In this section we will apply an iterative procedure where the prior distribution takes into account an approximate covariance structure of the posterior distribution. Our procedure works as follows:
1. Determine a first approximation app C of the covariance matrix (9 9) q C of the posterior distribution. In our example the covariance matrix of the 481 data vectors in Table 5 .7c will be used as such an approximation app C .
2.
Generate 100 000 M random vectors from the multivariate normal distribution 9 ( , ) N N 4 , wherê N C is the maximum likelihood estimate for C (see section 3) and where 2 app r C 4
with a factor 1 r chosen as large as possible to come close to the noninformative prior.
3.
As the acceptance probability for a data vector 0 8 , ,
, we can proceed as in section 4 to compute the acceptable data vectors from the posterior distribution.
4.
Compute the covariance matrix of the accepted data vectors from the posterior distribution and denote it by app C . Continue with step 2 until stabilisation of app C . . Column (9) to (14) are computed exactly the same way as in section 4 (see Table 5 .7a). We find acc 2954 M acceptable data vectors from the posterior distribution. We compute the new covariance matrix app C from these data vectors, list its eigenvalues in Table 5 .8b (first line) and proceed with the next iteration. In Table 5 .8b we can see that the sum of the eigenvalues increases and tends to a limit, but we have to ask ourselves whether the factor 1.5 r is large enough so that we can hope that the prior 2 9 a p p ( , ) N r C C in the last iteration is close enough to the noninformative prior. To answer this question we choose 2 r and now we generate 500 000 M data vectors from the prior distribution in order to find sufficiently many acceptable data vectors. The results of 4 iterations starting with the covariance matrix app C of iteration 11 is given in Table 5 .8b (last 4 lines). We see that the sum of the eigenvalues is still clearly increasing and so we cannot hope to have found the noninfomative prior yet.
What can we do to come closer to the noninformative prior? One could choose a still larger value of r and enhance the number M of generated data vectors from the prior distribution correspondingly. Another possibility is to replace the multivariate normal prior distribution by some other multivariate distribution.
We tried with the Cauchy, Laplace, uniform and triangular distribution. And the best results (largest eigenvalues of the posterior distribution with a given value of M) were found with the uniform distribution.
These results are given in the next section.
Multivariate uniform distribution as prior distribution
Here we proceed as in the preceeding section but with the multivariate normal distribution being replaced by the multvariate uniform distribution. If u denotes a random variable with a uniform distribution in Now we proceed as follows:
Step 1: Determine a first approximation app C of the covariance matrix ( ) (9 9) p pC of the posterior distribution. One can start with app p C I (identity matrix), or with some other covariance matrix that could be an approximation to C .
Step 2: Generate 500 000 M random vectors from the multivariate uniform distribution ( , )
where N C is the maximum likelihood estimate for C (see section 3) and where 2 app r C 4 with a factor 1 r chosen as large as possible to come close to the noninformative prior.
Step 3: As the acceptance probability for a data vector 0 8 , ,
Step 4: Compute the covariance matrix of the accepted data vectors from the posterior distribution and denote it by app C . Continue with step 2 until stabilisation of app C . with 2 3 r , determine the decomposition R R 4 -T and compute the matrix 1 2 A R-. The starting value of our random number generator is again set to 77, and the result of step 2 are the data vectors in column (0) to (8) of Table   5 .9a. These vectors can be considered as independent random vectors from ( , ) p U N 4 . The rest of Table   5 .9a is computed exactly the same way as the corresponding columns in Table 5 .7a. We find acc 690 M acceptable data vectors from the posterior distribution (out of the 500 000 M data vectors from the multivariate uniform distribution). We denote the covariance matrix of these 690 vectors as app C (new approximation), and compute its eigenvalues; they are found in the first row of Table 5 .9b. If we compare these eigenvalues with those of the old approximation (last line in Table 5 .8b), we can see that the eigenvalues of the new approximation are somewhat larger, and so the multivariate uniform distribution comes After these transformations we compute for the 2200 acc M data vectors from the posterior distribution in simulation 1 the correlation matrix and the eigenvalues of the covariance matrix. The same is done for simulation 2 and 3. The correlation matrices are given in Table 5 .10a to 5.10c and the eigenvalues in Table 5.11. We can see that the correlation matrices and the eigenvalues are essentially the same in all three simulations. So the optional MCMC parameters are not chosen too small. If we compare Table 5 .10a to 10c and Table 5 .11 with the corresponding tables in section 6 (Table 5 .9b and 5.9c) we again see that the correlation matrices are essentially the same; but the eigenvalues with the MCMC method are somewhat larger than the eigenvalues in Table 5 .9b. So one can find with the classical method described in section 6 (multivariate uniform distribution as prior distribution) essentially the same results as with the MCMC method. But we must admit that the classical method will fail if the number of dimensions becomes too large ( 10 k , about) as then it will be difficult to find a noninformative prior distribution that still gives sufficiently many data from the posterior distribution (see section 6). 
