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Abstract-We present a class of binary primitive BCH codes that have unequal-error-protection (UEP) capabilities. We use a recent result on the span of their minimum weight vectors to show that binary primitive BCH codes, containing second-order punctured Reed-Muller (RM) codes of the same minimum distance, are binary-cyclic UEP codes. The values of the error correction levels for this class of binary LUEP codes are estimated. I ( rt -21) 7 1 r l ' -i ( + O ( ) ).
Note:
Zndex Terms-Unequal error protection codes, binary primitive BCH After the correspondence had been submitted we were informed that a similar, slightly weaker (by a factor fi), bound can be derived from arguments presented in [2] . Their approach is quite different from that of ours.
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I. INTRODUCTION
Unequal error protection codes protect some of the encoded message symbols against more errors than the error correction level given by their minimum Hamming distance. Linear unequal error protection (LUEP) codes were first introduced by Masnick and Wolf [I] . They discussed linear codes, specified by their parity check matrices, providing a level of error correction beyond that given by the minimum distance of the code, for some codeword positions. Gore and Kilgus [2] introduced an example ( 1.5.9) binary-cyclic UEP code with minimum distance 4 that can correct one information bit against the occurrence of two errors. That is, the most significant bit can always be decoded in the presence of up to two random errors in a received vector. Since then, other cyclic UEP codes have been introduced [ 3 ] , [4] . Binary BCH codes form a popular family of cyclic codes that have found numerous practical applications, due to their ability to correct multiple random errors, as well as their efficient coding and decoding procedures. Therefore, it is of interest to find conditions under which binary BCH codes are binary LUEP codes.
To analyze the multilevel error correcting capabilities of binary linear codes, the concept of set of minimum weight vectors is fundamental. 
Dejniriori

BINARY PRIMITIVE BCH CODES
It is well known that primitive BCH codes contain as subcodes punctured Reed-Muller (RM) codes of the same designed distance [7] . It is also known that their set of minimum-weight vectors span R M codes (punctured or not) [7] . Therefore, it seems natural to ask if BCH codes containing RM codes as proper subcodes are spanned by their set of minimum-weight codewords. As we show in the following, the answer to the above question is no, at least for a class of binary primitive BCH codes. Recently, Augot, Charpin, and Sendrier [8] have shown that some binary primitive BCH codes, those containing second-order punctured R M codes of the same designed minimum distance as subcodes, are not spanned by their set of minimum-weight codewords. In particular, they have found a proof, based on Newton's identities for minimum-weight codewords, of the following theorem.
Theorem I: The minimum-weight codewords of the primitive BCH code of length 2'" -1 and minimum distance 2"'-' -1 are those of the punctured RM code of the same length and order 2.
We note that the above result holds for extended BCH and RM codes as well. Combining the results from Theorem 1 and Lemma 1, we obtain the following corollary. follows that e-BCH ( 128) is an LUEP code with separation vector S = (SI. 32). s 1 2 36 for the message space 11 = (0.1)' x ( 0 . l}").
With the aid of a computer, we found a codeword in e-BCH( 128) of weight 3G. Therefore, the ( 127.36.31) primitive BCH code, obtained by puncturing e-BCH ( 128), is a binary two-level error correcting code with the same message space as e-BCH( 128) and separation
The above examples show how difficult it is to find the exact value of 6 . For I I I 2 8, one way to find a lower bound on the value o f f is to determine the smallest binary cyclic RM code containing the given BCH code as a subcode. Let S H ( ' H denote the set of exponents of the zeros of the (2'" On the other hand, it is known [7] that codewords in RM, have Hamming weight multiple of 2'"''-"'''
, where [ J ] denotes the We have proved the following theorem: The correspondence is divided into two parts.
In Section I1 we give a deterministic construction of a normal basis of G F ( q " ) over GF(q). available in the general case.
In Section 111 we first propose a very simple construction of an SCN basis, when 71 is odd and q = 2'.. Then we propose a second construction when ti = 2t (t odd) and q a power of 2. In both sections we use the factorization of 4" -1 over G F ( q ) . 
CONSTRUCTING A NORMAL BASIS
