We appreciate Mr. Liang's interest in our above-mentioned paper and his pointing out the conditions on diagonal weights for convergence in Theorems 2 and 4 in [1] . However, there are some misunderstanding of the theory in his part, and we hope to clarify these points. 
), could of course drive the weight out of the limits, but we can always limit the growth by imposing a hard limiter in the program whenever it exceeds the limit. We did not mention this much detail in the paper, but it is how we have implemented.
3) He is also confused about the concept of convergence in [1, (26) ]. He says that, since (26) contains the prediction for W (k + 1) rather than the actual point, the convergence in [1] refers to the gradient descent process while the learning set keeps unchanged, and not to the whole process of DRNN on-line learning. Learning implies weight adjustment, and weight adjustment involves the selection of learning rates for convergence. We want to select the best learning rate I which will give the new weight W (k + 1) fast without divergence, and this is reflected in (27). 4) He diligently revised our Theorems 2 and 4 by allowing all the weights time-varying and removing the weight limit on the diagonal weights. Unfortunately, he made elementary, but serious mistakes in his derivation of (14a, revised) and (14b, revised) in his comments. In [1] , weights of neural networks DRNI and DRNC are assumed to be constant or pseudoconstant, and the dynamic backpropagation algorithm adjusts the weights. The weight adjustment can be done at any stage of training; i.e., after each epoch or at each sampling time. If the weights are to be adjusted at each sampling time, then the weights become time-varying and the convergence requirements (Theorems 2 and 4) are relaxed. This work extends [1] to include time-varying weights. In the following work, all symbols, equation numbers, and Theorem numbers are kept the same as in [1] .
If the weights are time-varying, by adding k, the DRNN model in
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(7) and (8) in [1] becomes
(8, rev) From (7, rev) and (8, rev)
This leads to
where
Similarly, from (7, rev) and (8, rev)
where Qij @Xj(k)=@W I ij (k).
Note that (14a, rev) and (14b, rev) above are different from Mr. Liang's (14a, revised) and (14b, revised), respectively, in his comments. Because of the mistakes in his (14a, revised) and (14b, revised), which are the major equations in deriving the results in Theorems 2 and 4, his Reproof of Theorems 2 and 4 is not valid. What is to follow is the revision of Theorems 2 and 4 in [1] to accommodate the time-varying weights and also to remove the weight constraint.
First, from the above derivation, Lemma 3 in [1] can be revised as following:
Lemma 3a: Given the DRNN shown in Fig. 1(b) and described by (7, rev) and (8, rev), the output gradients with respect to outputs, recurrent, and input weights, respectively, are given by
where Pj (k) @Xj(k)=@W Proof: Same as the original proof, except use the revised theorem, Theorem 2a.
