Syndromic surveillance systems continuously monitor multiple pre-diagnostic daily streams of indicators from different regions with the aim of early detection of disease outbreaks. The main objective of these systems is to detect outbreaks hours or days before the clinical and laboratory confirmation. The type of data that is being generated via these systems is usually multivariate and seasonal with spatial and temporal dimensions. The algorithm What's Strange About Recent Events (WSARE) is the state-of-the-art method for such problems. It exhaustively searches for contrast sets in the multivariate data and signals an alarm when find statistically significant rules. This bottom-up approach presents a much lower detection delay comparing the existing top-down approaches. However, WSARE is very sensitive to the small-scale changes and subsequently comes with a relatively high rate of false alarms. We propose a new approach called EigenEvent that is neither fully top-down nor bottom-up. In this method, we instead of top-down or bottom-up search, track changes in data correlation structure via eigenspace techniques. This new methodology enables us to detect both overall changes (via eigenvalue) and dimension-level changes (via eigenvectors). Experimental results on hundred sets of benchmark data reveals that EigenEvent presents a better overall performance comparing state-of-the-art, in particular in terms of the false alarm rate.
Introduction
The goal of syndromic surveillance systems is to enable earlier detection of epidemics and a more timely public health response, hours or days before clinical and laboratory confirmation comes out [15] . Two kinds of events are usually required to be detected: man-made events such as bio-terrorist activities like anthrax attacks [13] and natural events such as epidemic diseases like H1N1, avian influenza, SARS, and West Nile Virus, etc. All kinds of events regardless of their type make some changes in the environment. If we somehow manage to identify such changes in the early stages we can save many lives and prevent the potential damages. The early event detection systems are developed for such purposes. In these systems, multiple streams of pre-diagnostic health records [15, 38] such as daily counts of doctor/hospital/emergency room visits, over-the-counter medication sales, work/school absences, animal illness or deaths, internet-based health inquiries are being monitored simultaneously to trace the event footprints. Figure 1 demonstrates an example of a complex data stream in synonymic surveillance systems. As it can be seen, this system measures 16 features aggregated daily within 8 different regions. Hence, the system generates 128 time series. Our goal is to monitor this complex system and signal an alarm when something strange occurs. One straightforward approach for monitoring such system is to monitor each individual time series and then apply an anomaly detection technique (e.g. Control chart) on each. This approach, however, imposes much higher false alarm rate. Because pre-diagnostic streams of indicators are weak and noisy signals [4] and applying detectors on each individual signal results in multiple hypothesis testing problem [48] . For instance, suppose that we reject null hypothesis when the p − value ≺ 0.05, for a single hypothesis test, the probability of making a false discovery is equal to 0.05. Now assume that we do the test for each of 128 time series. Probability of false alarm could be as bad as: 1 − (1 − 0.05) 128 = 1.00 >> 0.05. Existing univariate methods include statistical process control based approaches [16, 46] ; Time series analysis and signal processing based approaches, including singular spectrum analysis(SSA) [32] , BoxJenkins models [36] ; Wavelet [50] , Hidden Markov Model(HMM) [28, 35] ; and regression [37] . The univariate methods since only monitor a single variable are not proper techniques for handling the complex data in synonymic surveillance. Besides, if we monitor each individual feature independently without taking into account the correlation between them, we then likely confuse the measurements error and noises with the events.
The other category of methods is multivariate methods that are able to monitor multiple streams. These methods include Hotelling T2 [49] , multivariate CUSUM and EWMA [30] , principal component analysis (PCA) [21] , multivariate HMM [31] , vector autoregression (VAR) [1, 9] and vector autoregression moving average (VARMA) [8] . There is also a sub-group of multivariate methods that operates on categorical data and looks for interesting rules via contrast set mining techniques. STUCCO [2] and Emerging Patterns [7] are instances of such techniques. Multivariate temporal methods, despite of their wide application in many areas, are not well-suited to syndromic surveillance and outbreak detection problems where geographic dimension is widely involved.
The methods that take into account geographic dimension are twofold: spatial and spatiotemporal. Spatial methods such as spatial scan statistics [22] do not capture the temporal fluctuations of the data and only operate on spatial data. Spatiotemporal methods instead take into account both spatial and temporal dimensions. Space-time scan statistics (STScan) is of this group that can operate both on univariate count data [22, 23, 24, 26] and multivariate data [25] . Univariate STScan is not adequate for syndromic surveillance for the same reason mentioned for univariate temporal methods. Multivariate STScan also has some drawbacks that make it be inappropriate for the introduced problem. On one hand they assume that the environment is static and do not consider seasonal effects and on the other hand they are developed for retrospective and offline analysis. Therefore, this group of techniques is not also suited to the problem.
There is another group of techniques such as PANDA [5] that use a causal Bayesian network to model spatiotemporal patterns of outbreaks. These methods not only explicitly compute the probability of events, but also are able to operate in real time settings through incremental updating of the Bayesian network. However, the main criticism against these techniques is that tuning the primary parameters requires a deep prior knowledge that is not available most of the time. Therefore, these methods are considered domain specific and their application has remained limited.
Among many existing techniques and algorithms, the most suited approach to the introduced problem is WSARE [47, 48] that is able to handle multivariate data along spatial and temporal dimensions. WSARE searches for surprising rules in data streams given some baseline reference. The baseline creation strategy varies in different version of the algorithm. WSARE 2.0 uses raw historical data from selected days, WSARE 2.5 uses all historical data that match the environmental attributes and WSARE 3.0 models the baseline distribution using a Bayesian network. Opposed to PANDA where Bayesian network is created manually, WSARE 3.0 learns the Bayesian network from historical set. Therefore, is not as such domain-dependent as PANDA. WSARE has been successfully applied and merited in many real world problems such as in bioterrorism surveillance for 2002 Winter Olympics [12] and Israel influenza type B outbreak and Walterton outbreak [18] . However, the main criticism about WSARE is its high rate of false alarms [3] . WSARE opposed to other techniques, processes the data from bottom to up. Therefore, instead of overall changes in the whole data, it tracks the changes in subgroup of data. Therefore, it is sensitive to small changes and consequently presents lower detection delay, however, comes with more false alarm rate.
The methodological differences between our proposed method and WSARE are as follows. 1) WSARE is a bottom-up rule-based approach while our method is a middle approach between bottom-up and topdown that tracks both high level and dimension-based changes in the data subspace. 2) Our approach takes into account both multi-linear and multi-way correlations in data while WSARE is not able to capture such complexity; and 3) Our method is suitable only for alarming purposes and cannot explain about subgroup of the data that cause the alarm, while WSARE can be used for both purposes. 4) The statistical significance of the alarms in WSARE is computed via Monte Carlo simulation while in our approach is computed by statistical process control techniques.
In overall, the main objective in syndromic surveillance systems is to detect events in a timely manner before they turn into an epidemic. This early detection has important functions in both mortality saving and prevention of economic losses. An estimation by DARPA shows that a two-day improvement in detection time could reduce fatalities by a factor of six [33] . Another study states that improvements of even an hour in detection can reduce the economic impact of by a hundred million of dollars [44] . To reach this objective, any capable signal is required to be considered. However, this is somehow problematic, since involving more signals results in more false alarms. In the recent years the emphasis of the developed algorithms in syndromic surveillance has been focused more on the early detection and rate of false alarm is rarely taken into account. This is while the recent studies show that the false alarm rate can have an inverse effect as bad as delay in detection. A recent study concerning the warning system for tornado events [41] reveals that tornadoes occurring in the regions with a high false alarms ratio kill and injure more people. A statistically significant effect of false alarms is identified in this study: A one-standarddeviation increase in the false alarm ratio increases expected fatalities by between 12% and 29% and increases expected injuries by between 14% and 32%.
Besides, opposed to anomaly or outlier detection problems, which it is assumed that the process occurs in an isolated and static environment in synonymic surveillance systems we deal with dynamic and time-changing environment. In such environments, attributes such as day of the week, holiday, weather, etc. affects the whole or part of the system behavior. Figure 2 illustrates an individual time series corresponding to the feature V 1 and Zone1 in Figure 1 . As it can be seen, in point A due to cold weather and high rate of influenza rate, we have a higher count comparing point B. Such effects impose another kind of complexity to the event detection problem in syndromic surveillance which is required to be taken into account along with other issues.
In this paper, we propose a novel event detection methodology that considers both data complexity and time-changing environmental issues in syndromic surveillance. The concentration of this work is to reduce the false alarm rate of early event detection systems. Our contributions are as follows.
• To the best of our knowledge this is the first time that the tensor decomposition techniques [20] is applied to the syndromic surveillance problem with space and time dimensions.
• We use the changes in data dimensions and data correlation structure as an effective criteria for event detection. The environmental setting affects the data items.
• We introduce a novel and effective approach for baseline data creation that can infer baseline for unseen environmental settings.
The rest of the paper is organized as follows. In section 2 we introduce the proposed solution and our developed algorithm EigenEvent. The section 3 includes experimental evaluation, including the introduction of the data set, performance evaluation and sensitivity analysis. The last section concludes the exposition presenting the final remarks.
Proposed method

The idea
The fundamental idea that is used to develop the method relies on tracking changes in the subspace. This is impossible unless we could match the recent data with a baseline reference. However, in streaming settings, data itself is time-changing due to the effect of the dynamic environment on the data items. Therefore, using a static baseline seems to be inappropriate for dynamic environments. We propose a dynamic baseline set creation strategy which takes into account both seasonality and non-stationarity. The main novelty of our method is that we not only track changes in the feature subspace, but in the subspace of other dimensions. Figure 3 demonstrates an illustrative example of our proposed method. Each day we receive a chunk from a complex data stream. In the data stream model this can be translated to the sliding window with fixed size of one day across the data stream. The window here is more complicated than a one-dimensional window in temporal data processing. Each window is a two-dimensional matrix of Space×F eatures (topright matrix). Each cell in the matrix corresponds to the count of a feature in specific regions. With respect to the sliding window environmental setting, we generate a dynamic baseline tensor with order of Space × F eatures × T ime (top-left tensor) which is being fed from the historical data. This baseline tensor is built in each step or cycle of the algorithm run. The baseline tensor is composed of some previously arrived sliding windows that are combined in a particular order. We decompose the recent matrix and the baseline tensor to a lower-rank subspace and then match their pairwise eigenvectors and eigenvalues. We signal an alarm if we observe any unexpected difference in the match. Figure 4 illustrates the eigenspace of both baseline and recent matrix. The solid vector in this figure corresponds to the baseline tensor. The direction of this vector corresponds to the principal eigenvector corresponding to a dimension and the length of the vector corresponds to the principal eigenvalue. When we receive a matrix we decompose it to the eigenvectors and eigenvalues and then match the obtained principal eigenvalue and principal eigenvectors to the reference vector (solid vector). We signal an alarm if the matrix eigenvector has a considerable difference in direction (eigenvector) or length (eigenvalue). For instance, dashed lines in the figure correspond to those matrices that have close eigenvector to the 
Proposed Algorithm: EigenEvent
In this section we describe our proposed algorithm, which is called EigenEvent. As it is presented in Algorithm 1, the inputs are as follows: sliding window D with length of one day; t which is the sequence number; e is a number corresponding to the environmental setting of the day. For instance, the environmental setting 1214 is related to: day=weekend(1), weather=cold(2), flu=high(1), season=winter(4). The algorithm as a result outputs a p-value indicating the statistical significance of the sliding window. A very low p-value can be interpreted as an event signal.
Data Processing and Decomposition
The first phase is to transform the sliding window to the matrix format of Space × F eature (line 1). To assess the abnormality of sliding window we need a baseline reference to match with. Two strategies can be utilized, one is to compare the window with the previous data and another strategy is to compare the window with previous data that have the same environmental setting. We use a combined strategy that takes into account both (see section 2.2.4) and produce the dynamic baseline set according the context corresponding to the window (line 2). As a result, baseline is presented as a tensor of Space × F eature × If the distance between the sliding window eigenvector and baseline eigenvector is higher than expected, then the window is marked as abnormal. Also, if the ratio of window eigenvalue to the baseline eigenvalue is higher than expected, the window is marked as abnormal as well.
T ime. We then apply SVD [19] on window matrix and higher order SVD (HOSVD) [6, 20] on the baseline tensor and for each dimension we take the principal eigenvector and eigenvalue.
Note that EigenEvent does not concern about the feature selection (selection of pre-diagnostic signals that are required to be monitored). Feature selection, however, may be performed via standard feature selection techniques or via domain experts or a combined technique. Nevertheless, feature selection is one the most important steps in a data mining process that is required to be taken into account. Selection of inappropriate signals may result in higher false alarm or more detection delay. The well-known over-fitting problem may happen here as well. Leinweber in an article entitle stupid data miner tricks: overfitting the S&P 500 names some of such problems. He finds a strong correlation between butter production in Bangladesh and S&P 500 (stock market index) over a ten year period. This implies that the selection of appropriate signals still is human-dependent and cannot be fully automated.
Subspace Matching
The next phase is the matching phase. If we denote the principal eigenvalue of baseline with λ b , the principal eigenvalue of window with λ s , the principal eigenvector of baseline with X b and the principal eigenvector of window with X s , we can define the ratio of eigenvalues and Euclidean distance of eigenvectors respectively as:
We keep the historical distances in two vectors of vd 1 and vd 2 for eigenvalues and eigenvectors respectively, such that at time t we have 1 and vd 2 we can compute the z-scores corresponding d 1,t and d 2,t as follows.
Where µ vd1 and µ vd2 denotes the mean and σ vd1 and σ vd2 denote standard deviation of vector vd 1 and vd 2 respectively.
Although z-scores alone can be used along with a threshold for alarming purpose, since most related event detection algorithms in the literature outputs p-value, we may want to transform z-scores to the corresponding p-value to ease the comparison task. We can use the following equation to derive the p-value from the z-score:
Indicator Selection
As we already explained, HOSVD and SVD decompose the complex data into smaller subspaces (eigenspace). Tensor and matrix decomposition methods are robust against the noises. However, in the case that we have some missing values we need to use specific types of SVD [27] . We have three elements in the eigenspace that can be matched: principal eigenvector of spatial and feature dimensions and the principal eigenvalue. We may observe three kinds of changes in the match. The first kind includes an overall change in the system which is more related to the late days of outbreak period when we have both infection and outbreak. This kind of event must be reflected in a significant change in the ratio of eigenvalues (d 1,t ). The second kind of change occurs when an event agent (e.g. Virus) begins to spread over the geographical space. This type of event also is reflected in the changes in the spatial eigenvector pairwise distance (d 2,t ). The third kind is the change in the feature values. This event type can be reflected in the eigenvectors corresponding to feature dimension. However, as we show later due to the noisy properties of the feature dimension, this kind of indicator is not such helpful.
We propose a new strategy that is able to detect both overall and dimension-based changes in the system. We monitor the system using a combination of indicators, including eigenvalue and different eigenvectors and the compute the p-value corresponding to each combination for each sliding window. Then we take the minimum p-value as the algorithm output (line 9). Suppose that we have three p-values of 0.01, 0.12 and 0.43 corresponding to the pairwise match between the principal spatial eigenvector, the principal feature eigenvector and the principal eigenvalue respectively. The EigenEvent algorithm reports the minimum p-value (0.01) as the output. These above mentioned p-values indicate three facts about the system: 1) No overall change has occurred in the system, because p-value corresponding Eigenvalue is considerably high; 2) No significant change is occurring in the feature values; 3) A significant change is occurring in the spatial dimension. We may infer that data items despite of showing normal behavior in the features are showing different behavior in geographical space and hence we probably are in the outbreak phase. The minimum p-value selection strategy lets us to detect all above kinds of changes and subsequently makes the algorithm sensitive to changes in both overall system behavior and the dimension level.
Dynamic Baseline Tensor
There should be a criterion to estimate the abnormality of the recent data. As is mentioned before, two types of common criteria includes comparing with the previous data and comparing with only the previous data that match the current environment settings. Both of these criteria are vulnerable. The first criteria fails when data contains seasonal effects and second one fails when there is no enough historical data matching the recent environmental setting. To solve this problem a typical inference usually is performed, for instance, a causal Bayesian network is constructed in WSARE 3.0 [47, 48] so that when there is no enough historical data, baseline is inferred from the constructed Bayesian network. This approach, however, only make inference about the days their corresponding environmental settings cannot be found in the baseline set. In the rest of the time it compares the recent window with the previous data that match the current environment settings. This approach can be vulnerable as well, since the correlation of the current window with the recent data is ignored. We introduce another way of baseline set selection which is a combination of both ideas. We assume that the recent data is not only related to the previous data and data with the same environmental settings, but also to data with the most repeated environmental settings. In fact, our baseline tensor is a combination of previous data, data with the same environmental setting and data from most frequent environmental settings. The main advantage of this approach is that it does not fail when deal with an unseen environmental setting.
The function BaselineTensorUpdate in Algorithm 1 receives six inputs, including B (current baseline tensor); H (whole data, historical tensor); t (instant number); e (the recent environmental setting); EV (vector of all environmental settings seen yet); and C (recent matrix) and outputs the updated baseline tensor B. It first checks that whether the tensor B is empty. In the case that B is empty, C is added to B. Then we search in historical tensor H for data that match the recent environmental setting. Next, it rewrites the first k matrices of tensor B with the matched items.
An illustrative example of the procedure is demonstrated in Figure 5 . The figure is a snapshot of the system at four hypothetical days between days 50 to 53. From the figure we also can observe four distinct environmental settings, which are shown with different colors and that their corresponding name for i=1 to t-1 do 21: if EV(i) == e then is demonstrated in the guide table. Each cube in the figure represents a baseline tensor and each plate inside the cubes is a Space × F eatures matrix from the historical set. At day 50 the baseline tensor is composed of 20 matrices such that 9 of matrices are from setting c4, 4 matrices from setting c2 and 7 matrices from setting c1. We also assume that the context c1 is the dominant environmental setting with 20 times occurrence. The dominant context is the most frequent setting in all the history. For this reason, all baseline tensors, in Figure 5 , include 20 matrices, given that the length of the baseline tensor is equal to the number of occurrences of the dominant context. Now let's explain how a dynamic baseline set is generated. At day 50, we receive a matrix with setting c1. We search in historical tensor H for a match with c1 setting, but we do not find, so the function BaselineTensorUpdate returns input B unchanged. On day 51, we again receive a matrix with the setting c1. We again search for a match in H. This time we find one match, because one day before (day 50) the setting has been c1. Therefore, we rewrite the first k elements of B Tensor with k found matrices. In this case since we find only one match, k is equal to 1. At day 52 we receive a matrix corresponding with environmental setting c2. We search in H for a match and suppose that we find 13 matrices. Hence, k will be equal to 13, so we rewrite the first 13 elements of the baseline tensor with the matched 13 matrices. As it can be observed at day 52, setting c2 has been the dominant setting versus c3 and c4 settings, however, still c1 dominates c2 (c1 setting has more repeats comparing c2), therefore, the baseline tensor is composed of matrices with most dominant settings with preference to the recent data. Finally, on day 53, we receive a matrix with setting c1. We search in H for a match and we find 20 matrices (k = 20), thus we rewrite first 20 elements of the baseline tensor with matrices corresponding c1 settings. At this moment, the whole baseline tensor is filled with only matrices with setting c1. This procedure repeats and repeats. However, the size of baseline tensor always stays fixed to the repeat count of the most repeated environmental settings.
Updating Step
In this step we update the vector of distances (line 11-12). We add the distances to the vectors if their corresponding contexts has been already seen. If we have a matrix with an unseen environmental setting, we do not add the computed distance to the vector of distances. Because an inference for this setting is approximate and adding the distance obtained from this approximation is not adequate for keeping. We finally update historical tensor and vector of environmental settings.
Evaluation
Data set
Validation of event detection algorithms is basically a difficult task due to the type of required data [3, 39, 48] . To evaluate the algorithms, the event occurrence period is required to clearly be labeled in the data. This requires a knowledge expert to look into the data and specify the event period manually, making this task infeasible. Benchmark data sets that are already used for change detection and anomaly detection are not appropriate for our research purpose, because, on one hand, most of the time they do not have seasonality property and on the other hand do not contain multi-way property. We recently [10] proposed a semi-automatic for labeling events in unlabeled data which is based on ensemble detectors and background knowledge from web. However, this approach also needs to have access to some sort of background knowledge which is not available in this domain.
We use a benchmark data set used in [47] including 100 data sets of a simulated disease outbreak. These data sets are generated using a Bayesian network simulator namely CityBN which generates temporal fluctuations based on a variety of factors such as weather and food conditions [48] . The structure and parameter of this Bayesian network are manually adjusted. As is mentioned by the authors, this simulator produces extremely noisy data sets that are a challenge for any detection algorithm. This data set is publicly available online in [45] . Table 1 shows the characteristic of the original data sets. As it can be seen, this data is multi-way. It contains two dimensions of space and time and multiple variables. It also contains seasonal effects, because features are under influence of some environmental settings. Cardinality of each attribute is also specified in the table. As it can be seen, we have 9 distinct spatial regions and 730 temporal instants 
Performance
Receiver operating characteristic (ROC) curve [14] measures the trade-off between sensitivity and specificity. ROC curve is widely used method for evaluation of anomaly detection and classification methods. However, ROC curve, even though summarizes the overall ability of the algorithm, does not evaluate the timeliness of detection which is critical in syndromic surveillance. An algorithm with the lowest false positive and the highest true positive rate that detect outbreaks with heavy delay is inappropriate for syndromic surveillance applications. In fact a system with this characteristic is more helpful for retrospective applications than the prospective applications like what is required in syndromic surveillance. One of the proper metrics for evaluation of algorithms is Activity Monitoring Operating Characteristic (AMOC) curve [11] that evaluates the trade-off between specificity (false alarms) and timeliness (detection time). AMOC curve is widely used for evaluation of methods in syndromic surveillance [4, 17, 40, 48] . Therefore, in this work we use AMOC curve for evaluation of our algorithm. We use the same evaluation strategy as [48] . Assume that the agent release occurs at timestamp t. A true alarm corresponds to a case where the alarm is raised in a period between t + 1 and t + 14. The alarms before or after this period are considered false positives. The detection delay is also defined as the temporal difference between the first alarm in the above period and the release time. In reality, the data of each day is processed tomorrow of that. Therefore, is not possible to detect event on the day of release. Thus, the optimum detection is tomorrow of the release (detection delay=1). This one day delay is also considered in CityBN simulation. Figure 6 demonstrates that how we define false alarms and detection delay. If we signal an alarm in a period of 14 days after release it is marked as true alarm and if we signal an alarm before or after this period, it is marked as a false alarm. Detection delay is also specified in the figure as numbers in the plates. If we signal an alarm tomorrow of the release, we get only one-day delay which is the optimum condition. For any alarm after this period we define detection delay equal to 14 (as [48] ). The outputs of both WSARE and EigenEvent are p-values indicating the statistical significance of recent data. Depending on the desired confidence level, we may signal an alarm. For instance, given a threshold as 0.05 we signal an alarm if the p-value corresponding to the recent data goes lower than 0.05. To assess the algorithms performances we use variable p-value threshold from 0.020 to 0.250 with the step of 0.001 (totally 231 p-values). Each data set has temporal size of 730 days. We use the first 365 days for training the primary baseline and the next 365 days for evaluation of the algorithms. Baseline set is also incrementally updated whenever a new window arrives after day 365. Note that agent release in all 100 data sets occurs in the second year and is guaranteed that the first year do not contain any release. A sliding window moves across the data from day 366 to day 730 and match each window with the baseline. If the match outputs a p-value below the threshold, then an alarm is raised. After we reached to day 730, we compute the number of false alarms and detection delays. We finally average the detection delay and false alarms for all 100 data sets and plot the AMOC Curve. In the AMOC curve, the x-axis indicates the number of false alarms per month and the y-axis measures the detection time in days. The optimal detection is one day detection delay with zero false alarm. The closer to the point (0,1) the better detection algorithm is.
The results are shown in Figure 7 . Although the curve corresponding EigenEvent seems different comparing WSARE, if we rotate the AMOC curve 90 degrees anticlockwise we observe the same pattern similar to WSARE 3.0. The difference is that EigenEvent performs better in terms of false alarm rate and performs worse in terms of detection delay. The intersection between the curves makes the overall comparison difficult. For instance, in a desired false positive rate from 2.8 to 3.3, EigenEvent is the best method both in terms of false alarm rate and detection delay. Nevertheless, to specify which of the algorithms are better in overall we need to compute the area under the AMOC curve [34] , average delay and average false positive rate (see Table 2 ). Obtained area under AMOC curve implies that EigenEvent outperforms all versions of WSARE. Its average false positive is considerably lower than all versions of WSARE. However, in terms of detection delay as was expected presents one more day delay. To have a separate look on both numbers of false alarms and detection delay, we also compute the average false alarms and detection delay for 231 p-values (from 0.020 to 0.250 with the step of 0.001). The results are presented in table 4 and 5 respectively. As it can be seen from the first table, EigenEvent in terms of false alarms, beats other methods in the majority of data sets. Regarding the detection delay even though is not the best, has detected events tomorrow of release in half of the data sets.
The main reason for the differences in the performance is related to the methodological differences between EigenEvent and WSARE. EigenEvent opposed to WSARE is not a bottom up approach and subsequently is less sensitive to the small-scale changes and subsequently, presents less false positive rate. EigenEvent due to its less sensitivity to the small-scale changes reacts slower to the events. However, EigenEvent have this ability to track changes in the dimensions, for this reason does not suffer from 
Runtime
Since in syndromic surveillance systems, data are often required to be processed in daily scale, computational efficiency receives less attention. In the unlikely case where data size becomes very huge and processing of data requires run-time of more than 24 hours (the process scale) then we have to come up with computational efficiency issues. Although, computational efficiency is not the claim in this research work, runtime in Table 3 indicates the superiority of EigenEvent over all versions of WSARE. EigenEvent requires only 16.8s to deliver the result. This is three times faster than WSARE 2.0, 6 times faster than WSARE 2.5 and 50 times faster than WSARE 3.0. The majority of this difference is related to two factors; WSARE exhaustively search the whole space while EigenEvent only tracks the changes in the correlation structure. The second factor is related to the method the approaches compute the p-value of alarms. WSARE exploits Monte Carlo simulations for computing the p-value while EigenEvent computes the p-value using statistical process control techniques which is lighter. In each time step, Eigenevent requires to perform a tensor decomposition and a matrix decomposition. The offline tensor decomposition (OTA) [42] of the baseline tensor requires O(T M i=1 n i ) where T is the temporal size of the tensor, M is the order of the tensor which in our case is equal to 3 (three dimensions of space, features and time) and n i (1 ≤ i ≤ M ) is the dimensionality of the i th mode (reshaped matrix in dimension i ). The matrix decomposition of the recent data also requires O(N 2 ) for one-rank matrix decomposition. Therefore, in each step we require
. Some approximation techniques are developed for reducing the computation time of the first term. For instance, [42] proposed three different techniques including dynamic tensor analysis (DTA), streaming tensor analysis (STA) and window-based tensor analysis (WTA) that perform tensor decomposition more efficiently with much lower computation time. For instance, DTA requires computation time of 2
where r i is the core size for each mode which in our case is equal to 1. Therefore, assuming the tensor with three dimensions (as our case study) we require only 2 
Leading Indicators
As we mentioned before, EigenEvent algorithm tracks the deviation of sliding window eigenspace from the baseline tensor eigenspace for change detection. Now the question is that what elements of the eigenspace we should take for the match. Should we opt for eigenvectors corresponding to the spatial dimension or to the feature dimension. Should eigenvalue be used along eigenvector or eigenvector alone is enough. We examine five circumstances: the first condition is the default setting in the Algorithm (The optimum selection in line 9 of Algorithm 1), and the rest are different combination of eigenvectors and eigenvalues. Figure 8 illustrates the AMOC curve for these different combinations. As it can be seen, by using only spatial eigenvector (without considering eigenvalue) we experience the same result but with more half-day average delay. In fact, involving of Eigenvalue in the change detection process provides earlier detection. We also study a condition where whole eigenspace is used. In this case we take into account both spatial and features eigenvectors along the eigenvalue. This leads to half-day delay earlier detection, but with 1.5 more false alarms. Excluding spatial eigenvector from the eigenspace matching also leads to lower performance both in terms of delay and false alarms. This result reveals that how the spatial dimension is important. In fact, temporal methods that exclude the spatial dimension loose lots of information. The reason is that feature signals are very noisy and detection of pattern of such noisy data comes with high false discovery. Instead, the spatial dimension is more stable and tracking changes in this dimension can be a better indicator for tracking particular events such as disease outbreaks (our case study), because, one of the key signatures of disease outbreak is movement in the space. This movement changes the constant patterns in the spatial dimension and subsequently this appears in the principal spatial eigenvector.
Baseline Selection
We compare three scenarios for baseline creation: 1) from historical set without respect to the environmental setting; 2) from historical set with respect to the environmental setting; and 3) Dynamic baseline tensor (our strategy). In the first scenario we compare the recent data with historical data without considering the environmental setting. For instance, we compare the recent data with data of last one week or the last eight weeks. In the second scenario we take reference data from the matched environmental setting of the day. For instance, if the environmental setting of recent day is 4112 we search in historical set for those Space × F eatures matrices whose corresponding environmental setting is 4112. In the third scenario (our method), we create the baseline tensor from matched environmental setting, but we give more importance to the most dominant environmental setting and more recent data. Figure 9 and 10 compares the obtained performance through these different strategies. Figure 10 illustrates the comparison of the first scenario versus the third scenario and Figure 9 compares the The results reveal that our dynamic tensor creation strategy outperforms the first and second scenarios. The reason of this good performance is related to this that our approach makes a batter inference for unseen environmental setting. This approach is also robust to the noises and therefore provides a higher quality baseline reference.
Conclusion and future works
We propose a novel approach based on eigenspace techniques for early detection of events from complex data streams in syndromic surveillance. The purpose of this work is to reduce the false alarm rate of the state-of-the-art early detection methods. The experimental evaluation results on benchmark data sets shows that the proposed approach provides a better overall performance versus state-of-the-art. Our approach while maintains the detection delay in a reasonable level improves the false alarm rate to a considerable extent. While top-down approaches look for changes in higher level feature space and bottom-up approaches track changes in the low-level feature space, we introduce a novel methodology based on eigenspace and tensor decomposition techniques that track changes both in high level and the dimension level. The overall changes in the system appear in the eigenvalue and a change in the dimensions appears in the eigenvectors. Such dimension-based strategy is very helpful in some applications such as disease outbreak where the spatial dimension gets very important. However, using such methods makes sense when data contains further dimensions (e.g. Space and time). In other words, the competitive part of our approach is its dimension-based change tracking which is valid only for multidimensional (multiway) data.
A challenge to the future research is to utilize EigenEvent in a real-world problem and evaluate its performance in the practice. This was one of our main limitations in this research. Unfortunately, there is no public real-world data available with ground truth for syndromic surveillance research. Most of bio-surveillance programs also correspond to the governmental sections where gaining data in most of the time is impossible. Even if we access to real data, the period of outbreaks or events is not specified in that. There is a recent developed simulator [29] that simulate multivariate syndromic time series and outbreak signatures. However, since this simulator does not support the spatial dimension as the future work we are going to adapt it for this purpose and perform more experiments based on the new simulated data sets. We also intend to study the computational performance of the algorithm using incremental and streaming tensor decomposition techniques [43] which are more appropriate for large-scale data sets.
Complements.
The MATLAB code and data sets are available online via http://fanaee.com/research/EigenEvent. 
