Transmuted distributions are skewed distributions and recently attracted a great attention of researchers due to their applications in reliability and statistics. In this article, our main focus is on the Bayesian estimation of two-component mixture of the Transmuted Weibull Distribution (TWD) under type-I right censored sampling scheme. In order to estimate the unknown parameters, non-informative and informative priors under Squared Error Loss Function (SELF), Precautionary Loss Function (PLF) and Quadratic Loss Function (QLF) are assumed when computing the posterior estimations. In addition, the Bayesian credible intervals (BCI) are also constructed. A Markov Chain Monte Carlo (MCMC) technique is adopted to generate samples from the posterior distributions and in turn computing different posterior summaries, including Bayes estimates (BEs), posterior risks (PRs) and Bayesian credible intervals (BCI). As an illustration, comparison of these Bayes estimators is made through simulated under different loss functions in terms of their respective posterior risks assuming different sample sizes and censoring rates. Two real-life examples, the first being the survival times of hepatitis B & C patients while the second being the hole diameter of 12 mm and the sheet thickness is 3.15 mm, are also discussed to illustrate the potential application of the proposed methodology.
Introduction
Shaw and Buckley [1] introduced a technique to construct skewed distributions by using the quadratic rank transmutation map (QRTM) to generate a flexible family of probability distributions. The authors considered the extreme value distribution as the base line distribution and used a transmuted parameter to enhance the flexibility of the base line distribution [2] . Currently, transmuted distributions are applied in many diverse fields such as reliability studies, lifetime analysis, engineering, economics, medicine, insurance and environmental sciences [3] .
A random variable X is said to follow a transmuted distribution if its probability density function (PDF) and cumulative distribution function (CDF) can be written as:
where 0  x and is the transmuted parameter, and g(x) and G(x) are the PDF and CDF of the baseline distribution, respectively.
The Weibull distribution is a popular continuous probability distribution introduced by Swedish physicist Waloddi Weibull in 1939 in order to describe the behavior of the breaking strength of materials [4] . Since its inception, the Weibull distribution has proved to be a versatile lifetime distribution and many other distributions are its special cases based on different values of the shape parameter. The Weibull distribution has extensively used for analyzing lifetime data in reliability engineering, astronomy, medicine, psychology, botany, zoology, agriculture, fisheries, aerospace, and electronics [5] . However, to generalize the Weibull distribution for nonmonotonic hazard rate, several distributions have been introduced in the literature. The first generalization of the Weibull distribution with application to survival data is given by Mudholkar et al. [6] . Later, Aryal and Tsokos [7] introduced the transmuted Weibull distribution which is a generalization of Weibull probability distribution. Khan and King [8] introduced the transmuted modified Weibull distribution which is more flexible than the transmuted Weibull distribution. The new modified distribution reduces to the transmuted Weibull distribution by setting the scale parameter equal to zero. Merovci et al. [9] proposed the transmuted generalized inverse Weibull distribution and discussed some of its mathematical properties. The authors also estimated the parameters using the method of maximum likelihood. Khan et al. [5] introduced transmuted generalized Weibull distribution using the QRTM technique and explored its mathematical properties including the expressions for the quantile function, moments, entropies, mean deviation, Bonferroni and Lorenz curves and moments of the order statistics. The authors also estimated the model parameters using the method of the maximum likelihood. This distribution is an important competitive model that contains twenty three lifetime distributions as special cases. More recently, Abdurrahman [10] used the method of the maximum likelihood and method of moment estimators to estimate its parameters. Similarly, Nofal et al. [11] proposed a generalized transmuted Weibull distribution based on generalized transmuted-G family and derived its properties. The main feature of this distribution is that two additional parameters are inducted in the PDF and CDF of Weibull distribution to provide greater flexibility for the generated distribution and contains eleven lifetime distributions as special cases. The generalized transmuted Weibull distribution can be reduced into transmuted class (TC) studied by Shaw and Buckley [1] by equating two additional parameters equal to one.
Finite Mixture models provide a flexible framework to handle heterogeneous data with a finite number of unobserved subpopulations and also have been widely applied to classification, clustering, and pattern identification problems. The mixture models have received great attention in the recent era due to their flexibility. A finite mixture of probability distributions is suitable to study a population categorized in a number of subpopulations mixed in an unknown proportion. The concept of the finite mixture distribution was pioneered by Newcomb [12] for modeling outliers. The mixture models can be used even when available data are generated from a mixture
of two or more distributions. This motivated us to mix two or more statistical models to get a new mixture model. The analysis of mixture models under the Bayesian framework has gained a significant interest among the statisticians. Most of the researchers worked on two-component mixture models using both classical and Bayesian analysis, e.g., Feroze and Aslam [13] presented the Bayesian analysis of doubly censored lifetime data using two-component mixture of the Weibull distribution. Sindhu et al. [14] studied the two-component mixture of inverse Weibull distributions under doubly censored sample using various loss functions. Aslam et al. [15, 16] and Tahir et al. [17] studied the properties of three-component mixture of Rayleigh distributions while Ateya [18] discussed the mixture of generalized exponential distribution. Similarly, Benaicha and Chaker [19] also studied the mixture of the Weibull distribution. These contributions to the mixture models are great motivations for the recent studies.
Motivated by the popularity of the mixture models, this study considers the Bayesian parameter estimation of a two-component mixture of the transmuted Weibull distribution. Bayesian estimation is done assuming different noninformative (uniform) and informative (gamma and inverse gamma) priors and three loss functions are used to obtain the posterior summaries. Censoring is an important aspect of the lifetime data because most of the times it is not possible to carry on the experiment until the last observation in order to obtain a complete data set. A censored data set contains at least one observation about which only partial information on the exact failure time is available. There are three types of censored observations, the left, the interval and the right censored observations. Due to nonavlibilty of true lifetime of certain objects, type-I right censoring is used by taking some pre-specified test termination time [20] [21] [22] , e.g., if a patient survives until the end of a study, the patient's time of death is rightcensored. Since the marginal posterior distributions are not in closed forms, we proposed a new Markov Chain Monte Carlo (MCMC) algorithm in order to obtain Bayes estimates, posterior risks and 95% credible intervals.
The rest of the article is structured as follows: The transmuted Weibull mixture model, sampling scheme, likelihood function, the expressions of posterior distributions using noninformative and informative priors, and marginal posterior densities for censored data are discussed in Section 2. The expression for the Bayes Estimators (BEs) and their respective Posterior Risks (PRs) under different loss functions are presented in Section 3. To obtain the posterior summaries, an MCMC algorithm is presented in Section 3. The results of BEs and their PRs based on a simulation study are tabulated in Section 4. In Section 5, the Bayesian Credible Intervals (BCI) are discussed mathematically and numerically. Two real-life data sets are presented in Sections 6 while some concluding remarks are given in Section 7.
The Mixture of Transmuted Weibull Model
In this section, we introduce the likelihood function for a two-component mixture of transmuted Weibull distribution.
A random variable X is said to follow a finite mixture distribution with m-components and unknown mixing proportion ) ( p if the probability density function of X can be written as: 
i i x f  denote the PDF of the th i component that can be written as:
Further, the CDF of a two-component mixture of Transmuted Weibull Distribution is:
where the CDF of the th i component is given by
Special Cases
 If λ=0 and p 1 =1 then the two-component mixture of the transmuted Weibull distribution reduced to the Weibull distribution.  If α = 1 and p 1 =1then we have transmuted exponential distribution. In addition, we obtained the exponential distribution by assuming λ = 0.  If α = β = 1 and p 1 =1 then the resulting distribution is the transmuted standard exponential distribution.  If α =2 and p 1 =1 then the transmuted Rayleigh distribution is obtained. Further, if λ = 0, then the ordinary Rayleigh distribution is obtained.
Sampling Scheme
Suppose that n units are put on a life testing experiment with a fixed termination time t. At the end of the experiment, it is found that r units out of n objects have failed and n-r objects are still functioning. As noted by Mendenhall and Hader [23] , in many real-life situations only the failed units can easily be categorized into either a member of subpopulation-I or subpopulation-II. For example, an engineer can identify whether a failed electronic object is a i  5 member of the first or the second subpopulation based on the cause of its failure. Thus, out of r failures, 1 r and 2 r failures belong to subpopulation-I and subpopulation-II, respectively.
However, 2 1 r r r   denotes the number of observed observations while n-r observations are the censored. Now, we define lj x , t x lj   0 be the failure time of the th j object belonging to the th l sub-population, where l =1,2 and j =1,2,…r l . 2  22  21  1  12  11  1  2  1  2  1  2  1 r r
The Likelihood Function
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and F(T) denote the CDF at time(T).
For the transmuted Weibull distribution, the likelihood expression can be written as: 2λ  λ  1  exp  p  -1   2   2  2  2   1  1   1  1  1   1 
In the next section, we discuss the posterior distribution assuming different priors.
The Posterior Distribution using UP
The main difference between the Bayesian and classical inference is the prior information. The prior distribution uses the past information about a phenomenon under investigation. However, selecting an appropriate prior is definitely the most important task of the Bayesian analysis [24] [25] , because posterior distribution depends heavily on the prior information. There are situations where the sufficient prior information regarding the parameter of interest is available. An important noninformative prior, proposed by Laplace [26] , is the uniform prior, which has been applied to many problems, and mostly provides satisfactory results. We define the noninformative uniform prior for is the joint posterior distribution; we have the joint posterior distribution as follows:
The marginal posterior density of each parameter can be obtained by integrating the joint posterior distribution with respect to nuisance parameter.
The Posterior Distribution using IP
If some specific and definite information about the values of the parameters is available, it is quantified as an informative prior and must be included in the analysis. For the mixture of transmuted Weibull distribution, we assume different prior distributions such as gamma, inverse gamma, uniform, and beta for 
The marginal posterior densities can be obtained by integrating out the nuisance parameters, for example, to derive the marginal density of the parameter 1  ,we proceed as follows:
x and vice versa.
Bayes Estimators and Posterior Risks under Different Loss Functions
In this section, we focus on the derivation of the Bayes estimators and posterior risks under different loss functions. As the choice of a suitable loss function, i.e., symmetric or asymmetric, depends on the problem at hand, there is no rule to select an appropriate loss function [30] . To estimate the unknown parameter in Bayesian, one must specify a loss function. A loss function ( , ) 0
Ld   is a function which enables us to estimate the unknown parameter by an estimator dˆ.
The Bayes estimator is a posterior estimator which minimizing the posterior risk. 9 The worth of a decision is measured by the expected loss, which is known as the posterior risk. If dˆ is a Bayes estimator, then
is called the posterior risk [31] , defined as
One of the aims of this study is to suggest a suitable loss function for the parameter estimation of the transmuted Weibull distribution. To this end, three different loss functions, namely the squared error loss function (SELF), precautionary loss function (PLF) and quadratic loss function (QLF) are used in this study. A loss function that yields the minimum posterior risk will be selected as the appropriate loss function. A brief discussion of these loss functions is given below.
The first loss function is the square error loss function which is a symmetric loss function proposed by Legendre [32] and used by Gauss [33] to develop the least square theory. Further, it is also used in estimation problems. In fact, it is a quadratic deviation from the true parameter value. Mathematically, it is defined as
where d is a decision that a statistician has to take in order to approximate an unknown  , the so called parameter, is often used to summarize a posterior distribution. The Bayes estimator and the posterior risk under SELF are:
The precautionary loss function (PLF) suggested by Norstrom [34] is a asymmetric loss function and defined as:
The Bayes estimator and the posterior risk under PLF are:
The third loss function is the quadratic loss function (QLF), which is another asymmetric loss function and defined as:
The Bayes estimator and posterior risk for this loss function are:
The details about these loss functions can be seen in Ali [35] [36] .
Posterior Summaries by Markov Chain Monte Carlo Techniue
In the previous section, we observed that the expressions of the posterior densities are in intractable form and cannot solve directly. Thus, we adopt a numerical technique in order to find the posterior summaries, such as the mean and the quantiles. To this end, we use a Markov Chain Monte Carlo (MCMC) technique similar to Ali [36] . In particular, we implement the Gibbs sampling [37] with Metropolis Hasting step [38] [39] . To obtain the posterior summaries using the MCMC approach, the posterior densities assuming the uniform and the informative priors can be written as: . Thus, one can obtain the desired random sample by providing the required parameters. To generate the right censored data, one needs to fix T and record units that are less than equal to the censoring time. The number of units that are greater than censoring time would be considered censored observations. To generate data from the mixture model, fix p and generate uniform (0, 1). If the generated uniform random number is smaller than
Next, to implement the MCMC for finding the posterior summaries, we propose the following steps:
At the i th step, repeat the following steps:
and, * 1i  and * 2i  from Uniform (-1, 1). 
Let
In the next section, we evaluate the performance of Bayes estimators on the basis of posterior risk for the informative and the noninformative priors under different loss functions.
A Simulation Study and Some Comparisons
In this section, a comprehensive simulation study has been carried out to assess the performance of the Bayes estimators assuming different loss functions, sample sizes, mixing weights, parameter values, and censoring rates using non-informative and informative priors in terms of posterior risks. Samples of sizes n= 20, 40, 60 and 100 have been generated by the inverse transformation methods from the two-component mixture of the transmuted Weibull distribution with parameters were computed using the UP and the IP under the SELF, PLF and QLF. It is worth mentioning that right censoring was considered, all the observations which were greater than a fixed censoring time T were considered as the censored ones. In each case, only failure items can be identified to be a member of either subpopulation-I or subpopulation-II of the mixture. In this study, we considered different censoring rates, for example, 20% and 40%, to evaluate their impact on the Bayes estimators. For each of the combinations of parameters, different sample sizes and censoring rates, the steps of the algorithm are repeated N=10,000 times using R software, R [40] . The simulated results are then averaged by considering M=2000 as the burn-in period. The simulated Bayes estimates and the posterior risks using the UP and IP under SELF, PLF and QLF are tabulated in Tables 1 & A1 -A2 (Tables A1 -A2 given in Appendix A), where the posterior risks have been presented in the parentheses below the Bayes estimates.
The simulation study indicates that the estimated values of each parameter converge to the true value by increasing the sample size and magnitude of corresponding PRs decreases at a fixed test termination time. This pattern is not restricted to any specific loss function or prior but observed for all the considered loss functions. The simulation study gives us some interesting features of the Bayes estimates. By comparing the results of 20% and 40% censored rates, one can easily observe that the PRs for 20% censoring are smaller than 40% censoring as shown in Tables 1 & A1-A2. The reason for this is the availability of more information for 20% censored data than 40% censored data; and due to this PRs of 20% are smaller than the 40%. Furthermore, we also observed a direct effect of censoring rate on the posterior risk, i.e., the posterior risk increased as the censoring rate increased. From Tables 1 & A1-A2, it is noticed that the IP is more accurate than the UP. Also, we observed that the convergence of Bayes estimates to the nominal value is faster in the case of IP than the UP for the all assumed loss functions.
Next, we compare the performance of different loss functions. From Table 1 , it can be observed that the Bayes estimates are found to be more efficient for the first set of parameter values under the IP as compared to the UP under SELF than PLF and QLF. In the case of 20% censoring rate and assuming IP, the transmuted parameters    , the estimated values of the shape and of the transmuted parameters are over-estimated under the considered loss functions for 20% and 40% censoring rates. It is also noticed that IP gives us more precise estimates using the SELF for the second set of parametric values by considering 20% censoring rate than the PLF and the QLF. From Table A2 , it is clear that IP produced more accurate estimates for all parameters under QLF when 40% censoring was considered. Also, for the third set of parameters, if 2 1    the estimated values of the shape and the scale parameters are overestimated for the first component while under-estimated for the second component under SELF. Among all set of parametric values, the QLF is the most suitable for both 20% and 40% censoring rates (cf. Tables 1 & A1-A2). In the case of 20% censoring rate, to estimate the mixing component parameter 1 p , the SELF is observed more superior than the other two loss functions.
Bayesian Credible Intervals
The goal of this section is to obtain the Bayesian credible intervals for the unknown parameters. The Bayesian credible intervals are obtained by utilizing the marginal posterior densities of the parameter of interest. A 95% Bayesian credible interval (sometimes also known as the posterior interval) is analogous to the familiar 95% frequentist confidence interval which provides a range of likely values for a parameter [41] .
Given the data, the 95% credibility interval   U L   , includes the true  with probability 95%, whereas the frequentist intervals may include it or not, i.e., its inclusion probability is either zero or one. According to Eberly and Casella [42] the 100 (1-k) % credible intervals can be obtained by solving the following two equations is:
is the posterior distribution of α given data, L and U denote the lower and upper limits of the credible interval, respectively, and k is the significance level.
In the case of interval estimation (Tables 2 and A3-A4) it is observed that the width of 95% credible intervals reduces as the sample size increases. Also, all the credible intervals contain the nominal value of the respective unknown parameters. The least widths for Bayesian credible intervals has been observed for 20% censoring rate than the 40% and the reason is that we have more information in the case of a small censoring rate than the large one.
Real Life Application
In this section, we analyzed two real-life data sets in order to illustrate the practicality of the mixture distribution in practice. For the sake of space, the results of the first data set are presented here, whereas the second data set is discussed in Appendix A.
Real Data Set-I: Hepatitis Analysis
We analyzed a real data set to illustrate the methodology discussed in the previous section. The data set has been collected from the Combined Military Hospital (CMH) Rawalpindi, Pakistan. In order to show the usefulness of the proposed mixture distribution, we performed Bayesian analysis on the life time data of hepatitis B & C patients to estimate the unknown parameters assuming UP and IP under SELF, PLF and QLF. This data set consists of 80 values regarding recovery time period (in days) of hepatitis (B & C) patients treated with antiviral medications such as lamivudine for hepatitis B or ribavirin (trade name Copegus, Rebetol, Ribasphere) for hepatitis C. For the sake of privacy, we report admitted date, discharge date and number of recovery days from 2016 to 2017. Since the patients have two different types of hepatitis, the data can easily be divided into two subpopulations. In Table 3 , the hepatitis B patients have been classified into subpopulation-1 while the hepatitis C patients into subpopulation 2. The appropriateness of the two-component mixture of the transmuted Weibull distribution is tested against the Weibull and transmuted Weibull by using 2  -statistic and the P-value is 0.4559. Thus, it is evident that the mixture distribution is a good fit against the other assumed models.
For the analysis, we categorized the data ( The Bayes estimates (BEs), the PRs (in parenthesis) and interval estimates for the parameters of the subject distribution are obtained assuming UP and IP under SELF, PLF and QLF.
Tables 4-5 contain the Bayesian estimation of parameters of the mixture of the transmuted Weibull distribution. The examination of the results confirms our previous conclusion that the BEs and credible intervals based on IP under SELF provides comparatively better results than the UP for estimating component parameters. Further, it is noticed that the estimates have the minimum amount of PRs for 20% censoring rate than the 40% for the both priors and under the assumed loss functions.
Conclusion
In this article, we introduced two-component mixture of the transmuted Weibull distribution and estimated its parameters using the Bayesian method. An extensive simulation study is conducted to compare and highlight some important and interesting properties of the Bayes estimators of the two-component mixture of the transmuted Weibull distribution using the noninformative (uniform) and informative (gamma) priors under SELF, PLF and QLF. First, we derived the expression for posterior densities and noticed that the densities are not in closed forms. Thus, we proposed an MCMC technique to obtain the posterior summaries. The second objective of this study was the choice of an appropriate loss function and prior for the estimation of mixture's parameters assuming type-I right censored data at different sample sizes and test termination times. To this end, we obtained different posterior summaries, like Bayes estimates and their respective posterior risk, and Bayesian credible intervals assuming different sample sizes and test termination times. Two different censoring rates, i.e., 20% and 40%, were considered. From Tables 1 & A1-A2, it is clear that the estimated values become very close to the nominal value of the parameters and the PRs decreased with the increase of sample size. Thus, our simulated results follow the consistency property. It is also observed that the 40% censoring rate have large amount of PRs than the 20% censored data. Furthermore, the results obtained from the real-life data sets showed the same pattern which confirmed that the proposed MCMC algorithm performed well to estimate the unknown parameters in the Bayesian framework. The PLF was observed the most preferable choice for the estimation of mixing component (proportion) than the SELF and the QLF. Also, the IP is more efficient prior for estimating the shape and the scale parameters. To show the application of the proposed model, two real life data sets have been analyzed and its appropriateness was tested through 2 statistic. In future, truncated mixture can be studied.
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Real Data Set-II
The second data set consist of 50 observations (in the unit of millimeter), the hole diameter is 12mm and the sheet thickness is 3.15mm reported by Dasgupta [43] . The goodness of fit for the distribution is tested by using 2  -statistic against the Weibull and transmuted Weibull distributions and the obtained P-value is 0.2290 at the 5% level of significance. Thus, it is safe to conclude that the proposed distribution provides the best fit for the data set. We applied the two-component mixture of TWD to the data set given in Table A5 by adopting the methodology discussed previously. More specifically, we performed the Bayesian analysis to estimate the unknown parameters assuming UP and IP under SELF, PLF and QLF. The results of the BEs, the PRs (in parenthesis) and interval estimates for the parameters have been summarized in Tables intervals (Tables A6-A7 ). The BEs and the credible intervals (Tables A6-A7) based on IP are more efficient than the UP prior. For both priors, the SELF provided more efficient estimates for transmuted parameters ) , ( 
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