Existence of extremal solutions for discontinuous functional integral equations  by Dhage, B.C.
Applied Mathematics Letters 19 (2006) 881–886
www.elsevier.com/locate/aml
Existence of extremal solutions for discontinuous functional integral
equations
B.C. Dhage
Kasubai, Gurukul Colony, Ahmedpur- 413 515, Latur, Maharashtra, India
Received 28 March 2005; received in revised form 11 August 2005; accepted 23 August 2005
Abstract
In this work the existence of extremal solutions of nonlinear discontinuous functional integral equations of mixed type
x(t) = q(t) +∑3i=1
∫ σi (t)
0 ki (t, s) fi (s, x(ηi (s))) ds is proved under mixed Lipschitz, Carathe´odory and monotonicity conditions.
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1. Functional integral equations
Let R be the real line. Given a closed and bounded interval J = [0, 1] in R, consider the nonlinear functional
integral equation (for short FIE) of mixed type
x(t) = q(t) +
3∑
i=1
∫ σi (t)
0
ki (t, s) fi (s, x(ηi (s))) ds, t ∈ J (1.1)
where q : J → R, ki : J × J → R, fi : J × R → R and σi , ηi : J → J for i = 1, 2, 3.
By a solution of the FIE (1.1) we mean a function x ∈ B M(J, R) that satisfies (1.1) on J , where B M(J, R) is the
space of all bounded and measurable real-valued functions on J .
The FIE (1.1) is new to the theory of nonlinear integral equations and includes several known integral equations
studied earlier as special cases. The special case in the form
x(t) = q(t) +
∫ t
0
k1(t, s) f1(s, x(s)) ds +
∫ 1
0
k2(t, s) f2(s, x(s)) ds, t ∈ J (1.2)
has been studied extensively under mixed Lipschitz and Carathe´odory conditions of nonlinearities involved in the
equations. Very recently, the FIE in the form
x(t) = q(t) +
2∑
i=1
∫ σi (t)
0
ki (t, s) fi (s, x(ηi (s))) ds, t ∈ J (1.3)
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has been discussed by Dhage and Ntouyas [5] for existence of the solution under mixed Lipschitz and Carathe´odory
conditions and using a nonlinear alternative of Burton and Kirk [1]. To the best of our knowledge, the FIE (1.1)
involving discontinuous nonlinearity has not been studied so far for the existence results. In this work, we will prove
the existence of extremal solutions for discontinuous FIE (1.1) under mixed Lipschitz, Carathe´odory and monotonicity
conditions.
2. Auxiliary results
Let X be a normed linear space with norm ‖ · ‖ and let T : X → X . T is called Lipschitz if there exists a constant
k > 0 such that ‖T x − T y‖ ≤ k‖x − y‖ for all x, y ∈ X . The constant k is called a Lipschitz constant of T on X .
Further if k < 1, then T is called a contraction on X with contraction constant k.
Again T is called totally compact if T (S) is a compact subset of X for any S ⊂ X . T is called a compact if
T (S) is a compact for a bounded subset S of X . T is called totally bounded if for any bounded subset S of X , T (S)
is a totally bounded subset of X . Finally T is called completely continuous if it is compact and continuous on X .
Note that every compact operator is totally bounded but the converse may not be true. However, these two notions are
equivalent on bounded subsets of a complete normed linear space, i.e., a Banach space X .
A non-empty closed subset K of X is called a cone if (i) K + K ⊂ K , (ii) λK ⊂ K for all λ ∈ R+ and (iii)
−{K } ∩ K = {0}, where 0 is a zero element of X . We define an order relation ≤ in X with the help of the cone K as
follows. Let x, y ∈ X . Then
x ≤ y ⇐⇒ y − x ∈ K . (2.1)
Now the normed linear space X together with the order relation ≤ becomes an ordered normed linear space and it
is denoted by (X, K ). A cone K in X is called normal if the norm ‖ · ‖ is semi-monotone on it, i.e., if x, y ∈ K , then
‖x‖ ≤ N‖y‖ for some real number N > 0. It is known that if a cone K in X is normal, then every order bounded set
in X is norm-bounded. The details of cones and their properties may be found in Guo and Lakshmikantham [6].
Let a, b ∈ X be such that a ≤ b. Then by an order interval [a, b] we mean a set in X defined by
[a, b] = {x ∈ X | a ≤ x ≤ b}. (2.2)
Definition 2.1. A mapping T : X → X is called monotone increasing if T x ≤ T y, whenever x ≤ y, for all x, y ∈ X .
We use the following slight improvement of a hybrid fixed point of Dhage [2] in the sequel.
Theorem 2.1. Let X be a Banach space and let A, B, C : X → X be three monotone increasing operators such that
(a) A is a contraction with contraction constant α < 1,
(b) B is completely continuous,
(c) C is totally bounded, and
(d) there exist elements a and b in X such that a ≤ Aa + Ba + Ca and b ≥ Ab + Bb + Cb with a ≤ b.
Further if the cone K in X is normal, then the operator equation Ax + Bx + Cx = x has a least and a greatest
solution in [a, b].
3. Existence of extremal solutions
We shall see the solution of the FIE (1.1) in the space C(J, R) of continuous real-valued functions on J . Define a
norm ‖ · ‖ in C(J, R) by ‖x‖ = supt∈J |x(t)|. Then C(J, R) is a Banach space with respect to this supremum norm.
Again introduce an order relation ≤ in C(J, R) with the help of the cone K in X defined by
K = {x ∈ C(J, R) | x(t) ≥ 0 ∀ t ∈ J }. (3.1)
Clearly K is a normal cone in X .
We need the following definitions in the rest of the work.
Definition 3.1. A function β : J × R → R is said to be generalized Lipschitz if there exists a function  ∈ L1(J, R)
such that |β(t, x) − β(t, y)| ≤ (t)|x − y| a.e. t ∈ J for all x, y ∈ R. The function  is called the Lipschitz function
of β.
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Definition 3.2. A function β : J × R → R is called Carathe´odory if
(i) t → β(t, x) is measurable for each x ∈ R, and
(ii) x → β(t, x) is continuous almost everywhere for t ∈ J .
Further a Carathe´odory function β is called L1-Carathe´odory if
(iii) for each real number r > 0 there exists a function hr ∈ L1(J, R) such that |β(t, x)| ≤ hr (t) a.e. t ∈ J for all
x ∈ R with ‖x‖ ≤ r .
Definition 3.3. A function β : J × R → R is called Chandrabhan if
(i) t → β(t, x) is measurable for each x ∈ R, and
(ii) x → β(t, x) is nondecreasing almost everywhere for t ∈ J .
Further a Chandrabhan function β is called L1-Chandrabhan if
(iii) for each real number r > 0 there exists a function hr ∈ L1(J, R) such that |β(t, x)| ≤ hr (t) a.e. t ∈ J for all
x ∈ R with ‖x‖ ≤ r .
Definition 3.4. A function a ∈ C(J, R) is called a lower solution of the FIE (1.1) if
a(t) ≤ q(t) +
3∑
i=1
∫ σi (t)
0
ki (t, s) fi (s, a(ηi (s))) ds
for all t ∈ J . Similarly a function b ∈ C(J, R) is called an upper solution of the FIE (1.1) if
b(t) ≥ q(t) +
3∑
i=1
∫ σi (t)
0
ki (t, s) fi (s, b(ηi (s))) ds
for all t ∈ J .
Remark 3.1. Note that a function x ∈ C(J, R) is a solution of the FIE (1.1) if and only if it is a lower as well as an
upper solution for the FIE (1.1) on J .
Definition 3.5. A solution xM of the FIE (1.1) is said to be maximal if x is any other solution of the FIE (1.1); then
x(t) ≤ xM (t) for all t ∈ J . Similarly a minimal solution xm of the FIE (1.1) is defined.
We consider the following set of assumptions in the rest of the work.
(A0) The functions σi , ηi : J → J are continuous for i = 1, 2, 3.
(A1) The function q : J → R is continuous.
(A2) The function f1 is generalized Lipschitz with Lipschitz function .
(A3) The function f1(t, x) is nondecreasing in x almost everywhere for t ∈ J .
(B0) The functions (t, s) → ki (t, s) are continuous and nonnegative for i = 1, 2, 3.
(B1) The function f2 is L1-Carathe´odory.
(B2) The function f2(t, x) is nondecreasing in x almost everywhere for t ∈ J .
(C1) The function f3 is L1-Chandrabhan.
(C2) The FIE (1.1) has a lower solution a and an upper solution b with a ≤ b.
Remark 3.2. Suppose that hypotheses (B1)–(B2) and (C1)–(C2) hold. Then the functions h1, h2 : J → R defined
by
h2(t) = | f2(t, a(η2(t)))| + | f2(t, b(η2(t)))|, t ∈ J (3.2)
and
h3(t) = | f3(t, a(η3(t)))| + | f3(t, b(η3(t)))|, t ∈ J (3.3)
are Lebesgue integrable, and
| f2(t, x(η2(t)))| ≤ h2(t) a.e. t ∈ J and | f3(t, x(η3(t)))| ≤ h3(t) a.e. t ∈ J
for all x ∈ [a, b] and t ∈ J .
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Theorem 3.1. Assume that the hypotheses (A0)–(A3), (B0)–(B2) and (C1)–(C2) hold. Further if K1‖‖L1 < 1, then
the FIE (1.1) has a minimal and a maximal solution on J , where K1 = supt,s∈J k1(t, s).
Proof. Let X = C(J, R) and consider the order interval [a, b] in X which is well defined in view of hypothesis (C2).
Define three operators A, B, C on X by
Ax(t) = q(t) +
∫ σ1(t)
0
k1(t, s) f1(s, x(η1(s))) ds, t ∈ J, (3.4)
Bx(t) =
∫ σ2(t)
0
k2(t, s) f2(s, x(η2(s))) ds, t ∈ J, (3.5)
and
Cx(t) =
∫ σ3(t)
0
k3(t, s) f3(s, x(η3(s))) ds, t ∈ J. (3.6)
From the continuity of σ1, σ2 and σ3, it follows that A, B and C define the mappings A, B, C : X → X .
Now the FIE (1.1) is equivalent to the operator equation
Ax(t) + Bx(t) + Cx(t) = x(t), t ∈ J. (3.7)
We will show that the operators A, B and C satisfy all the conditions of Theorem 2.1.
Step I: First we show that A is a contraction on X . Let x, y ∈ X . Then by (A2),
‖Ax − Ay‖ = sup
t∈J
∣∣∣∣∣
∫ σ1(t)
0
k1(t, s) f1(s, x(η1(s))) ds −
∫ σ1(t)
0
k1(t, s) f1(s, y(η1(s))) ds
∣∣∣∣∣
≤ sup
t∈J
∫ σ1(t)
0
k1(t, s)| f1(s, x(η1(s))) − f1(s, y(η1(s)))| ds
≤ sup
t∈J
∫ σ1(t)
0
K1(s)|(x(η1(s))) − (y(η1(s)))| ds
≤
∫ 1
0
K1(s)‖x − y‖ ds = K1‖‖L1‖x − y‖
where K1‖‖L1 < 1/2. This shows that A is a contraction on X with contraction constant K1‖‖L1 < 1.
Step II: Next we show that B is completely continuous on X . Since f2 is L1-Carathe´odory, by the dominated
convergence theorem,
lim
n→∞ Bxn(t) = limn→∞
∫ σ2(t)
0
k2(t, s) f2(s, xn(η2(s))) ds
→
∫ σ2(t)
0
k2(t, s) f2(s, x(η2(s))) ds
= Bx(t)
for all t ∈ J . Hence B is continuous on X . Let S be a bounded subset of X . Then there is a real number r > 0 such
that ‖x‖ ≤ r for all x ∈ S. We will show that B(S) is uniformly bounded and equicontinuous set in X . Now for any
x ∈ S, we have
‖Bx‖ = sup
t∈J
|Bx(t)|
= sup
t∈J
∣∣∣∣∣
∫ σ2(t)
0
k2(t, s) f2(s, x(η2(s))) ds
∣∣∣∣∣
≤ sup
t∈J
∫ σ2(t)
0
k2(t, s)| f2(s, x(η2(s)))| ds
≤
∫ 1
0
K2h2(s) ds = K2‖h2‖L1
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where K2 = supt,s∈J k2(t, s). This shows that B(S) is a uniformly bounded set in X . To show B(S) is an
equicontinuous set, let t, τ ∈ J . Then we have
|Bx(t) − Bx(τ )| =
∣∣∣∣∣
∫ σ2(t)
0
k2(t, s) f2(s, x(η2(s))) ds −
∫ σ2(τ )
0
k2(τ, s) f2(s, x(η2(s))) ds
∣∣∣∣∣
≤
∣∣∣∣∣
∫ σ2(t)
0
k2(t, s) f2(s, x(η2(s))) ds −
∫ σ2(t)
0
k2(τ, s) f2(s, x(η2(s))) ds
∣∣∣∣∣
+
∣∣∣∣∣
∫ σ2(t)
0
k2(τ, s) f2(s, x(η2(s))) ds −
∫ σ2(τ )
0
k2(τ, s) f2(s, x(η2(s))) ds
∣∣∣∣∣
≤
∫ σ2(t)
0
|k2(t, s) − k2(τ, s)|| f2(s, x(η2(s)))| ds
+
∣∣∣∣∣
∫ σ2(t)
σ2(τ )
k2(τ, s) f2(s, x(η2(s))) ds
∣∣∣∣∣
≤
∫ 1
0
|k2(t, s) − k2(τ, s)| h2(s) ds +
∣∣∣∣∣
∫ σ2(t)
σ2(τ )
K2h2(s) ds
∣∣∣∣∣
≤
∫ 1
0
|k2(t, s) − k2(τ, s)| h2(s) ds + |p(t) − p(τ )|
where p(t) = K2
∫ σ2(t)
0 h2(s) ds.
Since the functions t → p(t) and t → k2(t, s) are continuous on compact interval J , they are uniformly
continuous, and so have
|Bx(t) − Bx(τ )| → 0 as t → τ.
This shows that B(S) is an equicontinuous set in X . Now B(S) is uniformly bounded and equicontinuous set in X , so
it is relatively compact in view of (A)rzela`–Ascoli theorem. Summing up, B is completely continuous on X .
Step III: Next we show that the operator C is totally bounded on X . Since f3 is L1-Chandrabhan, and k3 is
continuous, it can be shown as in the Step II that C is totally bounded on X .
Step IV: Here the functions ki are continuous on J × J and fi (t, x) are nondecreasing in x almost everywhere for
t ∈ J for i = 1, 2, 3. Therefore the operators A, B and C are monotone increasing on X . Moreover from hypothesis
(C2) it follows that
a ≤ Aa + Ba + Ca and b ≥ Ab + Bb + Cb.
Thus all the conditions of Theorem 2.1 are satisfied and hence the operator equation Ax +Bx +Cx = x has a least and
a greatest solution in [a, b]. This further implies that the FIE (1.1) has a minimal and a maximal solution on J . 
4. Application
Given a closed and bounded interval J = [0, 1] in R, consider the initial value problem (IVP) for the first-order
ordinary differential equation
x ′(t) =
3∑
i=1
fi (t, x(ηi (t))) a.e. t ∈ J
x(0) = x0 ∈ R

 (4.1)
where fi : J × R → R, and ηi : J → J are continuous for i = 1, 2, 3.
By a solution of the IVP (4.1) we mean a function x ∈ AC(J, R) that satisfies (4.1), where AC(J, R) is the space
of all absolutely continuous real-valued functions on J .
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Definition 4.1. A function a ∈ AC(J, R) is called a lower solution of the IVP (4.1) if
a′(t) ≤
3∑
i=1
fi (t, a(ηi(t))) a.e. t ∈ J ; a(0) ≤ x0.
Similarly an upper solution b of the IVP (1.1) is defined.
We need the following hypothesis later in the work.
(C3) The IVP (1.1) has a lower solution a and an upper solution b with a ≤ b.
Theorem 4.1. Assume that the hypotheses (A2)–(A3), (B1)–(B2) and (C1), (C3) hold. Further if ‖‖L1 < 1, then
the IVP (1.1) has a minimal and a maximal solution on J .
Proof. Set X = C(J, R). Now the IVP (4.1) is equivalent to the FIE
x(t) = x0 +
3∑
i=1
∫ t
0
fi (s, x(ηi (s))) ds, t ∈ J. (4.2)
Now the desired conclusion follows by an application of Theorem 3.1 with q(t) = x0, σi (t) = t and ki (t, s) = 1 for
all t, s ∈ J for i = 1, 2, 3. The proof is complete. 
Finally, while concluding this paper, we mention that the existence theorems similar to Theorem 3.1 can also be
obtained for the discontinuous nonlinear integral equations in Banach algebras that are considered in Dhage [3–5].
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