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Abstract—Various bias-correction methods such as EXTRA
[1], gradient tracking methods [2], [3], and exact diffusion [4]
have been proposed recently to solve distributed deterministic
optimization problems. These methods employ constant step-
sizes and converge linearly to the exact solution under proper
conditions. However, their performance under stochastic and
adaptive settings is less explored. It is still unknown whether,
when and why these bias-correction methods can outperform
their traditional counterparts (such as consensus and diffusion)
with noisy gradient and constant step-sizes.
This work studies the performance of exact diffusion under
the stochastic and adaptive setting, and provides conditions
under which exact diffusion has superior steady-state mean-
square deviation (MSD) performance than traditional algorithms
without bias-correction. In particular, it is proven that this
superiority is more evident over sparsely-connected network
topologies such as lines, cycles, or grids. Conditions are also
provided under which exact diffusion method match or may even
degrade the performance of traditional methods. Simulations are
provided to validate the theoretical findings.
Index Terms—distributed optimization, stochastic gradient de-
scent, adaptive networks, diffusion, consensus, exact diffusion,
EXTRA, gradient tracking.
I. INTRODUCTION
This work considers stochastic optimization problems where
a collection of K networked agents work cooperatively to
solve an aggregate optimization problem of the form:
w? = arg min
w∈RM
K∑
k=1
Jk(w), where Jk(w) = EQ(w;xk) (1)
The local risk function Jk(w) held by agent k is assumed to be
differentiable and ν-strongly convex, and it is constructed as
the expectation of some loss function Q(w;xk). The random
variable xk represents the streaming data received by agent
k, and the expectation in Jk(w) is over the distribution
of xk. While the cost functions Jk(w) may have different
local minimizers, all agents seek to determine the common
global solution w? under the constraint that agents can only
communicate with their direct neighbors. Problem (1) can
find applications in a wide range of areas including wireless
sensor networks [5], [6], distributed statistical learning [7], and
distributed adaptation and learning [8]–[10],.
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There are several techniques that can be used to solve
problems of the type (1) such as diffusion [8]–[11] and consen-
sus (also known as decentralized gradient descent) [11]–[14]
strategies. The latter class of strategies has been shown to be
particularly well-suited for stochastic and adaptive learning
scenarios from streaming data due to their enhanced stability
range over other methods, as well as their ability to track drifts
in the underlying models and statistics [9]–[11]. We therefore
focus on this class of algorithms since we are mainly interested
in methods that are able to learn and adapt from data. For
example, the adapt-then-combine (ATC) formulation [9], [10]
of diffusion takes the following form:
ψk,i = wk,i−1 − µ∇Q(wk,i−1;xk,i), (Adapt) (2)
wk,i =
∑
`∈Nk
a`kψ`,i, (Combine) (3)
where the subscript k denotes the agent index and i denotes
the iteration index. The variable xk,i is the data realization
observed by agent k at iteration i. The nonnegative scalar a`k
is the weight used by agent k to scale information received
from agent `, Nk is the set of neighbors of agent k (including
k itself), and it is required that
∑
`∈Nk ak` = 1 for any k.
In (2)–(3), variable ψk,i is an intermediate estimate for w
?
at agent k, while wk,i is the updated estimate. Note that step
(2) uses the gradient of the loss function, Q(·), rather than
the gradient of its expected value Jk(w). This is because the
statistical properties of the data are not known beforehand. If
Jk(w) were known, then we could use its gradient vector in
(2). In that case, we would refer to the resulting method as a
deterministic rather than stochastic solution. Throughout this
paper, we employ a constant step-size µ to enable continuous
adaptation and learning in response to drifts of the global
minimizer due to changes in the statistical properties of the
data. The adaptation and tracking abilities are crucial in many
applications, as already explained in [10].
Previous studies have shown that both consensus and dif-
fusion methods are able to solve problems of the type (1)
well for sufficiently small step-sizes. That is, the squared
error E‖w˜k,i‖2 approaches a small neighborhood around zero
for all agents, where w˜k,i = w? − wk,i. These methods do
not converge to the exact minimizer w? of (1) but rather
approach a small neighborhood around w? with a small steady-
state bias under both stochastic and deterministic optimization
scenarios. For example, in deterministic settings where the
individual costs Jk(w) are known, it is shown in [10], [15]
that the squared errors ‖w˜k,i‖2 generated by the diffusion
iterates converge to a O(µ2)-neighborhood. Note that, in the
deterministic case, this inherent limiting bias is not due to any
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2gradient noise arising from stochastic approximations; it is
instead due to the update structure in diffusion and consensus
implementations — see the explanations in Sec. III.B in [4].
For stochastic optimization problems, on the other hand, the
size of the bias is O(µ) rather than O(µ2) because of the
gradient noise.
When high precision is desired, especially in deterministic
optimization problems, it would be preferable to remove the
O(µ2) bias altogether. Motivated by these considerations, the
works [4], [16] showed that a simple correction step inserted
between the adaptation and combination steps (2) and (3) is
sufficient to ensure exact convergence of the algorithm to w?
by all agents — see expression (11) further ahead. In this way,
the O(µ2) bias is removed completely, and the convergence
rate is also improved.
While the correction of the second order O(µ2) bias is
critical in the deterministic setting, it is not clear whether it
can help in the stochastic and adaptive settings. This motivates
us to study exact diffusion these settings in this paper and
compare against standard diffusion. To this end, we carry
out a higher-order analysis of the error dynamics for both
methods, and derive their steady-state performance as an
expansion in the first two powers of the step-size parameter,
i.e., µ and µ2. In contrast, traditional analysis for diffusion
and consensus focus mainly on performance expressions that
depend on a first-order expansion in µ [9], [10]. Our analysis
will reveal conditions under which bias correction improves
the performance of diffusion.
A. Main Results
In particular, we will prove in Theorem 1, that, under
sufficiently small step-sizes, the exact diffusion strategy will
converge exponentially fast, at a rate ρ = 1 − O(µν), to a
neighborhood around w?. Moreover, the size of the neighbor-
hood will be characterized as
lim sup
i→∞
1
K
K∑
k=1
E‖w˜k,i‖2ed = O
(
µσ2
Kν
+
δ2
ν2
· µ
2σ2
1− λ
)
(4)
where δ and ν are the Lipschitz and strong convexity constants,
the quantity σ2 is a measure of the variance of the gradient
noise, and λ ∈ (0, 1) is the second largest magnitude of
the eigenvalues of the combination matrix A = [a`k] which
reflects the level of network connectivity. The subscript ed
indicates that wk,i is generated by the exact diffusion method.
In comparison, we will show that the traditional diffusion
strategy converges at a similar rate albeit to the following
neighborhood:
lim sup
i→∞
1
K
K∑
k=1
E‖w˜k,i‖2d
= O
(
µσ2
Kν
+
δ2
ν2
· µ
2λ2σ2
1− λ +
δ2
ν2
· µ
2λ2b2
(1− λ)2
)
(5)
where the subscript d indicates that wk,i is generated by the
diffusion method (2)–(3), and b2 = (1/K)
∑K
k=1 ‖∇Jk(w?)‖2
is a bias constant independent of the gradient noise. Observe
that the expressions on the right-hand side of (4) and (5)
depend on µ and µ2. These are therefore more refined per-
formance expressions, which are more challenging to derive
than earlier expressions that just depend on µ (see [8]–[10],
[12], [15]). The terms that depend on µ2 in (4) and (5) help
reveal the important insights that arise from using the exact
diffusion strategy.
Expressions (4) and (5) have the following important im-
plications. First, it is obvious that diffusion suffers from an
additional bias term µ2λ2b2/(1 − λ)2, which is independent
of the gradient noise σ2, while exact diffusion removes it
completely. In the deterministic setting when the gradient noise
σ2 = 0, it is observed from (4) and (5) that diffusion converges
to an O(µ2)-neighborhood around the global solution w?
while exact diffusion converges exactly to w?. This result is
consistent with [10], [15], [16].
Second, it is further observed that the performance of diffu-
sion and exact diffusion differs only on the O(µ2) terms inside
(4) and (5). When the step-size is moderately small so that
these O(µ2) terms are non-negligible, then the superiority of
exact diffusion or diffusion will highly depend on the network
topology. In particular, when the network topology is sparsely-
connected (in which case λ approaches 1), the bias term
µ2λ2b2/(1−λ)2 will be significantly large and the correction
of this term will greatly improve the steady-state performance.
It should be emphasized that the bias-correction property of
exact diffusion is particularly critical for large-scale linear or
cyclic networks where 1 − λ = O(1/K2) and grid networks
where 1−λ = O(1/K) since the bias term will grow rapidly
on these network topologies as the size K increases. On the
other hand, when the network is well-connected (in which case
λ approaches 0), one can find that the O(µ2) terms in diffusion
(5) diminishes while the O(µ2) term in exact diffusion (4)
still exists. This implies that for well connected networks and
moderatly-small step-sizes, diffusion is a better choice than
exact diffusion. The comparison between (4) and (5) provides
guidelines on the proper choice of diffusion or exact diffusion
in various application scenarios.
Third, the difference between exact diffusion and diffusion
will vanish as the step-size µ approaches 0. This is because
O(µσ2/Kν) will dominate the O(µ2) terms when µ is suffi-
ciently small, i.e.,
lim sup
i→∞
1
K
K∑
k=1
E‖wk,i − w?‖2ed = O
(
µσ2/Kν
)
, (6)
lim sup
i→∞
1
K
K∑
k=1
E‖wk,i − w?‖2d = O
(
µσ2/Kν
)
. (7)
The “sufficiently” small µ can be roughly characterized as
µ ≤ c3(1 − λ)2+x, where x is any positive constant. While
relations (6) and (7) show diffusion and exact diffusion have
the same upper bound on the steady-state performance, how-
ever, it is still an upper bound and not an exact expression. To
more accurately characterize the steady-state performance of
diffusion and exact diffusion when µ is sufficiently small, we
3TABLE I
PERFORMANCE OF EXACT DIFFUSION AND DIFFUSION UNDER DIFFERENT SCENARIOS.
Moderately small step-size µ
Scenario Network Diffusion Exact Diffusion Better Algorithm
b2 = 0, σ2 6= 0 Sparse (λ→ 1) O(µσ
2 + µ
2σ2
1−λ ) O(µσ
2 + µ
2σ2
1−λ ) Similar performance
Dense (λ→ 0) O(µσ2) O(µσ2 + µ2σ2) Diffusion
b2 6= 0, σ2 = 0 Sparse (λ→ 1) O(
µ2b2
(1−λ)2 ) 0 Exact diffusion
Dense (λ→ 0) O(µ2b2λ2) 0 Exact diffusion†
b2 6= 0, σ2 6= 0 Sparse (λ→ 1) O
(
µσ2 + µ
2σ2
1−λ +
µ2b2
(1−λ)2
)
O
(
µσ2 + µ
2σ2
1−λ
)
Exact diffusion
Dense (λ→ 0) O (µσ2) O (µσ2 + µ2σ2
1−λ
)
Diffusion
Sufficiently small step-size µ
Scenario Network Diffusion Exact Diffusion Better Algorithm
b2 6= 0, σ2 = 0 Sparse or dense O(µ2b2λ2/(1− λ)2) 0 Exact diffusion†
All other scenarios Sparse or dense O(µσ2) O(µσ2) Similar performance
s† Exact diffusion performs better unless λ = 0
shall establish the precise MSD expression defined as [10]:
MSD = µ
(
lim
µ→0
lim sup
i→∞
1
µK
K∑
k=1
E‖w˜k,i‖2
)
. (8)
for exact diffusion and find that it matches that of diffusion:
MSDed=MSDd=
µ
2K
Tr

(
K∑
k=1
Hk
)−1( K∑
k=1
Sk
) , (9)
where Hk = ∇2Jk(w?) and Sk is the covariance matrix of
gradient noise. Obviously, the MSD expression (8) is exact to
first order in µ and ignores all higher-order terms. Equality
(9) states that when µ is sufficiently small, both diffusion
and exact diffusion perform exactly the same during the
steady-state stage. The main results derived in this paper are
summarized in Table I in which we omit the constants δ, ν
and K for clarity.
B. Related work
In addition to exact diffusion, there exist some other useful
bias-correction methods such as EXTRA [1], [17], DIGing
or gradient-tracking methods [3], [18]–[21], Aug-DGM [22],
[23] and NIDS [24]. All these methods converge linearly to the
exact solution under the deterministic setting, but their perfor-
mance (especially their advantage over diffusion or consensus)
in the stochastic and adaptive settings remains unexplored
and/or unclear. The recent work [25] studies the gradient-
tracking method (referred to as DIGing in [3]) to the stochastic
setting and shows that it can outperform the decentralized
gradient descent (DGD) [12], [14] via numerical simulations.
However, it does not analytically discuss when and why bias-
correction methods can outperform consensus. Similarly, the
work [26] studies the gradient-tracking method [20], [21]
under the stochastic setting and shows that it converges linearly
around a neighborhood of the minimizer. No comparison with
diffusion or consensus is presented in [26]. Another useful
work is [27], which establishes the convergence property of
exact diffusion with decaying step-sizes in the stochastic and
non-convex setting. It proves exact diffusion is less sensitive
to the data variance across the network than diffusion and
is therefore endowed with a better convergence rate when
the data variance is large. Different from [27], our bound
in (5) shows that even small data variances (i.e., b2) can be
significantly amplified by a bad network connectivity – see
the example graph topologies discussed in Sec. IV-B. This
observation implies that the superiority of exact diffusion does
not just rely on its robustness to data variance, but more
importantly, on the network connectivity as well. In addition,
different from the works [25], [27], which claim or suggest
that the gradient-tracking method [25] or exact diffusion [27]
always converges better than traditional DGD or diffusion, our
current work disproves this statement and clarifies analytically
that there are important scenarios where exact diffusion per-
forms similarly or even worse than diffusion. Simulations also
suggest that gradient tracking methods [25], [26] may also
degrade the performance of traditional diffusion, which was
not explored prior to this work. Finally, we remark that work
[28] showed that diffusion outperforms traditional primal-dual
methods in the stochastic setting for b2 = 0 and quadratic
problems only, and is hence more restricted than our result.
Our results recover this case (see Remark 2) and show that
exact diffusion, which is also a primal-dual method, can
outperform diffusion when b2 6= 0.
Notation. Throughout the paper we use col{x1, · · · , xK}
and diag{x1, · · · , xK} to denote a column vector and a
diagonal matrix formed from x1, · · · , xK . The notation 1K =
col{1, · · · , 1} ∈ RK and IK ∈ RK×K is an identity matrix.
The Kronecker product is denoted by “⊗”. For two matrices
X and Y , the notation X ≥ Y denotes X−Y is nonnegative.
II. EXACT DIFFUSION STRATEGY
A. Exact Diffusion Recursions
The exact diffusion strategy from [4], [16] was originally
proposed to solve deterministic optimization problems. We
adapt it to solve stochastic optimization problems by replacing
the gradient of the local cost Jk(w) by the stochastic gradient
of the corresponding loss function. That is, we now use:
ψk,i = wk,i−1−µ∇Q(wk,i−1;xk,i), (Adapt) (10)
φk,i = ψk,i +wk,i−1 −ψk,i−1, (Correct) (11)
wk,i =
∑
`∈Nk
a¯`kφ`,i. (Combine) (12)
4For the initialization, we let wk,−1 = ψk,−1 = 0. Observe
that the fusion step (12) now employs the corrected iterates
from (11) rather than the intermediate iterates from (10). Note
that the weight a¯`k is different from a`k used in the diffusion
recursion (3). If we let A = [a`k] ∈ RK×K and A¯ = [a¯`k] ∈
RK×K denote the combination matrices used in diffusion and
exact diffusion respectively, then the relation between them is
A¯ = (A+ IK)/2. In the paper, we assume A (and, hence, A¯)
to be symmetric and doubly stochastic.
As explained in [4], [16], exact diffusion is essentially
a primal-dual method. We can describe its operation more
succinctly by collecting the iterates and gradients from across
the network into global vectors. Specifically, we introduce
Wi=
w1,i...
wK,i
 , ∇Q(Wi−1;X i)=
∇Q(w1,i−1;x1,i)...
∇Q(wK,i−1;xK,i)

(13)
A = A⊗ IM and A = (A+ IKM )/2. Then recursions (10)–
(12) lead to the second-order recursion
Wi = A
(
2Wi−1 −Wi−2 − µ∇Q(Wi−1;X i)
+ µ∇Q(Wi−2;X i−1)
)
. (14)
The initialization is W−1 = 0 and W0 = A(W−1 −
µ∇Q(W−1;X i)). We can rewrite the update (14) in a primal-
dual form as follows. First, since the combination matrix A¯
is symmetric and doubly stochastic, it holds that I − A¯ is
positive semi-definite. By introducing the eigen-decomposition
I−A¯ = UΣUT and defining V = UΣ1/2UT ∈ RK×K , where
Σ is a non-negative diagonal matrix, we know that V is also
positive semi-definite and V 2 = I− A¯. Furthermore, if we let
V = V ⊗ IM then V2 = IKM − A. With these relations, it
can be verified1 that recursion (14) is equivalent to{
Wi = A
(
Wi−1 − µ∇Q(Wi−1;X i)
)− VYi−1,
lYi = Yi−1 + VWi,
(15)
for i ≥ 0 with Y−1 = 0 where Yi ∈ RKM plays the role
of a dual variable. The analysis in [4], [16] explains how the
correction term in (11) guarantees exact convergence to w?
by all agents in deterministic optimization problems where the
true gradient ∇Jk(w) is available. In the following sections,
we examine the convergence of exact diffusion (10)–(12) in
the stochastic setting.
III. ERROR DYNAMICS OF EXACT DIFFUSION
To establish the error dynamics of exact diffusion, we first
introduce some standard assumptions. These assumptions are
common in the literature (e.g, [10], [25]).
Assumption 1 (CONDITIONS ON COST FUNCTIONS). Each
Jk(w) is ν-strongly convex and twice differentiable, and its
Hessian matrix satisfies
νIM ≤ ∇2Jk(w) ≤ δIM , ∀ k. (16)
1To verify it, one can substitute the second recursion in (15) into the first
recursion to remove Yi and arrive at (14).

We remark that the twice differentiability assumption is nec-
essary to derive the MSD expression in Sec. V.
Assumption 2 (CONDITIONS ON COMBINATION MATRIX).
The network is undirected and strongly connected, and the
combination matrix A satisfies
A = AT, A1K = 1K , 1
T
KA = 1
T
K . (17)

Assumption 2 implies that A¯ = (I + A)/2 is also sym-
metric and doubly-stochastic. Since the network is strongly
connected, it holds that
1 = λ1(A¯) > λ2(A¯) ≥ · · · ≥ λK(A¯) > 0. (18)
To establish the optimality condition for problem (1), we
introduce the following notation:
W = col{w1, · · · , wK} ∈ RKM , (19)
∇J (W) = col{∇J1(w1), · · · ,∇JK(wK)}, (20)
where wk in (19) is the k-th block entry of vector W. With
the above notation, the following lemma from [16] states the
optimality condition for problem (1).
Lemma 1 (OPTIMALITY CONDITION). Under Assumption 1,
if some block vectors (W?, Y?) exist that satisfy:
µA∇J (W?) + VY? = 0, (21)
VW? = 0. (22)
then it holds that the block entries in W? satisfy:
w?1 = w
?
2 = · · · = w?N = w? (23)
where w? is the unique solution to problem (1). 
A. Error Dynamics
We define the gradient noise at agent k as
sk,i(wk,i−1)
∆
= ∇Q(wk,i−1;xk,i)−∇Jk(wk,i−1) (24)
and collect them into the network vector
si(Wi−1) = col{s1,i(w1,i−1), · · · , sK,i(wK,i−1)} (25)
∇J (Wi−1) = col{∇J1(w1,i−1), · · · ,∇JK(wK,i−1)} (26)
It then follows that
∇Q(Wi−1;X i) = ∇J (Wi−1) + si(Wi−1). (27)
Next, we introduce the error vectors
W˜i = W? −Wi, Y˜i = Y? − Yi (28)
where (W?, Y?) are optimal solutions satisfying (21)–(22). By
combining (15), (21), (22), (27) and (28), we reach
W˜i = A
[
W˜i−1 + µ(∇J (Wi−1)−∇J (W?))
]
−VY˜i−1 + µAsi(Wi−1),
lY˜i = Y˜i−1 + VW˜i.
(29)
5Since each Jk(w) is twice-differentiable (see Assumption 1),
we can appeal to the mean-value theorem from Lemma D.1
in [10], which allows us to express each difference in (29) in
terms of Hessian matrices for any k = 1, 2, . . . , N :
∇Jk(wk,i−1)−∇Jk(w?) = −Hk,i−1w˜k,i−1,
where
Hk,i−1
∆
=
∫ 1
0
∇2Jk
(
w?−rw˜k,i−1
)
dr ∈ RM×M (30)
We introduce the block diagonal matrix
Hi−1 ∆=diag{H1,i−1,H2,i−1, · · · ,HK,i−1} (31)
so that
∇J (Wi−1)−∇J (W?) = −Hi−1W˜i−1. (32)
Substituting (32) into the first recursion in (29), we reach{
W˜i=A(IKM−µHi−1)W˜i−1−VY˜i−1+µAsi(Wi−1),
lY˜i=Y˜i−1 + VW˜i.
(33)
Next, if we substitute the first recursion in (33) into the second
one, and recall that V2 = IKM − A, we reach the following
error dynamics.
Lemma 2 (ERROR DYNAMICS). Under Assumption 1, the
error dynamics for the exact diffusion recursions (10)–(12) is
as follows[
W˜i
Y˜i
]
=
[ A −V
VA A
]
︸ ︷︷ ︸
∆
= B
(
I2KM− µ
[ Hi−1 0
0 0
]
︸ ︷︷ ︸
∆
= T i−1
)[ W˜i−1
Y˜i−1
]
+ µ
[ A
VA
]
︸ ︷︷ ︸
∆
= B`
si(Wi−1), (34)
and Hi is defined in (31). 
B. Transformed Error Dynamics
The direct convergence analysis of recursion (34) is chal-
lenging. To facilitate the analysis, we identify a convenient
change of basis and transform (34) into another equivalent
form that is easier to handle. To this end, we introduce a
fundamental decomposition from [16] here.
Lemma 3 (FUNDAMENTAL DECOMPOSITION). Under As-
sumptions 1 and 2, the matrix B defined in (34) can be
decomposed as
B=[R1 R2 cXR ]︸ ︷︷ ︸
X
 IM 0 00 IM 0
0 0 D1

︸ ︷︷ ︸
D
 LT1LT2
1
cXL

︸ ︷︷ ︸
X−1
(35)
where c can be any positive constant, and D ∈ R2KM×2KM
is a diagonal matrix. Moreover, we have
R1 =
[ I
0
]
∈ R2KM×M , R2=
[
0
I
]
∈ R2KM×M , (36)
L1 =
[
1
K I
0
]
∈ R2KM×M , L2 =
[
0
1
K I
]
∈ R2KM×M ,
(37)
XR ∈ R2KM×2(K−1)M , XL ∈ R2(K−1)M×2KM . (38)
where I = 1K ⊗ IM ∈ RKM×M . Also, the matrix D1 is a
diagonal matrix with complex entries. The magnitudes of the
diagonal entries in D1 are all strictly less than 1. 
By multiplying X−1 to both sides of the error dynamics
(34) and simplifying we arrive at the following result.
Lemma 4 (TRANSFORMED ERROR DYNAMICS). Under As-
sumption 1 and 2, the transformed error dynamics for exact
diffusion recursions (10)–(12) is as follows[
Z¯i
Zˇi
]
=
[
IM− µK
∑K
k=1Hk,i−1 − cµK ITHi−1XR,u−µcD1XLT i−1R1 D1 − µD1XLT i−1XR
]
×
[
Z¯i−1
Zˇi−1
]
+ µ
[
1
K IT
1
cD1XLB`
]
si(Wi−1). (39)
where XR,u ∈ RKM×2(K−1)M is the upper part of matrix
XR = [XR,u;XR,d]. The relation between the original and
transformed error vectors are[
W˜i
Y˜i
]
=
[R1 cXR ][ Z¯iZˇi
]
. (40)

IV. MEAN-SQUARE CONVERGENCE
Using the transformed error dynamics derived in (39),
we can now analyze the mean-square convergence of exact
diffusion (10)–(12) in the stochastic and adaptive setting. To
begin with, we introduce the filtration
F i−1 = filtration{wk,−1,wk,0, · · · ,wk,i−1, all k}. (41)
The following assumption is standard on the gradient noise
process (see [10], [25]) and is satisfied in many situations of
interest such as linear and logistic regression problems.
Assumption 3 (CONDITIONS ON GRADIENT NOISE). It is
assumed that the first and second-order conditional moments
of the individual gradient noises for any k and i satisfy
E[sk,i(wk,i−1)|F i−1] = 0, (42)
E[‖sk,i(wk,i−1)‖2|F i−1] ≤ β2k‖w˜k,i−1‖2+σ2k (43)
for some constants βk and σk. Moreover, we assume the
sk,i(wk,i−1) are independent of each other for any k, i given
F i−1. 
With Assumption 3, it can be verified that
E[si(Wi−1)|F i−1] = 0, ∀ i, (44)
E
[∥∥∥ 1
K
K∑
k=1
sk,i(wk,i−1)
∥∥∥2∣∣∣F i−1]≤ β2
K
‖W˜i−1‖2+σ
2
K
(45)
6where β2 ∆= maxk{β2k}/K and σ2 ∆=
∑K
k=1 σ
2
k/K.
Theorem 1 (MEAN-SQUARE CONVERGENCE). Under As-
sumptions 1–3, if the step-size µ satisfies
µ ≤ (1− λ)ν
(32+16c1c2 +8
√
c1c2)(δ2 +β2max)
=O
(
(1− λ)ν
δ2+β2max
)
(46)
where λ = max{|λ2(A)|, |λK(A)|}, β2max = maxk{β2k}, and
c1, c2 are constants defined in (102), then the wk,i generated
by exact diffusion recursion (15) converges exponentially fast
to a neighborhood around w?. The convergence rate is ρ = 1−
O(µν), and the size of the neighborhood can be characterized
as follows:
lim sup
i→∞
1
K
K∑
k=1
E‖w˜k,i‖2 = O
(
µσ2
Kν
+
δ2
ν2
· µ
2σ2
1− λ
)
(47)
Proof. See Appendix A. 
Theorem 1 indicates that when µ is smaller than a specified
upper bound, the exact diffusion over adaptive networks is
stable. The theorem also provides a bound on the size of the
steady-state mean-square error. To compare exact diffusion
with diffusion, we examine the mean-square convergence
property of diffusion as well.
Lemma 5 (MEAN-SQUARE STABILITY OF DIFFUSION). Un-
der Assumptions 1–3, if µ satisfies
µ ≤ (1− λ)ν
(12+4e1e2 +
√
6e1e2)(δ2 +β2max)
=O
(
(1− λ)ν
δ2+β2max
)
(48)
where λ = max{|λ2(A)|, |λK(A)|}, β2max = maxk{β2k}, e1
and e2 are constants that are independent of λ, δ, ν and
β, then wk,i generated by the diffusion recursions (2)–(3)
converge exponentially fast to a neighborhood around w?.
The convergence rate is 1 − O(µν), and the size of the
neighborhood can be characterized as follows
lim sup
i→∞
1
K
K∑
k=1
‖w˜k,i‖2
= O
(
µσ2
Kν
+
δ2
ν2
· µ
2λ2σ2
1− λ +
δ2
ν2
· µ
2λ2b2
(1− λ)2
)
, (49)
where b2 = (1/K)
∑K
k=1 ‖∇Jk(w?)‖2 is a bias term.
Proof. See Appendix B. 
Comparing (47) and (49), it is observed that the expressions
for both algorithms consist of two major terms – one O(µ)
term and one O(µ2) term. However, diffusion suffers from an
additional bias term O(µ2λ2b2/(1− λ)2).
Remark 1 (DETERMINISTIC CASE). When σ2 = 0, both
diffusion and exact diffusion reduce to the deterministic sce-
nario in which the real gradient ∇Jk(w) is available. In this
scenario, it is observed from (47) and (49) that the error
w˜k,i in exact diffusion converges to 0 while that in diffusion
converges to O(µ2b2), which is consistent with the results
presented in [4], [14]–[16]. 
Remark 2 (ZERO BIAS). When b2 = 0, it holds that each
local minimizer w?k coincides with the global minimizer w
?,
i.e., w?k = w
? for any k. In this scenario, it is observed from
(49) that diffusion has the steady-state error bound
lim sup
i→∞
1
K
K∑
k=1
‖w˜k,i‖2d = O
(
µσ2
Kν
+
δ2
ν2
· µ
2λ2σ2
1− λ
)
(50)
which is smaller than the error bound (47) for exact diffusion
especially when λ approaches 0. This result is consistent with
[28], which finds diffusion outperforms primal-dual distributed
adaptive methods when w?k = w
? in terms of steady-state
performance. 
Remark 3 (LARGE BIAS). When b2 is sufficiently large so
that the bias term (i.e., the third term) in (49) dominates the
entire error bound, it is observed from (47) and (49) that exact
diffusion performs better than diffusion since it removes the
bias term completely. This result is consistent with [27], which
claims exact diffusion is endowed with faster convergence rate
when the data variance across the network is large. 
In the following subsections, we will focus on the scenario
where σ2 > 0 and the bias b2 is a small positive constant. In
this scenario, we will study how the step-size µ and topology
λ influence the diffusion and exact diffusion algorithms.
A. Well-connected Network
When the network is well-connected, it holds that λ ap-
proaches 0. For example, the fully-connected network has
λ = 0. In this scenario, the O(µ2) terms inside diffusion’s
error bound will vanish and (49) becomes
lim sup
i→∞
1
K
K∑
k=1
‖w˜k,i‖2d = O
(
µσ2
Kν
)
. (51)
In comparison, the error bound (47) for exact diffusion is
lim sup
i→∞
1
K
K∑
k=1
E‖w˜k,i‖2ed = O
(
µσ2
Kν
+
µ2δ2σ2
ν2
)
(52)
as λ → 0. When µ is moderately small such that the term
O(µ2δ2σ2/ν2) is non-negligible, we conclude that diffusion
works better than exact diffusion. To roughly characterize the
“moderately” small step-size, we assume O(µ2δ2σ2/ν2) is
non-negligible if µ2δ2σ2/ν2 ≥ µσ2/(Kν), from which we
get µ ≥ ν/(Kδ2). Combining it with (46) we conclude that
if µ satisfies (note that λ→ 0)
ν
Kδ2
≤ µ ≤ d1ν
δ2 + β2max
(53)
where d1 = 1/(32 + 16c1c2 + 8
√
c1c2), it holds that
O(µ2δ2σ2/ν2) is non-trivial and diffusion has better steady-
state performance than exact diffusion. To make the interval
in (53) valid, it is enough to let K be sufficiently large.
However, if the step-size µ is chosen sufficiently small,
then the second term in (52) is also negligible and hence
both diffusion and exact diffusion will perform similarly.
An example for “sufficiently” small step-size is when µ =
ν/(K2δ2). By substituting µ = ν/(K2δ2) into (52), we
reach lim supi→∞
1
K
∑K
k=1 E‖w˜k,i‖2ed = O( σ
2
K3δ2 +
σ2
K4δ2 ) =
O( σ
2
K3δ2 ) = O(
µσ2
Kν ) in which the O(µ
2) term is negligible.
7B. Sparsely-connected Network
When the network is sparsely-connected, it holds that λ ap-
proaches 1. In this scenario, even a trivial bias constant b2 can
be significantly amplified by the coefficient 1/(1−λ)2. When
λ approaches 1, the first two terms in (49) will be the same as
those in (47). As a result, when µ is moderately small and λ is
close to 1 such that the bias term O(µ2δ2λ2b2/(1− λ)2ν2) is
non-negligible, we conclude that exact diffusion works better
than diffusion. Furthermore, the advantage of exact diffusion
will be more evident if the bias gets more significant as λ→ 1.
In the following example, we list several network topologies
in which the bias O(µ2b2/(1− λ)2) dominates (5) easily.
Example (Linear, Cyclic, and Grid networks). A linear or
cyclic network with K agents is a network where each agent
connects with its previous and next neighbors. On the other
hand, a grid network with K agents is a network in which
each node connects with its neighbors from left, right, top,
and bottom. The grid and cycle networks are illustrated in
Fig.1. For these networks, it is shown in [29], [30] that
1− λ = O(1/K2) (linear or cyclic network) (54)
1− λ = O(1/K) (grid network) (55)
and therefore, the bias term O(µ2b2/(1−λ)2) in diffusion over
linear (or cyclic) graph and grid graph becomes O(µ2b2K4)
and O(µ2b2K2) respectively, which increases rapidly with the
size of the network. As a result, exact diffusion, by correcting
the bias term, is evidently superior to diffusion over these
network topologies. 
Fig. 1. Illustration of the grid topology and cyclic topology.
To roughly characterize the “moderately” small step-size,
we assume O(µ2δ2λ2b2/(1− λ)2ν2) is non-trivial if
δ2
ν2
· µ
2b2
(1− λ)2 ≥
µσ2
Kν
(56)
from which we get µ ≥ (1− λ)2σ2ν/Kδ2b2. Combining it
with (48), we conclude that if µ satisfies
(1− λ)2σ2ν
Kδ2b2
≤ µ ≤ d2(1− λ)ν
δ2 + β2max
, (57)
where d2 = 12 + 4e1e2 +
√
6e1e2 is a constant, then the
bias term in (49) is significant and exact diffusion is expected
to have better performance than diffusion in steady-state. To
make the interval in (57) valid, it is enough to let λ be
sufficiently close to 1 and K be sufficiently large such that
(1−λ)2σ2ν
Kδ2b2
<
d2(1− λ)ν
δ2 + β2
⇐⇒ b
2
1− λ >
(δ2 + β2)
d2Kδ2
σ2. (58)
On the other hand, if we adjust µ to be sufficiently small, the
O(µ) term in both expressions (47) and (49) will eventually
dominate for any fixed b2 and λ. In such scenario, it holds
that
lim sup
i→∞
1
K
K∑
k=1
E‖w˜k,i‖2ed = O
(µσ2
Kν
)
, (59)
lim sup
i→∞
1
K
K∑
k=1
E‖w˜k,i‖2d = O
(µσ2
Kν
)
. (60)
It is observed that both diffusion and exact diffusion will
have the same mean-square error order, which implies that
diffusion and exact diffusion will perform similarly in this
scenario. Such “sufficiently” small step-size can be roughly
characterized by the range
µ ≤ d3(1− λ)2+x where x > 0. (61)
for some d3 > 0. The comparison between exact diffusion and
diffusion is listed in Table I.
V. MEAN-SQUARE DEVIATION EXPRESSION
In the last section, we showed that when µ is sufficiently
small, the steady-state mean-square deviation of both diffusion
and exact diffusion will be dominated by a term on the order
of O(µσ2/ν), as illustrated by (59)–(60). However, the hidden
constants inside the big-O notation are still unclear. In this
section, we show that, when µ is approaching 0, i.e., µ→ 0,
diffusion and exact diffusion will have exactly the same MSD
expression in steady state. To this end, we recall the definition
of mean-square deviation (MSD) from [10] as follows:
MSD = µ
(
lim
µ→0
lim sup
i→∞
1
µK
K∑
k=1
E‖w˜k,i‖2
)
. (62)
Note that the MSD defined above is precise to the first-order
in the step-size. All higher order terms are ignored.
A. Approximate Error Dynamics
It is generally difficult to derive the MSD performance of
exact diffusion with the original transformed error dynamics
developed in Lemma 4. We therefore propose an approximate
error dynamics and employ it to assess the MSD performance.
To this end, we define
Hk=∇2Jk(w?), H=diag{H1, · · · , HK}, T =
[H 0
0 0
]
.
(63)
Obviously, it holds that Hk,i → H , Hi → H and T i → T if
Wi → W?. Next, we consider the approximate error dynamic
as follows.[
Z¯′i
Zˇ′i
]
=
[
IM− µK
∑K
k=1Hk − cµK ITHXR,u−µcD1XLT R1 D1 − µD1XLT XR
] [
Z¯′i−1
Zˇ′i−1
]
+ µ
[
1
K IT
1
cD1XLB`
]
si(Wi−1). (64)
Note that we replace Hk,i−1, Hi−1 and T i−1 in (39) with
Hk, H and T in (64). We can show that the iterates Z¯′i
and Zˇ′i generated through the approximate error dynamic
(64) are close to Z¯i and Zˇi generated from the original
8recursion (39) – see Lemma 6 below. This implies that we
can employ recursion (64) rather than (39) to establish the
MSD performance. To this end, we first introduce a few more
assumptions on cost functions and the gradient noise. These
assumptions are adapted from [10].
Assumption 4 (SMOOTHNESS CONDITION IN THE LIMIT).
For each cost function Jk(w), it is assumed that
‖∇2Jk(w? + ∆w)−∇2Jk(w?)‖ ≤ κ‖∆w‖ (65)
for small perturbations ‖∆w‖ ≤ , where κ > 0 is a constant.

Assumption 5 (FORTH-ORDER MOMENT). It is assumed for
each k and i that
E[‖sk,i(wk,i−1)‖4|F i−1] ≤ β44,k‖w˜k,i−1‖4+σ44,k. (66)
where β4,k and σ4,k are some positive constants. 
By following the proof of Theorem 10.2 from [10], we
can prove in the following lemma that difference between the
original iterates (39) and the transformed iterates (64) is small.
Lemma 6 (APPROXIMATION ERROR). Under Assumptions
1–5, it holds for sufficiently small step-sizes that
lim sup
i→∞
E
∥∥∥∥[ Z¯iZˇi
]
−
[
Z¯′i
Zˇ′i
]∥∥∥∥2 = O(µ2) (67)

B. Deriving the MSD expression
Recall from (40) that
W˜i =
[ I cXR,u ] [ Z¯iZˇi
]
. (68)
This together with ITXR,u = 02 implies that
‖W˜i‖2 =
[
Z¯i
Zˇi
]T [
KIKM 0
0 c2XTR,uXR,u
]
︸ ︷︷ ︸
∆
= Γ
[
Z¯i
Zˇi
]
(69)
For simplicity, in the following we let
Zi =
[
Z¯i
Zˇi
]
, Z′i =
[
Z¯′i
Zˇ′i
]
. (70)
and it holds that E‖W˜i‖2 = E‖Zi‖2Γ. The following lemma
shows that E‖Zi‖2Γ is close to E‖Z′i‖2Γ.
Lemma 7 (APPROXIMATION SCALED ERROR). Under As-
sumptions 1–5, it holds for sufficiently small step-sizes that
lim sup
i→∞
E‖Zi‖2Γ − E‖Z′i‖2Γ = O(µ3/2) (71)

2Since X−1X = I with X and X−1 defined in (35), we have cLT1XR =
c
K
ITXR,u = 0.
Proof. It holds that
E‖Z′i‖2Γ = E‖Z′i − Zi + Zi‖2Γ
≤ E‖Z′i − Zi‖2Γ + E‖Zi‖2Γ + 2E[(Z′i − Zi)TΓZi]
≤ E‖Z′i−Zi‖2Γ+E‖Zi‖2Γ+2
√
E‖Z′i − Zi‖2ΓE‖Zi‖2Γ,
which implies that
E‖Z′i‖2Γ − E‖Zi‖2Γ
≤ E‖Z′i−Zi‖2Γ + 2
√
E‖Z′i − Zi‖2ΓE‖Zi‖2Γ
≤ λmax(Γ)E‖Z′i−Zi‖2 + 2λmax(Γ)
√
E‖Z′i−Zi‖2E‖Zi‖2
where λmax(Γ) is the largest eigenvalue of Γ. From (70)
we know it holds for sufficiently small µ that
lim sup
i→∞
E‖Zi‖2 = lim sup
i→∞
E‖Z¯i‖2 + lim sup
i→∞
E‖Zˇi‖2
(117)
= O(µ) +O(µ2) = O(µ). (72)
Also, from (67) we have
lim sup
i→∞
E‖Z′i − Zi‖2 = O(µ2). (73)
Since Γ is independent of µ, it therefore holds that
lim sup
i→∞
(
E‖Z′i‖2Γ − E‖Zi‖2Γ
)
= O(µ3/2). (74)

Now we establish the MSD expression for exact diffusion.
Since E‖W˜i‖2 = E‖Zi‖2Γ is close to E‖Z′i‖2Γ as proved in
Lemma 7, we will first derive the MSD expression for E‖Z′i‖2Γ
and use it to facilitate the derivation of the MSD for exact
diffusion, i.e., E‖W˜i‖2. To proceed, we assume that, in the
limit, the following covariance matrix evaluated at the global
solution w? exists
Sk
∆
= lim
i→∞
E[sk,i(w?)sk,i(w?)T]. (75)
The following theorem establishes the MSD expression of the
approximate error dynamics.
Theorem 2 (MSD EXPRESSION). Under Assumptions 1–5, it
holds for exact diffusion that
MSDed =
µ
2K
Tr

(
K∑
k=1
Hk
)−1( K∑
k=1
Sk
) . (76)
Proof. See Appendix C. 
Recall the MSD expression for standard diffusion is [10,
Equation (11.140)]:
MSDd =
µ
2K
Tr

(
K∑
k=1
Hk
)−1( K∑
k=1
Sk
) . (77)
It is observed that the MSD expression for diffusion (77) is
equal to that of exact diffusion (76). This implies that diffusion
and exact diffusion will perform exactly the same in steady
state for sufficiently small step-sizes.
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Fig. 2. Diffusion v.s. exact diffusion over grid networks for problem (79).
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Fig. 3. The superiority of exact diffusion is more evident as the grid network becomes larger when solving problem (79).
VI. NUMERICAL SIMULATION
A. Mean-square-error Network
In this subsection we consider the scenario in which K
agents observe streaming data {dk(i),uk,i} that satisfy the
regression model
dk(i) = u
T
k,iw
?
k + vk(i) (78)
where w?k is the local optimal solution at agent k, and the
noise process, vk(i), is independent of the regression data,
uk,i. The cost over the mean-square-error (MSE) network is
defined by
min
w∈RM
K∑
k=1
E
(
dk(i)− uTk,iw
)2
. (79)
To generate {dk(i),uk,i}, we first generate the local optimal
solution following a standard Gaussian distribution, i.e., w?k ∼
N (0, IM ). Next we generate uk,i ∼ N (0,Λk) where Λk is
a positive diagonal matrix and vk(i) ∼ N (0, 0.1IM ). With
w?k, uk,i and vk(i), we generate dk(i) according to (78). Also,
we can verify that the global solution to (79) is given by
w? =
(
K∑
k=1
Λk
)−1 K∑
k=1
Λkw
?
k. (80)
In all figures below, the y-axis indicates the MSD performance∑K
k=1 E‖wk,i − w?‖2/K.
We first compare the performance of exact diffusion and
diffusion over a grid topology — see the first plot in Fig.1. We
first let K = 9 and µ = 0.005 and compare exact diffusion and
diffusion. With these two parameters, it is shown in the first
plot in Fig.2 that both methods perform almost the same, and
the steady-state MSD performance of both methods coincide
with the derived MSD expression (76). In the second plot in
Fig.2, we maintain µ = 0.005 but increase the network size
to 100 nodes. As we explained in Sec.IV-B, a grid topology
with larger network size has λ closer to 1, which amplifies
the inherent bias O(µ2b2/(1 − λ)2) suffered by diffusion. It
is observed that exact diffusion has a clear advantage over
diffusion during the steady-state stage. Note that in the second
plot both diffusion and exact diffusion do not coincide with
the derived theoretical MSD expression. This is because the
theoretical MSD expression in (76) is only precise to first-
order in µ. When λ approaches 1 as the grid network gets
larger, the second-order term of µ is amplified by 1/(1−λ) and
becomes non-negligible. In the third plot, we maintain K =
100 and µed = 0.005 for exact diffusion while decreasing the
step-size of diffusion to (µd = 0.003) so that it has the same
steady-state MSD performance as diffusion. It is observed that
in this scenario exact diffusion converges faster than diffusion
to reach the same steady-state performance, which implies that
exact diffusion has faster adaptive and tracking abilities than
diffusion over large grid graphs. In the fourth plot of Fig.2, we
adjust µ = 0.0001 for both methods while keeping K = 100.
Since µ gets much smaller, the inherent bias in diffusion (49)
becomes trivial and both methods perform similarly again, and
they coincide with the derived MSD expression.
To further show how superior the exact diffusion can be
compared to diffusion over the grid network, we depict the
performance of diffusion and exact diffusion for different
network sizes in Fig.3. It is observed that the superiority of
exact diffusion becomes more evident as the grid network gets
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Fig. 4. Diffusion v.s. exact diffusion over a fully connected network for
problem (79).
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Fig. 5. Diffusion v.s. exact diffusion over cyclic networks for problem 81.
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Fig. 6. The superiority of exact diffusion gets more evident as the cyclic networks gets larger when solving problem 81.
larger, and exact diffusion performs much better than diffusion
when K = 400.
In the third experiment, we compare diffusion with exact
diffusion over a fully connected network with K = 30.
Since λ = 0 for this scenario, it is expected diffusion has
better steady-state performance than exact diffusion when µ is
moderately small, see the discussion in Sec. IV-A. Also, the
superiority of diffusion should vanish as the step-size becomes
sufficiently small. The comparison results shown in Fig.4 are
consistent with our discussion in IV-A.
B. Distributed Logistic Regression
In this subsection we compare the performance of exact
diffusion and diffusion when solving a decentralized logistic
regression problem of the form:
min
w∈RM
K∑
k=1
E
{
ln
(
1 + e−γkh
T
kw
)}
+
ρ
2
‖w‖2, (81)
where (hk,γk) represent the streaming data received by agent
k. Variable hk ∈ RM is the feature vector and γk ∈ {−1,+1}
is the label scalar. In all experiments, we set M = 20 and
ρ = 0.001. To make the Jk(w)’s have different minimizers,
we first generate K different local minimizers {w?k}. All
w?k are normalized so that ‖w?k‖2 = 1. At agent k, we
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Fig. 7. Diffusion v.s. exact diffusion over a fully connected network for
problem (81).
generate each feature vector hk,i ∼ N (0, I20). To generate
the corresponding label γk(i), we generate a random variable
zk,i ∈ U(0, 1). If zk,i ≤ 1/(1 + exp(−hTk,iw?k)), we set
γk(i) = 1; otherwise γk(i) = −1.
We first compare these two methods over a cyclic network,
see the simulation in Figs. 5 and 6. Similar to Sec. VI.A, the
simulation results shown in Figs. 5 and 6 are also consistent
with our discussions in Sec.IV-B. In the third plot in Fig.5, we
set µd = 0.003 and µed = 0.006 so that both diffusion and
exact diffusion have the same MSD performance. Next, we
compare diffusion with exact diffusion over a fully connected
network in Fig.7. It is observed that the results are consistent
with the discussion in Sec.IV-A.
C. Comparison with Gradient Tracking Methods
In this subsection we compare exact diffusion with the
distributed stochastic gradient tracking method [25], [26].
While [25] shows stochastic gradient tracking has better
steady-state MSD performance than decentralized gradient
descent (DGD) via numerical simulations, it does not study
when and why gradient tracking can be better DGD. In fact,
since gradient tracking can also be used to correct the bias
suffered by diffusion, we can expect the gradient tracking
method to have roughly a similar behavior to exact diffu-
sion. In other words, gradient tracking will have better MSD
performance than diffusion when the network is sparsely-
connected and worse MSD performance when the network
is well-connected. Moreover, the difference between diffusion
and gradient tracking will diminish for small step-sizes. In
this subsection, we verify this conclusion using simulations.
We first consider the MSE-network (79) over a cyclic network
(which is a sparsely-connected network). The results in Fig.8
show stochastic gradient tracking behaves as we expected,
and it has almost the same performance as exact diffusion in
all scenarios. Note though that the gradient tracking method
[25] requires twice the amount of communication that is
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Fig. 8. Comparison between diffusion [10], exact diffusion (proposed), and gradient tracking [25] over cyclic networks for problem (79).
required by exact diffusion, which implies exact diffusion is
more communication efficient. In the third plot in Fig.8, we
set µd = 0.003 and µed = µtrack = 0.006 to endow the
algorithms with the same steady-state MSD performance.
We next compare diffusion, exact diffusion, and gradient
tracking method over a fully-connected network (which is a
well-connected network). It is observed in Fig.9 that diffusion
has the best MSD performance compared to exact diffusion
and gradient tracking, which confirms our conclusion. While
reference [25] suggests that gradient tracking is superior to
consensus, we observe from the analytical results in the
current manuscript and from the simulations in Fig.9 that there
are situations when gradient tracking cannot outperform the
traditional diffusion; their performance measures match each
other and sometimes gradient tracking can be worse.
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Fig. 9. Comparison between diffusion [10], exact diffusion (proposed), and
gradient tracking [25], [26] over a fully connected network when solving
problem (79).
APPENDIX A
PROOF OF THEOREM 1
From the first line in the transformed error dynamics (39),
we know that
Z¯i =
(
IM− µ
K
K∑
k=1
Hk,i−1
)
Z¯i−1 − cµ
K
ITHi−1XR,uZˇi−1
+
µ
K
ITsi(Wi−1). (82)
By squaring and taking conditional expectation of both sides
of the recursion and recalling (42), we get
E[‖Z¯i‖2|F i−1] =∥∥∥(I− µ
K
K∑
k=1
Hk,i−1
)
Z¯i−1−cµ
K
ITHi−1XR,uZˇi−1
∥∥∥2
+ µ2E
[∥∥∥ 1
K
K∑
k=1
sk,i(wk,i)
∥∥∥2∣∣∣F i−1]. (83)
Next note that∥∥∥(I− µ
K
K∑
k=1
Hk,i−1
)
Z¯i−1−cµ
K
ITHi−1XR,uZˇi−1
∥∥∥2
(a)
≤ 1
1− t
∥∥∥I− µ
K
K∑
k=1
Hk,i−1
∥∥∥2‖Z¯i−1‖2
+
c2µ2
K2t
‖I‖2‖Hi−1‖2‖XR,u‖2‖Zˇi−1‖2
(b)
≤ (1− µν)
2
1− t ‖Z¯i−1‖
2 +
c2µ2δ2‖XR,u‖2
Kt
‖Zˇi−1‖2
(c)
= (1− µν)‖Z¯i−1‖2 + µc
2δ2‖XR,u‖2
Kν
‖Zˇi−1‖2, (84)
where (a) holds for t ∈ (0, 1) because of Jensen’s inequality,
and (b) holds since ν2 ≤ ‖Hi−1‖2 ≤ δ2, ‖I‖2 = K, and
‖I− µK
∑K
k=1Hk,i−1‖2 ≤ (1−µν)2 when µ ≤ 1/δ. Moreover,
equality (c) holds if we choose t = µν. In addition, recall from
(45) that
E
[∥∥∥ 1
K
K∑
k=1
sk,i(wk,i−1)
∥∥∥2∣∣∣F i−1]≤ β2
K
‖W˜i−1‖2+σ
2
K
(85)
Moreover, we can bound ‖W˜i−1‖2 as
‖W˜i−1‖2 (40)= ‖IZ¯i−1 + cXR,uZˇi−1‖2
≤ 2‖IZ¯i−1‖2 + 2c2‖XR,uZˇi−1‖2
≤ 2K‖Z¯i−1‖2 + 2c2‖XR,u‖2‖Zˇi−1‖2. (86)
Substituting (84), (85) and (86) into (83), we reach
E[‖Z¯i‖2|F i−1]
≤ (1− µν + 2µ2β2)‖Z¯i−1‖2
+
(µc2δ2
Kν
+
2µ2c2β2
K
)
‖XR,u‖2‖Zˇi−1‖2 + µ
2σ2
K
≤ (1− µν + 2µ2β2)‖Z¯i−1‖2
+
(µc2δ2
Kν
+
2µ2c2β2
K
)
‖XR‖2‖Zˇi−1‖2 + µ
2σ2
K
, (87)
where the last inequality holds since
‖XR,u‖2 = ‖
[
IKM 0
]XR‖2
≤ ‖ [ IKM 0 ] ‖2‖XR‖2 = ‖XR‖2 (88)
By taking expectation over the filtration, we get
E‖Z¯i‖2 ≤ (1− µν + 2µ2β2)E‖Z¯i−1‖2
+
(µc2δ2
Kν
+
2µ2c2β2
K
)
‖XR‖2E‖Zˇi−1‖2 + µ
2σ2
K
. (89)
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On the other hand, from the second line in (39) we have
Zˇi = D1Zˇi−1 − µ
c
D1XLT i−1(R1Z¯i−1 + cXRZˇi−1)
+
µ
c
D1XLB`si(Wi−1). (90)
By squaring and taking conditional expectation of both sides
of the above recursion and recalling (42), we get
E[‖Zˇi‖2|F i−1]
= ‖D1Zˇi−1 − µ
c
D1XLT i−1(R1Z¯i−1 + cXRZˇi−1)‖2
+
µ2‖D1‖2
c2
E[‖XLB`si(Wi−1)‖2|F i−1]. (91)
Note that
‖D1Zˇi−1 − (µ/c)XLT i−1(R1Z¯i−1 + cXRZˇi−1)‖2
≤ 1
t
‖D1Zˇi−1‖2 + µ
2‖D1‖2
c2(1− t) ‖XLT i−1(R1Z¯i−1 + cXRZˇi−1)‖
2
≤ 1
t
‖D1‖2‖Zˇi−1‖2 + 2µ
2‖D1‖2
c2(1− t) ‖XL‖
2‖T i−1‖2‖R1‖2‖Z¯i−1‖2
+
2µ2‖D1‖2
1− t ‖XL‖
2‖T i−1‖2‖XR‖2‖Zˇi−1‖2, (92)
where t ∈ (0, 1). To simplify the above inequality, we denote
λ2
∆
= λ2(A), λ
′ ∆= λ2(A¯), (93)
λ
∆
= max{|λ2(A)|, |λK(A)|}. (94)
Since A¯ = (A+ IK)/2 and A is doubly-stochastic, we have
λ′ = (1 + λ2)/2 ∈ (0, 1). (95)
From Lemma 4 in [16] we know that
‖D1‖ =
√
λ′ ∈ (0, 1). (96)
Also, from the definition of T i in (34), we have
‖T i‖2 =
∥∥∥∥[ Hi 00 0
]∥∥∥∥2 ≤ δ2. (97)
By substituting (97) into (92), setting t =
√
λ′ and recalling
‖R1‖2 = ‖I‖2 = K, we get
‖D1Zˇi−1 − µ
c
XLT i−1(R1Z¯i−1 + cXRZˇi−1)‖2
≤
(√
λ′+
2µ2δ2λ′‖XL‖2‖XR‖2
1−√λ′
)
‖Zˇi−1‖2
+
2Kµ2δ2‖XL‖2λ′
c2(1−√λ′) ‖Z¯i−1‖
2 (98)
In addition, it also holds that
E[‖XLB`si(Wi−1)‖2|F i−1]
≤ ‖XL‖2‖B`‖2E[‖si(Wi−1)‖2|F i−1]
(a)
≤ K‖XL‖2β2‖W˜i−1‖2 +K‖XL‖2σ2
(86)
≤ 2K2‖XL‖2β2‖Z¯i−1‖2 + 2Kc2‖XR,u‖2‖XL‖2β2‖Zˇi−1‖2
+K‖XL‖2σ2
(b)
≤ 2K
2‖XL‖2β2‖Z¯i−1‖2
1−√λ′ +
2c2K‖XR‖2‖XL‖2β2‖Zˇi−1‖2
1−√λ′
+K‖XL‖2σ2 (99)
where (a) holds because of inequality (45) and the fact
‖B`‖2 =
∥∥∥∥B [ IKM0
]∥∥∥∥2 ≤ ‖B‖2 = 1
in which the last equality holds because of Lemma 3. The
inequality (b) holds since 1 − √λ′ ∈ (0, 1) and inequality
(88). By substituting (98) and (99) into (91), we have
E[‖Zˇi‖2|F i−1]
≤
(√
λ′ +
2λ′µ2(δ2 +Kβ2)‖XL‖2‖XR‖2
1−√λ′
)
‖Zˇi−1‖2
+
2λ′Kµ2(δ2 +Kβ2)‖XL‖2
(1−√λ′)c2 ‖z¯i−1‖
2
+
µ2λ′K‖XL‖2σ2
c2
(100)
By taking expectation over the filtration, we get
E‖Zˇi‖2
≤
(√
λ′ +
2λ′µ2(δ2 +Kβ2)‖XL‖2‖XR‖2
1−√λ′
)
E‖Zˇi−1‖2
+
2Kλ′µ2(δ2 +Kβ2)‖XL‖2
(1−√λ′)c2 E‖Z¯i−1‖
2
+
λ′µ2K
c2
‖XL‖2σ2 (101)
To simplify notation, we introduce the constants
c1 = ‖XL‖2, c2 = ‖XR‖2. (102)
Combining (89) and (101), we have
[
E‖Z¯i‖2
E‖Zˇi‖2
]
≤
 1−µν+2µ2β2 (µc2δ2Kν +2µ2c2β2K )c2
2Kλ′µ2(δ2+Kβ2)c1
(1−√λ′)c2
√
λ′+2µ
2λ′(δ2+Kβ2)c1c2
1−√λ′

×
[
E‖Z¯i−1‖2
E‖Zˇi−1‖2
]
+
[ 1
Kµ
2σ2
Kλ′c1
c2 µ
2σ2
]
. (103)
Note that c is a parameter that can be set to any positive value.
If we let c2 = Kc1, then the above inequality becomes[
E‖Z¯i‖2
E‖Zˇi‖2
]
≤
 1− µν + 2µ2β2 (µδ2ν + 2µ2β2)c1c2
2λ′µ2(δ2+Kβ2)
1−√λ′
√
λ′ + 2λ
′µ2(δ2+Kβ2)c1c2
1−√λ′

×
[
E‖Z¯i−1‖2
E‖Zˇi−1‖2
]
+
[
1
Kµ
2σ2
λ′µ2σ2
]
. (104)
If we choose µ sufficiently small such that
1− µν + 2µ2β2 ≤ 1− 1
2
µν, (105)(µδ2
ν
+ 2µ2β2
)
c1c2 ≤ 2µδ
2c1c2
ν
, (106)
2λ′µ2(δ2 +Kβ2)
1−√λ′ ≤
1
4
λ′µν, (107)
√
λ′ +
2λ′µ2(δ2 +Kβ2)c1c2
1−√λ′ ≤
1 +
√
λ′
2
, (108)
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then inequality (104) becomes[
E‖Z¯i‖2
E‖Zˇi‖2
]
≤
[
1− 12µν 2µδ
2c1c2
ν
1
4λ
′µν 1+
√
λ′
2
]
︸ ︷︷ ︸
∆
= C
[
E‖Z¯i−1‖2
E‖Zˇi−1‖2
]
+
[
1
Kµ
2σ2
λ′µ2σ2
]
. (109)
To satisfy (105)–(108), it is enough to let µ satisfy
µ ≤ (1−
√
λ′)ν
(8+4c1c2 +
√
4c1c2)(δ2 +Kβ2)
, (110)
Also, note that 1−√λ′ = (1−λ′)/(1+√λ′). Since 0 < λ′ <
1, we have (1− λ′)/2 < 1−√λ′ < 1− λ′. Moreover, since
λ′ = (1 + λ2)/2 (see (95)), we have
1− λ2
4
< 1−
√
λ′ <
1− λ2
2
. (111)
From (94) we have |λ2| ≤ λ, which further implies −λ ≤
λ2 ≤ λ. This together with (111) leads to
1− λ
4
< 1−
√
λ′ <
1 + λ
2
. (112)
With relation (112), we know that if µ satisfies
µ ≤ (1− λ)ν
(32+16c1c2 +8
√
c1c2)(δ2 +Kβ2)
, (113)
then µ must also satisfy (110). Recall that β2 = maxk{β
2
k}
K ,
we have Kβ2 = β2max = maxk{β2k}.
Next we examine the spectral radius of the matrix C. Note
that λ′ ∈ (0, 1), it is easy to verify that
ρ(C) ≤ ‖C‖1 = max
{
1−µν
2
+
λ′µν
4
,
1 +
√
λ′
2
+
2µδ2c1c2
ν
}
≤ max
{
1−µν
4
,
1 +
√
λ′
2
+
2µδ2c1c2
ν
}
(110)
≤ 1− 1
4
µν < 1, (114)
and therefore C is a stable matrix, and ρ(C) = 1− O(µν) is
the convergence rate of E‖W˜i‖2. Next we examine:
(I − C)−1
=
[
µν
2 − 2µδ
2c1c2
ν
−λ′µν4 1−
√
λ′
2
]−1
=
4
(1−√λ′)µν − 2λ′µ2δ2c1c2
[
1−√λ′
2
2µδ2c1c2
ν
µνλ′
4
µν
2
]
(a)
≤ 8
µν(1−√λ′)
[
1−√λ′
2
2µδ2c1c2
ν
µνλ′
4
µν
2
]
=
[
4
µν
16δ2c1c2
ν2(1−√λ′)
2λ′
1−√λ′
4
1−√λ′
]
, (115)
where inequality (a) holds since
(1−
√
λ′)µν − 2λ′µ2δ2c1c2 ≥ (1−
√
λ′)µν
2
(116)
when µ satisfies (110). By iterating (109), we conclude that
lim sup
i→∞
[
E‖Z¯i‖2
E‖Zˇi‖2
]
≤ (I − C)−1
[
1
Kµ
2σ2
λ′µ2σ2
]
(115)
=
 4µσ2Kν + 16λ′δ2c1c2µ2σ2ν2(1−√λ′)
2λ′µ2σ2
K(1−√λ′) +
4λ′µ2σ2
1−√λ′
 . (117)
As a result, we obtain
lim sup
i→∞
E‖W˜i‖2
(86)
≤ lim sup
i→∞
(
2KE‖Z¯i‖2 + 2Kc1c2E‖Zˇi‖2
)
(117)
≤ 8µσ
2
ν
+
(32Kδ2 + 4ν2 + 8Kν2)λ′c1c2µ2σ2
ν2(1−√λ′)
≤ 8µσ
2
ν
+
44Kδ2λ′c1c2µ2σ2
ν2(1−√λ′)
(112)
≤ 8µσ
2
ν
+
176Kλ′c1c2δ2µ2σ2
ν2(1− λ)
(a)
≤ 8µσ
2
ν
+
88K(1 + λ)c1c2δ
2µ2σ2
ν2(1− λ)
(b)
= O
(
µσ2
ν
+
Kδ2
ν2
· µ
2σ2
1− λ
)
(118)
where (a) holds because λ′ = (1 + λ2(A))/2 ≤ (1 + λ)/2
and (b) holds because λ < 1. Result (118) leads to (47) by
dividing K to both sides of (118).
APPENDIX B
PROOF OF LEMMA 5
This section establishes the mean-square convergence of
diffusion. With definition (13), we can rewrite diffusion re-
cursions (2)–(3) as
Wi = A
(
Wi−1 − µ∇Q(Wi−1;X i)
)
. (119)
With relation (27), the above recursion becomes
Wi = A
(
Wi−1 − µ∇J (Wi−1)− µsi(Wi−1)
)
, (120)
which also leads to
W˜i = A
(
W˜i−1 + µ∇J (Wi−1) + µsi(Wi−1)
)
= A(W˜i−1 + µ∇J (Wi−1)− µ∇J (W?))
+ µA∇J (W?) + µAsi(Wi−1)
(32)
= A
(
(I − µHi−1)W˜i−1 + µh+ µsi(Wi−1)
)
, (121)
where W˜i = W? −Wi and h ∆= ∇J (W?). Note that A =
A⊗ IM is symmetric and doubly stochastic, it holds that
A = [ I cXR ]︸ ︷︷ ︸
X
[
IM 0
0 Λ
] [
1
K IT
1
cXL
]
︸ ︷︷ ︸
X−1
, (122)
where I = 1K ⊗ IM and λ ∆= ‖Λ‖ =
max{|λ2(A)|, |λK(A)|} < 1. Note that XR and XL are
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different matrices from the ones defined in (35). Now we
define [
W¯i
Wˇi
]
∆
= X−1W˜i (123)
and multiply X−1 to both sides of (121), it holds that[
W¯i
Wˇi
]
=
[
IM − µK
∑K
k=1Hk,i−1 − cµK ITHi−1XR−µcΛXLHi−1I Λ− µΛXLHi−1XR
]
×
[
W¯i−1
Wˇi−1
]
+
[
µ
K ITh
µ
cΛXLh
]
+
[
µ
K IT
µ
cΛXL
]
si(Wi−1).
(124)
For notational simplicity, we further define
hˇ
∆
=
1
c
ΛXLh, (125)
s¯i
∆
=
1
K
ITsi(W˜i−1), (126)
sˇi
∆
=
1
c
ΛXLsi(W˜i−1), (127)
Recalling that h = ∇J (W?) and, thus, ITh =∑K
k=1∇Jk(w?) = 0. Therefore, recursion (124) becomes[
W¯i
Wˇi
]
=
[
IM − µK
∑K
k=1Hk,i−1 − cµK ITHi−1XR−µcΛXLHi−1I Λ− µΛXLHi−1XR
]
×
[
W¯i−1
Wˇi−1
]
+
[
0
µhˇ
]
+
[
µs¯i
µsˇi
]
. (128)
In the first line of the above transformed recursion, we have
W¯i =
(
IM − µ
K
K∑
k=1
Hk,i−1
)
W¯i−1
− cµ
K
ITHi−1XRWˇi−1 + µs¯i. (129)
By following arguments in (82)–(89), we reach
E‖W¯i‖2 ≤ (1− µν + 2µ2β2)E‖W¯i−1‖2
+
(c2δ2µ
Kν
+
2c2β2µ2
K
)‖XR‖2E‖Wˇi−1‖2 + µ2σ2
K
. (130)
In the second line of (128), we have
Wˇi =(Λ− µΛXLHi−1XR)Wˇi−1
− µ
c
ΛXLHi−1IW¯i−1 + µhˇ+ µsˇi. (131)
By following arguments similar to the ones in (90)–(101), we
have
E‖Wˇi‖2
≤
(
λ+
3µ2λ2(δ2 +Kβ2)‖XL‖2‖XR‖2
1− λ
)
E‖Wˇi−1‖2
+
3Kµ2λ2(δ2 +Kβ2)‖XL‖2
(1− λ)c2 E‖W¯i−1‖
2
+
3µ2λ2‖XL‖2‖h‖2
(1− λ)c2 +
Kµ2λ2
c2
‖XL‖2σ2 (132)
To simplify notation, we introduce the constants
e1 = ‖XL‖2, e2 = ‖XR‖2, b2 = ‖h‖2/K. (133)
Meanwhile, we also set c2 = e1K in (130) and (132). With
these notations and operations, we combine (130) and (132)
to get
[
E‖W¯i‖2
E‖Wˇi‖2
]
≤
 1− µν + 2µ2β2 (µδ2ν + 2µ2β2)e1e2
3µ2λ2(δ2+Kβ2)
1−λ λ+
3µ2λ2(δ2+Kβ2)e1e2
1−λ

×
[
E‖W¯i−1‖2
E‖Wˇi−1‖2
]
+
[
1
Kµ
2σ2
µ2λ2σ2 + 3µ
2λ2b2
1−λ
]
.
(134)
If we choose sufficiently small µ such that
1− µν + 2µ2β2 ≤ 1− 1
2
µν, (135)(µδ2
ν
+ 2µ2β2
)
e1e2 ≤ 2µδ
2e1e2
ν
, (136)
3µ2λ2(δ2 +Kβ2)
1− λ ≤
1
4
µλ2ν, (137)
λ+
3µ2λ2(δ2 +Kβ2)e1e2
1− λ ≤
1 + λ
2
, (138)
then inequality (134) becomes[
E‖W¯i‖2
E‖Wˇi‖2
]
≤
[
1− µν2 2µδ
2e1e2
ν
µλ2ν
4
1+λ
2
]
︸ ︷︷ ︸
∆
= C
[
E‖W¯i−1‖2
E‖Wˇi−1‖2
]
+
[
1
Kµ
2σ2
µ2λ2σ2 + 3µ
2λ2b2
1−λ
]
. (139)
To make inequalities (135)–(138) hold, it is enough to set
µ ≤ (1− λ)ν
(12+4e1e2 +λ
√
6e1e2)(δ2 +Kβ2)
= O
(
(1− λ)ν
δ2 +Kβ2
)
.
(140)
Note that Kβ2 = β2max. Similar to (114), it can be easily
verified that when µ satisfies (140), we have that ρ(C) < 1.
Moreover, we also have
(I − C)−1 =
[
µν
2 − 2µδ
2e1e2
ν
−µλ2ν4 1−λ2
]−1
=
1
µν(1−λ)
4 − µ
2δ2λ2e1e2
2
[
1−λ
2
2µδ2e1e2
ν
µλ2ν
4
µν
2
]
(a)
≤ 8
µν(1− λ)
[
1−λ
2
2µδ2e1e2
ν
µλ2ν
4
µν
2
]
=
[
4
µν
16δ2e1e2
ν2(1−λ)
2λ2
1−λ
4
1−λ
]
. (141)
where step (a) denotes entry-wise inequality, which holds
because
µν(1− λ)
4
− µ
2δ2λ2e1e2
2
≥ µν(1− λ)
8
(142)
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when µ satisfies (140). By iterating (139), we get
lim sup
i→∞
[
E‖W¯i‖2
E‖Wˇi‖2
]
= (I − C)−1
[
1
Kµ
2σ2
µ2σ2 + 3µ
2b2
1−λ
]
=
[
4
µν
16δ2e1e2
ν2(1−λ)
2λ2
1−λ
4
1−λ
][
1
Kµ
2σ2
µ2λ2σ2 + 3µ
2λ2b2
1−λ
]
=
[
4µσ2
Kν +
16δ2e1e2µ
2λ2σ2
ν2(1−λ) +
48δ2e1e2µ
2λ2b2
ν2(1−λ)2
2µ2λ2σ2
K(1−λ) +
4µ2λ2σ2
1−λ +
12µ2λ2b2
(1−λ)2
]
(143)
Therefore,
lim sup
i→∞
E‖W˜i‖2
(123)
≤ lim sup
i→∞
(
2KE‖W¯i‖2 + 2Ke1e2E‖Wˇi‖2
)
=
8µσ2
ν
+
(4ν2 + 32Kδ2 + 8Kν2)e1e2µ
2λ2σ2
ν2(1− λ)
+
(96δ2 + 24ν2)Ke1e2µ
2λ2b2
ν2(1− λ)2
≤ 8µσ
2
ν
+
44Ke1e2δ
2µ2λ2σ2
ν2(1− λ) +
120Ke1e2δ
2µ2λ2b2
ν2(1− λ)2
= O
(
µσ2
ν
+
δ2
ν2
· Kµ
2λ2σ2
(1− λ) +
δ2
ν2
· Kµ
2λ2b2
(1− λ)2
)
. (144)
This leads to (48) by dividing K to both sides of (144).
APPENDIX C
PROOF OF THEOREM 2
The derivation of the MSD expression adjusts the arguments
from [10, Ch. 11] to our case. We start by introducing
C ∆=
[
IM− µK
∑K
k=1Hk − cµK ITHXR,u−µcD1XLT R1 D1 − µD1XLT XR
]
, (145)
G ∆=
[
1
K IT
1
cD1XLB`
]
, si
∆
= si(Wi−1), (146)
With these definitions, we can rewrite the approximate error
dynamics (64) as Z′i = CZ′i−1 +µGsi. By squaring and taking
conditional expectation over the filtration F i−1, we have
E[‖Z′i‖2Σ|F i−1] = ‖Z′i−1‖2CTΣC+µ2E[‖si‖2GTΣG |F i−1]. (147)
where Σ is any positive semi-definite matrix to be decided
later. By taking expectation again, we have
E‖Z′i‖2Σ = E‖Z′i−1‖2CTΣC + µ2E‖si‖2GTΣG . (148)
Now we analyze the gradient noise term. To do that, we
introduce the network noise quantity
S ∆= diag{S1, S2, · · · , SK}. (149)
where Sk is defined in (75). Note that µ2E‖si‖2GTΣG =
µ2Tr
(
ΣGE[sisTi ]GT
)
. By following [10, (11.72) – (11.76)],
it holds that µ2E‖si‖2GTΣG can be well approximated by
µ2Tr(ΣGSGT). To be more precise, we have
lim sup
i→∞
µ2E‖si‖2GTΣG = µ2Tr(ΣY) + Tr(Σ) · o(µ2), (150)
where Y ∆= GSGT and o(µ2) = O(µ2+) with  > 0. By
substituting (150) into (148) and taking the limit, we have
lim sup
i→∞
E‖Z′i‖2Σ−CTΣC = µ2E‖si‖2GTΣG
= µ2Tr(ΣY) + Tr(Σ) · o(µ2). (151)
Note that from (69), we are interested in lim supi→∞ ‖W˜i‖2 =
E‖Z′i‖2Γ. Thus, we need
Σ− CTΣC = Γ. (152)
We now recall two block Kronecker product properties that
are useful in the following derivations [10, Appendix F]:
bvec(ACB) = (BT ⊗b A)bvec(C) (153a)
Tr(AB) = [bvec(BT)]Tbvec(A) (153b)
for any A, B, and C of appropriate dimensions. To solve for
Σ in (152), we apply property (153a) to both sides of (152)
and reach
bvec(Σ)− (CT ⊗b CT)bvec(Σ) = bvec(Γ), (154)
where ⊗b is block Kronecker operation. Now we define F =
CT ⊗b CT ∈ R(2K−1)2M2×(2K−1)2M2 . Since C is stable for
sufficiently small step-sizes, we know F is also stable and
hence I −F is invertible. Therefore, it holds that
bvec(Σ) = (I −F)−1bvec(Γ). (155)
Next we evaluate the right-hand side in (151). From property
(153b), we have
µ2Tr(ΣY) = µ2[bvec(YT)]Tbvec(Σ)
(155)
= µ2[bvec(YT)]T(I −F)−1bvec(Γ). (156)
To examine the above quantity, we have to evaluate (I−F)−1
first. We recall from (145) that
CT =
[
IM − µK
∑K
k=1Hk −µcRT1T TXTLD1− cµK XTR,uHI D1 − µXTRT TXTLD1
]
. (157)
With definition F = CT⊗bCT, we partition F into four blocks
F =
[ F11 F12
F21 F22
]
(158)
where
F11 =
(
IM − µ
K
K∑
k=1
Hk
)
⊗
(
IM − µ
K
K∑
k=1
Hk
)
(159)
It can be verified that
(I −F)−1
=
[
(IM ⊗ µK
∑K
k=1Hk+
µ
K
∑K
k=1Hk ⊗ IM )−1 0
0 0
]
+O(1)
=
[
IM2
0
]
Z−1
[
IM2 0
]
+O(1) (160)
where Z =
∑K
k=1
µ
K (IM⊗Hk+Hk⊗IM ). With (160), we
have
(I −F)−1bvec(Γ)
=
[
IM2
0
]
Z−1
[
IM2 0
]
bvec(Γ) +O(1). (161)
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By substituting[
IM2 0
]
bvec(Γ)
=
([
IM 0
]⊗b [ IM 0 ]) bvec(Γ)
= bvec
([
IM 0
]
Γ
[
IM
0
])
= Kbvec(IM ) = Kvec(IM ) (162)
into (161), we have
(I −F)−1bvec(Γ)=K
[
IM2
0
]
Z−1vec(IM )+O(1). (163)
Next we let
P
∆
= unvec
(
Z−1vec(IM )
)
=
1
2
(
µ
K
K∑
k=1
Hk
)−1
. (164)
where the last equality can be verified by following similar
arguments to [10, Equations (11.123)–(11.129)]. Substituting
(164) into (163), we have
(I −F)−1bvec(Γ) = K
[
IM2
0
]
bvec(P ) +O(1). (165)
Substituting (165) into (156), we have
µ2Tr(ΣY)=µ2K[bvec(YT)]T
[
IM2
0
]
bvec(P )︸ ︷︷ ︸
∆
= a
+O(µ2) (166)
To examine µ2Tr(ΣY) in the previous expression, we need to
evaluate Y . Since Y = GSGT, we have
Y =
[
1
K IT
1
cXLB`
]
S [ 1K I 1cBT` XTL ]
=
[
1
K2 ITSI 1K ITSBT` XTL
1
KXLB`SI 1c2XLB`SBT` XTL
]
. (167)
Note that from (149), we have ITSI = ∑Kk=1 Sk. With the
expression of Y in (167), we have
a = µ2KTr
[
unbvec
{[
IM2
0
]
bvec(P )
}
Y
]
(a)
= µ2KTr[
[
IM
0
]
P
[
IM 0
]Y]
=
µ
2
Tr

(
K∑
k=1
Hk
)−1( K∑
k=1
Sk
) . (168)
where step (a) follows from property (153a) and in the last
step we used (164) and (167). With the same technique as
above, we can also derive that
Tr(Σ) · o(µ2) = o(µ). (169)
Substituting (166)–(169) into (151), we have
lim sup
i→∞
E‖Z′i‖2Γ=
µ
2
Tr

(
K∑
k=1
Hk
)−1( K∑
k=1
Sk
)+o(µ). (170)
With relation (71) in Lemma 7, we also have
lim sup
i→∞
E‖Zi‖2Γ
=
µ
2
Tr

(
K∑
k=1
Hk
)−1( K∑
k=1
Sk
)+ o(µ). (171)
Recalling the facts that E‖W˜i‖2 =
∑K
k=1 E‖w˜k,i‖2 and
limµ→0 o(µ)/µ = 0, we therefore derive the MSD expression
of exact diffusion as follows
MSD = µ
(
lim
µ→0
lim sup
i→∞
1
µK
E‖W˜i‖2
)
(69)
= µ
(
lim
µ→0
lim sup
i→∞
1
µK
E‖Zi‖2Γ
)
=
µ
2K
Tr

(
K∑
k=1
Hk
)−1( K∑
k=1
Sk
) . (172)
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