Reward value guides goal-directed behavior and modulates early sensory processing. Rewarding stimuli are often multisensory but it is not known how reward value is combined across sensory modalities. Here we show that the integration of reward value critically depends on whether the distinct sensory inputs are perceived to emanate from the same multisensory object. We systematically manipulated the congruency in monetary reward values and the relative spatial positions of co-occurring auditory and visual stimuli that served as bimodal distractors during an oculomotor task. The amount of interference induced by the distractors was used as an indicator of their perceptual salience. Our results across two experiments show that when reward value is linked to each modality separately, the value congruence between vision and audition determines the combined salience of the bimodal distractors. However, reward value of vision wins over the value of audition if visual and auditory stimuli have been experienced as belonging to the same audiovisual object prior to the learning of the reward values. The perceived spatial alignment of auditory and visual stimuli is a prerequisite for the integration of their reward values, as no effect of reward value was observed when the two modalities were perceived to be misaligned. These results show that in a task that highly relies on the processing of visual spatial information, the reward values from multiple sensory modalities are integrated with each other, each with their respective weights. This weighting depends on the congruency in reward values, exposure history, and spatial co-localization.
Introduction
Sensory perception is not merely driven by the incoming sensory inputs but is also affected by top-down information (Gilbert and Sigman, 2007) . Among the top-down influences on perception, the effect of reward is particularly important to motivate an agent, facilitate learning, and help the agent to behave adaptively given the limited capacity of both sensory and motor systems. It has been shown that reward acts to modulate selective attention when the subject's performance was directly linked to the monetary reward (Small et al., 2005; Mohanty et al., 2008; Engelmann et al., 2009) , even when the monetary reward was no longer task-relevant (Libera and Chelazzi, 2006; Hickey and van Zoest, 2012; Pooresmaeili et al., 2014; Asutay and Västfjäll, 2016; Luque et al., 2017) . Rewards may act as guiding signals for learning and optimizing specific attentional operations (Chelazzi et al., 2013a) , and not only can reward increase the salience of associated stimuli (Hickey and van Zoest, 2012) , but also enhance the suppression of the distractors (Della Libera and Chelazzi, 2009) , change the priority maps of space (Chelazzi et al., 2014) , and reduce the intrinsic neural noise in the motor and cognitive control (Manohar et al., 2015) .
Nevertheless, although there is a plethora of studies on various aspects of reward, to date, evidence showing the effect of reward-association in one sensory modality on the perception of another modality and, more importantly, how reward from different sensory modalities interact with each other remain scarce. This is despite the fact that in natural environments objects are typically multisensory and comprise multiple attributes that could potentially have either similar or distinct associative values which underscores the importance of understating how information related to reward value is integrated across senses. From a sensory integration point of view, it is well-known that our brain combines multiple sensory signals based on cue integration principles into coherent percepts to reduce uncertainty (Ernst and Banks, 2002; Kersten et al., 2004; Knill and Pouget, 2004) , or use information in one sensory modality to prioritize information processing in another sensory modality that better serves as an "expert system" according to the task at hand (Macaluso and Driver, 2005) . In other cases, however, perception may be dominated by information from one sensory modality, with other modalities being partially or completely disregarded (Colavita, 1974; Spence, 2009 ).
Critically, in addition to the physical characteristics of the input stimuli, such as their spatial or temporal properties, recent studies also provided evidence for the effect of cognitive factors on audio-visual integration. For example, expectations of stimulus characteristics can reduce reaction times in a task that requires audio-visual integration (Van Wanrooij et al., 2010a; Zuanazzi and Noppeney, 2018) , and emotional (Maiworm et al., 2012) and motivational factors (Bruns et al., 2014 ) can both influence cross-modal binding processes.
Taken together, the physical and cognitive characteristics of multisensory objects have been shown to affect the processing of information across senses. Although several computational models have been put forward to explain the principles governing cross-modal processing based on the physical characteristics of stimuli (Stein and Meredith, 1993; Calvert, 2001; Stein and Stanford, 2008; Chandrasekaran, 2017) , the role of cognitive factors and their possible interactions with physical stimulus characteristics has remained underexplored.
In the present study, our aim was to examine the effect of (1) associated reward values (2) spatial alignment of auditory and visual signals in audiovisual integration. We systematically manipulated these factors during the course of two experiments: Experiment 1 manipulated the congruence of reward values between the auditory and visual stimuli, and Experiment 2 manipulated both reward value congruency and spatial congruency.
The experiments were based on a visually driven saccade task that involved oculomotor interference created by a distractor. Saccades provide a reliable read-out of cross-modal interactions and previous studies have investigated the influence of bimodal targets or distractors on saccade planning (Corneil et al., 2002; Doyle and Walker, 2002; Campbell et al., 2010; Heeman et al., 2016) . Importantly, the associated reward value of a visual distractor has been shown to modulate the magnitude of its interference with the planning of the saccades to a target (Hickey and van Zoest, 2012) . We hypothesized that in such a task that highly relies on the processing of visual spatial information, visual rewards dominate the effect of bimodal distractors on saccade planning but reward value is integrated across senses if auditory uni-sensory inputs are perceived to have a common source as the visual inputs.
Material and Methods of Experiment 1

Participants
Twenty-four participants (18-34 years old; M=25.0, SD=4.0; 11 males) took part in Study 1.
One subject was excluded because more than 25% of trials had to be discarded (see the following analyses paragraph for the trial exclusion criteria). All participants were without any neurological or psychiatric disorders and with no recent use of drugs, medications or alcohol dependence, and all had normal or corrected-to-normal sights and normal hearing. Participants gave written informed consent after the experimental procedures were clearly explained to them. They received basic payment plus the payment that was proportional to the accumulated reward value they gained during the reward association part of the experiment. The experiment took approximately 1.5 hours and participants were compensated by €14. The study was conducted in full accordance with the Declaration of Helsinki and was approved by the local Ethics Committee of the Medical University Goettingen (proposal: 15/7/15).
Apparatus
Eye movements were measured using the Eyelink 1000 eye tracker system (SR Research, Ontario, Canada) in a desktop mount configuration, recording the right eye, with a sampling rate of 1000 Hz. The visual stimuli were presented on a calibrated LCD monitor with a refresh rate of 120 Hz, and the auditory stimuli were presented with over-ear headphones (Sennheiser audiometry headphones, HAD 280). Stimuli were produced by MATLAB and the Psychtoolbox with custommade scripts.
Materials and Procedure
Participants were comfortably seated in a dimly lit room, with their head rested on a chinrest. The experiment included a Pavlovian conditioning part to familiarize the participants with the reward associations, and a post-conditioning part that required the participant to perform saccadic eye movements after they had learned the reward associations ( Figure 1A) . Each participant performed 1 block consisting of 120 trials in the conditioning part, 9 training trials to familiarize with the task needed for the post-conditioning part, and 5 blocks consisting of 135 trials (15 repetitions of each of the 9 experimental conditions) for the post-conditioning part. Participants were allowed to take a break for exactly 3 minutes between the blocks. The eye tracker was calibrated at the beginning of the experiment and after each break, by the participant fixating at 13 randomly presented targets spanning the display (EyeLink calibration type HV13).
In the conditioning part, participants learned the reward associations of two sounds (600 Hz or 1000 Hz, sawtooth waveform) and two colors (light magenta and light mustard colors, RGB values [171 136 0] and [239 77 255] ) by performing a localization task ( Figure 1A) . The loudness level of the sounds and the luminance of the two colors had also been equalized (55 dB and 70 cd/m 2 , respectively), and the background color was mid-grey (RGB: [128 128 128] ).
At the beginning of each trial, the participant was instructed to maintain eye position on a dot (0.3°) at the center of the screen for 1750 -2250 ms. The stimulus display also contained 2 square shaped frames to the left and right side of the fixation point (12° eccentricity, 10° size, RGB: of each modality (sound/color), reward (high/low), and side (right/left side relative to the fixation point) was pseudo-randomized for each subject, and was programmed in a way that none of them repeated consecutively for more than 3 trials. At the end of the conditioning part, the participant was required to indicate the sound and the color that gave higher reward by pressing number '1' or '2' on a keyboard. The orders for the presentation of the 2 sounds and 2 colors were both randomized. B. Saccadic task in the post-conditioning part of Experiment 1-2: Participants were instructed to make an eye movement from the fixation point to the target (a ring). In each trial, the participant started by maintaining eye position on the fixation point for a random duration between 1300 and 1600 ms before a target circle was presented either above or below the fixation point, simultaneously with one of the following conditions: (1) with no distractor; (2) with a visual distractor either to the right or left side of the horizontal position of the fixation point; (3) with an auditory distractor presented on the right or left side of the headphone; (4) with a bimodal distractor, which was composed of both the visual and auditory distractors presented on the same side relative to the fixation point. In Experiment 2, one more condition was included, in which the auditory distractor was presented on the opposite side relative to the visual distractor.
In the post-conditioning part, we used a modified version of the task used by a previous study (Hickey and van Zoest, 2012) , where participants had to make an eye movement from the fixation point to a target ( Figure 1B) . The participant first pressed the space bar to begin a trial.
Following 1000 ms of successful fixation (eye position maintained within 1° from the center of fixation point with a size of 0.3°), fixation point shrank in size (0.15°) and a second fixation period jittered between 300 and 600 ms had to be fulfilled before the presentation of the experimental stimuli. If eye position offsets more than 1° from the center of fixation point were detected any time within the 1300-1600 ms of the designated fixation period, this interval started over from the beginning. Successful fixations were followed by the presentation of a target (a dark grey ring, Same as the conditioning part, after each post-conditioning block, the participant was also required to indicate the sound and the color that gave high reward by pressing the number '1' or '2'
on the keyboard and the orders for the presentation of the 2 sounds and 2 colors were both randomized. After the whole experiment, the participants had to fill out a questionnaire regarding the reward values of the stimuli and whether they had any preference towards any stimulus. This questionnaire was used to exclude participants that potentially had misunderstood reward associations (e.g. indicated that high reward sound or color was always presented on the right side).
Data Analyses
Data were processed and analyzed by using MATLAB (version R2015a). Trials from the training sessions were excluded from the analyses. For each trial, the first saccade after the target onset was analyzed. To detect the saccades, eye position samples in a trial were smoothed using a Savitzky-Golay lowpass filter with an order of 2 and length of 10 ms (Nyström and Holmqvist, 2010) . Saccade onsets were defined as the moment when a sample exceeded an angular velocity threshold of 35°/s and an acceleration of 9500°/s 2 . Saccade offsets were calculated as the first sample where the eye position velocity and acceleration fell below the aforementioned thresholds.
Trials with a saccadic latency less than 80 ms or more than 400 ms, with a saccadic duration of more than 120 ms were excluded from the analyses. Additionally, trials where the angular deviation of the saccade endpoint or the saccade amplitude was more than 2.5 standard deviations away from the subjects' grand mean (across all trials of the session) were defined as outliers and were removed from the analysis. 1 subject was excluded because more than 25% of trials were discarded based on these criteria. In the remaining 23 subjects, 94.78±2.33% of trials were taken into the analysis.
Our statistical inferences and conclusions throughout are based on the mean angular deviation of saccade trajectories, i.e. similar to previous studies of the effect of reward on oculomotor salience (Hickey and van Zoest, 2012) . The calculation of the angular deviation of the saccade trajectories for a typical trial is demonstrated in Figure 2A and 2B Since the target position could be either in the upper or lower hemi-field, and the distractor could be either on the left or right side relative to the fixation point, in order to examine the angular deviation, we rectified the target position to the upper hemi-field, and the distractor to the right side relative to the fixation point. In each participant, the no-distractor condition served as baseline, and their averaged angular deviation was subtracted from the average angular deviation of each distractor condition with the corresponding target location (i.e. in upper or lower hemi-field). Even in the absence of distractors, saccades may exhibit trajectory deviations which are predominantly towards one of the quadrants. Subtraction of the no-distractor trajectories remedies this directional bias. However, our estimation of the baseline using no-distractor condition could be noisy.
Therefore, the baseline was determined by averaging the angular deviation of no-distractor trials which were within 68% confidence interval around the mean in this condition (absolute Z-score <1). We obtained the same statistical results as reported here, when the data was analyzed without the subtraction of the baseline.
We analyzed the saccade average angular deviations by carrying out a series of repeated measures analysis of variance (RANOVA). The first analysis focused merely on the physical property of the distractor, regardless of reward association, with factors for modalities (visual, auditory, bimodal) . Our primary interest lay in the effect of reward, and the reward congruency between the visual and auditory reward. Therefore the second analysis focused on the effect of reward (in the cases where reward was unambiguous, i.e. congruent reward for the bimodal conditions), with factors for modalities (visual, auditory, bimodal) and reward (high vs. low); the third analysis focused on reward congruency in the bimodal distractors, with factors for visual reward (high vs. low), and auditory reward (high vs. low).
Latencies of the saccades (the time between the onset of the target and distractors and the onset of the first saccade), saccade duration (the interval between the onset and the offset of a saccade) and the distance of the endpoint of the saccades from the target are also reported in Supplementary Tables (S1-S4 ).
Results of Experiment 1
Conditioning Task
In the conditioning part, participants only had to identify the location of the presented color change/sound in each trial. The mean correct responses were 99.6% across 120 trials, with a standard deviation of 0.6% indicating that subjects could accurately localize the colors/sounds. All subjects had learned the reward value associated with each color and sound (based on their responses at the end of conditioning block and the questionnaire data).
Saccadic Task
Our statistical analyses for saccadic task are based on the mean angular deviation of each condition.
Saccade latencies, durations and the distance of the endpoint from the target are reported in Supplementary Tables (S1-S4 ).
Modality
For the analysis of the effect of modality, the data from all reward conditions of each modality (visual, auditory and bimodal) were pooled. The visual distractors were associated with the strongest trajectory deviations (mean ± SD: -0.88±0.56) followed by the bimodal distractors (mean ± SD: -0.79±0.69), and auditory distractors caused the least deviated (mean ± SD: - (Heeman et al., 2016) , showing that the trajectory deviations caused by bimodal and visual distractors do not differ when the distractor is remote from the target. D. Baseline corrected saccadic trajectory deviations in all bimodal conditions. From left to right: congruent-reward/both high-value, congruent-reward/both low-value, incongruent-reward/visual low-value & auditory high-value, and incongruent-reward/ visual high-value & auditory low-value conditions. Saccade trajectories had significantly larger deviations when reward values were congruent compared to when they were incongruent across modalities.
Reward association in different modalities
Error bars indicate the standard error of the mean (s.e.m).
Reward Congruency
For the analysis of reward congruency, we took all the bimodal conditions and performed a RANOVA with visual reward (High or Low) and auditory reward (High or Low) as independent factors. Note that in this analysis our bimodal conditions are represented as High/High, Low/Low, Low/High and High/Low, with respect to visual or auditory rewards, with congruent conditions represented as High/High or Low/Low (Figure 1B and 2D) . The results of RANOVA showed a significant interaction between the visual and auditory rewards (F(1,22)=4.72, p=0.040), indicating a significant effect of reward congruency. As can be seen in Figure 2D , saccadic trajectories exhibited stronger deviations away from the distractor when the visual and auditory reward values were congruent (mean ± SD = -0.90±0.79) compared to when they were incongruent (mean ± SD = -0.69±0.66). None of the main effects reached statistical significance (all Fs<1 and all Ps>0.5).
Having shown that learned reward associations of distractors affect the trajectory of visually-guided saccades, in the following Experiment 2 we further examined the interaction between cognitive factors (reward values of the visual and auditory components of the bimodal distractors) and the physical factors (spatial locations of the visual and auditory components) of the distractor in a similar setup. We also included a pre-conditioning part of the experiment to confirm that the effect of reward only exists after learning of the reward associations.
Material and Methods of Experiment 2
Participants
The number of the participants was calculated based on the results of Experiment 1 (paired t-test, two-tailed high visual vs. low visual reward values, α=0.05, β=0.8, N required for this power was 32). In total, 36 participants were recruited, 4 participants were excluded (2 participants did not
give correct answers to the questions regarding reward association right after the conditioning part, and were replaced by 2 new participants, 1 participant did not complete the second session, 1 participant had poor calibration values). The final sample comprised thirty-two participants (19-37 years old; M=25.3, SD=4.0; 11 males). The experiment was conducted on two consecutive days. On the first day, all participants received €17; on the second day, all participants received basic payment plus the payment that was proportional to the accumulated value they gained during the reward association part of the experiment (with a maximum of €31). All procedures related to the recruitment of the participants were identical to Experiment 1 and complied with the ethical guidelines as described for that experiment.
Apparatus
Identical to Experiment 1.
Materials and Procedure
The conditioning task used for the learning of reward associations and the saccadic task of Experiment 2 were identical to that of Experiment 1 (Figure 1 The control task was followed by a pre-conditioning part that required the participant to perform the saccadic task prior to the learning of the reward values ( Figure 1B) . Each participant performed 13 training trials to familiarize with the saccade task followed by 10 blocks consisting of 150 trials for the pre-conditioning part (i.e. 1500 trials in total). In the saccadic task, the distractor conditions were one of the following: (1) no distractor; (2) with a visual distractor (0.8°) either 3.6°
to the right or left side of the horizontal position of the fixation point; (3) with an auditory distractor presented on the right or left side of the headphone; (4) with a bimodal distractor, which is composed of both the visual and auditory distractors presented on the same side; (5) with a bimodal distractor, which is composed of both the visual and auditory distractors presented on the opposite side ( Figure 1B) . Note that visual and auditory distractors could have been associated with either high or low reward values. Bimodal distractors comprised 4 conditions with respect to the associated reward value in each modality (i.e. both modalities high, both modalities low, vision high and auditory low and vision low and auditory high reward values). Since bimodal distractors could be on the same or opposite sides, this resulted in a total of 8 bimodal conditions (i.e. 4 reward pairings × 2 sides). Therefore, experimental stimuli comprised 13 conditions, each repeated 120 times (except for the no-distractor condition that was repeated for 60 trials). The number of trials per distractor condition was increased compared to Experiment 1 (120 trials per distractor condition in Experiment 2 compared to 75 trials per condition used in Experiment 1) in order to have a more robust estimation of the saccades' trajectory deviations.
On the second day of the experiment, participants first performed the reward conditioning task (160 trials, i.e. 40 trials per reward condition in each modality), followed by the saccadic task (post-conditioning part, same procedure and number of trials as the pre-conditioning part). At the end of the session on day 2, participants performed the control task where they indicated the perceived location of the experimental stimuli with eye movements again (10 training trials and 200 trials of the main task identical to day one). This was to test if training on the saccade task alters the perceived location of the target and the distractors ( Figure 3C ). 
Results of Experiment 2
Conditioning Part
The mean correct responses were 99.4% across 160 trials, with a standard deviation of 1%.
Saccadic Task
Based on the exclusion criteria (identical to Experiment 1), in the Pre, 5% of the trials were excluded, and in the Post, 4% of the trials were excluded.
The effect of Modality
For the analysis of the effect of modality, high and low visual reward were combined into "Visual", high and low auditory reward were combined into "Auditory", all the same-side bimodal conditions were combined into "Same Bimodal", and all the opposite-side bimodal conditions were combined into "Opposite Bimodal". conditions. Whereas prior to the learning of reward associations no difference between trajectory deviations of bimodal conditions on the same vs. opposite sides was found, after conditioning these conditions diverged from each other, perhaps due to the participants paying more attention to the spatial characteristics of reward-associated sounds and visual stimuli. Bimodal distractors on the same side were associated with significantly smaller deviations compared to visual distractors, which is different from the results obtained in Experiment 1 and indicates that longer training and thus more extensive experience with co-occurring visual and auditory stimuli enhances audiovisual integration, as evidenced by the difference of bimodal condition from both uni-modal conditions.
Latencies, durations and the distance of the saccade endpoint from the target are reported in Supplemental Material (Table S2-S4) .
Reward association in different modalities
In the Pre conditioning part, a RANOVA with modalities and reward as independent factors showed a significant main effect of modality (F(3,93)=25.11, p=5.46×10 -12 ) but the effect of reward was not significant (F(1,31)<1 and P>0.7). No significant interaction was found (F(3,93)=1.27, p=0.28).
In the Post conditioning part, however, the RANOVA revealed a main effect of Modalities 
B.
Baseline corrected saccadic trajectory deviation in all bimodal conditions. The stars indicate significant effects in the post-conditioning part. Error bars are the standard error of the mean (s.e.m).
C.
The effect of training on the perceived location of auditory and bimodal distractors. The distance of the saccades' endpoint from the center of visual distractor in control task is displayed for the data collected before participants were exposed to the audiovisual stimuli in the saccade task (white squares) and at the end of the experiment (black squares). Note that in auditory condition no visual distractor was presented and the distance of endpoint is calculated based on the location of distractor across the experiment (i.e. X=±3.6° and Y=0). Dashed and solid horizontal lines are the mean distance of saccades' endpoints when participants localized visual distractors, before and after exposure to the saccade task respectively.
Error bars are the standard error of the mean (s.e.m). Figure 3B shows the results of the Spatial versus Reward Congruency. A three-way RANOVA with: Visual Reward (high vs. low), Auditory Reward (high vs. load) and Spatial Location (Same vs. Opposite); as factors was performed on the Pre-and Post-conditioning data. In the Pre conditioning part, none of the factors showed a significant difference, and there was no significant interaction either (all Ps>0.1). For the Post-conditioning part, however, the RANOVA showed a significant effect of Side (F(1,31)=5.62, p=0.024) and a significant interaction between the Visual Reward and Side (F(1,31) =5.27, p=0.028). There was a trend for the main effect of visual reward, but this effect did not reach statistical significance (F(1,31)=3.11, p=0.08). All other main and interaction effect had were non-significant (all Fs<1 and Ps>0.5). As can be seen in Figure 3B , the interaction between visual reward and side is driven by a difference between bimodal conditions with high vs. low visual reward that is only present when auditory and visual distractors are on the same side. Accordingly, separate RANOVAs on the trajectory deviations of same-side and opposite-side bimodal distractors showed a significant effect of visual reward only in same-side bimodal distractors (RANOVA, F(1,31), P=0.002), whereas in opposite-side none of the main or interaction effects reached statistical significance (all Fs<1 and Ps>0.5). Therefore, reward value of visual and auditory stimuli was completely disregarded when they were on the opposite sides, whereas the value of visual reward determined the degree of trajectory deviations when the two modalities where perceived to be on the same side.
Spatial congruency and reward congruency
Control task: saccadic localization of distractors and the effect of exposure history
The distance between the target and the distractors is an important determinant of the magnitude of distractor interference in the saccadic paradigm that we used in this study. Therefore, in a control task we asked the participants to report the perceived location of the distractors by making a horizontal saccadic eye movement to them. Visual and bimodal distractors were all localized to the same spatial location when participants made saccades to their perceived locations, both before and after experiencing the audiovisual stimuli in the saccade task (mean ± SD of the horizontal position of the saccade endpoints in Pre: 3.57°±0.61°, 3.79°±1.18° and 3.62°±1.45° for visual, bimodal/same-side and bimodal/opposite-side, respectively, and in Post: 3.71°±1.61°, 3.82°±1.98°, 3.77°±2.05°; all Ps>0.1 for paired t-tests). Comparison of the saccades' accuracy ( Figure 3C) ; i.e. the distance of the saccade's endpoint from the center of the visual distractor revealed a significant difference between bimodal distractors on the same versus different sides at the beginning (mean ± SD in Pre: 0.50°±0.57°, 0.67°±1.19°, 0.81°±1.38°, P= 0.02 in bimodal-same vs. bimodal-opposite, P=0.06 in visual vs. bimodal same, other Ps>0.1). However, this difference ceased to exist after extensive training on the saccade task (mean ± SD in Post: 0.72°±1.57°, 0.78°±1.92°, 0.86°±1.96° for visual, bimodal/same-side and bimodal opposite-side, respectively, all Ps>0.1).
As expected, auditory stimuli were localized less accurately (distance from the center of the visual distractor in Pre: 6.56°±5.34° and in Post: 4.57°±4.87°) and to a location distant from the visual distractor (horizontal position of saccade endpoint in Pre: 9.13°±5.76° and in Post:
6.23°±5.25°). Therefore, across all bimodal and auditory conditions, after extensive training and experience with co-occurring audiovisual stimuli, distractors were localized to a location nearer to the visual distractors. This is similar to the findings of the previous studies (Wozny and Shams, 2011) showing that experience with audiovisual stimuli shifts the localization of auditory signals towards visual stimuli.
General Discussion (1625 words, 1500 words maximum)
In the present study, our aim was to examine the integration of reward value across sensory modalities during a visually-guided saccade task. More specifically, we examined whether Pavlovian conditioning has an effect similar to the previous studies that utilized transient rewards, and further examine whether factors such as reward congruency and spatial congruency would influence the integration of learned reward values. In Experiment 1, we showed that the reward values learned via Pavlovian conditioning permeated the stimuli even during the non-reward part with a significant effect of reward value on the trajectory deviations of visual distractors and a significant effect of the value congruence in bimodal distractors. In Experiment 2, we re-confirmed the effect of Pavlovian conditioning on the following non-reward part as there was a significant effect of reward value across all modalities. Importantly, after extensive training with bimodal stimuli and experiencing stimuli that were clearly misaligned and those that were not, bimodal distractors with visual and auditory components on the same side were predominantly modulated by the visual reward value. No effect of reward value was observed when visual and auditory distractors were on the opposite sides. The lack of reward-related effects in the pre-conditioning part where no reward association was learned confirms the crucial role of reward learning.
Pavlovian conditioning leads to long-lasting changes in perceived salience of reward associated stimuli Our experimental paradigm was similar to a previous study that specifically examined the impact of transient rewards of visual distractors (i.e. the color of a target associated with high or low reward value in a previous trial could serve as a distractor on next, switch trials) on saccadic trajectories (Hickey and van Zoest, 2012) . However, in our study stimulus features were never shared between the target and the distractors, and moreover the distractors acquired their associative values through a separate Pavlovian reward conditioning task. It is therefore, remarkable that completely task-irrelevant distractors that were never rewarded during the oculomotor task could still compete with the processing of the target and lead to changes in the saccade trajectories.
Nevertheless, we note that when the number of trials and therefore the duration of the experiment was increased, some of the conditions did not show a significant effect of reward value that is different from previous results (Hickey and van Zoest, 2012) and could be due to a reduction of the reward-related effects over time.
This pattern of result is in line with a series of recent studies showing that associative reward learning can enhance the salience of rewarded stimuli and lead to value-driven attentional capture, even in the following non-reward phase (Theeuwes and Belopolsky, 2012; Yantis et al., 2012; Chelazzi et al., 2013b; Hickey and van Zoest, 2013; Bucker and Theeuwes, 2018; Mine and Saiki, 2018) . The impact of associative value during the non-reward phase depends on whether the previously rewarded stimuli serve as targets or distractors. Accordingly, stronger attentional capture by high reward distractors can interfere with the task goals and decrease performance. Our results extend these previous findings to the domain of cross-modal associative reward value.
The effect of auditory distractors and their associative reward value on oculomotor planning
Although auditory distractors interfered minimally with the saccade planning compared to visual stimuli, their associative value modulated the responses to co-occurring visual stimuli (in both experiments) and even to uni-sensory auditory stimuli (i.e. significant difference between auditory stimuli with high vs. low reward in Experiment 2). The stronger modulation of saccade trajectories by auditory distractors in Experiment 2 was perhaps due to the longer exposure to the experimental stimuli and recalibration of their perceived positions (Recanzone, 2009; Wozny and Shams, 2011) with a shift to the locations nearer the target, as also demonstrated by the results of our control task ( Figure 3C ). in red) inputs emanate from the same audiovisual object (AV) and should be integrated or not, the first step is to determine whether they share the same spatial location. In case of an obvious misalignment in spatial positions, no further integration occurs, as was the case for bimodal/opposite-sides stimuli in Experiment 2. If A and V are assumed to be co-localized, the second step would be to decide whether they have the same source or not. In Experiment 1, the lack of prior exposure to bimodal stimuli led to a greater uncertainty regarding the source of uni-sensory inputs and no audiovisual integration based on sensory features occurred. However, the congruence of reward value was used as an additional information source to weight auditory and visual signals based on the congruency of their reward values (ωReward_A and ωReward_V, for the weight of auditory and visual reward values, respectively). In Experiment 2, prior exposure to audiovisual stimuli and also the experience with overtly misaligned events led to a stronger assumption of relatedness for same-side/bimodal stimuli and their integration at a sensory level (marked as AV integration). However, since in Experiment 2 even apparently misaligned stimuli were sometimes congruent in their reward values, the reliability of value congruence in informing the relatedness of uni-sensory signals was reduced and subsequently more weight was assigned to the reward value in visual modality that also provides more reliable information in a visuospatial task.
Distinct modes of audiovisual integration: binding by cross-modal reward values versus spatiotemporal alignment
In audiovisual integration, there are several bottom-up and top-down factors that help the brain decide whether audio and visual information should be integrated or segregated (Chen and Spence, 2017) . Over decades, numerous studies have shown that stimuli spatial misalignment and temporal asynchrony (Stein and Meredith, 1993) are the main bottom-up factors that disrupt crossmodal integration. Nevertheless, recent studies show emerging evidence that top-down factors such as expectations of stimulus characteristics (Van Wanrooij et al., 2010b) , emotional and motivational (Bruns et al., 2014) factors, and semantic congruence (Doehrmann and Naumer, 2008) can all influence audiovisual integration (Macaluso et al., 2016) . When incongruent information is provided by auditory and visual signals in the same event, conflicts may be resolved based on their individual modality precision or modality appropriateness (Welch and Warren, 1980) , or the system would call for cognitive control (Pessoa, 2009) Critically, our present study required the participants to learn the associated reward values of the visual and auditory stimuli separately, without them being bound as a unity in the conditioning part. In Experiment 1, participants were asked to perform the saccadic task without prior experience with our bimodal experimental stimuli, therefore the ambiguous spatial location of the auditory stimuli made it difficult to determine whether they are co-localized with the visual stimuli and should be bound into a unity based on their perceived spatial locations. Consequently, in order to determine if visual and auditory stimuli were emanated from the same source, top-down information related to the associated reward values were used to examine the unity assumption, which is similar to cross-modal binding through semantic congruence. This resulted in the significant effect of reward congruency in Experiment 1. Our result is in line with a recent study (Sanz et al., 2018) that also outlined the importance of cross-modal semantic congruency in crossmodal reward integration, and showed that value-driven attentional capture may operate across different sensory modalities for semantically congruent stimuli.
Unlike Experiment 1, in Experiment 2, participants were asked to perform a localization task and the saccadic task before the conditioning part; hence they were already exposed to the bimodal stimuli even before learning the reward associations of the stimuli in each modality respectively, and had extensive practice for the saccadic task. Moreover, the contrast between the same-side bimodal and opposite-side bimodal conditions also emphasized the difference between their audiovisual spatial alignments, and could possibly enhance the audiovisual integration for the same-side bimodal conditions. This observation is supported by the fact that in Experiment 1, the saccadic deviation of bimodal conditions did not differ from the visual conditions indicating that auditory stimuli were either localized to a remote location (Heeman et al., 2016) or were assumed to be unrelated to visual stimuli. In Experiment 2, however the saccadic deviation of same-side bimodal conditions significantly differed from the visual and auditory conditions in both pre-and post-parts, indicating the integration of visual and auditory stimuli at a physical level (Figure 4) .
The difference between the perceived spatial alignments of visual and auditory stimuli in Experiment 1 and Experiment 2 is pivotal since in Experiment 1, the auditory and visual stimuli and the information they were associated with could only be bound by their reward values, whereas in Experiment 2, it was possible to categorize the spatial locations of the auditory and visual stimuli into the same location in the same-side bimodal conditions, therefore they could be perceived as a single event. Once the auditory and visual stimuli were perceived as a single event, the reward value signaled by the visual stimuli was favored during the saccadic task, as evidenced by the significant interaction between visual reward and side, due to the fact that the visual system is the "expert system" and contains more reliable information regarding spatial relationships in a visually-driven saccade task. This flexible weighting of reward-related information across sensory modalities is akin to the findings of previous studies that investigated the balance between multisensory integration and uni-sensory dominance by manipulating physical characteristics of stimuli (YuvalGreenberg and Deouell, 2009 ).
Possible Neural underpinnings
Distractors composed of different sensory modalities had been shown to have an influence on the curvature of the saccades made to a target (Doyle and Walker, 2002; Campbell et al., 2010; Heeman et al., 2016) and we provide evidence for the modulation of these effects by cross-modal reward value. Deviation of saccades towards or away from a visual distractor is proposed to be due to the top-down inhibition of the distractor-evoked responses at the level of Superior Colliculus, a midbrain structure that determines saccade vectors (Munoz et al., 2000) . This inhibition could lead to the concurrent inhibition of neural populations that program the saccades to the target and are under a common motor map with the distractor (McPeek et al., 2003; McPeek, 2006) . Our current results suggest that cross-modal reward may provide top-down information for such inhibition.
Given the dense connectivity between the brain structures that encode reward value in Basal Ganglia and Superior Colliculus (Hikosaka et al., 2014) , it is likely that cross-modal integration of reward value occurs at the level of SC. Future studies are needed to explore this possibility.
In conclusion, our results from the two experiments demonstrate that in a saccadic task that highly relies on the processing of visual spatial information, the reward values from a different sensory modality that does not render reliable spatial information can still be integrated with the reward value of the visual modality. The weighting of reward information depends on the assumptions regarding the source of visual and auditory stimuli. Once perceived to be co-localized, the modality that is more task-relevant is assigned with a higher weight for its reward information.
In case of uncertainty regarding the spatial co-localization, the congruence of reward value across modalities determines the fate of audiovisual integration.
