In this paper we prove time and space bounds for the implementation of the programming language NESL on various parallel machine models. NESL is a sugared typed J-calculus with a set of array primitives and an explicit parallel map over arrays.
In this paper we prove time and space bounds for the implementation of the programming language NESL on various parallel machine models. NESL is a sugared typed J-calculus with a set of array primitives and an explicit parallel map over arrays.
Our results extend previous work on provable implementation bounds for functional languages by considering space and by including arrays. For modeling the cost of NESL we augment a standard call-by-value operational semantics to return two cost measures: a DAG representing the sequential dependence in the computation, and a measure of the space taken by a sequential implementation. We show that a NESL program with w work (nodes in the DAG), d depth (levels in the DAG), and s sequential space can be implemented on a p processor butterfly network, hypercube, or CRCW PRAM usin O(w/p + d log p) time and ? 0(s + dp logp) reachable space.
For programs with sufficient parallelism these bounds are optimal in that they give linew speedup and use space within a constant factor of the sequential space.
Introduction
This paper presents a provably time and space efficient implementation of the parallel programming language NESL [6] . NESL is a strongly typed call-by-value functional language loosely based on ML. It has been implemented on several parallel machines [8] , and has been used both for teaching parallel algorithms [9, 7] , and implementing various applications [17, 4, 1] . The parallelism in the language is based on including a primitive sequence data type, a parallel map operation, and a small set of primitive operations on sequences. To be useful for analyzing parallel algorithms, NESL was designed with rules for calculating the work (the total number of operations executed) and depth (the longest chain of sequential dependence) of a computation. These are standard cost measures in the analysis of parallel algorithms [23, 22] . In this paper we formalize these rules and give provable implementation bounds for both space and time.
lThe implementation is based on a randomized algorithm for the fetch-and-add operator and will therefore run within the given time with high probability.
Permissionto make digitalkrd copy of part or all of tiIs work for personal or classroom usa is rantad without fee provided that copies are not made 1 or distributed for pro t or commercial advantage, the mpyright notice, the title of the publication and its date appear, and notioe is given that copying is by permission of ACfvf,Inc. To mpy otherwise, bJrepublish, to post on servers, or to rwdistributs to lists, requires prior specific permission andior a fee.
The idea of a provably efficient implementation is to add to the semantics of the language an accounting of costs, and then to prove a mapping of these costs into running time and/or space of the implementation on concrete machine models (or possibly to costs in other languages).
The motivation is to assure that the costs of a program are well defined and to make guarantees about the performance of the implementation.
In previous work we have studied provably time efficient parallel implementations of the J-calculus using both call-by-value
[3] and speculative parallelism [18] . These results accounted for work and depth of a computation using a profiling semantics [29, 30] and then related work and depth to running time on various machine models. This paper applies these ideas to the language NESL and extends the work in two ways. First, it includes sequences (arrays) as a primitive data type and accounts for them in both the cost semantics and the implementation. This is motivated by the fact that arrays cannot be simulated efficiently in the A-calculus without arrays (the simulation of an array of length n using recursive types requires a fl(log n) slowdown).
Second, it augments the profiling semantics with a cost measure for space and proves bounds on the space needed by the implementation based on this measure. These bounds show that for programs with sufficient parallelism, the parallel execution requires very little extra memory beyond a standard call-by-value sequential execution. These space bounds use recent results on DAG scheduling
[2] and are non trivial.
Although we use these extensions to prove bounds for NESL, the techniques and results can be applied in a broader context.
In particular we translate NESL into a generic array language which could be used to express other array extensions, and the space bounds we derive can be applied with minor changes to most languages with fork-join style parallelism, including the call-by-value A-calculus [3] .
Cost model.
To model time and space in the semantics, we augment a standaxd call-by-value operational semantics to return two cost measures.
The first is a DAG which represents the sequential control dependence in the program. The number of levels in the DAG is the depth of a computation, and the number of nodes in the DAG is the work of the computation.
Although the operational semantics itself is sequential, the rules for combining and breaks certain array operations into atomic operat ions. In Section 4 we define the array language and give atranslation from the core of NESL (Core-NESL) to the language.
Our intermediate machine, the P-CEK(q) machine, evaluates the array language.
The machine works by keeping a queue of states (threads) that are ready to execute and on each step processes the first q of these states in parallel.
The parameter q represents the parallelism of the machine-to allow for multithreading this is typically slightly larger than the number of processors of the target machine. The fact that only q states are processed on each step and the order in which the states are processed play a crucial role in proving the space bounds.
Picking an arbitrary set of q states would not be space efficient.
The P-CEK(l) machine (q = 1) is a sequential machine and closely corresponds to the CESK machine [13] . Section 5 defines the P-CEK (q) machine.
Results.
Our results are derived, by mapping the Core-NESL costs first to the array language, then to the P-CEK(q) machine and finally to the target machines.
We show that a Core-NESL program with w work, d depth and s sequential space will run in O(w/p + d Iogp) time and 0(s + dp logp) space, on p processors of either a butterfly network, hypercube or CRC W PRAM.
All machine models are randomized, so the time bounds are with high probability.
The randomization is needed to implement routing of messages and the fetch-and-add operation within the specified bounds. The space bounds refer to the reachable space and do not include the cost of garbage collection.
Determining whether garbage collection can be performed within the specified bounds is an interesting area of future research. More detail on our assumptions about the machines are given in Section 6. We note that the implementation discussed in this paper does not correspond to the current implementation of NESL [8] . The current implementation is based on a technique called flattening nested parallelism [5] , which has very good performance characteristics, but can be space inefficient because it generates too much parallelism.
For example the NESL code {count ({a < b: a in s}) : b in s}, which calculates the rank of each key in a sequence s, creates nz parallelism (Is I = n). In the current implementation this would require O(n2 ) space, while in the implementation suggested in this paper it would require only O(n + p log p) space since the depth is O(1).
We are currently studying whether we can combine the ideas from the two implementations. 
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We also extend this notation to lookup sets of variables, returning the set of corresponding values.
The semantics relation, written E, a, R + e =&-v, u'; g,s, adds the costs of evaluation to a standard extensional semantics.
The context of the evaluation consists of an environment E and store a describing the memory, and a set R of root locations pointing to data needed by the continuation. In a given context, an expression evaluates to a value v and a new store a', with a computation DAG g using s units of space. The relation is defined by the inference rules of Figure 2 , using the definitions of DAG composition given in Figure  3 and space given in Figure  4 . Figure  5 gives the semantics (J) and work cost (6W ) of constant function application.
The DAG returned by the semantics represents the dependence graph of the computation, in which the nodes of the graph represent units of computation and the edges represent the control dependence. All data dependence are subsumed by these control dependence and are therefore not made explicit in the graph. When two computations are executed sequentially, the graph from one is attached in series with the graph from the other, and when a set of computations are executed in parallel, the graphs are connected in parallel.
This means that all graphs returned by the semantics will be series-parallel and will have a single source and sink. The rules for composing graphs are given in Figure 3 , where @ represents sequential composition, and @ represents parallel composition.
As can be seen from where @ is used in Figures  2 and 5, the only parallelism in the Core-NESL semantics is in the array primitives and the EACH rule. NESL does not execute the two expressions of a function application el ez in parallel, as does the PAL model [3] . In the DAGs the ordering among the children of a node is important (it is needed for our space bounds) so our representation of DAGs keeps this information. Given a DAG g returned by the semantics, its work w is the number of nodes in g and its depth d is the number of levels in g includlng the source and sink. 
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where n, n' axe new ./// ., of its children. The newness conditions could be formalized easily by labelling nodes by the expressions they represent.
Figure 5: The semantics (6) and work cost (JW ) of constant function atmlication.
The semantics of the remaining primitives, -,3, /, <, fst, snd, and 'rnaxscan, are sim'il~to those given. The s&titution in the definition of <-gives p~~ity to the last occurrence of any duplicate indices.
The space s returned by the semantics represents the maximum reachable space during the computation. This is accounted for by tracking all the values that might be needed in the continuation (these are kept as a set of labels into the store). The R in the rules in Figure 2 keep these labels. For example, in a function application el e2 when executing el the semantics adds to the current set of labels the labels for the free variables in e2. Given a set of root labels, the space required by the data is measured by finding all the locations reachable from the root locations R, and summing the space for each object stored at these labels (see Figure 4) . Space is only measured at the leaves of the evaluation tree (in the rules CONST, VAR, ABSTR, and APPC). The addition of 1 to the space for many of the other rules represents space that is needed for control information and will be justified in Section 6.
In the EACH rule (for {e' : z in e}) the expression e is evaluated to return a sequence, and the body is then evaluated for each element of the sequence. The store is threaded through the evaluations of body so as to specify a sequential order for which we will measure space (the space requirements can be different for different orders of execution). The execution of the subcomputations, however, are independent and therefore can be executed in parallel, at a cost of some extra space. The challenge is to show that the parallel execution does not require much more space than the specified sequential execution.
The Array Language
To simplify our abstract machine (Section 5) we translate the array instructions of Core-NESL to a lower-level language, which we refer to as the array language.
We do this to make the memory allocation explicit, and to break up the array operations that take non-constant work into a set of tasks that each do constant work. The new scan operations compute the same as their counterparts, but allocate memory differently.
The semantics relation for the array language, written E, U, R 1-e~v, u'; g,s, is defined like that of Core-NESL, with the additions given in Figure 6 . The translation from Core-NEsL array operations to the array language is given in Figure 7 . The translation of the parallel map ({e' : x in e}), for example, evaluates e, allocates a result array, and then forks n threads each of which applies e' to the appropriate element of e's value and writes its result in the appropriate element of the result array. 3.
v' is the same as v, and a' is an extension of U, except that each may point to environments larger than those found in v and u, g' contains at most k more nodes and levels than g, and S' < ks, for some constant k.
k el~fork, u'; gl, S1 E,u', Rt-e2&l, oO; g2, s2
Figure 6: The semantics rules for the constants of the array language. The function array creates and returns a new array of the specified length containing dummy values.
Proof Outline: This is proved by structural induction on the Core-NESL derivation, after generalizing the statement to hold for all evaluation contexts. u
Translation from the Core-NESL array operations to the array language.
We use a multiassignment let statement that executes the assignments in sequential order, which can also be translated into Core-NESL.
5
The P-CEK(q) Machine
Our implementation of Gore-NESL uses an intermediate abstract machine we call the P-CEK(q) machine. The P-CEK(q) machine executes a sequence of steps in which each step takes a queue of states and a store and processes a subset (of size at most q) of these states in parallel to generate a new queue of states and a modified store. Each state is processed by a transition similar to that of the CESK machine [13] (a variant of the SECD machine).
The number of states grows as threads fork and shrinks as threads finish. In this section we define the machine and in the next section we prove bounds on the time and space it requires as a function of the work, depth and space of the Core-NEsL semantics.
The P-CEK(q) machine is motivated by the P-ECD machine [3], which was used for proving bounds on the parallel implementation of the call-by-value A-calculus (PAL model). However, because of the need to be space efficient and handle arrays, it has three important extensions. First, instead of processing the full queue of states on each step it only processes the first q states from the queue on each step. As will be shown in the next section, this modification greatly reduces the memory needs of the maxhine by reducing the parallelism.
Second, the P-CEK(q) machine uses an explicit store. This is needed both to allow us to model the sharing of data in the accounting of space and to allow the machine to update array contents.
Third, it allows for a state to fork an arbitrary number of children states in a single step instead of just a pair. This changes how threads synchronize since they have to synchronize as a group rather than as a pair. A fourth minor point is that in NESL function application el ez is defined to execute sequentially (as opposed to in parallel in the PAL model), and the machine reflects this. Modifying the P-CEK(q) machine to execute function application in parallel, however, would be a minor change. The P-CEK(q) mmhine executes programs of the array language.
Each machine step i is a transition of the form We leave out the rules for pairs, conditionals, and recursive bindings since these are minor modifications to the standard sequential semantics. The fork rule creates a set of i new substates (threads) and adds a synchronization counter 1' to the store. Whenever a thread terminates it decrements the synchronization counter, and if the count goes to zero, then it applies the continuation.
We note that in the fork and scanadd rules all but the last new substates created are marked with a prime. We will use these markings in our space bounds in the next section and otherwise they do not effect the semantics of the machine.
The function appK applies a cent inuat ion, either creating a new state or an End object to be processed in the following transition. Any new locations created axe guaranteed to be distinct from existing locations and from each other. We will account for the cost of getting new labels in the implementation.
The transition =% is used for the "sequential" processing of the st ates-decrementing the synchronization counters and modifying the shared store. The store is therefore threaded though the substate transitions. As shown in the next section, however, these transitions can actually be implemented in parallel using a fetch-and-add operation and a priority write, and are therefore only threaded for the sake of the semantics.
The P-CEK(l) machine will always return the same value as the sequential semantics of the array language, but in general the P-CEK (g) machine (g > 1) can return a different value. This can happen if threads interact-for example, if one thread writes a value into an array that another parallel thread reads. The P-CEK(q) machine can possibly execute these in a different order than the P-CEK(l) machine. We claim, however, that this cannot happen with programs in the array language that are generated from Core-NEsL. This is because the translations are specified so that each forked thread writes to a different array location and none of the locations are read by other threads. The one exception is in the rule for store.
In this rule, however, the modifications will always occur in order (left to right) since in the semantics there is no way for an assignment on the right to execute before an assignment on the left.
Bounds on Time and Space
In this section we prove bounds on the space and time taken by the P-CEK(q) machine aa a function of the work (size of DAG), depth (levels in DAG), and space measures returned by the array language profiling semantics.
In particular we show the following: 1.
2.
3.
Sequential
Space.
The space returned by the array language semantics is the same within a constant factor as the space required by the P-CEK(l) machine (the machine that only processes one state at a time). To prove this we formally define the space reachable by the P-CEK(q) machine. We note that in this paper we only consider the reachable space and therefore do not consider the cost of garbage collecting.
Parallel
There is a one-to-one correspondence between substates processed by the P-CEK(q) machine and nodes of the DAG returned by the array language semantics. Furthermore, we show that the P-CEK(q) machine executes a p depth-first traversal (p-DFT) of the DAG. This allows us to use previously results on DAG scheduling to show that the P-CEK(q) machine never schedules too many substates prematurely relative to the P-CEK(l) machine. This, in turn, allows us to bound the extra reachable space required by the P-CEK(q) machine. It also allows us to bound the number of steps taken by the P-CEK(q) machine.
Time.
We show that each steD of a P-CEK(p log p) machine can be implemented& the machine models (butterfly, hypercube, and PRAM) in O(log p) time, with high probability.
Since we have a bound on the number of steps required by the machine, this allows us to bound the total running time for these machines.
By Theorem 1, all these bounds also hold for the Core-NESL semantics.
For brevity, we assume that each stage of the implementation preserves extensional correctness, Z.e., that evaluating an expression in each model results in the same value. Proving this would be straightforward using standard techniques. Furthermore, the following theorems assume that the array language evaluation derivation in question use expressions derived by the translation T. This is needed to ensure memory is allocated appropriately for the space bounds and to ensure the determinacy of the P-CEK(q) evaluations for the extensional correctness of these theorems (not shown here). [ In the latter, 11 and 12 point to the source and destination arrays, respectively, 1' is the running total, and i is the index.
LK ( machine. This is a set of values, where labels act as roots into the store.
The function LE (E) returns the range of the environment, and LK (K) returns the root values of a continuation.
Sequential
To capture the space that is required to implement the P-CEK(q) machine we need to consider on each step both the space that is required for the queue (Q) w well as any space in the store u that can be reached via some label in the queue. As mentioned in the previous section, certain substates in the queue are marked with a prime (see the fork rule in Figure 8 ). We assign no space for these substates since in our implementation we will store a set of forked states in a compacted form-as a record with a start count, end count, and point ers to the common function to apply, environment and continuation. We assign the space for this structure to the last of the forked substates, which the semantics does not put a prime on, and therefore do not include any space for the other substates. This is necessary for the parallel space bounds. For each of the non primed CEK substates we include the following spaxe: for the command (C) we include constant space, for the environment (E) we include space proportional to the size of the domain, and for the stack of continuations (K) we include space proportional to the number of entries in the stack (here we are just accounting for space required by the queue itself and not for any values that are in the store). To find the root labels into the store we consider all labels accessible either though an environment or continuation of any of the substates.
Definition 1 The reachable space S, (Q;, u~) oj a step i of the P-CEK(q) machine is the sum of:
1. the queue space S,(Qi) is the sum of (1 + ]El + ]Kl) for those non-primed states (e, E, K) E Qi, and 2. the store space Sc (Q;, u~) = space (L(Q~), u~)
where space (., .) and L(.) are defined in Figures 4 and 9 , respectively, IE[ is the size of dom(-l?), and IKI is the length of the continuation stack K.
We note that the space for the synchronization counters is included in S~(Q~) and not S~(Qi, ai ) even though the counters are kept in the store (the rule LK ((end 1) :: K) in Figure 9 does not add 1 to the labels).
The motivation for this is to allow an exact correspondence between the locations in the array language semantics and the locations in the P-CEK(l) machine. 
then on some future step j > i, the machine will execute appK v K, and for some constant k, The other base cases, CONST, ABSTR, and LETREC, are similar.
APP, e = el ez: By induction, we can assume that the lemma holds for el, ez, and the appropriate function body e3. The steps of the P-CEK(l) machine corresponding to these subderivations are numbered il to jl, etc. By definition of the P-CEK (q) machine, this implies that il = i+l, iz = jl +1, and is = jz+2, and step jZ + 1 is the appropriate func-call transition.
Let's look at the queues at these important iterations:
[(e,, E, (arg ez restr(E, ez)) ::
where 1 is the value of el, Ujl (1) = c1(E', x, x', ez), and dom(E' ) is restricted to the free variables of ez.
Examining the definition of the P-CEK(q) machine and using Definition 1, we have S,(Q,, at) = S, (Qil, uz, ) sr(Qj2+1, crj2+1) < S, (Qt, ut) So the reachable space in those two steps is not greater than in the others, and using induction we have Relating the queue spaces S~(Q~. ) to S~(Q~) we see
For S~(Qi,), first observe that IE'I + 2 < S1 by the definition of space (.,~) since the closure with E' must have been the result of a subderivation of el. Thus, and the conclusion holds.
The PAIR, IF-TRUE, IF-FALSE, and APPC cases follow in similar, but generally simpler, inductive manners.
The FORK case is also similar except that a function is applied to many values instead of just one. But since the semantics threads the stores through these applications, induction can be used as in the APP case.
•1
For the proof of Theorem 2 we specialize the above lemma starting with an empty environment, store, and roots.
Parallel
Space. Given the space taken by the P-CEK(l) machine we are now concerned with the space taken by the P-CEK(q) machine for a general q. The P-CEK(q) machine can require more space both because it can create many more simultaneous parallel threads (the queue can become much larger), and because it can have simultaneous access to many more locations in the store. Our aim is to place bounds on how much extra space is needed.
As mentioned, the idea behind the proof is to show that the P-CEK(q) executes a p-DFT traversal of the DAG g returned by the semantics, then use previous results on the number of nodes scheduled prematurely in a p-DFT [2] , and finally use these results to bound the space. By the machine traversing the DAG we mean there is a one-to-one correspondence between substate transitions and nodes in the DAG. This implies that each parallel step of the P-CEK(q) processes min(q, IQ I) nodes of the DAG, and the total number of substates processed is equal to the size of the DAG (Z. e., the work).
The appendix gives a more formal definition of a traversal and a p-DFT. The following theorem shows the correspondence.
Lemma
2 If., ., {} h e =% v,u; g,s, and e is a translation of a Core-NEsL expression, then there is a one-to-one correspondence between the nodes in g and the CEK substates processed in the P-GEK(q) transitions such that the single CEK substate in IQO [ corresponds to the root of g and for every step i of the P-CEK(q) all the ready chddren of the min(q, lQi 1) CEK substates processed on that step will appear in order at the front of Qi+l.
Proof Outline:
The proof of this is similar to the proof of Theorem 2. In particular we generalize the statement to consider an arbitraxy context and then prove by induction on the rules of the semantics. u
This theorem together with Theorem 6 in the appendix and the fact that g is series-parallel imply that the P-CEK(q) executes a p-DFT of g with parameter q. Theorem 5 then bounds the number of premature nodes on any given step of the P-CEK(q).
A premature node is a node that gets executed out of order (prematurely) relative to a sequential traversal (i. e., the traversal executed by the P-CEK(l) machine). Having a bound on the number of premature nodes, we can bound the memory used by these nodes.
Theorem 3 Ij .,., {} E e =%-v,a; g,s, where e is a subezpression of a translated Core-NESL expression, and the number of levels in g is d, then for the i steps of the P-CEK(q) execution
the following bound on the reachable space holds for some constant k:
::ISr(Qn,
Since the P-CEK(q) machine executes a p-DFT of g with parameter q, on any step of the P-CEK(q) there can be at most dq nodes executed prematurely relative to the P-CEK(l) machine (see Theorem 5 in the appendix). If each substate transition in a step i of a P-CEK(q) machine added at most constant space to the next state of the machine, then the proof would be easy. In particuku since the maximum space taken by any step of the P-CEK(l) machine is ks, and on any step of the P-C!EK (q) machine there are at most dq substate transitions that were executed prematurely relative to some step of the P-CEK(l) machine, each of which allocated at most constant space, the total space will be k (s + dq). The reason for using the compact representation of forked threads discussed earlier is to guarantee that the fork transition in Figure  8 only creates constant space.
The one transition that creates more than constant space is @ new i since it allocates an array of size i. However, new is only used in the translation from Core-NESL in the rule allocate n = let -= fork (n, Ji.0) in new n For the new transition to be premature, all the n forked threads would also need to be premature. We can then account for the n space required by the allocation of the array against these n forked threads.
Our Proof: Each processor takes log p elements from the queue and executes the transit ion~1. Since we store the queue in a compacted form (i. e., a set of forked threads are stored in constant space) we use a fetch-and-add operation to assign tasks to processors.
We make sure that they are assigned to processors in order (lower numbered processors get lower numbered states). Each of the substate transitions can be executed with a constant number of memory references and local operations. This assumes that environment lookup takes constant time, as stated above, and that when forking a set of threads the forked threads are represented in compacted form (otherwise forking n threads would take n time).
We also note that any memory allocation that is required can be executed with a fetch-and-add to a global queue.
Given these conditions, each processor makes a total of k log p memory and fetch-and-add requests, taking O(log p) time using the above stated bounds.
The second substate transition &-z is more involved since we have to update the synchronization counters and merge the stores as if they were done sequentially.
To update the synchronization counters we use the fetch-and-add operation. Since each processor can have at most log p requests, this takes O(log p) time. The fetch-and-add can also be used for the transition on E (~, 17,t", i, K). For merging the stores the only operation that could conflict is a store instruction as part of implementing the <-operation. However since the substates have the same order aa the processors, a priority concurrent write (with higher numbered processors given the higher priority) will guarantee that rightmost value will be written.
To finish the step of the P-CEK(q) we need to merge the states and put them back on the front of the queue. This can be implemented with a fetch-and-add. 
DAG Definitions and Theorems
The following definitions and theorems are from Blelloch, Gibbons, and Matias [2] . A p-traversal of a DAG g, for p > 1, is a sequence of k > 1 steps, where each step i, for z = 1, . . . . k, defines a set of nodes, V, (that are visited, or scheduled, at this step), such that the following three properties hold. First, each node appears exactly once in the schedule, i.e., the sets VI, . . . . vk partition the nodes of g. Second, a node is scheduled only after all its ancestors have been, i.e., if n' E V, and n is an ancestor of n', then n c Vj for some j < i. Third, each step consists of at most D nodes, i.e., for allie {l,.. .,k}, Iul <p.
Consider a traversal T = VI,. . . . Vk of g. A node n E g is scheduled prior to a step i in T if n appears in VI U.
UV, -1. An unscheduled node n is ready at step i in T if all its ancestors (equivalently, all its parents) are scheduled prior to step i. The greedy p-traversal, TP of a DAG g, based on a l-traversal of g, T1, is the traversal that on each step i, schedules the p earliest nodes in T1 that are ready. In other words, for all ready nodes n and n', if n precedes n' in T1, then either both are scheduled, neither are scheduled, or only n is scheduled.
Let Tp be the greedy p-traversal based on a l-traversal T1. For each prefix, UP, of TP, consider the longest prefix, cm, of T1 that includes only nodes in UP. We say a node is premature with respect to UP if it is in UP but not in al.
Theorem 5 For any DA G of depth d and any 1-traversal T, the maximum number of premature nodes an the greedy p-traversal based on T is at most (p -l)(d -1).
Consider a series-parallel DAG g. Let A be an array initially containing the root node of g. Repeat the following two steps until all nodes in g have been scheduled:
1. Schedule the first min(p, 1A]) nodes from A.
Replace each newly scheduled
node by its ready children, in left-to-right order, in place in the array A.
Theorem 6 The algorithm above makes the greedy p-DFT based on the l-DFT of a series-parallel DA G g.
