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matrix dened by its inverse:
A
 1
= e E1   (L  B)
T
: (7)
The equivalence of these two forms for the collision ma-
trix is discussed in (LT, Sec. IX.1) and in the Appendix.
In addition the elements of the collision matrix connect-
































using the denitions of the Coulomb functions.
An interesting feature of R-matrix theory is that the
collision matrix is invariant under changes in the B
c
, pro-




are suitably adjusted. This
result remains true even for the case of nite N

[4].
The transformation is most easily described using ma-
































which is diagonalized by the orthogonal matrix K such
























It is straightforward to verify by substitution into
Eqs. (6,7) that these transformations leave U invariant.
III. THE ALTERNATIVE
PARAMETERIZATION
A. Denition of the parameterization





























is the eigenvalue and a
i
is the corresponding






, so the eigenvalue problem is nonlinear.
We will assume for convenience that the eigenvectors are






Before proceeding further we would like to point
out two important properties of this eigenvalue equa-




are invariant if the B
c
are




are changed according to
Eqs. (10,11). This result is easily shown by substituting












eigenvalue. For this choice of B
c
the R-matrix level en-
ergy E

is often taken to be the \observed resonance en-
ergy". This denition is particularly useful in the present









also correspond exactly to the







) such as described
by Barker [2] and Azuma et al. [5].












These new reduced width parameters are also invariant



















can be taken as an
alternative parameterization ofR-matrix theory. We will











, or to the







alent to the \superscript ()" parameters of Barker [2],
and essentially equivalent to the \observed" R-matrix
parameters described by Angulo and Descouvemont [1].
Our Eq. (13) is closely related to the complex eigen-
value equation introduced by Hale, Brown, and Jarmie [6]
to locate the poles of the collision matrix { in fact it is





are thus equivalent to the eigenvalues dis-
cussed in Ref. [6] since P
c
= 0. For these states we can
also introduce the asymptotic normalization constant C
ic




































is the reduced mass. This quantity is simply re-
lated to the pole residues described by Eq. (4) of Ref. [6].







and the pole parameters of Ref. [6].
One may however dene the observed partial width of a
























see (LT, Eqs. XII.3.5 and XII.3.6). One should bear in
mind however that there are many dierent denitions of
observed resonance energies and widths in use; generally
the dierences between denitions are signicant only for
broad states.
3B. Relation to standard parameters






to standard R-matrix parameters. It is assumed that














could be combined into a single level. The
eigenvectors of Eq. (13) are not orthogonal; using the











































































































































































































The eigenvectors of Eq. (13) can be arranged into a









The matricesM and N dened above can then be writ-
ten as M = a
T
a and N = a
T
ea. From Eq. (4) the



































. The real, symmetric, and









using Eqs. (20,21). The
E

can thus be determined by nding the eigenvalues of a
generalized eigenvalue equation. If the matrixM is also
positive denite then Eq. (24) is known as the symmetric-
denite eigenvalue problem and has N

real eigenvalues
(see Sec. 8.7 of Ref. [8]). The o-diagonal elements of










which is typically small com-
pared to unity; M will be positive denite provided the
~
ic
are not too large and the energy dependences of S
c
are not too great. Further if M is not positive denite,
the eigenvectors a
i
are not real and the transformation to
standard R-matrix parameters is not dened. We thus








the matrix M will be positive denite; in practice we
have found this condition to be easily fullled. Finally
note that M is automatically positive denite for any
given set of standard parameters since M = a
T
a.
The eigenvectors of Eq. (24) b

can be arranged into
a square matrix b which satises the relations
b
T




Nb = e: (26)
We therefore have b = a
 1
and from Eq. (22) the stan-









The simultaneous diagonalization ofM andN thus pro-
vides all of the standard R-matrix parameters. Note that
any B
c
can be chosen; the collision matrix U will be
invariant provided the same B
c
are used in Eqs. (21)
and (3) or (7). The numerical solution of Eq. (24) is dis-
cussed in Sec. 8.7.2 of Ref. [8]; we have have utilized the
LAPACK [9] routine dsygv.
IV. FURTHER DEVELOPMENT
It is fruitful to investigate alternative forms for the
level matrix and the R matrix which allow the collision
matrix to be calculated directly from the alternative pa-
rameters.
A. The Alternative Level Matrix




































where we have used Eq. (22). We can now substitute
Eq. (7) for A
 1











































The elements of this matrix can now be determined en-






























































Note that the boundary-condition constants B
c
have now
canceled out { a not unexpected result since the alterna-
tive parameters and the collision matrix are independent
of B
c
. We can now express the collision matrix directly




































B. The Alternative R Matrix
The matrix
~
R is an alternative to the standard R ma-
trix and is dened implicitly via
[1 R(L  B)]
 1






where P is a purely diagonal matrix with elements P
c
.














We proceed by assuming that
~










In the Appendix we describe a method to derive the level
matrix form for the collision matrix [Eq. (6)] from the





A. We nd that in order to satisfy














A formula for the elements of Q
 1
in terms of the alter-















































































R matrix dened by Eqs. (37,39) this equa-
tion also gives U in terms of the alternative parameters
without reference to the boundary condition constants.







R matrix is more complicated than R and the










When calculating U via the alternative level matrix one




matrix { using the
alternative R matrix approach may thus oer a modest





Note however that if it is necessary to calculate U for




it will probably be more
computationally eÆcient to diagonalize Eq. (24) once and
then use the standard R-matrix parameters in Eq. (3) to













with Eq. (34) or (40),
may be of formal interest since no arbitrary boundary
condition constants are required, but the equations are
mathematically equivalent to the standard R-matrix ap-
proach. The alternative parameters in fact correspond
to eigenfunctions satisfying energy-dependent boundary
conditions { the real part of the Kapur-Peierls or Siegert
boundary conditions see (LT, Sec. IX.2).













can be carried out in
a straightforward manner using the methods discussed
above in Subsec. III B. We will now discuss the inverse
transformation, i.e. the solution of the nonlinear eigen-
value problem Eq. (13). At this point it is instructive
to introduce a concrete example: in Table I we show a
simple well-documented set of standardR-matrix param-
eters taken from Azuma et al. [5].













5TABLE I: Standard R-matrix parameters from Table III of







tem, and the alternative parameters derived from them. The
channel labels  and  describe
12
C +  and
16
O + , re-
spectively. The channel radius is 6.5 fm and the boundary
condition constant is chosen so that the level shift vanishes
for E = E
1
. The -decay feeding amplitudes B

are equiva-









 1 2 3
E




















































pend upon on the energy parameter E. The solutions to








. From inspection of





to a set of standard R-matrix level energies, transformed

































































































































































tive for negative-energy channels, and is  0 for positive-
energy channels for all cases we are aware of. This point





 0 is lacking it appears to always hold in practice
and we will thus assume it is true here. Note that for any

























FIG. 1: The eigenvalue trajectories are shown by plotting









= E. The eigenvalues of Eq. (13) are given
by the intersections between the solid curves and the dashed
line.












functions of E. The eigenvalue trajectories for the exam-
ple parameters are shown in Fig. 1 where the expected
behavior is seen. We also note the the eigenvalue trajec-
tories avoid crossing one another for the reasons given by
von Neumann and Wigner [10]. The avoided-crossing be-
havior is most apparent when there are two nearby levels
with very dierent reduced width amplitudes.
The nonlinear eigenvalue problem Eq. (13) and the
parametric eigenvalue problem Eq. (42) are also closely
related to a well-studied question in linear algebra: the
modication of a symmetric matrix with known eigen-
values and eigenvectors by a positive-denite perturba-
tion. This question is analyzed for the single-channel
case in Sec. 8.5.3 of Golub and Van Loan [8] and for the
multi-channel case by Arbenz, Gander, and Golub [11].
The perturbation bounds on the eigenvalues derived in




remain nite provided the S
c
are nite { thus the eigenvalue trajectories do not have
real poles for jEj <1.






 0 we can conclude that each eigenvalue trajectory




= E exactly once. These inter-
sections are shown graphically for the example in Fig. 1.
We thus have the important result that the non-linear
eigenvalue problem Eq. (13) has a number of real eigen-
values exactly equal to the number of R-matrix levels.
A similar type of nonlinear eigenvalue problem has been
investigated by Rogers [12]; it may be that the methods
described in that paper could be used to develop further
understanding of the present problem, e.g. to investi-
6TABLE II: Elements b
ij
of the transformation matrix b cor-






1 1:000 0:0373 0:0446
2 0:000 0:9781 0:2281
3 0:000  0:1466 0:9933
gate inner products and/or the linear independence of
the eigenvectors.
The eigenvalues of Eq. (13) satisfy the characteristic
equation
det(E   E1) = 0 (47)
which can also be written as
det





where S is a purely diagonal matrix with elements S
c
which depend upon E. Using the methods described in
Ref. [11] one can show that
det

e  E1  (S  B)
T











The eigenvalues thus satisfy
det(e  E1) det [1 R(S  B)] = 0; (50)
which may be a computationally-eÆcient approach for





calculation of det(e   E1) is trivial. Note that Eq. (50)
is the multi-channel arbitrary-B
c
generalization of the
resonance condition given by Eq. (14) of Ref. [1]. The
eigenvalues also satisfy
det [1 R(S  B)] = 0; (51)
but this equation has poles in addition to zeros, and if






) (at most one level
can satisfy this condition) it does not produced a zero.
Rather than nding the eigenvalues by directly solving
the characteristic equation, we have applied the Rayleigh
Quotient Iteration method described in Sec. 8.2.3 of
Ref. [8] to Eq. (13), as this procedure yields the eigen-
vectors as well as eigenvalues. Starting values for the






















. Due to the nonlinear
nature of the problem, the matrix E must be updated at
each step of the iteration. These procedures were tested
with several single-channel and multi-channel parameter
sets, and were successful in nding all of the eigenvalues
in every case. We cannot rule out however that some







are found, the ~
ic
can be calculated
using Eq. (14). In Table I we show for the example case
the alternative parameters determined from the standard
R-matrix parameters. Note that the alternative param-
eters are exactly the same as the R-matrix parameters
given in the last column of Table III of Ref. [5] which







levels. As discussed in Subsec. III A this equality is re-
quired due to our denition of the alternative parameters.
In Table II we show the elements of the matrix b for the
example parameters. Finally we would like to point out
that the methods discussed in this section should be gen-
erally useful for the extraction of resonance parameters
from standard R-matrix parameters.
VI. APPLICATION TO  RAYS AND  DECAYS
Wewill briey discuss the application of the alternative
parameterization to reactions involving  rays and  de-
cays. Gamma-ray decay processes are generally treated
with rst-order perturbation theory in R-matrix theory,
which implies that -ray channels are excluded from the
sum over channels when constructing A,
~
A, M , or N .
Assuming that external contributions can be ignored, the
collision matrix elements connecting -ray channels (la-





































In the long-wavelength approximation the penetration





where ` is the
multipolarity. The observed -ray widths are described
by Eq. (16), where -ray channels are excluded from the
sum in the denominator. Using the same reasoning de-
scribed in Subsec. IVA the alternative expression for the


















where the alternative -ray reduced width amplitudes are









If the external contributions to the matrix elements are
included using the formalism of Barker and Kajino [13],
the expressions for the collision matrix elements and ob-
served widths become more complicated. However these
quantities can still be written in terms of the alternative
parameters using the above equations, noting that the


above are the internal -ray reduced width ampli-
tudes.
The extension of the alternative parameterization to
the description of -delayed particle spectra is straight-
forward. A multi-channel formula for the particle spec-
trum is given by Eq. (7) of Barker and Warburton [14];
7note that additional parameters must now be intro-
duced, the -decay feeding amplitudes B
x
. It is con-































































-delayed particle spectrum can now be calculated di-
rectly from the alternative parameters by using Eq. (55)
in Eq. (7) of Ref. [14]. One could also convert to standard
R-matrix parameters using Eq. (56) and the methods dis-
cussed in Subsec. III B, and then calculate the spectrum
using standard R-matrix formulas.
In Table I we also show the standard and alternative -
ray reduced amplitudes and -decay feeding amplitudes
for the example case.
VII. CONCLUSIONS
We have presented an alternative formulation of R-







ned in Subsec. III A. This parameterization is a gener-
alization of the ideas presented by Angulo and Descouve-
mont [1]. The new formulation is mathematically equiva-
lent to the standard R-matrix theory [3] but there are no
boundary condition constants or level shifts. The new pa-
rameters can be converted to standard R-matrix param-
eters by diagonalizing Eq. (24), or be used to calculate
the collision matrix directly using Eqs. (34) or (40). We
have discussed the solution of the nonlinear eigenvalue
problem Eq. (13) which is needed to convert standard
R-matrix parameters to the new parameterization. Fi-
nally we have briey discussed the application to  rays
and  decays.
We can envision at least two uses for this new formu-
lation in the tting of experimental data. One applica-
tion is the generation of starting parameter values from
an outside source of spectroscopic information such as a
level compilation or shell-model calculation. These latter
sources generally do not supply standard R-matrix pa-
rameters but rather resonance parameters without level
shifts. In the past the methods to incorporate these types
of information have not always been optimal (e.g. B
c
could be chosen to make the level shift vanish for a repre-
sentative energy, but not for all energies simultaneously).
Another application is to use the alternative parameters
as the t parameters. The calculations can be made di-
rectly from the alternative parameters using the meth-
ods discussed in Sec. IV, or by diagonalizing Eq. (24) to
nd the standard R-matrix parameters. The latter op-




, if observables must
be calculated for many dierent energies. It should be
noted that in data-tting applications the collision ma-
trix must be calculated repeatedly for dierent energies,
and the extra computational overhead required will be
negligible in comparison. With the alternative parame-
ters it is very easy to x known information about level
energies and partial widths for any number of levels.
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The equivalence of the two forms of the collision matrix
given by Eqs. (3,6) is discussed in (LT, Sec. IX.1). The
derivation is reviewed here, utilizing the matrix notation
introduced in Sec. II. The same procedure is useful for




= L   B and note the quantity [1  
R(L  B)]
 1












































which holds for any square and invertible matricesX and
Y which need not be of the same dimension [15]. With























































where in the last step we have used Eq. (7) for the de-
nition of the level matrix A.










































which proves the equivalence of Eqs. (3,6).
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