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Resumen
El proyecto Umap es un intento práctico de obtener inteligencia colectiva del flujo de las redes sociales. Se analizan, filtran 
y valoran los enlaces que los usuarios comparten, de manera que la inteligencia colectiva se convierte en información es-
tructurada. Por ejemplo, la información, comentarios y enlaces que comparten los usuarios pertenecientes a una comuni-
dad determinada -lingüística, social, temática, organizativa-, son analizados tanto en tiempo real, y mediante métodos de 
computación se logra obtener tendencias con periodicidad determinada (horaria, diaria, semanal…). También, mediante 
algoritmos y búsqueda de simplicidad la información se convierte en noticieros automatizados en los que al valor propio de 
las noticias se le añaden las opiniones y la relevancia que le otorgan los usuarios de las redes sociales. Umap abre el camino 
a futuras aplicaciones en la extracción de información e inteligencia colectiva de comunidades que compartan intereses 
sociales, políticos, económicos, comerciales, empresariales, productos, marcas, tecnologías, etc., a través de redes sociales. 
Las primeras aplicaciones del proyecto Umap desarrolladas en CodeSyntax son ya visibles en http://www.umap.eu
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1. Introducción
Las redes sociales –en general, no solamente las de internet– 
son estructuras sociales compuestas de grupos de personas, 
conectadas por uno o varios tipos de relaciones tales como 
amistad, parentesco, intereses comunes o para compartir co-
nocimientos. También pueden definirse como sistemas abier-
tos y en construcción permanente, que involucran a conjuntos 
que se identifican con las mismas necesidades y problemáti-
cas, y que se organizan para potenciar sus recursos.
Por otra parte, las redes son formas de interacción social, 
definida como un intercambio dinámico entre personas, gru-
pos e instituciones en contextos más o menos complejos. En 
internet el concepto de comunidad es cada vez más impor-
tante, pues contextualiza y personaliza los contenidos que 
se producen en su seno. Y a la inversa, para conseguir que 
los miembros de una determinada comunidad incrementen 
sus conocimientos de una forma óptima, los contenidos que 
reciben deben estar etiquetados, valorados y comentados 
de acuerdo con sus necesidades. Al tiempo cada usuario es 
productor de valor añadido a los contenidos, lo que luego 
permite personalizar la oferta de acuerdo con su perfil.
Para clasificar el contenido pueden usarse varias técnicas 
automáticas: reconocimiento de voz y de imagen, marcado 
semántico, posicionamiento geográfico, minería de datos... 
que a su vez permiten enriquecer el contenido con nuevas 
características que sirven para incrementar el valor de la in-
formación.
En la denominada sociedad red, termino profusamente di-
fundido y descrito por Manuel Castells1 cualquier nodo de 
la misma es tan capaz como cualquier otro de transmitir un 
mensaje y como señala el sociólogo Paul Pierre Levy “Na-
die sabe todo. Todos sabemos algo. Todo el conocimiento 
reside en las redes”2. En definitiva, en la sociedad en red 
el conocimiento se genera de forma colectiva. Así, George 
Pór definió el fenómeno de la inteligencia colectiva como 
la capacidad de las comunidades humanas de evolucionar 
hacia una complejidad y armonía mayor, tanto por medio 
de mecanismos de innovación como de diferenciación e in-
tegración, competencia y colaboración3.
Redes sociales como Twitter, Facebook, Tagzania y otras 
muchas permiten generar y compartir información, gene-
rando lo que se ha venido en denominar inteligencia colec-
tiva generada a partir de las redes sociales.
Previsiblemente, el resultado obtenible a través de otras re-
des sociales sería similar. Es decir, puede hablarse de una 
inteligencia generada a través del flujo e interacción de las 
redes sociales que tal y como proponen diferentes autores 
puede denominarse “inteligencia colectiva” y que en dife-
rentes contextos tratamos de aflorar a través de la aplica-
ción Umap.
Bullmore, en un artículo titulado “What does Twitter have 
to do with the human brain?”4, sugiere que aunque nos 
gusta pensar que el cerebro humano es especial, algo dife-
rente de otros cerebros y sistemas de procesamiento de la 
información, en el fondo todos los sistemas de información 
y procesamiento funcionan de manera similar. Bullmore ha 
realizado varios experimentos (usando el tag #csftwitterbra-
in) y afirma que la red Twitter se puede comparar al cerebro 
humano.
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La red de Twitter se puede comparar al 
cerebro humano
Aunque la experiencia acumulada con Umap no nos permite 
afirmar tanto, las primeras aplicaciones llevadas a cabo para 
extraer inteligencia colectiva generada en comunidades lin-
güísticas minoritarias –Umap euskara, Umap català y Umap 
Cymraeg (gaélico), todas ellas accesibles desde http://www.
umap.eu, nos han permitido comprobar algunas de las afir-
maciones anteriores.
2. Metodología: extracción de información 
desde las redes sociales de microblogging
Como se señala en la introducción, extraer información re-
levante de los inputs generados por los distintos usuarios de 
las redes sociales requiere definir, en un primer momento, la 
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comunidad o colectivo a estudiar, que estará caracterizado 
por compartir algún interés o rasgo. Éste puede ser el uso de 
un determinado idioma (catalán, gaélico, euskara...), tener 
un mismo interés (coches, motos, perfumes…), ser usuario 
de una marca o empresa, algo social o político, pertenecer a 
una comunidad geográfica…
En el caso de la aplicación práctica de Umap que se presenta 
aquí el rasgo común al colectivo es el idioma, y la aplicación 
analizada es Twitter, cuyo flujo de información es recogido, 
filtrado y tratado.
Es decir, se trata de leer, interpretar y extraer información 
relevante de todas las personas que hablan -en este caso 
escriben- en un determinado idioma (euskera, catalán, gaé-
lico), y analizar únicamente los tweets que cumplan con el 
requisito de estar escritos en uno de esos idiomas.
El proceso seguido por Umap es:
– Recoger en tiempo real todos los inputs (tweets) de todos 
los usuarios de la comunidad lingüística.
– Detectar posibles nuevos usuarios de esa comunidad 
(nuevos usuarios de ese idioma).
– Discriminar los mensajes de los usuarios según un pará-
metro concreto. En este caso no todos los tweets de los 
usuarios están escritos en dicho idioma. Sólo nos intere-
san algunos de ellos.
– Analizar los tweets y extraer trends o palabras clave, así 
como establecer un ranking de links compartidos por esa 
comunidad.
A continuación pasamos a exponer una aplicación concreta 
de Umap aplicada a comunidades lingüísticas. Como hemos 
indicado, este tipo de análisis se puede aplicar a otras comu-
nidades que compartan intereses sociales, políticos, comer-
ciales, empresariales...
3. Umap como marcador de comunidad 
lingüística
Umap es un sistema de extracción de datos a partir de mi-
cromensajes (tweets) que obtiene como resultado informa-
ción nueva.
En una primera fase se usa el streaming api de Twitter. Twit-
ter ya extrae información de subconjuntos de los mensajes 
que pasan por sus servidores y también construye informa-
ción nueva sobre ellos (básicamente, los trending topics), 
pero su lógica y su alcance son distintos a los nuestros.
Los trending topics o palabras claves que usa Twitter se ba-
san en criterios geográficos, no lingüísticos. De momento 
esa función está limitada a ciertos países y ciudades. Ade-
más, la información agregada obtenida no pasa filtros ni lin-
güísticos ni geográficos. Es decir, la lista de trending topics 
tiene significación y relevancia local, pero no la información 
que se obtiene clicando en ellos, que sólo lo es con respecto 
al criterio de filtro.
Por ejemplo, si en España un hashtag como #PerezRever-
teFacts pasa a ser trending topic cabe pensar que clicando 
ahí, la información acumulada que se obtiene es de tweets 
españoles, ya que Arturo Pérez-Reverte es un autor y per-
sonaje público español; no obstante, si el topic español del 
momento es #tsunami la información que se obtiene en ese 
enlace es la de todos los mensajes que llevan ese identifi-
cativo sean de España o de otros lugares, estén en español, 
sueco o japonés.
En el caso que presentamos, el objetivo de Umap era pre-
cisamente hacer que el idioma fuera un factor definidor de 
comunidad o de la información, y convertir eso en el eje so-
bre el que construir información adicional. Por ello el primer 
paso del proceso fue investigar el modo en que se podían 
identificar los mensajes en un idioma dado en Twitter.
Nota: Los hashtags son palabras precedidas del signo almo-
hadilla, que los usuarios crean para etiquetar mensajes, y 
así poderlos recuperar en otro momento, por ejemplo #Bi-
blioteca o #NoAlCanon).
3.1. Detección de idioma
Los metadatos de los que provee el api de Twitter sí identifi-
can un componente idiomático, pero es un sistema bastante 
deficiente, por dos motivos:
– Sólo identifica un número finito de idiomas.
– Asigna un idioma a todos los tweets.
A consecuencia de ello, por ejemplo, los tweets en catalán 
quedan identificados erróneamente siempre: no es uno de 
los idiomas en los que funciona su sistema de detección, con 
lo que no sólo falla para el caso catalán, sino que los tweets 
en catalán contaminan los resultados en español, francés, 
italiano... Esto ocurre porque a los mensajes en catalán de 
Twitter el sistema de detección siempre les asigna otro idio-
ma, normalmente una lengua romance cercana.
A la vista de que los datos del api de Twitter eran insufi-
cientes, quedó claro que la detección de idioma debíamos 
hacerla con nuestra aplicación. 
En las primeras pruebas que hicimos usamos el api de de-
tección de idioma de Google. No acierta siempre, pero en 
nuestra opinión su fiabilidad parece muy elevada, y nos 
sirvió para comprobar que el resto de los componentes de 
Umap podían funcionar. Sin embargo, usar el api de Google 
para filtrar miles de mensajes individuales en un proceso 
continuo es inviable: no lo permiten las condiciones de uso 
del api, que restringen el número de peticiones por hora.
Por lo tanto, el siguiente paso fue encontrar detectores de 
idiomas que funcionaran en nuestros propios servidores. 
Después de realizar pruebas con varios de ellos se optó por 
una solución modular: utilizar uno u otro dependiendo del 
idioma.
Hemos hecho pruebas con varios detectores: Langid (Perl), 
Textact (Perl) y Guess Language (Python).
La modularidad también nos permite añadir niveles extra 
de programación. Esto se ha revelado necesario ya que los 
mensajes de Twitter son a lo sumo de 140 caracteres, y la 
detección de idioma en un mensaje tan corto no es lo mismo 
que en un texto más largo (una página web, por ejemplo).
Una de las particularidades de varios detectores de idiomas 
es que dan como respuesta más de una lengua: en docu-
mentos de cierta longitud es muy útil puesto que así se de-
tecta la presencia de más de un idioma, pero en micromen-
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sajes de Twitter la multiplicidad de idiomas la mayoría de 
las veces suele ser signo de error, sobre todo si el mensaje 
apenas tiene 30 ó 40 caracteres. Además, pese a ser cortos 
los mensajes de Twitter pueden también ser bilingües e in-
cluir jerga tecnológica en inglés o títulos de obras (películas, 
libros) en un idioma que no es el usado en la conversación. 
claro), Umap empieza a seguirlos y detecta más usuarios de 
manera simple: es también hablante aquel a quien un ha-
blante interpela directamente.
Los mensajes de Twitter empiezan con un nombre del usua-
rio, tal que @fulano.
Por ejemplo:
@asarasua lehengoan Antzuolan inauguratu zuten 
duela urtebetetik zabalik dagoen bidegorria... eta 
oraindik osoa bukatzeke dago!
Si un usuario interpela a @asarasua en euskera se puede 
asumir que @asarasua puede entender y usar este idioma. 
El sistema sólo se aplica con nombres de usuario en posición 
inicial, puesto que son habituales menciones a otros usua-
rios en posición intermedia:
asko gustatzen zait @stephenfry aktore gisa, eta bere 
iritzi intelektualak ere bai
Si el usuario quisiera interpelar directamente a Stephen Fry, 
actor y celebridad británica, es probable que lo haga direc-
tamente en inglés y empezando:
@stephenfry I really did like your last article at The 
Guardian
No obstante, aunque no es el modo habitual en que tuitea 
la gente, si es posible que por la forma en que se construye 
la frase un usuario empiece un tweet en euskera con...
@stephenfry benetan atsegin dudan aktore bat da 
(Stephen Fry es un actor que me encanta de verdad)
Tras captar el tweet anterior, Umap añadiría a Stephen Fry a 
su lista de usuarios en euskera y todos sus mensajes empe-
zarían a ser filtrados. No obstante probablemente ninguno 
será marcado como en euskera, y por lo tanto, ni contami-
nará el contenido ni añadirá más falsos usuarios al listado. 
Como provisión de seguridad además Umap tiene un me-
canismo para limpiar usuarios: periódicamente se revisa el 
listado de usuarios y se borran aquellos que nunca tuitean 
en el idioma objeto de estudio. Es así como Stephen Fry des-
aparecerá de la base de datos.
Pese a ser cortos, los tweets pueden 
también ser bilingües e incluir jerga o tí-
tulos de obras en un idioma distinto del 
usado en la conversación
En el caso del detector de euskera hemos implantado una 
operación extra para hacer frente a este problema: sólo 
considerar que se trata de euskera si el número de carac-
teres es >25. 
En el caso del catalán el módulo de lengua es aún un poco 
más complicado puesto que los detectores pueden dar 
como catalán textos escritos en otros romances: particular-
mente, hemos comprobado que ello ocurre con mensajes 
escritos en español de varios países latinoamericanos, sobre 
todo si son cortos y los usuarios prescinden de acentos o de 
la corrección gramatical. El módulo de detección de idioma 
se enriqueció con un filtro previo de stopwords positivos y 
negativos: los primeros sirven para identificar el mensaje 
como catalán y los segundos para identificarlo como caste-
llano.
3.2. Detección de usuarios en un idioma
Antes de detectar el idioma hay que detectar los usuarios. 
Umap no filtra todos los mensajes que generan los 200 mi-
llones de usuarios de Twitter: primero se detectan los usua-
rios susceptibles de usar un idioma dado, y luego se filtran 
sus mensajes. 
Cabe suponer que todos los usuarios de los 3 idiomas en 
los que se ha trabajado son bilingües cuanto menos. Hay 
cuentas de Twitter perfectamente monolingües en los tres 
idiomas, sobre todo cuentas robóticas 
asociadas a medios de comunicación 
que se alimentan automáticamen-
te vía RSS o algún otro método, pero 
en el caso de usuarios humanos, aun 
cuando pueden ser también monolin-
gües en su comportamiento, poten-
cialmente siempre pueden tuitear en 
otro idioma. 
La mecánica es, pues, detectar usua-
rios que tuitean en un idioma dado y 
luego filtrar todos sus mensajes, para 
procesar aquellos que están en el idio-
ma deseado, desechando el resto. 
El método de detección de usuarios 
no sigue ninguna técnica complicada: 
partiendo de un número reducido de 
usuarios que marcamos como hablan-
tes de la lengua por haberlo compro-
bado directamente (humanamente, 
Figura 1. Intercambio de información vía microblogging de usuarios en gaélico, recogida en Umap 
Cymraeg. En la columna de la derecha trending topics de las últimas 2 horas, las últimas 24 horas y 
la última semana. 
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3.3. Información agregada
Una vez definida la comunidad de la que queremos extraer 
información y el subconjunto de mensajes que queremos 
procesar (ambos parámetros marcados por el idioma), 
Umap extrae dos conjuntos de información principales:
– Trends o palabras clave
– Noticias o enlaces
3.4. Trends
Detectar los trends o palabras clave no es un proceso com-
plejo en sí mismo: se detectan las palabras en los tweets, 
y se hace un conteo con las acumuladas en los diferentes 
plazos de tiempo: últimas 2 horas, últimas 24 horas, última 
semana o último mes (30 días).
El recuento en el caso de dos horas es una variable que mo-
dulamos según el volumen de tweets: en principio llama-
mos a ese primer plazo “ahora”, que puede necesitar más o 
menos tiempo para ser relevante. Se sigue un proceso bas-
tante simple: limpieza, valoración de importancia del tweet, 
conteo.
La limpieza consiste en:
– detectar y eliminar las palabras vacías (las más comunes 
del idioma);
– eliminar urls y nombres de @usuario;
– eliminar signos de puntuación.
Para determinar la importancia del tweet se considera que 
si menciona a otros @usuarios y tiene enlaces, es más rico y 
los términos incluidos en el mismo merecen una ponderación 
positiva. Un argumento de ponderación que aún no hemos 
implementado es la determinación de usuarios robóticos; en 
este caso, el factor de ponderación será negativo, puesto que 
creemos que los tweets humanos tienen más valor que los 
que puedan generar servicios de noticias automatizados.
Finalmente se aplica un factor de ponderación a los térmi-
nos capturados, distinguiendo las palabras que son hashtag: 
si una palabra normal tienen el valor 1, los hashtags tienen 
un valor N. En esta etapa se puede hacer alguna distinción 
más, como dar un valor intermedio entre hashtags y pa-
labras comunes a los nombres propios (personas, lugares, 
marcas y productos).
3.5. Enlaces
El otro tipo de información que genera Umap es el recuen-
to de enlaces contenidos en los tweets. Por un lado se de-
termina qué enlaces están siendo más 
compartidos en las últimas horas, con 
lo que se puede llegar a conocer qué es 
noticia, o qué es lo que la comunidad 
considera digno de ser compartido. Por 
otro lado, los tweets en los que apare-
cen enlaces se agrupan para ver qué 
comenta la gente sobre ellos.
En este proceso no se tiene en cuenta 
el idioma en que está el contenido al 
otro lado del enlace. Podría desarrollar-
se una versión tal, pero creemos que 
hay más valor en que el comentario de 
los usuarios se ha hecho en el idioma 
comunitario, independientemente del contenido referido. 
Es, por ejemplo, muy usual que un vídeo impactante un día 
dado se comente en multitud de idiomas.
El conteo tiene varias fases:
– determinar los enlaces;
– parsear o analizar su contenido para extraer los datos bá-
sicos;
– ordenar por relevancia, creando un noticiero;
– archivar, y previsión de reaparición del enlace.
La determinación de enlaces es compatible con los distintos 
sistemas de acortado de urls: bit.ly, goo.gl o el mismo t.co 
de Twitter resuelven urls de modo ágil y sólo se contabilizan 
las urls finales, lógicamente.
El analizador de Umap se activa a partir de que un enlace ob-
tiene dos menciones. Entonces un robot revisa el contenido 
del enlace (una página web, por ejemplo), y si robots.txt lo 
permite extrae título, algunas líneas de texto, un thumbnail 
de lo que se estima sea la imagen más relevante presente 
en la página, etc. 
El sistema tiene prevista una herramienta modular para que 
cierto tipo de urls puedan ser procesadas de manera parti-
cular. Por ejemplo, si el sitio Foo.com es relevante para un 
idioma dado, y el sistema estándar de parseo o análisis no 
obtiene información del mismo debido al html peculiar que 
tiene, se puede crear un método de parseo específico para 
Foo.com.
Igualmente, el parseador está adaptado al estándar Oem-
bed que usan diversos servicios de internet, que proveen 
a los robots con un contenido concreto que se puede em-
beber o copiar fácilmente en otros sistemas. Por ejemplo, 
YouTube es un sitio que usa Oembed, y por ello el robot de 
Umap lo tiene más fácil para poder embeber el reproductor 
del vídeo y otros metadatos de su contenido.
Los enlaces parseados pasan a una base de datos donde 
periódicamente se hace un conteo de su relevancia. En 
este caso el factor ponderador es el tiempo, y está definido 
por tramos por horas. Si la mención de un enlace vale 1, el 
que la mención sea en las últimas 2 horas tiene un factor 
de multiplicación x4, si la mención es entre 2 y 5 horas, x3, 
más vieja aún x2... Los factores y los tramos temporales son 
modulares y editables, pero su función básica es que si re-
cientemente un enlace obtiene varias menciones, llegue al 
puesto principal de noticias relevantes, aunque en las últi-
Figura 2. Archivo de temas en catalán
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mas 48 horas tenga menos menciones 
que una noticia que generó varios en-
laces en el día de ayer.
En principio, hay un máximo de tiem-
po marcado para que un enlace entre 
en el conteo de relevancia: 48 h. Este 
tiempo se puede variar, pero no pare-
ce lógico prolongarlo más allá de dos 
días, pues en “tiempo de internet” pa-
sado este lapso parece que todo deja 
de ser noticia. Tras ese tiempo, el enla-
ce queda archivado, con los tweets en 
los que se mencionó asociados a él.
Puede suceder que un enlace concre-
to, caducado tras dos días de comen-
tarios, pueda volver a ser actualidad. 
Por ejemplo, una url de la empresa 
Foo.com que fue comentada hace 5 
semanas por una cuestión determina-
da, hoy está otra vez de actualidad por 
otro tema. En este caso Umap renue-
va el proceso de parseo (puesto que 
el contenido de portada de Foo.com 
puede haber variado) y también guar-
da los nuevos tweets asociados a esta 
nueva fase, prescindiendo de los ge-
nerados hace 5 semanas. No obstan-
te, se guardan todas las referencias, y aunque de momento 
no hemos desarrollado interfaces sobre esta opción, cabe 
imaginar un histórico de menciones y comentarios de una 
url dada, de modo que se pueda mostrar el historial de Foo.
com: cuándo fue noticia tal url (en distintos momentos de 
su historia), qué contenido mostraba cuando fue noticia, y 
qué comentarios generó en cada uno de esos momentos 
de “fama”.
El sistema aplicado por CodeSyntax en Umap.eu5 permite 
extraer, almacenar y tratar de forma automatizada y en fun-
ción de diferentes parámetros los temas de interés para esas 
comunidades y las redes sociales que generan. Se han obte-
nido noticieros automatizados que seleccionan y ponderan 
las informaciones más relevantes, ofreciendo un resumen 
de la inteligencia colectiva extraída de tales redes sociales.
Se ha validado la utilidad de la herramienta y se han abierto 
posibilidades de aplicación en otros campos como los arriba 
mencionados. Su aplicación en otro tipo de redes sociales 
además del microblogging constituye otra de las líneas de 
investigación futura.
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En la escala de tiempo de internet pare-
ce que todo deja de ser noticia transcu-
rridas 48 h
Figura 3. Noticiero automatizado en Umap euskera. 
4. Conclusiones y líneas futuras de investigación
En los párrafos que preceden hemos expuesto un caso de 
uso de Umap aplicado a comunidades lingüísticas minorita-
rias. Los resultados obtenidos son alentadores, el sistema es 
capaz de obtener información relevante para y referente a 
las tres comunidades seleccionadas: euskara, catalana, gaé-
lica. El método se puede extrapolar a otros intereses com-
partidos por una comunidad: comerciales, marcas, produc-
tos o tecnologías, sociales, económicos, políticos, etc.
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