The region along the North-West African coast (20 • N to 36 • N and 4 • W to 19 • W) is characterized by a persistent and variable upwelling phenomenon almost all year round. In this article, the upwelling features are investigated using an algorithm dedicated to delimit the upwelling area from thermal and biological satellite observations. This method has been developed specifically for sea-surface temperature (SST) images, since they present a high latitudinal variation, which is not present in chlorophyll-a concentration images. Developing on the proposed approach, the spatial and temporal variations of the main physical and biological upwelling patterns are studied. Moreover, a study on the upwelling dynamics, which explores the interplay between the upwelling spatiotemporal extents and intensity, is presented, based on a 14-year time archive of weekly SST and chlorophyll-a concentration data.
by intense upwelling seasonality and strong offshore extent. Pradhan et al. [18] described the seasonal and interannual changes in CHL a concentrations in the Mauritanian upwelling and reported the anomalous event that occurred in CCUS during 1998/1999 in terms of the ENSO index. Arístegui and Montero [19] studied the CCUS spatiotemporal changes of phytoplankton biomass and respiration, which was to a great extent explained by hydrographic changes at the mesoscale level. Menna et al. [20] used five years of different satellite observations and surface drifters to describe the upwelling seasonality along the coasts of Mauritania and Senegal. Their results allowed them to reveal the period of upwelling-favorable winds in different geographical sectors, to emphasize the different behaviors between different sectors and to describe the westward transport of cold water.
The variability in the upwelling was studied using the CHL a concentration in other global ocean upwelling systems as the Benguala [21] and Peru [22] . Demarcq et al. [21] studied the fluctuations of phytoplankton biomass in the Benguela ecosystem over an eight-year period of time using a CHL a index. They estimated the CHL a index as the integration of the CHL a concentration from the coast to an offshore minimum level of 1 mg m −3 . Results show that their studied system can be divided into two major sectors, north and south of the Luderitz upwelling cell with a clear and more contrasting seasonal pattern. Nixon and Thomas [22] used two years of satellite CHL a to estimate the size of the productive habitat related to the upwelling of Peru by using the 1 − mg m −3 threshold limit. Results show maximum areas varying from 120 × 103 km 2 to 220 × 103 km 2 . Belkin and O'Reilly [23] proposed an algorithm to detect oceanic fronts from different oceanic observations. Their algorithm is universal with regard to regions and variables such as CHL a and SST and SSH images. Frontal maps generated by their algorithm are freely available at NOAA.
In this article, a study with a twofold objective to investigate the spatial extent and the dynamics of the CCUS is presented. First, a novel approach for the segmentation of the upwelling areas along the central part of the Canary Upwelling Ecosystem is presented using an automatic delimitation of the upwelling areas from the SST and CHL a images. Various techniques have been proposed for the subject of the upwelling detection and delimitation for different upwelling ecosystems. However, none of the previous work has successfully been able to delineate the central part of the Canary Upwelling Ecosystem from the SST images [12] [13] [14] , [24] , [25] . The proposed method is capable of extracting upwelling regions from the SST and CHL a images.
One main advantage of the proposed approach is that it allows the characterization of the same upwelling phenomenon from physical and biological observations. It does identify the upwelling as regions of homogeneous CHL a /temperature, rather than defining a noncontinuous front or setting a threshold limit that is not natural considering a dynamical system. Second, the CCUS spatial distribution is studied from these observations along with their fluctuations from seasonal to interannual time scales. Finally, the upwelling variability is explored from its spatiotemporal extents and different upwelling indices to have an overall picture of its dynamics. The presentation is structured as follows: Section II presents the area of interest and the database used throughout this article. Section III describes the methodology used to identify the upwelling areas and the upwelling indices used to throughout this article, while Section IV reports the experimental results and analysis before a conclusion in Section V. being not clearly identified north of 28 • N. Moreover, the temperature distribution varies both meridionally and zonally, whereas the CHL a distribution shows only clear longitudinal variation. Both the images are acquired on the same date (first week of January 2007). The CHL a image shows more cloudiness than what is present in the thermal observation. This is due to different wavelengths and algorithms used to provide such data. Eight-day SST and CHL a images are considered, because they constitute a good compromise between the variability of the pixel values and the necessity to provide a continuous spatiotemporal coverage. SST and CHL a images are included in the database if they have at least 25% of valid information in the area between the coast and 200-km offshore. Monthly SST and CHL a images are also considered to describe the interannual variability of the upwelling dynamics. The daily global 1/4 • resolution product Geostrophic and Ekman Current Observatory (GEKCO) of the surface currents developed in [26] is also used to compute the eddy kinetic energy and the cross-shore Ekman Transport index. The surface currents are calculated from a combination of wind-driven Ekman currents, at 15-m depth, derived from the QuikSCAT and ASCAT wind estimates, and the geostrophic currents computed from sea-surface heights.
II. DATA AND AREA OF INTEREST

This article focuses on the north-western part of the CCUS
III. METHODS
A. Upwelling Identification and Segmentation
The goal of this article is to develop an upwelling segmentation method that allows the identification and extraction of the upwelling areas from the SST and CHL a images. First, the method seeks to overcome the problems encountered when applying the method developed in [14] over the SST images, and to provide an upwelling segmentation from biological observations. The approach developed in [14] consists of two steps: first, applying a clustering algorithm over the SST images with a number of clusters c = 2 in order to separate the upwelling cold waters from the warmer ones offshore and then labeling the cluster with the minimal centroid as upwelling waters. However, the outputs of the first step include isolated structures in the offshore waters. Since that all the segmented pixels belonging to the upwelling must have connectivity with the coastline, Tamim et al. [14] used the region-growing algorithm [27] to remove noisy structures in the offshore water. This algorithm aims at grouping a set of pixels according to the homogeneity and adjacency criteria. The latter method gives satisfying results in the southern region, where the upwelling main front is sharp. However, it fails to properly recognize the areas of upwelling belonging to the northern part, as shown in Fig. 3(b) . Fig. 3(b) shows that the method completely overestimates the contouring of the upwelling region in the northern part. The main reason behind this failure lies in the concept itself along with the high variability of the latitudinal distribution of temperatures. Hence, for example, northern offshore temperatures can be close to the southern upwelling temperatures [see Fig. 3 (a)] (blue circles highlight the same temperature; in the north, it presents offshore water, while it is considered as upwelling in the south). Fig. 3(c) shows the phenomenon of latitudinal high variability of temperature. In Fig. 3(c) , the orange line illustrates the role of the FCM algorithm (considered as a linear clustering method), which separates the two clusters (upwelling and nonupwelling), and this figure shows that a part of the green curve falls in the cluster presenting the upwelling water. As stated above, north and central maximal temperatures can be much lower than the minimal temperatures in the south. Thus, a possible way to identify the upwelling regions over this upwelling system is to consider a subregion approach, where the whole system has to be divided zonally into subregions, then apply the method developed here [14] over each subregion, and finally merge all the regions later on. An example is given in Fig. 3(d) , where the green curve represents the maximal temperature at each latitudinal step of the SST image in Fig. 3(a) . To separate the green curve from the blue one fully, the system was divided into four subregions. This figure shows that the subregions have different sizes. The problem is how to define these subregions, knowing that the upwelling itself varies seasonally. For each SST image, a different number of subregions will be found. The solution to this is as follows. 
1) Zonally divide the system into subregions characterized by a low latitudinal variation of temperature. 2) Over each one of the subregions, apply the technique developed in [14]. 3) Later on, merge the results of each subregion to have a final delineation of the upwelling limit. However, this could result in a discontinuity of the main upwelling contour (knowing that upwelling waters in each subregion will have its own centroid). To overcome this, this article proposes the following. 1) First, apply clustering algorithm with a maximal number of clusters over the whole system. 2) Zonally divide the system into subregions. 3) In each subregion, identify the upwelling water. 4) Later on, merge the upwelling region from the subregion
to reproduce the main upwelling contour. 1) Extraction of the Upwelling Areas: In the unsupervised clustering, the number of clusters is rarely known a priori and it has to be selected with great care. In fact, if the cardinality
(the number of pixels belonging to a given cluster) of a cluster is larger, one or more good compact clusters should be broken due to the variations in the similarity, or if it is smaller, several clusters may be merged [28]-[30]. In the literature, two main techniques can be distinguished to decide the good number of clusters in data as follows. 1) Use the cluster validity functions to extract the good number of clusters, which best describe the data. 2) Start with a large number of clusters and decrease
this number progressively by merging similar clusters, as indicated by some predefined criteria. In this article, the second approach is used, but instead of using the similarity-based cluster merging approach, an upwelling special algorithm that merges parts of clusters, which best reproduce the shape of upwelling, is developed. The proposed method is based on a rigorous analysis of the spatial distribution of the upwelling; the particle swarm optimization (PSO) clustering algorithm [31] , [32] is applied with a maximal number of clusters C max = 6 over one year of SST images. Then, the meridional and zonal distributions of the clusters are analyzed. Results show the following.
1) The cardinality of the clusters gets smaller in the southern direction, which results in upwelling with more clusters in the southern part than the northern one. 2) The same cluster presents the upwelling water in the southern region and the offshore water in the northern region.
3) The same cluster shows smaller cardinality in the upwelling water and a larger one in the offshore water. ] Then, the algorithm starts by zonally dividing the whole system into equally small subregions of 90 km: for each subregion from north to south, it starts from the coastline and calculates the cardinality of the first cluster and labels it as upwelling if it presents less than 15% of cardinality of the subregion, and then goes to the next one, and includes it only if the cardinality of the current cluster is less than or equal to the sum of the previous ones, as described by Algorithm 2 (Appendix). Each subregion is characterized by the number of clusters it includes. Fig. 4(b) shows the result of Algorithm 2. Gray lines mean that only one cluster is considered, for the brown lines, two clusters are considered, three for the green, and four for the white.
The second part of the algorithm consists of merging connected subregions of similar number of clusters in order to create the different upwelling regions with different number of clusters (isolated subregions add or remove one cluster depending on their surrounding).
Finally, four regions are defined [see Fig. 4(c) ]: the first one contains only one cluster, the second contains two, three for the third, and four for the last one. Fig. 4(d) shows the final segmentation obtained for the upwelling regions. Finally, these regions are merged to create the upwelling area, as shown in Fig. 4(e) . The results shows that the proposed method yields a very accurate segmentation on the whole coast.
B. Thermal-Based Upwelling Index
Thermal-based upwelling index I T is computed as a simple thermal difference between the warm offshore waters and the cool upwelling water [3] as follows: if r is a given latitude, T r max and T r min are the maximal offshore and minimal inshore temperatures, respectively, and then, the upwelling index at latitude r is:
On the other hand, note that by definition, T r min necessarily belongs to the upwelling region. Thus, given the developed upwelling segmentation method, naturally, T r min is defined as the minimal temperature recorded within the extracted upwelling area. That is, let S be the segmented upwelling area, and then, given a radial r ∈ {1, . . . , R} composed of temperature pixels r = {T r i ; i = 1, . . . , R}, T r min is defined as Fig. 4(f) shows an example of a radial within which I c is computed; SST min is sought within the red line, while SST max is within the blue line.
C. CHL a Index
The CHL a index I C is defined as the integration of the CHL a concentration from the coastline to the limit of the extracted upwelling contour. This is similar to the product of the average CHL a concentration and the upwelling extent (upwelling limit) over the same radial and can be expressed in mg m −3 × km.
D. Cross-Shore Ekman Transport
The cross-shore Ekman transport (I CSET ) is defined as the water flux theoretically transported offshore by the wind stress (from satellite data) from the coastal upward flux of colder water. It is computed using daily wind measurements from the QuikSCAT and ASCAT winds at 1/4 • resolution. By assuming a coastal balance between the Coriolis effect and the coastal wind stress, the offshore Ekman transport per unit length (υ, in the zonal direction) can be expressed by
This index evaluates the volume of upwelled flow. This transport depends on wind stress and Coriolis force f , where τ y is the coastal (in the meridional direction) surface wind stress and ρ is the density of surface water. 
E. North Atlantic Oscillations
One of the Northern Hemisphere's most important teleconnection indices (NAO) has been obtained from the
IV. SEASONAL AND INTERANNUAL UPWELLING VARIABILITY
The proposed method is used to provide a seasonal climatology and to document the interannual variability of the African upwelling extent from the SST and CHL a imageries. For each latitudinal step, the upwelling extent is calculated as the length of the radial starting from the coastline and ending in the extracted contour of upwelling. Fig. 4(e) (Top) shows an example of this calculation.
A. Spatiotemporal Variability of the Upwelling Extent From SST and CHL a Imageries
The seasonal variability of the upwelling extent from the SST and CHL a images is discussed based on the Hövmoller diagrams at 4-km/8-day spatiotemporal resolution. 
extent can potentially lead to the importance of filaments in transporting water masses offshore and their physical and biological characteristics across the shelf break.
In the southern part of the system (south of 23 • N), Kostianoy and Zatsepin [36] reported that filaments are responsible for 50% of the upwelled waters to flow across the upwelling front. The alongshore variations of eddy kinetic energy were analyzed in order to study the potential role of mesoscale dynamics. Fig. 6(e) shows the log of the eddy kinetic energy computed along the studied area. Progressing south, the EKE obviously increases along the coast. The CHL a extent width may increase southward caused by an increase in the horizontal stirring caused by mesoscale processes. Note that the nature of mesoscale processes can differ, such as coastal and planetary waves, baroclinic instabilities of the upwelling jet, and the fact that wind stress and mesoscale dynamics are connected and cannot be viewed as separate processes.
B. Interannual Variability of the Upwelling Dynamics
In this section, the spatiotemporal dynamics of the north-west African upwelling is explored throughout various physical and biological upwelling indices. Fig. 6(a) Fig. 7(a) and (b) shows their anomalies.
and (b) shows the Hövmoller diagrams at 4-km/30-day spatiotemporal resolution of the upwelling extent from the SST and CHL a images, while
The offshore extent of the upwelling, as determined from the SST images [see Fig. 6(b) Fig. 7) .
In terms of interannual variability, the whole period of time is characterized by a considerable year-to-year variability and oscillations between periods of strong and weaker upwelling extent. Nevertheless, such separation is very area-dependent (see
Along with the upwelling extent, three upwelling indices are used for our analysis, which are computed at every latitude and each time step of the interannual variability: thermal-based upwelling index I T , the CHL a index I C , and the cross-shore Ekman transport (I CSET ). Here, the interannual variability of the upwelling intensity is analyzed. Fig. 6(d) 
This is the largest spatial region along the Moroccan coast that appears to contain the highest contents of phytoplankton in the surface waters with the interannual variability revealing that 2016 was a particularly anomalous year.
Different upwelling indices were used to characterize the interannual variation of the upwelling dynamics. Each of the indices allows us to synthesize the studied area into different regions. However, this division is different from each index to another. Here, these divisions are different according to each index. 1) In the region north of 33 • N, all the indices suggest that this region is characterized by a weak/inexistent upwelling. 2) Cape Ghir around 31 • N is distinguished by the existence of an oceanic plateau, which extends offshore 
V. CONCLUSION
This article contributes to the knowledge of the spatiotemporal variability of the upwelling dynamics over the north-west African margin. Previous works have addressed the issue of the automatic identification of upwelling regions from the SST images along different parts of CCUS. However, none of the previous work has successfully been able to delineate the central part of the Canary Upwelling Ecosystem from the SST images. To the best of our knowledge, the method proposed in this article not only is the first to successfully delineate upwelling regions from the SST images over the whole Moroccan Atlantic coast but also extracts the upwelling regions from the CHL a images. The proposed method is performed in two main stages: the first one with the goal to break down the SST and CHL a images into homogeneous regions and the second step develops the simple algorithm that chooses and merges groups of pixels, which best reproduce the shape of upwelling areas. This method has shown to be very accurate in different upwelling scenarios. Previous works have addressed the spatial extent of the upwelling from biological and physical satellite observations. In this article, the biological and physical spatial extents of the upwelling are computed based on an advanced method that shows a high accuracy in terms of upwelling detection. The results show that the upwelling spatial extent patterns computed from SST and CHL a display substantially similar patterns. Moreover, the upwelling dynamics is explored throughout its spatiotemporal extents and different upwelling indices for the period between 2003 and 2016. This led us to define regions with different upwelling properties in terms of the upwelling extent and intensity.
APPENDIX
A. Region-Growing
The region-growing algorithm aims to group a set of pixels according to the criteria of homogeneity and adjacency. It analyzes the neighboring pixels of initial points and decides if the adjacent pixel must be added to the region. The pixels belonging to the same region are labeled by the same index and the pixels in other regions are labeled by a different index.
B. Particle Swarm Optimization
PSO is a stochastic optimization method inspired by birds' social behavior in a flock [31] , [32] . It works by having a group of candidate solutions called particles. Each of these particles flies through the space of search according to a few simple formulas over the position and velocity of particles. Their movements are influenced by their own best known position in the space of search called pbest, and the best known position of the whole group called gbest [37] . After each iteration, each particle's velocity and positions is recomputed with following equation:
ω presents the inertia weight, which controls the influence of the previous velocity; a large inertia weight favors exploration, while a small inertia weight favors exploitation [37] . c 1 and c 2 present constants of acceleration, v i is the particle's velocity, x i (t) is the particle's time-position, and p i (t) andp i (t) are the pbest and gbest as stated before. r 1 and r 2 are the vectors with their elements sampled from a uniform distribution U (0, 1) The cognitive component p i (t) − x i (t) serves as a memory of previous particles' best positions, while the social componentŷ(t) − x i (t) gives the whole group's belief as to where the best solution is.
PSO's efficiency is sensitive to the parameters ω, c 1 and c 2 . While several suggestions (based on empirical studies) for good values can be found in the literature, such as in [38] , the PSO exhibits a convergent behavior if the following condition is satisfied:
if not the PSO exhibits a cyclic or divergent behavior.
C. PSO Clustering Algorithm
Within the framework of pixel clustering, each particle x i is structured as x i = (m i1 , . . . , m i j , . . . , m i Nc ), where m i j is the j th cluster centroid vector of the i th particle. Thus, a swarm reflects a number of candidate pixel clusterings. The fitness function is used to evaluate each particle as
where z max is the highest value in the image and Z i is the matrix that assigns each pixel to clusters of particle i . Each element z i j p decides if a pixel z p belongs to a cluster C i j of a particle i . The constants ω 1 and ω 2 are user-defined constants.
The following equation presents the highest average Euclidean distance between all classes and their associated particles, with |C i j | presenting the cardinality of the set C i j :
The following equation presents the lowest Euclidean distance between any pair of centroids: d min (x i ) = min ∀ j 1 , j 2 , j 1 = j 2 {d(m i j 1 , d i j 2 )}.
This fitness function is multiobjective and it is designed to hold the following. 1) Reduce the distance between cluster centroid and its associate pixels, as quantified byd max (Zi, xi). 2) Increase the distance between any pair of centroids, as quantified by d min (x i ). The PSO-based clustering method can be summarized as in Algorithm 1.
Compared with the FCM algorithm, this approach minimizes the impact of initial conditions. Moreover, an advantage of this method is that an optimal clustering search is performed in parallel.
D. Fuzzy c-Means
The FCM algorithm attempts to partition a finite collection of n pixels X = {x 1 , . . . , x n } into a collection of c fuzzy clusters with respect to some given criterion. Given a finite set of pixels, the algorithm returns a list of c cluster centers C = {c 1 , . . . , c c } and a fuzzy partition matrix, which presents the degree of belonging for each pixel x k to a given cluster c i . The FCM algorithm is applied to minimize an objective function called c-means functional
Algorithm 1 PSO Clustering Algorithm Data: Initialize the parameters ω, ω 1 , ω 2 .
• Initialize each particle to contain N c randomly selected cluster means. • Initialize the particles velocities and accelerations. for t = 1 to t = tmax do for each particle i do for each pixel Z p do where n is the length of the vector X presenting pixels of a given SST image. V = {v 1 , v 2 , . . . ., v n } is the vector of cluster prototypes and U = [μ ik ] is the fuzzy partition matrix, which presents the degree of belonging for each pixel x k to a given cluster c i . The weighting exponent m controls the fuzziness of membership values, which vary in the interval [1, ∞] . An increase in m leads to an increase in fuzziness partitions.
The objective function [see (10) ] can be seen as a measure of the total variance of x k from v i . The minimization of the objective function [see (10)] represents a nonlinear optimization problem that can be solved by using, respectively, the following cluster centroids and membership functions:
The goal here is to iteratively improve a sequence of sets of fuzzy clusters through those equations until no further improvement is possible for the objective function.
