The quadratic matrix equation AX 2 + BX + C = 0 in n n matrices arises in applications and is of intrinsic interest as one of the simplest nonlinear matrix equations. We give a complete characterization of solutions in terms of the generalized Schur decomposition and describe and compare various numerical solution techniques. In particular, we give a thorough treatment of functional iteration methods based on Bernoulli's method. Other methods considered include Newton's method with exact line searches, symbolic solution and continued fractions. We show that functional iteration applied to the quadratic matrix equation can provide an e cient way to solve the associated quadratic eigenvalue problem ( 2 A + B + C)x = 0.
kinds of structure and computing architectures. Nonlinear matrix problems remain relatively unexplored, however. Our subject here is the simplest nonlinear matrix equation, the quadratic. A quadratic equation in matrices can be de ned by Q(X) = AX 2 It is natural to ask whether the usual formula for the roots of a scalar quadratic generalizes to (1.1). The answer is no, except in special cases such as when A = I, B and C commute, and B 2 ? 4C has a square root. In fact, the existence and characterization of solutions of (1.1) is not straightforward, and computing a solution poses interesting challenges.
In this work we investigate the theory and numerical solution of the quadratic matrix equation (1.1). We collect, unify and generalize earlier work and derive new or strengthened results, including a powerful result and algorithm based on the generalized Schur decomposition. We take care to point out applications and sometimes unexpected links, including with continued fractions and the now little used Bernoulli method.
We will need three matrix norms on C We discuss brie y two applications of the quadratic matrix equation (1.1). Numerical examples of both of these applications are given in Section 8. Quasi-birth-death processes are two-dimensional Markov chains with a block tridiagonal transition probability matrix. They are widely used as stochastic models in telecommunications, computer performance and inventory control. Analysis using the matrix-geometric method leads to three quadratic matrix equations whose minimal nonnegative solutions can be used to characterize most of the features of the Markov chain. An excellent reference is the recent book by Latouche and Ramaswami 28] .
A second application is to solution of the quadratic eigenvalue problem (2.1), which arises in the analysis of damped structural systems and vibration problems 7, Chap. 9], 25]. A standard approach is to convert the quadratic eigenvalue problem to a generalized eigenvalue problem of twice the dimension, 2n: (2.15) is one of several possible reductions 39]. The \linearized" problem can be further converted to a standard eigenvalue problem of dimension 2n if A or C is nonsingular. However, as (2.2) shows, if we can nd a solvent S of the associated quadratic matrix equation then the problem is reduced to solving two n n eigenproblems: that of S and the generalized eigenproblem (B + AS)x = ? Ax. If S can be found by working only with n n matrices then this approach o ers a potential saving of work and storage. We return to this possibility in Section 8.
Symbolic Solution
Before attempting numerical solution we consider solving the quadratic matrix equation using a symbolic algebra package. We have experimented with Matlab's Symbolic Math Our experience is that the solve command is remarkably e ective for n = 2, nding all isolated solvents and even parametrized families of solvents in a few seconds on a 333MHz
Pentium. For n 3 we have been able to nd solvents with this approach only for very special A, B and C.
An algorithm for symbolic solution for n = 2 has been suggested by our colleague R. M. Wood. Suppose A = I and C is nonsingular. Then X is nonsingular; write Once the roots are found they can be substituted back into p to determine solvents X. We have found this approach less successful than using solve as described above.
For example, for the problem (2.3) the sextic degenerates to a quartic and the method produces only the last four of the solvents in (2.4); for u = 2 (which is the determinant of the missing solvent) the matrix M is singular. This approach does not generalize to larger n. Our conclusion is that symbolic solution is of very limited use except for n = 2. In the rest of this paper we consider numerical techniques.
Eigenvalue Techniques
The eigenvalue-based constructions of Section 2 provide two ways to solve the quadratic matrix equation.
Quadratic Eigenvalue Problem Approach
Suppose we solve the quadratic eigenvalue problem (2.1) and obtain eigenpairs ( i ; v i )
with n p 2n. To construct a solvent from these eigenpairs we need to identify a linearly independent set of n vectors v i . This can be attempted by computing the QR factorization with column pivoting 16, Sec. 5. Hence Z ?1 11 = Z 11 (I +X X), and the result follows on taking norms and using kZ 11 k 2 1.
The lemma shows that Z 11 will be well conditioned if kXk 2 show that by exploiting the fact that Q is quadratic the optimal t can be computed exactly in 5n 3 ops, yielding an exact line search method. They show that exact line searches improve the global convergence properties in theory and in practice. Newton's method with exact line searches has also been used by Benner and Byers 3], 4] for solving algebraic Riccati equations. While Newton's method is very attractive for solving the quadratic matrix equation, it has some weaknesses. Each iteration is rather expensive and many iterations can be required before quadratic convergence sets in; in the absence of a su ciently good starting matrix convergence cannot be guaranteed; and it is di cult to know in advance to which solvent the method will converge. In the next section we describe a class of methods for which the cost per iteration is much less and for which convergence to a particular solvent can be guaranteed for speci ed starting matrices, under certain conditions on the problem.
Functional Iteration
A natural way to attempt to solve the quadratic matrix equation is to rewrite it in the form X = F(X) and then de ne an iteration X k+1 = F(X k ). This can be done in many ways, giving iterations such as These iterations can not in general be transformed to a simpler form (such as diagonal form) and so it is di cult to obtain convergence results of practical applicability. However, it turns out that useful results for iteration (7.1) and some variants can be obtained from analysis of an associated Bernoulli iteration.
To motivate the analysis we rst consider brie y the scalar quadratic ax 2 +bx+c = 0, with a 6 = 0. Iteration (7.1) can be written x k+1 = g(x k ); g(x) = ? (c=x + b) a : (7.2) From the standard theory of functional iteration 34, Lec. 3] we know that the condition for convergence for starting values su ciently close to a root is jg 0 ( )j < 1. Denote the two roots by 1 Thus we have local convergence to the larger root provided that the roots are of distinct modulus, which requires, in particular, that the discriminant be positive. Iteration (7.2) can be written (ax k+1 + b)x k + c = 0 and a similar analysis shows that the iteration de ned by (ax k + b)x k+1 + c = 0 converges to the root of smaller modulus. It is clear that the matrix analogues of these iterations can converge only for problems satisfying some suitable generalization of the \roots of distinct modulus" condition. In the next subsection we identify two solvents that are used to de ne the appropriate condition.
We assume throughout the rest of this section that A is nonsingular.
Dominant and Minimal Solvents of Q(X)
Since A is nonsingular, Q( ) in (2.1) has 2n eigenvalues, all nite, which we order by absolute value: j 1 j j 2 j j 2n j: De nition 7.1 A solvent S 1 of Q(X) is a dominant solvent if (S 1 ) = f 1 ; : : : ; n g and j n j > j n+1 j, where the eigenvalues i of Q( ) are ordered according to (7.3) . A solvent S 2 of Q(X) is a minimal solvent if (S 2 ) = f n+1 ; : : : ; 2n g and j n j > j n+1 j.
A more elegant but less transparent de nition is that a dominant solvent S of Q(X) is one for which every eigenvalue of S exceeds in modulus every eigenvalue of the quotient Q( )( I ? S) ?1 15, p. 126], and similarly for a minimal solvent. Note that if S 1 is a dominant solvent and S 2 is a minimal solvent then minf j j : 2 (S 1 ) g > maxf j j : 2 (S 2 ) g:
We caution the reader that in referring to results on the convergence of Bernoulli's method some authors give imprecise or incorrect de nitions of dominant solvent: for example the de nition that a dominant solvent is \a solvent matrix whose eigenvalues strictly dominate the eigenvalues of all other solvents" 23] is far too restrictive.
It follows from the theory of -matrices 15, Thm. 4.1] that a dominant solvent, if one exists, is unique, and likewise for a minimal solvent (recall that A is assumed nonsingular).
As we mentioned in Section 2, Lancaster has shown that the overdamping condition (De nition 2.1) is su cient to ensure the existence of dominant and minimal solvents. The next theorem gives a su cient condition of more general applicability. Proof. Let Proof. Suppose that V (S 1 ; S 2 ) is singular. Let v 2 N := null(V (S 1 ; S 2 ) ). Then To obtain a convergence result for Bernoulli's method, we need the following lemma. 
Iterations for Computing a Solvent
For practical computation it is desirable to rewrite (7.4) The convergence of all these iterations is linear, with error decreasing as kS i 2 kkS ?i 1 k, and therefore with asymptotic error constant of order e = j n j j n+1 j (7.12) (given the ordering (7.3) 1=3 . Thereafter the relative changes kX i+1 ? X i k 1 =kX i+1 k 1 increased until on the 91st iteration they started decreasing again. After 177 iterations the iteration had converged to S 1 . Suspicious that this behaviour was caused by the e ects of rounding error, we ran the iteration in exact arithmetic using Matlab's Symbolic Math Toolbox. This time the iteration converged to S 2 (with monotonic decrease of the relative changes). Thus the condition that both dominant and minimal solvents exist (Theorem 7.6) is su cient but not necessary for convergence of iteration (7.7) and when a dominant solvent but not a minimal one exists convergence can be to a non-dominant solvent.
Numerical Experiments
We illustrate our methods on two practical problems.
We consider rst a quadratic eigenvalue problem arising from a damped mass-spring system in which each mass is connected to its neighbour by a spring and a damper and also to the ground by a spring and a damper; see 39] for the details. We have chosen the masses and the spring and damper constants to give an n n problem with A = I and B = 
:
We took n = 100. Since min (B) 2 ? 4kAk 2 kCk 2 = 1:9 10 ?2 > 0, the quadratic eigenvalue problem is overdamped. Hence all eigenvalues of the quadratic eigenvalue problem are real and nonpositive, the quadratic matrix equation has a dominant and a minimal solvent, and the Bernoulli iterations (7.7){(7.10) all converge, provided that the iterates are de ned. The Bernoulli iterations used the default starting matrices and the same stopping test as in (7.13) but with tolerance nu.
The Bernoulli iterations converged to the expected solvents in 13{15 iterations. This relatively quick convergence is consistent with the value 9 10 ?2 of the asymptotic error constant (7.12). Newton's method required 7 iterations without line searches and 6 iterations with exact line searches, converging to the minimal solvent in both cases.
A comparison of execution times on a 333MHz Pentium II is instructive. The Bernoulli iterations converged after 3 seconds, while Newton's method took 45 seconds without lines searches and 40 seconds with exact line searches. Computing the eigenvalues of the quadratic eigenvalue problem using Matlab's polyeig (which solves a generalized eigenproblem of twice the dimension) took 17 seconds, which can be reduced to 8 seconds if we modify the M-le to avoid computing eigenvectors. Computing the eigenvalues of a solvent took 0.11 seconds. Thus computing the dominant solvent and the minimal solvent by Bernoulli iteration and then nding their eigenvalues was faster than using polyeig to compute the eigenvalues directly.
This example shows that Bernoulli iteration can be signi cantly faster than Newton's method and that solving the quadratic eigenvalue problem via the associated quadratic matrix equation can be a viable approach.
Next, we consider a model Note that we make no attempt here to exploit the origin of this equation; doing so is an interesting problem to which we refer to 28]. Applying the Schur method (Section 5.2), with the generalized Schur decomposition ordered to maximize the absolute values of the diagonal elements of S 11 , we obtain the desired minimal R min . The quadratic eigenvalue problem method (Section 5.1), using QR factorization with column pivoting, also produced R min . Newton's method converged with and without line searches with starting matrix (8.1), in 8 and 10 iterations, respectively; it converged to the same matrix in each case, but not to R min . None of the Bernoulli iterations (7.7){(7.10) is applicable because both A and C are singular, having a column of zeros. However, if we shift coordinates by de ning Y = X?I we have the equation AY 2 + (2A + B)Y + A + B + C = 0, and A + B + C is nonsingular. Iteration (7.9) is now applicable and it converges to R min ? I in 111 iterations.
Concluding Remarks
Over one hundred years after it was rst investigated by Sylvester, the quadratic matrix equation (1.1) still poses interesting challenges. As we have seen, the theory and numerical solution bring together many di erent aspects of numerical linear algebra.
Our main contributions are twofold. We have given a new characterization of solvents in terms of the generalized Schur decomposition (Theorem 2.3) and a corresponding numerical method, with scaling to improve the accuracy. We have also given a thorough treatment of functional iteration methods based on Bernoulli's method, identifying four iterations that converge to a dominant solvent, a minimal solvent, and the inverses of a dominant and minimal solvent.
The possibility of solving the quadratic eigenvalue problem via the quadratic matrix equation instead of solving a generalized eigenvalue problem of twice the dimension has been mentioned before in the literature, for example in 8]. Our experiment in Section 8 appears to be the rst demonstration that the quadratic matrix equation approach can be the faster. Whenever there is a large gap between the n smallest and n largest eigenvalues (in absolute value), solving the quadratic eigenvalue problem via Bernoulli iteration on the quadratic matrix equation is worth considering.
The quadratic matrix equation is just one of many nonlinear matrix equations that deserve further study. We hope that this work stimulates other researchers to attack this interesting and challenging class of problems.
