Approximation Algorithms Via The Primal-Dual Schema: Applications Of The Simple Dual-Ascent Method To Problems From Logistics by Carnes, Timothy
 Approximation algorithms via the primal-dual schema: applications of the simple
dual-ascent method to problems from logistics
by Timothy Alan Carnes 
This thesis/dissertation document has been electronically approved by the following individuals:
Shmoys,David B (Chairperson)
Henderson,Shane G. (Minor Member)
Kleinberg,Robert David (Minor Member)
APPROXIMATION ALGORITHMS VIA THE
PRIMAL-DUAL SCHEMA: APPLICATIONS OF
THE SIMPLE DUAL-ASCENT METHOD TO
PROBLEMS FROM LOGISTICS
A Dissertation
Presented to the Faculty of the Graduate School
of Cornell University
in Partial Fulfillment of the Requirements for the Degree of
Doctor of Philosophy
by
Timothy Alan Carnes
August 2010
c© 2010 Timothy Alan Carnes
ALL RIGHTS RESERVED
APPROXIMATION ALGORITHMS VIA THE PRIMAL-DUAL SCHEMA:
APPLICATIONS OF THE SIMPLE DUAL-ASCENT METHOD TO PROBLEMS
FROM LOGISTICS
Timothy Alan Carnes, Ph.D.
Cornell University 2010
The primal-dual schema has been employed to provide approximation algo-
rithms for a large variety of combinatorial optimization problems. This tech-
nique relies upon simultaneously constructing a primal integer solution that
is feasible for the minimization problem of interest, as well as a dual solution
whose objective function value serves as a lower bound. By operating in this
framework, the advantages of using an LP-based method are obtained, such
as generating an instance-dependent approximation ratio that may greatly im-
prove on the theoretical worst-case, while obviating the need to actually solve
an LP.
In this thesis, we focus on the application of the simple dual-ascent method,
where the feasible dual solution is modified by increasing only a single dual
variable at a time, and obtain approximation algorithms for the following prob-
lems: capacitated covering problems with lot-sizing applications, the location
routing problem with a global limit on locations, and a variant of the general-
ized assignment problem. For each of these areas, we introduce an exponential
number of valid inequalities to strengthen the LP-relaxation, thereby decreasing
the integrality gap. As we are only increasing a single dual variable at a time,
each of the primal constraints is effectively providing the mechanism by which
both the primal and dual solutions can be modified at any given time.
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CHAPTER 1
INTRODUCTION
1.1 Approximation Algorithms
Ever since the theory of NP -completeness was developed, those faced with de-
signing an algorithm for an NP -hard problem have been forced to choose be-
tween creating an efficient method and finding the optimal solution. To achieve
both goals simultaneously would prove that P = NP , a statement widely be-
lieved to be false, though this remains one of the biggest open questions in
the field of computer science. In this thesis, we will focus on designing effi-
cient algorithms, where efficiency is defined in terms of the running time being
bounded by a polynomial function of the input length. Even though these meth-
ods will not necessarily find the optimal solution, the solutions produced are
still provably close to optimal for all input instances, and hence these methods
are referred to as approximation algorithms.
Approximation algorithms appeared before NP -completeness was estab-
lished, though were not necessarily presented in such terms. The work of Viz-
ing [34] is one example, where he gave a constructive proof that every graph has
an edge coloring where the number of colors used is at most one more than the
maximum vertex degree. The idea of developing approximation algorithms as
an approach to dealing with NP-hard problems was first proposed in a paper of
Johnson [16], where he also provided results for a number of classic problems.
We will formally define a ρ-approximation algorithm as an algorithm that al-
ways runs in polynomial time and produces a solution whose value is within a
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factor of ρ of the value of an optimal solution. In designing such an algorithm,
a key issue is how to show a solution is provably close to optimal when the
optimal value is unknown. One approach is to make combinatorial arguments
on the structure that an optimal solution must have. Consider the unweighted
vertex cover problem, where given a graph one must select a subset of vertices
such that every edge has at least one of its endpoints selected, and the goal is to
minimize the number of vertices selected. A simple approximation algorithm
for this problem is to start with no vertices selected, and as long as there is an
uncovered edge, add both of its endpoints to the set of vertices. The set of edges
considered by the algorithm must have disjoint endpoints, and so any feasi-
ble solution, including the optimal one, must select at least one endpoint from
each of these edges. Since the algorithm selects both endpoints on each of these
edges, the total number of vertices selected is at most twice the optimal number.
Thus the proposed algorithm is a 2-approximation algorithm. While this algo-
rithm is simple to state and to analyze, it has the following disadvantage. If we
run the algorithm on any specific problem instance, the above proof will always
result in showing that the optimal solution must have chosen at least half as
many vertices as we did. Even if we achieve a solution for a given instance that
happens to be much closer to optimality, the guarantee we have will still be no
better than for the worst case.
Another way to resolve the difficulty of not knowing the optimal value, yet
still proving that the value of a solution is close to it, is to obtain a good bound.
For a minimization problem, we would want to find a good lower bound on
the optimal value, and for a maximization problem we would want a good up-
per bound, though for this thesis we will consider only minimization problems.
This is where the theory of linear programming can be applied quite success-
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fully. Nearly any combinatorial optimization problem of interest can be mod-
eled as an integer linear program, and usually in a rather straightforward way.
If we wanted to find the exact solution, we could solve the IP, but this cannot
generally be done in polynomial time. Instead we can expand the set of feasi-
ble solutions by removing the integrality constraints, thereby forming the LP-
relaxation of the IP. The optimal solution to the LP-relaxation will have a value
that is a lower bound on the value of an optimal solution to the original prob-
lem. Furthermore we can solve the LP-relaxation in polynomial time, provided
that it is of polynomial size. In fact, even if there are an exponential number
of constraints in the LP-relaxation, we can still solve it in polynomial time pro-
vided that we can efficiently find a violated constraint when given an infeasible
solution.
We now have a general approach for producing an approximation algo-
rithm: formulate an IP, solve the LP-relaxation and produce an integer solu-
tion with value no more than a factor of ρ of the value of the optimal fractional
solution found. How to find such an integer solution is not a straightforward
question. For many problems, it is possible to use the optimal solution to the
LP-relaxation to produce a feasible integer solution while gaining at most a fac-
tor of ρ in the cost. Such approaches are known as LP-rounding approxima-
tion algorithms. Note that if we were to apply an LP-rounding algorithm to a
specific problem instance, then we achieve an approximation factor specific to
that instance by comparing the integer solution to the optimal solution of the
LP-relaxation. There is an inherent limitation in LP-based methods that has to
do with how closely the LP-relaxation captures the original IP. The integrality
gap is the worst-case ratio of the optimal integer solution value to the optimal
LP-relaxation solution value over all problem instances. A purely LP-based al-
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gorithm cannot hope to achieve an approximation ratio that is any better than
the integrality gap. When dealing with a formulation that has a bad integral-
ity gap, one approach is to add extra valid inequalities to the program. A valid
inequality is simply a constraint that all integer solutions satisfy, but not neces-
sarily all fractional solutions. Adding these valid inequalities does not affect the
feasible region of the IP, but can dramatically decrease the feasible region of the
LP-relaxation, and hence may greatly reduce the integrality gap.
1.2 The Primal-Dual Schema
Whereas LP-rounding approximation algorithms have many advantages, one
disadvantage is that they require solving an LP. While LPs can be solved in
polynomial time, it typically takes much longer to do so than to run a purely
combinatorial algorithm. It may be possible to more quickly find a good feasi-
ble solution to the LP-relaxation through combinatorial methods, but rounding
this solution would be of no use since we can only guarantee that the optimal
solution to the LP-relaxation provides a lower bound on the optimal value of
the original problem. However, if we were to take the dual of the LP-relaxation,
then by the weak duality theorem we know that any feasible solution to the
dual program provides a lower bound on the optimal value of the LP-relaxation.
Thus, if we can produce a feasible integer primal solution with cost at most ρ
times the cost of a feasible dual solution, then we will have obtained an LP-
based ρ-approximation algorithm. This is the central idea behind the primal-
dual schema for approximation algorithms, which has the advantages of an LP-
based method, but obviates the need to actually solve an LP.
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It is somewhat ironic that the original motivation for the primal-dual method
was to provide an alternative means of solving LPs. The origin of the method is
in the “Hungarian Method” Kuhn introduced for solving the assignment prob-
lem [17]. Dantzig, Ford and Fulkerson [10] generalized Kuhn’s ideas in order
to apply them to the problem of solving an LP. The central idea in both cases
revolves around trying to satisfy conditions known as complementary slackness.
To illustrate these conditions, consider the following primal LP
min cTx
s.t. Ax ≥ b
x ≥ 0
and its dual LP
max bTy
s.t. ATy ≤ c
y ≥ 0,
where A ∈ Qm×n, c, x ∈ Qn, b, y ∈ Qm, and T denotes the transpose function. Let
Ai denote the ith row of A and Aj the jth column of A. We say that solutions x
and y satisfy primal complementary slackness conditions if
(cj/α− AjTy)xj ≤ 0 (1.1)
holds with α = 1 for each j ∈ {1, . . . , n}. Note that if x and y are feasible this
implies that if xj > 0 then cj/α ≤ AjTy ≤ cj . Furthermore, solutions x and y
satisfy dual complementary slackness conditions if
(Aix− βbi)yi ≤ 0 (1.2)
holds with β = 1 for all i ∈ {1, . . . ,m}. Again we have that if x and y are feasible
then the above condition ensures that if yi > 0 then bi ≤ Aix ≤ βbi.
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From the theory of linear programming we know that a pair of feasible pri-
mal and dual solutions are both optimal if and only if both primal and dual
complementary slackness conditions are satisfied. The idea behind the primal-
dual method of Dantzig, Ford and Fulkerson for solving LPs is to begin with
a feasible dual solution. Such a solution is typically easy to find, as we can
just set y = 0 provided that c ≥ 0, which is true of many optimization prob-
lems including all those considered in this thesis. Now that we have a feasible
dual solution y, we can see if there is a feasible primal solution x that satisfies
the complementary slackness conditions. This can be done by formulating an-
other LP called the restricted primal that finds a feasible x which minimizes the
amount by which complementary slackness is violated. Either a solution x is
found which satisfies complementary slackness in which case we have solved
our problem, or else some positive multiple of the optimal solution to the dual
of the restricted primal can be added to the current dual solution that will im-
prove the objective function value without violating dual feasibility. In essence
we have reduced the problem of solving an LP to that of solving a different LP.
However, all is not lost, as the restricted primal can be formulated without in-
cluding the vector c at all, which effectively reduces a weighted problem to an
unweighted one. Additionally, this simpler restricted primal LP can often be
solved with purely combinatorial methods.
The primal-dual schema for approximation algorithms is effectively the
same as the original method of Dantzig, Ford and Fulkerson. In this case we
are working with an LP-relaxation of an IP, and wish to ultimately find a near-
optimal integer solution. Unless there is an optimal solution to the LP-relaxation
that is also integer, we have no hope of finding a feasible integer primal solu-
tion that satisfies the complementary slackness conditions. The solution to this
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problem is simply to relax these conditions by allowing α ≥ 1 and β ≥ 1. We
again begin with a feasible dual solution, such as y = 0, and now at each it-
eration we want to determine if there is a feasible integer primal solution that
satisfies a relaxed version of complementary slackness. We could set up a re-
stricted primal IP, but since it cannot be solved in polynomial time we must rely
on combinatorial methods. A typical approach involves maintaining a primal
integer solution that satisfies the primal complementary slackness conditions,
but that is infeasible. As the feasible dual solution is improved and more dual
constraints become tight, the primal solution is augmented until at some stage it
becomes feasible. If the dual complementary slackness conditions were also sat-
isfied, this solution would be optimal. Instead, usually we must show that the
relaxed dual complementary slackness conditions are satisfied with some β > 1.
In some cases, to achieve this requires further augmenting the primal solution
by zeroing out primal variables that are not needed to maintain primal feasibil-
ity. A reverse delete step involves considering the primal variables in the reverse
order to which they were increased as the algorithm progressed and checking
if the solution remains feasible if the variable is set to zero. Once we are able to
satisfy the relaxed complementary slackness conditions then we know that the
solution produced is within a factor of αβ of optimal.
Lemma 1. If x and y are feasible solutions to the primal and dual LPs, and also satisfy
(1.1) and (1.2) for some choice of α, β ≥ 1 then
cTx ≤ αβ(bTy),
and thus x is within a factor of αβ of optimal.
Proof.
cTx ≤ α(ATy)Tx = αyT (Ax) ≤ αβ(bTy),
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where the inequalities follow directly from conditions (1.1) and (1.2).
Many of the polynomial-time optimization algorithms for classic problems
in combinatorial optimization can be understood in terms of the primal-dual
method. Examples include Kruskal’s algorithm for finding the minimum span-
ning tree, Dijkstra’s shortest path algorithm, Ford and Fulkerson’s network flow
problem as well as the original source of inspiration for the primal-dual method:
Kuhn’s “Hungarian Method.” The first uses of the primal-dual schema for ap-
proximation algorithms were developed by Bar-Yehuda & Even and Chva´tal
for the weighted vertex cover and set cover problems, respectively [4, 9]. Sub-
sequently, this approach has been applied to many other combinatorial prob-
lems, such as results of Agrawal, Klein & Ravi [3], Goemans & Williamson [13],
Bertsimas & Teo [6] and Levi, Roundy & Shmoys [25] for other related covering
problems. Other recent work has been done on covering problems with capacity
constraints by Even, Levi, Rawitz, Schieber, Shahar & Sviridenko [11], Chuzhoy
& Naor [8] and Gandhi, Halperin, Khuller, Kortsarz & Srinivasan [12].
We say that a primal-dual method is dual-ascent provided that throughout
the course of the algorithm, the dual variables are never decreased. Then a
simple dual-ascent primal-dual schema is a dual-ascent primal-dual method where
the difference between one feasible dual solution and the next improved one is
always the result of increasing a single dual variable. In other words, the algo-
rithm works by increasing one dual variable at a time and is able to produce a
feasible integer primal solution that is within a factor of ρ of the resulting dual
solution. Although such primal-dual methods result in approximation algo-
rithms for a variety of problems, they are often thought of as being somewhat
limited. Indeed, their typical behavior closely resembles a greedy algorithm, as
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increasing a single dual variable is akin to finding the cheapest way to satisfy a
violated primal constraint.
1.3 Summary of Results
In this thesis, we aim to demonstrate the potential of the simple dual-ascent
primal-dual schema, as all of the approximation algorithms proposed fall into
this class. The key to the success and applicability of this approach is having
strong, valid inequalities to bolster the LP-relaxation. In effect, the inequalities
introduced to the LP-relaxation provide the mechanism by which the simple
primal-dual schema is able to manipulate the way in which the primal solution
is modified until attaining feasibility.
In Chapter 2 we provide results for three capacitated covering problems,
with each problem actually being a generalization of the preceding ones. All
three results are presented in an effort to demonstrate the simplicity of the ap-
proach, as well as its extensibility. The first of these problems, as well as the sim-
plest, is the minimum knapsack problem. Here we are given a set of items, each
with a weight and a value. The objective is to find a minimum-weight subset of
items such that the total value of the items in the subset meets some specified
demand. Carr, Fleischer, Leung & Phillips [7] provided an LP-rounding result
for this problem which is a 2-approximation algorithm. However, this involves
solving an LP with an exponential number of constraints. We make use of the
same underlying LP formulation and achieve a simple dual-ascent method that
is also a 2-approximation algorithm.
The next problem considered is the single-demand facility location problem.
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The input specifies a set of facilities, each with an opening cost and a capacity, as
well as a per-unit serving cost that must be paid for each unit of demand a facil-
ity serves. The goal is to open facilities to completely serve a specified amount
of demand, while minimizing the total service and facility opening costs. Once
again Carr et al. [7] provide a LP-rounding 2-approximation algorithm that re-
lies on solving an exponentially-sized LP. We are able to extend the primal-dual
schema to make use of this LP as well to also provide a 2-approximation algo-
rithm for this problem.
The last of the three capacitated covering problems presented is the single-
item lot-sizing problem. Here we consider a finite planning period of consec-
utive time periods. In each time period there is a specified level of demand,
as well as a potential order that can be placed with a given capacity and order
opening cost. A feasible solution must open enough orders and order enough
product so that the inventory level of each time period is never negative. The
inventory for a time period is simply the inventory of the previous time period
plus however much is ordered in the current time period, minus the demand
for that period. However, a per-unit holding cost is incurred for each unit of
inventory held over a given time period. Additionally, we may consider a per-
unit production cost for the amount of demand requested in each order. For
this problem there was no previous LP-based result. There are LP-based tech-
niques which provided approximation algorithms for variants of this problem,
but this formulation is set apart by allowing for time-dependent order capaci-
ties. Van Hoesel & Wagelmans [32] do provide a fully polynomial approxima-
tion scheme for this problem based on dynamic programming and input data
rounding. That is to say, for any  > 0, they can provide a (1+ )-approximation
algorithm. However, the disadvantage of this result is that the running time can
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be quite slow for particular performance guarantees, and is dependent on the
length of the encoding of the order capacities. We create a new class of valid
inequalities for this problem, and using only this style of inequality for our LP
formulation extend our primal-dual schema to provide a 2-approximation algo-
rithm in this setting.
In Chapter 3 we examine the location routing problem, which we studied in
connection to an application for the company, Ornge. This company manages a
fleet of planes based in various locations, and must transport medical patients
around the province of Ontario. Deciding where to base their planes and how to
route them to requests can be modeled as the location routing problem, where
the input provides a set of depots and a set of requests that are all contained in
some metric space. We can think of taking the complete graph over all depots
and requests, such that the cost of any edge is simply the metric distance be-
tween its endpoints. A route is any tour on this graph that includes exactly one
depot. The goal is to open a subset of depots and select a set of routes such that
each request is included in a route, and the routes selected only go through open
depots. This problem can be formulated either as each depot having a particu-
lar opening cost, or as having a global constraint on the number of depots that
may be opened, or even a combination of both. The primal-dual algorithm of
Goemans & Williamson [13] for network design problems can be applied to this
problem when there is no global constraint on the number of depots that may
be opened, and results in a 2-approximation algorithm. We provide a modifica-
tion of their algorithm that is a simple dual-ascent method with a stronger type
of performance guarantee, and use it in conjunction with Lagrangian relaxation
to yield a 2-approximation algorithm which can handle an upper limit on the
number of open depots. In contrast to previous approximation algorithms that
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have used Lagrangian relaxation, this result is novel in the sense that no binary
search is required, nor is there any loss in the approximation factor.
In Chapter 4 we consider the generalized assignment problem. In this prob-
lem we have a set of machines and a set of jobs which must be assigned to the
machines. For each possible assignment of job to machine, there is an associ-
ated cost and processing time. We refer to the makespan as the maximum over
the amount of time each machine would take to process all the jobs assigned to
it. In this setting we actually have two objectives: minimizing the makespan,
and minimizing the cost of the assignment. Shmoys and Tardos [30] provide
an LP-rounding bicriteria approximation result. Given a specified cost, C, and
makespan, T , they are able to either provide an assignment with cost at most C
and makespan at most 2T , or else they can prove that no assignment exists that
has cost at mostC and makespan at most T . This problem has an important spe-
cial case where each machine may only process a subset of jobs, and for each job
a machine may serve, the processing time is dependent only on the job. We are
able to provide a simple dual-ascent method for this special case that achieves
the same performance guarantee as the LP-rounding result. We are able to show
the finiteness of this method, though we have not proved a polynomial-bound
on the running time. For another important case where each machine uses the
same amount of running time for any job that it is allowed to serve, we are
able to show the method takes polynomial time. Our result also implies a dual-
ascent approach that solves the classic assignment problem, which has not pre-
viously been done. While Kuhn’s “Hungarian Method” can very naturally be
viewed as a primal-dual method, it cannot be readily expressed as dual-ascent.
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CHAPTER 2
CAPACITATED COVERING PROBLEMS
This brings us to another advantage of the primal-dual schema – this time not objec-
tively quantifiable. A combinatorial algorithm is more malleable than an algorithm that
requires an LP-solver. Once a basic problem is solved using the primal-dual schema,
one can also solve variants and generalizations of the basic problem. From a practical
standpoint, a combinatorial algorithm is more useful, since it is easier to adapt it to
specific applications and fine tune its performance for specific types of inputs.
Vijay V. Vazirani, Primal-Dual Schema Based Approximation Algorithms
2.1 Introduction
We introduce primal-dual schema based on the LP relaxations devised by Carr,
Fleischer, Leung & Phillips [7] for the minimum knapsack problem as well
as for the single-demand capacitated facility location problem. Our primal-
dual algorithms achieve the same performance guarantees as the LP-rounding
algorithms of Carr et al., which rely on applying the ellipsoid algorithm to
an exponentially-sized LP. Furthermore, we introduce new knapsack-cover in-
equalities to strengthen the LP relaxation of the more general capacitated single-
item lot-sizing problem; using just these inequalities as the LP relaxation, we
obtain a primal-dual algorithm that achieves a performance guarantee of 2.
In developing primal-dual (or any LP-based) approximation algorithms, it
is important to have a strong LP formulation for the problem. One class of
valid inequalities that has proved useful for a variety of problem are called
13
flow-cover inequalities. Some of the early flow-cover style inequalities were intro-
duced by Padberg, Van Roy & Wolsey [27] for various fixed charge problems.
Another large class of flow-cover inequalities was developed by Aardal, Pochet
& Wolsey [1] for the capacitated facility location problem. Carr et al. [7] devel-
oped a different style of inequalities called knapsack-cover inequalities for simpler
capacitated covering problems which we use in developing our primal-dual al-
gorithms.
Levi, Lodi & Sviridenko [24] used a subset of the flow-cover inequalities
of Aardal et al. [1] to develop a LP-rounding algorithm for the multiple-item
lot-sizing problem with monotone holding costs. Our model is not a special
case of theirs, however, since our result allows time-dependent order capaci-
ties whereas their result assumes constant order capacities across all periods.
Additionally, our result allows for time-dependent, per-unit production costs,
and it is not clear if their result can handle this added condition. Following
this work and the development of our own knapsack-cover inequalities for lot-
sizing problems, Sharma & Williamson [29] demonstrated that the result of Levi
et al. [24] has an analogue based on our knapsack-cover inequalities as well.
Finally, it is worth noting that Van Hoesel & Wagelmans [32] have a FPTAS
for the single-item lot-sizing problem that makes use of dynamic programming
and input data rounding. The disadvantage of this result is that the running
time of the algorithm can be quite slow for particular performance guarantees,
and depends on the length of the encoding of the capacity values. Although
the primal-dual algorithm we develop is a 2-approximation algorithm, this is a
worst-case bound and we would expect it to perform much better on average
in practice. Also this is the first LP-based result for the case of time-dependent
capacities.
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The three models studied in this chapter are generalizations of one another.
That is to say, the minimum knapsack problem is a special case of the single-
demand capacitated facility location problem, which is a special case of the
single-item lot-sizing problem. We present the result in order of generality with
the aim of explaining our approach in the simplest setting first. The minimum
knapsack problem gives a set of items, each with a weight and a value. The ob-
jective is to find a minimum-weight subset of items such that the total value
of the items in the subset meets some specified demand. In the single-demand
facility location problem there is a set of facilities, each with an opening cost and
a capacity, as well as a per-unit serving cost that must be paid for each unit
of demand a facility serves. The goal is to open facilities to completely serve
a specified amount of demand, while minimizing the total service and facility
opening costs. Finally the single-item lot-sizing problem considers a finite plan-
ning period of consecutive time periods. In each time period there is a specified
level of demand, as well as a potential order with a given capacity and order
opening cost. A feasible solution must open enough orders and order enough
product so that in each time period there is enough inventory to satisfy the de-
mand of that period. The inventory is simply the inventory of the previous time
period plus however much is ordered in the current time period, minus the de-
mand for that period. However, a per-unit holding cost is incurred for each unit
of inventory held over a given time period. Additionally, we may consider a
per-unit production cost for the amount of demand requested in each order.
The straightforward LP relaxations for these problems have bad integrality
gaps, but can be strengthened by introducing valid knapsack-cover inequalities.
The inequalities Carr et al. [7] developed for the minimum knapsack problem
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are as follows
∑
i∈F\A
ui(A)yi ≥ D − u(A) ∀A ⊆ F,
where the yi are the binary decision variables indicating if item i is chosen, u(A)
is the total value of the subset of items A, and the ui(A) can be thought of as the
effective value of item i with respect to A, which is the minimum of the actual
value and the right-hand-side of the inequality. These inequalities arise by con-
sidering that if we did choose all items in the setA, then we still have an induced
subproblem on all of the remaining items, and the values can be truncated since
we are only concerned with integer solutions. Our primal-dual algorithm works
essentially as a modified greedy algorithm, where at each stage the item is se-
lected that has the largest value per cost. Instead of the actual values and costs,
however, we use the effective values and the slacks of the dual constraints as
costs. Similar to the greedy algorithm for the traditional maximum-value knap-
sack problem, the last item selected and everything selected beforehand, can
each be bounded in cost by the dual LP value, yielding a 2-approximation.
The study of approximation algorithms is not just to prove theoretical perfor-
mance guarantees, but also to gain sufficient understanding of the mathematical
structure of a problem so as to design algorithms that perform well in practice.
We examine the performance of the primal-dual algorithm for the single-item
lot-sizing problem in a series of computational experiments. We demonstrate
the effectiveness of the algorithm by comparing it to other natural heuristics,
some of which make use of the optimal LP solution.
The remainder of this chapter is organized as follows. In Section 2.2 we go
over the minimum knapsack result in more detail. In Section 2.3 we generalize
this result to apply to the single-demand capacitated facility location problem.
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In Section 2.4 we generalize the knapsack-cover inequalities to handle the lot-
sizing problem, and then present and analyze a primal-dual algorithm for the
single-item lot-sizing problem. Finally, in Section 2.5 we present computational
results analyzing the performance of the primal-dual algorithm for lot-sizing
compared to other heuristics, as well as exploring the effectiveness of utilizing
the algorithm to create a better formulation.
2.2 Minimum Knapsack
In the minimum knapsack problem one is given a set of items F , and each item
i ∈ F has a value ui and a weight fi. The goal is to select a minimum weight
subset of items, S ⊆ F , such that the value of S, u(S), is at least as big as a
specified demand, D. The natural IP formulation for this problem is
optMK := min
∑
i∈F
fiyi (MK-IP)
s.t.
∑
i∈F
uiyi ≥ D (2.1)
yi ∈ {0, 1} ∀i ∈ F,
where the yi variables indicate if item i is chosen. The following example from
[7] demonstrates that the integrality gap between this IP and the LP relaxation
is at least as bad as D. Consider just 2 items where u1 = D − 1, f1 = 0, u2 = D
and f2 = 1. The only feasible integer solution chooses both items and has a cost
of 1, whereas the LP solution can set y1 = 1 and y2 = 1/D and incurs a cost
of only 1/D. To remedy this situation we consider using the knapsack-cover
inequalities introduced in [7].
The idea is to consider a subset of items A ⊆ F such that u(A) < D, and let
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D(A) = D−u(A). This means that even if all of the items in the setA are chosen,
we must choose enough items in F \A such that the demandD(A) is met. This is
just another minimum knapsack problem where the items are restricted to F \A
and the demand is now D(A). The value of every item can be restricted to be no
greater than the demand without changing the set of feasible integer solutions,
so let ui(A) = min{ui, D(A)}. This motivates the following LP
optMKP := min
∑
i∈F
fiyi (MK-P)
s.t.
∑
i∈F\A
ui(A)yi ≥ D(A) ∀A ⊆ F (2.2)
yi ≥ 0 ∀i ∈ F,
and by the validity of the knapsack-cover inequalities argued above we have
that every feasible integer solution to (MK-IP) is a feasible solution to (MK-P).
The dual of this LP is
optMKD := max
∑
A⊆F
D(A)v(A) (MK-D)
s.t.
∑
A⊆F :i 6∈A
ui(A)v(A) ≤ fi ∀i ∈ F (2.3)
v(A) ≥ 0 ∀A ⊆ F.
Our primal-dual algorithm begins by initializing all of the primal and dual
variables to zero, which produces a feasible dual solution and an infeasible pri-
mal integer solution. Taking our initial subset of items, A, to be the empty set,
we increase the dual variable v(A). Once a dual constraint becomes tight, the
item corresponding to that constraint is added to the setA, and we now increase
the new variable v(A). Note that increasing v(A) does not increase the left-hand-
sides of dual constraints corresponding to items in A, so dual feasibility will not
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be violated. This process is repeated as long as D(A) > 0, and once we finish
we call our final set of items S, which is our integer solution. This is a feasible
solution to (MK-IP) since D(S) ≤ 0, which implies u(S) ≥ D.
Algorithm 1: Primal-Dual for Minimum Knapsack
y, v ← 0
A← ∅
while D(A) > 0 do
Increase v(A) until a dual constraint becomes tight for item i
yi ← 1
A← A ∪ {i}
S ← A
Theorem 1. Algorithm 1 terminates with a solution of cost no greater than 2 · optMK .
Proof. Let ` denote the final item selected by Algorithm 1. Then because the
algorithm only continues running as long as D(A) > 0 we have that
D(S \ {`}) > 0⇒ D − u(S \ {`}) > 0⇒ u(S \ {`}) < D.
Also, the variable v(A) is positive only if A ⊆ S \ {`}, which means
∑
i∈F\A
ui(A)yi = u(A \ {`})− u(A) + u`(A) ≤ 2D(A),
where the inequality follows from the definition of u`(A) and of D(A). This im-
plies that the solutions satisfy the relaxed dual complementary slackness con-
ditions (1.2) with β = 2. We satisfy primal complementary slackness condi-
tions (1.1) (with α = 1) since the algorithm only selects items for which the
constraint (2.3) has become tight. Thus by Lemma 1 we have a 2-approximation
algorithm.
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2.3 Single-Demand Facility Location
In the single-demand facility location problem, one is given a set of facilities F ,
where each facility i ∈ F has capacity ui, opening cost fi, and there is a per-unit
cost ci to serve the demand, which requires D units of the commodity. The goal
is to select a subset of facilities to open, S ⊆ F , such that the combined cost
of opening the facilities and serving the demand is minimized. The natural IP
formulation for this problem is
optFL := min
∑
i∈F
(fiyi +Dcixi) (FL-IP)
s.t.
∑
i∈F
xi = 1 (2.4)
uiyi ≥ Dxi ∀i ∈ F (2.5)
yi ≥ xi ∀i ∈ F (2.6)
yi ∈ {0, 1} ∀i ∈ F
xi ≥ 0 ∀i ∈ F,
where each yi indicates if facility i ∈ F is open and each xi indicates the fraction
of D being served by facility i ∈ F . The same example from the minimum
knapsack problem also demonstrates the large integrality gap of this IP. We once
again turn to the knapsack-cover inequalities introduced by Carr et al. [7].
For these inequalities, we once again consider a subset of facilities A ⊆ F
such that u(A) < D, and let D(A) = D − u(A). This means that even if all of
the facilities in the set A are opened, we must open enough facilities in F \ A
such that we will be able to assign the remaining demand D(A). But certainly
for any feasible integer solution, a facility i ∈ F \A cannot contribute more than
min{Dxi, ui(A)yi} towards the demand D(A). So if we partition the remaining
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orders of F \ A into two sets F1 and F2, then for each i ∈ F1 we will consider
its contribution as Dxi, and for each i ∈ F2 we will consider its contribution
as ui(A)yi. The total contribution of these facilities must be at least D(A), so if
we let F be the set of all 3-tuples that partition F into three sets, we obtain the
following LP
optFLP := min
∑
i∈F
(fiyi +Dcixi) (FL-P)
s.t.
∑
i∈F1
Dxi +
∑
i∈F2
ui(A)yi ≥ D(A) ∀(F1, F2, A) ∈ F (2.7)
xi, yi ≥ 0 ∀i ∈ F,
and by the validity of the knapsack-cover inequalities argued above we have
that every feasible integer solution to (FL-IP) is a feasible solution to (FL-P).
The dual of this LP is
optFLD := max
∑
(F1,F2,A)∈F
D(A)v(F1, F2, A) (FL-D)
s.t.
∑
(F1,F2,A)∈F :i∈F1
Dv(F1, F2, A) ≤ Dci ∀i ∈ F (2.8)
∑
(F1,F2,A)∈F :i∈F2
ui(A)v(F1, F2, A) ≤ fi ∀i ∈ F (2.9)
v(F1, F2, A) ≥ 0 ∀(F1, F2, A) ∈ F .
As in Section 2.2 the primal-dual algorithm begins with all variables at zero
and an empty subset of facilities, A. Before a facility is added to A, we will
require that it become tight on both types of dual constraints. To achieve this
we will leave each facility in F1 until it becomes tight on constraint (2.8), move
it into F2 until it is also tight on constraint (2.9), and only then move it into A.
As before the algorithm terminates once the set A has enough capacity to satisfy
the demand, at which point we label our final solution S.
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Algorithm 2: Primal-Dual for Single-Demand Facility Location
x, y, v ← 0
F1 ← F
F2, A← ∅
while D(A) > 0 do
Increase v(F1, F2, A) until a dual constraint becomes tight for facility i
if i ∈ F1 then /* i tight on (2.8) but not on (2.9) */
Move i from F1 into F2
else /* else i tight on (2.8) and (2.9) */
xi ← ui(A)/D
yi ← 1
Move i from F2 into A
S ← A
Clearly Algorithm 2 terminates with a feasible solution to (FL-IP) since all of
the demand is assigned to facilities that are fully opened.
Theorem 2. Algorithm 2 terminates with a solution of cost no greater than 2 · optFL.
Proof. Let ` denote the final facility selected by Algorithm 2. By the same rea-
soning as in Section 2.2 we have
D(S \ {`}) > 0⇒ D − u(S \ {`}) > 0⇒ u(S \ {`}) < D.
The variable v(F1, A) is positive only if A ⊆ S \ {`}. Recall that at the last step of
Algorithm 2, facility ` was assigned D(S \ {`}) amount of demand. Since D(A)
only gets smaller as the algorithm progresses, we have that regardless of what
summation above the facility ` is in, it contributes no more than D(A). All of
the other terms can be upper bounded by the actual capacities and hence
∑
i∈S∩F2
ui(A) +
∑
i∈S∩F1
Dxi = u(S \ {`})− u(A) + u`(A) ≤ 2D(A),
where the inequality follows from the definition of u`(A) and of D(A). This im-
plies that the solutions satisfy the relaxed dual complementary slackness con-
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ditions (1.2) with β = 2. We satisfy primal complementary slackness condi-
tions (1.1) (with α = 1) since the algorithm only selects facilities that are tight
on both constraints (2.8) and (2.9). So by Lemma 1 we have a 2-approximation
algorithm in this setting as well.
2.4 Single-Item Lot-Sizing with Linear Holding Costs
In the single-item lot-sizing problem, one is given a planning period consisting
of time periods F := {1, . . . , T}. For each time period t ∈ F , there is a demand,
dt, and a potential order with capacity ut, which costs ft to place, regardless of
the amount of product ordered. At each period, the total amount of product
left over from the previous period plus the amount of product ordered during
this period must be enough to satisfy the demand of this period. Any remaining
product is held over to the next period, but incurs a cost of ht per unit of product
stored. Also, we may consider a per-unit production cost associated with the
amount of demand requested for a given order, but for now we will ignore this
possibility. If we let
hst =
t−1∑
r=s
hr
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and set htt = 0 for all t ∈ F , then we obtain a standard IP formulation for this
problem as follows
optLS := min
T∑
s=1
fsys +
T∑
s=1
T∑
t=s
hstdtxst (LS-IP)
s.t.
t∑
s=1
xst = 1 ∀t (2.10)
T∑
t=s
dtxst ≤ usys ∀s (2.11)
xst ≤ ys ∀s ≤ t (2.12)
ys ∈ {0, 1} ∀s
xst ≥ 0 ∀s ≤ t.
where the ys variables indicate if an order has been placed at time period s,
and the xst variables indicate what fraction of the demand dt is being satisfied
from product ordered during time period s. This formulation once again suffers
from a bad integrality gap, which can be demonstrated by the same example as
in the previous two sections. We introduce new knapsack-cover inequalities to
strengthen this formulation.
The basic idea is similar to the inequalities used in sections 2.2 and 2.3. We
would like to consider a subset of orders,A, where even if we place all the orders
in A and use these orders to their full potential, there is still unmet demand. In
the previous cases, the amount of unmet demand was D(A) = D − u(A). Now,
however, that is not quite true, since each order s is capable of serving only
the demand points t where t ≥ s. Instead, we now also consider a subset of
demand points B, and define d(A,B) to be the total unmet demand in B, when
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the orders in A serve as much of the demand in B as possible. More formally
d(A,B) := min d(B)−
∑
s∈A
∑
t≥s:t∈B
dtxst (RHS-LP)
s.t.
t∑
s=1
xst ≤ 1 ∀t (2.13)
T∑
t=s
dtxst ≤ us ∀s (2.14)
xst ≥ 0 ∀s ≤ t.
As before, we would also like to restrict the capacities of the orders not in A.
To do this, we define
us(A,B) := d(A,B)− d(A ∪ {s}, B), (2.15)
which is the decrease in remaining demand that would result if order s were
added to A. (This reduces to the same us(A) as defined in the previous sections
when considered in the framework of the earlier problems.) We once again
partition the remaining orders in F \ A into two sets, F1 and F2, and count the
contribution of orders in F1 as
∑
t dtxst and orders in F2 as us(A,B)ys. This leads
to the following LP, where once again F is the set of all 3-tuples that partition F
into three sets.
optLSP := min
T∑
s=1
fsys +
T∑
s=1
T∑
t=s
hstdtxst (LS-P)
s.t.
∑
s∈F1,
t∈B
dtxst +
∑
s∈F2
us(A,B)ys≥ d(A,B) (2.16)
∀(F1, F2, A) ∈ F , B ⊆ F
xst, ys ≥ 0 ∀s, t.
Lemma 2. Any feasible solution to (LS-IP) is a feasible solution to (LS-P).
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Proof. Consider a feasible integer solution (x, y) to (LS-IP) and let S := {s : ys =
1}. Now for any (F1, F2, A) ∈ F and B ⊆ F we know
∑
s∈F1,
t∈B
dtxst ≥ d((F2 ∩ S) ∪ A,B),
since there is no way to assign demand from B to orders in (F2∩S)∪A without
leaving at least d((F2 ∩ S) ∪ A,B) amount of demand unfulfilled. Thus at least
that amount of demand must be served by the other orders in S, namely those
in F1. Let k := |F2 ∩ S| and let s1, . . . , sk denote the elements of that set in some
order. Furthermore let Si := {s1, . . . , si} for each 1 ≤ i ≤ k, so Sk = F2 ∩S. Then
by repeated use of (2.15) we have
∑
s∈F1,
t∈B
dtxst ≥ d((F2 ∩ S) ∪ A,B)
= d(((F2 ∩ S) ∪ A) \ S1, B)− us1(((F2 ∩ S) ∪ A) \ S1, B)
= d(((F2 ∩ S) ∪ A) \ Sk, B)−
k∑
i=1
usi(((F2 ∩ S) ∪ A) \ Si, B)
= d(A,B)−
k∑
i=1
usi(((F2 ∩ S) ∪ A) \ Si, B)
≥ d(A,B)−
∑
s∈F2∩S
us(A,B)
≥ d(A,B)−
∑
s∈F2
us(A,B)ys,
where the inequalities follow since us(A,B) is increasing as elements are re-
moved from A. Thus (x, y) satisfies all of the knapsack-cover inequalities
(2.16).
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The dual of (LS-P) is
optLSD := max
∑
(F1,F2,A)∈F
d(A,B)v(F1, F2, A,B) (LS-D)
s.t.
∑
(F1,F2,A)∈F ,B⊆F :
s∈F1,t∈B
v(F1, F2, A,B) ≤ hst ∀s ≤ t (2.17)
∑
(F1,F2,A)∈F ,B⊆F :
s∈F2
us(A,B)v(F1, F2, A,B) ≤ fs ∀s (2.18)
v(F1, F2, A,B) ≥ 0 ∀(F1, F2, A) ∈ F , B ⊆ F,
where we simply divided constraint (2.17) by dt.
Before we get to a primal-dual algorithm, we must first introduce some no-
tation and associated machinery.
et := dt
[
1−
t∑
r=1
xrt
]
- amount of demand currently unsatisfied in period t
We define Fill(A,B) to be the following procedure that describes how to as-
sign demand from B to orders in A. We consider the orders in A in arbitrary
order, and for each order we serve as much demand as possible, processing
demands from earliest to latest.
In the previous two sections, there was effectively only one demand, and
so we never had to be concerned about how demand is assigned once an item
or facility is chosen. Now there are many demand points, and so we must be
careful that as we maintain our solution set A, we are serving as much demand
as possible from the orders in A. The way the primal-dual algorithm will assign
demand will correspond with how the Fill procedure works, and we show
that this is a maximal assignment.
Lemma 3. If we start from an empty demand assignment and run Fill(A,B), then
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we obtain a demand assignment such that e(B) = d(A,B). Thus, Fill produces an
assignment that is optimal for (RHS-LP).
Proof. Consider the latest time period t ∈ B where e(t) > 0. All orders at time
periods at or before t must be serving up to capacity, since otherwise they could
have served more of demand dt. All orders after time period t could not have
served any more demand in B since all demand points in B after t are fully
served.
Just as in the previous two sections, the primal-dual algorithm initializes the
variables to zero and the set A to the empty set. As in Section 2.3, we initial-
ize F1 to be the set of all orders, and an order will become tight first on con-
straint (2.17), when it will be moved to F2, and then tight on (2.18), when it
will be moved to A. Unlike in Section 2.3, however, constraint (2.17) consists of
many different inequalities for the same order. This difficulty is averted since all
the constraints (2.17) for a particular order will become tight at the same time,
as is proved below in Lemma 4. This is achieved by slowly introducing demand
points into the set B. Initially, B will consist only of the last demand point, T .
Every time an order becomes tight on all constraints (2.17), it is moved from F1
into F2, and the demand point of that time period is added to B. In this way
we always maintain that F1 is a prefix of F , and B is the complementary suffix.
When an order s becomes tight on constraint (2.18), we move it to A and assign
demand to it by running the procedure Fill(s, B). Additionally we create a
reserve set of orders, Rs, for order s, that consists of all orders earlier than s that
are not in F1 at the time s was added to A. Finally, once all of the demand has
been assigned to orders, we label the set of orders in A as our current solution,
S∗, and now enter a clean-up phase. We consider the orders in the reverse order
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in which they were added to A, and for each order, s, we check to see if there is
enough remaining capacity of the orders that are in both the reserve set and our
current solution, S∗ ∩ Rs, to take on the demand being served by s. If there is,
then we reassign that demand to the orders in S∗ ∩ Rs arbitrarily and remove s
from our solution S∗. When the clean-up phase is finished we label the nodes in
S∗ as our final solution, S.
Algorithm 3: Primal-Dual for Single-Item Lot-Sizing
xst, ys ← 0
F1 ← F
F2, A← ∅
B ← {T}
while d(A,F ) > 0 do
Increase v(F1, F2, A,B) until dual constraint becomes tight for order s
if s ∈ F1 then /* s tight on (2.17) but not on (2.18) */
Move s from F1 into F2
B ← F \ F1
else /* else s tight on (2.17) and (2.18) */
ys ← 1
Fill(s, B)
Move s from F2 into A
Rs ← {r ∈ F \ F1 : r < s}
S∗ ← A /* start clean-up phase */
for s← last order added to A to first order added to A do
if remaining capacity of orders in S∗ ∩Rs is enough to serve demand of s
then
Remove s from solution S∗
ys, xst ← 0 /* unassign demand of s */
Fill(S∗ ∩Rs, F ) /* reassign to reserve orders */
S ← S∗
Lemma 4. All of the constraints (2.17) for a particular order become tight at the same
time, during the execution of Algorithm 3.
Proof. We instead prove an equivalent statement: when demand t is added to
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B, then for any order s ≤ t the slack of the constraint (2.17) corresponding to
s and demand t′ is hst for any t′ ≥ t. This statement implies the lemma by
considering s = t, which implies all constraints (2.17) for s become tight at the
same time. We prove the above statement by (backwards) induction on the
demand points. The case where t = T clearly holds, since this demand point
is in B before any dual variable is increased, and hence the slack of constraint
(2.17) for order s and demand T is hsT . Now assume the statement holds for
some t ≤ T . If we consider order s = t− 1 then by the inductive hypothesis the
slack of all constraints (2.17) for s and demand t′ ≥ t is hst. Hence the slack of all
constraints (2.17) for orders s′ ≤ s decreases by hst between the time t is added
to B and when t− 1 is added to B. Then by the inductive hypothesis again, we
have that for any order s′ ≤ s and any demand t′ ≥ t, when t− 1 is added to B
the slack of the corresponding constraint (2.17) is
hs′t − hst =
t−1∑
r=s′
hr −
t−1∑
r=s
hr =
t−1∑
r=s′
hr − ht−1 =
t−2∑
r=s′
= hs′,t−1.
Hence the statement also holds for t− 1.
Define ` to be
` = `(F1, F2, A) := max{s : s ∈ S ∩ F2} ∪ {0},
so ` is the latest order in the final solution that is also in F2, for a given partition,
or if there is no such order then ` is 0, which is a dummy order with no capacity.
Lemma 5. Upon completion of Algorithm 3, for any F1, F2, A,B such that the corre-
sponding dual variable v(F1, F2, A,B) > 0, we have
∑
s∈S∩F2
us(A,B) +
∑
s∈S∩F1
∑
t∈B:t≥s
dtxst < d(A,B) + u`(A,B).
30
Proof. First we consider the case when S ∩ F2 = ∅. Here the first summation is
empty, so we just need to show the bound holds for the second summation. We
know that any order s ∈ S ∩ F1 is not in the reserve set for any order in A. This
follows since F1 decreases throughout the course of the algorithm, so since s is
in F1 at this point, then clearly s was in F1 at any point previously, in particular
when any order in A was originally added to A. Hence no demand that was
originally assigned to an order in A was ever reassigned to an order in F1. But
from Lemma 3 we know that only an amount d(A,B) of demand from demand
points in B is not assigned to orders in A, thus orders in F1 can serve at most
this amount of demand from demand points in B and we are done.
Otherwise it must be the case that S ∩ F2 6= ∅, hence ` corresponds to a real
order that was not deleted in the clean-up phase. By the way ` was chosen we
know that any other order in S ∩F2 is in an earlier time period than `, and since
these orders were moved out of F1 before ` was added to A, they must be in
the reserve set R`. However, since ` is in the final solution, it must be the case
that when ` was being considered for deletion the orders in the reserve set that
were still in the solution did not have sufficient capacity to take on the demand
assigned to `. Thus if we let x′ denote the demand assignment during the clean-
up phase when ` was being considered, then
∑
s∈(S∩F2)\{`}
us(A,B) ≤ u((S ∩ F2) \ {`}) <
∑
s∈S∩F2
t∈B:t≥s
dtx
′
st.
None of the orders in A had been deleted when ` was being considered for
deletion, so only an amount d(A,B) of the demand in B was being served by
orders outside of A. As argued previously, none of the orders in F1 took on
demand being served by orders in A, but they also did not take on demand
being served by orders in S ∩ F2, since these orders were never deleted. Thus
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we can upper bound the amount of demand that orders from S ∩F2 could have
been serving at the time order ` was being considered for deletion as follows∑
s∈S∩F2
t∈B:t≥s
dtx
′
st ≤ d(A,B)−
∑
s∈S∩F1
t∈B:t≥s
dtxst.
The desired inequality is obtained by rearranging terms and adding u`(A,B) to
both sides.
By the definition of u`(A,B), Lemma 5 implies the solutions satisfy relaxed
dual complementary slackness conditions (1.2) with β = 2, just as in the previ-
ous sections. We also satisfy primal complementary slackness conditions (1.1)
(with α = 1) since all of the orders in the solution are tight on all constraints
(2.17) and (2.18). Lemma 1 then yields the following theorem.
Theorem 3. Algorithm 3 terminates with a solution of cost no greater than 2 · optLS .
2.4.1 Time-Dependent Production Costs
It is worth noting that Algorithm 3 and its corresponding analysis require al-
most no changes to handle the case of time-dependent, per-unit productions
costs. The only change this introduces in the dual program (LS-D) is simply
the addition of the term ps to the right-hand-side of constraint (2.17). But this
simply adds the same term to all constraints (2.17) for a particular order, so it is
straightforward to adjust the algorithm so that Lemma 4 remains true, which is
that all constraints (2.17) become tight for an order at the same time. We sim-
ply change the way that the set B changes over time, so that we add a demand
point t to B precisely when the slack of all constraints (2.17) corresponding to
the order at t, are equal to pt. When pt = 0, this is precisely what the algorithm
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did before and at the same time all constraints (2.17) become tight, and if pt > 0
then they will all become tight pt time units later in the algorithm. The rest of
the analysis is the same as before.
2.5 Computational Results
In this section we analyze the performance of Algorithm 3 compared to other
reasonable heuristics for the single-item lot-sizing problem, as well as explore
how well this algorithm can be used to strengthen the underlying formulation.
We generated two different sets of problem data. The first set mirrors the exper-
iments done by Pochet and Wolsey[28] for a nearly identical problem, with the
one difference being that we do not require the capacities to be non-decreasing
over time. This set of data formed problem instances where capacity was rather
constrained, so we also used a second set of instances where capacity was much
less-constrained. In both cases, all of the data distributions were uniform, with
the ranges shown in Table 2.1. As done by Pochet and Wolsey, to ensure feasibil-
ity, we make the added assumption that the demand for any period is no more
than the capacity for that period. This assumption is in essence without loss of
generality, since any feasible instance can be expressed in this form by the fol-
lowing transformation. For any period where the demand exceeds the capacity,
we know that this excess must be served by earlier orders, so we may simply
move the excess demand to the previous period, and add the cost of holding
this demand over this period to the objective function. We varied the number
of time periods from 40 to 1000, and for each value generated ten instances ac-
cording to the above distributions.
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Table 2.1: Ranges for uniform data distributions for the two generated
data sets.
Distribution Demand Capacity Order Cost Holding Cost
(a) [6, 35] [16, 25] [16, 20] [0.01, 0.05]
(b) [0, 9] [16, 38] [16, 33] [1, 4]
We now describe the heuristics that were used to compare against the per-
formance of the primal-dual algorithm.
1. GREEDY, where orders are selected greedily based upon a notion of cost-
effectiveness. At any given time, all orders that have not yet been selected
are evaluated, and the one with the cheapest cost per demand served is
added to the solution. To calculate this cost, we assume an order pro-
cesses the remaining unsatisfied demand in order from earliest to latest,
just as in the Fill procedure of Section 2.4. We then take the holding cost
associated with this order serving all of this demand, add it to the ordering
cost, and then divide by how much demand would be served. The order
which has the lowest value is selected, and the demand it would serve is
assigned to it.
2. RR, where orders are selected based upon a randomized rounding of the
optimal LP solution. Here the LP is first solved, and then each order s is
selected to be opened with probability ys. The resulting ordering cost for
this process is the same in expectation as the ordering cost of the LP, but
this may lead to an infeasible solution. To fix this, we process the orders in
reverse chronological order starting at time period T , and perform the ran-
domized rounding as described above. If an order is added to the solution
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then it is assigned all of the demand that the Fill procedure would give
it. If at any point we require an order to be open in order to be able to serve
the remaining demand, then it is opened without any randomization.
3. PART, where the problem is partitioned into many subproblems, and for
each subproblem the optimal integer solution is found. The main restric-
tion with finding the optimal integer solution with commercial solvers is
that the running time blows up very quickly as the number of time periods
increases. Breaking a problem down into more manageable pieces makes
finding the optimal integer solution for these parts a feasible option. To
this end, first the optimal LP solution is found, and then the amount of
inventory at the end of each period is computed. The time period is then
broken into intervals, where each interval starts and ends with no inven-
tory in the optimal LP solution. For each of these intervals, the optimal
integer solution is found, and we combine all these solutions to produce a
solution to the original problem.
The results of running each of the above heuristics along with the primal-
dual algorithm on both sets of generated problem instances are summarized
in Figure 2.1. In addition a lower bound on the value of the optimal integer
solution is shown which is simply the value of the dual solution generated by
the primal-dual algorithm. Computing the actual value of the optimal integer
solution would have been computationally intractable for how large we took
the number of time periods to be.
We see from Figure 2.1(a) that surprisingly the GREEDY heuristic performed
the best of all, though the primal-dual algorithm was fairly close. The good per-
formance of GREEDY may be attributed to the way the data for these problems
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Figure 2.1: The results of running the heuristics on all of the generated
problem instances, along with the lower bound (Dual) gener-
ated by the primal-dual algorithm (PD). The optimal solution
values (Opt) are shown for the number of time periods it could
be reasonably computed, which is approximately 100 for (a)
and 200 for (b).
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were distributed, which resulted in needing to open a large number of orders to
satisfy all the demand. It would be expected that in an optimal integer solution
to such a problem, most of the orders opened would be serving close to their
capacity. However, with problem instances that have capacity less constrained,
it would seem likely that the myopic selection routine of GREEDY could back-
fire, which is exactly what we see in Figure 2.1(a). However, the primal-dual
algorithm still manages to remain competitive even though, like the GREEDY
heuristic, every order it opens was initially assigned all of the demand available
to it. This shows the robustness of the performance of the primal-dual algorithm
over different types of problem instances.
An additional benefit of using the primal-dual algorithm is that during the
course of its execution it generates a polynomial number of knapsack-cover in-
equalities. Even if one requires an optimal integer solution, this approximation-
algorithm could still be useful in both providing a good initial feasible solution,
as well as a number of inequalities to strengthen the formulation. This could
potentially both decrease the integrality gap as well as reduce the number of
branch-and-bound nodes and total time required by the solver. For time pe-
riods ranging from 20 to 100 we compared the result of adding the generated
knapsack-cover inequalities to the original formulation, the results of which are
summarized in Table 2.2. The gap for the generated problem instances started
off rather small, and the added knapsack-cover inequalities reduced it by only
a very modest amount. There was, however, a fairly significant reduction in the
number of branch-and-bound nodes required once the knapsack-cover inequal-
ities had been added to the formulation, which amounted to roughly a factor
of 4 difference. This did not result in a great decrease in the amount of time
required to solve, although some time savings did occur. It seems likely though
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Table 2.2: Numerical results for adding the generated knapsack-cover in-
equalities to the LP formulation.
Number of Time Periods
Formulation 20 40 60 80 100
Original
Gap 1.045 1.027 1.024 1.022 1.018
Nodes 49 232 5898 4.802 · 104 8.076 · 105
Time(s) 0.09531 0.5109 10.78 132.6 3142
Knapsack-Cover
Gap 1.043 1.025 1.022 1.019 1.016
Nodes 7 139 3248 1.999 · 104 2.187 · 104
Time(s) 0.09844 0.7328 16.20 169.0 2871
that for instances with larger gaps (especially for those significantly larger than
2) the effect of adding the knapsack-cover inequalities found by the primal-dual
algorithm will be much more dramatic.
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CHAPTER 3
LOCATION ROUTING PROBLEM
3.1 Introduction
In providing an air ambulance service, Ontario-based company Ornge must
transport a number of non-emergency requests that consist of getting picked up
at one airport and dropped off at another. These requests are typically known at
least a day in advance, which provides ample time to determine a cost-effective
solution. To serve the requests, a fleet of planes is based at a set of airports,
each of which may be used to pick-up and drop-off patients, provided that at
all times the number of patients on board does not exceed the plane’s capacity.
Furthermore, each plane may be limited as to the total number of requests it is
allowed to serve. A solution consists of selecting a subset of planes, and assign-
ing each selected plane a route consisting of a series of pick-ups and drop-offs
that is feasible for that plane, such that all requests are satisfied. This is effec-
tively a variant of the vehicle routing problem.
A related problem arises when adding the decision of where it is best to lo-
cate bases when providing such a service. Now we we have a set of potential
locations to open bases, and to simplify we will consider each request as a de-
mand point that must be reached, and not as a pick-up/drop-off pair. To cover
a request, it must be the case that we include it in some tour that includes an
open base, and the cost of a solution is the cost of opening the specified bases
plus the length of all the tours. This problem has much of the same feel as the
well-studied facility location problem, but the key difference here is that instead
of having each request directly connected to an open facility at some fixed cost
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depending only on the facility-request pair, the request now is only required
to be involved in some tour that involves a base. Thus the cost of having a re-
quest served by a particular base is now also dependent on the other requests
connected to the base. Such situations also arise in other applications, such as
deciding where to position postal fleet locations. This problem is known as the
location routing problem.
We achieve two results in this chapter. For the vehicle routing problem we
provide a combinatorial method for generating routes that is effective when
plane capacities and the number of requests each plane can serve is limited.
Our main result is achieving a primal-dual 2-approximation algorithm for the k-
location-routing problem, where the number of bases that can be opened is lim-
ited to k. This is the first constant factor approximation algorithm for this prob-
lem. The location routing problem has been extensively studied in the context
of finding exact solutions, including work by Laporte et al. [18, 20, 21, 22, 23].
One may also refer to Laporte [19] and Min et al. [26] for surveys of previous
work. There is a recent paper of Berger, Coullard & Daskin [5] that finds exact
solutions through branch-and-price style techniques. Here there are additional
constraints placed on the type of tours allowed, such as limiting their total dis-
tance, which allows the total number of variables to remain manageable for a
natural IP formulation given small inputs. The general location routing prob-
lem can actually be approximated using the primal-dual method of Goemans &
Williamson [13] for network design problems. However, this approach does not
extend to the case where there can be at most k open bases.
We modify the primal-dual approach of Goemans & Williamson to obtain
a stronger type of performance guarantee, which allows us to use Lagrangian
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relaxation to provide an approximation in this case. Our work builds on a result
of Jain & Vazirani [15] where an approximation for uncapacitated facility loca-
tion was used to create an approximation for the k-median problem through
the use of Lagrangian relaxation. In that setting, a bisection search was required
to determine the appropriate value to set the Lagrangian parameter so as to
open nearly k facilities. Additionally, it was necessary in some cases to take
a combination of two solutions to get exactly k facilities open, which resulted
in the performance guarantee doubling in value. Remarkably, we are able to
determine the appropriate value for the Lagrangian parameter so that exactly
k bases are opened without performing a bisection search, and with no loss in
the performance guarantee. The rest of this chapter is organized in the follow-
ing manner. In Section 3.2 we demonstrate how to solve the vehicle routing
problem optimally using a set-cover formulation, and provide a combinatorial
method for efficiently generating and pricing routes. In Section 3.3.1 we define
a simpler model for the location routing problem, and produce a simple dual-
ascent method that has a performance guarantee of 2. In Section 3.3.2 we extend
this result to apply when a constraint is added limiting the number of locations
that may be opened. In Section 3.3.3 we provide the step necessary to generalize
the results of the previous sections to hold for the general location routing prob-
lem. Lastly, in Section 3.3.4 we provide computational results demonstrating
the performance of the primal-dual schema as compared to other heuristics.
3.2 Finding an Optimal Routing
To provide an air ambulance service, an efficient routing of planes must be
found to serve a number of transportation requests, which we can model as
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a vehicle routing problem. Here, we are given a set of bases, B, and a set of
request pick-up/drop-off pairs, R. We consider a route to be a tour that starts at
some base, serves some number of requests making sure to perform each pick-
up before the associated drop-off, and then returns to the starting base. The
planes being used by Ornge can only handle so many requests during a work-
day, which we can capture with an upper bound, u, on the number of requests
that can be served in a route. We wish to select a set of routes such that each
request is covered by some route, and the cost of the selected routes is mini-
mized. For each base i ∈ B, and each subset of requests, T ⊆ R, with |T | ≤ u,
let ciT be the cost of the cheapest route serving all of the requests in T from base
i. Using this definition we can model the problem with the following set-cover
formulation:
optV R := min
∑
i∈B
∑
T⊆R:
|T |≤u
ciTxiT (VR-IP)
s.t.
∑
i∈B
∑
T⊆R:
|T |≤u,T3r
xiT ≥ 1 ∀r ∈ R (3.1)
xiT ∈ {0, 1} ∀i ∈ B, T ⊆ R : |T | ≤ u
If u is set to a relatively small constant, as it tends to be in practice, then the size
of this formulation may be small enough to solve to optimality in a reasonable
amount of time. However, we have not yet specified how to find the objective
function coefficients, ciT .
We could use column generation and find the ciT coefficients as needed, but
instead we will actually use complete enumeration and find all of them initially,
for the following three reasons. Firstly, the size of the problem instances consid-
ered by Ornge make this computationally feasible. Secondly, there are many ad-
ditional constraints that result from applying this to Ornge’s planning problem,
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which affects the feasibility of a particular route. For example, some patients are
infectious and should not be transported with other patients. Also, there is a pa-
tient convenience factor, which means that no patient should have to wait on a
plane for an excessive amount of time before being dropped off at their destina-
tion. By using complete enumeration, we can capture any feasibility constraint
that can be checked efficiently given a candidate route. This cannot be achieved
using column generation, since the variable found with negative reduced cost
might not be feasible according to these additional constraints. Finally, complete
enumeration offers one additional advantage in that we are able to effectively
use the information we’ve already calculated for some of the ciT coefficients to
more efficiently calculate other coefficients, in a dynamic programming fashion.
We will first answer the question of how many possible routes are associ-
ated with each base and request subset pairing. Our method for answering this
question will provide a combinatorial insight that will allow us to efficiently
enumerate and price all such routes, and thus obtain the cheapest one. Given
a subset of requests, T , we can associate each route that serves T with the or-
der in which the requests are picked up. Since there are |T |! ways in which the
requests can be ordered, we may restrict our attention to how many routes are
associated with each ordering.
Let nij denote the number of routes associated with an ordering of i requests,
which ends in j drop-offs. Clearly, we need only consider nij for 1 ≤ j ≤ i ≤ u.
If we were to take a route and remove the last pick-up and associated drop-off,
we would obtain a sub-route associated with an ordering with the last request
removed. If we determine the number of routes for a given ordering that have
the same sub-route, then we would be able to establish a recurrence relation on
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nij . Another way of asking this same question, is given a particular route, how
many ways can we extend it to produce a route with an ordering that has an
extra specified request at the end? This last request must be picked up after all
of the other requests have been picked up, so for a route ending with j drop-offs,
the earliest we could pick up the last request would be immediately before the
j drop-offs. If the pick-up was placed in this earliest slot then we would have
j + 1 choices for when to drop-off the last request in the route, and would end
up with a route that ends in j + 1 drop-offs. In general, placing the last pick-up
immediately before the final k drop-offs gives k + 1 choices for where to place
the last drop-off, and results in a route ending in k+1 drop-offs. This yields the
following relation:
nij = j
i−1∑
k=j−1
ni−1,k, (3.2)
where we define n11 = 1 and ni,0 = 0 for all i. Since each nij is determined by
nij values with strictly smaller i and j, we can calculate all of these values in a
dynamic programming table.
Once we have calculated all of the nij values, we can then give an expression
for the total number of routes. For each i ≤ u we can count the total number of
request subsets of size i, which has i! possible orderings, and each ordering is as-
sociated with
∑i
j=1 nij routes. Thus the total number of routes to be considered
from each base is given by
u∑
i=1
(|R|
i
)
· i! ·
i∑
j=1
nij.
Moreover, this technique for calculating the number of routes for each base also
provides a methodology for enumerating and pricing these routes. There are
only |R| routes that serve one request, since in this case we have no choice but
to pick-up and then drop-off the single request before returning to base. By
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calculating the price for these small routes first, we can then use this information
in calculating the cost of all the other routes that are extended from these routes.
The situation is further simplified due to additional constraints that arise in
practice. There is a limit on the amount of space in a plane, which means only
so many patients can be loaded at a time. We can capture this by specifying a
capacity of p for the number of pick-ups on board before a drop-off is required,
and then the only values of nij that need be computed are those with 1 ≤ j ≤
i ≤ u and j ≤ p. In the special case where p = 2, it can be readily shown that the
total number of routes for an ordering of i requests is simply 3 times the number
of routes for an ordering of i − 1 requests. This simplification is only possible
since we are using complete enumeration as opposed to column generation, as
discussed earlier.
3.2.1 Application to Real-World Data
The technique developed above is applicable to a real client, with real data.
Ornge must make a routing decision every day, based upon the transportation
requests it receives. There are typically up to 30 requests that must be serviced
each day, and a fleet of about 40 planes are used to provide transportation. Fur-
thermore, each of these planes is assumed not to handle more than 4 requests
before returning to base, and due to the size of the planes at most 2 patients
can be transported at a time. This means that the largest subset considered has
size 4, and thus has 34−14! = 648 possible routes associated with it. Assum-
ing the maximum number of requests that Ornge encounters, which is 30, the
total number of variables in (VR-IP) is simply the number of subsets of these
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requests with cardinality at most 4, times the number of planes, which equates
to 1, 277, 200 potential variables. There are, however, additional feasibility con-
straints that reduces the number of variables that need be considered to around
750, 000. In a typical run of this approach on real data with 30 requests, it takes
about 30 seconds to compute all the cost coefficients and generate the IP model,
and about five minutes to solve this model with an off-the-shelf IP solver.
3.3 The k-Location Routing Problem
When considering finding an optimal routing, it may be the case that we could
do much better if the bases were in different locations. The ideal location for
the bases will depend on how the routing is formed, which suggests we should
decide the base locations and the routing simultaneously, and leads to the k-
location routing problem. Here we are given a set of bases and a set of requests,
that are all contained in a metric space. We must choose at most k bases to
open and include each request in a tour that contains an open base. The cost
of a solution is simply the metric distance of all the tours. We will consider
two different modifications to this problem. First, we consider a fixed-charge
model, where instead of restricting there to be k open bases, we will allow any
number of bases to be opened, but each base now has an opening cost. Sec-
ond, in the routing with trees version, instead of having all the requests in-
cluded in some tour, we simply require that each request be connected to an
open base in a tree. We will begin by considering the location routing problem
with fixed-charge bases and routing with trees. A previous result of Goemans &
Williamson [13] considers this problem, but we provide a stronger result which
yields a Lagrangian-preserving performance guarantee. This allows us to lift
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this result to the k-location routing problem, but again where we are routing
with trees. Finally, we show how to take our routing with trees results, and
produce results for routing with tours. This can be easily done by simply short-
cutting the tree and losing a factor of 2, but we show that this can be done with
the same performance guarantee. For all the variants we consider, we are able
to show a performance guarantees of 2.
3.3.1 Routing with Trees, Fixed-Charge Bases
In the input for the location routing problem, we have a set of potential bases,
B, and set of requests R, such that (B ∪ R, d) comprises a metric space, where
the metric d : (B ∪ R)× (B ∪ R) 7→ R+. Each base, i ∈ B has an opening cost of
fi. When routing with trees, we simply require that each request has a path to
an open base, which can be modeled as a Steiner tree problem on the following
graph. For each base i ∈ B and request j ∈ R we will have an edge {i, j} with
cost equal to the metric distance between i and j. Similarly for any two distinct
requests, j, k ∈ R, we will have an edge {j, k} with cost equal to the metric
distance between the two requests. Finally, we will have a root node, r, and for
each base i ∈ B we have an edge {r, i} with cost fi. Thus the vertex set of this
graph is V = {r} ∪B ∪R and we define the following three edge sets
root edges: Er := {{r, i} : i ∈ B}
base edges: EB := {{i, j} : i ∈ B, j ∈ R}
request edges: ER := {{j, k} : j, k ∈ R, j 6= k}
The edge set of our graph is simply the union of the three edge sets defined
above: E = Er ∪ EB ∪ ER. Each of the nodes corresponding to a base can be
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thought of as a Steiner node, so the task is to choose a set of edges such that for
each request j ∈ R there exists a path from r to j. Another way of specifying
this requirement is that for any subset of nodes that does not include the root,
there must be at least one edge crossing the subset. We can formulate this as the
following integer program, where δ(S) is the set of all edges with exactly one
endpoint in S.
optLR := min
∑
e∈E
cexe (LR-IP)
s.t.
∑
e∈δ(S)
xe ≥ 1 ∀S ∈ S (3.3)
xe ∈ {0, 1} ∀e ∈ E
where S := {S ⊆ B ∪ R : S ∩ R 6= ∅}. Now suppose A is a collection of disjoint
subsets in S . Let us extend our notation so that δ can be applied to a set of
subsets with the meaning δ(A) := ⋃S∈A δ(S). We now propose the following
constraint:
∑
e∈δ(A)
xe ≥ |A| ∀A ∈ D, (3.4)
where D is the set of all collections of disjoint subsets in S. More precisely
D := {A ⊆ S : ∀S1, S2 ∈ A, S1 = S2 or S1 ∩ S2 = ∅}.
We will first intuitively demonstrate why the constraints (3.4) are valid, before
proving this fact more rigorously. Consider any A ∈ D. Denote the set of nodes
not contained in any set in A as the root cluster. For an example, see Figure 3.1.
Now consider contracting each set in A as well as the root cluster, down to a
single node. In any feasible solution, these nodes must be connected, or else
there will be a request node without a path to the root. With the addition of
the root cluster, there are |A| + 1 nodes, so to connect them all we must have
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|A| edges, which implies that any feasible solution will satisfy the proposed
constraint.
Figure 3.1: A diagram demonstrating the validity of the proposed inequal-
ities (3.4). The lightly shaded regions depict sets in A and the
darker shaded region is the root cluster.
Lemma 6. The constraints given by (3.4) are valid; any solution to (LR-IP) satisfies
(3.4).
Proof. Consider a feasible solution to (LR-IP), x, and let F be the corresponding
set of edges. Fix any A ∈ D. Let us define two subsets of F in the following
manner. Let F1 be the set of all edges in F with only one endpoint contained in
a subset in A, and let F2 be the set of all edges in F for which each endpoint is
contained in a different subset in A. We then have
|F1|+ |F2| =
∑
e∈δ(A)
xe.
Now initialize A′ = A. For each edge e ∈ F2, let us merge the subsets in A′ cor-
responding to the endpoints of e in an iterative process. When we have finished
we will have that |A| − |A′| = |F2|. After merging the subsets, we will have that
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the only edges left in δ(A′) ∩ F are those in F1, hence
|F1| =
∑
e∈δ(A′)
xe =
∑
S∈A′
∑
e∈δ(S)
xe ≥ |A′|,
where the inequality holds since x satisfies (3.3). This implies
|A| = |A| − |A′|+ |A′| ≤ |F2|+ |F1| =
∑
e∈δ(A)
xe
Note that (3.4) implies (3.3) by taking A to be each singleton set of a set in S.
Note that since (3.4) is valid then clearly the following constraint is also valid.
2
∑
e∈δ(A)∩ER
xe +
∑
e∈δ(A)\ER
xe ≥ |A| ∀A ∈ D
We will demonstrate a primal-dual schema based on the LP that makes use of
the above constraints.
optLRP := min
∑
e∈E
cexe (LR-P)
s.t. 2
∑
e∈δ(A)∩ER
xe +
∑
e∈δ(A)\ER
xe ≥ |A| ∀A ∈ D (3.5)
xe ≥ 0 ∀e ∈ E
The dual of this LP is as follows:
optLRD := max
∑
A∈D
|A|yA (LR-D)
s.t. 2
∑
A∈D:
δ(A)3e
yA ≤ ce ∀e ∈ ER (3.6)
∑
A∈D:
δ(A)3e
yA ≤ ce ∀e ∈ E \ ER (3.7)
yA ≥ 0 ∀A ∈ D
The primal-dual schema proposed will build up a set of edges, F , from which
the final solution will be chosen. Initially, this set F is empty. At each point in
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the algorithm, we will maintain a set of clusters, C, which simply corresponds to
the set of connected components in the graph when restricting the edge set to F .
Since F is initially empty, the set of clusters C is initially the set of all singleton
nodes. We will say a cluster is active if it contains a request node and does not
contain the root node, and otherwise it will be inactive. We will maintain A to
be the set of all active clusters in C, so A := C ∩ S, and initially A is the set
of all singleton request nodes. All dual variables are implicitly set to zero to
begin. The algorithm will always increase at unit rate the value of precisely one
dual variable at any moment, until there are no longer any active clusters. In
this sense we will keep a notion of time, which is equivalent to the sum of the
current values of the dual variables.
At each point in time, we will increase the dual variable associated with A
until the dual constraint for one of the edges becomes tight, at which point the
edge is added to F , and the two corresponding clusters are merged. If several
edges become tight simultaneously, then we are free to process the edges in an
arbitrary order provided that we process request edges in preference to base
edges. We continue this process until A is empty, so that there will no longer be
any active clusters. A visualization of this process is shown in Figure 3.2.
After all clusters have become inactive (by virtue of all request nodes be-
ing contained in the root cluster) we begin the cleanup phase. If the root edge
{r, i} ∈ F for some i ∈ B, then we say that base i is paid for. We now simply
remove all base edges {i, j} for i ∈ B, j ∈ R for which base i is not paid for.
After removing all such base edges, we will call the resulting subset of edges F ′.
We now make a few general observations about the behavior of the primal-
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A yA ∑ yA
Figure 3.2: A visualization of the primal-dual schema. Here squares repre-
sent bases and circles represent requests, with the circle in the
lower left being the root node. The cost of an edge corresponds
to the distance between its endpoints in the plane. Each row
represents a separate iteration, with the first column represent-
ing the active dual variable. In the second column the effect of
increasing the active dual variable is shown, where the moats
indicate the contribution to all the edges they intersect. Finally,
in the third column the cumulative effect of the current dual
solution is shown.
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Algorithm 4: Primal-Dual for Location Routing
y, x← 0
F ← ∅
C ← {{v} : v ∈ V }
A ← {{j} : j ∈ R}
while |A| > 0 do
Increase yA until a dual constraint becomes tight for edge e
F ← F ∪ {e}
Remove clusters for endpoints of e from C and add the union
A ← C ∩ S
F ′ ← F /* start clean-up phase */
foreach {i, j} ∈ F ∩ EB do
if {r, i} 6∈ F then
F ′ ← F ′ \ {i, j}
dual algorithm. Note that initially all request edges and base edges are present
in δ(A) and none of the root edges are. The rate at which the costs of the request
and base edges are contributed to by the dual variables remain constant as long
as these edges are in δ(A). Thus for any request edge e ∈ ER, either e will be
added to F by time ce/2 or else the endpoints of e will become part of the same
cluster at this time or before. Similarly any base edge e ∈ EB will be added to
F by time ce or else the corresponding base and request will have become part
of the same cluster at or before this time. The root edges are only contributed
to once the corresponding base becomes part of an active cluster. For each base
i ∈ B, let s(i) be the cost of the minimum-cost edge connecting this base to a
request node. Hence
s(i) := min{d(i, j) : j ∈ R}.
Lemma 7. For each base i ∈ B, if there is a request node j ∈ R such that the base edge
{i, j} ∈ F , then d(i, j) = s(i) and no other base edges in F are adjacent to i.
Proof. Fix a base i ∈ B. Let j ∈ R be a request for which d(i, j) = s(i) and let
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k ∈ R be any other request. By the definition of s(i) we know d(i, k) ≥ d(i, j),
and since d is a metric we have
d(j, k) ≤ d(i, j) + d(i, k) ≤ 2d(i, k).
Since we choose request edges in preference to base edges, this means that be-
fore i connects to any request, that request will be contained in the same cluster
as request j. Hence i can only connect to at most one request. Furthermore, if
{i, k} is still eligible to be added to F , then {i, j} must be as well, so the only
way {i, k} could be added is if d(i, k) ≤ d(i, j) = s(i). Therefore if any base edge
adjacent to i is added to F , it must have cost s(i), and at most one such edge can
be added.
The above lemma implies that either a base i ∈ B will not get paid for, or
else it will get paid for by time s(i)+fi. This means that the primal-dual schema
is equivalent to performing Kruskal’s algorithm on the same graph, but with
modified edge weights c′e where
c′e =

ce/2, if e ∈ ER
ce, if e ∈ EB
s(i) + fi, if e = {r, i} ∈ Er
The only difference is that when running Kruskal’s algorithm all of the nodes
will end up connected, so we may have unpaid for bases that have a root edge
but no base edge. If we adjust our definition of a paid for base to be only those
bases with degree 2, then running Kruskal’s algorithm is equivalent.
Lemma 8. The set of edges F ′ comprises a feasible solution to (LR-IP).
Proof. The only edges that have been removed from F are the base edges corre-
sponding to bases that are not paid for. This means there is no root edge con-
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necting to these bases, and by Lemma 7 we know there is only one base edge
adjacent to these bases. Therefore any unpaid for base with an adjacent edge in
F must be a leaf in the final tree formed by F . Removing these edges simply
disconnects these bases without affecting the connectivity of any of the request
nodes to the root.
Lemma 9. For the final solution F ′ returned by the primal-dual algorithm, and any A
corresponding to a positive dual variable, the following condition holds:
|δ(A) ∩ F ′| = |A|.
Proof. Let I be the set of singleton bases that are paid for but that are not present
in any of the clusters in A, and let Cr denote the root cluster at the time when
the dual variable associated with A was increased. Construct a graph H where
the nodes correspond to the clusters in I and A as well as Cr, and the edges
correspond to those in δ(A ∪ I ∪ {Cr}) ∩ F ′. We will first argue that the graph
H is a tree.
We know that all the edges in H correspond to edges that are also in F .
Furthermore all the edges that make each cluster in H a connected component
are also in F . The final edge set F is acyclic, and since F ′ ⊆ F then we know
that H is acyclic as well. Additionally, F ′ is a feasible solution, so every request
node has a path to the root, and every base that is paid for also connects to the
root. This implies that H is connected. Since H is connected and acyclic, it must
be a tree.
Since there are |I|+ |A|+1 nodes, there must be |I|+ |A| edges in the tree H .
However, this is including edges that go between two inactive clusters, which
are precisely the edges not counted in δ(A) ∩ F ′. The only inactive clusters are
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Cr and those in I, and the only edges between these clusters are the root edges
to each paid for base in I. Therefore
|δ(A) ∩ F ′| = |δ(A ∪ I ∪ {Cr}) ∩ F ′| − |I| = |I|+ |A| − |I| = |A|.
Theorem 4. The final solution, F ′, returned by the algorithm satisfies
∑
e∈F ′∩ER
ce + 2
∑
e∈F ′\ER
ce ≤ 2
∑
A∈D
yA,
which implies it is a Lagrangian-preserving 2-approximation algorithm.
Proof. An edge is only added to F if its corresponding dual constraint becomes
tight, so we have that
∑
e∈F ′∩ER
ce + 2
∑
e∈F ′\ER
ce = 2
∑
e∈F ′
∑
A∈D:
δ(A)3e
yA
= 2
∑
A∈D
yA|δ(A) ∩ F ′|
= 2
∑
A∈D
|A|yA,
where the equalities are derived by reversing the order of summation and then
applying Lemma 9.
3.3.2 Routing with Trees, k-Bases
The k-location routing problem has the same constraints as the location rout-
ing problem, but now instead of paying an opening cost for each base in the
solution, we are simply limited to opening at most k bases, for some specified
k. In this section we will continue considering the case where each request is
only required to have a path to an open base (and hence the root). The changes
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needed in (LR-IP) to model this case correspond to setting the cost of each root
edge to zero, and instead imposing a constraint that at most k root edges are
used. Because the primal-dual algorithm shown is Lagrangian-preserving, we
can use it to approximate the k-location routing problem.
For any input to the k-location routing problem, we can set the cost of each
base to zero and apply the primal-dual algorithm. If we get lucky and end up
with k or fewer bases in the final solution, then by the same analysis as before we
can see that the solution is a 2-approximation for the k-location routing problem
as well. For the rest of this section we will assume that this case does not occur.
We now wish to determine a value λ such that if we make all bases have the
same cost λ, then the primal-dual algorithm will open exactly k bases. If such a
value can be found, then this too would imply a 2-approximate solution to the
k-location routing problem. Let z be the optimal value of the location routing
problem, and let x∗e be the optimal solution to the k-location routing problem,
then we have
∑
e∈F ′∩ER
ce + 2
∑
e∈F ′∩EB
ce + 2kλ ≤ 2z ≤ 2
∑
e∈ER∪EB
cex
∗
e + 2λ
∑
e∈Er
xe
≤ 2
∑
e∈ER∪EB
cex
∗
e + 2kλ,
which implies
∑
e∈F ′∩ER
ce + 2
∑
e∈F ′∩EB
ce ≤ 2
∑
e∈ER∪EB
cex
∗
e,
hence the solution is a 2-approximation.
To determine the appropriate value of λ, we would first like to determine for
each request edge e = {j, k} ∈ ER, which values of λ will result in edge e being
part of the final solution. We know that if edge e gets added to F , it does so at
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time ce/2, and otherwise j and k must have already become part of the same
cluster by this time. Nodes j and k will become part of the same cluster only
if there is a path between j and k where each edge has c′e value at most ce/2.
For some edges, satisfying this condition will be dependent on the value of λ
chosen, and for others it will not. We can determine the sensitivity of each edge
on the value of λ by performing the following procedure.
We will run the primal-dual algorithm by setting each base cost to be infinite.
Naturally no root edge will become tight in this setting, so we will stop the
algorithm once there are only two components left in C corresponding to r and
B∪R. For each active cluster S ∈ Awe will associate a value v(S) corresponding
to the lowest s(i) value for any base i contained in the cluster. If the cluster
contains no bases then v(S) will simply be equal to the current time. When a
request edge e = {j, k} ∈ ER is added to the solution, and Sj and Sk correspond
to the clusters containing j and k, we set s(e) = max{v(Sj, v(Sk)}. Once the
algorithm stops we set λk to be the largest value for which there are at most
|R| − k candidate edges with ce/2− s(e) < λk. More precisely we set
λk := max{λ : |{e ∈ ER : ce/2− s(e) < λ}| ≤ |R| − k}.
Lemma 10. Request edge e ∈ ER is added to the solution if ce/2 − s(e) < λ, and
if ce/2 = s(e) then this edge is added to the solution regardless of the value of λ. If
ce/2−s(e) = λ > 0 then e can be placed in the solution or not by choice of tie-breaking.
Proof. If λ > ce/2 − s(e), then the only bases that will be paid for by time ce/2
are those for which s(i) < s(e). By the way in which s(e) was set, we know that
there is at least one endpoint of e that no such base can reach by time ce/2. Thus
there is an active cluster S with e ∈ δ(S) up until time ce/2, and so e will be
added to the solution.
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If ce/2 = s(e), then since request edges are processed before base edges, we
know that for at least one of the endpoints of e the associated cluster contained
no bases. This means that no base can reach this endpoint by time ce/2. So
again there is an active cluster S with e ∈ δ(S) up until time ce/2, and so e will
be added to the solution.
If ce/2− s(e) = λ > 0, then for one of the endpoints of e the associate cluster
contains a base that gets tight at time ce/2. The other endpoint is either already
inactive or else is in the same situation. We did not specify a preference be-
tween processing request edges and root edges. So either we add edge e first in
which case it is part of the solution, or else we add the root edge (possibly root
edges) first, in which case both endpoints become inactive and e is not part of
the solution.
Since no request edge is ever deleted from the solution, then each connected
component in the subgraph induced by R must have precisely one paid for
base in the solution connecting it to the root. If λk = 0, then this means we will
add more than |R| − k request edges, and thus open fewer than k bases, even
when there are no base-opening costs. This solution is a 2-approximation the
k-location routing problem, since we open fewer than k bases and no portion
of the cost is attributed to opening the bases. Otherwise, if we set λ = λk > 0
then by tie-breaking appropriately we can ensure that exactly |R| − k request
edges are added to the solution. Hence the number of bases opened is precisely
|R|−(|R|−k) = k as desired, and as shown above this implies a 2-approximation
as well.
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3.3.3 Getting Tours From Trees with No Approximation Loss
If we wanted each request to be connected to a base through a cycle as opposed
to tree, we could take the solution produced by the primal-dual algorithm and
duplicate each edge, and then using shortcutting produce a disjoint set of cycles,
each containing a base while not more than doubling the cost. Note that it is
unnecessary to duplicate the root edges, since these edges simply represent the
cost of each base, and are not required to be part of a cycle.
We can actually do better and not lose a factor of 2 in the approximation
guarantee. Let us start with the same underlying graph, but make the cost of all
root edges equal to half of the cost of the corresponding base. We say a solution
to the location routing problem with cycles consists of a set of edges such that
• In the induced subgraph on R, the selected edges form a disjoint set of
paths.
• The selected edges connect each such path’s endpoints to some base, form-
ing a cycle. We consider a singleton request node a path of zero-length,
and there must be two copies of an edge leading from such a node to a
base.
• There must be two copies selected of each root edge leading to a base that
was used to connect at least one path.
The cost of this solution is the cost of the edges selected, which corresponds to
the cost of each base used (since the root edge is half the cost, but we took two
copies) and the cost of all edges in the cycles.
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Lemma 11. Any solution to the location routing problem with cycles satisfies the fol-
lowing inequality
2
∑
e∈δ(A)∩ER
xe +
∑
e∈δ(A)\ER
xe ≥ 2|A| ∀A ∈ D
Proof. The proof will be quite similar to the proof of Lemma 6, but in this case
we now require the coefficient of 2 for each request edge. Consider a feasible
solution to the location routing problem with cycles, x, and let F be the corre-
sponding set of edges. Note that now xe will equal 2 for some edges e. Fix any
A ∈ D. Again we will define two subsets of F , but slightly differently than
before. Let
F1 := (δ(A) ∩ F ) \ ER,
F2 := (δ(A) ∩ F ) ∩ ER.
Now initialize A′ = A. For each edge e ∈ F2, let us merge the subsets in A′
corresponding to the endpoints of e in an iterative process. When we have fin-
ished we will have that |A| − |A′| = |F2|. After merging the subsets, we will
have that the only edges left in δ(A′) ∩ F are those in F1, though this time there
may be edges leading between components of A′. If we consider the subgraph
consisting of the nodes R and the edges F ∩ ER then we know that it consists
of a disjoint set of paths. Each cluster in A′ must contain at least one of these
disjoint paths in its entirety, since there are no longer any edges in ER leading
out of any clusters.
For each cluster in A′, pick one of the disjoint request paths it contains. This
path must have its endpoints connect to some base. If the base is not in the
cluster, then this mean there must be two edges in F1 associated with this cluster
(or two copies of one edge in the case of a singleton request path). If the base
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is in the cluster, then we root edge must be in F1, and the solution must select
two copies of it. In either case, there are at least two edges (or two copies of one
edge) in F1 associated with each cluster. Furthermore we associate each copy of
an edge in F1 with the cluster containing the request if it is a base node, and with
the cluster containing the base if it is a root node. This means the association is
a bijection and hence
2
∑
e∈δ(A)∩ER
xe +
∑
e∈δ(A)\ER
xe = 2|F2|+
∑
e∈F1
xe = 2|F2|+ 2|A′| ≥ 2|A|
We now have a LP relaxation to the location routing problem with cycles that
is identical to (LR-P), except that the right-hand side of each constraint is now
2 instead of 1. This means the corresponding dual is identical to (LR-D), except
that the objective function coefficient of each dual variable is now 2 instead of 1
as well. Thus the final dual solution that the algorithm ends up with is feasible
for this new dual program as well, and the corresponding solution has twice
the objective function cost. In other words, any feasible solution to (LR-D) has
value at most half of the optimal solution with cycles, but only when the costs
of the root edges have been set to half the base-opening costs.
Set c′e = ce/2 for each e ∈ Er and c′e = ce for each e ∈ EB ∪ ER. Now if
we run the algorithm with the costs c′e, duplicate each edge in the solution F ′
and then shortcut as necessary, we produce a solution to the location routing
problem with cycles, which we will denote as x. Then we have
∑
e∈E\Er
c′exe + 2
∑
e∈Er
c′exe ≤ 2
∑
e∈F ′\Er
c′e + 4
∑
e∈F ′∩Er
c′e.
From Theorem 4 we know that this cost is at most 4 times the dual cost, which
as argued above is at most 2 times the optimal cost. Thus this procedure is
a Lagrangian-preserving 2-approximation algorithm for the location routing
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problem with cycles, and so can also be used to produce a 2-approximation
for the k-location routing problem with cycles.
3.3.4 Computational Results
In this section we provide some results on the empirical performance of the
primal-dual method. Here we use a data set derived from examining several
months worth of data from Ornge, as described in Section 3.2.1, as well as some
additional simulated data. Since we are now working in the context of the lo-
cation routing problem, we treat each origin and destination for a request pair
in Ornge’s dataset as a single request node, resulting in 55 requests. There are
currently 26 bases being used, and we may wonder how well we could do with
fewer. One way of answering this problem is to pose the k-location routing
problem, with k ≤ 26 and observe how well we can do if forced to select fewer
bases. In Figure 3.3 the results of running the primal-dual are compared to both
the dual solution it generates as a lower bound, as well as the optimal fractional
solution, which is also a lower bound. We also ran computation experiments
based on simulated data. For one set, we used 10 bases and 100 requests, where
each point was uniformly distributed in the unit square. Results for this gener-
ated dataset are shown in Figure 3.4. For the second set, we used 10 bases and
50 requests, where as before the bases were uniformly distributed in the unit
square. However, this time we used a bivariate Gaussian distribution to dis-
tribute requests around each base. In this manner, each base is more likely to be
useful in cutting down the total distance when added to the solutions. Results
from this clustered data are shown in Figure 3.5.
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Figure 3.3: Results of running the primal-dual method on data from
Ornge.
In each figure we show the solution values of the primal-dual method (PD)
as well as the lower bound of the dual solution value (Dual). The tours found
by the primal-dual method are the result of performing a naive shortcutting of
the trees found. The solution quality can then be improved by running stan-
dard local improvement techniques, and here we show the result of applying
2-opt (PD-2opt). This technique simply considers each pair of edges in a tour,
and improves the tour by removing these edges and reconnecting the nodes in
a better tour when possible. In addition, we also found the optimal tours for the
separate clusters induced by the solution found by the primal-dual method (PD-
OPT). When these clusters are large, this is not a practical method, but when we
are allowed a larger number of bases we can view the primal-dual as a tool to
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Figure 3.4: Results of running the primal-dual method on uniform, ran-
dom data.
partition the data into smaller clusters, which are then feasible to solve to op-
timality. For comparison we solve an LP relaxation to optimality (LP), which
provides a lower bound on the optimal solution value. For the random, clus-
tered data we are able to solve the problem to optimality (OPT), making use of
SCIP 1.2 [2] to perform a branch-and-cut method with SoPlex 1.4.2 [35] as the LP
solver. For the other datasets that could not be solve to optimality, we provide
another lower bound. Since the LP relaxation was solved with the cutting plane
method, once we have found an optimal fractional solution we also have a for-
mulation comprised of the generated cuts, which we can solve as an IP (Int-LB).
This by no means is an optimal solution as it may not be feasible for the original
problem, but it is an integer solution and does form an additional lower bound
for comparison.
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Figure 3.5: Results of running the primal-dual method on clustered, ran-
dom data.
One aspect of the figures that may seem surprising at first is that the values
for the primal-dual solutions are not monotonically decreasing with k. It is true
that the value of the primal-dual solutions to the k-location routing problem
where we are routing with trees does decrease monotonically with k. When
we then shortcut these trees to form tours, however, there is no need for the
monotonicity to be preserved. In other words, finding a cheaper tree does not
mean we will end up with a cheaper tour after shortcutting. Because the primal-
dual method runs so quickly, when solving for a particular k we can instead
solve setting the base limit to each integer value that is at most k, and return
the cheapest one. Making use of this technique would then, of course, cause the
solution values to monotonically decrease with k.
In all of the figures, we can see a dramatic improvement in the quality of
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Figure 3.6: A visual depiction of tours found by the primal-dual method,
both before and after local improvement, and by the optimal
solution. The shaded squares correspond to the bases being
used.
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the primal-dual solution value when performing the 2-opt local improvement.
For the random, clustered data, Figure 3.6 shows a visual depiction of the tours
produced by the primal-dual method before and after applying this local im-
provement, as well as the tours produced by the optimal solution. We can also
observe that this improvement gets rather close to the optimal tours for these
clusters resulting from the primal-dual solution.
In the results based on data from Ornge and the uniformly, randomly gen-
erated data, we see that all of the curves quickly plateau and no longer change
with increasing k. This can be attributed to the uncapacitated nature of the prob-
lem we are considering. After a certain number of bases are allowed, it can be
cheaper to keep requests in a longer tour than to connect them to an additional
base. Even though we do not have to pay an additional cost to add a base, each
base that is part of the solution results in an additional edge that must be in-
cluded. When examining the results from the clustered data, we see that we
continue to get a significant decrease in cost as we increase k, especially for the
primal-dual solution values. For larger k, we observe that the primal-dual is
quite close to optimality. Even though we demonstrated a theoretical guarantee
of 2, the algorithm may achieve values much closer to optimality in practice.
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CHAPTER 4
GENERALIZED ASSIGNMENT PROBLEM
4.1 Introduction
The generalized assignment problem can be framed as the following schedul-
ing problem. We are given a set of machines, M, and a set of jobs, J , where
scheduling job j on machine i takes up pij units of machine i’s processing time,
and costs cij . Our goal is to schedule all the jobs on machines, so as to both
minimize the cost as well as to minimize the makespan, which is the maximum
time any machine spends processing jobs. This can also be framed as an op-
timization problem with a single objective, where given a value T we want to
find the minimum-cost assignment that has makespan at most T . A standard
integer programming formulation of this problem is given below.
optGA := min
m∑
i=1
n∑
j=1
cijxij (GA-IP)
s.t.
n∑
j=1
pijxij ≤ T ∀i (4.1)
m∑
i=1
xij = 1 ∀j (4.2)
xij ∈ {0, 1} ∀i, j
Shmoys and Tardos [30] use a formulation that is the decision version of
(GA-IP) to produce an LP-rounding result that delivers an assignment with cost
at most optGA and makespan at most 2T . Singh [31] is able to produce an equiv-
alent result using a method of iterative rounding. Here, a series of LP relaxations
are solved, and each time at least some of the variables get fixed to integer val-
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ues, and some of the constraints get removed.
This problem has an important special case where each machine may only
serve a subset of jobs, but the processing time incurred for each allowed pairing
depends only on the job. In this setting, we are able to produce a simple dual-
ascent method that matches the performance guarantee of the LP-rounding re-
sult of Shmoys and Tardos. While we are able to show that this method termi-
nates in a finite number of steps, we have not yet proved a polynomial bound
on the running time. We are able to prove polynomial running time, however,
in another important case where the processing time for allowed pairings is in-
dependent of both jobs and machines.
The remainder of this chapter is structured in the following way. In Sec-
tion 4.2 we provide an alternative formulation to be used as an LP relaxation,
which is based on viewing the assignment as a flow. In Section 4.3 we give the
details of the primal-dual method and the proof of its performance guarantee.
Finally, in Section 4.4 we show the running time of the algorithm is polynomial
for a special case.
4.2 A New Flow-Based Formulation for the {pj,∞} Case
We will now concentrate on a special case of this problem, where we require
that for each processing time pij ∈ {pj,∞}. In other words, machines may
only serve some subset of the jobs, but any machine that can serve a particular
job will spend the same amount of processing time on it. We will introduce
new valid inequalities based on viewing the assignment of jobs to machines as
a network flow. Let us construct a bipartite graph, G, with one set of nodes
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corresponding to machines, and the other set of nodes corresponding to jobs.
For any machine i and job j with pij = pj , create the edge (i, j) with capacity
pij . Now add a source node s and make an edge (s, i) with capacity T for each
machine i ∈ M. Finally add a sink t and create an edge (j, t) with capacity pj
for each job j. Let us call this graph, G. If E ⊆ {(i, j) : pij = pj}, then let G(E)
be the graph G with all the edges between machines and jobs removed, except
for those in E. Now take a subset of machines, M ⊆ M, and a subset of jobs,
J ⊆ J . Let MC := M \M and JC := J \ J , and consider the cut in G with
source-side nodes S := {s} ∪M ∪ JC . Such a cut is shown in Figure 4.1. We can
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pij
Figure 4.1: The network flow view of the assignment problem with a cut
demonstrating the validity of the inequalities (4.4) with respect
to a particular partition of machines and jobs.
view any assignment as a flow on this graph with value
∑
j pj . That is, given
values of xij that corresponds to a feasible assignment, we can set the flow on
edge (i, j) to be pjxij . The edges (s, i) will have flow equal to the total processing
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time machine i spends, i.e.
n∑
j=1
pjxij,
and the edges (j, t) will all have flow equal to pj . We know that the sum of the
flow on edges leading out of S minus the sum of flow on edges leading into S
must be equal to the total flow. This implies the equality
∑
i∈M,j∈J :
pij=pj
pjxij +
∑
i∈MC
∑
j∈J
pjxij +
∑
j∈JC
pj −
∑
i∈MC ,j∈JC :
pij=pj
pjxij =
∑
j∈J
pj. (4.3)
For each i ∈ MC , we can upper bound its total time spent processing jobs by
T , and then substituting this relation into the above equation and rearranging
yields constraints that provide the basis for the following LP relaxation.
optGAP := min
m∑
i=1
n∑
j=1
cijxij (GAP-P)
s.t.
∑
i∈M,j∈J :
pij=pj
pjxij + T |MC | ≥
∑
j∈J
pj +
∑
i∈MC ,j∈JC :
pij=pj
pjxij ∀M ⊆M, J ⊆ J (4.4)
xij ∈ {0, 1} ∀i, j
The dual of this LP is as follows:
optGAD := max
∑
M⊆M,
J⊆J
(∑
j∈J
pj − T |MC |
)
v(M,J) (GAP-D)
s.t.
∑
M⊆M,J⊆J :
M3i,J3j
pjv(M,J) ≤ cij +
∑
M⊆M,J⊆J :
MC3i,JC3j
pjv(M,J) ∀i, j : pij = pj (4.5)
v(M,J) ≥ 0 ∀M ⊆M, J ⊆ J
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4.3 A Primal-Dual Approach for the {pj,∞} Case
We now present a primal-dual method based on the derived formulation. We
begin with none of the jobs assigned to any machines, and with all dual vari-
ables equal to zero. At any given time during the running of the method, some
dual variable will be raised until raising it any further would violate a dual con-
straint. We say a machine is full if the sum of the processing times of the jobs
assigned to it is at least T . We say a job is critical if the machine it is assigned to
is full, and if removing this job from this machine would cause it to no longer
be full.
At the beginning we set M :=M and J := J , and raise the variable v(M,J).
We will maintain E to be the set of edges (i, j) such that the dual constraint
corresponding to (i, j) is tight. Initially E will be empty. At any point in time
we can think of the current assignment of jobs to machines as a flow on the
graph G(E), and we can also form the residual graph of this flow. We say a
machine is critical if there is a critical job assigned to it that is reachable from the
source in the residual graph.
We will maintain M to be the set of all machines that are either not full, or
else critical, and J will be the set of all jobs that are not assigned to machines in
M . When a dual constraint (i, j) becomes tight, we add (i, j) toE, and assign job
j to machine i, unless j is critical, in which case we simply move the machine it
is assigned to into M , and move all other jobs assigned to that machine out of
J .
There are several things to notice about this method. First, the only machines
that ever leave the set M are full, and once a machine becomes full, it stays
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Algorithm 5: Primal-Dual Method
x, v ← 0
M ←M, J ← J
E ← ∅
while
∑
j∈J pj > T |MC | do
Increase v(M,J) until dual constraint corresponding to (i, j) becomes
tight
E ← E ∪ {(i, j)}
E ← E \ {(i, j) : i ∈MC , j ∈ JC}
if j is not critical then
Assign j to i
M ← all machines either critical or not full
J ← all jobs not assigned to machines in M
full. This is because for a machine to no longer be full, a job would have to
be reassigned from it that would drop its load below T , but by definition this
job would be critical. Since the method does not allow for critical jobs to be
reassigned, no full machine will ever have their load drop to less than T .
Lemma 12. In the solution produced by Algorithm 5, the makespan is at most 2T .
Proof. Each machine begins with no jobs assigned to assigned to it. For a job to
be assigned to a machine, that machine must either have load less than T , or
else be a critical machine. If the load is less than T , then adding a job cannot
cause the load to increase up to 2T , since by assumption pj ≤ T for all j. If the
machine is critical, then it has a critical job j assigned to it, and hence its load is
within pj of T . If the job j remains critical after the assignment, then certainly
the load of the machine is still less than 2T . If the job j is no longer critical, then
it will get reassigned to another machine, and since removing j would leave the
machine less than full, then the net resulting load of the machine must still be
less than 2T .
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Lemma 13. Upon completion of Algorithm 5, for any M,J such that v(M,J) > 0, we
have ∑
i∈M,j∈J :
pij=pj
pjxij + T |MC | −
∑
i∈MC ,j∈JC :
pij=pj
pjxij ≤
∑
j∈J
pj.
Proof. For any dual variable v(M,J) that was increased, we have already argued
above that in the final assignment, any i ∈MC is full. We argued above that the
load of any i ∈MC is at least T , so
∑
i∈MC
∑
j∈J
pjxij ≥ T |MC |.
Thus, substituting the above inequality into equation (4.3) yields the desired
result.
We only assign a job j to a machine i if the dual constraint corresponding to
(i, j) is tight. This fact, along with Lemmas 12, 13, and 1, yields the following
theorem.
Theorem 5. Algorithm 5 produces a solution with cost no more than optGA, and
makespan at most 2T .
4.4 A Running Time Bound for the {p,∞} Case
The method provides for a solution that meets the previous results upon ter-
mination, but no word has yet been said about its running time, or even if it is
polynomial. In order to bound the running time, we will actually be consider-
ing an even more specialized case, where the pj values are not job-dependent,
that is pj = p for all j. In this special case, every time a job is reassigned, at
75
least one job is given to a machine that is not yet full. This is because the only
machines that are full which have jobs reassigned to them are critical machines.
But if a critical machine gets a job, then since we now know the newly assigned
job has the same processing time as all critical jobs, this means this machine will
no longer have any critical jobs. Thus it will pass on one of its previously criti-
cal jobs to either another critical machine, or else a machine that is not full. If it
passes on to another critical machine, we can repeat this argument, and see that
eventually a job must be passed to a machine that is not full.
The only activity that happens during the method which does not involve a
machine becoming full, is when a machine becomes critical. But at worst, we
have that each machine becomes critical once before starting another chain of
job reassignments. This reasoning provides an upper bound of O(m2n) on the
total running time for this special case.
76
CHAPTER 5
CONCLUSION
This thesis extends the application of the primal-dual schema, and further
demonstrates the power and versatility of the simple dual-ascent method. In all
of the results presented, we are able to identify strengthened inequalities that
comprise the LP relaxations we use, which are not the direct result of aggregat-
ing standard inequalities for that problem. In this way we can view constraints
as specifying exactly how we want to modify a given solution, and framing a
suitable primal-dual method based around them. In Chapter 4 we show a dual-
ascent procedure where edges are removed as well as added to the solution as
it is modified, and not just in the reverse delete step. This addresses one of the
perceived limitations of the dual-ascent method, and shows that it can be more
versatile than a sophisticated greedy approach.
One long-standing open question concerns whether there exists an LP-based
approximation algorithm for the capacitated facility location problem with a
constant performance guarantee. Here one is given a set of facilities and a set of
clients that exist in a metric space. The goal is to connect each client to a facility,
while minimizing the cost of that assignment. To connect a client to a facility in-
curs the cost of the metric distance between them, and any facility that is used to
connect a client incurs a specified facility opening cost. The current best known
approximation algorithm is due to Zhang, Chen & Ye [36] and achieves a per-
formance guarantee of 5.83, but is based on local search techniques. We believe
that our results provide a potential foothold for obtaining a primal-dual schema
for this problem. In particular, inequalities similar to those used in Chapter 4
can be derived for the capacitated facility location problem, which imply a nat-
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ural algorithm. It remains to be seen whether a relaxed form of complementary
slackness can be shown for such a method, or if new ideas can be used to prove
a constant performance guarantee.
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