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Abstract
Developing neuronal systems intrinsically generate coordinated spontaneous activity that
propagates by involving a large number of synchronously firing neurons. In vivo, waves of
spikes transiently characterize the activity of developing brain circuits and are fundamental
for activity-dependent circuit formation. In vitro, coordinated spontaneous spiking activity, or
network bursts (NBs), interleaved within periods of asynchronous spikes emerge during the
development of 2D and 3D neuronal cultures. Several studies have investigated this type of
activity and its dynamics, but how a neuronal system generates these coordinated events
remains unclear. Here, we investigate at a cellular level the generation of network bursts in
spontaneously active neuronal cultures by exploiting high-resolution multielectrode array
recordings and computational network modelling. Our analysis reveals that NBs are gener-
ated in specialized regions of the network (functional neuronal communities) that feature
neuronal links with high cross-correlation peak values, sub-millisecond lags and that share
very similar structural connectivity motifs providing recurrent interactions. We show that the
particular properties of these local structures enable locally amplifying spontaneous asyn-
chronous spikes and that this mechanism can lead to the initiation of NBs. Through the anal-
ysis of simulated and experimental data, we also show that AMPA currents drive the
coordinated activity, while NMDA and GABA currents are only involved in shaping the
dynamics of NBs. Overall, our results suggest that the presence of functional neuronal com-
munities with recurrent local connections allows a neuronal system to generate spontane-
ous coordinated spiking activity events. As suggested by the rules used for implementing
our computational model, such functional communities might naturally emerge during net-
work development by following simple constraints on distance-based connectivity.
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Author summary
Coordinated spontaneous spiking activity is fundamental for the normal formation of
brain circuits during development. However, how ensembles of neurons generate these
events remains unclear. To address this question, in the present study, we investigated the
network properties that might be required to a neuronal system for the generation of
these spontaneous waves of spikes. We performed our study on spontaneously active neu-
ronal cell cultures using high-resolution electrical recordings and a computational net-
work model developed to reproduce our experimental data both quantitatively and
qualitatively. Through the analysis of both experimental and simulated data, we found
that network bursts are initiated in regions of the network, or “functional communities”,
characterized by particular local connectivity properties. We also found that these regions
can amplify the background asynchronous spiking activity preceding a network burst
and, in this way, can give rise to coordinated spiking events.
As a whole, our results suggest the presence of functional communities of neurons in a
developing neuronal system that might naturally emerge by following simple constraints on
distance-based connectivity. These regions are most likely required for the generation of the
spontaneous coordinated activity that can drive activity-dependent circuit formation.
Introduction
Neuronal systems, including brain circuits’ in vivo and cultured networks, intrinsically gener-
ate coordinated and spatiotemporally propagating spontaneous spiking activity during their
development [1]. This type of spontaneous activity (or “waves”) has been studied in several
brain circuits, including the cerebellum [2], the hippocampus [3,4], the thalamus [5] and in
sensory systems such as the retina [6]. These studies have shown that coordinated spontaneous
waves of spikes transiently characterize the firing regime of early developing brain circuits and
are associated with activity-dependent circuit formation [7,8]. For instance, in the visual sen-
sory system, waves of spikes are required for the normal development of sensory representa-
tions before visual experience formation, and several studies have investigated the underlying
cellular and molecular mechanisms that can change the dynamics of these spontaneous waves
[6,9]. Indeed, as brain circuits form, the spatiotemporal dynamics of the coordinated spiking
activity changes and characterizes different stages of development. Successively, through the
effect of neuromodulation, the spiking activity switches from a coordinated firing regime to a
regime characterized by asynchronous spiking neurons [1,7].
Interestingly, neurons in vitro can also self-organize and rewire to form networks [10,11]
that spontaneously express a rich repertoire of coordinated spiking activity after a few weeks of
growth. The network activity of these isolated neuronal systems does not switch to a sparse
spiking regime as occurs in vivo, and collective spiking patterns can rather persist over time,
lasting up to a few months [12,13]. During collective spiking events, referred to as network
bursts (NBs) [14], most neurons in the network fire together [15,16]. As clearly unveiled only
recently with high-resolution electrical recordings [17,18] or Ca2+ functional imaging [19],
cultured networks also propagate waves of spikes.
Even though the specific dynamic of these spiking waves varies depending on the neuronal
system and point in development, all of these spontaneous coordinated events share remark-
ably similar macroscopic properties. Indeed, these events typically last up to a few hundreds of
milliseconds, spatiotemporally propagate through the network and occur with an interval in
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the order of minutes. Additionally, the number of spatiotemporal patterns tends to be
restricted to a few classes, each one having distinct regions that initiate these propagating
events. However, despite the large interest in the dynamics of this type of activity, the mecha-
nism by which a neuronal system can generate coordinated spiking events and whether the
regions initiating these events require specific cellular or connectivity properties remain
unclear. Previous works have suggested that the presence of hub neurons [20] and the local cel-
lular properties of sub-populations of neurons [21] might underlie the sub-networks that act
as nucleation centres of coordinated spiking activity events.
Here, we investigate the generation of NBs in primary neuronal cultures by combining high-
resolution electrical recordings and computational modelling. Neurons in culture form isolated
networks that can intrinsically generate coordinated spiking activity interleaved with phases of
asynchronous spikes and offer several advantages for our study. Indeed, while coordinated spik-
ing activity in developing brain circuits has been suggested to depend on the specific topological
properties of the circuit (hub neurons in the hippocampus or short connections between Pur-
kinje cells in the cerebellum) [20], cultured networks can display this type of spontaneous activity
without a clear physiological organization of the cellular network topology. Additionally, neuro-
nal cultures are the neuronal system that currently offers the lowest undersampling of firing neu-
rons when recorded with high-resolution multielectrode arrays (MEAs) [22] that consist of
complementary metal-oxide-semiconductor (CMOS) devices [17,23]. The detailed and simulta-
neous access to the spiking activity of several thousands of neurons provided by 4096-electrode
CMOS-MEAs allows for the fine quantification of mean activity parameters [22,24], the tracking
of spatiotemporal propagations and the localization of the sites generating the NB events [18].
To evaluate the potential contribution to the generation of NBs of different and experimentally
hidden structural and functional variables, we combined the analysis of high-resolution electrical
recordings with similar analyses of simulated data. The computational network model developed
in this work consists of 4096 conductance-based point-process neurons [25] connecting near
neurons with a higher probability than far neurons. This rule was found to enable our model to
both quantitatively and qualitatively mimic the experimental spontaneous spiking activity of cul-
tured neuronal networks. The model was also further assessed by comparing simulated and
experimental data under conditions of pharmacological manipulation of synaptic transmission,
thus also allowing for the verification of the role of α-amino-3-hydroxy-5-methyl-4-isoxazolepro-
pionic acid (AMPA), γ-aminobutyric acid (GABA) and N-methyl-D-aspartic acid (NMDA) cur-
rents in the generation of NBs and in shaping their dynamics. We then used the experimental
data and the full details of our model to investigate the connectivity properties of the network
regions associated with the generation of NBs (or ignition sites, ISs). This allowed us to identify
functional communities (fCOMs) of neurons associated with the regions initiating NBs, to char-
acterize their structural and functional properties and to suggest a possible mechanism for the
local initiation of NBs that relies on the connectivity properties of the fCOMs. Finally, as previ-
ously suggested in [21], by analysing the temporal motifs of the spike patterns, we investigated
whether the spiking activity preceding an NB can be predictive of the following NB.
Results
High-resolution recordings of spontaneous activity in neuronal cultures
The spontaneous electrophysiological activity of 15 hippocampal neuronal cultures (19–21
days in vitro, DIVs) was recorded at high resolution with the 4096 electrodes of CMOS-MEAs
(Fig 1A). The recordings show two alternating firing regimes consisting of long epochs of
sparse asynchronous spiking lasting several seconds interleaved with short periods of NB
events, see Fig 1B. During an NB, a large fraction of neurons in the network fired action
Local connectivity and initiation of propagating spiking activity in
PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1005672 July 27, 2017 3 / 27
potentials at a high rate (’ 100 Hz) for a short time (<100 ms). In contrast, before and after
an NB, neurons rarely fired action potentials and showed a low mean firing rate (MFR) (’
0.1Hz). As shown in Fig 1C, NBs comprised the sequential activation of neighbouring neurons
recruited to propagate the spiking activity throughout the entire network. The origin and the
propagation trajectory of each NB was estimated by computing the average position of the
spiking activity over time using a centre-of-activity trajectory (CAT) analysis [18]. The results
of this analysis are reported in Fig 1D for the two NBs shown in Fig 1C. Based on the CAT
analysis [26], NBs could be sorted into a few classes (i.e., < 10) of spatiotemporal patterns,
with each class including events sharing a similar average propagation trajectory and origin. In
accordance with previously reported data [15], the cross-correlation matrix of NBs (Fig 1E and
1F) computed on our high-resolution recordings shows that NB classes are preserved along
Fig 1. Spontaneous spiking activity recorded with CMOS-MEAs in hippocampal cultures. (A) High-density CMOS-MEAs simultaneously record
extracellular electrical signals from an array of 64 x 64 electrodes covering a 5.12mm x 5.12mm area (three representative traces in black).
Coordinated spontaneous spiking activity, or network bursts (NBs), propagates through the network, as indicated by the temporal differences in the
spiking activity (black ticks). The three traces are part of the propagating activity shown on the right. (B) Raster plot of 40 s of spontaneous activity. The
spike count (blue line, 5-ms time bins) displays a peak in correspondence of the NBs. (C) Raster plots and (D) Centre-of-activity trajectories (CATs,
time of the propagation is colour coded) of two consecutive NBs exhibiting different propagations lasting approximately 100 ms. (E) The cross-
correlation matrix of NBs shows that events of the same cluster do not occur with a periodicity. (F) Instead, the reordered cross-correlation matrix of
NBs shows that the NBs are clustered in a few classes.
https://doi.org/10.1371/journal.pcbi.1005672.g001
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the whole recording duration and that the temporal sequence of these different NBs does not
show any recognizable time-periodicity or class-related structure [15,18].
Simulations of spontaneous and pharmacologically manipulated
neuronal culture activities
We developed a computational network model to investigate experimentally hidden network
variables based on the recorded experimental activity. Briefly, this network model (see the
Materials and Methods section for more details) consisted of 4096 conductance-based point-
process neurons [25] with a connectivity determined using a Gaussian radial basis function.
Other connectivity rules, such as the random and radius graphs, were discarded because they
were unable to reproduce the propagation patterns and velocities of the experimental NBs (see
S1 Appendix for a comparison with other network topologies). In the model, each neuron
receives independent Poisson inputs that generate fluctuations in the membrane potential and
lead to asynchronous spiking activity in the network.
The simulated spontaneous network activity was qualitatively comparable to the activity of
our experimental recordings (compare Fig 2A with Fig 1B). In addition, the adopted connec-
tivity rule enabled the generation and propagation of NBs throughout the entire network (Fig
2B and 2C) and mimicked our experimental recordings (Fig 1B and 1C). As shown in the ras-
ter plots, different neurons involved in an NB fired with different timings depending on their
recruitment in the NB propagation. As observed in the experimental data, the simulated NBs
also did not show any recurrent or periodic organization (Fig 2D). Simulated NBs could be
clustered in a few classes of spatiotemporal patterns (Fig 2E and 2F) based on the CAT analysis
as in the previous experiments and in [18]. Finally, the statistical results of the simulated net-
work activities were in accordance with those obtained from the experimental data (Fig 2G),
including the MFR, the mean bursting rate (MBR), mean firing intra-burst (MFIB) and mean
burst duration (MBD) (see the Materials and Methods section). These results show that our
computational network model can spontaneously generate NBs as expressed by neuronal cul-
tures in our recordings and similar to NBs reported in previous studies [12,27,28].
To further validate our model, we assessed its performance in reproducing pharmacologi-
cally manipulated network activity. Given that synaptic signalling is a fundamental component
in the relay of information among neurons in a network, we investigated its role in the dynam-
ics of NBs by exploring the contribution of three main excitatory and inhibitory currents (i.e.,
AMPA, NMDA and GABA). In accordance with previous works [29,30], we observed that our
computational network model endowed with AMPA and GABA conductance (or AG-net-
works) could trigger NBs. Experimentally, impairing excitatory synaptic transmission with
CNQX (a selective blocker of AMPA receptors) caused the silencing of NBs [31,32,33]. To
understand the extent to which manipulations of AMPA can affect NBs, we tested the response
of the AG-network by decreasing AMPA conductance from 48 to 30 μS, leaving GABA inhibi-
tion unaltered. Our simulation results show that a decrease in AMPA induced a reduction in
spontaneous spiking activity, as quantified in Fig 3A with the MFR. For low values of AMPA
conductance (< 38 μS), the network stopped firing NBs (MBR was close to zero; Fig 3B, black
dashed lines), and the percentage of random spikes (not belonging to a burst) were predomi-
nant (Fig 3B, red dashed lines). Under this low-AMPA condition, the addition of NMDA cur-
rents (or AGN-network) partially compensated for the reduction in AMPA excitation (Fig 3A
and 3B, solid lines). Indeed, we observed that for a 30% decrease in AMPA conductance, the
spiking activity of the AGN-networks became very sparse, with inter spike intervals (ISIs) of
several seconds (Fig 3C, red distribution). Conversely, in AGN-networks in the control condi-
tion (0% decrease in AMPA conductance), the ISI distribution (Fig 3C, blue line) showed both
Local connectivity and initiation of propagating spiking activity in
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Fig 2. Simulated spontaneous spiking activity in the neuronal network model. (A) Raster plot of spiking activity displaying networks bursts (NBs)
comparable to the experimental ones (c.f. Fig 1A). (B) Close-up on two subsequent NBs showing clear spatiotemporal propagations. (C) Plots of the CATs
for the two NBs shown in B. (D) Cross-correlation matrix of NBs showing the absence of any temporal correlation among NBs, as in the experimental data
(c.f. Fig 1E). (E) The reordered cross-correlation matrix of simulated NBs shows similar features to the one computed for the experimental data (c.f. Fig 1F).
(F) Clustered CATs share common ignition sites (circles) and propagating paths through the network. (G) The activity parameters, mean firing rate (MFR),
mean bursting rate (MBR), mean firing intra-burst (MFIB) and mean burst duration (MBD) are in accordance with the experimental data (n = 15 experimental
recordings, n = 20 simulations, p-values 0.27, 0.97, 0.95, and 0.35, respectively).
https://doi.org/10.1371/journal.pcbi.1005672.g002
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short (< ~100 ms) and long (> ~500 ms) ISIs, indicating the presence of NBs interleaved with
asynchronous spikes. Notably, previous experimental observations [34] reported that homeo-
static changes in AMPA currents comparable to those of our results are required to drive the
network from uncoordinated to coordinated firing regimes.
In addition to the effects of AMPA, we investigated those of GABA inhibition on NBs, both
experimentally by blocking GABA-receptors with bicuculline (n = 4 recordings, 30 μM) and
with simulations (n = 5) by setting a null GABA conductance in the model. The blockade of
GABA currents has previously been shown to not prevent the firing of NBs in cell culture net-
works [35,36,37]. Compared with the results in control conditions (i.e., unblocked GABA;
“GABA-ON”), the blockade of inhibitory synapses in the model (GABA-OFF) caused an
increase in the MFR, MBR, MFIB and a decrease in the MBD, both in our recordings and in
simulations (Fig 3D; for further details see S5 Appendix).
Fig 3. Effects of synaptic transmission on network bursts. (A) Mean firing rate (MFR) as a function of the decreasing AMPA conductance in AG-
networks (i.e., networks with AMPA and GABA conductance, dashed lines) and AGN-networks (i.e., networks with AMPA, GABA and NMDA conductance,
solid lines). (B) The reduction in AMPA conductance decreases the mean bursting rate (MBR) and increases the number of asynchronous spikes (random
spikes). (C) The reduction in AMPA conductance determines a shift in the ISI distribution, from a multi-peak (0% AMPA reduction) to a single-peak
distribution (30% AMPA reduction). (D) The model predicts changes in the activity parameters (MFR, MBR, MFIB, MBD), reproducing recordings under
pharmacological blockade of inhibition with bicuculline (BIC, 30 μM, p-values: 0.052, 0.473, 0.189, and 0.449, respectively; independent t-tests, n = 5
simulations, n = 4 recordings). (E) AG-networks show single NBs, while AGN-networks show superbursts, both in recordings (n = 3, gray) and in simulations
(n = 10, blue). (F) In AGN-networks, (black, n = 10), the ISI distribution has three peaks: P1 relates to the firing within an NB, P2 to the firing between
consecutive NBs, and the peak highlighted by a solid arrow (at approximately 100 ms) to the time intervals across consecutive NBs of a superburst. Blockade
of NMDA (AG-network) removes the latter peak from the distribution (red, n = 10). (G) Exemplary simulated trace of the membrane potential of a single cell
during a superburst and total conductance of AMPA (black) and NMDA (orange) for the same neuron. Note that during the first NB, the NMDA conductance
is negligible compared with that of AMPA.
https://doi.org/10.1371/journal.pcbi.1005672.g003
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We finally investigated the impact of NMDA on the dynamics of the network activity.
Experimentally, the main consequence of blocking NMDA currents (50 μM of APV, n = 3)
was the suppression of their superburst firing regime [12](sequences of NBs interleaved by ~
200 ms) in favour of the single-NB firing regime (Fig 3E). Interestingly, we could mimic the
superburst firing regime by including NMDA conductance in our model (Fig 3E, n = 10 simu-
lations, AGN-networks). In the full model with the NMDA current, the ISI distribution of sin-
gle spiking neurons was tri-modal (Fig 3F, black, n = 10 AGN-networks), whereas without
NMDA currents (Fig 3F red, n = 10, AG-networks) it was bi-modal. The first peak (P1) corre-
sponded to the mean firing within an NB and the second peak (P2) to the mean firing between
consecutive NBs. The third peak was only obtained in AGN-networks (Fig 3F, highlighted
with an arrow) and accounted for the time intervals between consecutive sequences of NBs in
superbursts (see S6 Appendix for a detailed analysis of superbursts).
Overall, our results show that our computational model can express propagating NBs, as
well as express different dynamics resulting from the manipulation of the main excitatory and
inhibitory synaptic currents. Consistent with other previous studies [31,32,35,36,37], we found
that AMPA currents drive NBs, while NMDA and GABA currents are only involved in shap-
ing the dynamics of these coordinated spiking activity events. Following these results, the sim-
ulations in the next sections were performed with AG-networks endowed with AMPA and
GABA conductance only. NMDA was not included because we found that its build-up during
the initiation phase of an NB is much slower than the kinetics of AMPA (see Fig 3G).
Local network properties at sites initiating coordinated spiking activity
Here, we investigated the properties of the network that might underlie the generation of NBs.
To do so, we quantified the correlated spiking activity among pairs of neurons in both experi-
mental and simulated data. Based on the obtained cross-correlation matrices, we built func-
tional graphs, whose functional links connect highly correlated neurons (see Material and
Methods). Interestingly, even though the cross-correlation does not explicitly takes into
account the position of neurons (or of the electrodes), the functional connectivity analysis of
both simulated and experimental data shows that these functional links tend to cluster into a
few regions of the network (Fig 4A and 4B, see S7 Appendix for additional example). A further
post-processing of the functional graph (i.e., with the Infomap algorithm) confirmed that
these links clustered in a few (<10) spatially segregated regions of the network. In the follow-
ing sections, we will refer to these regions of the network as functional communities (fCOMs).
Since in each dataset we have found a number of fCOMs regions that is similar to the one
of the initiation sites (ISs) of NBs, we wondered whether the fCOMs regions might be associ-
ated with the initiation sites (ISs) of the NBs. As quantified in Fig 4C and 4D, we found that
the position of the fCOMs co-localized with the ISs of the NBs and that the fCOMs covered a
small area of the networks (Fig 4E). This overlap exceeded the 95% bootstrap threshold (see
the Materials and Methods section) in 18 out of 20 simulated networks and in 10 out of 15
experimental recordings. We also observed the presence of fCOMs without any corresponding
ISs (Fig 4B bottom-right), but all ISs of a cluster of NBs were always associated with a distinct
fCOM. Therefore, these results indicate that the analysis of the fCOMs can be used to identify
the potential regions of a network that initiate NBs. Indeed, the functional connections among
neurons belonging to the same fCOM showed high cross-correlation peak values (0.52±0.06
and 0.19±0.04 for simulated and experimental data, respectively) and small time lags (less than
1ms, i.e., the neurons belonging to an fCOM fire almost synchronously).
These findings reveal that the fCOMs are associated with the ISs of the NBs and that the
fCOMs show particular functional connectivity properties. This latter result suggests that the
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fCOMs (and, consequently, the ISs) may be formed by neurons with a particular local struc-
tural connectivity. Given that our simulation results have shown a good similarity with respect
to experimental results (spontaneous activity (Fig 2G), pharmacological manipulations (Fig
3D and 3E) and on the fCOMs-ISs correspondence), thus validating the goodness of our
model, we further exploited this network model to access experimentally hidden quantities.
Specifically, we exploited the model to investigate the structural connectivity underlying the
fCOMs. To do so, we quantified the occurrence of small template subgraphs, or structural
Fig 4. Network regions initiating spontaneous NBs correspond to functional communities. Spatial maps of the functional communities
(fCOMs) and CATs (for clarity, CATs are only depicted up to 50 ms after NB initiation) computed for NBs in simulations (A) and recordings (B), show
that the ignition sites (ISs, blue dots) of the NBs and the fCOMs (regions delimited by black solid curves) tend to overlap. A further quantification
confirms that the overlap is statistically significant. (C) Fraction of NBs with ISs in a specific fCOM over the total number of NBs, for simulated
(black) and experimental (blue) data. (D) Fraction of NBs with ISs located in an area defined by an increasing number of fCOMs (‘area covered’)
over the total number of NBs (black: n = 20 simulations, blue: n = 15 recordings, mean value: solid line, standard deviation: shaded area). As
shown, NBs originate from <50% of the network area. (E) Boxplots of simulated and experimental areas covered by fCOMs with respect to the total
network area, showing that even though not all fCOMs are associated with an IS, the mean total area covered by all fCOMs is <40%.
https://doi.org/10.1371/journal.pcbi.1005672.g004
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motifs [38] (all possible non-isomorphic graphs up to six nodes, see the Materials and Methods
section), in the structural connectivity underlying the fCOMs. In particular, we found a clear
positive correlation (Fig 5A, gray line) between the clustering coefficient and relative abun-
dance of motifs between the structural connectivity of fCOMs and rndCOMs (i.e. random
graphs with the same number of edges, see Materials and Methods). To further test whether
the clustering coefficient could be a key feature underlying the fCOMs in the anatomical net-
work, we repeated the same quantification with respect to the rCOMs and sCOMs (i.e. graphs
derived from the same network that generated the fCOMs but characterized by a high cluster-
ing coefficient, see Materials and Methods). Interestingly, although the clustering coefficient
and the abundance of motifs were not anymore positively correlated in both rCOMs (Fig 5B,
gray) and sCOMs (Fig 5C, gray), we found that a subset of all tested templates (Fig 5D)
occurred preferably in the fCOMs. Among these motifs, the correlation between abundance
and clustering coefficient (Fig 5A–5C, red dots), was always significantly positive (red lines,
Fig 5A–5C), independently from the compared null model. In particular, the overabundant
motifs in the fCOMs were characterized by a significantly higher number of recurrent connec-
tions (average clustering coefficient of 0.56±0.30, Fig 5D positive indexes), whereas the motifs
underrepresented in the fCOMs were mainly composed of simple connectivity paths (average
clustering coefficient of 0.19±0.27, Fig 5D negative indexes). This result was robust across dif-
ferent simulated networks (n = 20), suggesting that the high recurrence in the structural con-
nectivity is a fundamental property of the regions eliciting NBs.
Generation of network burst events in the functional neuronal
communities
Next, we investigated possible mechanisms of NB generation associated with the structural
properties of the fCOMs. Indeed, these regions may act as local amplifiers of spontaneously
elicited spikes (i.e., Poisson spikes) or fading activities deriving from previous activation of the
network. We tested this hypothesis of local amplification in our model by perturbing regions
of the network with mild subthreshold stimulations (Fig 6A). Importantly, to assess differences
among different network regions, we used a mild perturbation that did not ensure the genera-
tion of an NB, but rather, could be ineffective (Fig 6B.1) or effective (Fig 6B.2) at generating an
NB. As shown in Fig 6B.3, the selected stimulation amplitude gave rise either to a small or
large fraction of spiking neurons depending on the effective initiation of an NB but indepen-
dent of whether the region was an fCOM.
In a representative case (see Fig 6C), we stimulated seven regions of the network described
in Fig 4A. These regions consisted of four fCOMs (i.e., I, II, III and IV) and three reference
regions (RI, RII, PII). The latter reference regions were chosen to test the effectiveness of a per-
turbation when delivered to the center, the border of the network (RI versus RII) or to a shifted
position in an fCOM (PII versus II). Each protocol of stimulation consisted in the perturbation
of four target regions (I-II-III-IV), (I-II-IV-RII), (I-IV-PII-RI) and (I-IV-PII-RII) as depicted in
Fig 6D. The simulation results show that the subthreshold stimulation delivered to the fCOMs
had a significantly higher probability of evoking NBs than stimulations delivered to reference
regions of the network (Fig 6D). Moreover, as shown in the figure, the results indicate that to
evoke NBs reliably, the stimulation has to be focused in the centre of the fCOMs (the probabil-
ity of evoking an NB by confining the stimulation to II is significantly higher than by delivering
it to PII, RI and RII). Therefore, fCOMs are spatially selective to subthreshold stimulations. On
the other hand, the number of reference regions probed can enhance the probability of evok-
ing NBs in fCOMs (c.f.r. I and IV across different paradigms of stimulation). Altogether, these
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results indicate that fCOMs are specialized regions of the network that can initiate NBs by
locally amplifying background spiking activity.
Fig 5. Analysis of the structural connectivity motifs in the functional communities of the network. Clustering coefficient of structural motifs tested (up
to six nodes and isomorphic subgraphs) against the relative abundance of structural motifs in fCOMs and the null-models: rndCOMs (A), rCOMs (B) and
sCOMs (C) (see Materials and Methods section). Red dots mark the structural motifs occurring with a significant frequency difference (p-value<0.05, t-test)
for all null-models. Regression lines visualize the trend (where a and p denote the value of the slope and the p-value respectively) among all tested motifs
(gray) and the statistically different ones (red). (D) Illustration of overabundant (positive index) and under-represented (negative indexes) structural motifs
found in fCOMs with respect to the null models depicted in A-C. As highlighted by the red lines, a high clustering coefficient characterizes the structural motifs
that are significantly over-expressed in fCOMs; conversely, significantly under-represented structural motifs resulted in low clustering coefficients (0.56±0.30
vs. 0.19±0.27, respectively).
https://doi.org/10.1371/journal.pcbi.1005672.g005
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Spiking activity patterns anticipating network bursts in the functional
communities
Finally, we investigated whether the spiking activity preceding an NB (or pre-NB spikes) could
be predictive of the following NB, as previously suggested [39]. To compare the pre-NB spiking
activity of different coordinated events, we isolated the largest spiking pattern (see the Materi-
als and Methods section) shared by the pre-NB activity of each pair of NBs (Fig 7A, number of
shared spikes M = 12). Illustrative examples of these temporal motifs shared by the pre-NB
Fig 6. Ready-to-fire state of the functional communities. The fCOMs of the simulated networks (n = 10 networks simulations) were perturbed with
mild-subthreshold stimuli to test their sensitivity in eliciting NBs (see the Materials and Methods section). (A) Raster plot of the activity (black dots) with
overlaid electrical stimuli (red dots). As shown, stimuli can either marginally affect the spontaneous activity (B.1) or evoke an NB (B.2). When an NB is
elicited, almost all of the stimulated neurons fire (B.3, eNB) a spike within 50 ms. In contrast, when an NB is not elicited, only a small fraction of
stimulated neurons fire a spike. In this case, the neuronal activity is not significantly different between the probed regions. (C) Representation of the
spatial arrangement of the fCOMs and reference regions that were probed in this example. Neurons are colour coded according to the strength of the
stimulus. Stimuli are delivered to fCOMs I, II, III and IV (c.f. Fig 4A) and to reference regions RI, RII, PII. (D) The perturbation of the fCOMs evokes NBs
with a higher probability than the reference sites.
https://doi.org/10.1371/journal.pcbi.1005672.g006
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Fig 7. The pre-NB activity shares similar temporal motifs for NBs in the same class and is informative of the
following coordinated event. (A) Illustrative representation of the analysis chain used for the pre-NB temporal motifs,
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spiking activity of events in an NB cluster are reported in Fig 7B (see S8 Appendix for addi-
tional examples).
We found that the similarity measure of the temporal motifs (see the Materials and Meth-
ods section) computed for the pre-NB activity of an NB cluster was significantly higher than
for the pre-NB activity of NBs belonging to different clusters (Fig 7C). The similarity measure
increased with the maximal size of the temporal motifs and reached a plateau at approximately
M = 50 spikes (Fig 7D). While most of the pre-NBs activities shared only from M = 6 to M =
20 spikes, some of them shared more than M = 40–50 spikes, suggesting that NBs might need
the coordination of a different number of spiking neurons for their generation. Given the simi-
larity of the pre-NB activities of events belonging to the same NB cluster, we used this measure
of similarity to cluster the NBs rather than using the analysis of the CATs. We found that upon
reordering the NB events with a hierarchical clustering algorithm and considering pre-NB
activities (Fig 7E), the similarity matrix exhibited a block structure similar to the one obtained
with the clustering of the CATs (c.f. Fig 2E). Next, to verify these computational findings in bio-
logical neuronal networks, we investigated whether stereotyped pre-NBs activities also charac-
terize the initiation phase of NBs in our recordings. Consequently, we computed the similarity
matrix of pre-NB activities on experimental recordings and, although less pronounced than in
simulations (Fig 7F), we also obtained a block structure similar to that obtained from the simu-
lated activity (Fig 7E). In summary, these results, obtained by simulation and verified experi-
mentally, suggest that NBs are not induced by random spiking activity patterns in the fCOMs,
but are rather induced by similar patterns of pre-NB spikes.
Discussion
While changes in the dynamics of coordinated, spontaneous spiking activity have been investi-
gated in different in vivo and in vitro neuronal systems, the mechanisms underlying the gener-
ation of these propagating waves of spikes still remain unclear. In this work, we investigated
the generation of these events, or NBs, in spontaneously active neuronal cultures by exploiting
high-resolution multielectrode array recordings, computational network modelling and the
reduced complexity of these isolated 2D network models. As shown in our experimental
results and in accordance with previous studies [15,18,37], a cultured network expresses only a
few classes of NBs, each one having a distinct and local IS. We found that the initiation sites of
NBs correspond to the fCOMs of neurons where the strongest neuronal functional links of the
network are clustered. The analysis of the structural connectivity in the computational model
reveals that these regions initiating NBs in the network share similar connectivity motifs and
have a higher level of recurrent local connections with respect to other similar regions of the
network. We also show that the local connectivity properties of the fCOMs may enable these
regions to act as amplifiers of the pre-NB spiking activity and that this property is most likely
where we considered the following: two NBs (α,β), their pre-NB activity (αPRE,βPRE), the NB-graphs (αG,βG), the largest
connected components (αL,βL) and the corresponding number of spikes in the shared temporal motifs (αM,βM, M = 12
spikes). (B) All NBs of the same cluster (e.g., cluster ID 0) share common pre-NB temporal motifs (cyan spikes). For
instance, the NB occurring at time t0 shares a temporal motif with the event at time t1 but differs from the temporal motif
shared between NBs occurring at time t2 and t3. (C) Normalized similarity matrix among pre-NBs activities (M-motif, with
M > 5) for clustered NBs. The clustered NBs share the highest number of motifs (i.e., higher values on the diagonal),
indicating that the pre-NB activity is informative of the following NB. (D) Cumulative similarity plot corresponding to the
data in panel C but normalized with respect to the cluster size (per-cluster, dashed line) or to the total number of NBs
(solid lines). The similarity is consistently higher for the pre-NB activity of NBs belonging to the same cluster (IN) than for
the NBs of other clusters (ACROSS). (E) Reordered similarity matrix of pre-NB activity of a simulated network, showing
a block structure. Each block is relative to an NB cluster characterized by similar pre-NB spiking patterns. (F) Reordered
similarity matrix of recorded pre-NB activity in a cultured network, still shows a block structure.
https://doi.org/10.1371/journal.pcbi.1005672.g007
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the underlying mechanism generating NBs. Indeed, when stimulated with sub-threshold sti-
muli, the fCOMs show a higher probability of generating an NB than any other equivalent
sub-region of the network. Consequently, the fCOMs may initiate NBs by amplifying local
asynchronous spiking activity, a concept similar to the ‘noise-focusing’ proposed in [19]. Inter-
estingly, previous works [21,39] have indicated that NBs are preceded by the activation of a
subset of overactive electrodes. As suggested by our simulations and confirmed with experi-
mental data, our analysis of the pre-NB activity shows that NBs of the same class (sharing a
similar propagation trajectory and initiation site) are indeed triggered by pre-NBs spiking pat-
terns sharing similar temporal motifs. These patterns of spiking activity preceding NBs of the
same class are not only spatially confined to the surround of the sites initiating an NB but also
determine the following NB propagation.
To perform this study, we developed a computational network model able to both qualita-
tively and quantitatively replicate the spontaneous network activity recorded in our experi-
ments. This allowed us to study the properties of the regions initiating NBs with full access to
the structural and functional neuronal connectivity. Previous computational modelling studies
on cultured networks have shown that NBs can be robustly replicated using different cellular,
synaptic and network settings [14,30,40,41,42,43]. However, none of these computational net-
work models displayed spontaneously propagating NBs as obtained in our model. In our
work, the simulated spontaneous activity of each neuron is induced by independent subthresh-
old synaptic inputs whose occurrence is modelled by a Poisson process. However, this process
gives rise only to sparse single-neuron spikes in the network and it is not sufficient for the gen-
eration of coordinated spiking events. Here, we have exploited our model to investigate what
allows a network to turn this sparse activity into travelling waves of spikes and to explain why
NBs are always elicited from specific regions of the network as observed experimentally. Nota-
bly, by adopting rather simple and biologically plausible connectivity rules (i.e., the connectiv-
ity probability among neuron pairs decays with the relative distance), we found that the model
is able to: i) spontaneously express a few classes of propagating NBs as observed in in vitro
experiments, ii) fire asynchronous and synchronous spiking activities with statistical proper-
ties close to those of experimental recordings, and iii) recapitulate previously reported experi-
mental findings on cultures manipulated with AMPA, GABA and NMDA pharmacological
blockers.
The validation of the model against pharmacological manipulations also allowed us to eval-
uate the contribution of AMPA, GABA and NMDA synaptic currents in shaping the NB
dynamics. In accordance with previously reported results, our data show that AMPA is
required to drive the network from uncoordinated to coordinated firing regimes, while
NMDA and GABA synaptic currents are mainly involved in shaping the NB dynamics. The
inhibitory GABA current mainly regulates the duration, strength and frequency of NB occur-
rences. Interestingly, the shorter NB duration in the GABA-OFF condition, observed in both
the in vitro experiments [17] and in the model, suggests that inhibition keeps the firing rate
low and prevents a strong depression of the excitatory synapses. The excitatory NMDA, in
turn, is a key player for the insurgence of the superburst firing regime. Our model suggests
that the slow dynamics of the NMDA currents counteract synaptic depression and neuronal
adaptation, indicating that the closure of a superburst event occurs when the latter two mecha-
nisms prevail over the NMDA current. These results show, similar to previously reported in
vivo [44] and in vitro [45] experimental data, that the NMDA current can sustain persistent
activities in the network.
Overall, our results suggest that the generation of events of coordinated spontaneous activ-
ity in a neuronal system might be related to the presence of fCOMs rising from the local and
inhomogeneous connectivity of neurons in the network. This finding suggests that for a
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developing neural system that is able to express coordinated spontaneous activity, parallel to
reshaping the cellular and synaptic properties [46], forming regions in the network with local
heterogeneities (such as neuronal density or neuronal processes density) that can establish a
high degree of local recurrent structural connections might be very important. However, our
considerations are derived from the study of in vitro neuronal cultures that certainly show a
simpler organization compared to that of brain circuits developing in 3D. Given that 3D neu-
ronal cultures have been shown to display spontaneous NBs [47,48] and considering that a 3D
implementation of our model has been shown to allow for the interpretation of distinct spiking
activity regimes characterizing 2D and 3D experimental preparations [47], the generation of
NBs in a 3D neuronal network might be investigated in future works. The results of the present
study allow us to suggest that fCOMs of neurons may naturally emerge by following simple
constraints of distance-based connectivity. However, to address this hypothesis with simula-
tions, a probabilistic growth model [49] describing the critical parameters during the process
of network formation should be developed in future work. Finally, the presented network
model might be directly applicable to the interpretation of experimental recordings of sponta-
neous activity changes induced by neuroactive compounds or may provide complementary
information on the integration at the cellular scale of electrical [50] or optogenetic [51] exter-
nal stimuli.
Materials and methods
Ethics statement
All procedures involving experimental animals were approved by the institutional IIT Ethic
Committee and by the Italian Ministry of Health and Animal Care (Authorization number
110/2014-PR, December 19, 2014).
Large-scale recording of neuronal spiking activity in cultured networks
Cell cultures and high-resolution CMOS-MEA recordings. Primary hippocampal neu-
rons from rat embryos (at embryonic day 18, E18) were dissociated following procedures as
described in [22,52] and plated on CMOS multielectrode arrays (CMOS-MEAs, Biochip
4096E, from 3Brain GmbH). Chips were previously sterilized with 70% ethanol, conditioned
overnight in an incubator with cell culture media and coated with adhesion-promoting mole-
cules, i.e., a double layer of 0.1 mg/ml poly-L-lysine (Sigma P-6407) and 0.1 mg/ml laminin
(Sigma L-2020). A few hours after plating at a nominal cellular density of approximately 3000
cell/mm2, the cell culture reservoir of each device was filled with 1.5 mL of Neurobasal cell cul-
ture media (Thermo Fisher, #21103049) supplemented with B-27 (Thermo Fisher, #17504044)
and placed in a humidified incubator (5% CO2) at 37˚C. Cell cultures were grown on a chip
for 19–21 days in vitro, an age where sustained spontaneous electrical activity characterized by
single spikes and short bursts propagating through the network is observed.
The extracellular activity of the cultures was recorded from 4096 electrodes for 10 minutes
using a custom recording system similar to the BioCam platform commercially distributed by
3Brain GmbH. The electrode array provides 4096 square electrodes (21 x 21 μm2, 82 μm elec-
trode pitch) covering an active area of approximately 5 x 5 mm2. Pharmacologically manipu-
lated activity with bicuculline (BIC) at 30 μM or (2R)-amino-5-phosphonovaleric acid (APV)
at 50 μM was also recorded for some cultures after adding the compound to the cell culture
media. All the raw data were stored as .brw files (BrainWave, 3Brain GmbH) and then
exported to Python (Python Software Foundation, Python Language Reference, version 2.7.)
for further analysis (c.f. “Data analysis of experimental and simulated data”). The spike trains
of neuronal recordings are available at doi:10.5061/dryad.5k67r.
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Computational network model
Spiking neuron model. The computational network model is composed of a set of excit-
atory and inhibitory spiking neuronal models implemented in NEURON [53]. We used the
Adaptive Exponential Integrate and Fire (AdExp) neuron model described in [25], which, sim-
ilar to the Izhikevich model [54], represents a good compromise between computational costs
and the capability of mimicking the variety of firing patterns exhibited by real neurons. The
differential equations governing the AdExp dynamics are as follows:
C
dV
dt
¼   gLðV   ELÞ þ gLDTe
V   VT
DT
 
  wþ
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tw
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>:
The variable V represents the membrane potential, and w is an internal state variable
responsible for any adaptive phenomena. The voltage V is governed by a leak current (con-
ductance gL, reversal potential EL), a Na+ -like current involved in the upswing of the action
potential given by the exponential term, an adaptive current w, the synaptic currents Isyn
and a background noise Ibg current. The adaptive current w is modulated by the voltage
and relaxes back to its equilibrium with the adaptation time constant τw. Regarding the
spiking mechanisms, whenever the voltage crosses the threshold of 0 mV, a spike is emit-
ted, and the state variables are reset (V! Vreset, w! w + b). In our model, the parameter
settings of the AdExp were adapted from [55]. Because neurons do not fire isolated bursts
at the mature stage of cell culture [11], we assumed standard spiking models for the excit-
atory and inhibitory neurons [30] with the same 4:1 ratio. Excitatory neurons were mod-
elled as characteristic adaptive firing neurons, and inhibitory neurons mimicked the firing
of fast-spiking interneurons. Then, to consider the heterogeneity of cells in neural cultures
and to ensure that network synchronization was not a consequence of identical properties
of single cells [40,14], the parameters of the modelled neurons were drawn from a normal
distribution (see S2 Table for values).
Synaptic communication
Previous studies highlighted that the coordinated activities in cell cultures are determined by
the chemical synapses and not by gap junctions or extracellular substances [56]. Therefore, we
modelled the dynamics of excitatory AMPA and NMDA as well as inhibitory GABA chemical
synapses. Synaptic transmission was delayed by a fixed time (0.5 ms) to account for synapse
activation and a variable delay (maximum 1.5 ms) to account for the propagation of the pre-
synaptic spike. Each type of synapse contributed with a current Isyn modelled as follows:
Isyn ¼ gsynðv   ErevÞ
tsyn
dgsyn
dt
¼   gsyn
8
><
>:
where gsyn is the synaptic conductance and Erev is its reversal potential. The synaptic conductance has a
bi-exponential profile (parameters in S3 Table):
tsyn
dgsyn
dt
¼   gsyn
trise
dgrise
dt
¼   grise
Isyn ¼ ðgsyn   griseÞðv   ErevÞ
8
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Each time an action potential is delivered to a target neuron (i.e., a time tsp), the conduc-
tance parameters gsyn and grise are increased by gy, where g is the maximum value for the syn-
aptic conductance and y is the fraction of the active resources (i.e., released
neurotransmitters). The synaptic current exhibits short-term depression modelled under the
assumption of finite synaptic resources [57]:
dx
dt
¼
z
trec
  u  x  dðt   tspÞ
dy
dt
¼  
y
t1
þ u  x  dðt   tspÞ
dz
dt
¼
y
t1
 
z
trec
8
>
>
>
>
<
>
>
>
>
:
where x, y and z represent the fraction of available, active and recovered resources, respec-
tively. The time constant τ1 regulates the transition between the available and active state, τrec
is the recovery time constant and u represents the fraction of available resources transferred to
the active ones, when the synapse is activated.
The NMDA current was modelled similarly to the AMPA and GABA currents, with an
additional magnesium block mechanism [58]:
INMDA ¼ gNMDA  ðv   ErevÞ  1=ð1þ expð  ðv   v0Þ=k0ÞÞ
where k0 = 6 mV (steepness of voltage dependence) and v0 = −40 mV (half-activation poten-
tial). The maximum NMDA conductance (gNMDA) is written in terms of the AMPA conduc-
tance: gNMDA ¼ KNMDA  gAMPA such that in basal/standard conditions KNMDA = 0.09 (i.e., gNMDA =
4.32 nS), and while under APV application, an NMDA antagonist, KNMDA = 0. All parameter
values are reported in S3 Table. To mimic the effects of the NMDA and GABA synaptic block-
ers (APV and BIC), the conductance of the target receptor was set to zero. Networks with only
the AMPA and GABA synapses are called AG-networks in the text, and networks with in addi-
tion the NMDA current are called AGN-networks.
Background activity of the network
From its earliest days in vitro, cultured neuronal networks display random spontaneous spik-
ing activity. In the model, this activity was mimicked by injecting sub-threshold synaptic noise
(i.e., miniature events [56]) modelled as independent Poisson processes at a mean frequency of
25 Hz. The summation of the synaptic noise occasionally brought the neurons to fire in the
uncoupled network and it determined a background spiking activity of 0.010 ± 0.007 Hz (close
to the reduction of spiking activity found in experiments when AMPA receptors are blocked
with CNQX [31,33]).
Network topology
Although network topology has been recognized to play an important role in determining network
activity, many works have neglected the spatial constraints derived from the location of neurons in
the network [42,43] (see also S1 Appendix). To be comparable with our experimental recordings,
4096 neurons were uniformly distributed on a unit square, and the connectivity probability among
the neurons depended on the distance according to a radial Gaussian function. The distance-based
connectivity rule allowed for the creation of biologically inspired networks whose graph properties
(i.e., clustering coefficient or the presence of shortcuts) were not imposed but were rather inherited
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from the imposed spatial organization of neurons. Only graphs without any isolated component
were used in the simulations. It is important to highlight that the random arrangement of neurons,
the distance-based connectivity rule and the sparseness of the connections used to establish the net-
work topology gives rise to an inhomogeneously connected network that includes clusters of
nodes with denser connections (see S2 Appendix for additional details). As a consequence,
although the node degree is quite comparable between the Gauss and random graph, the clustering
coefficient of the former is significantly higher than in the latter one, (see S3 Appendix for addi-
tional details on clustering coefficient, link length and shortest path length [38]).
The directionality of the synaptic connections between pairs of neurons was assigned with
equal probability. Although bidirectional connections are quite common in the brain, com-
puter simulations have shown that networks with only depressing synapses (as assumed in this
work) tend to evolve unidirectional connections [59]. Regarding the connectivity of the net-
work, in 2D cell cultures, each neuron receives somewhere from 150 to 400 synapses [60].
Because each neuron is contacted by eight synapses from the same neuron on average [61], the
actual effective synapses in the model were decreased to 41.6 ± 6.4 synapses per neuron. S1
Table summarizes the graph properties (e.g., clustering coefficient, mean path length, degree
[62]) of the simulated network. Note that neurons at the border of the domain were treated
exactly like the other nodes and were consequently connected to a smaller number of neurons.
The network model is available at doi:10.5061/dryad.5k67r.
Stimulation of ignition sites
A stimulation protocol was designed to probe the sensitivity of the modelled network to respond
to local stimulations. To this aim, mild sub-threshold stimuli were delivered to specific sub-
regions of the network (e.g., RI Fig 6C) composed of’ 40 neurons. The stimulation consisted of
Poisson spike trains at 1 Hz (per neuron) that activated currents with the same time course of
AMPA receptors. In addition, to ensure that the stimulation was effectively confined to local sub-
regions of the network, the conductance was imposed to decay from the centre of the sub-
regions. That is, for d  0:08; 1   d2
0:08
    
gST with gST ¼ 45nS and for d> 0.08, the conduc-
tance was gST = 0 nS. As depicted in Fig 6D, each stimulation protocol involved four different
sub-regions of the network (100 stimuli per sub-region, maximum two non-fCOMs sub-regions),
which were alternated with a pseudo-random sequence to minimize interferences among subse-
quent stimuli. The rationale for this choice was to probe reference regions of the network while
continuously monitoring the success rate of eliciting NBs by stimulating the fCOMs. NBs occur-
ring later than 150 ms from the stimulation were counted as spontaneous activity.
Data analysis of experimental and simulated data
To facilitate the comparison with the experimental data, the simulated spike trains were sub-
jected to the same filtering criteria used in the experiments. Thus, only neurons whose firing rate
(i.e., average number of spikes per unit time) fell in the interval [0.1–15] Hz were considered for
all subsequent analysis. In the manuscript, significant differences among normally distributed
groups were evaluated through an independent or paired t-test, while a Mann-Whitney’s U test
and Kolmogorov-Smirnov test were used for non-normally distributed samples. In the text and
figures, the reported error bars are standard deviations.
Detection and quantification of network activity
Spike detection and spike-based quantification. We quantified the spiking network
activity by using standard activity parameters [31,50] such as the mean firing rate of the
Local connectivity and initiation of propagating spiking activity in
PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1005672 July 27, 2017 19 / 27
network (MFR) and the inter spike interval (ISI) distribution. The MFR is the average of the
firing rates of all of the active neurons of the network, and the ISI is the first order difference of
the spike times. Additionally, to characterize the network burst regime, we quantified canoni-
cal parameters such as the mean bursting rate (MBR), the mean firing intra burst (MFIB) and
the mean burst duration (MBD), as in [63]. Finally, as most of the neurons in these networks
participate in NBs with a burst of spikes, we defined an indirect measure of asynchronous net-
work activity (Random Spikes), as the percentage of spikes that are not part of a burst (a
sequence of 5 or more spikes separated by less than 100 ms). Bursting events (NBs) are stereo-
typed network activities characterized by a large fraction of neurons simultaneously active for
’ 100ms, and thus, these events could be detected by setting a hard threshold on the instanta-
neous MFR [15,39]. This algorithm works well on simulated data, but on real experimental
data, the detection of NBs can be hindered by noise (e.g., false-positive spikes). We have there-
fore designed an alternative algorithm (NB-graph) based on a graph theory approach that
overcomes this limitation. A detailed description of the algorithm and a comparison with the
standard procedure used to detect NBs is reported in S4 Appendix.
Spatial and temporal profile of the network bursts. The temporal and spatial resolution
of our data allowed for the faithful investigation of the dynamics of the network bursts, partic-
ularly how NBs occur over time and if they share some similarity that could be explained from
the underlying organization of the network. To this end, we computed the NB correlation
matrix to study groups of neurons with similar firing patterns. The entries Cn;m of the NB cor-
relation matrix [37,64] were given by the following equation:
Cn;m ¼ max
t
ð
XN
i¼1
Cin;mðtÞÞ
where the sum runs over the neurons, and the maximum is taken on the time window of the
event (e.g., 0< τ< 150ms). The term Cin;mðtÞ represents the cross-correlation between the NBs
m and n of neuron i. Such entries are then reordered using a standard hierarchical clustering
algorithm aimed at highlighting the presence of similar NBs. The optimal cut point of the den-
drogram was obtained by maximizing the Silhouette score. In addition, the spatial propagation
of the spiking activity during an NB was also represented in terms of its centre-of-activity tra-
jectory (CAT, [26,18]).
The CAT collapses the overall network activity to its centre of mass (i.e., regions of the net-
work with more activity have a higher weight), allowing for the representation of how the
activity in the network evolves over time with just two coordinates and the clustering of NBs
with similar propagation trajectories. In our analysis, at each time point, the CAT was com-
puted over 20-ms time bins with a sliding of 1 ms. To cluster CATs with different durations
(e.g., when inhibition is blocked), the NBs were realigned to a common time interval.
Network dynamic analysis
Emergent network activity can be explained to a large extent by the anatomical connectivity
[38]. However, such activity can also be determined by the particular dynamical state of the
network. Thus, an analysis of the statistical relationships between firing neurons can be infor-
mative of the information flow in the network. To determine the strength of the functional
connections in the network, we performed a cross-correlation analysis [30]. Functional links
were selected to meet two requirements. First, we considered the pairs of neurons whose
cross-correlation peak was above the 95th percentile of all the computed cross-correlation val-
ues. Second, for each selected pair, we assigned a functional link every time that their cross-
correlation peak was ranked in the top of the ten strongest correlation peak values for both
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neurons, thus determining a bi-directional relationship. The first condition avoids the inclu-
sion of spurious functional connections in the analysis. The second condition reveals potential
structural network motifs that determine synchronous activities in the network. The bi-direc-
tional functional connections clearly do not correspond to structural ones (that are unidirec-
tional, see Section Network Topology in the Materials and Methods section). Indeed, the
functional graphs shared only 4.9 ± 1.8% of connections with the anatomical graph. However,
these conditions allow for the determination of pathways of activity of neuronal pairs that
receive similar inputs, either direct or indirect, from common firing neurons. The functional
links with the longest connection (longer than 0.2, which roughly corresponds to 550 μm on
the CMOS-MEA) were discarded from the analysis.
Detection of ignition sites. An additional measure was used to analyse subgraphs charac-
terized by a strong level of internal connectivity (also referred to as community structures
[65]). Ideally, the network is divided into groups of nodes with a maximally possible number
of within-group links and a minimally possible number of between-group links [65]. We esti-
mated communities through the Infomap approach [66], which determines subgraphs in a
given network by minimizing the expected length of random walks over possible network par-
titions. To test the reliability of the procedure, we validated our results by varying the topolo-
gies (i.e., random, radius and Gauss graphs) as well as by changing the neuronal connectivity
within the network (n = 10).
The overlap between the ignition sites (ISs) and the fCOMs was quantified as follows. First,
we defined the area covered by an fCOM as the concave hull defined by the set of neurons of
the fCOM. Second, to address border effect problems (i.e., assign the events that start close to
the border of an fCOM to that fCOM), we extended the confines of the fCOMs by a factor of
5%. To assess if the ISs significantly overlapped with the fCOMs, we randomly reassigned (500
times) the detected fCOMs to another position in the network and quantified the overlap.
Quantification of structural connectivity motifs. To quantify the occurrence of small
template subgraphs, i.e., structural motifs, in a given region of the network, we proceeded as
follow. First, we considered all possible connected graphs of less than six nodes and built a list
of motifs to test. Second, for each motif, we determined the number of isomorphic subgraphs
in the target graph [67]. Finally, those numbers were normalized to the total motifs found in
the target graph. Due to computational limitations for this extensive research, graphs had to be
turned into their undirected counterpart. To assess significant differences in the motif compo-
sition of a given subgraph (fCOM), we defined three different null models (sCOMs, rCOMs,
and rndCOMs) with the same number of nodes as that of the original subgraph. The sCOM
was generated following a two-step procedure. At first, we applied the Infomap algorithm to a
portion of the structural network that excluded the nodes of the fCOMs. The Infomap algo-
rithm [65] allows for the partitioning of the complementary network into structural communi-
ties for which the information flow within the community is maximized and the information
transmission towards the remaining neurons of the network is minimized. To faithfully com-
pare an sCOM to an fCOM, the size of the sCOM was constrained to be the same as that of the
fCOM. This down-sampling was performed by removing nodes from the sCOM and maximiz-
ing the spatial density of the remaining nodes of the subgraph. The latter step was intended to
avoid poorly connected regions of the network.
The rCOM subgraphs were obtained as follows. First, a node in the complementary net-
work was randomly chosen, and the closest K-1 nodes were aggregated (K is the size of the
compared graph).
Finally, the rndCOM subgraphs were obtained by turning the original fCOM into a random
graph, i.e., preserving the number of nodes and edges but randomly reassigning the links.
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Even though the sCOMs and rCOMs have a different number of edges than the fCOMs,
they are useful to compare equivalent regions of the network that do not elicit NBs. However,
the rndCOMs have the same number of edges as the structural graph and can be used as a null
model to investigate the relevance of the topology. The significant difference in the motif com-
position was assessed through paired t-tests (fCOMs compared to null models) at level
p = 0.05.
Detection and clustering of pre-NB spiking activity. To relate the spiking activity pre-
ceding a spontaneous burst event (pre-NBs) to the subsequent propagating event, we took
advantage of the NB-graph algorithm (see S4 Appendix, with parameters τNB = 10 ms, dNB =
1/8). With the aim of determining whether pre-NB spikes shared similar spatiotemporal struc-
tures (i.e., temporal motifs), all pre-NB spikes falling in the 100 ms preceding the starting
point of an NB were analysed. This was done by considering the largest connected component
(i.e., αL, βL of Fig 7A) of the induced NB-graphs (i.e., αG, βG of Fig 7A). Two pre-NB motifs
that share a common subgraph of at least M = 6 spikes (6-motif) are declared as similar (e.g.,
Fig 7B). Importantly, the parameters τNB, and dNB allow for the declaration of two spike pat-
terns as being similar even if they are not identical. That is, shared temporal patterns can be
regarded as jittered versions of the same spike pattern, and the similarity measure is robust to
these variants.
The similarity of the network motifs was computed in terms of the matrix: SM(X,Y) = ∑x∑y
K (x,y)/N, where x,y are NB events of the clusters X,Y and the sums run over the x,y elements
of the clusters X,Y. K(x,y) is the Kronecker distance (equal to 1 if x is similar to y, 0 otherwise),
and N is a normalization factor given by N = ∑y S M (X,y)  ∑x S M (x,Y). To compare the pre-
NB spiking sequences for all NBs, a similarity index was introduced and defined as follows:
S ¼
P
X S MðX;XÞP
X;Y S MðX;YÞ
To quantify the similarity among NBs, we defined the ‘per-cluster’ measure as a weighted
average with respect to the cluster size and the ‘ALL’ measure, defined on all trajectories irre-
spective of the cluster’s size. To further characterize how the number of shared pre-NB spikes
influences the measure of similarity, shown in Fig 7D, we reported the cumulative similarity
curve from M = 6 to M = 66. The similarity was also computed for pairs of pre-NB activities
belonging to the same NB cluster (IN) or among pre-NB activities belonging to distinct NB
clusters (ACROSS). Similarity matrices of Fig 7E and 7F were reordered using Ward’s method
as criterion for the hierarchical clustering algorithm.
Supporting information
S1 Appendix. The network topology is a determinant of propagating activities.
(DOCX)
S2 Appendix. Emergence of inhomogeneities in the connectivity of Gaussian graphs.
(DOCX)
S3 Appendix. Networks statistics in different graph models: a comparison.
(DOCX)
S4 Appendix. Network burst detection.
(DOCX)
S5 Appendix. Role of GABA receptor in cell cultures dynamics.
(DOCX)
Local connectivity and initiation of propagating spiking activity in
PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1005672 July 27, 2017 22 / 27
S6 Appendix. Role of NMDA receptor in cell cultures dynamics.
(DOCX)
S7 Appendix. Ignition sites co-localize with functional communities.
(DOCX)
S8 Appendix. Relations between pre-NB activities and network burst propagations.
(DOCX)
S1 Table. Average values for graph properties (n = 10 graph realizations).
(PDF)
S2 Table. Parameters of AdExp for the two neuronal population of the model.
(PDF)
S3 Table. Parameters of the modeled synapses.
(PDF)
Author Contributions
Conceptualization: Davide Lonardoni, Luca Berdondini, Thierry Nieus.
Data curation: Davide Lonardoni.
Formal analysis: Davide Lonardoni.
Funding acquisition: Luca Berdondini.
Investigation: Davide Lonardoni, Hayder Amin, Stefano Di Marco, Alessandro Maccione,
Thierry Nieus.
Project administration: Luca Berdondini, Thierry Nieus.
Resources: Luca Berdondini.
Software: Davide Lonardoni.
Supervision: Luca Berdondini, Thierry Nieus.
Validation: Davide Lonardoni, Hayder Amin, Alessandro Maccione.
Visualization: Davide Lonardoni, Thierry Nieus.
Writing – original draft: Davide Lonardoni, Luca Berdondini, Thierry Nieus.
Writing – review & editing: Davide Lonardoni, Hayder Amin, Stefano Di Marco, Alessandro
Maccione, Luca Berdondini, Thierry Nieus.
References
1. Feller MB. Spontaneous correlated activity in developing neural circuits. Neuron. 1999 Apr; 22: 653–
656. 10.1016/s0896-6273(00)80724-2. PMID: 10230785
2. Watt AJ, Cuntz H, Mori M, Nusser Z, Sjo¨stro¨m PJ, Ha¨usser M. Traveling waves in developing cerebellar
cortex mediated by asymmetrical Purkinje cell connectivity. Nat Neurosci. 2009 Apr; 12: 463–473.
10.1038/nn.2285. https://doi.org/10.1038/nn.2285 PMID: 19287389
3. Bonifazi P, Goldin M, Picardo MA, Jorquera I, Cattani A, Bianconi G, et al. GABAergic Hub Neurons
Orchestrate Synchrony in Developing Hippocampal Networks. Science. 2009 Dec; 326: 1419–1424.
10.1126/science.1175509. https://doi.org/10.1126/science.1175509 PMID: 19965761
4. Menendez de la Prida L, Bolea S, Sanchez-Andres JV. Origin of the synchronized network activity in
the rabbit developing hippocampus. Eur J Neurosci. 1998 Mar; 10: 899–906. 10.1046/j.1460-
9568.1998.00097.x. PMID: 9753157
Local connectivity and initiation of propagating spiking activity in
PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1005672 July 27, 2017 23 / 27
5. Moreno-Juan V, Filipchuk A, Anto´n-Bolanos N, Mezzera C, Gezelius H, Andre´s B, et al. Prenatal tha-
lamic waves regulate cortical area size prior to sensory processing. Nat. Commun. 2017 feb; 8: 14172.
10.1038/ncomms14172. https://doi.org/10.1038/ncomms14172 PMID: 28155854
6. Maccione A, Hennig MH, Gandolfo M, Muthmann O, van Coppenhagen J, Eglen SJ, et al. Following the
ontogeny of retinal waves: pan-retinal recordings of population dynamics in the neonatal mouse. J Phy-
siol. 2014 Apr; 592: 1545–1563. 10.1113/jphysiol.2013.262840. https://doi.org/10.1113/jphysiol.2013.
262840 PMID: 24366261
7. Blankenship AG, Feller MB. Mechanisms underlying spontaneous patterned activity in developing neu-
ral circuits. Nat Rev Neurosci. 2010 Dec; 11: 18–29. 10.1038/nrn2759. https://doi.org/10.1038/nrn2759
PMID: 19953103
8. Kirkby LA, Sack GS, Firl A, Feller MB. A role for correlated spontaneous activity in the assembly of neu-
ral circuits. Neuron. 2013 Dec; 80: 1129–1144. 10.1016/j.neuron.2013.10.030. https://doi.org/10.1016/
j.neuron.2013.10.030 PMID: 24314725
9. Akrouh A, Kerschensteiner D. Intersecting Circuits Generate Precisely Patterned Retinal Waves. Neu-
ron. 2013 Jul; 79: 322–334. 10.1016/j.neuron.2013.05.012. https://doi.org/10.1016/j.neuron.2013.05.
012 PMID: 23830830
10. Pasquale V, Massobrio P, Bologna LL, Chiappalone M, Martinoia S. Self-organization and neuronal
avalanches in networks of dissociated cortical neurons. Neuroscience. 2008 Jun; 153: 1354–1369.
10.1016/j.neuroscience.2008.03.050. https://doi.org/10.1016/j.neuroscience.2008.03.050 PMID:
18448256
11. Baltz T, Herzog A, Voigt T. Slow oscillating population activity in developing cortical networks: models
and experimental results. J Neurophysiol. 2011 Sep; 106: 1500–1514. 10.1152/jn.00889.2010. https://
doi.org/10.1152/jn.00889.2010 PMID: 21697440
12. Wagenaar DA, Pine J, Potter SM. An extremely rich repertoire of bursting patterns during the develop-
ment of cortical cultures. BMC Neurosci. 2006 Feb; 7: 11. 10.1186/1471-2202-7-11. https://doi.org/10.
1186/1471-2202-7-11 PMID: 16464257
13. Potter SM, DeMarse TB. A new approach to neural cell culture for long-term studies. J Neurosci Meth-
ods. 2001 Sep; 110: 17–24. 10.1016/s0165-0270(01)00412-5. PMID: 11564520
14. Persi E, Horn D, Volman V, Segev R, Ben-Jacob E. Modeling of synchronized bursting events: the
importance on inhomogeneity. Neural Comput. 2004 Dec; 16: 2577–2595. PMID: 15599972
15. Raichman N, Ben-Jacob E. Identifying repeating motifs in the activation of synchronized bursts in cul-
tured neuronal networks. J Neurosci Methods. 2008 May; 170: 96–110. 10.1016/j.jneu-
meth.2007.12.020. https://doi.org/10.1016/j.jneumeth.2007.12.020 PMID: 18281097
16. Segev R, Ben-Jacob E. Spontaneous synchronized bursting in 2D neural networks. Physica A. 2001
Dec; 302: 64–69. 10.1016/s0378-4371(01)00441-1.
17. Berdondini L, Imfeld K, Maccione A, Tedesco M, Neukom S, Koudelka-Hep M, et al. Active pixel sensor
array for high spatio-temporal resolution electrophysiological recordings from single cell to large scale
neuronal networks. Lab Chip. 2009 Sep; 9: 2644–2651. 10.1039/b907394a. https://doi.org/10.1039/
b907394a PMID: 19704979
18. Gandolfo M, Maccione A, Tedesco M, Martinoia S, Berdondini L. Tracking burst patterns in hippocam-
pal cultures with high-density CMOS-MEAs. J Neural Eng. 2010 Oct; 7: 056001. 10.1088/1741-2560/7/
5/056001. https://doi.org/10.1088/1741-2560/7/5/056001 PMID: 20720282
19. Orlandi JG, Soriano J, Alvarez-Lacalle E, Teller S, Casademunt J. Noise focusing and the emergence
of coherent activity in neuronal cultures. Nat Phys. 2013 Jul; 9: 582–590. 10.1038/nphys2686.
20. Feldt S, Bonifazi P, Cossart R. Dissecting functional connectivity of neuronal microcircuits: experimental
and theoretical insights. Trends Neurosci. 2011 May; 34: 225–236. 10.1016/j.tins.2011.02.007. https://
doi.org/10.1016/j.tins.2011.02.007 PMID: 21459463
21. Eckmann JP, Jacobi S, Marom S, Moses E, Zbinden C. Leader neurons in population bursts of 2D living
neural networks. New J Phys. 2008 Jan; 10: 015011. 10.1088/1367-2630/10/1/015011.
22. Maccione A, Gandolfo M, Tedesco M, Nieus T, Imfeld K, Martinoia S, et al. Experimental investigation
on spontaneously active hippocampal cultures recorded by means of high-density MEAs: analysis of
the spatial resolution effects. Front Neuroeng. 2010 May; 3: 4. 10.3389/fneng.2010.00004. https://doi.
org/10.3389/fneng.2010.00004 PMID: 20485465
23. Franks W, Heer F, McKay I, Taschini S, Sunier R, Hagleitner C, et al. CMOS monolithic microelectrode
array for stimulation and recording of natural neural networks. In TRANSDUCERS, Solid-State Sen-
sors, Actuators and Microsystems, 12th International Conference on, 2003; 2003: Institute of Electrical
and Electronics Engineers (IEEE).: 963–966. 10.1109/sensor.2003.1216927.
Local connectivity and initiation of propagating spiking activity in
PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1005672 July 27, 2017 24 / 27
24. Amin H, Maccione A, Marinaro F, Zordan S, Nieus T, Berdondini L. Electrical Responses and Spontane-
ous Activity of Human iPS-Derived Neuronal Networks Characterized for 3-month Culture with 4096-
Electrode Arrays. Front Neurosci. 2016 mar; 10. 10.3389/fnins.2016.00121.
25. Brette R, Gerstner W. Adaptive exponential integrate-and-fire model as an effective description of neu-
ronal activity. J Neurophysiol. 2005 Nov; 94: 3637–3642. 10.1152/jn.00686.2005. https://doi.org/10.
1152/jn.00686.2005 PMID: 16014787
26. Chao ZC, Bakkum DJ, Potter SM. Region-specific network plasticity in simulated and living cortical net-
works: comparison of the center of activity trajectory (CAT) with other statistics. J Neural Eng. 2007
Sep; 4: 294–308. 10.1088/1741-2560/4/3/015. https://doi.org/10.1088/1741-2560/4/3/015 PMID:
17873432
27. van Pelt J, Vajda I, Wolters PS, Corner MA, Ramakers GJA. Dynamics and plasticity in developing neu-
ronal networks in vitro. Prog Brain Res. 2005 Dec; 147: 171–188. 10.1016/s0079-6123(04)47013-7.
28. Segev R, Shapira Y, Benveniste M, Ben-Jacob E. Observations and modeling of synchronized bursting
in two-dimensional neural networks. Phys Rev E Stat Nonlin Soft Matter Phys. 2001 Jul; 64: 011920.
10.1103/physreve.64.011920. https://doi.org/10.1103/PhysRevE.64.011920 PMID: 11461301
29. Maheswaranathan N, Ferrari S, Vandongen AMJ, Henriquez CS. Emergent bursting and synchrony in
computer simulations of neuronal cultures. Front Comput Neurosci. 2012 Apr; 6: 15. 10.3389/
fncom.2012.00015. https://doi.org/10.3389/fncom.2012.00015 PMID: 22514531
30. Garofalo M, Nieus T, Massobrio P, Martinoia S. Evaluation of the performance of information theory-
based methods and cross-correlation to estimate the functional connectivity in cortical networks. PLoS
One. 2009 Aug; 4: e6482. 10.1371/journal.pone.0006482. https://doi.org/10.1371/journal.pone.
0006482 PMID: 19652720
31. Chiappalone M, Bove M, Vato A, Tedesco M, Martinoia S. Dissociated cortical networks show sponta-
neously correlated activity patterns during in vitro development. Brain Res. 2006 Jun; 1093: 41–53.
10.1016/j.brainres.2006.03.049. https://doi.org/10.1016/j.brainres.2006.03.049 PMID: 16712817
32. Bonzano L, Bove M, Martinoia S. Effects of NMDA and non-NMDA receptors antagonists on the
dynamic behavior of cultured cortical networks. Neurocomputing. 2006 oct; 69: 1897–1903. 10.1016/j.
neucom.2005.11.014.
33. Martinoia S, Bonzano L, Chiappalone M, Tedesco M. Electrophysiological activity modulation by chemi-
cal stimulation in networks of cortical neurons coupled to microelectrode arrays: a biosensor for neuro-
pharmacological applications. Sensors and Actuators B: Chemical. 2005; 108: 589–596.
34. Arnold FJL, Hofmann F, Bengtson CP, Wittmann M, Vanhoutte P, Bading H. Microelectrode array
recordings of cultured hippocampal networks reveal a simple model for transcription and protein synthe-
sis-dependent plasticity. J Physiol. 2005 Apr; 564: 3–19. 10.1113/jphysiol.2004.077446. https://doi.org/
10.1113/jphysiol.2004.077446 PMID: 15618268
35. Mack CM, Lin BJ, Turner JD, Johnstone AFM, Burgoon LD, Shafer TJ. Burst and principal components
analyses of MEA data for 16 chemicals describe at least three effects classes. Neurotoxicology. 2014
Jan; 40: 75–85. 10.1016/j.neuro.2013.11.008. https://doi.org/10.1016/j.neuro.2013.11.008 PMID:
24325902
36. Suresh J, Radojicic M, Pesce L, Bhansali A, Wang J, Tryba AK, et al. Network Burst Activity in Hippo-
campal Neuronal Cultures: The Role of Synaptic and Intrinsic Currents. J Neurophysiol. 2016 Mar; 115:
3073–3089. 10.1152/jn.00995.2015. https://doi.org/10.1152/jn.00995.2015 PMID: 26984425
37. Baruchi I, Ben-Jacob E. Towards neuro-memory-chip: Imprinting multiple memories in cultured neural
networks. Phys Rev E Stat Nonlin Soft Matter Phys. 2007 May; 75: 050901. 10.1103/phys-
reve.75.050901. https://doi.org/10.1103/PhysRevE.75.050901 PMID: 17677014
38. Bullmore E, Sporns O. Complex brain networks: graph theoretical analysis of structural and functional
systems. Nat Rev Neurosci. 2009 Mar; 10: 186–198. 10.1038/nrn2575. https://doi.org/10.1038/
nrn2575 PMID: 19190637
39. Eytan D, Marom S. Dynamics and effective topology underlying synchronization in networks of cortical
neurons. J. Neurosci. 2006 aug; 26: 8465–8476. 10.1523/jneurosci.1627-06.2006. https://doi.org/10.
1523/JNEUROSCI.1627-06.2006 PMID: 16914671
40. Thivierge JP, Cisek P. Nonperiodic synchronization in heterogeneous networks of spiking neurons. J
Neurosci. 2008 Aug; 28: 7968–7978. 10.1523/jneurosci.0870-08.2008. https://doi.org/10.1523/
JNEUROSCI.0870-08.2008 PMID: 18685022
41. Masquelier T, Deco G. Network bursting dynamics in excitatory cortical neuron cultures results from the
combination of different adaptive mechanisms. PLoS One. 2013 Oct; 8: e75824. 10.1371/journal.
pone.0075824. https://doi.org/10.1371/journal.pone.0075824 PMID: 24146781
42. Kitano K, Fukai T. Variability v.s. synchronicity of neuronal activity in local cortical network models with
different wiring topologies. J Comput Neurosci. 2007 Oct; 23: 237–250. 10.1007/s10827-007-0030-1.
https://doi.org/10.1007/s10827-007-0030-1 PMID: 17415629
Local connectivity and initiation of propagating spiking activity in
PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1005672 July 27, 2017 25 / 27
43. Grinstein G, Linsker R. Synchronous neural activity in scale-free network models versus random net-
work models. Proc Natl Acad Sci U S A. 2005 Jul; 102: 9948–9953. 10.1073/pnas.0504127102. https://
doi.org/10.1073/pnas.0504127102 PMID: 15998732
44. Wang XJ. Synaptic reverberation underlying mnemonic persistent activity. Trends Neurosci. 2001 Aug;
24: 455–463. 10.1016/s0166-2236(00)01868-3. PMID: 11476885
45. Mazzoni A, Broccard FD, Garcia-Perez E, Bonifazi P, Ruaro ME, Torre V. On the dynamics of the spon-
taneous activity in neuronal networks. PLoS One. 2007 May; 2: e439. 10.1371/journal.pone.0000439.
https://doi.org/10.1371/journal.pone.0000439 PMID: 17502919
46. Ben-Ari Y. Excitatory actions of gaba during development: the nature of the nurture. Nat Rev Neurosci.
2002 Sep; 3: 728–739. 10.1038/nrn920. https://doi.org/10.1038/nrn920 PMID: 12209121
47. Bosi S, Rauti R, Laishram J, Turco A, Lonardoni D, Nieus T, et al. From 2D to 3D: novel nanostructured
scaffolds to investigate signalling in reconstructed neuronal networks. Sci Rep. 2015 Apr; 5: 9562.
10.1038/srep09562. https://doi.org/10.1038/srep09562 PMID: 25910072
48. Kim YH, Choi SH, D’Avanzo C, Hebisch M, Sliwinski C, Bylykbashi E, et al. A 3D human neural cell cul-
ture system for modeling Alzheimer’s disease. Nat Protoc. 2015 Jun; 10: 985–1006. 10.1038/
nprot.2015.065. https://doi.org/10.1038/nprot.2015.065 PMID: 26068894
49. Van Ooyen A. Using theoretical models to analyse neural development. Nat Rev Neurosci. 2011 May;
12: 311–326. 10.1038/nrn3031. https://doi.org/10.1038/nrn3031 PMID: 21587288
50. Bologna LL, Nieus T, Tedesco M, Chiappalone M, Benfenati F, Martinoia S. Low-frequency stimulation
enhances burst activity in cortical cultures during development. Neuroscience. 2010 Feb; 165: 692–
704. 10.1016/j.neuroscience.2009.11.018. https://doi.org/10.1016/j.neuroscience.2009.11.018 PMID:
19922773
51. Pulizzi R, Musumeci G, Van den Haute C, Van De Vijver S, Baekelandt V, Giugliano M. Brief wide-field
photostimuli evoke and modulate oscillatory reverberating activity in cortical networks. Sci Rep. 2016
apr; 6. 10.1038/srep24701.
52. Banker G, Goslin K. Culturing Nerve Cells, Cellular and Molecular Neuroscience: MIT Press, Cam-
bridge; 1998.
53. Carnevale NT, Hines ML. The NEURON Book: Cambridge University Press; 2006. 10.1017/
cbo9780511541612.
54. Izhikevich EM. Simple model of spiking neurons. IEEE Trans Neural Netw. 2003 Nov; 14: 1569–1572.
10.1109/TNN.2003.820440. https://doi.org/10.1109/TNN.2003.820440 PMID: 18244602
55. Naud R, Marcille N, Clopath C, Gerstner W. Firing patterns in the adaptive exponential integrate-and-
fire model. Biol Cybern. 2008 Nov; 99: 335–347. 10.1007/s00422-008-0264-7. https://doi.org/10.1007/
s00422-008-0264-7 PMID: 19011922
56. Maeda E, Robinson HP, Kawana A. The mechanisms of generation and propagation of synchronized
bursting in developing networks of cortical neurons. J Neurosci. 1995 Oct; 15: 6834–6845. PMID:
7472441
57. Markram H, Wang Y, Tsodyks M. Differential signaling via the same axon of neocortical pyramidal neu-
rons. Proc Natl Acad Sci U S A. 1998 Apr; 95: 5323–5328. 10.1073/pnas.95.9.5323. PMID: 9560274
58. Nieus T, Sola E, Mapelli J, Saftenku E, Rossi P, D’angelo E. LTP regulates burst initiation and frequency
at mossy fiber—granule cell synapses of rat cerebellum: experimental observations and theoretical pre-
dictions. J Neurophysiol. 2006 Oct; 95: 686–699. 10.1152/jn.00696.2005. https://doi.org/10.1152/jn.
00696.2005 PMID: 16207782
59. Vasilaki E, Giugliano M. Emergence of connectivity motifs in networks of model neurons with short- and
long-term plastic synapses. PLoS One. 2014 Jan; 9: e84626. 10.1371/journal.pone.0084626. https://
doi.org/10.1371/journal.pone.0084626 PMID: 24454735
60. Cullen DK, Gilroy ME, Irons HR, Laplaca MC. Synapse-to-neuron ratio is inversely related to neuronal
density in mature neuronal cultures. Brain Res. 2010 Nov; 1359: 44–55. 10.1016/j.
brainres.2010.08.058. https://doi.org/10.1016/j.brainres.2010.08.058 PMID: 20800585
61. Wierenga CJ, Ibata K, Turrigiano GG. Postsynaptic expression of homeostatic plasticity at neocortical
synapses. J Neurosci. 2005 Mar; 25: 2895–2905. 10.1523/jneurosci.5217-04.2005. https://doi.org/10.
1523/JNEUROSCI.5217-04.2005 PMID: 15772349
62. Rubinov M, Sporns O. Complex network measures of brain connectivity: uses and interpretations. Neu-
roimage. 2010 Sep; 52: 1059–1069. 10.1016/j.neuroimage.2009.10.003. https://doi.org/10.1016/j.
neuroimage.2009.10.003 PMID: 19819337
63. Lonardoni D, Marco SD, Amin H, Maccione A, Berdondini L, Nieus T. High-density MEAs recordings
unveil the dynamics of network bursting events in cell cultures. In 2015 37th Annual International Con-
ference of the IEEE Engineering in Medicine and Biology Society (EMBC); 2015 Aug: Institute of Electri-
cal and Electronics Engineers (IEEE).: 3763–3766. 10.1109/EMBC.2015.7319212.
Local connectivity and initiation of propagating spiking activity in
PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1005672 July 27, 2017 26 / 27
64. Volman V, Baruchi I, Ben-Jacob E. Manifestation of function-follow-form in cultured neuronal networks.
Phys Biol. 2005 Jun; 2: 98–110. 10.1088/1478-3975/2/2/003. https://doi.org/10.1088/1478-3975/2/2/
003 PMID: 16204862
65. Girvan M, Newman MEJ. Community structure in social and biological networks. Proc Natl Acad Sci U
S A. 2002 Jun; 99: 7821–7826. 10.1073/pnas.122653799. https://doi.org/10.1073/pnas.122653799
PMID: 12060727
66. Rosvall M, Bergstrom CT. Maps of random walks on complex networks reveal community structure.
Proc Natl Acad Sci U S A. 2008 Jan; 105: 1118–1123. 10.1073/pnas.0706851105. https://doi.org/10.
1073/pnas.0706851105 PMID: 18216267
67. Cordella LP, Foggia P, Sansone C, Vento M. A (sub) graph isomorphism algorithm for matching large
graphs. IEEE Trans Pattern Anal Mach Intell. 2004 oct; 26: 1367–1372. 10.1109/tpami.2004.75.
https://doi.org/10.1109/TPAMI.2004.75 PMID: 15641723
Local connectivity and initiation of propagating spiking activity in
PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1005672 July 27, 2017 27 / 27
