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ABSTRACT
We present a study of the ultra-faint Milky Way dwarf satellite galaxy Tucana II using deep photom-
etry from the 1.3 m SkyMapper telescope at Siding Spring Observatory, Australia. The SkyMapper
filter-set contains a metallicity-sensitive intermediate-band v filter covering the prominent Ca II K
feature at 3933.7 A˚. When combined with photometry from the SkyMapper u, g, and i filters, we
demonstrate that v band photometry can be used to obtain stellar metallicities with a precision of
∼ 0.20 dex when [Fe/H] > −2.5, and ∼ 0.34 dex when [Fe/H] < −2.5. Since the u and v filters bracket
the Balmer Jump at 3646 A˚, we also find that the filter-set can be used to derive surface gravities. We
thus derive photometric metallicities and surface gravities for all stars down to a magnitude of g ∼ 20
within ∼75 arcminutes of Tucana II. Photometric metallicity and surface gravity cuts remove nearly all
foreground contamination. By incorporating Gaia proper motions, we derive quantitative membership
probabilities which recover all known members on the red giant branch of Tucana II. Additionally,
we identify multiple likely new members in the center of the system and candidate members several
half-light radii from the center of the system. Finally, we present a metallicity distribution function
derived from the photometric metallicities of likely Tucana II members. This result demonstrates the
utility of wide-field imaging with the SkyMapper filter-set in studying UFDs, and in general, low sur-
face brightness populations of metal-poor stars. Upcoming work will clarify the membership status of
several distant stars identified as candidate members of Tucana II.
Keywords: galaxies: dwarf galaxies: individual (Tuc II) Local Group stars: abundances
1. INTRODUCTION
The Milky Way’s satellite dwarf galaxies test paradigms
of the formation and evolution of the local universe.
These systems are thought to be similar to those that
were accreted to form the old Milky Way halo (Frebel
& Norris 2015). Consequently, studying the stellar con-
tent of these ancient dwarf galaxies and comparing their
stars to those in the Milky Way halo can probe poten-
tial connections between the these stellar populations
(e.g., Kirby et al. 2008; Frebel et al. 2010). The rela-
tively simple nature of dwarf galaxies also enables the
Corresponding author: Anirudh Chiti
achiti@mit.edu
modeling of their early chemical evolution (e.g., Kirby
et al. 2011; Venn et al. 2012; Romano et al. 2015; Escala
et al. 2018) and the nature and properties of the earliest
nucleosynthesis events (e.g., Ji et al. 2016a).
Of particular interest in this regard are the Milky
Way’s ultra-faint dwarf galaxies (UFDs). These systems
have stellar populations that are old (& 10 Gyr) and
metal-poor (average [Fe/H] . −2.0) (see Simon 2019
for a review), where a metal-poor star is defined as hav-
ing an iron abundance [Fe/H] ≤ −1, in which [Fe/H] =
log10(NFe/NH)? − log10(NFe/NH). Hence, UFDs are
particularly interesting targets both from the perspec-
tive of chemical evolution, since they are thought to
have undergone only a few cycles of chemical enrich-
ment and star formation, and from a cosmological per-
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2spective, since at least some of them are hypothesized
to be surviving first galaxies (Frebel & Bromm 2012).
However, the faintness of UFDs makes it difficult
to study their stellar population in detail. Each sys-
tem has only a handful of stars that are bright enough
(V . 19) to obtain detailed chemical abundances. Thus,
the number of foreground stars generally outnumbers
the number of bright(er) UFD stars in images of the
galaxy. This makes identifying UFD member stars for
follow-up observations time-consuming, since stars along
the giant branch in a color-magnitude diagram (CMD)
must first be spectroscopically followed up with low
or medium-resolution spectroscopy to measure veloci-
ties (and metallicities) to identify true member stars.
Only for those confirmed member stars it is useful to
obtain reliable chemical abundances, usually from high-
resolution spectroscopy.
One can principally bypass the time-intensive interme-
diate step of low or medium-resolution spectroscopy by
deriving metallicities from photometry, since UFD stars
have collectively been shown to be metal-poor ([Fe/H]
. −2.0), and thus generally more metal-poor than fore-
ground halo stars (An et al. 2013). Indeed, Pace &
Li (2019) demonstrated that one can increase the ef-
ficiency in identifying member stars of UFDs by us-
ing metallicity-sensitive colors in Dark Energy Survey
photometry. Deriving reliable metallicities of individ-
ual metal-poor stars from photometry is a relatively re-
cent techique (i.e., Starkenburg et al. 2017), building
on previous studies that demonstrated that photometry
could be used to identify metal-poor stars (Anthony-
Twarog et al. 1991). Photometric metallicities are gen-
erally computed by using a narrow-band imaging filter
that is sensitive to the overall metallicity of the star due
to the presence of a prominent metal absorption feature
(i.e., the Ca II K line) within the bandpass of the filter
(e.g., Keller et al. 2007; Starkenburg et al. 2017; Whitten
et al. 2019). Photometry has the additional benefit of
being able to provide information on all stars within the
field of view of the camera, whereas in spectroscopy, one
is limited by e.g., slit arrangements, number of fibers, or
pixels in the CCD mosaic.
The SkyMapper Southern Sky Survey (Keller et al.
2007; Wolf et al. 2018) pioneered the search for
metal-poor stars using a filter set that contains an
intermediate-band ∼ 300 A˚ wide v filter that encom-
passes the Ca II K line within its bandpass, making the
flux through the v filter dependent on the overall stellar
metallicity. This narrow-band v filter has already been
used to identify a number of extremely metal-poor stars
and several stars with [Fe/H] < −6 (Keller et al. 2014;
Jacobson et al. 2015; Nordlander et al. 2019). Recent
work from the Pristine Survey (Starkenburg et al. 2017),
which uses a narrow-band filter centered on the Ca II K
line at 3933.7A˚ to obtain photometric metallicities, has
been successful in applying this technique to find halo
metal-poor stars (e.g., Youakim et al. 2017; Starken-
burg et al. 2018) and also study UFDs to derive their
metallicity distribution functions (Longeard et al. 2018,
2019).
A goal of this paper is to demonstrate that the
SkyMapper filter set (Bessell et al. 2011) can be used
to chemically characterize UFDs via photometric mea-
surements of stellar parameters. Besides metallicities
from the v filter, the relative flux through the SkyMap-
per u and v filters is sensitive to the surface gravity
(log g) of stars since those filters surround the Balmer
Jump at 3646 A˚ (e.g., Murphy et al. 2009). The log g of
stars is of additional use as a discriminant when studying
UFDs, since their member stars that are bright enough
for spectroscopy are generally on the red giant branch
(RGB) and should thus have low surface gravities. We
note that we do not analyze horizontal branch stars in
this study, as it is difficult to discriminate their metallic-
ities due to their relatively high effective temperatures.
Given this difficulty in discriminating metallicities, pho-
tometry with higher precision than the data presented
in this paper would be required to derive photometric
metallicities for stars on the horizontal branch of Tucana
II (g∼19.2).
The Tucana II UFD was discovered in the Dark En-
ergy Survey (Koposov et al. 2015; Bechtol et al. 2015).
Tucana II is relatively nearby (57 kpc) and has a half-
light radius of 9.83′ (Koposov et al. 2015). It was con-
firmed as a UFD by Walker et al. (2016), who mea-
sured a large velocity dispersion (σvlos = 8.6 km s
−1), a
low mean metallicity of 〈[Fe/H]〉 = −2.23, and identified
eight stars as probable members. Ji et al. (2016b) and
later Chiti et al. (2018) presented chemical abundances
from high-resolution spectroscopy of seven stars in Tu-
cana II. Interestingly, two of the stars from the Chiti
et al. (2018) sample were new member stars that were
approximately two half-light radii from the center of Tu-
cana II. These stars were originally selected for spectro-
scopic follow-up based on the SkyMapper photometry
described here. If not for these data, they would likely
have been missed by traditional low or medium resolu-
tion spectroscopic selection techniques.
We obtained deep images (down to g ∼ 22) of the
Tucana II UFD using the u, v, g, and i filters on the
1.3 m SkyMapper telescope to demonstrate that we can
1) use the photometry to efficiently identify bright mem-
bers for follow-up high resolution spectroscopy, and 2)
use the photometric metallicities of the member stars
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to derive a metallicity distribution function (MDF) of
dwarf galaxies. Since UFD members should have similar
proper motions, we also use Gaia DR2 proper motion
data (Gaia Collaboration et al. 2016, 2018) to further
improve our selection of likely members. As shown in
e.g., Pace & Li (2019) and Chiti & Frebel (2019), Gaia
proper motion data is especially useful in removing fore-
ground contaminants when studying dwarf galaxy mem-
ber stars.
The paper is arranged as follows. In Section 2, we
discuss the observations, data reduction procedure, and
precision and depth of our photometry; in Section 3, we
discuss generating a grid of synthetic photometry which
we later use to derive stellar parameters; in Section 4,
we outline our derivation of photometric metallicities
and photometric log g values, and discuss our sources
of uncertainty; in Section 5, we speculate on properties
of Tucana II (i.e., the MDF) from our analysis; in Sec-
tion 6, we summarize our results.
2. OBSERVATIONS & DATA REDUCTION
2.1. Photometry
Observations of the Tucana II UFD were taken be-
tween July 19, 2015 and December 15, 2015 with the
1.35 m SkyMapper telescope at Siding Springs Obser-
vatory, Australia, as part of an auxillary program to
obtain deep photometry of UFDs. Table 1 summarizes
our photometric observations. The SkyMapper camera
has 32 4k×2k CCD chips covering a 2.34◦ by 2.40◦ field
of view, which enabled the imaging of the entire Tucana
II UFD (r1/2 ∼ 10′; Koposov et al. 2015; Bechtol et al.
2015) in each frame. Images were taken with the custom
SkyMapper u, v, g, and i filters (Bessell et al. 2011).
We developed a data reduction pipeline for these data
separately from the one used by the SkyMapper collabo-
ration (Wolf et al. 2018), since no pipeline existed when
the data for this project were collected in late 2015. The
reduction procedure for SkyMapper data is not trivial
due to the presence of systematic pattern-noise signa-
tures in the raw data that, if not properly removed,
would impair any photometric measurements, as can be
seen in Figure 1. We therefore explicitly outline each
step of our data reduction procedure in Section 2.1.1
and describe our handling of the pattern-noise removal
process in Section 2.1.2. We then discuss the precision
and completeness of our photometry in Section 2.1.3.
2.1.1. Data Reduction
Data reduction was mostly performed following stan-
dard procedures (Howell 2006) using python scripts that
utilized the astropy package (The Astropy Collabora-
tion et al. 2018). Bias-subtraction was done on a row-
by-row basis using the overscan region that was 50 pix-
els wide. Flat-field corrections were applied using mas-
ter flat-field frames that were generated for each filter
on each night data was taken. Each master flat-field
frame was generated by median-filtering 5 to 10 individ-
ual frames. We note that we used the master flat-field
frames from July 20, 2015 for the u and v data on July
26, 2015, since an insufficient number of individual flat-
field frames were obtained for those filters on that date.
Then, we derived astrometric solutions for each
frame following a two-step procedure. First, an esti-
mate of the astrometric solutions was computed using
astrometry-net (Lang et al. 2010). These astromet-
ric solutions were subsequently corrected with SCAMP
(Bertin 2006).
We derived photometric zero-point corrections for
each of our exposures by comparing our measured in-
strumental magnitudes to calibrated magnitudes in the
public SkyMapper DR1.1 catalog (released on December
2017) that were derived with the analysis pipeline used
by the SkyMapper collaboration (Wolf et al. 2018). We
first compiled source catalogs for each of our exposures
using the default configuration of the Source Extractor
program (Bertin & Arnouts 1996) except for the follow-
ing parameters to ensure appropriate background sub-
traction: BACKPHOTO TYPE=LOCAL, BACKSIZE=100,100,
and BACKPHOTO THICK=10. Then, for each exposure, we
cross-matched our source catalog to the public SkyMap-
per DR1.1 catalog and derived a zeropoint offset for our
magnitudes by taking the weighted average of the dif-
ference between our measured instrumental magnitudes
and those in the SkyMapper DR1.1 catalog. To im-
prove the precision of our measured offsets, we only
compared the magnitudes of unblended stars brighter
than 16th magnitude, and compared our aperture pho-
tometry, based on the MAG AUTO keyword in Source
Extractor, to the aperture photometry in the SkyMap-
per catalog, denoted by the petro flag.
Since each of the 32 CCD chips of the SkyMapper
camera have slightly different sensitivities, we needed
to apply additional photometric zeropoint corrections
for data taken with each of the 64 readout amplifiers.
We derived these offsets by first applying the overall
zeropoint offsets computed for each exposure and com-
bining the source catalogs from each night. We then
repeated the procedure outlined in the previous para-
graph, except we computed the residual zeropoint offset
for sources on each of the 64 readout amplifiers.
For each night, our images were then stacked by
sigma-clipping 5σ outliers to remove cosmic rays af-
ter incorporating the above magnitude zeropoint cor-
rections using the SWARP package (Bertin et al. 2002).
4Then, a final mosaic was generated by stacking the
nightly images following the aforementioned procedure.
Final source catalogs were computed with Source Ex-
tractor package with the same configuration as used in
deriving initial catalogs for the zeropoint calibration.
All the magnitudes reported in this paper are from the
MAG AUTO keyword in Source Extractor, which are
magnitudes obtained with elliptical apertures. We opted
not to use magnitudes derived from fitting a point spread
function (PSF) of the images as the PSF appeared to
not be stable over the full field of view of the SkyMap-
per images. Our final source catalogs were de-reddening
following Wolf et al. (2018), based on reddening maps
from Schlegel et al. (1998). An additional zero-point
correction was applied to the u and v magnitudes fol-
lowing equations 4 and 5 in Casagrande et al. (2019) to
account for a reddening overcorrection for sources close
to the Galactic plane.
2.1.2. Pattern-Noise Removal
Before deriving the astrometric solution, we had to
remove pattern-noise signatures that were imprinted on
each image. This issue is illustrated in the left panel
of Figure 1. These signatures are composed of a high-
frequency interference pattern and low-frequency waves
with row-dependent zeropoint offsets. These pattern-
noise signatures changed between exposures and be-
tween each of the 64 readout amplifiers.
We performed the following steps to remove the
pattern-noise after bias subtraction and flat-field cor-
rection. To remove the low-frequency components of
this signature, a 5th order polynomial was iteratively
fit to each row of data from each readout amplifier after
sigma-clipping outliers 2σ above the fit and 3σ below the
fit. After this process, the high-frequency interference
pattern was found to be identical across all CCD chips
of a given image, after accounting for the orientation of
each chip. Consequently, we aligned the orientation of
each CCD chip and median-filtered the data from two
sets of 32 amplifiers to obtain two templates of the high-
frequency signature. Each template was then fit, using a
scaling factor and a zero-point offset as free parameters,
to the appropriate readout amplifier and subtracted to
remove the high-frequency pattern. Figure 1 shows a
comparison of images before and after pattern noise
removal. Visually, the dominant systematic patterns
appear to be removed. Quantitatively, the standard
deviation of the values of the background pixels drops
by ∼30% after our pattern noise removal procedure.
2.1.3. Completeness & Photometric Precision
We measure the completeness of our SkyMapper
source catalog by comparing the number of stars in
the DES Y1A1 gold catalog (Drlica-Wagner et al.
2018) and in our catalog within 60′ of the center of
Tucana II. We first convert the gDES magnitudes to
SkyMapper gSM magnitudes using the following for-
mula, which we derive by fitting a polynomial to
our SkyMapper photometry using magnitudes from
the DES Y1A1 gold catalog as independent variables:
gSM = 0.983×gDES−0.144× (gDES− iDES) + 0.431. We
find that the cumulative 95% completeness limits cor-
respond to the following SkyMapper magnitude limits:
gSM = 22.3 for the SkyMapper g filter, gSM = 22.1 for
the SkyMapper i filter, gSM = 20.8 for the SkyMapper
v filter, and gSM = 20.1 for the SkyMapper u filter. We
further find that the typical uncertainty in our photom-
etry, as reported by magerr auto in Source Extractor,
reaches 0.05 mags at the following DES magnitudes:
gSM ∼ 22.0 for the SkyMapper g filter, gSM ∼ 21.6 for
the SkyMapper i filter, gSM ∼ 19.6 for the SkyMapper
v filter, and gSM ∼ 19.2 for the SkyMapper u filter.
As an additional check that our photometry is well-
characterized, we compared the magnitudes derived
from our pipeline to those in SkyMapper DR1.1 for
stars in common between the two catalogs. We find
that the residuals between our magnitudes and those in
SkyMapper DR1.1 are distributed as gaussians, there-
fore implying that our photometry is well-behaved with
respect to the public SkyMapper data. The standard
deviation in the residuals reaches 0.05 mags for gSM
magnitudes when gSM ∼ 15.8, iSM magnitudes when
iSM ∼ 15.5, vSM magnitudes when vSM ∼ 15.4, and uSM
magnitudes when uSM ∼ 15.8. We note that the scatter
is driven by the uncertainty in the SkyMapper DR1.1
catalog, as our photometry is substantially deeper.
3. GRID OF SYNTHETIC PHOTOMETRY
We generated a grid of flux-calibrated, synthetic spec-
tra over a range of stellar parameters and metallicities
specifically covering that expected for red giant branch
(RGB) and main sequence turn off (MSTO) stars in Tu-
cana II and the Milky Way halo. The stellar parameters
of this grid are given in Table 2. We then computed
the expected flux through each of the SkyMapper filters
from these synthetic spectra.
3.1. Generating synthetic spectra
We used the Turbospectrum synthesis code (Alvarez
& Plez 1998; Plez 2012), MARCS model atmospheres
(Gustafsson et al. 2008), and a linelist composed of all
lines between 3000 A˚ to 9000 A˚ available in the VALD
database (Piskunov et al. 1995; Ryabchikova et al. 2015)
to generate our grid of flux-calibrated synthetic spectra.
We replaced the lines of the CN molecule in the VALD
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Figure 1. Top: Comparison of a portion of an image immediately before (left) and after (right) pattern noise removal (see
Section 2.1.2). Bottom: A histogram of pixel values in each image before pattern noise removal (left) and after removal (right).
After pattern-noise removal, the standard deviation of the values of the pixels in this image is ∼7 counts. This spread agrees
with the range of readout noises reported for the SkyMapper readout amplifiers in Wolf et al. (2018).
line list with those from Brooke et al. (2014) and Sneden
et al. (2014), those of CH with lines from Masseron et al.
(2014) and Brooke et al. (2013), and those of C2 with
lines from Ram et al. (2014). This resulted in a linelist
with ∼ 800, 000 lines. An example of two synthetic spec-
tra with different metallicities is shown in Figure 2. The
12C/13C isotope ratio was assumed following the rela-
tion presented in Kirby et al. (2015), which is based on
figure 4 in Keller et al. (2001). We note that solar abun-
dances for the MARCS model atmospheres are adopted
from Grevesse et al. (2007).
For the analysis of RGB stars, we generated a grid
of spectra with stellar parameters ranging from Teff
= 4000 K to 5700 K, log g = 1.0 to 3.0, and [Fe/H]
= −4.0 to −0.5. We opted to use the “standard”
spherical model geometry within the MARCS model
6Table 1. Photometric Observations
Date filter Exposure time (s)
2015 Jul 19 u 24 × 300
2015 Jul 20 u 21 × 300
2015 Jul 26 u 9 × 300
2015 Aug 09 u 20 × 300
2015 Aug 10 u 15 × 300
2015 Jul 19 v 24 × 300
2015 Jul 20 v 20 × 300
2015 Jul 26 v 5 × 300
2015 Aug 09 v 22 × 300
2015 Aug 10 v 16 × 300
2015 Aug 09 g 4 × 300
2015 Dec 02 g 4 × 300
2015 Dec 03 g 4 × 300
2015 Dec 07 g 4 × 300
2015 Dec 13 g 4 × 300
2015 Dec 14 g 4 × 300
2015 Dec 02 i 8 × 300
Table 2. Stellar parameters of synthetic spec-
trum grids
Parameter Minimum Maximum Step
RGB Grid
λ 3000 A˚ 9000 A˚ 0.01 A˚
Teff 4000 K 5700 K 100 K
log g 1.0 3.0 0.5
[Fe/H] −4.0 −0.5 0.5
MSTO Grid
λ 3000 A˚ 9000 A˚ 0.01 A˚
Teff 5600 K 6700 K 100 K
log g 3.0 5.0 0.5
[Fe/H] −4.0 −0.5 0.5
atmospheres. We used a microturbulence of 2 km s−1.
The α-enhancement was set to [α/Fe] = 0.4 for stars
with [Fe/H] < −1.0, and linearly decreased between
−1 < [Fe/H] < 0 such that [α/Fe] = 0 when [Fe/H]
= 0.
For the analysis of MSTO stars, we generated a grid
of spectra with stellar parameters ranging from Teff =
5600 K to 6700 K, log g = 3.0 to 5.0, and [Fe/H] = −4.0
to −0.5. We opted to use plane-parallel model geome-
tries as part of the MARCS model atmospheres, and
used the same microturbulence value and [α/Fe] trends
as for the RGB grid.
3.2. Generating synthetic photometry
For each synthetic spectrum, we calculated the ab-
solute magnitude from the flux through each of the
SkyMapper u, v, g, and i filters. First, we retrieved
the bandpasses of each of the SkyMapper filters (Bessell
et al. 2011) from the Spanish Virtual Observatory (SVO)
Filter Profile Service (Rodrigo et al. 2012)1. We then
closely followed the methodology in Casagrande & Van-
denBerg (2014) to generate synthetic magnitudes for
each of our synthetic spectra. We computed synthetic
AB magnitudes, in which a flux density of Fν = 3.63 ×
10−20 erg cm−2 s−1 Hz−1 is defined as having mAB = 0,
through each filter by applying the following formula
mAB = −2.5 log
∫ νf
νi
ν−1 Fν Tη dν∫ νf
νi
ν−1 Tη dν
− 48.60 (1)
where Fν is the flux from a flux-calibrated synthetic
spectrum as a function of wavelength, Tη is the system
response function over the bandpass of the filter, and
νi and νf are the lowest and highest wavelengths of the
bandpass filter. We note that small zero point offsets
on the order of ∼ 0.02 are possible in this formalism, as
briefly mentioned in Casagrande & VandenBerg (2014).
We, however, find that we need to apply an a zero-point
correction of +0.06 mags to our synthetic v magnitudes
to derive accurate metallicities, as described in the sec-
ond to last paragraph of Section 4.4.
4. ANALYSIS
One aim of this study is to demonstrate that SkyMap-
per photometry can be used to derive stellar parameters
and metallicities to ultimately derive a metallicity dis-
tribution function for the Tucana II UFD. For that pur-
pose, it is necessary to carefully characterize the sources
of uncertainty in our photometric metallicities. There-
fore, we first describe our methodology in measuring
photometric metallicities and surface gravities in Sec-
tions 4.1 and 4.2. Then, in Sections 4.3 through Sec-
tion 4.6, we attempt to quantify the impact of (strong)
carbon molecular features within the bandpass of the
v filter on our photometric metallicities, and compare
our photometric metallicities to available spectroscopic
metallicities in the literature.
4.1. Measuring metallicities from photometry
1 http://svo2.cab.inta-csic.es/svo/theory/fps3/
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Figure 2. Top: Flux-calibrated synthetic spectra for two stars with the same stellar parameters, but different metallicities.
Bottom: Normalized synthetic spectra for the same two stars, with the bandpass of the SkyMapper v filter overplotted as a
dashed line. The strength of the Ca II K line measurably affects the flux through the v filter. The CN absorption feature at
3870 A˚ is also sufficiently prominent to affect the flux through the filter, and its impact on the measured photometric metallicity
is discussed in Section 4.3.
The SkyMapper v filter has been designed to be sen-
sitive to stellar metallicity (e.g., Keller et al. 2007).
This sensitivity arises from the presence of the strongest
metal absorption line, Ca II K, at 3933.7 A˚ in the band-
pass. Since the strength of the Ca II K line scales with
the overall metallicity of the star, the overall flux mea-
sured through the filter is thus governed by the stellar
metallicity. An example is illustrated in Figure 2, where
synthetic spectra of stars with [Fe/H] = −1.0 and −3.0
are juxtaposed, and the bandpass of the v filter is over-
plotted.
Making use of the relation between Ca II K absorption
and metallicity, previous work by Keller et al. (2012)
suggested that metal-poor stars can be discriminated
from metal-rich ones in the v − g − 2× (g − i) vs. g − i
space. Inspired by this, we instead choose to utilize
v − g − 0.9× (g − i) vs. g − i as a discriminator, which
we have already successfully used to identify metal-poor
dwarf galaxy stars using our custom SkyMapper data
and SkyMapper DR1.1 (Chiti et al. 2018; Chiti & Frebel
2019).
As part of this work, we plotted v − g − 0.9× (g − i)
vs. g − i of the photometry from the synthetic spectra
(described in Section 3) on the left panels of Figure 3.
We did so for four different log g values, from 1 to 4.
As can be seen, stars of a given metallicity form well-
behaved contours allowing us to easily interpolate be-
tween these contours to derive quantifiable stellar metal-
licities. Hence, we interpolated between these metal-
licity contours with a piecewise 2d cubic spline inter-
polator using the scipy.interpolate.griddata func-
tion, and thereby derived photometric metallicities for
every star with v, g, and i photometry. We flagged
each star with photometry placing them beyond the up-
per (most metal-poor) bounds given of these contours,
and set their metallicity to the boundary value (i.e.,
[Fe/H] = −4.0).
As is shown on the left panel in Figure 3, the contours
used for measuring metallicity depend on the surface
gravity log g. It is thus necessary to assume an initial
log g before attempting any metallicity calculations. We
initually assume log g = 2 which should roughly corre-
spond to the surface gravity of stars on the RGB of
Tucana II.
Upon obtaining these initial metallicities, photomet-
ric surface gravities were then derived as described in
Section 4.2. After that, the photometric surface gravi-
ties were used to determine our final photometric metal-
licities. The average change in the photometric metal-
licities upon updating the surface gravity is marginal
(∼ 0.02 dex for stars with log g < 3.0), suggesting that
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Figure 3. Left: Contours used to measure photometric metallicities from the SkyMapper photometry for several log g values.
Right: Contours used to measure photometric surface gravities from SkyMapper photometry for several [Fe/H] values.
one iteration is sufficient for convergence. Section 4.7
discusses our final adopted metallicity uncertainties.
4.2. Measuring surface gravities from photometry
The SkyMapper u and v filters can be used to discrim-
inate the surface gravities of stars. These filters bracket
the Balmer Jump at 3646 A˚ which is sensitive to the
H− opacity, which, in turn, is a function of the log g
of the star (e.g., Murphy et al. 2009). Similar to the
method outlined in Section 4.1 for deriving photomet-
ric metallicities, plotting u− v − 0.9× (g − i) vs. g − i
can discriminate stellar surface gravities. This behavior
is illustrated on the right panels in Figure 3, based on
the synthetic spectra described in Section 3. We then
use the same interpolation technique described in Sec-
tion 4.1 to derive photometric surface gravities from the
u− v − 0.9× (g − i) contours.
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Figure 4. Effect of different carbon abundances on the photometric metallicities as a function of surface gravity and effective
temperature and a fixed [Fe/H] = −2.5. A strong effect occurs towards lower effective temperatures (.4700 K) and with
increasing carbon enhancement ([C/Fe] ≥ 0.5) because the strength of the CN feature at ∼3870 A˚ has a significant effect on
the flux through the v filter. The dashed line corresponds to the RGB of a [Fe/H] =−2.5, 12 Gyr Dartmouth isochrone (Dotter
et al. 2008).
We use the first-pass synthetic metallicities from Sec-
tion 4.1 to choose the corresponding set of log g con-
tours from which to derive surface gravities. Since we
use surface gravities solely to remove foreground main-
sequence stars from our sample, we opt not to iteratively
re-measure log g with updated photometric metallicity
values.
4.3. Dependence of the photometric metallicity
measurements on carbon abundance
Since a CN molecular absorption feature is located
at ∼3870 A˚ in the bandbass of the SkyMapper v filter
(encompassing ∼ 3600 A˚ to ∼ 4100A˚), its spectral mor-
phology can become strong enough to systematically af-
fect the flux through the filter. The strength of the CN
feature significantly depends on the carbon abundance
and effective temperature of the star: A higher carbon
abundance and a lower effective temperature leads to
a stronger CN absorption feature which, in turn, leads
to an artificially higher photometric metallicity. This
could systematically skew photometric metallicity re-
sults since a significant fraction of metal-poor stars tend
to be enhanced in carbon ([C/Fe] > 0.7) and are known
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Figure 5. Overview of the process of finding likely member stars to derive mean photometric metallicities for NGC6254 (top),
a cluster with [Fe/H] = −1.56, and NGC6809 (bottom), a cluster with [Fe/H] = −1.94 (Carretta et al. 2009). From left to right:
selection of candidate members using a Dartmouth isochrone (Dotter et al. 2008); further selection using Gaia proper motion
data: a 2d Gaussian (blue) is fitted to a density plot of the proper motion data to select likely members; resulting CMD after
only retaining stars with photometric log g < 3 and with proper motions in the fitted 2d Gaussian; histogram of photometric
metallicities of the stars that passed all selection criteria.
as carbon-enhanced metal-poor (CEMP) stars. 80% of
stars with [Fe/H] < −4.0 and still 24% of stars with
[Fe/H] < −2.5 have [C/Fe] > 0.7 (Placco et al. 2014).
We thus attempt to quantify these effects to gauge how
our photometric metallicities derived from the v filter
are influenced by the carbon abundance.
We test the effect of the strength of the CN feature on
the flux through the SkyMapper v filter by regenerating
our grid of synthetic spectra, as described in Section 3.
We do so by varying the carbon abundances of the syn-
thetic spectra between [C/Fe] = −0.5 and [C/Fe] = 1.0
in intervals of 0.5. We then derived the v−g−0.9×(g−i)
index and g−i colors for these synthetic spectra and ob-
tained the corresponding photometric metallicities fol-
lowing the procedure described in Section 4.1.
In Figure 4, we plot the changes in the resulting pho-
tometric metallicity, relative to a baseline of [C/Fe] =
0, for four different carbon abundances as a function of
surface gravity and effective temperature, corresponding
to our RGB grid in Table 2. The [C/Fe] = 0 baseline,
however, is temperature-dependent as the strength of
the CN band is temperature sensitive. Decreasing the
carbon abundance by 0.5 dex to gauge the correspond-
ing effect on the photometric metallicity leads minimal
effects of ∼ 0.1 dex, as seen in Figure 4. But among
the cooler stars (Teff < 4700 K) with [C/Fe] > 0.5,
we find significant changes (the ultimately measured
[Fe/H] of a CEMP star gets artificially increased by
∆[Fe/H]∼ 0.5). Accordingly, some true CEMP stars
may always remain “hidden” in our samples, especially
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among the cooler stars. No significant effects are ap-
parent otherwise since the CN feature is relatively weak
for all these stars, meaning the feature does not influ-
ence the overall flux through the v filter. Therefore, our
analysis suggests that we would still select moderately
cool (Teff ∼ 4700 K) CEMP stars as very metal-poor
candidates. This result is supported by the fact that
we can re-identify all three members of Tucana II that
are CEMP stars, all of which are warmer than 4600 K
(Chiti et al. 2018) but are not greatly enhanced in car-
bon ([C/Fe] < 1.0 before applying the carbon correction
following Placco et al. (2014)).
Overall, we conclude that while our derived photo-
metric metallicities are dependent on the carbon abun-
dance and effective temperature of stars, we can select
stars with (uncorrected) [C/Fe] . 0.5 that also have
[Fe/H] ∼ −2.5 and have Teff & 4800 K with sufficient
precision (within +0.3 dex). Stars which turn out to
have e.g., [C/Fe] ∼ 0.35, if on the RGB (log g ∼ 1.5),
would likely become CEMP stars after applying a cor-
rection for the evolutionary status of the star follow-
ing Placco et al. (2014). Correspondingly, a star with
a carbon abundance of up to [C/Fe] ∼ 1 and [Fe/H]
∼ −2.5 could principally still be identified as a candi-
date member of a UFD ([Fe/H] . −1.5) when it has
Teff & 5000 K since its photometric metallicity would be
shifted by ∆[Fe/H]. 1.0.
CEMP-s stars tend to be the most carbon-enhanced
([C/Fe] & 1.25 at [Fe/H] & −2.8) subclass of CEMP
stars and would thus systematically have among the
strongest CN bands (Yoon et al. 2016) somewhat irre-
spective of temperature. Consequently, CEMP-s stars
would appear as much more metal-rich stars (we esti-
mate by about 1 dex or more) supposing they were on
the RGB. Hence, any CEMP-s star with e.g., [Fe/H]
= −2.5 would be measured as having a metallcity of
−1.5 dex or higher. These metallicities tend to be ex-
cluded from our selection since we are focused on more
metal-poor stars, so our sample could thus be regarded
mostly free of CEMP-s stars.
At lower metallicities, the effect of the CN absorption
on the measured [Fe/H] is somewhat mitigated. After
repeating our procedure for [Fe/H] = −4.0, a star with
[C/Fe] = 1.0 will affect the measured [Fe/H] by∼ 0.3 dex
when it has Teff & 4500 K. When [C/Fe] is increased
to 2.0, moderately cool (Teff ∼ 4800 K) stars will be
affected by up to 0.75 dex due to the highly nonlinear
growth of the CN feature. Nevertheless, we note that to
first order, the CN feature of a star with [Fe/H] = −5.0
and [C/Fe] = 2.0 should be similar to that of a star with
[Fe/H] = −4.0 and [C/Fe] = 1.0, assuming similar stellar
parameters. This implies that most CEMP stars with
[Fe/H] < −4.0 should be identifiable, except for perhaps
very extreme cases.
In general, these results suggests that any metallic-
ity distribution function (MDF) derived from SkyMap-
per photometry will likely be upscattered to some de-
gree. According to our models, the most metal-poor
([Fe/H] ∼ −4.0), moderately cool (Teff ∼ 4800 K) stars
with a significant carbon-enhancement ([C/Fe] ∼ 2.0)
will be affected by up to 0.75 dex. High-resolution spec-
troscopic follow-up observations of stars in the SkyMap-
per dataset can confirm the extent of these CN feature-
induced changes.
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Figure 6. Residuals of our photometric metallicities of glob-
ular clusters with respect to spectroscopic results from Car-
retta et al. (2009), as a function of their metallicities. These
residuals have a standard deviation of 0.16 dex. The stan-
dard error in the mean of the residuals is σ∆[Fe/H] = 0.04.
4.4. Comparison to Globular Clusters
Globular clusters are old (∼ 10 Gyr) and metal-poor
([Fe/H] < −1.0) star clusters. The dispersion of the
metallicities of their member stars is generally small
(σ[Fe/H] ∼ 0.05) as discussed in e.g., Carretta et al.
(2009). The stellar population of individual globular
clusters therefore provides a useful test of the precision
of deriving photometric metallicities, since most of the
dispersion in the photometric metallicities of member
stars can be ascribed to the uncertainty in our SkyMap-
per data and broader methodology.
While we did not observe any globular clusters as part
of our observing program, a number of globular clusters
are located within the footprint of the first data release
(DR1.1) of the SkyMapper Southern Survey (Wolf et al.
2018). Thus, we retrieved SkyMapper u, v, g, and i pho-
tometry from the DR1.1 catalog for member stars of
all globular clusters in the southern hemisphere with
a distance less than 10 kpc. Specifically, we used the
Harris (2010) catalog of globular clusters, an update to
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the older Harris (1996) catalog, and retrieved all stars
within three times the tidal radius of each globular clus-
ter. This resulted in the retrieval of 17 globular clusters
with metallicities ranging from [Fe/H] = −2.27 to [Fe/H]
= −0.99 as measured in Carretta et al. (2009).
Upon retrieving SkyMapper u, v, g, i photometry from
the public catalog, we selected likely member stars of
each globular cluster. We first overlaid 13 Gyr Dart-
mouth isochrones (Dotter et al. 2008) with metallici-
ties and distance moduli matching those from Carretta
et al. (2009) and then selected all stars with g− i within
0.3 mag of the isochrone. We then computed photomet-
ric metallicities and surface gravities of these candidate
members using the methods described in Sections 4.1
and 4.2.
We used proper motion measurements from the second
data release from the Gaia mission (DR2; Gaia Collab-
oration et al. 2016, 2018; Salgado et al. 2017) as an ad-
ditional avenue to exclude non-members since members
of a globular cluster should have similar proper motions.
To identify the systemic proper motion of each cluster,
we generated 2d histograms of the proper motions with
a binsize of 0.2 mas/yr in µα and µδ. We then fitted a
2d elliptical Gaussian to the overdensity in each proper
motion histogram and selected all stars enclosed within
the 3σ bounds of the Gaussian.
We then chose to only retain stars with photometric
surface gravities of log g < 3, as the depth of the public
SkyMapper photometry with usable photometric metal-
licity precision (g ∼ 16) does not extend to the main
sequences in our sample of globular clusters. We also
only retained stars with photometric metallicity uncer-
tainties below 0.5 dex and photometric surface gravity
uncertainties below 0.75 dex. The determination of the
uncertainties is described in Section 4.7. Each step of
our selection of likely member stars of globular clus-
ters is shown in Figure 5. We finally derive an overall
metallicity of each globular cluster by taking the av-
erage of the photometric metallicities, weighted by the
inverse-squared photometric metallicity uncertainties, of
each remaining sample of likely member stars. Two his-
tograms of the photometric metallicities of likely mem-
ber stars for NGC6254 and NGC6809 are shown as ex-
amples in Figure 5.
For all clusters for which we identify N > 1 mem-
ber stars, we plotted the residuals of our derived cluster
metallicities with respect to spectroscopically-derived
metallicities of each cluster from Carretta et al. (2009).
We found that applying an offset of 0.06 mags to our
synthetic v magnitudes removed a ∼ 0.1 dex systematic
offset between our metallicities and those in Carretta
et al. (2009). Thus, we applied this offset to our con-
Table 3. Photometric metallicities of globular clusters
based on SkyMapper DR1.1 data
Name (m−M) [Fe/H]C09 [Fe/H]phot N
NGC7099 14.54 −2.27 −2.39 10
NGC6397 11.81 −2.02 −2.30 29
NGC6809 13.66 −1.94 −1.83 97
NGC4833 14.10 −1.85 −1.95 3
NGC6541 14.38 −1.81 −1.73 7
NGC6681 14.77 −1.62 −1.44 2
NGC3201 13.45 −1.59 −1.72 23
NGC6254 13.22 −1.56 −1.61 42
NGC6752 13.01 −1.54 −1.28 68
NGC5139 13.58 −1.53 −1.51 185
NGC6218 13.41 −1.37 −1.46 28
NGC288 14.75 −1.32 −1.56 7
NGC362 14.67 −1.26 −1.03 15
NGC6723 14.70 −1.10 −1.04 7
NGC6362 14.40 −0.99 −1.17 4
tours and re-derived our cluster metallicities. We note
that all photometric metallicities and log g values pre-
sented in this paper are calculated with this +0.06 mags
offset in the synthetic v magnitudes.
The final residuals of our cluster metallicities with re-
spect to Carretta et al. (2009) are shown in Figure 6. A
negligible final offset of −0.02 dex is found with a stan-
dard deviation is 0.16 dex with respect to the values from
Carretta et al. (2009). We thus take 0.16 dex as an es-
timate of the intrinsic uncertainty from our method as
further discussed in Section 4.7. Table 3 lists our mea-
sured photometric metallicities as well as spectroscopic
metallicities from Carretta et al. (2009).
4.5. Comparison to Tuc II high-resolution members
Seven stars in Tucana II have high-resolution spectro-
scopic metallicities presented in Chiti et al. (2018). We
compare our photometric metallicities and surface grav-
ities for those seven stars to the spectrosopically deter-
mined values. The results are shown in the left panel of
Figure 7 and in Figure 8.
For the metallicities, we find a mean offset between
our values of 0.09 dex (in which we measure a higher
[Fe/H]) with a standard deviation of 0.34 dex. This is
excellent agreement, given that all but one photometric
metallicity is within 1σ agreement of the metallicities de-
rived from high-resolution spectroscopy (see Section 4.7
for a discussion of the derivation of these uncertainties).
Additionally, the mean carbon abundance of these stars
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Figure 7. Left: Comparison of our photometric metallicities to those derived from high-resolution spectroscopy in Chiti et al.
(2018). Right: Comparison of our photometric metallicities to those derived from medium-resolution spectroscopy in Walker
et al. (2016) for all stars in that paper with metallicity values with an uncertainty less than 0.2 dex and [Fe/H] < −1.0. We
note that Walker et al. (2016) applied a zero-point offsets of either 0.16 dex or 0.32 dex to their metallicities that may account
for the zero-point offset between our measurements and those in Walker et al. (2016). Dashed lines are drawn at +0.3 and −0.3
to guide the eye. Error bars correspond to the uncertainty in the photometric metallicities of these stars.
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Figure 8. Comparison of our photometric log g values
to those derived from high-resolution spectroscopy in Chiti
et al. (2018). Dashed lines are drawn at +0.3 and −0.3 to
guide the eye. Error bars correspond to the uncertainty in
the photometric log g values of these stars.
is [C/Fe] = 0.35 and their mean Teff is 4870 K, which,
according to Figure 4 would suggest that we should over-
estimate the photometric metallicity by ∼0.1 dex.
We also find generally excellent agreement between
our photometric log g values and those in Chiti et al.
(2018), as shown in Figure 8. The mean offset is
−0.09 dex, meaning we measure a lower log g relative
to those derived from high-resolution spectroscopy. The
standard deviation of the residual between our log g
measurements is 0.22 dex. The standard deviation and
mean offset are almost entirely driven by the one outlier,
labeled as TucII-078 in Chiti et al. (2018), at log g ∼ 1.9
in Figure 8. Excluding it would change the offset to
+0.02 dex and the standard deviation to 0.11 dex. How-
ever, the presence of this outlier is not entirely surpris-
ing, given that Chiti et al. (2018) derive a correspond-
ingly large uncertainty of 0.67 dex in the log g of TucII-
078.
4.6. Comparison to Walker et al. (2016)
We also compare our photometric metallicities to
[Fe/H] values from Walker et al. (2016), who derived
these values from R ∼ 18, 000 and R ∼ 10, 000 spectra
of the Mg b region (∼ 5150A˚) for 137 candidate member
stars in the vicinity of Tucana II. We chose to only com-
pare with stars in Walker et al. (2016) that had metal-
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licity uncertainties < 0.20 dex to ensure a high-quality
comparison. We further only compared to stars with
[Fe/H] < −1.0 in Walker et al. (2016), as our grid of syn-
thetic photometry only extends to [Fe/H] = −0.5. We
find good agreement between our photometric metal-
licity measurements and those in Walker et al. (2016),
with a mean offset of −0.12 dex, meaning we measure
a lower [Fe/H], and a standard deviation between our
measurements of 0.23 dex.
4.7. Final [Fe/H] and log g uncertainties
We assume that the uncertainty in each photometric
[Fe/H] value is a combination of 1) intrinsic uncertainty
from our methodology and 2) random uncertainty that
is propagated from uncertainties in the photometry. The
intrinsic uncertainty in our methodology is assumed to
be 0.16 dex, which is the standard deviation of the resid-
uals of our photometric metallicities for globular clusters
(see Section 4.4). We thus take into account that the
mean photometric [Fe/H] value for each cluster is usu-
ally derived from a large number of stars (N > 10), sug-
gesting that the standard error in each of these values is
generally small. We therefore assume that the 0.16 dex
scatter in the residuals is mostly driven by the intrin-
sic uncertainty in our method, which we adopt as such
when calculating the final uncertainty in our photomet-
ric [Fe/H] values. The random uncertainty is derived
by adding in quadrature the difference in photometric
[Fe/H] obtained after varying each the v, g, and i mag-
nitudes by their 1σ photometric uncertainties and re-
determining final values. If the variation of any of the
magnitudes by their 1σ photometric uncertainties takes
them beyond the bounds of the grid of synthetic pho-
tometry, then a conservative uncertainty of 0.75 dex is
adopted.
The intrinsic and random uncertainties are then added
in quadrature to derive final uncertainties on our photo-
metric [Fe/H] values. Our final photometric metallicity
uncertainties appear to be reasonable, as the median of
the uncertainty of the photometric metallicities in the
left and right panels of Figure 7 is 0.31 dex and 0.21 dex,
respectively. These uncertainties are similar to the stan-
dard deviations of the data points in each of these panels
of 0.34 dex and 0.23 dex, respectively. For another esti-
mate of the precision of our method, we can thus pool
together the residuals in Figures 6 and 7 and compute
their standard deviation. Upon doing this, we find that
the standard deviation of the residuals is 0.20 dex for
data points with [Fe/H] > −2.5 and 0.34 dex for those
with [Fe/H] < −2.5.
The uncertainty in the photometric log g is calculated
a similar manner. The random uncertainty is derived by
adding in quadrature the difference in photometric log g
after varying the u, v, g, and i magnitudes by their 1σ
photometric uncertainties. The intrinsic uncertainty is
assumed to be 0.20 dex, since this leads to the median
uncertainty of the photometric log g values in Figure 8
to agree with the standard deviation of the residuals.
5. RE-DISCOVERING THE TUCANA II DWARF
GALAXY
In this section, we show that our photometric metall-
cities and surface gravities, when combined with Gaia
DR2 proper motion data, provide an extremely efficient
means to identify likely member stars (Section 5.1) of
Tucana II. This principally enables precise studies of the
properties of a UFD. We further outline a method using
the python emcee package to quantify membership prob-
ability (Section 5.2) to derive a metallicity distribution
function (MDF) for the Tucana II UFD (Section 5.3). In
principle, these techniques could also be used to study
other UFDs with incomplete or no spectroscopy of mem-
ber stars.
5.1. Identifying members of Tucana II
We performed several preliminary steps to prepare our
source catalog for analysis. We first removed galaxies by
cross-matching our sources with those in the DES Y1A1
gold catalog (Drlica-Wagner et al. 2018). Following the
criteria and procedure described in Desai et al. (2012)
and Bechtol et al. (2015), we excluded all sources from
the DES catalog with the parameter SPREAD MODEL I >
0.003 (Desai et al. 2012) to retain only stars. We then
measured photometric metallicities and surface gravities
of every star within the parameters of our grid of syn-
thetic photometry, and compiled their proper motion
measurements from the Gaia DR2 catalog (Gaia Col-
laboration et al. 2016, 2018). Then, we compiled a list
of confirmed member stars of Tucana II from Walker
et al. (2016) and Chiti et al. (2018) and confirmed non-
member stars in the vicinity of Tucana II from Walker
et al. (2016). Walker et al. (2016) derived membership
probabilities for 137 stars in the vicinity of the Tucana
II UFD. Two new confirmed member stars of Tucana II
had already been identified by Chiti et al. (2018) from
the data presented in this paper.
We consider all stars with a membership probability >
95% in Walker et al. (2016) to be likely members in our
subsequent analysis. Of particular interest in this regard
is whether likely member stars could be separated from
non-member stars using our photometric stellar param-
eter measurements and Gaia proper motion data. In
Figure 9, we illustrate several tests to qualitatively sep-
arate the non-members and likely members from Walker
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Figure 9. Top left: Color-color plot for determining photometric metallicities. All stars selected along an isochrone that
matches the Tucana II red giant branch stellar population are colored according to their photometric metallcities. Red star
symbols are confirmed members (p > 0.95) from Walker et al. (2016); small black star symbols are confirmed non-members from
Walker et al. (2016); purple star symbols are confirmed members from high-resolution spectroscopy from Chiti et al. (2018). Top
right: Color-color plot for determining photometric log g. As discussed in Section 5.2, stars with [Fe/H] > −1.0 and log g ≥ 3.0
are excluded when deriving membership probabilities since they are very likely to be foreground contaminants. Bottom left: A
plot of photometric log g vs. photometric [Fe/H] for stars in Walker et al. (2016) and Chiti et al. (2018). Note the separation
of the majority of confirmed members from foreground stars at high metallicites. Bottom right: Gaia DR2 proper motions of
stars in Walker et al. (2016) and Chiti et al. (2018).
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et al. (2016) and Chiti et al. (2018). The top two panels
demonstrate that the majority of likely members sepa-
rate from non-members in the color-color plots we em-
ploy to measure photometric stellar parameters. The
bottom two panels of Figure 9 show that when combin-
ing metallicity, log g, and proper motion information,
the confirmed members are largely distinct from fore-
ground stars. However, three members from Walker
et al. (2016) do not separate as cleanly. One of these
stars is fairly metal-rich ([Fe/H] ∼ −1.3), about 1 dex
more compared to the other member stars. It is likely a
metal-rich, or carbon-enhanced (see Section 4.3), mem-
ber of the UFD, given its separation from the foreground
in log g and proper motion. The other two stars may in-
deed be non-members, given our measurements of their
photometric metallicity ([Fe/H] > −1) and surface grav-
ities (log g > 2.5). Furthermore, the slight separation of
these two stars from the other confirmed member stars
in proper motion space, as shown in the bottom right
panel of Figure 9, supports this notion. However, since
these two stars are faint (g > 20) and their measure-
ments are correspondingly less precise, firm arguments
about their membership status cannot be made.
In conclusion, however, we demonstrate that photo-
metric metallicities and surface gravities, especially in
the case of high-quality measurements, can clearly sepa-
rate UFD member stars from foreground stars. Further-
more, the Gaia proper motion data is useful in identi-
fying likely members that may otherwise be metal-rich
(i.e., the one star at [Fe/H] ∼ −1.3 in the bottom left
plot of Figure 9).
5.2. Quantifying membership probabilities
In order to quantitatively derive properties (i.e.,
MDF) of the Tucana II UFD, member stars need to
be selected well despite the presence of large numbers
of foreground stars. Given that we derive photomet-
ric log g and [Fe/H] values, we can immediately remove
foreground metal-rich, and main sequence stars from our
sample to alleviate the issue of significant foreground
contamination. Then, as previously demonstrated in
e.g., Pace & Li (2019), we use a combination of the
spatial location of each star and its Gaia DR2 proper
motion measurements to derive quantitative member-
ship probabilities for each star. The bottom panels
of Figure 9 already qualitatively show that using pho-
tometric metallicity, log g, and proper motions enable
adequate membership identification.
To quantify the membership likelihood of each star, we
then proceed with several steps. First, we remove stars
that are either metal-rich ([Fe/H] > −1.0), not on the
red giant branch (log g ≥ 3.0), or fainter than g = 20.
We apply the brightness cut to ensure that our stars
have reliable photometric log g and [Fe/H] values. We
apply the metallicity cut since no metal-rich stars are
known as members of UFDs (see i.e., Frebel & Norris
2015, Simon 2019 for reviews), and we apply the log g
cut as stars in Tucana II down to g = 20 are at the base
of the red giant branch or higher up.
We model the remaining set of metal-poor giants using
a mixture model with the following likelihood function:
LTotal = fmemLsp,memLpm,mem +
(1− fmem)Lsp,nonmemLpm,nonmem (2)
where fmem denotes the fraction of member stars of Tu-
cana II. The spatial distribution of member stars of Tu-
cana II is assumed to follow an exponential profile, fol-
lowing Martin et al. (2008) and Longeard et al. (2019),
with a likelihood function given by:
Lsp,mem =
exp(− RRe )
2piRe(1− )
/∫
S
exp(− RRe )
2piRe(1− ) dS (3)
where  is the ellipticity, Re is the exponential radius,
and R is the elliptical radius, given by:
R = ((
1
1−  ((x− x0) cos θ − (y − y0) sin θ))
2
+((x− x0) sin θ + (y − y0) cos θ)2)1/2 (4)
where x0 and y0 are the right ascension and declina-
tion of the center of Tucana II, as measured in Koposov
et al. (2015), and θ is the position angle of the elliptical
distribution. x and y are the distances from the cen-
ter of Tucana II along the direction of right ascension
and declination, respectively. The spatial distribution
of non-members, Lsp,nonmem is assumed to be uniform.
The likelihood functions for the proper motions of
members and non-members, Lpm,mem and Lpm,nonmem
are assumed to be bivariate Gaussians, following the for-
malism presented in e.g., Longeard et al. (2019). We use
a standard bivariate gaussian to model the foreground
stars, but use the following probability density to model
the members of Tucana II:
p = (2pi)
−1
σµα σµδ
×
exp
[
− (µα−〈µα〉TII)22σ2µα −
(µδ−〈µδ〉TII−k (µα−〈µα〉TII))2
2σ2µδ
]
(5)
where µα is Gaia proper motion in the direction of right
ascension, µδ is the proper motion is the direction of
declination, σµα and σµδ are their corresponding uncer-
tainties, 〈µα〉TII and 〈µα〉TII denote the systemic proper
motion of the Tucana II UFD, and k adds the analog of
a position angle to the bivariate gaussian. Identically to
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Figure 10. Top left: Location of each metal-poor ([Fe/H] < −1.0) giant (log g < 3.0) in our sample of stars, and colored by
membership probability. As expected, we identify a number of likely members near the center of the galaxy. The three likely
members with photometric [Fe/H] > −1.5 are circled in red. The half-light radius from Koposov et al. (2015) is overplotted
in blue. Top right: Same as the top left, but plotted in proper-motion space. We find that the likely Tucana II members
are tightly clustered in proper-motion space which is unsurprising given the small intrinsic dispersion in the system. Bottom
panels: Metallicities of stars with membership probability p > 0.50 (left) and p < 0.50 (right). Despite not applying an
additional metallicity-dependent term in calculating the membership probabilities, beyond the initial sample cut we find that
the metallicities of the likely members are on average more metal-poor than the likely non-members. See text for discussion.
Pace & Li (2019), we assume that the intrinsic proper
motion uncertainties are much smaller than the obser-
vational uncertainties in proper motion, and thus the
width of the bivariate Gaussian for the UFD members
is solely determined by the uncertainties in proper mo-
tions.
We sample the likelihood function using the emcee
package (Foreman-Mackey et al. 2013), which uses the
ensemble sampler from Goodman & Weare (2010).
There were 8 free parameters in our sampling, which
were fmem, k, 〈µα〉TII, 〈µα〉TII, 〈µα〉MW, 〈µα〉MW,
σµα,MW , σµδ,MW . The parameters Re, , θ were fixed
to the values provided in Koposov et al. (2015). We ini-
tialized the sampler with 200 walkers, with 2000 steps
after a burn-in period of 500 steps to ensure a good
sampling of the posterior distributions. The member-
ship probability was then simply assumed to be the
ratio of the membership terms to the total likelihood in
equation 2.
In Table 4, Figure 10, and the top panels of Figure 11,
we present our final membership probability for each
star. As expected, we find a number of likely members
near the nominal center of Tucana II. However, interest-
ingly, we also find several stars well separated from the
center of the galaxy that also have a likelihood of being
members.
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To ensure that our identification of likely members
is accurate, we investigated whether we recovered the
known sample of Tucana II members from Walker et al.
(2016) and Chiti et al. (2018). We only considered stars
with DES g < 20 in Walker et al. (2016), as this is
comparable to the initial magnitude cut for our sam-
ple. We consider stars that have membership probabil-
ity p > 0.95 in Walker et al. (2016) and the two addi-
tional members presented in Chiti et al. (2018) to be
likely members, and stars with membership probabil-
ity p < 0.50 in Walker et al. (2016) to be likely non-
members. Results of our comparison are shown in Fig-
ure 11.
As an additional check, we also compared our catalog
of likely members with that of Pace & Li (2019), who
identified likely members based on Gaia DR2 proper
motions and DES photometry. We find that we recover
their entire sample of 10 likely (p > 0.50) members of
the red giant branch of Tucana II brighter than g ∼ 19.6.
We additionally identify three likely member stars not
found as having membership probability greater than
0.50 in their catalog. We note that two of our likely
members that appear to be more metal-rich ([Fe/H] >
−1.5) also appear as likely members in Pace & Li (2019),
further supporting that they are indeed members.
We find that our initial exclusion of stars with pho-
tometric [Fe/H] > −1.0 and log g > 3.0 removes all
but five likely non-members from Walker et al. (2016).
Furthermore, the five remaining likely non-members are
identified as likely non-members from our method, since
we derive membership probabilities p < 0.10 for all
those stars. We re-identify all likely members of the
red giant branch from Walker et al. (2016) and Chiti
et al. (2018) as highly likely members in our sample (all
p > 0.99). The one likely member we are not recov-
ering from Walker et al. (2016) is on the horizontal gi-
ant branch, since we exclude stars not on the red giant
branch from our sample. In addition to re-identifying
all the known likely members on the red giant branch,
we here identify likely members both in the core of Tu-
cana II and several half-light radii away from it. This
result demonstrates that SkyMapper photometry and
Gaia proper motions very efficiently identify likely mem-
ber stars of UFDs, and by extension, alleviate the prob-
lem of foreground contamination when studying these
systems.
We further note that our selection procedure excludes
all known non-members in the core of Tucana II. This
fact implies that it may be possible to identify mem-
bers of Tucana II, agnostic of the spatial distribution of
stars. Purely as an exercise, we recompute membership
probabilities after excluding the spatial terms in Equa-
tion 2 and present the result in the bottom panels of
Figure 11. We find, as expected, that we still exclude
all known non-members in the core of Tucana II and re-
identify the likely members on the red giant branch. We
additionally find a number of candidate members that
are many half-light radii from the center of the system.
In upcoming work, we indeed confirm the membership
status of a handful of these distant stars (A. Chiti et
al., in prep), which is suggestive of a more spatially ex-
tended population of stars, some tidal disturbance, or a
need to revisit the structural parameters of the system.
5.3. Metallicity distribution of likely Tucana II
members
Given the membership probabilities obtained using
Equation 2 in Section 5.2, we can now derive a MDF
for Tucana II including spatial priors. We compile the
photometric metallicity values and uncertainties derived
in Section 4, together with our membership probabilities
(see Section 5.2). We then generate a Gaussian for each
star in which the mean is the photometric metallicity,
with one σ being equal to the uncertainty in the pho-
tometric metallicity, and the amplitude being equal to
the membership probability. We then simply sum these
Gaussians to generate a MDF. The result is shown in
Figure 12.
We find a population of extremely metal-poor stars in
this distribution which makes Tucana II one of the most
metal-poor galaxies, with a MDF peaking at [Fe/H]∼
−2.9. This result follows earlier investigations that also
yielded overall low metallicities for the system (Ji et al.
2016b; Chiti et al. 2018). However, we also find a more
metal-rich component around [Fe/H]∼ −1.25. If these
photometric [Fe/H] values are taken at face value, this
higher metallicity component would suggest an extended
formation history for the system. Any indications for an
extended star formation history might, however, suggest
that even more stars at higher metallicity are present in
the system. This has not been found by other stud-
ies, as all other UFDs have been shown to not contain
stars with [Fe/H] > −1.0 (Simon 2019). It is thus un-
likely that the apparent bump at [Fe/H]∼ −1.25 rep-
resents a truly metal-rich component. As discussed in
detail in Section 4.3, the absorption features around the
Ca II K line (most importantly the CN feature) artifi-
cially increase the measured metallicity of each star in
accordance with their carbon abundance. Thus, the high
metallicity population may instead be indicative of the
presence of strongly carbon-enhanced CEMP stars in
Tucana II. Given that the metal-poor halo population
contains a significant fraction of CEMP stars (Placco
et al. 2014) and that UFDs have not yielded many
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Figure 11. Top left: Spatial distribution of stars, colored by their membership probability using the likelihood function in
Equation 2. Stars with membership probabilities p > 0.95 and g < 20 in Walker et al. (2016), as well as additional confirmed
members from Chiti et al. (2018), are outlined in red. Stars with membership probabilities p < 0.50 and g < 20 in Walker et al.
(2016) are outlined in blue. Top right: Same as left panel, but only including stars with membership probability of p > 0.10
from our study. We find that we exclude all known non-members and recover all known members in the literature, except for one
horizontal branch star, which naturally would have been excluded by our selection along the red giant branch of an isochrone.
Bottom panels: Same as top panels, but membership probabilities are computed excluding the spatial terms in the likelihood
function in Equation 2. We find several additional candidate member stars in Tucana II that are distant from the center of the
system. However, further investigation is needed before these distant stars can be classified as likely members. Note that the
color scheme for membership probabilities is different compared to that used in Figure 10, to visually aid the identification of
marginal members.
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Figure 12. Left: color-magnitude diagram of Tucana II with stars that have membership probability p > 0.50, based on the
methodology presented in this paper. Each star is colored by its photometric metallicity value. A 12 Gyr, [Fe/H] = −2.5
MIST isochrone is overplotted for reference (Dotter 2016; Choi et al. 2016). Right: metallicity distribution function (MDF) of
the Tucana II UFD based on our membership likelihood analysis. It is largely composed of extremely metal-poor stars with
[Fe/H] ∼ −3 but we also find a population of stars at photometric [Fe/H]∼ −1.25. The latter group is suggestive of additional
carbon-enhanced metal-poor giants with overestimated metallicities (see Section 4.3 for discussion). We note that all stars with
photometric [Fe/H] > −1.0 are removed from our sample, and our grid for deriving metallicities extends down to [Fe/H] = −4.0.
Thus, our MDF is only populated by stars with metallicities between those values, and extensions above [Fe/H] = −1.0 and
below [Fe/H] = −4.0 are due to uncertainties in the photometric [Fe/H] for individual stars.
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strongly enhanced CEMP stars ([C/Fe] > 1.0), this is an
interesting option to explore further with spectroscopic
followup observations.
6. CONCLUSION
In this paper, we present an application of deep imag-
ing carried out with the SkyMapper telescope to derive
stellar parameters for stars. We find that by modeling
the predicted fluxes for stars over a wide range of stellar
parameters, we can accurately and precisely measure the
log g and metallicities of stars, solely from photometry.
We then apply this technique to the Tucana II UFD.
Previous studies of UFDs were hampered by the pres-
ence of foreground, metal-rich main-sequence stars. We
demonstrate that by leveraging these photometric stel-
lar parameters, we can efficiently identify member stars
of these generally metal-poor systems and derive photo-
metric metallicities for these stars. We can also derive
quantitative membership probabilities by using Gaia
DR2 proper motion data, after removing foreground
contaminants using our photometric stellar parameters.
Using these membership probabilities, we are able to
(1) identify a handful of stars several half-light radii
from the center of Tucana II that have high membership
probabilities and (2) derive a MDF for the system. We
identify additional possible members of the Tucana II
UFD upon removing the spatial likelihood terms when
computing membership probabilities. Follow-up spec-
troscopy of several of these stars will be presented in an
upcoming paper (A. Chiti et al, in prep), in which we
find that a handful of distant stars are indeed members,
based on spectroscopic metallicities and radial velocity
measurements. The MDF of Tucana II is either sugges-
tive of an extended period of star formation history, or
the presence of some very carbon-enhanced metal-poor
stars in Tucana II, with the latter option being more
likely. Future work will apply this technique to other
UFDs to derive spatially complete MDFs and to inves-
tigate whether any other UFDs may host a spatially
extended population of stars.
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