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Abstract
The measurement of the tunneling time in attosecond experiments, termed as attoclock, offers a fruitful
opportunity to understand the role of time in quantum mechanics. It has triggered a hot debate about
the tunneling time and the separation into two regimes or processes of different character, the multiphoton
ionization and the tunneling (field) ionization. In the present work, we show that our tunneling model
presented in previous work, explains the non-adiabatic effects (photon absorption) in the interaction of
atoms with strong field as well. Again, as it was the case in the adiabatic field calibration, we reach a
very good agreement with the experimental data in the non-adiabatic field calibration of Hofmann et al
(J. of Mod. Opt. 66, 1052, 2019). Interestingly, our model offers a clear picture for the multiphoton and
tunneling parts. In particular, the tunneling part is now resolved by the non-adiabaticity, which is mainly the
absorption of a number of photons that is characteristic for the barrier height. The well known separation of
multiphoton and tunneling regimes (usually by Keldysh parameter) is clarified with a more advanced picture.
Surprisingly, at a field strength F < Fa the model indicates always a delay time with respect to the quantum
limit, which is the ionization time at atomic field strength Fa, where the barrier suppression ionization sets
up.
Keywords: Ultrafast science, attosecond physics, tunneling and ionization time delay, non-adiabatic effects,
time-energy uncertainty relation, time and time-operator in quantum mechanics.
A. Introduction
In previous works, we presented a tunneling model, in
which the tunneling time (T-time) is a delay time with respect
to ionization time at atomic field strength Fa. Our tunneling
time is impressively in good agreement with the attoclock re-
sult or the attosecond (angular streaking) experiment for He-
atom [1], of Landsmann et al [2–4], and for Hydrogen atom [5]
of Sainadh et al [6] (apart from a factor 1/2). Furthermore,
our tunneling time picture [1] shows an intriguing similarity
to the famous Bohr-Einstein weighing photon box Gedanken
experiment (BE-photon-box-GE) [7], [8] (p. 132), where the
former can be seen as a realization of the later.
Our simple tunneling model was introduced in [1] (see
fig 1). In the model an electron can be ionized by a laser
pulse with an electric field strength (hereafter field strength)
F , where a direct ionization happen when the field strength
is larger than a threshold called atomic field strength Fa =
I2p/(4Zeff ) [9, 10], where Ip is the ionization potential of the
system (atom or molecule) and Zeff is the effective nuclear
∗
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charge in the single-active electron approximation. However,
for F < Fa the ionization can happen by tunneling mechanism,
through a barrier, which is built by an effective potential due
to the Coulomb potential of the nucleus and the electric field
of the laser pulse. It can be expressed in a one-dimensional
form
Veff (x) = V (x)− xF = −
Zeff
x
− xF, (1)
compare fig 1. In the model the tunneling process can be
described solely by the ionization potential Ip of the valence
(the interacting) electron and the peak field strength F , which
leads to the quantity δz =
√
I2p − 4ZeffF , where F stands
(throughout this work) for the peak electric field strength at
maximum. In fig 1 (for details see [1]), the inner (entrance
xe,−) and outer (exit xe,+) points are given by xe,± = (Ip ±
δz)/(2F ), the barrier width dB = xe,+−xe,− = δz/F , and the
barrier height (at xm(F ) =
√
Zeff/F ) is h
±
M (xm) = (−Ip ±√
4ZeffF ), ‖hM‖ = |h+Mh−M |1/2 = δz . At F = Fa, we have
δz = 0 (dB = δz/F = 0, hB = δz = 0), the barrier disappears
and the direct or the barrier-suppression ionization starts.
In the (low-frequency) attosecond experiments, the laser
field is comparable in strength to the electric field of the atom.
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2Usually intensities of ∼ 1014 Wcm−2 are used. A key quantity
is the Keldysh parameter [11],
γK =
√
2Ip
F
ω0 = τKω0, (2)
where ω0 is the central circular frequency of the laser pulse and
τK denotes the Keldysh time. In eq 2 and hereafter, we adopt
the atomic units (au), where the electron’s mass and charge
and the Planck constant are set to unity, ~ = m = e = 1. Ac-
cording to Keldysh or strong-field approximation (SFA), for
values γK > 1 the dominant process is the multiphoton ion-
ization (MPI). On the opposite side, i.e. for γK < 1 (actually
γK << 1), the ionization (or field-ionization) happens by a
tunneling process, which occurs for F < Fa. This result is
highly refined later and is known under the Keldysh-Faisal-
Reiss (KFR) theory [12, 13], where the two regimes of multi-
photon and tunneling are more or less not strictly defined by
γK [14–16]. Unfortunately, as we will see in the present work,
the separation due to the Keldysh parameter and SFA loses
its meaning when a non-adiabatic ionization (non-adiabatic
field calibration) is considered. Obviously, the process is now
mainly described by a multiphoton mechanism. And like the
adiabatic case, the ionization time is a delay time with respect
to the ionization time at atomic field strength.
In the experiment with He-atom [2, 17], an elliptically po-
larized laser pulse is used with ω0 = 0.0619 au (λ ≈ 735nm)
and with ellipticity  = 0.87. The electric field strength
is varied in the range F ≈ 0.02 − 0.10 in non-adiabatic
(F ≈ 0.04 − 0.11 in adiabatic) calibration and for He atom
Ip = 0.90357 au. In the attosecond angular streaking experi-
ment, one uses a close-to-circular polarized laser pulse, where
the direction of laser field ensures a unique relationship be-
tween the time at which the electron exits the potential bar-
rier and the direction of its momentum after the laser pulse
[2–4, 17].
The main result of our tunneling model is the following
the tunneling time formulas [1],
τT,d =
1
2(Ip− δz)
, τT,i =
1
2(Ip + δz)
, (3)
τtot = τT,i + τT,d =
Ip
4ZeffF
The physical reasoning of the relations is the following: the
presence of a barrier causes a delaying time τT,d , where τT,d
is the time delay with respect to the ionization at atomic field
strength Fa, when the barrier disappears δz = 0, dB = 0.
It is the time duration to pass the barrier region (between
xe,−, xe,+ ) and escapes at the exit point xe,+ to the continuum
[1]. Whereas τT,i is the time needed to reach the entrance
point xe,− from the initial point xi, compare fig 1.
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FIG. 1. (Color online) Graphic display of the poten-
tial and the effective potential curves, the two inner and
outer points xe,± = (Ip ± δz)/2F , the barrier width dB =
xe,+ − xe,− = δz/F . δz =
√
I2p − 4ZeffF , Ip is the ion-
ization potential, Zeff is the effective nuclear charge and
F is the electric field strength of the laser pulse at maxi-
mum. xe,c = Ip/F ≡ dC the “classical exit” point and
xm(F ) =
√
Z
eff/F
the position at the maximum of the barrier
height hB(x), hM = −Ip +
√
4ZeffF . xa = xm(F = Fa), Fa
is the atomic field strength, see text. The plot is for He-atom
in the single-active-approximation model with Zeff = 1.6875
and Ip = 0.90357 au. For systems with different Zeff , Ip the
overall picture stays the same.
The two steps of the model coincide at the limit F →
Fa (δz → 0), and the total time is τtot = 1Ip , or τd = τi = 12Ip
at the atomic field strength Fa. For F > Fa, the barrier-
suppression ionization sets up [18, 19]. At the opposite side
of the limit, we have F → 0, δz → Ip and τd → ∞. Hence,
nothing happens and the electron remains in its ground state
undisturbed, which shows that our model is consistent. for
details, see [1, 20–22].
B. Tunneling and Ionization time delay
In this section, we show that the delay time in our tunnel-
ing model (eq 3) can be decomposed in a twofold time delay
with respect to ionization at atomic field strength Fa. This in
turn explains the tunneling time in a more advanced picture.
We can rewrite the tunneling time τd in eq 3 as the following
τT,d =
1
2(Ip− δz)
=
1
2
Ip
4ZeffF
(
1 +
δ
Ip
)
(4)
=
1
2Ip
[
Fa
F
(
1 +
δ
Ip
)]
= τa χ(F )
=
1
2Ip
Fa
F
+
1
2Ip
Fa
F
δz
Ip
= τaζF + τaΛF
= τdion(F ) + τdelt
3FIG. 2. (Color online) Graphic display, ionization time versus field
strength. Experimental data of Hofmann in the new calibration of the
field strength [17]. And our ionization time τdion as given in eq 6 for
two Zeff , Z1 = 1.687 (below), Z2 = 1.375 (middle). The FPI curves
(above) is from [17]. NITDSE (open circle) from [24], see text
The second line in eq 4 immediately shows that our tunneling
time can be easily interpreted as a delay time with respect
to ionization at atomic field strength τa = τd(Fa) = 1/(2Ip),
which is real and quantum mechanically does not vanish, where
χ(F ) is an enhancement factor for field strengths F < Fa. In
the third line, we see that both terms are time delays and real,
the second term τdelt is real because δz > 0 is a real quantity
[1]. We clearly see that the delay time in eq 4 is a twofold
delay. The first term is an ionization time delay solely because
F is smaller than the atomic field strength Fa, whereas the
second term is a delay time due to the barrier itself, which is
the actual tunneling time as discussed in details recently in
[22].
We note that the separation in a twofold time delay in eq
4, represents a unified tunneling time picture in accordance
with the unified T-time picture found by Winful (UTP) [23]
for the quantum tunneling of a wave packet or a flux of parti-
cles scattering on a potential barrier. Winful showed that the
group time-delay or the Wigner time-delay can be written in
the form
τg = τsi + τdwel, (5)
where τdwel is the dwell time which corresponds to our τdelt,
and τsi is according to Winful a self-interference term, which
It corresponds to our τion. For details, we kindly refer the
reader to our recent work [22].
It becomes now clear, ionization and tunneling can be cat-
egorized by two time delays with respect to the atomic field
strength, where the entire process is triggered by the field dis-
ruption of the laser pulse. That is completely different to the
well known separation by the Keldysh parameter in strong field
theory, where one commonly uses γK to divide the process in
FIG. 3. (Color online) Graphic display, ionization time versus
field strength. As in fig 2 with an additional curves (W, red curve) for
Zeff = 1.6875 but with Ip → Ip + ( F2ω0 )
2 (see [25] chap. 2), and
an enlarged axes ranges to show that our ionization time τdion in eq
8 gives perfectly the trends of the experimental data. In the inset the
curves for three Zeff (from below) 1.6875, 1.375, 1.0
two regions, the multiphoton γK > 1 and tunneling γK << 1.
The intermediate regime is assumed to incorporate a coexis-
tence of tunneling and multiphoton ionization, and even the
tunneling region is usually extended to cover γK ∼ 1 [2]. In
fact, the separation is not strict and is usually applied vaguely.
Interestingly, we are able to include the non-adiabatic ef-
fects, where we mainly mean photons absorption, and as we
will see, the number of the absorbed photons is characterized
by the barrier height (which depends on the field strength, see
fig 1). We find that the second term in eq 4, i.e. the barrier
(height) is overcome by photon absorption. It seems that the
non-adiabatic calibration is rather the inclusion of the pho-
tons absorption to overcome the barrier, as we will see in the
following. Such a process is usually incorporated in the an
intermediate regime, i.e. photons absorption while tunneling
through the barrier. Nevertheless, the process is primarily a
multiphoton ionization, which can be understood as the fol-
lowing
τdion(F ) =
1
2Ip
Fa
F
+
1
2Ip
Fa
F
≈0︷ ︸︸ ︷
(δz − nFω0)
Ip
=
1
2Ip
Fa
F
=
1
2Ip
ζF = τaζF (6)
The relation in eq 6 shows a very good agreement with the
experimental data in the non-adiabatic calibration of Hofmann
et al [17], as shown in fig 2. In eq 6, ω0 is the central frequency
of the laser pulse, and nF with 0 ≤ nF = floor
(
δ
ω0
)
≤ nIp =
floor
(
Ip
ω0
)
is the (minimum) number of photons required to
(climb) overcome the barrier height at a field strength F , which
is the barrier (energy) gap δz , as discussed in [20], compare fig
1. Note, in the perturbation regime where F is too small, we
4have δz ≈ Ip, nF = nIp . Whereas in the strong field regime,
np is reduced by a factor, which depends on the field strength
nF = nIp
√
1− F/Fa ≤ nIp
The function floor(x) gives the round down of a real num-
ber x, where one usually uses floor(x)+1 for the number of the
absorbed photons. Note that in eq 6 the enhancement factor
ζF is a relative dimensionless factor, and we can use the inten-
sity instead of the field strength, ζF = ζ
1/2
I =
√
Ia/IL, where
Ia = F 2a is the appearance intensity [9] and IL the intensity of
the lases pulse.
Looking at the result in eq 6, we can see interesting fea-
tures. The strong field interaction actually is dominated by
the multiphoton ionization process, as far as non-adiabatic
calibration is concerned, e.g. as done by Hoffnam et al [17].
Therefore, the question now is what or where the difference
between the weak and strong field interaction processes lies,
since we mainly encounter a multiphoton ionization process in
the strong field regime.
It seems that one of the main effects is the reducing or
lowering down the gap δz up to δz ≈ 0 at F = Fa, whereas
for too small field strength (F → 0) δz ≈ Ip. The delay time
is controlled by the enhancement factor ζF (or χ(F ) for the
adiabatic case), which becomes unity at F = Fa, at which the
ionization time becomes τdion = τa = 1/(2Ip). Nevertheless,
as far as non-adiabatic calibration is concerned, the so called
tunneling regime is incorporated in the mutliphoton process.
Because the error bars of the experiment are large (see fig 2), it
is difficult to verify that after photons absorption a tunneling
occurs at the top but below the barrier height (i.e. for (0 <
δz − nFω0) < 1). We think one can better understand this
point after eliminating non-adiabatic effects due to laser pulse
duration (envelope) and intensity fluctuations, which in our
view is responsible for the spread of the experimental points.
It is worthwhile to mention that many authors use a dif-
ferent definition for the atomic field strength, e.g. FKa = k
3 =
(2Ip)3/2 [26, 27], which is related to the Keldysh parameter.
It actually leads to the Keldysh time as we can see by the
substitution Fa → FKa in eq 6
1
2Ip
FKa
F
=
1
2Ip
k3
F
=
2Ip
2Ip
√
2IpF =
√
2Ip
F
= τK
It is well known that Keldysh time is too large, a classical quan-
tity and does not describe tunneling or (multiphoton) ioniza-
tion time [20]. This, however, shows that our time delay of eq 6
is directly connected to the strong field theory, where ζF repre-
sents the correct parameter to determine the delay time while
the atomic filed strength is given by Fa =
I2p
4Zeff
, regardless
of the Keldysh parameter γK . Hence, the Keldysh parameter
loses its significance in characterizing different regimes in the
non-adiabatic strong field approximation.
Since δz ≈ nF ω0, nF = floor( δω0 ), a tunneling mecha-
nism is rather a threshold process slightly below the top of the
barrier as already mentioned, where δz
ω0
is usually not an inte-
ger, and the absorption of nF photons lets a fairly small energy
gap δE = ( δz
ω0
− nF ) < ω0, which permits a tunneling mecha-
nism, see further below sec D. However, as we have discussed
in [21] a scattering mechanism and a nonlinear Compton scat-
tering can be involved, where an energy and momentum trans-
fer to the tunneled or ionized electron are possible, and related
to the characteristic of the interaction of the electron with the
intense laser field [28] by ∼
(
F
ω0
)2
and ∼ α
(
F
ω0
)2
, respec-
tively. α = 1/c (c the speed of light) is the fine structure
constant, which is equal to the strength of the interaction of
the photon with the electron.
The number of the absorbed photons nF is smaller than
nIp = floor(
Ip
ω0
). Only in the limit F → 0, the gap becomes
close to the ionization energy lim
F→0
δ = Ip and nF = nIp .
The case Ip/ω0 >> 1, F << Fa is commonly known as a
perturbation (multiphoton) regime through an absorption of
nIp photons (usually in the literature nIp +1 is used [25]). We
think that eq 8 is valid in this regime and the ionization time
is a delay time given by τdion in eq 6.
This way we are able to reach a very good agreement with
the revised experimental result of the non-adiabatic calibration
of the field strength of Hofmann et al [17], as was the case in
the adiabatic calibration of Landsman et al [2]. We kindly refer
to compare fig 2 in the present work with fig 4 in [1]. In fig 2,
we plot our time delay τdion of eq 6 together with experimental
data of Hofmann et al. In fig 2, the lower curve (orange) for an
effective nuclear charge of Clementi [29] Zeff = 1.6875, and
the middle (gray) curve for Zeff = 1.375. As seen in fig 2,
the difference between the two curves is smaller than the error
bars, thus, the value of Zeff is not crucial. See further below
and in sec C. In addition, in the figures the Feynman path
integral (FPI) from the same work of Hofmann et al is shown,
in fig 2 the top (purple) curve.
In fig 2, we also plotted data from numerical integration
of time-dependent Schro¨dinger Equation (NITDSE) presented
by Ivanov et al [24] (empty circles with error bars), which
shows an excellent agreement with our result. Looking back
to this earlier result we find that the NITDSE was compared
to experimental data of Boge et al [30] using non-adiabatic
calibration. The data of Boge et al [30] (not shown) differs
slightly (a bit higher) from the data of Hofmann et al [17],
so that the NITDSE result of Ivanov et al was not close to
the experimental data (of Boge et al) as it is the case in fig
5FIG. 4. (Color online) Graphic display data of Hofmann in the
new calibration of the field strength. Ionization time versus exit point
xexit = Ip/(2F ) for Zeff = 1.6875 (below), Zeff = 1.375 (above).
The FPI result from [17] is included but by using xexit = Ip/(2F )
(compare with fig 13 of [17])
2, 3, see discussion in [21]. It is possible that Hofmann et al
have benefited from the NITDSE result of Ivanov et al in the
non-adiabatic calibration of the field strength, hence, the good
agreement with NITDSE, as seen in figs 2, 3.
Using Zeff = 1.0 is unrealistic specially for field strengths
in the region near Fa. The curve with Zeff = 1.0 is plotted
in fig 3 (inset, upper curve). It matches some of the exper-
imental points for F < 0.03. It is expected to better fit an
experimental result with small field strengths F < 0.02, where
no experimental points are presented. It is also very close to
the FPI for F ≥ 0.05 (and the Larmar clock, data not shown,
see [17]). This is not expected, but possibly because the value
Zeff = 1.0 is used in FPI. Nevertheless, the FPI result does
not fit well to the experimental result. In contrast to the re-
gion of large field strengths (especially close to Fa), for small
field strengths F ≤ 0.02, the curves get very steep with a large
slope, see fig 3. Despite this steep behavior, we think that
the (ionization) time delay given in eq 6 is valid for small field
strengths, as we mentioned above. In fact, the main behav-
ior of the time delay is determined by the ∼ 1
F
dependence,
which is similar to the Keldysh time and to the classical be-
havior [20]. In fig 3, we also plotted an additional curve of the
time delay (with Zeff = 1.6875) for field strengths F ≥ 0.05
(red curve, highest), by including the shift of the continuum
given by F 2/(2ω0)2 [25]. This makes the curve flat like a hor-
izontal line, and the delay time does not fall below this limit,
unless there is another effect, which causes it. Such as the
absorption of a higher number of photons charcterstic for the
above-thershod ioinzaion regime.
Indeed, for field strengths F = 0.09−0.10 close to Fa many
experimental points are above the theoretical curves, see fig 2.
Although it is difficult to explain this due to the large error
bars, we think that is because the ionized electron absorbs
FIG. 5. (Color online) Graphic display data of Hofmann in the
new calibration of the field strength. Ionization time versus exit point
xm =
√
Zeff/F , with Zeff = 1.375 and Zeff = 1.6875 (Inset).
more photons than the threshold (n > nF ). Hence, these
points likely belong to an Above-threshold ionization (ATI)
process, which will be addressed in future work [31].
We note that our model, by including the non-adiabatic
effects, is related to the original one (adiabatic approxima-
tion), as seen form eqs 4, 6. This is important because our ap-
proximation in the adiabatic and non-adiabatic form together
offer now a detailed picture of the interaction with the laser
pulse and an unified picture for the tunneling and multiphoton
regimes in accordance with Winful UTP, as we already men-
tioned. Most of the works in the literature still puzzle about
a separation into two regimes (tunneling and multiphoton),
usually defined by Keldysh parameter γK of eq 2.
C. The exit point and the dynamics of the process
It is usual in the strong field or ultra fast science to use
the so called classical exit point xC = Ip/F , see fig 1, to char-
acterize spatially the point at which the tunneled or ionized
electron escapes the potential barrier or the atomic potential,
for details see [20]. Depending on the concept used to charac-
terize the tunneling process, it becomes a free particle at the
exit point (real tunneling time picture), or it becomes subject
to the tail of the potential (imaginary tunneling time picture).
In the present work, it is a multiphoton ionization with the
absorption of nF photons. The ionization time is a delay time
with respect to the ionization at atomic field strength Fa. A
quick look to fig 1 shows immediately that xC = Ip/F ≡ dC is
inaccurate and even wrong. However, Hofmann et al has used
xC in their recent work [17]. For the adiabatic tunneling, it
was shown in [32] that the correct exit point is xe,+ (compare
fig 1) and the use of xC (or dC) leads to an erroneous conclu-
sion. In the non-adiabatic process, the exit point xe,+ is not
suitable because the barrier height is now overcome by pho-
6tons absorption. We expect a major effect on the exit point
xe,+. Recalling again what we did in eq 6 we find:
xe,+ = xe,− = xE =
Ip ±
≈0︷ ︸︸ ︷
(δz − nFω0)
2F
=
Ip
2F
= xC/2 (7)
The initial point xi = Zeff/(2Ip) ∼ 1a.u. is small and can be
fairly neglected. We note that with eq 7 the barrier width van-
ishes dB = xe,+ − xe,− = 0, whereas the traversed distance in
this case is dh = xe− xi ≈ xE . The proess is usually depicted
as a vertical process [33], i.e. the electron climbs the potential
energy vertically. At the same time, it moves an escapes the
Coulomb potential of the atom at xE and becomes a free par-
ticle. In fig 4, we plot the ionization time as a function of the
exit point xE =
Ip
2F
. Nevertheless, because xE = xC/2 the
overall picture is similar to the case of the adiabatic calibra-
tion, see fig 2 [32]. We see a linear scaling of the time delay
with the exit point.
However, we can characterize the exit point in a differ-
ent way. As seen in fig 1, the maximum of barrier height
is located at xm =
√
Zeff
F
and we expect that the ionized
electron will climb vertically the barrier (actually the effective
potential) and escape at xm, the location of the maximum
of the effective potential curve. In fig 5, we have plotted the
ionization time versus the exit point xm =
√
Zeff
F
, for the
two Zeff = 1.375, 1.6875. Unlike xE , the exit point xm, and
hence, the curves in fig 5 depend on Zeff , but are indepen-
dent of the ionization potential Ip. The difference to fig 4 is
not remarkable, although xm is noticeably smaller. Unlike in
fig 4 the curves are not straight lines. However, comparing
the two figures 4, 5 makes it difficult to judge which is the
correct exit point. In fact, from the good agreement of eq 6
with the experimental data (as seen in fig 2) for Zeff values
larger than 1.0, i.e. Zeff = 1.6875, 1.375, we think that the
traversed distance by the ionized electron should not be too
large (not too far from the nucleus.) Since xm is significantly
smaller than xE (eq 7), most likely that the actual exit point
is rather close to xm, furthermore below sec D. xm is more
reliable since the electron move to the maximum of the barrier
height while it absorbs nF photon, where the (multiphoton)
ionization is dominated by the vertical motion (channel) [33].
That is unlike the adiabatic case, where no photon absorption
involved in the tunneling process. In the later case the hor-
izontal motion (channel) dominates the process of tunneling
(field-)ionization [33]. Finally, the so called classical exit point
xC is by no mean a correct choice (compare fig 1, see also [32]
for the adiabatic case. Indeed, it is easy to see from the barrier
width
dB =
δz
F
=
Ip
F
√
1− 4Zeff/I2p = xC
√
1− ζ(F )
that xC is modified by a factor, which become unity at small
field strength limF→0
√
1− ζ(F ) → 1. Hence, the so called
classical barrier width is justified only for F << Fa. The cor-
rect traveled distance by the ionized electron is dh = xm− xi,
where xi the initial point is small ∼ 1au and mostly negligible.
D. The intermediate regime
With our model, we have treated so far two cases the non-
adiabatic field scaling (in the present work), and the adiabatic
field scaling case in [1]. In both cases we found a good agree-
ment with the experimental result. The non-adiabatic case of
eq 6 is shown in figs 2, 3 with the experimental data of Hof-
mann et al [17]. The adiabatic case of eq 3 was shown in [1]
with the experimental data of Landsman et al [2]. The field
scaling of Hofmann et al affects a shift to a lower intensity or
field strength. It causes a shift of the time delay to a smaller
time value for the same field strength. It is in agreement with
our tunneling model as seen in eq 4, since the second term
due to the barrier itself vanishes τdelt = 0, or it cancels out as
given in eq 6. An unusual feature of the experimental data, as
seen in fig 3, is the spread of the points. This can be due to
various reasons, such as pulse length or carrier envelope phase.
It can be also caused by the intensity fluctuations.
It is now obvious that the above mentioned cases are two
limits. This immediately rises the question about the inter-
mediate regime, in which the number of absorbed photons is
smaller than the threshold nF as give in eq 6. In general, we
can set 0 ≤ np ≤ nF with np = 0, 1, 2 · · ·nF , and we obtain
τtion(F ) =
1
2Ip
Fa
F
+
1
2Ip
Fa
F
(δz − np ω0)
Ip
=
1
2Ip
[
Fa
F
(
1 +
(δz − np ω0)
Ip
)]
= τa η (F, ω0, np) (8)
We summarize the delay time as the following
τ =

τT,d = τa χ(F ) np = 0 adiabatic
τdion = τa ζ(F ) np = nF non-adiabatic
τtion = τa η (F, ω0, np) 0 < np < nF immediate
With the help of eq 8, we can treat the intermediate regime
which is usually referred to as photon absorption while tunnel-
ing. It is described qualitatively by Ivanov et al [33]. Recently,
Klaiber et al [34] explained it with the help of the scattering
theory as a transition region, in two steps. First the atom is po-
larized by virtual multiphoton absorption (the electron gains
energy), followed by the subsequent tunneling out from the
7FIG. 6. Illustration of the the intermediate regime, eqs 8-10.
weakly bound virtual states (off-shell) of the polarized atom.
In the work of Klaiber et al the tunneling from the ground
state (no virtual photon absorption) corresponds to the adia-
batic case. Furthermore, the opposite limit, called the direct
multiphoton ionization, corresponds to our non-adiabatic case,
as discussed in eq 6. Notwithstanding, we will see that the
transition region as discussed by Klaiber et al, or tunneling
out of off-shells agrees well with the intermediate tunneling as
described in our model.
However, in our non-adiabatic picture the off-shells of the
atoms (near the top of the barrier) are accessed by multipho-
ton absorption. In fig 6, we show an illustrative picture of
two intermediate cases near the top of the barrier, in which
the multiphoton absorption is followed by the tunneling. Also
two limits are shown, np = nF (no tunneling part) with the
exit point xm; and the case of F = Fa with the exit point
xm(Fa) = xa, see eqs 9-10. In the later case, the atom is
highly polarized that the barrier disappears, compare fig 1.
The time to reach the entrance point xa (which coincide with
the exit point) is the quantum limit τa, see eq 6. This pic-
ture agrees well with the scattering and the collisional rear-
rangement process in the ion-atomic collision [34, 35]. It was
discussed in [5], where a non-linear Compton type scattering
with laser pulse is proposed, following the experimental inves-
tigation of Meyerhofer et al [28] and earlier theoretical work
of Eberly et al [36]. It is a collective scattering with the laser
wave packet for high photon density or strong field, where the
electron recoil or the electric density is polarized due to the
electric field of the laser, similar to the ion-atom collision, as
discussed by Klaiber et al [34]. Note, the effect cased by the
electric field or the charge density is the same. Actually, ac-
cording to Einstein, Wheeler and Feynman electric charge and
field are the same and not independent entities [37]. We con-
clude that the collective scattering by the laser pulse, causes a
polarization of the electronic density proportional to the elec-
tric field, which suppresses the barrier that only a number of
photons nF < nI is required to the multiphoton process. See
further [5] for the similarity with double-slit experiment and
the wave-particle duality. The delay time is then given in eq
6. The limit is reached by F = Fa, where dB = 0, nF = 0
and τdion = τa = 1/(2Ip). Whereas by a smaller number of
photon np < nF ,∆n = nF − np > 0 a tunneling mechanism
accompanies the process from virtual states (compare fig 6),
which rises the delay time above the self-interacting part as
given in eq 8.
Concerning the exit point, in the general case of eq 8, it
lies between xm the non-adiabatic case or the vertical channel
and xe,+ the adiabatic case or the horizontal channel, compare
fig 6. An approximate value can be obtained by the same
procedure applied in eq 8,
xn,± =
(Ip ± δ − np ω0)
2F
It shifts the exit point from xm for np = nF towards xem (see
eq 10, fig 6), or xe,+ for np = 0 in the adiabatic case, see fig
1. The barrier width changes in the same way, which leads to
dnB =
(Ip + δ − np ω0)
2F
− (Ip − δ + np ω0)
2F
=
(δ − np ω0)
F
=
ω0
F
(nF − np) = ω0∆n
F
(9)
Note, 0 ≤ np ≤ nF for F ≤ Fa. For F = Fa, we have dB =
0, δ = 0, xn,± = 2Zeff/Ip =
√
Zeff/Fa = xm(Fa) = xa.
With eq 9 we can approximate the exit point (compare fig 6),
xem ≈ xm +
dnB
2
=
√
Zeff
F
+
ω0∆n
2F
(10)
Note, for np = nF ; ∆n = 0, we have d
n
B = 0 and xem =
xm. In this case, the ionization happens along the vertical
channel and there is no tunneling contribution, as discussed in
eq 6. Therefore, the second term in eq 10 indicates a tunneling
contribution. The interesting case is the tunneling near the
top of the barrier, that is when ∆n ∼ 1, 2 is small enough that
the tunneling probability is large. In our view, the spread of
the experimental points can be tracked back to this issue, as
already mentioned.
In short, with our model, we can explain the attoclock re-
sult. We find a very good agreement with experimental finding
in the adiabatic [2] and non-adiabatic scaling [17]. We give a
clear picture for the intermediate tunneling qualitatively and
quantitatively. We think that eqs 6, 8 are important not only
for the strong field regime, but also the quantum optics in
general.
8Conclusion In this work we have showed that our tun-
neling model is capable of accounting for the non-adiabaticity
and again (as before for the adiabatic case [1]), we have reached
a very good agreement with the experimental data in the non-
adiabatic calibration of the attoclock of Hofmann et al [17].
Interestingly, our model offers a clear picture for the multi-
photon process versus tunneling process. Particularly, in the
non-adiabatic case, the barrier itself is resolved by photon ab-
sorption (the non-adiabaticity) and the time delay becomes
now an ionization time delay with respect to the ionization
at atomic field strength, where the barrier suppression ion-
ization sets up. Further, we discussed the intermediate regime
specially near the top of the barrier, where the tunneling prob-
ability is large. The delay time then comprises two parts, the
self-interacting (multiphoton) part and a tunneling contribu-
tion. In this way, we have resolved the controversial, not strict
and vague separation (by Keldysh parameter γK of eq 2) of the
strong field ionization into two regimes, the multiphoton and
the tunneling regimes. Hence, the attoclock acquires now two
different interpretations (adiabatic and non-adiabatic), but in
both cases the time of tunneling or the multiphoton ionization
is a delay time with respect to the ionization at atomic field
strength. If we considered the experimental data of Hofmann
[17] to be the ultimate correct calibration, then the agreement
presented in this work would show that strong field interaction
is primarily driven by multiphoton ionization. A tunneling
contribution is possible especially near the top of the barrier
and can be associated with an intermediate regime or interme-
diate tunneling. The attoclock receives a new boost and the
subtlety of the experimental investigations is more important
than ever before. The investigation of the tunneling or ioniza-
tion using static field could be also an option in this direction,
especially to resolve some of the questions regarding the tun-
neling process. The tunneling versus ionization in strong field,
attosecond and ultrafast science have become more challenging
than ever.
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