This paper focuses on the robustness analysis of real-time embedded control systems that are common in many cyber-physical systems. Uncertainty in any of them induces asynchrony in the system such as communication delays or packet losses and its effects are commonly analysed in the framework of Markov jump linear systems. In this paper, we present new results that enable uncertainty quantification for general stochastic jump linear systems, not necessarily Markov process. Robustness is quantified via Wasserstein distance that assesses robustness based on shapes of state probability density functions. We show that convergence in this metric is equivalent to mean square stability. Both the transient and steady-state performance of the systems with given initial state uncertainties can be analysed in this framework. Finally, we also present new algorithms with stability guarantees that can be used to synthesize a switching policy for resource-optimal implementation of control algorithms, without significant degradation in performance. The proposed methods are also verified through numerical examples relevant to cyber-physical systems.
Introduction

Motivation
In recent times, there has been a proliferation of embedded systems in our society. Embedded systems are found in diverse products ranging from cell phones to aircraft engines. At the same time, the functionality of embedded systems is evolving from static dedicated systems to dynamic systems that adapt in real time to changes in the controlled system and its environment. The paradigm for system design and implementation is also shifting from a centralized, single processor framework, to a decentralized, distributed processor implementation framework. This evolution has resulted in a new generation of engineering systems, called cyber-physical systems, where pervasive computing, sensing and communication are common. They are typically encountered in applications such as automotive electronic control units, smart building systems, process control, energy grids, and mobile sensor networks. Such systems are large scale in nature, characterized by high degree of coordination between sub-systems. This complicates the analysis with respect to reliability, predictability, and resource utilization.
Although there are several different concerns regarding such distributed real-time embedded systems, we focus on two of those. The first concern is asynchrony, which occurs largely due to communication uncertainty, characterized by packet losses, communication delays, or multiple transmissions over unreliable network. It is well known that asynchrony causes poor predictability of system behavior, and is undesirable in safety critical systems. Typically, computational tasks wait for all the input dependencies to be synchronized. However, in the distributed setting, forced synchronization leads to much waiting; at best resulting in inefficient use of processor capacity, at worst resulting in deadlock. Many researches have been done to allow asynchrony and analyse its effect on the controller performance. Early work by Hassibi et al. [18] , modeled packet loss as an asynchronous sample and hold switch which closes with a certain transmission rate. The networked control system with packet loss was modeled as an asynchronous dynamical system incorporating both discrete and continuous dynamics, and its stability was analysed through Lyapunov techniques. Since then, this problem has been formulated in a more general setting by representing the various aspects of communication uncertainty as Markov chains [6, 30, 48, 49, 51] . Stability analysis in the presence of such uncertainty, has been performed in the Markov jump linear systems(MJLS) framework [22, 22, 27, 46, 47, 54, 55] . Most previous literatures, however, have only dealt with steady-state performance of the systems in terms of stability analysis.
The second concern is the resource constraint and energy efficiency in embedded systems. Since many embedded systems such as cell phones, mobile robots, UAVs, satellites, automotive units, etc. have constraints on computational resources and batteries, it is important to optimize the system resources. A wide range of researches have been investigated for the energyefficient design and resource optimality of systems. For example, Dynamic Voltage Scaling(DVS) [5, 8, 33, 34, 45] addresses the tradeoff between system performance and energy efficiency by considering that high performance is needed only for a small fraction of the time. In addition, [36, 37, 50] have shown that the system lifetime can be increased by taking into account energy awareness of systems to task scheduling process. Also, in [4, 7, 38] resource-constrained scheduling problems were studied. In this respect, we aim to study the resource-optimal switching policy(optimal scheduling), which is applicable to general embedded control systems.
To sum up, main contributions of this paper can be summarized as follows.
Contributions of this paper
Beyond the current literature, this paper has two key contributions.
(1) Based on the theory of optimal transport [44] , we propose new probabilistic tools for analysing the performance of stochastic jump linear systems. Compared to the current literatures that only guarantees asymptotic performance with a deterministic arbitrary initial state condition, our contribution is to develop a unifying framework enabling both transient and asymptotic performance analysis with uncertain initial state conditions. Therefore, we provide the robustness analysis tools in the context of the ability for the system to resist both given initial state uncertainties and stochastic jumps without assuming any structure (e.g. Markov) on the underlying jump process.
(2) We show that using the probabilistic framework proposed for performance analysis, one can synthesize the switching protocols for resource-optimal implementation of control algorithms. We discuss several synthesis objectives which address the commonly faced controller implementation issues in real-time embedded platforms.
Validation
Two simulations were conducted to evaluate the validity of the proposed methods. Firstly, performance analysis for an inverted pendulum, where the communication delays occur randomly was carried out. Initially, control of inverted pendulum problem with random communication delays was introduced in [47] and [54] further advanced the example with two different types of delays: sensor-to-controller and controller-to-actuator delays. Both literatures have investigated the existence of stabilizing controllers with given deterministic initial state conditions. In this paper, we consider the robustness of the inverted pendulum system when both communication delays and initial state uncertainties take place. These types of initial state uncertainties, caused by sensor inaccuracies or measurement noises are common in the real implementation. Consequently, this example shows how the proposed method can be used for the robustness analysis of stochastic jump linear systems with the existence of initial state uncertainties.
Secondly, we apply a switching synthesis on the control of quad-rotors [20, 32] . Such systems are becoming increasingly popular as aerial sensors [21] . These systems have limited onboard computational resources. Also energy consumption is an issue for practical usefulness. We implement two controllers C high : a higher performance full-state feedback controller and C low : an output-feedback controller with less aggressive performance. Implementation of C high requires more computational time and commands larger control effort, which has direct implications on energy usage. This is an important consideration for systems that operate with limited onboard energy such as mobile platforms. We expect the controllers to switch randomly due to jitters in available computational resource, inducing uncertainty in the system performance. This uncertainty is quantified using methods presented in this paper. We also determine optimal scheduling policies to implement these controllers, which optimizes CPU and battery usage without significant degradation in closed-loop performance. Thus, we artificially introduce randomness in the implementation, that has beneficial effects.
Structure of this paper
The remainder of this paper is organized as follows. In Section II, we provide a brief review of the preliminaries. Section III deals with the performance analysis of stochastic jump systems and develops computationally efficient tools for uncertainty quantification. We address the synthesis of optimal switching protocols with computational constraints in Section IV. Numerical examples are provided in Section V, to illustrate both analysis and synthesis results developed in this work. Section VI concludes the paper.
Notations
Most notations are standard. The set of positive real and natural numbers are denoted by R + and N, respectively. Further, R + 0 R + ∪ {0}, and N 0 N ∪ {0}. We denote trace of a matrix using the notation tr (·); abbreviation m.s. stands for the convergence in mean-square sense. The notation X ∼ ρ (x) denotes that the random variable X has probability density function (PDF) ρ (x). The symbol N (µ, Σ) is used to denote the PDF of a Gaussian random vector with mean µ and covariance Σ.
Preliminaries
Consider the continuous-time (ct) and discrete-time (dt) MJLS, given by
where the state vectors x(t), x(k) ∈ R n , and the system matrices A σt , A σ k ∈ R n×n . The stochastic processes σ t and σ k are time-homogeneous finite state Markov chains in continuous and discrete-time, respectively. These Markov chains take values in the set M {1, 2, . . . , m}, governing the switching among m different modes of (1a) or (1b).
For ct-MJLS, σ t is a continuous-time discrete state Markov chain with mode transition probabilities given by
where ∆t > 0, lim
is the transition rate from mode i at time t to mode j at time t + ∆t, and
Hence, at time t ≥ 0, the probability distribution π (t) ∈ R m of the modes of (1a), is governed bẏ
where Q ∈ R m×m is the transition rate or infinitesimal generator matrix with row sum
For dt-MJLS, σ k is a discrete-time discrete state Markov chain with mode transition probabilities given by
where p ij ≥ 0, ∀i, j ∈ M. Hence, for k ≥ 0, the probability distribution π (k) ∈ R m of the modes of (1b), is governed by
where the transition probability matrix P ∈ R m×m is a right stochastic matrix with row sum
In this paper, however, we will consider general stochastic jump processes σ t and σ k . Hence, the jump processes are not necessarily to be Markov and can be any arbitrary random process. Then, the resulting dynamics becomes a stochastic jump linear system(SJLS) as defined next.
Stochastic Jump Linear Systems (SJLS)
Definition 1 (Stochastic jump linear system) Tuples of the form (π(t), A σt (x(t)), M) and (π(k), A σ k (x(k)), M) are respectively termed as continuous-time (ct) SJLS and discrete-time (dt) SJLS, provided the mode dynamics are given by (1); π(t) and π(k) denote the time-varying occupation probability vectors for prescribed stochastic processes σ t and σ k , respectively.
Remark 1 SJLS, as defined above, is a collection of modal vector fields and a sequence of mode-occupation probability vectors. If the jump processes σ t , σ k are deterministic, then at each time, π(t) and π(k) will have integral co-ordinates (single 1 and remaining m − 1 zeroes), resulting a deterministic switching sequence. If, however, σ t , σ k are stochastic jump processes, then π(t) and π(k) will contain proper fractional co-ordinates, resulting a randomized switching rule where at each time, exactly one out of m modes will be chosen according to probability π(t) or π(k). Thus, starting from a deterministic initial condition, each execution of the SJLS may result in different switching sequences corresponding to random sample paths of σ t , σ k over M. Every realization of these random switching sequences results in a trajectory realization on the state space, and hence repeated SJLS executions, even with a fixed initial condition, yields a spatio-temporal evolution of joint state PDF: ρ (x (t) , t) for ct-SJLS, and ρ (x (k) , k) for dt-SJLS. Remark 3 (Switching rule and switching sequence: nomenclature) In this paper, we use the phrases "switching sequence" and "switching rule" interchangeably, to mean time-dependent switching protocol. Some papers (e.g. [28] ) make a distinction between the two by reserving the nomenclature "switching rule" for state-dependent protocol while "switching sequence" denotes time-dependent protocol. This distinction stems from a discrete linear inclusion counterexample due to Stanford and Urbano [40] , where the system admits a stabilizing state-dependent switching protocol but no time-dependent stabilizing switching sequence. Since this paper exclusively deals with time-dependent protocols, we have no scope for such confusions.
Robustness to Switching and Initial State Uncertainties
Uncertainties in a SJLS appear at the execution level due to random switching sequence. Additional uncertainties may stem from imprecise setting of initial conditions and parameter values. These uncertainties manifest as the evolution of ρ (x (t) , t) or ρ (x (k) , k). Thus, a natural way to quantify the uncertainty in the performance of SJLS, is to compute the "distance" of the instantaneous state PDF from a reference measure. In particular, if we fix the reference PDF as Dirac delta function at the origin, denoted as δ (x), then the time-history of this "distance" would reveal the rate of convergence (divergence) for the stable (unstable) SJLS in distributional sense.
For meaningful inference, the notion of "distance" must define a metric, and should be computationally tractable. The choice of the metric is very important as it must be able to highlight properties of density functions that are important from a dynamical system point of view. We propose that the shape of the density functions characterizes the dynamics of the system. Regions of high probability density correspond to high likelihood of finding the state there, which corresponds to higher concentration of trajectories. Higher concentration occurs in regions with low time scale dynamics or time invariance. For example, for a stable system, all trajectories accumulate at the origin and the corresponding PDF is the Dirac delta function at the origin. Similarly, low concentration areas indicate fast-scale dynamics or instability, and the corresponding steady-state density function is zero in the unstable manifold. Therefore, behavior of two dynamical systems are identical in the distribution sense if their state PDFs have identical shapes.
It is established in the literature that for shape comparison of density functions Wasserstein distance [16] is the right metric and not the commonly used information theoretic metric such as Kullback-Liebler divergence (D KL ) or metrics based on entropy [9, 10] . Gibbs and Su [11] have listed several distances on the space of density functions and relations among them. Amid these, the information-theoretic D KL has been prominent in the dynamical systems and control literature [31, 52, 53] . We highlight the inadequacy of entropy and KL divergence for capturing shape characteristics and the utility of Wasserstein distance for the same with the following example. shows that D KL cannot distinguish between two density functions f k (x) and h k (x) with different regions of concentration when compared with g k (x). If we associate regions of high concentration with equilibrium points, this ambiguity can cause errors in system analysis. The density f k (x) in Fig.1(b) is bimodal, implying there are two attractors at x = 1 and x = −1. The density h k implies there is only one attractor at x = 1.582, while the density for the ideal system implies there is an attractor at zero.
Robustness in terms of Wasserstein distance
Definition 2 (Wasserstein distance) Consider the metric space 2 (R n ) and let the vectors x 1 , x 2 ∈ R n . Let P 2 (ς 1 , ς 2 ) denote the collection of all probability measures ς supported on the product space R 2n , having finite second moment, with first marginal ς 1 and second marginal ς 2 . Then the L 2 Wasserstein distance of order 2, denoted as 2 W 2 , between two probability measures ς 1 , ς 2 , is defined as
Remark 4 Intuitively, Wasserstein distance equals the least amount of work needed to morph one distributional shape to the other, and can be interpreted as the cost for Monge-Kantorovich optimal transportation plan [43] .
The particular choice of L 2 norm with order 2 is motivated in [15] . For notational ease, we henceforth denote 2 W 2 as W , and assuming absolutely continuous measures, write
Further, one can prove (p. 208, [43] ) that W defines a metric on the manifold of PDFs.
Remark 5 Given two arbitrary PDFs ρ 1 and ρ 2 , supported over R n , computing W from (6) requires solving a Hitchcock-Koopmans linear program (LP), originally formulated in the economics literature [19, 23, 24] . In this framework, the PDFs are represented as samples and the sample sizes can be different for each PDF. Another formulation for computing W comes from the computational fluid dynamics community [2] , which involves computation of pressure less potential flow.
Next, we present new results for stability in terms W and simplifications in its computation.
Proposition 1 If we fix Dirac distribution as the reference measure, then distributional convergence in Wasserstein metric is necessary and sufficient for convergence in m.s. sense.
From (6), we have
where the random variable X j ∼ ρ j (x), and the last equality follows from the fact that P 2 (ρ j (x), δ(x)) = {ρ j (x)} ∀ j, thus obviating the infimum. From (7), lim
convergence. Conversely, m.s. convergence ⇒ distributional convergence, is well-known [14] and unlike the other direction, holds for arbitrary reference measure.
Proposition 2 (W between multivariate Gaussians [13] ) The Wasserstein distance between two multivariate Gaussians supported on R n , with respective joint
Corollary 1 (W between Gaussian and Dirac PDF) Since we can write δ (x) = lim
N (µ, Σ) (see e.g., p. 160-161, [17] ), it follows from (8) that
Robustness Analysis for SJLS
The robustness analysis problem for SJLS is stated as follows: given a SJLS (
, compute and analyse the performance history, quantified by
Comparison of W (t) or W (k) of uncertain systems with that of a nominal system, quantifies the degradation in system performance due to system uncertainty.
For brevity, we only illustrate the dt-SJLS case in this paper. Extension to ct-SJLS case will be obvious from the following analysis.
Uncertainty propagation in dt-SJLS
The key difficulty here is the propagation of state PDFs under stochastic switching and we present a new algorithm for such computations. Proposition 3 Given m absolutely continuous random variables X 1 , . . . , X m , with respective cumulative distribution functions(CDFs) F i (x), and PDFs ρ i (x), ∀i ∈ M. Let X X i , with probability
Then, the CDF and PDF of X are given by
, where we have used the law of total probability. Since each X i and hence X, is absolutely continuous, we have
Since any continuous PDF can be approximated by a Gaussian mixture PDF in weak sense [39, 41] , we assume the initial PDF for dt-SJLS to be m 0 components mixture of Gaussian (MoG), given by 
where
Proof. Starting from ρ 0 at k = 0, the modal PDF at time k = 1, is given by
which follows from the fact that linear transformation of an MoG is an equal component MoG with linearly transformed component means and congruently transformed component covariances (see Theorem 6 and Corollary 7 in [1] ). From Proposition 3, it follows that the state PDF at k = 1, is
where π j1 (1) is the occupation probability for mode j 1 at time k = 1. Notice that (12) is an MoG with mm 0 component Gaussians. Proceeding likewise from this ρ(1), we obtain
Continuing with this recursion till time k, we arrive at (10), which is an MoG with m k m 0 components. We comment that the expression simplifies for m 0 = 1, i.e. when the initial PDF is Gaussian.
Remark 6 (Computational complexity) Given an initial MoG and dt-SJLS, from Theorem 1, one can in principle compute the state PDF at any time, in closed form. However, since the number of component Gaussians grow exponentially in time, the computational complexity in evaluating (10), grows exponentially. For any resource-constrained environment like CPS, such computation is intractable. In the following, we show that the Wasserstein based performance analysis can still be performed in closed form while keeping the computational complexity constant in time.
W asserstein computation in dt-SJLS
For SJLS, there are no known results to represent the W distance in closed form. The main computational issue is that even with Gaussian initial PDF, the instantaneous state PDF remains no longer Gaussian but rather MoG, as shown in Theorem 1. This brings forth concerns for the exponential growth of computational complexity to obtain ρ(k). However, we introduce new results that show the existence of the analytical solution in the exact closed form to cope with above concerns for the robustness analysis of SJLS.
Lemma 1 (Mean and covariance of a mixture
with component mean-covariance pairs (µ j , Σ j ), j = 1, . . . , m. Then, the mean-covariance pair µ, Σ for the mixture PDF ρ(x), is given by
On the other hand, Σ 
Theorem 2 (W for m-mode SJLS with Dirac reference PDF) At any given time, let the state PDF for m-
and π j are the instantaneous modal PDF and occupation probability of mode j, respectively. Let the instantaneous mean and covariance of the mixture PDF ρ(x) be µ and Σ, respectively. If we define
Proof. Let us prove the equality relation first. From (6) and Proposition 3, we have
To prove the inequality relation, we invoke Proposition 4 and recall that δ (x) = lim This results in W ≤ W , and we conclude the proof. 
. . . 
where,
Proof. Without loss of generality, let us fix m 0 = 1. It will follow from the proof that the Theorem holds for any m 0 ∈ N. The rightmost equality in (20) , follows directly from Theorem 2. Thus for m 0 = 1, we have
. Hence, it suffices to prove
From Corollary 1, we have
. . , m denotes the mean-covariance pair for Gaussian components at time k, with the initial PDF being N (µ(0), Σ(0)). Note that although m number of components are explicitly appeared in the mean-covariance pair (µ j k , Σ j k ), there are actually total m k number of compo-
Since tr(·) is a linear operator and m j k =1 β j k = 1, we can simplify (21) as
Now, we recall from (15) that µ = m j k =1 β j k µ j k , and that µ µ = tr µ µ = tr µ µ . Consequently, the first, fourth, fifth and sixth term in the right-hand-side of (22) cancel out, resulting
Taking square-root to both sides, we conclude the proof.
Remark 7 (Algorithmic implication) Theorem 3 states that at any time k, there exist a Gaussian PDF N µ, Σ such that the Dirac PDF is equidistant to N µ, Σ and the instantaneous non-Gaussian SJLS state PDF in MoG form, as shown in Fig. 2 . Further, at each time, such a Gaussian PDF can be constructed (using (15)) from component Gaussians available in closed form. The practical utility of Theorem 3 stems from the fact that it obviates the need to compute the non-Gaussian PDF ρ(k) for performance analysis, which incurs exponential growth in computational complexity, as discussed in Remark 6. Most importantly, however, the computational complexity for W (k) remains constant with time, and admits a exact closed form solution without any approximations. This can be leveraged via the "split-andmerge" algorithm illustrated in Fig. 3 . Starting with an initial Gaussian PDF, linear modal dynamics results in m modal Gaussian PDFs ("split step"). Then, instead of computing the non-Gaussian SJLS state PDF, one would construct a synthetic Gaussian N µ, Σ ("merge step") followed by W computation in closed form, and repeat thereafter. Thus, at any time k, we only have m mean vectors and covariance matrices to work with.
Optimal Switching Policy
So far we have addressed the problem of uncertainty quantification in control systems which experience stochastic jumps. These jumps were assumed to be caused by factors that cannot be controlled and are external to the control system. Such scenarios are common in cyber-physical systems and are caused by uncertainty in computation and communication resources. In this section, we explore the idea of deliberately introducing jumps in the system that result in better utilization of 
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Synthetic Gaussian representation Synthetic Gaussian representation Synthetic Gaussian representation "Split" step "Merge" step "Split" step "Merge" step "Split" step "Merge" step system resources (battery, CPU time), without degrading the system performance too much. In the context of cyber-physical systems, we can consider implementation of two controllers C low : a low performance resource efficient controller; and C high a high performance resource inefficient controller. This can be generalized to switching between m such controllers. Algorithms for optimal synthesis of such switching policies that satisfy user defined tradeoffs between robust performance and resource utilization, are presented next.
Synthesis
The synthesis algorithms for switching presented here is for general linear discrete-time stochastic jump systems, which is similar to the system in (1b), but σ k are general stochastic processes. We consider there are m modes in the SJLS and evolution of the state PDF is determined by the time evolving switching probability π(k).
We directly synthesize the values of π(k) over a finite time horizon, which gives us the switching policy. We present three algorithms for synthesis of such switching policies that are based on minimization of suitable cost functions, defined on Wasserstein distance and resource utilization.
Pointwise Optimal Switching Policy (LP1)
We begin with the result in Theorem 3
which defines the Wasserstein distance of the state PDF from δ(x). The distance depends on the values of π(k).
The idea is to minimize W 2 (k) at each time step, improving the convergence to δ(x), consequently resulting in higher system performance. The optimization problem is a LP over π(k) and can be defined by W 2 (k) as follows.
where W 2 i (k)'s are known and can be computed from the current Gaussian components of the state PDF, and π(k) = [π 1 (k), π 2 (k), · · · , π m (k)] are variables to be determined for the optimality. The two linear constraints ensure that π(k) are probabilities. The solution of above LP is trivial because the optimal solution lies at the vertex of the feasible polytope. This corresponds to π * j (k) = 1 for some j and π * i (k) = 0 for i = j. Thus, this results in a deterministic switching policy at every time step. However, the value of j for which π * j (k) = 1 is not guaranteed to be same for all k. Therefore, the scheduling policy is not trivial and may not select the highest performing controller at every time step.
Switching Rule with Hard Constraints on Computational Time (LP2)
In this algorithm we impose constraints on the probabilities with which each controller can be implemented in the synthesized policy. From the CPS perspective, we want to limit the use of high performance and high resource consuming controller more than the resourceoptimal controllers and still seek superior performance by means of a switching policy. The corresponding LP is as follows:
where l j and u j are user-defined lower and upper bounds, respectively. The constraints on π j (k) results in fractional values and the scheduling policy is probabilistic.
Switching Rule with Soft Constraints on Computational Time (LP3)
In the third variation, we penalize the resource utilized in the cost function of the LP formulation. Let T = [T 1 , T 2 , · · · , T m ] be the computational times associated with each controller, and are constants. The LP can then be modified to include cost associated with CPU usage
where α i , β i are scalar weights. A desired tradeoff between performance and resource utilization can be specified by appropriately choosing α i and β i . Note that this will also output a deterministic policy, similar to LP 1, for the same reasons.
Stability of Stochastic Jump System
Solution of LP provides pointwise optimal solutions. However, this does not guarantee the stability of the switched system. We next present new stability conditions for SJLS in terms of Wasserstein distance. As shown in Proposition 1, convergence in W (w.r.t δ(x)) is necessary and sufficient for m.s. stability. This condition can be imposed as LMIs and the synthesis problem can be solved as a semi-definite programming (SDP) problem [42] . We introduce the following lemma and theorem to ensure stability in LMIs form.
Lemma 2 W between state PDF ρ(k, x) and δ(x) at time k is given by
Proof. According to Theorem 3 together with Corollary 1, we have
where µ i (k) and Σ i (k) are mean and covariance of the MoG components in the "split" step, respectively, obtained from the synthetic Gaussian N ( µ(k−1), Σ(k−1)) at k − 1, according to
Substituting (26) and (27) into (25), we get
.
Theorem 4
The discrete-time SJLS is mean square stable if
· F is Frobenius norm, π i (k) is probability distribution for each mode at time k, and operator ⊗ denotes the Kronecker product.
Proof. From Lemma 2, we have
Using tr(X Y ) = vec(X) vec(Y ), where vec denotes vectorization, (29) can be expressed as
Further, by applying vec(ABC) = C ⊗ A vec(B) to the first term of (31), we get
where I n is n × n identity matrix. Again, from Theorem 3 with Corollary 1, we note that W 2 at time k − 1 can be written as
From (33) and (34), we can rewrite W (k) 2 and
2 in terms of initial mean and covariance of synthetic Gaussian as
where A * (k) is time-varying n 2 ×n 2 matrix in the reverse order product, defined by
Therefore, finally we conclude that W 2 (k) → 0 as k → ∞, and hence the discrete-time SJLS is m.s. stable by proposition 1 if
Although (28) implies a sufficient condition for the m.s. stability of SJLS, it is not directly applicable to the optimal switching synthesis. Therefore, we introduce the following technique to convert (28) as LMIs. If the optimization to determine π(k) is carried out sequentially, then at k th optimization A
is known and A i are given. Therefore A * (k) is linearly dependent on π(k). Frobenius norm is defined as
and the constraint in (28) can be written as tr A(k) * A(k) * ≤ A * (k − 1) F , which is equivalent to the following LMIs in X and π i (k) [3] . tr(X) < 1, and
where X = X is a slack variable and n is the size of A i .
The LMIs in (37) have to be imposed for all k to ensure stability. This requires planning over infinite horizon, which is not feasible. Instead, we synthesize policies over a finite horizon from k = 1 to k = T . From k = T to ∞ the controller which utilizes the least resource is implemented. Since all the controllers are stabilizing, this controller ensures W (k) → 0 for k > T . The finite horizon optimization achieves an optimal trade off between performance and resource utilization during transients response only. This is not restricting as we expect in practice the controllers to have significantly different transient performances, with little differences in steadystate performances.
These optimizations can be performed offline and the scheduling policy can be stored in the system memory. Whenever transients occur in the system (due to change in set point, disturbances, etc), the stored switching policy can be used to switch between controllers that provides the best tradeoff between transient response and resource utilization. The onset of every transient corresponds to k = 1 and T is chosen such that the system reaches steady-state within that time, which can be determined from the time constants of the linear system.
Numerical Examples
Robustness Analysis for Inverted Pendulum with Markovian Communication Delays
The proposed methods for the robustness analysis are applicable to any stochastic jump linear systems, not necessarily Markovian jumps. However, since asynchronous behavior such as communication delays or packet losses are being widely represented by Markovian process, we specify a system with random communication delays, which has also Markovian process.
Consider the inverted pendulum on cart in Fig. 4 with parameters described in Table 1 . Originally, this example was introduced in [47] with single communication delay term τ k between sensor and controller. The system states are x 1 = x, x 2 =ẋ, x 3 = θ, and x 4 =θ. We assume that m 1 = 1kg, m 2 = 0.5kg, L = 1m with friction-free floor. Later, this example was further exploited by [54] with two random delays τ k and d k (sensor-to-controller and controller-to-actuator delays, respectively). The sets of mode are M(τ k ) = {0, 1, 2} and M(d k ) = {0, 1}. Then, the transition probabilities of λ ij and ω rs are defined by
where λ ij , ω rs ≥ 0 and When the control action is taken at time k, the controller-to-actuator delay d k is unknown, but τ k and d k−1 are found. Accordingly, controller gain F is dependent on τ k and d k−1 . Hence, the linearized closed-loop system model with sampling time T s = 0.1 is denoted by Therefore, this system has total 6 numbers of closed-loop dynamics A σ k with σ k ∈ {1, 2, . . . , 6}. Differently from [54] where the initial state is deterministically given, we assume that the system contains initial state uncertainties as Gaussian distribution N (µ(0), Σ(0)) with Fig.5(c) , the time-varying state PDF, started with initial Gaussian PDF converges to the reference Dirac PDF located at the equilibrium point(θ = 0 • ). The bouncing appearance of W is also in unison with that of the state trajectories depicted in [54] .
Additionally, we carried out another simulation to test how this system is tolerant to different types of initial state uncertainties, which is a bimodal Gaussian in the following form: These types of multimodal uncertainties are caused by various factors such as sensing under interference [12] , distributed sensor networks [26] , multitaget tracking problems [29] and so forth. The bivariate marginal distribution associated with state x and θ for this MoG is also shown in Fig.5(b) . From the beginning, we immediately apply the "merge" algorithm into MoG, then the following synthetic Gaussian N µ(0), Σ(0) can be According to Theorem 3, this synthetic Gaussian representation preserves exactly same information in the W level. Consequently, the robustness analysis in closed form of W provides exact solutions without any approximation errors. At every time step, the "split-and-merge" algorithm, presented in Section 3.2.2 is used to propagate the state PDFs. Without using these techniques, it is practically impossible to propagate density functions and calculate W even for a finite state MJLS. The number of Gaussian components that represents the state PDF after N time steps is 6 N , which soon becomes computationally intractable. For m modes MJLS, the growth rate is m N . Using this "split-and-merge" algorithm, the W distance was computed and it is depicted by reddashed line in Fig.5(c) . Although the W distance finally converges to Dirac for both Gaussian and MoG cases, the transient behavior of the system shows dissimilar aspect. In case of MoG, W converges faster with lower bounce in magnitude than Gaussian case. From this simulation, we clearly see how the system is robust against both initial state uncertainties and stochastic jumps via W which quantifies the uncertainties. The stability of this inverted pendulum system under given initial state uncertainties is also guaranteed by the convergence of W .
Resource-Optimal Scheduling for Linear Quadrotor Systems
We present the resource-optimal switching policies described in Section 4. The system considered in here is the linearized quadrotor dynamics of which states are x = [φ, θ, ψ, p, q, r] . The full nonlinear quadrotor dynamics is given bẏ
where symbols are defined in Table 2 . The linear dynamics of this system is then obtained by linearizing the nonlinear equations of motion about hover, where x = [0, 0, 0, 0, 0, 0] .
We assume that two controllers are given to user. The first controller (C High ) provides higher performance by commanding aggressive control actions and is designed using full-state feedback. The second controller is a lead-lag compensator (C Low ) with partial-state feedback, which provides poorer performance by commanding less aggressive control actions. More details about this controller can be found in [25] . Implementation of C High requires more computational time and consumes more energy (battery) and C Low is resource economical in terms of both CPU time and energy usage.
The two closed-loop systems are discretized with sampling time T s = 0.03s. The optimal scheduling policies switch between the two controllers to obtain an optimal tradeoff between performance and resource utilization. The jump system is therefore x(k + 1) = A σ x(k), with σ ∈ {1, 2}. The switching policy determines the sequence for σ, which could be deterministic or stochastic depending on which algorithm in Section 4 is used for synthesis. The performance of the switched control system is assessed with respect to initial condition uncertainty given by a Gaussian distribution N (µ(0), Σ(0)), with µ(0) = [0.1 rad/s, −3.5 rad/s, 4 rad/s, 0.1 rad, 0.2 rad, 0.1 rad] and Σ(0) = 0.1 2 × I 6×6 , where I 6×6 is the 6 × 6 identity matrix. Fig.6 shows the performance of the control system both without switching and with LP 2 and LP 3 switching policies. Scheduling is done up to 6 seconds with the sampling time T s = 0.03s, which results in 200 sequences. For LP 2, we set a lower bound for probability of applying C Low to 0.5 and the upper bound for probability of applying C High to 0.5. This implies that C Low has to be used more than 50% at least in order to save system resources. The scheduling policy obtained with these constraints is shown in Fig.6(b) and the performance of the controller is shown in Fig.6 (a) as (blue) dashed-dot line. We observe that the switched control system performs better than C Low by applying C High 25% of the time (Fig.6(c) ) . Recall that LP 2 generates a probabilistic switching sequence which means that mode 1 or 2 will be randomly fired according to the switching probability. Due to the randomness, the actual sequence will be different in every run. The computational savings should be interpreted as average reduction in resource usage over multiple runs of the scheduler. Thus for this example, over multiple runs, on an average C Low will be scheduled 75% of the time while C High will be scheduled 25% of the time. Based on FLOPS (Floating-point Operations Per Second) count, C High takes 33% more CPU-load than C Low , therefore we can save an average of 24.75%(= 33 × 0.75) of CPU time by implementing the scheduler from LP 2 instead of applying C High all the way.
The red-solid line in Fig.6(a) shows the performance of the switched control system with the schedule obtained from LP 3. Recall that LP 3 includes the computational usage in the cost function and outputs a deterministic scheduling policy. The schedule is shown in Fig.6 (d) and we can infer that C High is active upto k = 50, followed by rapid switching between two controllers upto k = 60, then C Low is active the rest of the time. This scheduling achieves performance close to that of C High (greendotted line in Fig.6(a) ) but uses C High only 28.5% of the time, which results in about 23% saving in CPU time.
Since this scheduler from LP 3 is deterministic, this sav-ing is achieved in every run.
Conclusion
In this paper, we proposed new tools for the robustness analysis of stochastic jump linear systems. With given initial state uncertainties, Wasserstein distance that compares shapes of PDFs provides a way to quantify the uncertainties. Since the growth of PDF components in stochastic jumps is exponential in time, we presented a new split-and-merge algorithm for uncertainty propagation that scales linearly with the number of modes in the jump system. This method provides exact solutions in closed form without any approximation errors, while avoiding exponential growth of PDF components. The proposed methods are applicable not only to Markovian jumps, which is commonly assumed in the analysis of jump systems, but also to general stochastic jump linear systems. We also proved that mean square stability can be shown with regard to convergence of Wasserstein distance. These results address both transient and steady-state behavior of stochastic jump linear systems. Finally, we presented new algorithms with stability guarantees that can be used to synthesize a switching policy for resource-optimal implementation of control algorithms, without significant degradation in performance. The simulation results verified that both robustness analysis and switching synthesis are useful and practical, especially for cyber-physical systems.
