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It is shown that the spectrum of a distance-regular graph r with intersection 
array 
i 
* 1 1 . . . 1 
0 0 0 . . . 0 k:c , 
1 
k > 2, 
k k-l k-l ... k-l * 
has the unirnodal property. Consequently, the eigenvalues of the graph r are 
all rational or quadratic. 
Let r be an undirected graph whose vertex-set V(F) is the set (ZJ~ , u2 ,..., 
v,>. The adjacency matrix of I’ is the n x n matrix A = A(r), over the 
complex number field, whose entries aij are given by 
a,j = 1 if vi and vi are adjacent, 
= 0 otherwise. 
DEFINITION 1. The spectrum of r is the set of distinct eigenvalues 
4l , 4 ,**-> Od of A(F), together with their multiplicities, written m(&), 
m(4),..., m(0,). Since r is undirected, A is symmetric, and so the Bi are all 
real numbers. We arrange the Bi in increasing order, namely, 0, < O1 < *.. < 
e d- 
Many studies have been done on the spectra of graphs by many mathe- 
maticians. Some of them may be found, for instance, in Biggs [2]. 
* Present address: Ohio State University, Columbus, Ohio. 
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Here, we devote ourselves to the study of the spectra of certain specific 
graphs, namely, distance-regular graphs with intersection matrix 
0 1 
k 0 1 
k-l 0 
0 
. 
B= k-1 :. 
. . 1 
0 0 
k--l kC1 
i.e., with intersection array 
t 0 * 0 1 0 1 . . . 0 1
k k-l k-l ... k-l * 
It would be nice if we could classify all such distance-regular graphs with 
diameters greater than a certain fixed number. However, at present, it seems 
difficuh to get a conclusive answer to this problem, although no nontrivial 
example of such graphs with large diameter is known. 
The two extremal cases c = k and c = 1 have been studied extensively by 
Hoffman and Singleton [5], Feit and Higman [4], Singleton [7], Damerell [3], 
Bannai and Ito [I], and others (see also, Biggs [2]). 
In the two special cases, c = k and c = 1, we can observe that the following 
“unimodal property” holds for the spectrum of such a graph (when we 
suppose the existence). 
DEFINITION 2. We say that the spectrum of a graph I’has the unimodal 
property if there exists a number i, with i E (0, I,..., d}, such that 
m(&> < m(4) < *** < m(&) 
and 
m(B,+l) > m(B,+,) > +** > m(0,). 
The main purpose of this paper is to show (in Theorem A in Section 4) 
that the unimodalproperty holds for the spectrum of a distance-regular graph 
with the intersection matrix B mentioned above (when k > 2). As an imme- 
diate corollary to this theorem, we get that the eigenvalues of (the adjacency 
matrix A(r) of) the graph r are all rational or quadratic. We hope that this 
information will be helpful for a further study of distance-regular graphs. 
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1. PRELIMINARY RESULT 
The reader is referred to Biggs [2] for the definition and fundamental 
properties of distance-regular graphs. Briefly, a graph is distance-regular if 
it forms an association scheme with respect to the distance. 
We fix the following notation throughout this paper. 
Let s, t, r be defined by 
and 
k-l=s2 with s > 0, 
c=tfl 
r=d+l. 
Also, let D be defined by 
D=(d+l)-+ d + $ (d - 1) = f d(s - l)(s - t) + $ (s2 - t). 
Note that D < 0 implies s < t (< s2). 
Now, let r be a distance-regular graph of diameter d with intersection 
matrix B defined above. Thus, B is a (d + 1) x (d + 1) (= r x r) matrix, 
and is also written as 
: 
0 1 
s2+1 0 
s2 
B= 
0 
Let B’ be the d x d (= (r - 1) x (r - 1)) matrix defined by 
B’ = 
‘0 I 
k 0 1 
k-l 
0 
0 . 
k-1 :. 
. . 1 
0 0 1 
k-l k-l c 
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We write char(B) and char(B’) for the characteristic polynomials of the 
matrices B and B’, respectively. The number k (= the valency of r) is 
obviously an eigenvalue of B and B’. Thus, we can write 
char(B) = (X - k) F(x), 
char@‘) = (X - k) E(x), 
where F(X) and E(X) are polynomials in x of degree d and d - 1, respectively. 
We have the following: 
PROPOSITION 1. Let h + p = x and Xv = sa. Then 
E(x) = $--{(A + 1) Ad--l  cp + l)Pd-117 
F(x) = & ((A + l)(h + t) Xd-l - & + l)& + t) CLd-Y. 
Moreover, ~%---a) = lim,,_,, E(x) and F(-2s) = lim,,-,, F(X). In addition, 
if 1 x 1 < 2s and if we put x = -2s cos 4, then 
E(x) = w  /sin d$ - i sin(d - 1) 41 , 
F(x) = (-I)&$ 1~ sin(d + 1) C$ - (1 + t) sin dq3 + s sin(d - 1) 41 . 
Proof. This proposition is more or less well known and is easily verified. 
See, for instance, Biggs [2, Lemma 23.31 or the argument in [l]. 
It is well known that for any distance-regular graph of diameter d, A has 
d + 1 distinct eigenvalues 13, , 8, ,..., 8, and they are the eigenvalues of the 
intersection matrix B (cf. [2, Proposition 21.21). Thus, the eigenvalues are 
with multiplicity 1 in B and with multiplicity m(Od) in A. The m(O,) are 
calculated just from B (at least theoretically). In our case, we have the 
following: 
PROPOSITION 2. Let B be as before. If B (f k) is an eigenvalue of B, then 
n . k(k - l)d-l 
m(e) = (k - e) F’(e) E(e) 3 
where m(e) is the multiplicity of the eigenvalue B in A, n = ) V(r)1 , and 
F”(x) = d/dxF(x). 
Proposition 2 follows at once on specializing M of [6, Appendix] to B. 
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Proposition 2 is important as our starting point. In what follows we try to 
find more conveneient functions m(x) in real variable x such that for any 
eigenvalue 0(# f/c) of A, n2(8) gives the multiplicity of 6 in A. It is known 
that if c = 1 or c = k, then there exists a function m(x) which is expressed as 
a quotient of two quadratic polynomials [3] (see also, [2, Proposition 23.51). 
If this also were true in our case, the proof of the unimodal property of the 
spectrum of our r would be easier. However, in our case, we can find a 
function m(x) which is, in general, expressed as a quotient of two cubic 
polynomials. Therefore, we need a rather involved argument to show the 
unimodal property of the spectrum of r. 
We conclude this section by mentioning the following: 
PROPOSITION 3. Zf c # k (i.e., if t # s2) in our graph r, then c < k - c. 
Proof of Proposition 3. We prepare two lemmas. 
LEMMA A. Let 17 be a distance-regular graph of diameter d with the 
intersection array 
i 
* 1 c2 “’ cd-1 cd 
0 0 0 ... 0 ad ? 
!  
with ad # 0. 
k b, b, ... bd--l * 
Let Z be the graph whose vertex-set V(Z) is the set of pairs (x, i) where 
x E V(n) and i E {I, 2}, and two vertices (x, i) and (y,j) are adjacent if and 
only if i # j and x and y are adjacent in 17. Then Z is a (bipartite) distance- 
regular graph of diameter 2d + 1 with the intersection array 
! 
* 1 c2 ... cdwl cd ad bdWI ... b2 b, k 
0 0 0 ... 0 0 0 0 ... 0 0 0 . 
k h b, .‘. b&, ad cd cd--l ‘.. c2 1 * I 
Proof. Straightforward. 
LEMMA B [2, 2OC, (a)]. Suppose there is a distance-regular graph of 
diameter d with intersection array 
I 
* 1 c2 --' cd-1 cd 
0 aI a2 "' adpI ad 
k b, b, **. b,_, * 
Proof. We can easily see that ci < bdpi . Then use the inequalities 
b, 3 b2 3 ... >, bdvI (see, e.g., [2, Proposition 20.4, (2)]). 
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Proposition 3 is immediately obtained by combining Lemma’s A and B. 
As an immediate corollary to Proposition3, we have: 
COROLLARY TO PROPOSITION 3. Zf t 2 s in our graph I’, then s > 71J2. 
2. THE FUNCTION m(8) 
First, we investigate the distribution of the eigenvalues of B. 
In what follows we always assume that 0,) 8, ,..., 8,-, , ed are the eigen- 
vtilues of B and 0, < 8, < ‘.. c 8,-, < ed (= k). Also, we assume that 
k > 2. 
PROPOSITION 4. For h = 1, 2,..., d-l, we have I&) ~2s (with s2= 
k - I). Zf we put 0, = -2s cos +hh , then 
While, 
(h + 1)~ 
dfl ’ 
e, = -2s cos do, with 0 -C $0 < e, if D>O 
= -2s, if D=O 
=--s y+$, ( 1 with 1 < y < 5, if D<O, 
where 
D=(d+l)-+ d + $ (d - 1). 
(When D < 0, y = t/s if and only ift = s2.) 
Proof. For a real number x, let sgn(x) = 1, --I, 0 according as x is 
positive, negative, or zero. We have 
F(--2scosh-&) =(-l)d-hsd]~-~Cos/,~l for 
F(-22s) = (-s)~ D, 
h ~(1, 2 ,..., d), 
F t2 + s2 -___ 
t 
= (-l)d $f ($ - t). 
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Now, our assumption that s 2 21i2 (and 0 < t < 9) implies that ((t + 1)/s) 
- (2t/s2) is always positive. Thus, 
sgn F -2scos h d; 1 ( ( 
~ 
1) 
= (-l)d-h (1 <h <d), 
sgn(F(-2s)) = (- l)d sgn(D), 
and 
sgn F 
( ( 
t2 + s2 
-t 
1) = (- l)d sgn(s2 - t) 
(and s2 - t > 0). 
Hence, we have the desired result by the intermediate theorem in college 
calculus. 
Now, let us set 
x=h+p, 
k-I((=.?)=&4 
and 
therefore, 
h = -seid = -se&, 
p = -se-id = -se-*; 
x = -2s - cos 4 = -2s - cash 4. 
Let us define the functionsf(x), g(+), and h(#) as follows: 
f(x) = nk . ;22 1;; 
1 
2d + ((9 - 1)/(x + s2 + 1)) - ((t2 - s2)/(rx + t2 + s2)) ’ 
g(4) = nk * 
S2 
s2 + 2s . cos 4 + 1 
4 sins 4 
. s2{(2d + 1) sin 4 - sin(2d + 1) +} , 
- 2s{d * sin 24 - sin 2d+} + ((2d - 1) sin fj - sin(2d - 1) I$} 
and 
h($) = nk . 
s2 
s2 + 2s . cash $ + 1 
4 sinhg I/ 
’ s2{sinh(2d + 1) 4 - (2d + 1) sinh #} 
- 2s{sinh 2dt,b - d sinh 2#} + {sinh(2d - 1) # - (2d - 1) sinh #} 
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(It is shown that if D = ,O thenf(x) has a removable singularity at x = -2s. 
So, we definef(-2s) = lim,,-,,f(x). Similarly, we define g(0) = lim,,, g(#) 
and h(O) = lim,,, h(#).) 
PROPOSITION 5. Suppose that 8 is an eigenvalue of A. Then 
m(e) = i if 0 = k or -k, 
43 =m if 0 # fk and 0 # -2s, 
m(e) = m if e = -2~. 
Let 0 = -2s . cos $* = -2s * cash #*. Then 
m(e) = 8($*) = h(h) if 6 # &k. 
Proof. It is well known that m (+k) = 1 because the graph r is connected 
(see, e.g., [2, Propositions 3.1 and 8.21). So, we may assume that 8 # fk. 
Define 
S, = (- 1)’ sin r+, c, = (--s)r cos r+, T, = 6% + %d& . 
From Proposition 1, we obtain that F(x) = Td+l + tTd and that E(x) = Td = 
-(l/t) Td+l (modulo F). Also, dT,/d4 = {rC,. + (r - 1) C,-,}/S, - T,. cot 4. 
Therefore, 
F’(x) = dF/d$ + dxld+ = d(Td+l + tTJd# + (-2S,) 
= W + 1) G,, + 0 + 1) G + W - 1) C,-J/S, 
- F cot #I/(-2SJ, 
Therefore, 
(1) 
= - & [{(d + 1) Cm + GK% + XL,) - {G + (d - 1) G-1) 
x (&+1 + w (modulo F) 
=- & MG+,S, - CJ,,, + G,J,-1 - Cm%+1 + Cc&-, 
- Cdkd + cd+& + (G,lSd-1 + G-lSd,l) + G-l&) 
= ‘$‘~-’ [2d(s2 sin 4 - s * sin 24 + sin +} 
+ s2;sin 4 - sin(2d + 1) +} + 2s . sin 2d$ - (sin(2d - 1) 4 
+ sin $11 (2) 
by the trigonometrical addition formulas. 
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First, suppose that 8 # -2s. Since ~9 is an eigenvalue, R’(0) = 0. so con- 
gruence (2) is an equality when x = 0. Substituting this into Proposition 2, 
we get m(B) = g(#+). If I 6’ I > 2s, then C& is imaginary. Put +* = i& . 
Then we have m(B) = A(#,). 
By Proposition 1, 
e2(d-l)iQ _ ,h d-1 _ G + w + t) - ( ) P 0 + 1)(X + t) (modulo F). 
Hence, 
(-2i . s)(s2 sin(2d + 1) 4 - 2s * sin 2d+ + sin(2d - 1) $} 
= (A3 + 2h2 + ~)e2'd-1"d _ &3 + +2 + p)e-2’d-l’id 
(modulo 8’). 
Therefore, 
~2 sin(2d + 1) + - 2s . sin 2d+ + sin(2d - 1) 4 
zz s2 + x + ’ (t2--2)sin 4 - 
s2 + tx + t2 
(modulo F). 
Substituting this into (2), we get 
up’ = (-s)~~-~ ‘24; ‘+-2x /2d + x z ,: 1 - tx r;; “; s2 1 
(modulo F). 
When x = 8, this congruence is an equality. Thus, substituting this into 
Proposition 2, we get m(e) = f(e). 
NOW suppose that 0 = -2s. We prove 4-2s) = $f(-2s) = g(0) by 
evaluating these directly. 
,,ks2d-2 s2d-2(k + x) s2 - t2 
(k (2s - x){2s + x} 2d + 4;: 1 + I s2 + tx + t2 I . 
We can easily verify that both factors with in the braces are zero at x = 
-2s because F(-2s) = 0 and so D = 0. By l’Hopital’s rule, we get that 
nk s2d-2 
(k + 2s)f(-2s) 
s2d--2(k - 2s) o _ 
(4s) . 1 I 
s2 - 1 t(s2 - t”) 
(9 - 2s + 1)2 - (9 - 2st + t2)2 I 
s2d--5(s2 - t)(s”(t + 1) + s(t2 - 6t + 1) + t2 + t} -- 
4(s - I)(s - t)3 (3) 
SPECTRA OF GRAPHS 283 
Since D = 0, 
d = (8 ” $a_ f) . 
By expanding the functions S,. , etc., as Taylor series around C/J = 0, we have 
S 
-z=(-s)'-1.r. 1 - 
Sl I 
7 4" + o(p)/ . 
This value approaches r(-s)+-l as 4 -+ 0. Hence by (4), 
E(-2s) = d(-s)d-1 + (s - I)(-s)~-~ = -(-~)~-l’s. (5) 
Also, 
d S, --= 
( 1 d+ SI 
-(-,,-lr(r23- 1) 4 + O(43); 
therefore, (1) gives 
~‘(-2s) = - & [(-sy (d + l){(d + I)” - l> + (t + l)(-W1 d(d2 - 1) 
+ t(-~)d-~ (d - l)((d - 1)2 - l} - (-@ d2Dl 
= - & (-s)~-~ d{2(s2 - t) d + 2s2 + (t $- 1) s + 2t3 
- 
(-S)d-2 (s2 - ‘) {s2(t + 1) + s(t2 - 6t + 1) + t2 + t) 
6(s - 1)2 (3 - ty 
by (4). Combining this with (5) and (3), we get ~~(-2s) = $f(-2s). 
We can verify in a similar way that m(-2s) = g(0) = h(O) when D = 0. 
Thus, the proof of Proposition 5 is completed. 
Remark. The expression off(x) in Proposition 5 shows that f(x) can be 
expressed as a quotient of two polynomials of degree at most 3. This result, 
together with an expression of m(0) essentially the same as our expression, 
was obtained by Georgiacodis [9] (communicated to us by N. Biggs and 
R. Damerell). The authors also thank R. Damerell for pointing out the 
confusion in this section in the original manuscript. We also thank the 
referee for suggesting the simplification of the exposition of the proof of 
Proposition 5. 
3. THE GRAPH OF y =f(x) 
The purpose of this section is to study the shape of the graph of the function 
y =f(x). In particular, we show that the function f(x) is unimodal in a 
certain interval which contains most of the eigenvalues Bi of A. 
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In what follows, we always assume that k > 2. Put r = d + 1, a = -2s . 
cos(m/2r), b = -2s * cos(+). 
PROPOSITION 6. Let t > s > 71i2, d > 4. Then 
nk(4s2 - b2) 
f(*b) ’ 2.45d(k2 - b2) * 
Proof. If d > 5, then 
s2 - 1 s + 1 
< ‘yr-j-’ < 
7112 + 1 
s2fb+1 = ... 71/z 1 2.215 < 0.45d, - 
and if d = 4, then 
s2 - 1 s2 - 1 
s2&b+1 G s2 - 2s * cos(7r/5) + 1 
6 
Hence, 
G 8 _ 2(71/2) cos(?r/5) G lh2 ‘.’ < o*45d* 
4s2 - b2 1 
fcfb) ’ nk ’ k2 - b2 2d + O&d - 0 ’ 
~oPOsmoN 7. Let t > s > 7112, d > 4. If D > 0, then 
f(b) >fW > 0. 
Proof. Since D = (d + 1 - (d/s)) - (t/s)(d - ((d - 1)/s)) > 0, we get 
1 
;>1--= 
d+l 
I-‘. 
Therefore, we have 
t2 - s2 1 - (s/t)2 
t2 + ta + s2 = 1 - 2(s/t) cos(r/2r) + (s/t)” 
1 - (1 - (l/r))2 
< 1 - 2(1 - (l/r))cos+/2r) + (1 - (l/r))2 
- r 
2 - (l/r) 
1 + 2(1 - (l/r)) r2(l - cos(7r/2r)) 
2 - (l/5) 
G r . 1 + 2(1 - (l/5)) 52(1 - cos(7r/lO)) 
< 0.61r 
< 0.77d. 
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By the proof of Proposition 6, 
Therefore, 
s2 - 1 
se&b++ 
< 0.45d. 
k2 - a2 t2 - s2 
nk(4s2 - a”) ( 
2d- 
t2 + ta + s2 ) 
> (s2 - 1)2 (1.23d) > o 
4nks2 sin2(rr/2r) ’ 
and 
f(b) 1.23 4 f(a) ’ I .23(s2 - 1)2 sin2(r/r) x 36 x cos2(v/10) 2.45( + 1)2 sin2(n 2r) > 2.45 x 64 > , 
For later use, let us note that D > 0 if t < s. 
PROPOSITION 8. If t < s or if0 d 0, then f (x) is unimodal in the interval 
I: -2s < x < 2s. 
If t > s and D > 0, and if also d > 4 and s 3 71f2, then f (x) is unimodal in 
the interval 
J: b < x 6 2s, 
where b = -2s cos(n/(d + 1)) as above. 
Proof: Let us set 
where 
f(x) = nk . .“I, y 1 . tx ‘aa{z)’ s2 , 
a(x) = (2d)(x + s2 + l)(tx + t2 + s2) + (s2 - l)(tx + t2 + 9) 
- (t2 - s2)(x + s2 + 1). 
Let v, w  be the roots of a(x), with v < W. First, let t # 0. Let u = -(s2 + 
t2)jt. Note that u < -2s unless s = t, and u > -k unless t = 1 or s2. Then 
f will have simple zeros at u, -2s, 2s, and simple poles at D, W, k unless some 
of these coincide. 
sgn(a(-k)) = sgn(-(s2 - t)(t - 1)) = 0 or - 1, 
sgn(a(-2s)) = sgn(D(s - t)), 
sgn(a(0)) = 1. 
(6) 
Therefore, if 1 < t < s or if t > s and D < 0, then v and w  are both less 
than -2s. If t = s, then w  = u = -2s, so f has a simple zero here. And if 
t = 0, then a(x) has just one zero, which is easily shown to be less than -k. 
In all these cases, f(x) is finite in the interval 1, f (&2s) = 0, and f(x) > 0 
for -2s < x < 2s. Hence f has a maximum in I. If f had any other turning 
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points in Z, then for some y the equation f(x) = y would have at least four 
solutions, which is impossible because f is the quotient of two cubic poly- 
nomials. So f is unimodal in I. 
Now suppose that D = 0. Then s < t < 9, so by (6) 
v<-kcu<-2s=w. 
The pole and zero at -2s cancel, and the above argument now shows that f 
is unimodal in the interval u < x < 23, which contains Z. 
The proposition is therefore proved, except for t > s and D > 0. In this 
case, by (6), we have 
v<-k<u<--2s<w<O<2s. (7) 
By Proposition 7,f(u) > 0 <f(O); so w  < a. Therefore, the graph off(x) in 
the interval u -C x < 2s has the shape shown in Fig. 1. Proposition 7 shows 
that the turning points shown at LX, /3 do exist. If f had any more turning 
points in this interval than the three shown, there would have to be at least 
two extras. This is impossible because f’ cannot have more than four zeros. 
Hencefis unimodal in the interval (Y < x < 2s, which contains J. 
FIGURE I 
4. THEOREM A (UNIMODAL PROPERTY OF THE SPECTRUM OF r) 
The purpose of this section is to prove the following main theorem: 
THEOREM A. Let T be a distance-regular graph of diameter d with the 
intersection array 
I 
* 1 1 . . . 1 
0 0 0 . . . 0 k:c 
1 
with k > 2. 
k k-l k-l ... k-l * 
Then the spectrum of r has the unimodal property. 
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First, let us consider the cases d = 2 and d = 3. 
PROPOSITION 9. If d = 2 or 3, then Theorem A is true. 
Proof. Suppose d = 2. We have only to show that m(%,) > 1. A direct 
calculation shows that 
m(%,)=;k( k+;-3 + k+;-l),l, 
where 01 = (c2 - 4c + 4/$@. Done. 
Suppose d = 3. A direct calculation shows that 
(k - 1) r;‘(X) E(X) = b(x) (mod J’W>, 
where 
b(x) = (s2 + t)(s2 + t2 - 1) x2 - (t + l)(s2 - t)(s2 + t - 1) x 
+ s2{2s4 - (P + t - 3)s2 - (13 + t2 - t - 2)). 
By Proposition 4, %, < 8, < 0 < 3, < -%, , and so we can get b(%,,) > 
b(%,) and b(%,) > b(%,). By Proposition 2, m(%,) < m(%,) and (1 < ) m(%,) < 
m(%,). Done. 
Thus, in what follows, we always assume: 
ASSUMPTION. d 2 4. 
Let us recall that we use the notation r = d + 1. Thus r > 5. 
A rough idea of the proof of Theorem A (for d > 4) is as follows: We 
have already shown thatf(x) has the unimodal property in a certain interval 
that contains %1, 8, ,..., edpI . Therefore, in order to prove the unimodularity 
of m&J, m(4), m(@2L., m(%,-,), m(%,J, we have only to show that m(%,-,) > 
m(%,) = 1 and that m(%,) < m(%,). Proposition 10 proves the first assertion, 
and Proposition 11 is used in order to show the second assertion. 
PROPOSITION 10. f(%,-,) > m(%,) = 1. 
Proof. We first show that f(2s cos(v/r)) > 1. Suppose s 3 t. Then by 
looking at the expression of f(x) we immediately have f(-2s cos(r/r)) < 
f(2s cos(n/r)). Therefore, f(2s cos(n/r)) > 1, because f(-2s cos(r/r)) > 
f(%,,) 3 1. Suppose t > s. Then by the corollary to Proposition 3, we may 
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assume that s 2 7112. Put x = 2s cos(+r). Since x > 0, I(s2 - l)/ 
(x + s2 + 1) < 1 and l(t2 - s2)/(fx + t2 + x2)1 < 1. Hence, 
f(x) > nk . 4s2 - x2 
(s2 + 1)s - x2 * 2r - 2 : 1 + 1 
> nk . 4s2 sin2(7r/r) 
(9 + 1)” 2r 
Since 
d-2 
,l zzz 1 + c k(k - l)i + k(k -c ljd-l 
i=O 
= k(k - l)d-1 (A + ;) - & 
> 2(k - l)d-’ = 2(k - 1)r--2, 
and since k = s2 + 1 > 8, we have 
Using the condition s 3 71j2 (i.e., k > 8) and r > 5, we easily get f(x) > 1. 
Thus f(2s cos(m/r)) > 1 in every case. Again, by looking at the expression 
of f(x), we can directly calculate that f(2s cos(r/r)) < f(2s cos(27r/r)). Thus, 
noticing Proposition 4, we get the desired result. (If we assume the additional 
assumption of distance transitivity, the assertion of this proposition is 
obvious, because then the graph is imprimitive.) 
PROPOSITION 11. Let t > s. If d > 4 and s > 71f2, then g(4) and ~(I,!I) are 
less than 
12nks2 
(s2 + 2s cos(?T/r) + 1) r2(2r - 3)(s2 - 2s + 4) ’ 
for 0 < 4 < v/23 and for any real number $. 
ProoJ: For m > 2 and 0 < rn+ < ?r, we have 
p-1 
m sin 4 - sin m+ = f (m4+l - m) (4~ _ l)r - (m4i+l - m) * (4j?Ti), 
j=l 
9-P 1 -- 
4j(4j + 1) m41-2 
> m3+3 ( 
7r2 1 
6 
l-2o---& > 
1 
q+.L). 
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Putting m = 2r - 1 and 2r - 3, we get 
(2r - 1) sin 4 - sin(2r - 1) 4 > !$ (4r3 - 6r2 + r + i) 
(2r - 3) sin t$ - sin(2r - 3) q5 > g (4r3 - 18P + 25r - y) . 
Now, if 0 < I$ < rr/2r, then 
((2r - 1) sin + - sin(2r - 1) 4) - ((r - 1) sin 24 - sin 2(r - 1) 4) 3 0, 
because the value of the left-hand side is 0 when rj = 0 and the derivative of 
the left-hand side is 
(2r - I)(cos + - (cos(2r - 1) 4) - (2r - 2)(cos 24 - cos 2(r - 1) +) 
> (2r - l){(cos 4 - cos 2#) + (cos(2r - 2) + - cos(2r - 1) c#)} 3 0 
for 0 < 4 < r/t. Therefore, noting that sin C$ < 4 and cos 4 > cos(n/r) 
and that (4r3 - 6r2 + r + i)(s2 - 2s) + (4r3 - 18r2 + 25r - (21/2)) > 0 
(because r > 5 and s > 79, we get 
idrb) < nk . 
s2 
s2 + 2s cos(+r) + 1 
’ (+3/6)(4r3 - 6r2 + r + $)(s” - 2s) + (#6)(4r3 - 18r2 + 25r - 9) 
nk 
s2 24 
< . 
s2 + 2s cos(?r/r) + 1 * (4r3 - 6r2)(s2 - 2s) + (4r3 - 18r2) 
12nks2 
= (9 + 2s cos(7r/r) + 1) r2(2r - 3)(s2 - 2s + ((2r - 9)/(2r - 3))) 
<-- 
12nks2 
(s2 + 2s cos(+) + 1) r2(2r - 3)(s2 - 2s + 3)’ 
Thus, we get the desired result about g(4). 
Since /z(6) = h(-#), we may assume 4 > 0. Since 4 sinh3 # = sinh 3$ - 
3 sinh #, we have for m 3 3, 
sinh mqG - m sinh # 
sinh3 I,L - 3 sinh 4 
= (m” - m)(p/3!) + (m” - m)(Pl5!) + *.. 
(33 - 3)(#3/3!) + (35 - 3)(#5/5!) + -.. 
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because (m3 - m)/(33 - 3) < (mi - m)/(3j - 3) for j > 3. We have 
(sinh(2r - 1) $ - (2r - 1) sinh #} - (sinh 2(r - 1) # - (r - 1) sinh 2$} 3 0. 
Therefore, we have 
h(c,b) < nk * s2 s2+2s+ 1 
( (s2 2s) 
(2r - 1)3 - (2r - 1) -l - - - 
. 
_ 
24 + 
(2r 3)3 (2r 3) 
24 1 
6nk.P 
- (~2 + 2s + 1) r(r - 1)(2r - l)(s2 - 2s + (((r - 2)(2r - 3))l(r(2r - 1)) 
’ (s2+2s+ I)r(r-Y$i- 1)(s2-2s+&)’ 
Now, we can easily verify that 
6nks2 
(s2 + 2s + I) r(r - 1)(2r - I)(9 - 2s + i%y 
12nks2 
< P(2r - 3)(sa + 2s cos(7r/r) + 1)(s2 - 2s + +) ’ 
Thus, we get the desired result about h(4). 
Now, we will complete the proof of Theorem A. 
Completion of the proof of Theorem A. By Proposition 4, b = -2s cos 
(7r/r) < 8, =c 8, -c ... < 8,-, < -2s; thus, by Propositions 5 and 8, there 
exists a number i such that 
m(4) < m(8,) < *** < m(Q, 
m(4,d > m(Bi+2) > a.’ > m@,-,). 
On the other hand, m(O,-,) > m(0,) by Propositions 5 and 10. Therefore, it 
suffices to show that m(8,) < m(Q. (In what follows, we sometimes content 
ourselves with the weaker conclusion that either m(0,) < m(6,) or f(0,) > 
f @2> > e-1 > f(e,-,) holds, because this is sufficient for the proof of Theorem 
A. However, it is possible to show that the last alternative does not hold by 
investigating the shape of y = f(x) more precisely.) 
First, suppose that D > 0. By Proposition 4, 
--2s<B,<--2scosF=b. 
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If t < s, then f(0,) <f(&) by Proposition 8 and so m(Q < m(0J by 
Proposition 5. Let t > S. Note that s > 7112 by the corollary to Propostion 3. 
If -2s cos(7r/2r) = a < 0,) then we have either 
or f(4) > f(4) > ... > fG%-d 
by Propositions 7 and 8, and so the graph r has the unimodal property. 
Hence, we may assume that 
t>s and -2s < e. -c a. 
Set 8, = -2s cos $,, . By Propositions 5 and 11 we have 
NM = g(40) < 
12nks2 
r2(2r - 3)(s” + 2s cos(7r/r) + 1)(s2 - 2s + 4) ’ 
On the other and, by Propositions 6 and 8 we have either 
or 
f(4) >.@,I > *.- >.m,-1). 
We can verify that 
12nks2 nk 4s2 - b2 
r2(2r - 3)(s2 + 2s cos(r/r) + I)(s2 - 2s + $T < 2.45d k2 - b2 ’ 
through the inequality 
3 x 2.45(r - 1) 3 
< 
x 2.45 x 4 s2 - 2s + L 
r2(2r - 3) sin2(7r/r) 52 X 7 X sin2(7r/5) < 0.49 < s2 - 2s cos(7r/5) + 1 
s2 - 2s + + 
’ s2 - 2s cos(n/rjTi * 
Thus, either m(6,) <f(Q orf(0,) >f(0,) > *.. >f(e,.J, and anyway the 
graph F has the unimodal property when D > 0. 
Next suppose that D < 0. Note that t > s since D < 0. By Proposition 4 
-k < 0, < -2s. 
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Set 8, = -2s * cash #,, . By Propositions 5 and 11 we have 
wh> = WIJ) < 
1 2nks2 
r2(2r - 3)(s2 + 2s cos(7r/r) + 1)(s2 - 2s + 3) . 
On the other hand, by Propositions 6 and 8 we have either 
or 
nk 4s2 - b2 
f(4) >f@) > 2.45d k2 _ b2 
fu4) > fv,) > -. . > fcu. 
The same argument as in the case D > 0 shows that the graph I’ has the 
unimodal property. 
Thus, the proof of Theorem A is completed. 
COROLLARYTOTHEOREM A. The 82s are all rational or quadratic. 
Proof. Because, if Bi and ei are algebraic conjugate over the rational 
field, then m(&) = m(e,). 
5. CONCLUDING REMARKS 
The natural question that comes to our mind is as follows: 
QUESTION. Does the unimodal property of the spectrum of r hold for 
other distance-regular graphs ? 
Actually, we can check the unimodal property of the spectrum of r for 
many known distance-regular graphs. (See many examples of distance-regular 
graphs in [2].) It seems that the unimodal property of the spectrum of I’ is 
true forfiirly wider classes of distance-regular graphs. However, this is not 
always true. The authors are indebted to N. Biggs and D. H. Smith for 
providing us with several such examples. Those examples are all of small 
valency. It may be too optimistic to expect the validity of the following 
conjecture. However, we think that there is some chance that the following 
conjecture (or something like it) may be true. 
CONJECT~JRE. In any distance-regular graph with a fixed diameter d, if 
the valency k is greater than a certain function depending only on d, then the 
unimodal property is true for the spectrum of the graph. 
Finally, let us remark that the numbers m(e,) are closely related to the 
Christoffel numbers for orthogonal polynomials (see, e.g., Szego [8]). For 
many classical orthogonal polynomials, the unimodal property of the 
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Christoffel numbers is shown (see [8, Chap. 1.51). We hope this may suggest 
another relation between algebraic combinatorics and orthogonal poly- 
nomials. 
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