Several estimating functions for discretely observed di usion processes are reviewed. First we discuss simple explicit estimating functions based on Gaussian approximations to the transition density. The corresponding estimators often have considerable bias, a problem that can be avoided by using martingale estimating functions. These, on the other hand, are rarely explicit and therefore often requires a considerable computational e ort. We review results on how to choose an optimal martingale estimating function and on asymptotic properties of the estimators. Martingale estimating functions based on polynomials of the increments of the observed process or on eigenfunctions for the generator of the di usion model are considered in more detail. The theory is illustrated by examples. In particular, the Cox-IngersollRoss model is considered.
Introduction
Di usion processes often provide a useful alternative to the discrete time stochastic processes traditionally used in time series analysis as models for observations at discrete time points of a phenomenon that develops dynamically in time. In many elds of application it is natural to model the dynamics in continuous time, whereas dynamic modelling in discrete time contains an element of arbitrariness. This is particularly so when the time between observations is not equidistant.
Statistical inference for di usion processes based on discrete time observations can only rarely be based on the likelihood function as this is usually not explicitly available. The likelihood function is a product of transition densities, as follows easily from the fact that di usions are Markov processes, but explicit expressions for the transition densities are only known in some special cases. One way around this problem is to nd good approximations to the likelihood function by means of simulation methods for di usions. This computer-intensive approach has been pursued in Pedersen (1995a Pedersen ( , 1995b . Another solution is to base the inference on estimating functions. In this paper we review a number of recent contributions to this approach.
The likelihood theory for continuously observed di usions is well studied. In practice, however, di usions are not observed continuously, but only at discrete time points or for instance through an electronic lter. There is therefore a need of methods which are applicable in statistical practice, and in recent years this has inspired quite a lot of work on estimation for discretely observed di usions. The need has been particularly acute in nance where di usion models must be tted to time series of stock prices, interest rates or currency exchange rates in order to price derivative assets such as options.
In Section 2 we discuss simple explicit estimating functions based on Gaussian approximations to the transition density. The corresponding estimators often have considerable bias, a problem which we discuss in some detail. When the distance between the observation times is su ciently small, they are, however, useful in practice. Asymptotic results substantiating this claim are reviewed. The bias problems, to a large extend, can be avoided by using martingale estimating functions instead, which are treated in Section 3. Martingale estimating functions are, on the other hand, rarely explicit, and therefore often requires a considerable computational e ort. We review results on how to choose an optimal martingale estimating function and on asymptotic properties of the estimators. Martingale estimating functions based on polynomials of the increments of the observed process or on eigenfunctions for the generator of the di usion model are considered in more detail. A di erent kind of estimating functions, by which the bias problems discussed in Section 2 can also be avoided, and which have the advantage of being explicit, were recently proposed by Kessler (1996) . Unfortunately, these can not be discussed in this relatively short review paper.
Simple explicit estimating functions
We consider one-dimensional di usion processes de ned as solutions of the following class of stochastic di erential equations dX t = b(X t ; )dt + (X t ; )dW t ; X 0 = x 0 ; (2.1) where W is a standard Wiener process. We assume that the drift b and the di usion coe cient are known apart from the parameter which varies in a subset of IR d . They are assumed to be smooth enough to ensure the existence of a unique weak solution for all in . The assumption that the drift and the di usion coe cient do not depend on time is not essential for several of the estimating functions discussed in this paper which can be modi ed in a straightforward way to di usions that are not timehomogeneous. Also the assumption that X is one-dimensional is in several cases not needed, but is made to simplify the exposition. The statistical problem considered in this paper is to draw inference about the parameter on the basis of observations of the di usion X at discrete time points: X t 0 ; X t 1 ; ; X tn ; t 0 = 0 < t 1 < < t n . The likelihood function for based on X t 0 ; X t 1 ; ; X tn is
p( i ; X t i?1 ; X t i ; ); (2.2) where i = t i ? t i?1 and where y 7 ! p( ; x; y; ) is the density of X given X 0 = x when is the true parameter value.
The transition density p is only rarely explicitly known, and when is not small, it can be far from Gaussian. We can, however, obtain a number of useful estimating functions by replacing p by approximations. When is small, we can approximate p by a normal density function. Expressions for the conditional moments of X given X 0 can usually not be found, so in order to get an explicit estimating function, the mean value is approximated by x + b(x; ) and the variance by 2 (x; ) . By using this approximate
Gaussian transition density, we obtain an approximate likelihood function, which equals the likelihood function for the Euler-Maruyama approximation (see to the solution of (2.1). The corresponding score function is is biased because we have used rather crude approximations for the mean value and the variance of the transition distribution. Therefore it can only be expected to yield reasonable estimators when the i 's are small, and we can only expect these estimators to be consistent and asymptotically normal if the asymptotics is not only that the length of the observation interval, t n , goes to in nity, but also that the i 's go to zero. First consider the estimating function obtained by deleting the quadratic terms from (2.3): To simplify the exposition, we have here assumed that the observation times are equidistant, i.e. that i = for all i. This is the form (2.3) takes in cases where the di usion coe cient is completely known, i.e. when it does not depend on , but (2.4) can obviously also be used when the di usion coe cient depends on . Another way of obtaining this estimating function is by discretizing the score function based on continuous observation of the di usion process X in the time interval 0; t n ] (see Liptser and Shiryayev, 1977) . The discretization is done by replacing Ito-integrals and Riemannintegrals by Ito-Riemann sums. The estimator~ n obtained from (2.4), which can also be thought of as a weighted least squares estimator, was studied by Dorogovicev (1976) , Prakasa Rao (1983 Rao ( , 1988 and Florens-Zmirou (1989) in the case where the di usion coe cient is constant and the parameter is one-dimensional. Under various regularity conditions these authors showed that~ n is consistent provided n ! 0 and n n ! 1, where it is assumed that the time between observations, n , depends on the sample size n. Note that n n = t n is the lenght of the observation interval. To prove asymptotic normality a stronger condition is needed. Prakasa Rao (1983 Rao ( , 1988 ) assumed that n tends to zero su ciently fast that n 2 n ! 0, and referred to this condition as a rapidly increasing experimental design assumption. FlorensZmirou made the slightly weaker assumption that n 3 n ! 0 in her result on asymptotic normality. We shall not state the results of these authors in details as a more general result will be given below.
A di erent type of asymptotics, which has turned out to be relevant in several applications, was studied by Genon-Catalot (1990) . She considered the situation where the length of the observation interval n n is xed and the di usion coe cient is a constant 2 tending to zero as the number of observations n tends to in nity. Under reasonable regularity conditions she showed that the estimator~ n based on (2.4) is consistent provided n ? where 0:5 and asymptotically normal (and asymptotically e cient) under the additional condition < 1.
These various asymptotic results indicate that estimators based on (2.3) or (2.4) behave reasonably well in practice when the time between observations is su ciently small. This has been con rmed in simulation studies, see e.g. . However, when is not small, the estimators can be severely biased, as demonstrated in simulation studies by Pedersen (1995a) and Bibby and S rensen (1995a) . In practice it can be di cult to de-termine whether in concrete models is su ciently small for the estimators to work well.
Estimation based on (2.3) or (2.4) has been popular in the econometric literature under the name the generalized method of moments, a somewhat odd name, as the method is obviously not a method of moments, except approximately.
The problem with the simple estimating functions (2.4) and (2.3) is that they can be strongly biased. An idea about the magnitude of the bias can be obtained from the expansions (Florens-Zmirou, 1989 and Kessler 1995a) E (X jX 0 = x) = x + b(x; ) + 1 2 2 fb(x; )@ x b(x; ) (2.5)
and
; where E and Var denote expectation and variance, respectively, when is the true parameter value, and where @ 2 x denotes the second partial derivative with respect to x. Suppose X is an ergodic di usion with invariant probability measure when is the true parameter value. If X 0 , we nd, by (2.5), the following expression for the bias of the estimating function (2.4)
For a function (x; ) 7 ! g(x; ) we use the notation E (g( )) = R g(x; )d (x).
When the initial distribution is di erent from , (2.7) is, by the ergodic theorem (see e.g. Billingsley, 1961 or Florens-Zmirou, 1989 , still a good estimate of the bias provided the number of observations is su ciently large. Under weak standard regularity conditions (e.g. conditions similar to Condition 3.3 below) it follows that the asymptotic bias (n ! 1; xed) of the estimator
in the case of a one-dimensional parameter. The expression analogous to (2.7) for the estimating function (2.3) is
as is easily seen from (2.6). The fact that the bias of the estimating function (2.3) is of order n when the di usion coe cient depends on indicates that the corresponding estimator has a considerable bias even for small values of . The reason is that in deriving (2.3) we used an approximation of the variance of the transition distribution that was too crude, see the discussion below.
Example 2.1 Consider the Cox-Ingersoll-Ross model, which is widely used in mathematical nance to model interst rates (Cox, Ingersoll and Ross, 1985) . The model is given by the stochastic di erential equation dX t = ( + X t )dt + q X t dW t ; X 0 = x 0 > 0;
where < 0 and > 0. The model has also been used in other applications, e.g. mathematical biology, for a long time. The state space is (0; 1).
It is not di cult to derive an estimator for the parameter vector ( ; ; 2 ) from (2.3). To simplify things we assume equidistant sampling times.
In order to formulate Kessler's expansions we need the generator of the diffusion process given by (2.1), i.e. the di erential operator
(2.10) With the de nition
where f(x) = x, and where L i denotes i-fold application of the di erential operator L , Kessler (1995a) proved that E (X jX 0 = x) = r k ( ; x; ) + O( k+1 ); (2.12) provided k K=2 + 1: Note that (2.5) is a particular case of (2.12). The dependence of the O-term on x and has been suppressed here. Kessler (1995a) gave an upper bound for the term O( k+1 ) which is uniform in .
For xed x; y and the function (y?r k ( ; x; )) 2 is a polynomial of order 2k in . De ne g (2.13) Kessler (1995a) showed that E ( X ? r k ( ; x; )] 2 jX 0 = x) = ? k ( ; x; ) + O( k+1 ) (2.14)
for k K=2 + 1. Also in this case he gave an upper bound for the term O( k+1 ).
We can now obtain an approximation to the likelihood function (2.2), which is considerably better than the approximation we used above, by replacing the transition density y 7 ! p( ; x; y; ) by a normal density with mean value r k ( ; x; ) and variance ? k+1 ( ; x; ) with k K=2. The corresponding estimating function (approximate score function) is 
To simplify matters we have assumed that the observation times are equidistant. There are, in fact, two solution for , but a moments re ection reveals that the other solution is not a good estimator.
2 Suppose X is ergodic with invariant probability measure , all moments of which are nite. Then we nd, using (2.12) and (2.14), that the bias of the estimating function H (k) n is of order O(n k+1 ). This indicates that for k su ciently large the estimator obtained from H (k) n is only slightly biased when is not too large. This is indeed the case.
In order to avoid technical problems Kessler (1995a) modi ed the approximate Gaussian likehood function we used to derive the estimating function (2.15) by replacing the functions logf? k+1 ( i ; x; )=( i v(x; ))g and i v(x; )=? k+1 ( i ; x; ) by Taylor expansions to order k. The estimating function derived from Kesslers approximate likelihood function of order k di ers only from H (k) n by terms of order O( k+1 ). Therefore the estimator based on H (k) n behaves in the same way as the estimator based on Kessler's (1995a) 2) inf x; v(x; ) > 0:
3) The functions b(x; ) and (x; ) and all their partial x-derivatives up to order K are three times di erentiable with respect to for all x in the state space. All these derivatives with respect to are of polynomial growth in x uniformly in .
4) The process X is ergodic for every with invariant probability measure . All polynomial moments of are nite. 5) For all p 0 and for all sup t E (jX t j p ) < 1:
Kessler further assumed that = ( ; ) belongs to a compact subset of IR 2 , that the drift depends only on and that the di usion coe cient depends only on . Moreover, he imposed an obvious identi ability condition. The assumption that belongs to a compact set is only made to avoid technical problems concerning the existence of a maximum of the approximate likelihood function. Kessler (1995a) proved the following result about the asymptotic properties of the estimator^ k;n which maximizes his approximate likelihood function. The observation times are assumed to be equidistant with spacing n , which depends on the sample size. in distribution under P , where
The estimating functions considered in this section were all derived from an approximate (or pseudo) likelihood function. This has the advantage that if there are more than one solution to the estimating equation, we can choose the one that is the global maximum point for the pseudo likelihood function. The estimating functions considered in the next section do not generally have this property.
Martingale estimating functions
The problems caused by the bias of the estimating functions considered in Section 2 can most conveniently be avoided by using martingale estimating functions. We shall therefore in this section, for the same kind of data as those considered in Section 2, study estimating functions of the form
g( i ; X t i?1 ; X t i ; )
where the function g( ; x; y; ) satis es Z g( ; x; y; )p( ; x; y; )dy = 0
for all x; and . Here, as in the previous section, y 7 ! p( ; x; y; ) denotes the transition density, i.e. the density of X given X 0 = x. In most cases it is not easy to nd g's that satisfy (3.2) since p is usually not known, but such g's can always be found numerically, as we shall see later. Under (3.2) G n ( ) is a martingale when is the true parameter value. In particular, G n ( ) is an unbiased estimating function. If is d-dimensional, we usually take g to be d-dimensional too.
With the bias problem out of the way, the question of how to choose the estimating function in an optimal way becomes more interesting. Godambe and Heyde (1987) gave criteria for choosing within a class of martingale estimating functions the one which is closest to the true (but for di usion models usually not explicitly known) score function ( xed sample criterion) or the one which has the smallest asymptotic variance as the number of observations tends to in nity (asymptotic criterion). The following result by Kessler (1995b) tells how to nd the optimal estimating function in the sense of Godambe and Heyde (1987) within the class G. We need the further assumption that for xed ; x and the functions h j ( ; x; y; ); j = 1; ; N are square integrable with respect to the transition distribution. Then the set of all real-valued functions of the form (3.3) is a ( nite dimensional and hence closed) linear sub-space of L 2 (p( ; x; y; )dy). We denote this subspace by H( ; x; ) xed ; x and y, then G n ( ) is the optimal estimating function within G with respect to the asymptotic criterion as well as to the xed sample criterion of Godambe and Heyde (1987) . When the functions h j ( ; x; y; ); j = 1; ; N are linearly independent in L 2 (p( ; x; y; )dy), the matrix C is obviously invertible. The condition that the estimating function is di erentiable with respect to is really only a technical matter in the Godambe-Heyde theory, and the estimating function given by (3.5) is no doubt also the most e cient in the class G under a weaker condition. From (3.6), (3.7) and (3.8) we see that it is not di cult to impose conditions on the functions h j ; j = 1; ; N which ensure that g is continuously di erentible with respect to . Note that under weak conditions ensuring that di erentiation and integration can be interchanged (e.g. Condition 3.3 below), the b j 's given by (3.8) can also be expressed as
Z @ i h j ( ; x; y; )p( ; x; y; )dy: (3.9) Results similar to Theorem 3.1 hold for general Markov processes and for more general classes of martingale estimating functions than those given by (3.3), see Kessler (1995b Then an estimator^ n that solves the estimating equation
exists with a probability tending to one as n ! 1 under P 0 . Moreover, as n ! 1,^ n ! 0 in probability under P 0 ; and
in distribution under P 0 ; where V ( 0 ) = E 0 (A( ; ) T C( ; )A( ; )):
(3.14)
Theorem 3.4 can be proved along the same lines as Theorem 3.3 in Bibby and S rensen (1995a) , see also Kessler (1995b) and Kessler and S rensen 1995) . Similar proofs of similar results can be found in several papers. Here Condition 3.1 (c) in Bibby and S rensen (1995a) has been omitted because Lemma 3.1 in Bibby and S rensen (1995a) remains valid without this condition as follows from Theorem 1.1 in Billingsley (1961a) and the central limit theorem for martingales in Billingsley (1961b) . In fact, a multivariate version of the central limit theorem is needed here, but in the relatively simple ergodic case considered here this easily follows from the one-dimensional result by applying the Cram er-Wold device.
Under Condition 3.3 the b j 's given by (3.8) can also be expressed by (3.9), so D( 0 ) = ?V ( 0 ) for the optimal estimating function G n ( ) since here the 's are given by (3.6). Hence the asymptotic covariance matrix of the estimator based on G n ( ) is given by V ( 0 ) ?1 . (3.16) In most cases the mean value of the transition distribution is not explicitly known so that it must be determined numerically. This is, however, relatively easy to do using suitable methods from . It is certainly much easier than to determine the entire transition density numerically. Estimating functions of the type (3.15) were studied in Bibby and S rensen (1995a) .
Polynomial estimating functions
The optimal linear estimating function is (Bibby and S rensen, 1995a) 
@ F( i ; X t i?1 ; ) ( i ; X t i?1 ; ) ?1 X t i ? F( i ; X t i?1 ; )];
(3.17) where ( ; x; ) = Var (X jX 0 = x): (3.18) Calculation of a derivative of a function that has to be determined numerically is a considerably more demanding numerical problem than determination of the function itself. Pedersen (1994) proposed a numerical procedure for determining @ F( i ; x; ) by simulation, which works in practice, but it is easier to use the following approximation to the optimal estimating function:
which is obtained from K i;n by inserting in the weight function @ F= the rst order approximations to F and given by (2.5) and (2.6). The estimating functionK 1;n can also be obtained from the estimating function (2.4) by subtracting its compensator in order to turn it into a martingale and thus remove its bias, see Bibby and S rensen (1995a) .
It is very important that we have only made approximations in the weight function and not in the term X t i ? F( i ; X t i?1 ; ), since such an approximation would destroy the martingale property, and hence the unbiasedness, and would thus reintroduce the problems encountered in Section 2. An approximation of the weights @ F= only implies a certain loss of e ciency. Bibby and S rensen (1995a) showed that expansions in powers of of the asymptotic variances of the estimators based on K 1;n andK 1;n agree up to and including terms of order O( 2 ), so for small values of there is not much loss of e ciency in using the approximation. Calculations and simulations for a number of examples indicate that the loss of e ciency is often rather small, see Bibby and S rensen (1995a The optimal estimating function, K 2;n , of this type is given by ) :
This estimating function is similar to (2.3), but it is unbiased and therefore generally gives a far better estimator. It is obtained from the optimal quadratic estimating function, K 2;n , by using Gaussian approximations to (3.23) and (3.24), i.e. (x; ) _ =0 and (x; ) _ =2 (x; ) 2 , and then using the rst order approximations given by (2.5) and (2.6). Again it is important that we only make approximations in the weights and , so that the unbiasedness is preserved.
Quadratic estimating functions were treated in Bibby (1994) and Bibby and S rensen (1995c) . Higher order polynomial estimating functions were investigated by Pedersen (1994) and Kessler (1995b) . Some times there can be good reasons to omit lower order terms in a polynomial estimating function, for an example of this see Bibby and S rensen (1995b) .
Example 3.5 Let us return to the Cox-Ingersoll-Ross model considered in Example 2.1. For this model the optimal estimating function given by (3.21) and (3.22) can be explicitly found (Bibby and S rensen, 1995c) , but the corresponding estimating equation must be solved numerically. In the case of equidistant sampling times the approximately optimal estimating function (3.25) yields the following explicit estimators (Bibby and S rensen, 1995a,c) :
n 2 ? ( P n i=1 X t i?1 )( P n i=1 X ?1
(1 ? e~ n ) P n i=1 X ?1 Bibby and S rensen (1995a) indicates that these estimators are quite good.
3.Estimating equations based on eigenfunctions
The polynomial estimating functions are a generalization of the method of moments to Markov processes. They can also be thought of as approximations to the true score function, which are likely to be good when the time between observations is small enough that the transition density is not too far from being Gaussian. There is therefore no reason to believe that polynomial estimating functions are in general the best possible choise when the time between observations is large and the transition distribution is far from Gaussian. We shall therefore conclude this paper by discussing a type of martingale estimating functions that can be more closely tailored to the type of di usion model under consideration. These estimating functions were proposed and studied by Kessler and S rensen (1995 Statistical inference based on this optimal estimating function is invariant under twice continuously di erentiable transformations of data, see Kessler and S rensen (1995) . After such a transformation the data are, by Ito's formula, still observations from a certain di usion process, and the eigenfunctions transform in exactly the way needed to keep the optimal estimating function invariant. Inference based on polynomial estimating functions is obviously not invariant under transformations of the data. Apart from this theoretical advantage, the optimal estimating functions discussed here have clear numerical advantages over the optimal polynomial estimating functions. As discussed earlier, determination of quantities like @ F in (3.17) is a di cult numerical problem. In (3.30) the derivative is under the integral sign, which makes determination of the optimal weights in estimating functions of the type (3.28) a much simpler numerical problem than the similar problem for polynomial estimating functions. Moreover, E ( (X ; )jX 0 = x) is explicitly known, so numerical inaccuracies cannot destroy the martingale property and the unbiasedness of these estimating functions. It might in some applications be reasonable to obtain a quick estimator by reducing the numerical accuracy when determining the weights, j ; j = 1; ; N. For the estimating equations based on eigenfunctions this only implies a certain loss of e ciency, whereas the consistency of the estimators is preserved. It is also worth noting that for models where all eigenfunctions are polynomials or polynomials of the same function, the optimal weights given by (3.29) and (3.30) can be explicitly calculated, see Kessler and S rensen (1995) . The disadvantage of these estimating functions, on the other hand, is that it is not always possible to nd eigenfunction for the generator of a given di usion model. In such cases the polynomial estimating functions, in particular the quadratic, provide a very useful alternative.
Example 3.6 For the Cox-Ingersoll-Ross model the eigenfunctions are the Laguerre polynomials, and we obtain the polynomial estimating functions discussed in the previous subsection, see Example 3.5.
2
Example 3.7 A more interesting example is the class of di usions which solve dX t = ? tan(X t )dt + dW t ; X 0 = x 0 : For 1 2 the process X is an ergodic di usion on the interval (? =2; =2), which can be thought of as an Ornstein-Uhlenbeck process on a nite interval.
The eigenfunctions are i (x; ) = C i (sin(x)); i = 0; 1; ; with eigenvalues i( + i=2); i = 0; 1; , where C i is the Gegenbauer polynomial of order i.
The optimal estimating function based on any set of eigenfunctions can be found explicitly, see Kessler and S rensen (1995) . The optimal estimating function based on the rst non-trivial eigenfunction, sin(x), is G n ( ) = n X i=1 sin(X t i?1 ) sin(X t i ) ? e ?( + 1 2 ) sin(X t i?1 )] 1 2 (e 2( +1) ? 1)=( + 1) ? (e ? 1) sin 2 (X t i?1 ) :
When is small the optimal estimating function can be approximated bỹ G n ( ) = n X i=1 sin(X t i?1 ) sin(X t i ) ? e ?( + 1 2 ) sin(X t i?1 )]; which yields the explicit estimator n = ? ?1 log P n i=1 sin(X t i?1 ) sin(X t i ) P n i=1 sin 2 (X t i?1 ) ! ? 1=2; provided the numerator is positive. Simulations indicate that this estimator is often almost as e cient as the optimal estimator based on G , see Kessler and S rensen (1995) . 2 18 
