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a b s t r a c t 
Over the last few decades, the advance of new technologies in computer equipment, cameras and med- 
ical devices became a starting point for the shape of medical imaging systems. Since then, many new 
medical devices, e.g. the X-Ray machines, computed tomography scans, magnetic resonance imaging, etc., 
accompanied with operational algorithms inside has contributed greatly to successful diagnose of clini- 
cal cases. Enhancing the accuracy of segmentation, which plays an important role in the recognition of 
disease patterns, has been the focus of various researches in recent years. Segmentation using advanced 
fuzzy clustering to handle the problems of common boundaries between clusters would tackle many 
challenges in medical imaging. In this paper, we propose a new fuzzy clustering algorithm based on the 
neutrosophic orthogonal matrices for segmentation of dental X-Ray images. This algorithm transforms 
image data into a neutrosophic set and computes the inner products of the cutting matrix of input. Pix- 
els are then segmented by the orthogonal principle to form clusters. The experimental validation on real 
dental datasets of Hanoi Medical University Hospital, Vietnam showed the superiority of the proposed 
method against the relevant ones in terms of clustering quality. 
© 2017 Elsevier Ltd. All rights reserved. 
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Electronic technology grew remarkably over the last few
decades with more powerful computer equipment, cameras and
medical devices ( Goyal, Beg, & Ahmad, 2017; Kieu, Vo, Le, Deng, &
Le, 2017; López, López, de la Torre Díez, Jimeno, & López-Coronado,
2016; Mai, Vo & Nguyen, 2017; Vo, Pham, Le, & Deng, 2017 ). New
medical devices such as the X-ray machines, tomography, magnetic
resonance imaging, radiation scans, etc. are present to support
professional works of clinicians ( Ngan, Tuan, Son, Minh, & Dey,
2016 ). The on-going development of imaging technology helped to
solve many challenges in medical imaging today ( Rad, Rahim, &
Norouzi, 2014 ). Medical imaging has made an important contribu-
tion to improving the accuracy, timeliness and efficiency of diag-
nosis ( Nowaková, Prílepok, & Snášel, 2017 ). As based on ultrasound
images, physician can accurately measure sizes of typical organ in∗ Corresponding author at: 334 Nguyen Trai, Thanh Xuan, Hanoi, Vietnam. Tel.: 
(+84) 904.171.284. 
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0957-4174/© 2017 Elsevier Ltd. All rights reserved. bdominal cavity (namely liver, spleen, kidneys, pancreas, etc.) and
etect abnormal tumors ( Setarehdan & Singh, 2012 ). It helps the
hysician identify cranial pathologies, especially endoscopic hem-
rrhoids and brain tumors, and accurately determine abnormalities
nd masses in the body ( Wang et al., 2016 ). 
One of the most crucial tasks in medical imaging is segmen-
ation, which divides a medical image into segments for further
tudies on diseases ( Narkhede, 2013 ). Many algorithms have been
eveloped for the purpose of medical segmentation. The first ap-
roach is the pixel-based and histogram division method ( Nomir
 Abdel-Mottaleb, 2005; Rad, Mohd Rahim, Rehman, Altameem,
 Saba, 2013; Xu, Xu, Jin, & Song, 2011 ). The advantages of this
ethod are simple and low in cost, but its disadvantage is sensi-
ivity with threshold values ( Rad et al., 2013 ). The second approach
s leveling for forward propagation, which is applicable to medi-
al imaging purposes ( Bhandari, Kumar, Chaudhary, & Singh, 2016;
ougherty, 2009; Somu, Raman, Kirthivasan, & Sriram, 2016; Zhou
 Abdel-Mottaleb, 2005 ). The advantage of this method is that no
omplex data structure is used, but it only works when decompos-
ng ( Bhandari et al., 2016 ). 
The last group - fuzzy clustering divides the data into clusters
nd determines pixels belonging to those groups ( Ayech & Ziou,
M. Ali et al. / Expert Systems With Applications 91 (2018) 434–441 435 
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H015; Bezdek, Ehrlich, & Full, 1984; Son, 2014a,b,c, 2015a,b,c,
016a,b , Son, Tuan, Fujita, Dey, Ashour, Ngoc& Chu, 2018 ; Son,
uong, Lanzi, & Thong, 2012; Son, Cuong, & Long, 2013; Thong
 Son, 2015, 2016a,b,c; Tuan, Ngan, & Son, 2016 ). This algorithm
s simple, easy to set up, requiring fair computation complexity;
et the downside is sensitivity to interferences and extraneous el-
ments in the data ( Ayech & Ziou, 2015 ). For instance, some semi-
upervised fuzzy clustering frameworks that integrate the spatial
onstraints and interactive fuzzy satisficing for dental x-ray image
egmentation have been presented in Son and Tuan (2016, 2017 )
nd Tuan et al. (2016 ). So far, there have been some advanced ex-
ensions of the fuzzy clustering such as the picture fuzzy cluster-
ng, fuzzy geographically weighted clustering, etc., that are likely
o apply to the dental x-ray image segmentation ( Son, 2014a,b,c,
015a,b,c, 2016a,b , Son et al., 2012, 2013, 2018; Thong & Son, 2015,
016a,b,c ; Son & Louati, 2016, Son & Thong, 2015, Son & Van
ai, 2016; Son, Wijayanto, & Purwarianti, 2016; Son, Linh, & Long,
014 ). Among three groups, the fuzzy clustering group is the most
ypical one for segmentation of medical images because of its flex-
bility and adaptability to any kind of images ( Nayak, Naik, & Be-
era, 2015 ). Nonetheless, it should be further extended on an ad-
anced fuzzy set to gain better representation of medical images
 Zhang, Zhang, & Cheng, 2010 ). 
Neutrosophic set (NS) ( Smarandache, 2015 ) is indeed the ad-
anced fuzzy set that is appropriate for such an application. It is
efined as a set where each element of the universe has degrees
f truth ( T ), indeterminacy ( I ) and falsity ( F ) that lie in the non-
tandard unit interval, respectively. The uncertainty is the inde-
erminacy factor which is independent of truth and falsity values
hile the incorporated uncertainty is dependent on the degrees
f belongingness and non-belongingness ( Smarandache, 2015 ). This
an handle the problems of sensitivity to interferences and ex-
raneous elements in the data that are remained in the fuzzy
lustering ( Smarandache, 2015 ). There are some works that ap-
lied neutrosophic approach to image segmentation. Cheng and
uo (2008) regarded an image in the neutrosophic domain in-
luding three subsets T, I and F for image thresholding. Guo and
heng (2009) performed image segmentation using a γ -means
lustering. Guo, Cheng, and Zhang (2009) investigated image de-
oising by the neutrosophic approach. Zhang et al. (2010) em-
loyed a watershed algorithm to perform image segmentation in
he neutrosophic set. Cheng, Guo, and Zhang (2011) improved
uzzy C-Means (FCM) on the neutrosophic set for image segmenta-
ion with a new α-mean operation for reducing set indeterminacy.
here are many works that applied the neutrosophic set for im-
ge segmentation; yet they have not been designed for the medical
egmentation so far. 
In this paper, we aim to propose a new fuzzy clustering al-
orithm for dental x-ray image segmentation based on the neu-
rosophic set especially the new notion – neutrosophic orthogo-
al matrix. It converts each pixel of the input image into the neu-
rosophic sets which are then used to compute the neutrosophic
imilarity matrix. The cutting matrix is then generated from the
eutrosophic similarity matrix which further shapes the clusters of
ixels. The new algorithm is validated against the relevant meth-
ds with respect to the cluster quality and computation time. Ex-
erimental results on real Dental X-Ray datasets ( Ngan et al., 2016 )
onfirm the efficiency of the proposal. The new algorithm over-
omes disadvantages of the previous algorithms; thereby improv-
ng the quality of analysis and diagnosis. 
This paper is structured in 5 main sections: Section 1 intro-
uces the content of the article, Section 2 presents preliminary
oncepts of the neutrosophic set and neutrosophic approaches to
mage segmentation. Section 3 proposes the clustering method,
ection 4 validates it experimentally and lastly Section 5 concludes
he paper. . Preliminary 
.1. Neutrosophic set 
efinition 1. ( Smarandache, 2015 ): Neutrosophic Set (NS). 
Let X be a non-empty set and x ∈ X . A neutrosophic set A in
 is characterized by a truth membership function T A , an inde-
erminacy membership function I A , and a falsehood membership
unction F A . Here, T A ( x ), I A ( x ) and F A ( x ) are real standard or non-
tandard subsets of ]0 − , 1 + [ such that T A ,I A ,F A : X → ]0 − , 1 + [.
here is no restriction on the sum of T A ( x ), I A ( x ) and F A ( x ), so that
 
− ≤ T A ( x ) + I A ( x ) + F A ( x ) ≤ 3 + . From philosophical point view,
he neutrosophic set takes the value from real standard or non-
tandard subsets of ]0 − , 1 + [. Thus, it is necessary to take the in-
erval [0, 1] instead of ]0 − , 1 + [for technical applications because
t is difficult to use ]0 − , 1 + [ in real life applications such as engi-
eering and scientific problems. 
If the functions T A ( x ), I A ( x ) and F A ( x ) are singleton subinter-
al/subsets of the real standard such that T A ( x ): X → [0, 1], I A ( x ):
 → [0, 1], F A ( x ): X → [0, 1] then a simplification of the neutro-
ophic set A is denoted by, 
 = { ( x, T A ( x ) , I A ( x ) , F A ( x ) ) : x ∈ X } . (1) 
ith 0 ≤ T A ( x ) + I A ( x ) + F A ( x ) ≤ 3. It is a subclass of neutrosophic
et and called simplified neutrosophic set. 
efinition 2. ( Smarandache, 2015 ): Let A 1 = { 〈 x; T 1 ( x ); I 1 ( x );
 1 ( x ) 〉 | x ∈ X } and A 2 = { 〈 x; T 2 ( x ); I 2 ( x ); F 2 ( x ) 〉 | x ∈ X } be two neu-
rosophic sets. Some operations on the neutrosophic set are given
elow: 
1 A 1 ⊆A 2 if and only if T 1 ( x ) ≤ T 2 ( x ); I 1 ( x ) ≥ I 2 ( x ); F 1 ( x ) ≥ F 2 ( x ), 
2 A c 
1 
= {〈 x ; F 1 (x ) ; I 1 (x ) ; T 1 (x ) 〉| x ∈ X} , 
3 A 1 ∩ A 2 = { 〈 x ; min { T 1 ( x ); T 2 ( x )}; max { I 1 ( x ); I 2 ( x )}; max { F 1 ( x );
F 2 ( x )} 〉 | x ∈ X }, 
4 A 1 ∪ A 2 = { 〈 x ; max { T 1 ( x ); T 2 ( x )}; min { I 1 ( x ); I 2 ( x )}; min { F 1 ( x );
F 2 ( x )} 〉 | x ∈ X }. 
efinition 3. ( Smarandache, 2015 ): Let V j ( j = 1, 2) be two ordinary
ubsets, and M ⊆V 1 ×V 2 an ordinary relation. Then for any e, f ∈
 2 , Mf = { e | eMf } and eM = { e | eMf } are respectively called a former
et and a latter set. 
.2. Neutrosophic approach to image segmentation 
efinition 4. ( Cheng & Guo, 2008 ): Neutrosophic Image. 
Let U be a universe of discourse and W be a set included in U ,
hich is composed of bright pixels. A neutrosophic image PNs is
haracterized by three subsets T, I and F . A pixel P in an image is
escribed as P ( T , I , F ) and belongs to W in the following way: it is
 % true in the bright pixel set, i % indeterminate, and f % false, where
 varies in T, i varies in I , and f varies in F . Each component has a
alue in [0, 1]. Pixel P ( i , j ) in the image domain is transformed
nto neutrosophic domain: PNS ( i , j ) = { T ( i , j ), I ( i , j ), F ( i , j )}. T ( i ,
j ), I ( i , j ) and F ( i , j ) represent probabilities belonging to white set,
ndeterminate set and non-white set, respectively defined as, 
 ( i, j ) = g ij − g min 
g max − g min 
, (2) 
 ( i, j ) = 1 − H 0 ij − H 0 min 
H 0 max − H 0 min 
, (3) 
 ( i, j ) = 1 − T ( i, j ) , (4) 
0 ( i, j ) = | e ( i , j ) | , (5) 
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αwhere g ij is the pixel value and H 0( i , j ) is the homogeneity value
of T at ( i , j ), which is described by the local gradient value e ( i , j )
obtained by using the Sobel operator ( Cheng & Guo, 2008 ). 
Besides Definition 4 , there were some other definitions of the
neutrosophic image published in Cheng et al. (2011 ), Guo and
Cheng (2009 ), Guo, Cheng, and Zhang (2009 ) and Zhang et al.
(2010 ). For the analogousness, we only stated the first defini-
tions as above. After transforming an image into the neutrosophic
image, some extended operations such as the α-mean and β-
enhancement were computed on a subset. K-means or extended
FCM algorithm was applied to generate segments according to the
achieved values of operations. For more details, please refer to the
works of Cheng et al. 
3. Neutrosophic clustering based on orthogonal matrix 
In this section, we firstly propose the theoretical base for the
clustering algorithm in Section 3.1 , and then the new neutro-
sophic clustering algorithm in Section 3.2 . This algorithm is dif-
ferent to the neutrosophic approaches for image segmentation of
Cheng et al. in terms of using the orthogonal principle to classify
objects instead of using operations as in Cheng et al. Specifically,
we propose new notions of the neutrosophic relation ( Definition
5 ), the neutrosophic similarity relation ( Definition 6 ), the neutro-
sophic vector ( Definition 7 ), inner and outer products ( Definitions
8 and 9 ), closeness degree ( Definition 10 ), neutrosophic similarity
matrix ( Definition 11 ), cutting matrix ( Definition 12 ), orthogonal
neutrosophic matrix ( Definition 14 ) and the orthogonal principle
which is used in the clustering algorithm ( Definition 15 ). 
The basic idea of the new algorithm is transforming an image
into the neutrosophic domain, and then calculating the similarity
between pixels expressed in neutrosophic elements. The similarity
is stored in the neutrosophic similarity matrix which is used as an
input for generation of the cutting matrix. From this, we derive the
segments of an image through the orthogonal principle. Details are
shown below. 
3.1. Theoretical background 
Definition 5. Let A and B be two non-empty sets. The following 
R = { 〈 ( a, b ) , T R ( a, b ) , I R ( a, b ) , F R ( a, b ) 〉 | a ∈ A, b ∈ B } (6)
is called a neutrosophic relation , where 
T R : A × B → [ 0 , 1 ] , I R : A × B → [ 0 , 1 ] , F R : A × B → [ 0 , 1 ] (7)
0 ≤ T R ( a, b ) + I R ( a, b ) + F R ( a, b ) ≤ 3 , for any ( a, b ) ∈ A × B. (8)
Definition 6. Let A and B be two non-empty sets and R be a neu-
trosophic relation. If 
(a) (Reflexivity). T R ( a,a ) = 1, I R ( a,a ) = 0, F R ( a,a ) = 0, for any a ∈ A .
(b) (Symmetry). T R ( a,b ) = T R ( b,a ), I R ( a,b ) = I R ( b,a ), F R ( a,b ) =
F R ( b,a ), for any ( a,b ) ∈ A ×B , then R is called a neutrosophic
similarity relation . 
Definition 7. Let α = ( α1 , α2 ,..., αn ) be a vector. If αj ( j = 1, 2,..., n )
are expressed as ( T α j , I α j , F α j ) with T α j , I α j , F α j being the truth, in-
determinacy and falsehood membership functions of αj then α is
called a neutrosophic vector , and αT denote the transpose of α,
where αT is an n −dimensional column vector. 
Definition 8. Let A and B be two neutrosophic sets on a universe
U . We call 
A.B = { u, 〈 ∨ ( T A ( u ) ∧ T B ( u ) ) , ∧ ( I A ( u ) ∨ I B ( u ) ) , ∧ ( F A ( u ) ∨ F B ( u ) ) 〉 } (9)
as the inner product of A and B , where ∨ and ∧ denote the max
and min operations, respectively. efinition 9. Let A and B be two neutrosophic sets on a universe
 . The outer product of A and B is: 
 ◦ B = { u, 〈 ∧ ( T A ( u ) ∨ T B ( u ) ) , ∨ ( I A ( u ) ∨ I B ( u ) ) , ∨ ( F A ( u ) ∧ F B ( u ) ) 〉 } , (10)
here ∨ and ∧ denote the max and min operations, respectively. 
heorem 1. Let α and β be two neutrosophic sets on a universe U.
e have 
( α · β) C = αC ◦ βC , ( α ◦ β) C = αC · βC (11)
here αC = ( αC 
1 
, αC 
2 
, ..., αC n ) , β
C = ( βC 
1 
, βC 
2 
, ..., βC n ) , α
C 
j 
= ( F α j , I α j ,
 α j ) and β
C 
j 
= ( F β j , I β j , T β j ) , j = 1 , 2 , ..., n. The symbol ‘ C ’ denotes
he complement operator stated in Definition 2 . 
roof. According to Definitions 2 , 8 and 9 , we have 
( α · β) C = 
((
∨ n j=1 
(
T α j ∧ T β j 
)
, ∧ n j=1 
(
I α j ∨ I β j 
)
, ∧ n j=1 
(
F α j ∨ F β j 
)))C 
= 
(
∧ n j=1 
(
F α j ∨ F β j 
)
, ∧ n j=1 
(
I α j ∨ I β j 
)
, ∨ n j=1 
(
T α j ∧ T β j 
))
= αC ◦ βC (12)
( α ◦ β) C = 
(
∧ n j=1 
(
T α j ∨ T β j 
)
, ∨ n j=1 
(
I α j ∧ I β j 
)
, ∨ n j=1 
(
F α j ∨ F β j 
))
= 
(
∨ n j=1 
(
F α j ∨ F β j 
)
, ∨ n j=1 
(
I α j ∧ I β j 
)
, ∧ n j=1 
(
T α j ∨ T β j 
))
= αC · βC (13)

heorem 2. Let α and β be two neutrosophic sets on a universe U.
e have 
· β = β · α, α ◦ β = β ◦ α (14)
roof. According to Definitions 8 and 9: 
· β = 
(
max 
{
min 
{
T α j , T β j 
}}
, min 
{
max 
{
I α j , I β j 
}}
, min 
{
max 
{
F α j , F β j 
}})
= 
(
max 
{
min 
{
T β j , T α j 
}}
, min 
{
max 
{
I β j , I α j 
}}
, min 
{
max 
{
F β j , F α j 
}})
= 
(
∨ n j=1 
(
T β j ∧ T α j 
)
, ∧ n j=1 
(
I β j ∨ I α j 
)
, ∧ n j=1 
(
F β j ∨ F α j 
))
= β · α (15)
◦ β = 
(
min 
{
max 
{
T α j , T β j 
}}
, max 
{
min 
{
I α j , I β j 
}}
, max 
{
min 
{
F α j , F β j 
}})
= 
(
min 
{
max 
{
T β j , T α j 
}}
, max 
{
min 
{
I β j , I α j 
}}
, max 
{
min 
{
F β j , F α j 
}})
= 
(
∧ n j=1 
(
T β j ∨ T α j 
)
, ∨ n j=1 
(
I β j ∧ I α j 
)
, ∨ n j=1 
(
F β j ∨ F α j 
))
= β ◦ α (16)

heorem 3. Let α, β, γ ∈ A 1 ×n . Then 
· ( β · γ ) = ( α · β) · γ , α ◦ ( β ◦ γ ) = ( α ◦ β) ◦ γ (17)
roof. We have 
· ( β · γ ) = α · (max { min { T β j , T γ j } } , min { max { I β j , I γ j } } , 
min { max { F β j , F γ j } } ) 
= (max { min { T α j , T β j , T γ j } } , min { max { I α j , I β j , I γ j } } , 
min { max { F α j , F β j , F γ j } } ) 
= (max { min { ( T α j , T β j ) , T γ j } } , min { max { ( I α j , I β j ) , I γ j } } , 
min { max { ( F α j , F β j ) , F γ j } } ) 
= ( α · β) · γ (18)
It follows that, 
◦ ( β ◦ γ ) = α ◦ (min { max { T β j , T γ j } } , max { min { I β j , I γ j } } , 
max { min { F β j , F γ j } } ) 
M. Ali et al. / Expert Systems With Applications 91 (2018) 434–441 437 
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and y q do not belong to one class. = (min { max { T α j , T β j , T γ j } } , max { min { I α j , I β j , I γ j } } , 
max { min { F α j , F β j , F γ j } } ) 
= (min { max { ( T α j , T β j ) , T γ j } } , max { min { ( I α j , I β j ) , I γ j } } , 
max { min { ( F α j , F β j ) , F γ j } } ) 
= ( α ◦ β) ◦ γ (19) 

heorem 4. If α and β are two neutrosophic sets on a universe U
hen ( α•β) and ( α◦β) are also neutrosophic vectors. 
efinition 10. Let A and B be two neutrosophic sets on U , which
s a non-empty universe set. If R ( A, B ) is a binary relation on U ×U
 ( A, B ) = 
{
( 1 , 0 ) , A = B 
( A · B ) ∩ ( A ◦ B ) C , A  = B (20) 
Then R ( A, B ) is called the closeness degree of A and B . 
heorem 5. The closeness degree R ( A, B ) of A and B is a neutrosophic
imilarity relation. 
roof. 
(1) We first prove that R ( A, B ) is a neutrosophic vector. Since A
and B are two neutrosophic sets on U , we have 
(a) If A = B then R ( A, B ) = (1, 0), 
(b) If A  = B then 
0 ≤ T A ( x ) , I A ( x ) , F A ( x ) ≤ 1 , 0 ≤ T A ( x ) + I A ( x ) + F A ( x ) ≤ 3 , (21)
0 ≤ T B ( x ) , I B ( x ) , F B ( x ) ≤ 1 , 0 ≤ T B ( x ) + I B ( x ) + F B ( x ) ≤ 3 , (22)
( A ◦ B ) C = { ∨ U ( F A (x ) ∧ F B (x ) ) , ∨ U ( I A (x ) ∧ I B (x ) ) , 
∧ U ( T A (x ) ∨ T B (x ) ) } (23) 
R ( A, B ) 
= 
(
min { ∧ U ( T A ( x ) ∨ T B ( x ) ) , ∨ U ( I A ( x ) ∧ I B ( x ) ) , ∨ U ( F A ( x ) ∧ F B ( x ) ) } , 
min { ∨ U ( F A ( x ) ∧ F B ( x ) ) , ∨ U ( I A ( x ) ∧ I B ( x ) ) , ∧ U ( T A ( x ) ∨ T B ( x ) ) } 
)
(24) 
Thus, R ( A, B ) is a neutrosophic vector. 
(2) Since R ( A, A ) = (1, 0), R is reflexive. 
(3) Since R ( A, B ) = ( A • B ) ∧ ( A ◦B ) C = ( B • A ) ∧ ( B ◦A ) C = R ( B, A ), R is
symmetrical. Thus, R ( A, B ) is a neutrosophic similarity rela-
tion. 
efinition 11. Given A and B be two neutrosophic sets on a
niverse U and R is a neutrosophic similarity relation. A ma-
rix M = ( r pq ) n ×n is called a neutrosophic similarity matrix if
 pq = R ( y p ,y q ) where p,q = 1, 2,..., n and T pq , I pq ,F pq are the truth,
ndeterminacy and falsehood membership values of an element
 y p ,y q ) ∈ A ×B respectively. Equivalently, R ( y p ,y q ) = ( T pq , I pq , F pq )
hat implies r pq = ( T pq , I pq , F pq ). 
efinition 12. The matrix ( λ, δ, τ ) M = (( λ, δ, τ ) r ij ) n ×n = 
 λT pq , δI pq , τF pq ) n ×n is called a ( λ, δ, τ ) -cutting matrix of M ,
here ( λ, δ, τ ) is the confidence level, 0 ≤ λ, δ ≤ 1, τ ≤ 1, 0
λ+ δ + τ ≤ 3, and ( λ, δ, τ ) r pq = ( λT pq , δI pq , τF pq ) 
= 
{ 
( 1 , 0 , 0 ) , i f T pq ≥ λ, I pq ≤ δ, F pq ≤ τ
( 0 , 1 , 0 ) , i f T pq < λ, I pq > δ, F pq < τ
( 0 , 0 , 1 ) , i f T pq < λ, I pq < δ, F pq > τ
(25) 
heorem 6. M = ( r pq ) n ×n is a neutrosophic similarity matrix if and
nly if its ( λ, δ, τ )- cutting matrix ( λ, δ, τ ) M = (( λ, δ, τ ) r pq ) n ×n is
 neutrosophic similarity matrix. 
roof. Suppose that M = ( r pq ) n ×n is a neutrosophic similarity ma-
rix. We gain 
(1) (Reflexivity): Since r pp = (1, 0, 0), 0 ≤ λ, δ ≤ 1, τ ≤ 1, 0 ≤
λ+ δ + τ ≤ 3, it follows that ( λ, δ, τ ) r pp = (1, 0, 0). 
(2) (Symmetry): Since r pq = r qp , i.e., T pq = T qp ,I pq = I qp ,F pq = F qp ,
from Eq. (24) it follows that ( λ, δ, τ ) r pq = ( λ, δ, τ ) r qp . 
Conversely, suppose that if( λ, δ, τ ) M = (( λ, δ, τ ) r pq ) n ×n is a
eutrosophic similarity matrix then, 
(1) (Reflexivity): Since r pp = (1, 0, 0), for any 0 ≤ λ, δ ≤ 1,
τ ≤ 1, 0 ≤ λ+ δ + τ ≤ 3, T pp ≥ λ, I pp ≤ δ, F pp ≤ τ , we
have T pp = 1, I pp = 0, F pp = 0, i.e., r pp = (1, 0, 0). 
(2) (Symmetry): If there exists r pq  = r qp , i.e., T pq  = T qp ,I pq  =
I qp ,F pq  = F qp , in this case, without loss of generality, sup-
pose that T pq < T qp and let λ= ( T pq + T qp )/2, then T pq < λ <
T qp , λT pq = 0, λT qp = 1. Thus, ( λ, δ, τ ) r pq  = ( λ, δ, τ ) r qp which
contradicts the condition that ( λ, δ, τ ) r pq = ( λ, δ, τ ) r qp , for
any p, q . Therefore, M = ( r pq ) n ×n is symmetrical. 

Now, we define the orthogonal matrix as follows. 
efinition 13. Let α, β ∈ A , which is a neutrosophic set. If
. β = (0, 1, 1) or (0, 0, 0) then α is orthogonal to β . 
efinition 14. A neutrosophic matrix is called an orthogonal neu-
rosophic matrix if each of its entry is orthogonal to each other. 
efinition 15. If we denote ( λ, δ, τ ) 
⇀ 
r q = ((λ, δ, τ ) r 1 q , (λ, δ, τ )
 2 q , ..., (λ, δ, τ ) r nq ) 
T as the vector of q th column ( λ, δ, τ ) M , then
( λ, δ, τ ) M = ( ( λ, δ, τ ) ⇀ r 1 , ( λ, δ, τ ) 
⇀ 
r 2 , ..., ( λ, δ, τ ) 
⇀ 
r n ) . 
Let ( λ, δ, τ ) 
⇀ 
r K , ( λ, δ, τ ) 
⇀ 
r t and ( λ, δ, τ ) 
⇀ 
r j ( k, t, q = 1 , 2 , ..., n )
enote the k th , t th and q th column vectors of ( λ, δ, τ ) R respec-
ively. The orthogonal principle for clustering neutrosophic infor-
ation can be classified into the following three categories: 
(1) (Direct clustering principle). If 
( λ, δ, τ ) 
⇀ 
r K · ( λ, δ, τ ) 
⇀ 
r q = 
{
( 1 , 1 , 1 ) 
( 1 , 0 , 0 ) 
, (26) 
then ( λ, δ, τ ) 
⇀ 
r K and ( λ, δ, τ ) 
⇀ 
r q are non-orthogonal . In
this case, y k and y q are clustered into one class. 
(2) ( Indirect clustering principle ). If ( λ, δ, τ ) 
⇀ 
r K and
( λ, δ, τ ) 
⇀ 
r q are non-orthogonal, ( λ, δ, τ ) 
⇀ 
r t and ( λ, δ, τ ) 
⇀ 
r q 
are non-orthogonal, then ( λ, δ, τ ) 
⇀ 
r K and ( λ, δ, τ ) 
⇀ 
r t are
non-orthogonal. In this case, y k and y q are clustered into
one class. 
(3) ( Heterogeneous principle ). If 
( λ, δ, τ ) 
⇀ 
r K · ( λ, δ, τ ) 
⇀ 
r q = 
{
( 0 , 1 , 1 ) 
( 0 , 0 , 0 ) 
(27) 
then ( λ, δ, τ ) 
⇀ 
r K is orthogonal to ( λ, δ, τ ) 
⇀ 
r q . In this case y k 
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Fig. 1. The CANOM algorithm. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 1 
Matlab Pseudo-code of the CANOM algorithm. 
Input A dental X-Ray image and the confidence level ( λ, δ, τ ) 
Output Segments of the image 
Clustering Algorithm based on Neutrosophic Orthogonal Matrices (CANOM) 
Read(X_ray_image) 
Y = TIF_matrix_of_image 
For i = 1 to (row_Y – 1) 
For j = 2 to column_Y 
inner_ product (i, j, 1) = max(min(Y(i, :, 1),Y(j, :, 1))) 
inner_ product (i, j, 2) = min(max(Y(i, :, 2),Y(j, :, 2))) 
inner_ product (i, j, 3) = min(max(Y(i, :, 3),Y(j, :, 3))) 
End 
End 
For i = 1 to (row_Y – 1) 
For j = 2 to column_Y 
outer_ product (i, j, 1) = max(min(Y(i, :, 3),Y(j, :, 3))) 
outer_ product (i, j, 2) = min(max(Y(i, :, 2),Y(j, :, 2))) 
outer_ product (i, j, 3) = min(max(Y(i, :, 1),Y(j, :, 1))) 
End 
End 
For i = 1 to row_Y 
For j = 1 to column_Y 
If (i = = j) 
similarity_matrix(i, j, 1) = 1 
similarity_matrix(i, j, 2) = 0 
similarity_matrix(i, j, 3) = 0 
else 
similarity_matrix(i, j, 1) = min(inner_ product (i, j, 
1),outer_ product (i, j, 1)) 
similarity_matrix(i, j, 2) = max(inner_ product (i, j, 
2),outer_ product (i, j, 2)) 
similarity_matrix(i, j, 3) = max(inner_ product (i, j, 
3),outer_ product (i, j, 3)) 
End If 
End 
End 
For i = 1 to row_Y 
For j = 1 to column_Y 
If (similarity_matrix(i, j, 1) > = lamda&&similarity_matrix(i, j, 
2) < = delta &&similarity_matrix(i, j, 3) < = to) 
cutting_matrix(i, j, 1) = 1 
cutting_matrix(i, j, 2) = 0 
cutting_matrix(i, j, 3) = 0 
End If 
If (similarity_matrix(i, j, 1) < lamda&&similarity_matrix(i, j, 
2) > delta &&similarity_matrix(i, j, 3) < to) 
cutting_matrix(i, j, 1) = 0 
cutting_matrix(i, j, 2) = 1 
cutting_matrix(i, j, 3) = 0 
End If 
If (similarity_matrix(i, j, 1) < lamda&&similarity_matrix(i, j, 
2) < delta &&similarity_matrix(i, j, 3) > to) 
cutting_matrix(i, j, 1) = 0 
cutting_matrix(i, j, 2) = 0 
cutting_matrix(i, j, 3) = 1 
End If 
End 
End 
clust = Calculate_of_cutting_matrix 
Data_normal = PCA(clust) 
num_clust = numel(unique(clust)) 
center_id = findcentroid(clust, Data_normal) 
t  
m
D  
pTheorem 7. If the objects y k and y q are clustered into one class by
the orthogonal principle under the confidence level ( λ1 , δ1 , τ 1 ), then
we have λ2 < λ1 , δ2 > δ1 , τ 2 > τ 1 , y k and y q are still clustered into
one class under the confidence level ( λ2 , δ2 , τ 2 ). 
Proof. Since the objects y k and y q are clustered into one
class by the orthogonal principle under the confidence level
( λ1 , δ1 , τ 1 ), two column vectors ( λ1 , δ1 , τ1 ) 
⇀ 
r K and ( λ1 , δ1 , τ1 ) 
⇀ 
r q of
( λ1 , δ1 , τ 1 ) − cutting matrix ( λ, δ, τ ) R are non-orthogonal, i.e., the
inner product of ( λ1 , δ1 , τ1 ) 
⇀ 
r K and ( λ1 , δ1 , τ1 ) 
⇀ 
r q is equal to (1, 0)
or (1, 1). Suppose that in the p th line, there exist T pk > λ1 and T pq 
> λ1 . It follows that λ1 T pk = 1 and λ1 T pq = 1, and if λ2 < λ1 , δ2 >
δ1 , τ 2 > τ 1 , T pk > λ2 and T pq > λ2 , then λ2 T pk = 1 and λ2 T pq = 1
under the confidence level ( λ2 , δ2 , τ 2 ). Thus, two column vectors
( λ2 , δ2 , τ2 ) 
⇀ 
r K and ( λ2 , δ2 , τ2 ) 
⇀ 
r q are also non-orthogonal, i.e., y k 
and y q are clustered into one class. 
3.2. Neutrosophic clustering 
In this section, we present a new neutrosophic clustering algo-
rithm based on the neutrosophic orthogonal matrix for segmenta-ion of a dental X-Ray image. Firstly, we propose the transforming
ethod from a dental image to the neutrosophic domain. 
efinition 16. The neutrosophication process to convert an image
ixel x into the neutrosophic domain is expressed below. 
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Table 2 
Image segmentation of the algorithms. 
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f  
i ( x ) = 
⎧ ⎪ ⎪ ⎪ ⎨ 
⎪ ⎪ ⎪ ⎩ 
x −a 1 
a 2 −a 1 , a 1 ≤ x < a 2 , 
a 3 −x 
a 3 −a 2 , a 2 ≤ x < a 3 , 
x −a 3 
a 4 −a 3 , a 3 ≤ x < a 4 
0 , otherwise. 
, I ( x ) = 
⎧ ⎪ ⎪ ⎪ ⎨ 
⎪ ⎪ ⎪ ⎩ 
b 2 −x 
b 2 −b 1 , b 1 ≤ x < b 2 , 
x −b 2 
b 3 −b 2 , b 2 ≤ x < b 3 , 
b 4 −x 
b 4 −b 3 , b 3 ≤ x < b 4 , 
1 , otherwise. 
, 
F ( x ) = 
⎧ ⎪ ⎪ ⎪ ⎨ 
⎪ ⎪ ⎪ ⎩ 
c 2 −x 
c 2 −c 1 , c 1 ≤ x < c 2 , 
x −c 2 
c 3 
c 2 ≤ x < c 3 , 
c 4 −x 
c 4 −c 3 , c 3 ≤ x < c 4 
1 , otherwise. 
, (28) 
here a j ≤ x ≤ a k for truth membership, b j ≤ x ≤ b k for indeter-
inacy membership and c j ≤ x ≤ c k for falsehood membership re-
pectively and j, k = 1, 2, 3, 4. Moreover T ( x ) is the truth member-
hip, I ( x )is the indeterminate membership while F ( x )is the false-
ood membership of a pixel in the image domain X. The bound-
ries points are determined within the ranges of the maximum
nd minimum values of the dental, background and white parts
n a dental X-Ray image ( Son & Tuan, 2016 ). 
After having the neutrosophic data, the following pseudo-code
s used to derive clusters from a dental image ( Table 1 ). 
The following Fig. 1 demonstrates the main activities of the al-
orithm. 
As observed in Table 1 and Fig. 1 , the main aim of segmenta-
ion is to isolate the basic parts of a dental X-Ray image consisting
f the background part, the white part, and the dental part. Af-
er completion, the dental part is then given to other processing
ools for extraction of patients’ states ( Son & Tuan, 2016 ). We em-
loy the orthogonal principle to derive the clusters according tohe cutting matrix which is computed from the neutrosophic sim-
larity matrix between pixels. From this, pixels in the boundaries
etween the background, the white and the dental parts can be
etermined. For instance, if the truth value of a pixel to the dental
s large while the indeterminacy and falsehood membership values
re small then we can conclude that it belongs to the dental part.
ontrarily, if the indeterminacy value of a pixel is large, it is likely
hat the pixel is in outliers or white parts. Further procedures are
sed to derive the final clusters using the orthogonal matrix. This
ethod has benefits of generating confidential results in the appli-
ation of medical segmentation. 
. Experiments 
Based on the real dataset including 66 dental X-ray images from
anoi Medical University Hospital ( Ngan et al., 2016 ), we vali-
ate the CANOM method by validity indices namely DB ( Davies &
ouldin, 1979 ), SSWC ( Dougherty, 2009 ) and VM ( Dougherty, 2009 )
gainst the Fuzzy C-Means clustering (FCM) ( Bezdek et al., 1984 ),
SFCM ( Yin, Shu, & Huang, 2012 ) and Otsu (1975) . The lower value
f the Davies–Bouldin (DB), the better an algorithm is. Contrar-
ly, the higher value of the Simplified silhouete width criterion
SSWC), more efficient an algorithm is. Similarly, greater values of
FV and Visibility Metric (VM) would observe better segmentation.
he FCM and CANOM methods were run on the Matlab 2016a pro-
ramming language on a PC with Intel(R) Core (TM) i5 – 3317U
PU @ 1.70 GHz, 4GB RAM, and the operating system was Windows
 Ultimate 64 bits. The Otsu and eSFCM source codes were taken
rom ( Son & Tuan, 2017 ) and run again for the experimental data
n this research. 
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Table 3 
Comparison of all methods. 
FCM Otsu eSFCM CANOM 
DB 18.714 1.832 0.836 10.562 
SSWC 0.020 0.657 0.647 0.941 
VM 436.507 N/A N/A 484.002 
Table 4 
Comparative results in all samples (bold values are the best for a given index). 
Image Algorithm DB SSWC VM Time (s) 
img_1 FCM 15.385 0.020 459.209 12.128 
eSFCM 0.953 0.762 N/A 16.159 
Otsu 2.33 0.658 N/A 12.754 
CANOM 6.778 0.961 498.177 13.473 
img_2 FCM 20.463 0.020 409.334 10.588 
eSFCM 0.934 0.773 N/A 14.121 
Otsu 2.42 0.563 N/A 10.132 
CANOM 5.211 0.941 479.179 15.772 
img_3 FCM 21.686 0.020 425.981 10.296 
eSFCM 0.587 0.641 N/A 11.112 
Otsu 1.182 0.662 N/A 9.833 
CANOM 11.674 0.959 504.991 12.786 
img_4 
img_5 
img_6 
FCM 19.480 0.020 401.868 10.103 
eSFCM 0.641 0.698 N/A 11.453 
Otsu 1.417 0.518 N/A 10.217 
CANOM 24.784 0.911 486.313 13.059 
FCM 15.355 0.020 442.457 10.443 
eSFCM 0.865 0.864 N/A 12.002 
Otsu 1.982 0.236 N/A 10.862 
CANOM 7.378 0.946 502.822 13.873 
FCM 17.165 0.020 409.653 11.920 
eSFCM 0.866 0.528 N/A 13.951 
Otsu 2.658 0.695 N/A 9.697 
CANOM 9.771 0.941 499.874 14.357 
img_7 FCM 18.272 0.020 445.226 11.917 
eSFCM 0.922 0.777 N/A 12.172 
Otsu 2.664 0.497 N/A 10.155 
CANOM 13.165 0.931 480.030 14.373 
img_8 FCM 24.136 0.020 427.609 12.883 
eSFCM 0.685 0.657 N/A 13.958 
Otsu 2.233 0.742 N/A 12.994 
CANOM 6.992 0.960 440.404 14.326 
img_9 FCM 16.482 0.020 497.984 11.458 
eSFCM 0.828 0.123 N/A 12.862 
Otsu 2.918 0.702 N/A 10.117 
CANOM 9.048 0.928 514.140 14.566 
img_10 FCM 21.554 0.020 443.560 12.350 
eSFCM 0.953 0.654 N/A 13.886 
Otsu 2.341 0.655 N/A 12.742 
CANOM 5.735 0.941 455.979 15.481 
img_11 FCM 17.967 0.020 435.462 11.790 
eSFCM 0.785 0.746 N/A 12.673 
Otsu 1.476 0.528 N/A 11.791 
CANOM 12.309 0.914 508.220 13.516 
img_12 FCM 16.013 0.020 373.375 11.001 
eSFCM 0.749 0.567 N/A 11.542 
Otsu 1.121 0.599 N/A 10.889 
CANOM 15.516 0.938 475.644 13.411 
img_13 FCM 19.318 0.020 502.875 10.595 
eSFCM 0.799 0.735 N/A 13.190 
Otsu 1.983 0.701 N/A 9.612 
CANOM 8.943 0.959 446.257 13.777 
…. 
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a  Experimental results: Firstly, intermediate result pictures of the
proposed method against some of the related methods are given
Table 2 . It is obvious that the CANOM method could isolate dif-
ferent regions in the dental X-Ray images. The results on 13 sam-
ples show that the results of CANOM are quite stable with most of
white, background and the dental parts being isolated clearly (with
equivalent membership values T, I, F ). Contrarily, the FCM produced
bad results in some cases with the dental parts being marked as
the background or white. This is reflected in Table 2 . 
In what follows, we compare the results of validity indices of
all algorithms in Table 3 . The results have demonstrated that theroposed method- CANOM is better than the other algorithms in
he SSWC and VM indices whilst in DB, it is not good as the Otsu
nd eSFCM. The DB index is dependent both on the data as well as
he algorithm. Due to the way the index is defined, as a function of
he ratio of the within cluster scatter, to the between cluster sep-
ration, a lower value means that the clustering is better. In this
ase the average DB value of CANOM is 10.562 and that of FCM is
8.714. We can see the CANOM DB’s index is 43% less than that
f FCM. But it is much greater than the Otsu and eSFCM with the
alues being 1.832 and 0.836. The reason for this fact is that Otsu
ses a threshold to divide the clusters (which imply the method is
uitable for separation of 2 groups only) and eSFCM utilizes some
re-knowledge in a semi-supervised framework to assist the clus-
ering process. By doing so, the cluster separation is often large
nd reduces the DB values. On the other hands, the CANOM relies
n the neutrosophic orthogonal matrix which further reduces the
eparation and increases the DB value. It is then understandable
hat most clustering algorithms deployed on the advanced fuzzy
ets often fail into this situation. 
Regarding the other validity indices, the CANOM SSWC’s index
s 0.941 and FCM’s SSWC’s is 0.02. CANOM is also better than Otsu
nd eSFCM with the values being 0.657 and 0.647 respectively. The
alue of CANOM is 47 times larger than that of FCM and 1.43 times
arger than those of Otsu and eSFCM. It is known that Simplified
ilhouete width criterion (SSWC) demonstrates greater value being
ore efficient algorithm. This index measures how similar an ob-
ect is to its own cluster compared to other clusters. High value
ndicates that the object is well matched to its own cluster and
oorly matched to neighboring clusters. Thus, we can observe that
he proposed CANOM method is better than the relevant algorithm
n this index. 
The last index – VM can be calculated only with FCM and
ANOM. Herein, the proposal CANOM still dominates the best re-
ults. 
In Table 4 , we demonstrate the comparative results of some al-
orithms in the samples of the dataset. This describes the details
f results summarized in Table 3 . From this, we still capture the
ain findings as above. One limitation of CANOM is the running
ime which is larger than FCM. For instance, the running time of
ANOM on the img_1 dataset is 13 seconds whilst that of FCM is
2 seconds. However, the difference and total running time are not
uch, and the CANOM method is able to run within large datasets.
. Conclusions 
In this paper, we concentrated on the segmentation of medi-
al images using the neutrosophic clustering approach. New no-
ions of neutrosophic orthogonal matrix and related ones have
een defined to facilitate the clustering process. The theoretical
ontributions included the neutrosophic relation, the neutrosophic
imilarity relation, the neutrosophic vector, inner and outer prod-
cts, closeness degree, neutrosophic similarity matrix, cutting ma-
rix, orthogonal neutrosophic matrix and the orthogonal principle.
hese theories are helpful in designing a new clustering algorithm
ased on the neutrosophic orthogonal matrix which transformed
n image into the neutrosophic domain, and calculated the similar-
ty between pixels expressed in neutrosophic elements. The sim-
larity was stored in the neutrosophic similarity matrix which is
hen used as an input for generation of the cutting matrix. From
his, segments of an image are derived through the orthogonal
rinciple. 
Experimental results on the real dental X-Ray image datasets
ave clearly affirmed that the proposed method outperforms the
elevant fuzzy clustering scheme. It has been shown that the pro-
osed method achieves better validity index values of DB, SSWC
nd VM as compared to the Fuzzy C-Means. Some values are bet-
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 er than those of Otsu and eSFCM. This facilitates the segmentation
f dental X-Ray images in practical applications. 
Future research of this work could be conducted on improving
he method by an idea of Boole matrix and enhance the computa-
ional time by parallel strategy. Recognition of sub-clinical diseases
rom the achieved segments with context variables and fuzzy so-
utions as in Cuong, Son, and Chau (2010 ) and Long, Son, Ha, and
on (2014 ) is also the next target. 
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