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Abstract. We consider nonparametric Bayesian estimation and prediction for nonhomogeneous Pois-
son process models with unknown intensity functions. We propose a class of improper priors for in-
tensity functions. Nonparametric Bayesian inference with kernel mixture based on the class improper
priors is shown to be useful, although improper priors have not been widely used for nonparametric
Bayes problems. Several theorems corresponding to those for finite-dimensional independent Poisson
models hold for nonhomogeneous Poisson process models with infinite-dimensional parameter spaces.
Bayesian estimation and prediction based on the improper priors are shown to be admissible under the
Kullback–Leibler loss. Numerical methods for Bayesian inference based on the priors are investigated.
1. Prediction based on models with finite dimensional parameter
Statistical modeling and data analysis based on nonhomogeneous Poisson point processes have
various applications. We consider nonparametric Bayesian inference with kernel mixture for nonho-
mogeneous Poisson processes from the viewpoint of predictive density theory. In the present paper, it
is shown that Bayesian procedures based on a class of improper priors provide reasonable estimation
and prediction. Several theorems concerning admissibility corresponding to those for finite-dimensional
independent Poisson models are shown to hold for the nonhomogeneous Poisson process model.
In this section, we summarize the basic framework of predictive density theory mainly studied for
finite-dimensional models. Suppose that we have an observation x from a probability density p(x | θ)
that belongs to a parametric model {p(x | θ) | θ ∈ Θ ∈ Rd}. The objective is to predict an unobserved
random variable y distributed according to p(y | θ) using a predictive density q(y;x).
We adopt the Kullback–Leibler loss
D{p(y | θ), q(y;x)} =
∫
p(y | θ) log p(y | θ)
q(y;x)
dy.
from the true density p(y | θ) to a predictive density q(y;x). A predictive density q(y;x) is said to
dominate another predictive density q′(y;x) if the risk of q(y;x) is not greater than that of q′(y;x) for
all θ and the strict inequality holds for at least one point θ in the parameter space.
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2 SHRINKAGE PRIORS FOR NONHOMOGENEOUS POISSON PROCESSES
Many studies recommend Bayesian predictive densities
ppi(y | x) =
∫
p(y | θ)p(x | θ)pi(θ)dθ∫
p(x | θ)pi(θ)dθ
based on a prior pi(θ) rather than plug-in densities p(y | θ̂(x)), where θ̂ is an estimated value of θ.
Bayesian predictive densities based on shrinkage priors often dominate the Bayesian predictive
densities based on the Jeffreys prior when the dimension of the parameter space is large. Shrinkage
priors assign more weight to parameter values close to a subset in the parameter space than the Jeffreys
prior. In particular, Bayesian prediction based on shrinkage priors for finite-dimensional models such
as the multivariate Normal model and the multidimensional independent Poisson model have been
investigated.
First, consider the d-dimensional Normal model. Suppose that xi (i = 1, . . . , d) are independently
distributed according to N(µi, σ
2) and that yi (i = 1, . . . , d) are independently distributed accord-
ing to N(µi, τ
2), where N(µi, σ
2) is the Normal distribution with mean µi and variance σ
2. Here,
µ := (µ1, . . . , µd) is the unknown parameter and σ and τ are known positive constants. We consider
prediction of y = (y1, y2, . . . , yd) using x = (x1, x2, . . . , xd) under the Kullback–Leibler loss. The
Bayesian predictive density pS(y | x) based on the prior piS(µ) = ‖µ‖−(d−2) = (
∑
i µi
2)−(d−2)/2 intro-
duced by Stein (1974) dominates the Bayesian predictive density pJ(y | x) based on the Jeffreys prior
piJ(µ) = 1 (Komaki, 2001). This corresponds to the widely known result that the generalized Bayes
estimator based on Stein’s prior piS(µ) dominates the best invariant estimator µ̂ = x when d ≥ 3. See
George et al. (2006) for sufficient conditions for general priors other than the Stein prior.
Next, consider the d-dimensional Poisson model, which is closely related to the nonhomogeneous
Poisson process models considered herein. Intuitively speaking, nonhomogeneous Poisson process
models are infinite-dimensional Poisson models. Suppose that xi (i = 1, . . . , d) are independently
distributed according to Po(sλi) and that yi (i = 1, . . . , d) are independently distributed according to
Po(tλi), where Po(sλi) is the Poisson distribution with mean sλi, λ := (λ1, . . . , λd) is the unknown
parameter, and s and t are known positive constants. We consider prediction of y = (y1, y2, . . . , yd)
using x = (x1, x2, . . . , xd) under the Kullback–Leibler loss.
A natural class of priors including the Jeffreys prior piJ(λ)dλ1 · · · dλd = λ−
1
2
1 · · ·λ
− 1
2
d dλ1 · · · dλd is
piα(λ)dλ1 · · · dλd := λα1−11 · · · λαd−1d dλ1 · · · dλd, where αi > 0 (i = 1, . . . , d). A class of improper prior
densities
piα,γ(λ)dλ1dλ2 · · · dλd =
λα1−11 λ
α2−1
2 · · ·λαd−1d
(λ1 + λ2 + · · ·+ λd)γ dλ1dλ2 · · · dλd (1)
with
∑
i αi − γ > 0 and αi > 0 (i = 1, 2, . . . , d) is investigated and Theorems 1 and 2 below are
obtained (Komaki, 2004).
Theorem 1 (Komaki, 2004). When
∑
i αi − γ > 1 and αi > 0 (i = 1, 2, . . . , d), the Bayesian
predictive density pα,γ(y | x) based on piα,γ(λ) is dominated by the Bayesian predictive density pα˜,γ˜(y |
x) based on piα˜,γ˜(λ), where γ˜ :=
∑
i αi − 1 and α˜ = (α˜1, α˜2, . . . , α˜d) := (α1, α2, . . . , αd).
Theorem 2 (Komaki, 2004). For every d ≥ 1, the Bayesian predictive densities based on the priors
in the class {piα,γ(λ) : 0 <
∑d
i=1 αi − γ ≤ 1, αi > 0 (i = 1, 2, . . . , d)} defined by (1) are admissible
under the Kullback–Leibler loss.
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In particular, when d ≥ 3, the Bayesian predictive density ppiS(y | x) based on the shrinkage
prior piS(λ) := piα=( 1
2
,..., 1
2
), γ= d
2
−1(λ) dominates the Bayesian predictive density ppiJ(y | x) based on
the Jeffreys prior and is admissible under the Kullback–Leibler loss. Parameter estimation can be
regarded as infinitesimal prediction under the Kullback–Leibler loss in the multivariate Poisson model
(Komaki, 2006).
In the present paper, we generalize the results for finite-dimensional independent Poisson models to
the results for nonhomogeneous Poisson models. The remainder of the present paper paper is organized
as follows. In Section 2, a class of improper shrinkage priors for nonparametric Bayesian inference
with kernel mixtures for nonhomogeneous Poisson models is introduced. Several theorems concerning
admissibility of Bayesian predictive densities and Bayes estimators for nonhomogeneous Poisson models
corresponding to those for finite-dimensional models are proved. In Section 3, numerical methods to
evaluate Bayesian predictive densities and Bayes estimators are investigated. Finally, conclusions are
presented in Section 4.
2. Nonparametric Bayesian inference for nonhomogeneous Poisson processes
We consider nonhomogeneous Poisson processes on a region U in the Euclidean space Rd. The
results in the following can be generalized to those for nonhomogeneous Poisson processes on general
spaces such as a Polish space.
Basic properties of nonparametric inference of nonhomogeneous Poisson processes using gamma
process priors are given by Lo (1982) and Lo and Weng (1989). Corresponding results for probability
density estimation are given by Lo (1984).
2.1. Bayes estimators and Bayesian predictive densities. Let λ(u) be a positive function of
u ∈ U satisfying ∫U λ(u)du < ∞. We observe x = (N,x1, x2, . . . , xN ) distributed according to the
nonhomogeneous Poisson process Po(sλ) with intensity function sλ (s > 0). Here, N is the number
of the observed points and x1, . . . , xN are observed points in U . We introduce a known constant s > 0
for later use. The function λ is the unknown parameter. For an arbitrary partition (B1, . . . , Bk) of
U , λ(Bi) (i = 1, . . . , k) are independently distributed according to the Poisson distribution with mean
sλ(Bi).
The likelihood for the nonhomogeneous Poisson process model is given by{ N∏
i=1
sλ(xi)
}
exp
{
−s
∫
λ(x)dx
}
=
{ N∏
i=1
λ(xi)
}
(sw)N exp
(−sw) (2)
∝
{ N∏
i=1
λ(xi)
}
(sw)N
N !
exp
(−sw) =: pλ(x) (3)
where w = |λ| := ∫U λ(u)du and λ := λ/w (see e.g. Daley and Vere-Jones, 2003, p. 22). We identify λ
with (w, λ). The probability density (3) of the observed points (x1, . . . , xN ) multiplied by N ! coincides
with (2). These two representations do not make essential differences in the following discussions. We
mainly use (3) in the following.
Let y = (M,y1, y2, . . . , yM) be a sample independent of x from the nonhomogeneous Poisson process
Po(tλ), where t > 0 is a known constant. We investigate estimation of λ and prediction of y using
x. In Subsection 2.4, estimation is formulated as a limit of prediction.
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First, we consider estimation of λ. From (3), the Kullback–Leibler divergence from the probability
density pλ(y) corresponding to the intensity tλ to another probability density pλ′(y) corresponding to
the intensity tλ′ is
D(pλ(y), pλ′(y)) = Eλ log
{M∏
i=1
λ(yi)
}
(tw)M
M !
exp
(−tw)
{ M∏
i=1
λ′(yi)
}
(tw′)M
M !
exp
(−tw′)
= Eλ
[
tw′ − tw +M log w
w′
+
M∑
i=1
log
λ(yi)
λ′(yi)
]
= tw
(
w′
w
− 1− log w
′
w
+
∫
λ(y) log
λ(y)
λ′(y)
dy
)
(4)
= t
∫ (
λ′(y)− λ(y) + λ(y) log λ(y)
λ′(y)
)
dy. (5)
Suppose that a prior density pi(dλ) is adopted and observation x is given. Let ppi(dλ | x) be the
posterior distribution. If the posterior mean of λ has a density λpi,x(u) with respect to the Lebesgue
measure on U , the posterior mean of the Kullback–Leibler loss of an intensity estimator λ̂ is∫
D(tλ, tλ̂)ppi(dλ | x) = t
∫∫ (
λ̂(y)− λ(y) + λ(y) log λ(y)
λ̂(y)
)
dy ppi(dλ | x)
= t
∫∫ {(
λ̂(y)− λpi,x(y) + λpi,x(y) log λpi,x(y)
λ̂(y)
)
+
(
λpi,x(y)− λ(y) + λ(y) log λ(y)
λpi,x(y)
)}
ppi(dλ | x)dy
and is minimized when λ̂ = λpi,x. Here, we assume that the integral exists. Thus, the Bayes estimator
of λ is the posterior mean λpi,x given observation x.
If the posterior is decomposed as ppi(dw dλ | x) = ppi(dw | x)ppi(dλ | x), then the Bayes estimators
of w, λ, and λ based on the prior pi are given by
wpi,x =
∫
w ppi(dw | x), λpi,x =
∫
λ ppi(dλ | x), and λpi,x = wpi,xλpi,x,
respectively.
Next, we consider predictive densities of y. The Kullback–Leibler divergence from the probability
density pλ(y) corresponding to the intensity tλ to another probability density q(y) = q(M,y1, . . . , yM ) =
q(M)q(y1, . . . , yM |M) is
D(pλ(y), q(y)) = Eλ
[
log
pPotw(M)
∏M
i=1 λ(yi)
q(M,y1, . . . , yM )
]
, (6)
where pPotw(M) := {(tw)M/M !} exp(−tw) denotes the Poisson probability density with mean tw.
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Since the posterior mean of the Kullback–Leibler divergence is∫
D(pλ(y), q(y;x))ppi(dλ | x)
=
∫∫ ∞∑
M=0
∫
· · ·
∫
pPotw(M)
{ M∏
i=1
λ(yi)
}
log
pPotw(M)
∏M
i=1 λ(yi)
q(M,y1, . . . , yM )
dy1 · · · dyMppi(dw dλ | x), (7)
the Bayesian predictive density minimizing (7) is
ppi(M,y1, . . . , yM | x) =
∫∫
pPotw(M)
{ M∏
i=1
λ(yi)
}
ppi(dw dλ | x).
If the posterior is decomposed as ppi(dw dλ | x) = ppi(dw | x)ppi(dλ | x), then the Bayesian predictive
density based on the prior pi is given by
ppi(M,y1, . . . , yM | x) = ppi(M | x)ppi(y1, . . . , yM |M,x), (8)
where
ppi(M | x) =
∫
pPotw(M)ppi(dw | x)
and
ppi(y1, . . . , yM |M,x) =
∫ { M∏
i=1
λ(yi)
}
ppi(dλ | x).
2.2. Kernel mixture models. We need to adopt a prior for λ in order to use Bayesian methods.
First, we consider the gamma process prior Ga(α, β), where α(u) is a positive density function of u
and β is a positive scalar that does not depend on u. Then, for an arbitrary partition (B1, . . . , Bk)
of U , µi := µ(Bi) (i = 1, . . . , k) are independently distributed according to the gamma distributions
Ga(αi, β) with densities {1/Γ (αi)}(µαi−1i /βαi) exp(−µi/β), where αi := α(Bi) =
∫
Bi
α(u)du. The
mixture of the nonhomogeneous Poisson process Po(tλ) with respect to the prior Ga(α, β) for λ
is the negative binomial process NeBi(α, tβ/(1 + tβ)). For NeBi(α, tβ/(1 + tβ)) and an arbitrary
partition (B1, . . . , Bk) of U , the numbersNi of points in Bi (i = 1, . . . , k) are independently distributed
according to the negative binomial distribution with density
(
Ni+αi−1
αi
){tβ/(1 + tβ)}Ni{1/(1 + tβ)}αi .
The posterior with respect to the prior Ga(α, β) and observation x is Ga(α +
∑
i δxi , 1/(s + 1/β))
(see Lo and Weng, 1989). Then, the posterior means of w, λ, and λ are
wα,β,x =
β
1 + sβ
(|α| +N), λα,β,x = α+
∑
i δxi
|α|+N , and λα,β,x =
β
1 + sβ
(α+
∑
i
δxi),
respectively, where δxi denotes the Dirac measure at xi. Thus, the Bayesian predictive density based
on the gamma process prior Ga(α, β) and observation x is
NeBi
(
α+
∑
i
δxi ,
(s+ 1/β)−1t
1 + (s + 1/β)−1t
)
= NeBi
(
α+
∑
i
δxi ,
tβ
1 + (s+ t)β
)
.
Although the gamma process prior is a conjugate prior for the nonhomogeneous Poisson model, it is
not natural to use this prior directly for λ because the measure α+
∑
i δxi is not absolutely continuous
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with respect to the intensity measure λ. In fact, the Kullback–Leibler loss of the posterior mean λα,β,x
with respect to observation x and the gamma prior Ga(α, β) is
D(tλ, tλα,β,x) = tw
{
wα,β
w
− 1− log wα,β
w
+
∫
λ(y) log
λ(y)
λα,β,x(y)
dy
}
= tw
{
wα,β
w
− 1− log wα,β
w
+
∫
λ(y) log
λ(y)
α(y)
dy + log
(
1 +
N
|α|
)}
,
where |α| := ∫U α(u)du and α := α/|α|. The amount of information concerning λ included in x
increases as s increases. However, when s goes to infinity, N and the divergence D(tλ, tλα,β) diverges
to infinity.
In order to overcome the difficulty caused by the fact that α+
∑
i δi is not absolutely continuous with
respect to λ, kernel mixture models are widely used. A nonnegative function k : U×U → R≥0 satisfying∫
k(y, u)dy = 1 is called a kernel function. Suppose that an intensity function λ is represented by
λ(y) = k(y, µ) :=
∫
k(y, u)µ(du),
where µ(du) is a finite measure on U . Then,
w = |λ| :=
∫
λ(y)dy =
∫∫
k(y, u)µ(du)dy =
∫
µ(dy) = |µ|.
We identify µ with (w,µ), where µ := µ/|µ|. Then, we have
λ(y) =
λ(y)
|λ| = k(y, µ) =
∫
k(y, u)µ(du).
We hereinafter consider kernel mixture models because these models are reasonable under the
Kullback–Leibler loss. The results in the following can be generalized to the setting in which the
kernel function has an unknown parameter by introducing a prior for the unknown parameter.
Example. The Gaussian kernel
k(y, u) =
1√
2piσ2
exp
{
− 1
2σ2
(y − u)2
}
(y, u ∈ R)
is frequently used in applications. For simplicity, we assume that σ > 0 is known. 
Assume a gamma process prior Ga(α, β) for µ. Then, µ := µ/w is distributed according to
the Dirichlet process Di(α) (see e.g. Ghosh and Ramamoorthi, 2003, p. 96). For every partition
(B1, . . . , Bk) of U , (µ(B1), . . . , µ(Bk)) is distributed according to the k-dimensional Dirichlet distribu-
tion Di(α(B1), . . . , α(Bk)). The weight parameter w is distributed according to the gamma distribution
Ga(|α|, β) independently of µ. Thus, the simultaneous distribution of w and µ is given by
pDiα (dµ) p
Ga
|α|,β(w) dw, (9)
where pDiα (dµ) denotes the Dirichlet process measure and p
Ga
|α|,β(w) = {1/Γ (|α|)}w|α|−1/β|α| is the
gamma probability density.
SHRINKAGE PRIORS FOR NONHOMOGENEOUS POISSON PROCESSES 7
2.3. Improper priors. It is difficult to determine the scale parameter β from the viewpoint of ob-
jective Bayes. Let c be an arbitrary positive constant for time scale change. Then, Po(sλ) = Po(s˜λ˜),
where s˜ := cs and λ˜ := λ/c. Inference for λ is equivalent to inference for λ˜ because the time scale
change does not affect the essence of the problem Thus, the objective prior should be (relatively)
invariant with respect to the time scale change. However, the gamma process prior Ga(α, β) is not
relatively invariant if β is finite. One method by which to construct an invariant posterior is to adopt
the improper prior
piα(µ)dµ = p
Di
α (dµ) p
Ga
|α|,∞(w) dw, (10)
which could be intuitively denoted by µα−1dµ, that is obtained by taking the limit β → ∞. The
posterior based on the prior piα is invariant with respect to the time scale change. The prior (10) is
a natural generalization of the improper prior
∏d
i=1(µ
αi−1
i dµi) discussed by Komaki (2004) for the
finite-dimensional independent Poisson model.
Here, we consider a generalization of the gamma process prior (9). Let
piα,β,γ(dµ) := p
Di
α (dµ) p
Ga
|α|−γ,β(w) dw, (11)
where γ < |α|. We consider
piα,γ(dµ) := piα,β=∞,γ(dµ) = p
Di
α (dµ) p
Ga
|α|−γ,∞(w) dw, (12)
which is a generalization of (10), by taking the limit β → ∞. We denote the distributions of λ(u) =∫
k(u, v)µ(dv) corresponding to (11) and (12) by piα,β,γ(dλ) and piα,γ(dλ), respectively, by abuse of
notation without confusion.
We investigate Bayesian inference based on the prior piα,β,γ . From (3) and (11), the posterior
distribution of µ with respect to prior piα,β,γ and observed data x is proportional to{ N∏
i=1
k(xi, µ)
}
pDiα (dµ)
(sw)N
N !
exp
(−sw)pGa|α|−γ,β(w) dw
∝
{ N∏
i=1
k(xi, µ)
}
pDiα (dµ)p
Ga
|α|−γ+N,β/(sβ+1)(w) dw. (13)
Thus, the posterior and the Bayesian predictive density for the kernel mixture models have more
complex forms than those for the simple Gamma–Poisson processes.
The posterior mean of λ given x is
λα,x(y) =
λα,β,γ,x(y)
|λα,β,γ,x| =
∫∫
k(y, µ)
{∏N
i=1 k(xi, µ)
}
pDiα (dµ)∫ {∏N
i=1 k(xi, µ)
}
pDiα (dµ)
, (14)
not depending on β, γ, or s.
The posterior means of w and λ are
w|α|−γ,β,N = |λα,β,γ,x| =
1
s+ 1/β
(|α| − γ +N) (15)
and
λα,β,γ,x = w|α|−γ,β,Nλα,x =
1
s+ 1/β
(|α| − γ +N)λα,x, (16)
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respectively. Since the posterior density of w depends on α and γ only through |α| − γ and on
x = (N,x1, . . . , xN ) only through N , we denote the posterior mean of w by w|α|−γ,β,N := |λα,β,γ,x|.
From (13), the Bayesian predictive density is given by
pNBt/(t+s+1/β),|α|−γ+N (M)pα(y1, . . . , yM |M,x),
where
pα(y1, . . . , yM |M,x) =
∫ {∏M
j=1 k(yj , µ)
}{∏N
i=1 k(xi, µ)
}
pDiα (dµ)∫ {∏N
i=1 k(xi, µ)
}
pDiα (dµ)
. (17)
and
pNBt/(s+t+1/β),|α|−γ+N (M) =
Γ (M +N + |α| − γ)
M !Γ (N + |α| − γ)
(
t
t+ s+ 1/β
)M ( s+ 1/β
t+ s+ 1/β
)|α|−γ+N
.
Here, pNBt/(s+t+1/β),|α|−γ+N (M) is the negative binomial distribution with success probability t/(t+ s+
1/β) and number of failures |α| − γ + N . We can evaluate the posterior mean (16) of λ and the
predictive density (17) using Markov chain Monte Carlo (MCMC) methods as discussed in Section 3.
By taking the limit β → ∞, we obtain the Bayes estimate and the Bayesian predictive density
based on the improper prior piα,γ . From (13), the posterior with respect to the improper prior piα,γ
and observation x is proportional to{ N∏
i=1
k(xi, µ)
}
pDiα (dµ)
(sw)N
N !
exp
(−sw)pGa|α|−γ,∞(w) dw
∝
{ N∏
i=1
k(xi, µ)
}
pDiα (dµ)p
Ga
|α|−γ+N,1/s(w) dw.
The posterior means of λ, w and λ with the improper prior piα,γ are
λα,x(y) =
∫∫
k(y, µ)
{∏N
i=1 k(xi, µ)
}
pDiα (dµ)∫ {∏N
i=1 k(xi, µ)
}
pDiα (dµ)
, (18)
w|α|−γ,N = |λα,γ,x| =
1
s
(|α| − γ +N), (19)
and
λα,γ,x = w|α|−γ,Nλα,x =
1
s
(|α| − γ +N)λα,x, (20)
respectively.
The Bayesian predictive density with the improper prior piα,γ is given by
pNBt/(t+s),|α|−γ+N (M)pα(y1, . . . , yM |M,x),
where
pNBt/(t+s),|α|−γ+N (M) =
Γ (M +N + |α| − γ)
M !Γ (N + |α| − γ)
(
t
t+ s
)M ( s
t+ s
)|α|−γ+N
.
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2.4. Estimation as infinitesimal prediction. For the finite-dimensional independent Poisson model,
Bayesian parameter estimation under the Kullback–Leibler loss is formulated as infinitesimal Bayesian
prediction (Komaki, 2006, 2015). We derive the corresponding results for nonhomogeneous Poisson
processes. Using this formulation, an integral representation of the Kullback–Leibler risk of a predic-
tive density is obtained. This representation provides a basis for later discussions.
Let z = (N +M,x1, . . . , xN , y1, . . . , yM ). Then, the density of z is
pλ(z) =
{N+M∏
i=1
λ(zi)
}{(s+ t)w}N+M
(N +M)!
exp
{−(s+ t)w}. (21)
Since the conditional density
pλ(x | z) = pλ(x,z)
pλ(z)
=
pλ(x)pλ(y)
pλ(z)
=
(
N +M
N
)(
s
s+ t
)N( t
s+ t
)M
(22)
does not depend on λ, z is a sufficient statistic when x and y are observed. We denote pλ(x | z) by
p(x | z). Let ppi(x,z) :=
∫
pλ(x,z)pi(dλ) and ppi(z) :=
∫
pλ(z)pi(dλ), where pi(dλ) is a prior. Then,
we have
ppi(y | x) = ppi(z | x) = p(x | z)ppi(z)
ppi(x)
. (23)
We consider a nonhomogeneous Poisson process zτ = (Nτ , z1, . . . , zNτ ) distributed according to
Po(τλ) on U with time τ ≥ 0. For a, b > 0, the difference between za+b = (Na+b, z1, . . . , zNa+b) and
za = (Na, z1, . . . , zNa) is defined by za+b−za := (Na+b−Na, zNa+1, . . . , zNa+b). For all a, b > 0, za and
za+b − za are independently distributed according to Po(aλ) and Po(bλ), respectively. This spatial
point process zτ on U is called a pure immigration process. Then, the simultaneous distribution of x
and y is identical to that of zs and zs+t − zs. The probability density of zτ is denoted by pλ,τ (zτ ).
From (23), the Kullback–Leibler risk is represented by
Eλ
[
log
pλ(y | x)
ppi(y | x)
]
= Eλ
[
log
pλ,s+t(zs+t)
ppi,s+t(zs+t)
]
− Eλ
[
log
pλ,s(zs)
ppi,s(zs)
]
=
∫ s+t
s
∂
∂τ
Eλ
[
log
pλ,τ (zτ )
ppi,τ (zτ )
]
dτ, (24)
where ppi,τ (zτ ) =
∫
pλ,τ (zτ )pi(dλ). Here, we assume that the expectation Eλ [log{pλ,τ (zτ )/ppi,τ (zτ )}]
exists and is differentiable with respect to τ ∈ [s, s+ t].
In order to evaluate the integrand of (24), we prepare Lemma 2, which is a generalization of Lemma
1 below, which is used in Komaki (2004).
Lemma 1. Suppose that Nτ (τ ≥ 0) is distributed according to a Poisson distribution with mean τw,
where w is a fixed positive real number. Let h be a function from the nonnegative integers to the real
numbers. Assume that
∑∞
n=0 |h(n)|(θn/n!) exp(−θ) <∞ for all θ > 0. Then,
d
dτ
E
[
h(Nτ )
]
= E
[(Nτ
τ
− w
)
h(Nτ )
]
= wE
[
h(Nτ + 1)− h(Nτ )
]
.
The proof is straightforward and is given in Komaki (2004).
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Lemma 2. Suppose that zτ = (Nτ , z1, . . . , zNτ ) is distributed according to the nonhomogeneous Pois-
son process Po(τλ) (τ ≥ 0).
Let hn (n = 0, 1, 2, . . .) be functions from U
n×R≥0 to R, where U0 := ∅ and h0 is a constant. Every
function hn(z1, . . . , zn, τ) is symmetric with respect to z1, . . . , zn and is differentiable with respect to
τ ≥ 0 for every fixed z1, . . . , zn. Let h be a function from (∪∞n=0Un) × R≥0 to R defined by h(z, τ) =
h(n, z1, . . . , zn, τ) := hn(z1, . . . , zn, τ), where z = (n, z1, . . . , zn). Assume that f(r, s) := E[h(zr, s)]
exists and is differentiable with respect to (r, s) ∈ R2>0 in a neighborhood of every r = s > 0 and that
∂
∂sE[h(zr, s)] = E[
∂
∂sh(zr, s)].
Then,
d
dτ
E
[
h(zτ , τ)
]
=
∫
U
λ(y)E
[
h(zτ + δy)− h(zτ )
]
dy + E
[
∂h
∂r
(zτ , r)
∣∣∣∣
r=τ
]
, (25)
where zτ + δy := (Nτ + 1, z1, . . . , zNτ , y).
Proof. Since
f(r, s) := E
[
h(zr, s)
]
=
∞∑
n=0
[
(rw)n
n!
exp(−rw)
∫
· · ·
∫ { n∏
i=1
λ(zi)
}
hn(z1, . . . , zn, s)dz1 · · · dzn
]
and ∂∂sE[h(zr, s)] = E[
∂
∂sh(zr, s)], we have
d
dτ
E
[
h(zτ , τ)
]
=
d
dτ
f(τ, τ) =
∂
∂r
f(r, τ)
∣∣∣∣
r=τ
+
∂
∂s
f(τ, s)
∣∣∣∣
s=τ
= w
∞∑
n=1
[
(τw)n−1
(n− 1)! exp(−τw)
∫
· · ·
∫ { n∏
i=1
λ(zi)
}
hn(z1, . . . , zn, τ)dz1 · · · dzn
]
− w
∞∑
n=0
[
(τw)n
n!
exp(−τw)
∫
· · ·
∫ { n∏
i=1
λ(zi)
}
hn(z1, . . . , zn, τ)dz1 · · · dzn
]
+
∂
∂r
E
[
h(zτ , r)
]∣∣∣∣
r=τ
=
∫
U
λ(y)Eλ
[
h(zτ + δy, τ)− h(zτ , τ)
]
dy + E
[
∂h
∂r
(zτ , r)
∣∣∣∣
r=τ
]
.

Now, we have an integral representation of the risk of a Bayesian predictive density.
Theorem 3. Suppose that zτ = (Nτ , z1, . . . , zNτ ) is distributed according to the nonhomogeneous
Poisson process Po(τλ) (τ ≥ 0).
Assume that f(r, s) := E[log{ps,λ(zr)/ps,pi(zr)}] exists and is differentiable with respect to (r, s) ∈
R
2
>0 in a neighborhood of every r = s > 0 and that
∂
∂sE[log{ps,λ(zr)/ps,pi(zr)}] = E[ ∂∂s log{ps,λ(zr)/ps,pi(zr)}].
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Then,
Eλ
[
log
pλ(y | x)
ppi(y | x)
]
=
∫ s+t
s
Eλ
[
wpi,zτ ,τ − w − w log
wpi,zτ ,τ
w
+ w
∫
U
λ(y) log
λ(y)
λpi,zτ ,τ (y)
dy
]
dτ
=
∫ s+t
s
Eλ
[∫
U
{
λpi,zτ ,τ (y)− λ(y) + λ(y) log
λ(y)
λpi,zτ ,τ (y)
}
dy
]
dτ. (26)
Proof. Let
h(zr, s) := log
ps,λ(zr)
ps,pi(zr)
= log
{Nr∏
i=1
sλ(zr,i)
}
1
Nr!
exp(−sw)
∫ {Nr∏
i=1
sλ′(zr,i)
} 1
Nr!
exp(−sw′)pi(dλ′)
= − log
∫ {Nr∏
i=1
λ′(zr,i)
λ(zr,i)
}
exp(−sw′)pi(dλ′)− sw.
From Lemma 2, the integrand of (24) is represented by
d
dτ
Eλ
[
log
pτ,λ(zτ )
pτ,pi(zτ )
]
=
d
dτ
Eλ
[
h(zτ , τ)
]
= − d
dτ
Eλ
[
log
∫ {Nτ∏
i=1
λ′(zτ,i)
λ(zτ,i)
}
exp(−τw′)pi(dλ′)
]
− w
=−
∫
U
λ(y)Eλ
[
log
∫ {Nτ∏
i=1
λ′(zτ,i)
λ(zτ,i)
}λ′(y)
λ(y)
exp(−τw′)pi(dλ′)− log
∫ {Nτ∏
i=1
λ′(zτ,i)
λ(zτ,i)
}
exp(−τw′)pi(dλ′)
]
dy
− Eλ

−
∫
w′
{Nτ∏
i=1
λ′(zτ,i)
}
exp(−τw′)pi(dλ′)∫ {Nτ∏
i=1
λ(zτ,i)
}
exp(−τw′)pi(dλ′)
− w
=−
∫
U
λ(y) log
λpi,zτ ,τ (y)
λ(y)
dy + wpi,zτ ,τ − w
= wpi,zτ ,τ − w −w log
wpi,zτ ,τ
w
+ w
∫
U
λ(y) log
λ(y)
λpi,zτ ,τ (y)
dy. (27)
From (24) and (27), we have the desired result. 
Since the integrand (26) multiplied by t coincides with the Kullback–Leibler loss (5) for the intensity
estimator λpi,z,τ , Bayes estimation under the Kullback–Leibler loss for the nonhomogeneous Poisson
model can be regarded as infinitesimal Bayesian prediction as in the finite-dimensional independent
Poisson model.
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When the prior is decomposable as pi(dλ) = pi(dw)pi(dλ), the assumption in Theorem 3 and Theorem
4 in the next subsection can be easily verified in many problems. If pi(dλ) = pi(dw)pi(dλ), then
f(r, s) = Eλ
[
log
∏Nr
i=1 λ(zr,i) exp(−sw)∫ ∏Nr
j=1 λ
′(zr,j) exp(−sw′)pi(dλ′)
]
= Eλ
[
log
∏Nr
i=1 w
Nr exp(−sw)∫ ∏Nr
j=1w
′Nr exp(−sw′)pi(dw′)
]
+ Eλ
[
log
∏Nr
i=1 λ(zr,i)∫ ∏Nr
j=1 λ
′(zr,j)pi(dλ′)
]
. (28)
The first term in (28) can be explicitly evaluated for our priors. The second term in (28) is
represented by
h(r) := Eλ
[
log
{ ∏n
j=1 λ(zj)∫ ∏n
k=1 λµ(zk)pi(dµ)
}]
= exp(−rw)
∞∑
n=0
(rw)n
n!
c(n), (29)
where
c(n) :=
∫
· · ·
∫ { n∏
i=1
λ(zi)
}
log
{ ∏n
j=1 λ(zj)∫ ∏n
k=1 λµ(zk)pi(dµ)
}
dz1 · · · dzn.
Here, c(n) is the cumulative Kullback–Leibler risk when we predict z1, . . . , zn independently dis-
tributed according to a probability density λ using the simultaneous Bayesian predictive density∫ ∏Nr
j=1 λ
′(zr,j)pi(dλ′).
Therefore, in order to verify the assumption in Theorem 3, it is sufficient to show that (29) converges
for every 0 ≤ r <∞.
In many problems, we can verify that (29) converges for every 0 ≤ r <∞ using the inequality
0 ≤ c(n) ≤ n
{
sup
µ∈B
D(λ, λµ) +
∫
B
pi(dµ)
}
, (30)
where B is an arbitrary measurable set in the space of intensity functions. The inequality (30) is
used to define the index of resolvability by Barron (1999) (see also Barron and Cover, 1991). Thus,
a sufficient condition is that there exists B such that supµ∈B D(λ, λµ) < ∞ and pi(B) > 0. For
example, the nonhomogeneous Poisson model with the gamma prior and without a kernel discussed
in Subsection 2.2 does not satisfy this condition.
If the power series of r in (29) converges for all 0 ≤ r <∞, we have
d
dr
h(r) = −w exp(−rw)
∞∑
n=0
(rw)n
n!
c(n) + exp(−rw)
∞∑
n=1
w(rw)n−1
(n− 1)! c(n)
= w exp(−rw)
∞∑
n=0
(rw)n−1
n!
{c(n + 1) − c(n)} (31)
= wEλ
[∫
λ(y) log
λ(y)
λpi,zr(y)
dy
]
,
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because
c(n+ 1)− c(n) =
∫
λ(y)
∫
· · ·
∫ { n∏
i=1
λ(zi)
}
log
{
λ(y)
∏n
i=1 λ(zi)∫
λµ(y)
∏n
i=1 λµ(zi)pi(dµ)
}
dz1 · · · dzndy
−
∫
· · ·
∫ { n∏
i=1
λ(zi)
}
log
{ ∏n
i=1 λ(zi)∏n
i=1
∫
λµ(zi)pi(dµ)
}
dz1 · · · dzn
=
∫
· · ·
∫ { n∏
i=1
λ(zi)
}∫
λ(y) log
λ(y)
λpi,zn(y)
dydz1 · · · dzn, (32)
where
λpi,zn(y) =
∫ ∏n
i=1 λµ(zi)λµ(y)pi(dµ)∫ ∏n
j=1 λµ(zj)pi(dµ)
.
Thus, the difference (32) between c(n + 1) and c(n) is the individual Kullback–Leibler risk of the
Bayesian predictive density for predicting zn+1 using z1, . . . , zn, where z1, . . . , zn+1 are independently
distributed according to probability density λ. The power series of r in (29) converges for 0 ≤ r <∞
if and only if the power series in (31) converges for 0 ≤ r <∞.
2.5. Shrinkage priors dominating the prior piα and their admissibility. We propose shrinkage
priors dominating piα(dµ) = µ
α−1dµ when |α| > 1. We prove admissibility of Bayes estimators and
Bayesian predictive densities based on the shrinkage priors.
Although few studies on admissibility concerning infinite-dimensional models have been carried out,
we show that Blyth’s method with a convex loss is useful for our infinite-dimensional problem because
the method works even when the support of the prior is a small subset of the whole parameter space.
The key idea is to decompose the problem into two sub-problems: a one-dimensional problem with an
improper prior, and an infinite-dimensional problem with a proper prior.
Theorem 4. Suppose that zτ = (Nτ , z1, . . . , zNτ ) is distributed according to the nonhomogeneous
Poisson process Po(τλ) (τ ≥ 0).
Assume that f(r, s) := E[log{ps,λ(zr)/ps,pi(zr)}] exists and is differentiable with respect to (r, s) ∈
R
2
>0 in a neighborhood of every r = s > 0 and that
∂
∂sE[log{ps,λ(zr)/ps,pi(zr)}] = E[ ∂∂s log{ps,λ(zr)/ps,pi(zr)}].
(1) When |α| − γ > 1, the Bayesian predictive density pα,γ(y | x) based on piα,γ(dµ) is dominated
by the Bayesian predictive density pα,γ˜(y | x) based on piα,γ˜(dµ), where γ˜ := |α| − 1.
(2) When |α| − γ > 1, the generalized Bayes estimator of λ based on piα,γ(dµ) is dominated by the
generalized Bayes estimator of λ based on piα,γ˜(dµ), where γ˜ := |α| − 1.
In particular, if |α| > 1, the Bayesian predictive density based on piα(dµ) = piα,γ=0(dµ) = µα−1dµ
is dominated by the Bayesian predictive density based on piα,γ˜=|α|−1(dµ).
Proof of Theorem 4. We prove the first part (1) for Bayesian predictive densities. The second part
(2) for Bayes estimators can be proved in a similar manner.
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Since (18), the posterior mean of λ based on piα,γ coincides with that based on piα,γ˜ . Therefore,
from Theorem 3, we have
Eλ
[
D(p(y | λ), pα,γ(y | x))
]
− Eλ
[
D(p(y | λ), pα,γ˜(y | x))
]
=
∫ t
s
wEλ
[wα,γ,τ
w
− 1− log wα,γ,τ
w
]
dτ −
∫ t
s
wEλ
[wα,γ˜,τ
w
− 1− log wα,γ˜,τ
w
]
dτ, (33)
where wα,γ,τ := wα,γ,z(τ),τ . From (19), the posterior means of w with respect to priors piα = piα,γ=0
and piα,γ˜=|α|−1 are wα,τ = (Nτ + |α|)/τ and wα,γ˜=|α|−1,τ = (Nτ + 1)/τ , respectively, when we observe
Nτ .
Thus, the integrand of (33) with γ = 0 and γ˜ = |α| − 1 is
wEλ
[
wα,τ
w
− 1− log wα,τ
w
]
− wEλ
[
wα,γ˜=|α|−1,τ
w
− 1− log wα,γ˜=|α|−1,τ
w
]
=
|α|
τ
− wEλ
[
log
Nτ + |α|
τ
]
− 1
τ
+ wEλ
[
log
Nτ + 1
τ
]
=
1
τ
{
|α| − 1− τwEλ
[
log(Nτ + |α|)
]
+ τwEλ
[
log(Nτ + 1)
]}
. (34)
From Lemma 3 below, (34) is positive. 
Lemma 3. Let X be a Poisson random variable with mean θ ≥ 0, and let c be an arbitrary positive
constant. Then,
θEθ
[
log(X + 1 + c)− log(X + 1)
]
≤ c− c exp(−θ) < c.
The proof of Lemma 3, which is used in Komaki (2004), is given here for self-containedness.
Proof of Theorem 3.
c−
∞∑
n=0
exp(−θ)θ
n+1
n!
{
log(n+ 1 + c)− log(n+ 1)
}
≥ c−
∞∑
n=0
exp(−θ)θ
n+1
n!
c
n+ 1
= c exp(−θ)
{
exp θ −
∞∑
n=0
θn+1
(n+ 1)!
}
= c exp(−θ) > 0.

Next, we prove admissibility of Bayes estimators and Bayesian predictive densities based on our
shrinkage priors.
Suppose that the parameter space Λ is a set of finite measures that are mutually absolutely con-
tinuous with respect to the Lebesgue measure on U ⊂ Rd. We assume that if λ = (w, λ) ∈ Λ, then
(w′, λ) ∈ Λ for all w′ > 0. Thus, Λ = R+ × Λ, where R+ is the set of positive real numbers and Λ
is a set of probability densities that are mutually absolutely continuous with respect to the Lebesgue
measure.
Note that the support of a prior for the kernel mixture model only covers a small subset of the
whole parameter space Λ if Λ is a large set as in ordinary settings for nonparametric inference.
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Let A be the space of all finite measures on U such that the measure is mutually absolutely
continuous with respect to the Lebesgue measure. For estimation of λ, we choose an intensity estimate
fromA. LetP be the space of all probability measures on ∪∞m=0Um such that the marginal probability
of P (m) of P ∈ P is positive for every nonnegative integer m and the conditional probability P (· | m)
on Um has density with respect to the Lebesgue measure on Um ⊂ Rm for every m. For prediction
problem, we choose a probability density from P.
We assume that
∫
k(y, u)µ(du) ∈ Λ with probability 1 if µ is distributed according to Di(α). This
condition is naturally satisfied in ordinary settings for nonparametric intensity estimation.
Theorem 5.
(1) The Bayesian predictive density based on piα,γ(dµ) := p
Di
α (dµ) p
Ga
|α|−γ,∞(w)dw is admissible
under the Kullback–Leibler loss if |α| − 1 ≤ γ < |α|.
(2) The generalized Bayes estimator λα,γ,x based on piα,γ(dµ) := p
Di
α (dµ) p
Ga
|α|−γ,∞(w)dw is admis-
sible under the Kullback–Leibler loss if |α| − 1 ≤ γ < |α|.
In particular, if |α| > 1, then the Bayesian predictive density based on piα,γ=|α|−1 dominating that
based on piα = piα,γ=0 is admissible.
Proof. We prove the first part (1) for Bayesian predictive densities using Blyth’s method with a
convex loss. Blyth’s method is widely used to prove admissibility usually for problems with a finite-
dimensional parameter space. The method with a convex loss also works for our infinite-dimensional
problem. The second part (2) for Bayes estimators can be proved in a similar manner.
By the assumption, the distributions pλ(x) (λ ∈ Λ) are absolutely continuous with respect to each
other. The action space P is convex because aq(y) + (1− a)q′(y) ∈ P if both q(y) and q′(y) belong
to P and 0 ≤ a ≤ 1. The Kullback–Leibler loss
L(λ, q) := Eλ
[
log
pλ(M,y1, . . . , yM )
q(M,y1, . . . , yM )
]
is a strictly convex function from q ∈ P to [0,∞] for every fixed λ.
We use a monotonically increasing sequence of proper priors defined by pi
[l]
α,γ(dµ) = piα,γ(dµ)
1
2h
2
l (w)
(l = 1, 2, . . .), where piα,γ(dµ) = p
Di
α (dµ) p
Ga
|α|−γ,∞(w)dw = p
Di
α (dµ)w
|α|−γ−1dw and
hl(w) =

1 if 0 ≤ w ≤ 1
1− logw
log l
if 1 < w ≤ l
0 if l < w.
Function sequences of this kind were introduced by Brown and Hwang (1982) and are used to prove
admissibility of linear estimators (Ghosh and Yang, 1988) and admissibility of predictive densities
(Komaki, 2004) for finite-dimensional independent Poisson models. Then, pi
[l]
α,γ ≪ piα,γ for all l =
1, 2, . . .. Let C := {(w, λ) | 0 < w < 1, λ ∈ Λ}. Then, pi(C) > 0 and dpi[l]/dpi = 1/2 if µ ∈ C.
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In order to prove admissibility of pα,γ(y | x) based on piα,γ with 0 < |α| − γ ≤ 1, it suffices to show
lim
l→∞
∫
pi[l]α,γ(dλ)
{
Eλ
[
D(pλ(y), pα,γ(y | x))
]− Eλ[D(pλ(y), p[l]α,γ(y | x))]} = 0, (35)
where p[l] is the Bayesian predictive density based on pi
[l]
α,γ . The proof of the sufficiency of (35) for
admissibility is given in Appendix A.
We set c = γ − |α| + 1 (0 ≤ c < 1), and gl(w) = (1/2)h2l (w). From Theorem 3 and (33), we have
the expression∫
pi
[l]
α,β(dλ)
{
Eλ
[
D(p(y | λ), pα,β(y | x))
]− Eλ[D(p(y | λ), p[l]α,β(y | x))]}
=
∫ s+t
s
{∫ ∞
0
gl(w)w
−c
∞∑
n=0
exp(−τw)(τw)
n
n!
(
n+ 1− c
τ
− ŵl,τ (n)− w log n+ 1− c
τŵl,τ (n)
)
dw
}
dτ, (36)
where
ŵl,τ (n) =
∫∞
0 w exp(−τw) (τw)
n
n! w
−cgl(w)dw∫∞
0 exp(−τw) (τw)
n
n! w
−cgl(w)dw
=
∫∞
0 exp(−τw)(τw)n+1−cgl(w)dw
τ
∫∞
0 exp(−τw)(τw)n−cgl(w)dw
=
n+ 1− c
τ
+
∫∞
0 exp(−τw)(τw)n+1−cg′l(w)dw
τ2
∫∞
0 exp(−τw)(τw)n−cgl(w)dw
, (37)
because λα,γ = λ
[l]
α,γ and it does not depend on γ.
The integral (36) coincides with (22) in Komaki (2004) and converges to 0 as l goes to infinity (see
Appendix B). 
3. Numerical evaluation of predictive densities and estimators
In this section, we explore numerical methods by which to evaluate Bayesian predictive densities
and Bayes estimates.
In the posterior (13) with respect to the prior piα,β,γ(dµ) := p
Di
α (dµ) p
Ga
|α|−γ,β(w)dw, w and µ are
independently distributed. The posterior distribution of w is pGa|α|−γ+N,β/(sβ+1)(w) dw. The posterior
distribution of µ is proportional to∫ { N∏
l=1
∫
k(xl, ul)µ(dul)
}
pDiα (dµ) =
∫
· · ·
∫ { N∏
l=1
k(xl, ul)
}
pCRα (du1, . . . ,duN ), (38)
where
pCRα (du1, . . . ,duN ) =
∫ { N∏
l=1
µ(dul)
}
pDiα (dµ)
is the distribution of the Chinese restaurant process with measure α. If random variables u1, u2, . . . , uN
are distributed according to a Chinese restaurant process PCRα (du1, . . . ,duN ), then they are sequen-
tially distributed according to
PCRα (du1) =
1
|α|α(du1)
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and
PCRα (duk+1 | u1, . . . , uk) =
1
|α| + k
{
α(duk+1) +
k∑
i=1
δui(duk+1)
}
(k = 1, 2, . . . , N − 1),
see e.g. Phadia (2016).
We can numerically evaluate quantities concerning the posterior density of λ such as the Bayes
estimate of λ and Bayesian predictive density of y given x using MCMC based on the representation
(38). Various MCMC methods for density estimation (e.g. Phadia, 2016) based on nonparametric
Bayes with Dirichlet priors can be applied to our problem.
From (18), the posterior mean λ with respect to piα,β,γ and observation x is
λα,x =
∫
k(y, µ){∏Nl=1 k(xl, µ)}pDiα (dµ)∫ {∏Nl=1 k(xl, µ)}pDiα (dµ)
=
∫ · · · ∫ k(y, uN+1){∏Nl=1 k(xl, ul)}pCRα (du1, . . . ,duN ,duN+1)∫ · · · ∫ {∏Nl=1 k(xl, ul)}pCRα (du1, . . . ,duN )
=
∫ · · · ∫ k(y, uN+1)pCRα (duN+1 | u1, . . . , uN ){∏Nl=1 k(xl, ul)}pCRα (du1, . . . ,duN )∫ · · · ∫ {∏Nl=1 k(xl, ul)}pCRα (du1, . . . ,duN ) , (39)
which does not depend on β or γ. Thus, the posterior mean of λ with respect to the prior piα,β,γ is
λα,x, which does not depend on β or γ.
We can obtain the Bayes estimates of λ based on piα,β,γ and piα,γ := piα,β=∞,γ using (15), (16), (19),
(20), and (39).
Example. We consider intensity functions on a unit circle [0, 2pi) for simplicity. Let the true intensity
function be
λ(u) = sin(u) + 2.
We obtain Bayes estimates of λ based on priors piα=1,β=∞,γ=0 and piα=1,β=∞,γ=|α|−1. Then, |α| :=∫ 2pi
0 α(u)du = 2pi > 1. We adopt the von Mises kernel
kκ(x;µ) =
exp{κ cos(x− µ)}
2piI0(κ)
with κ = 5. The observation time length s is set to be 1.
In Figure 1, Bayesian estimates of λ based on non-shrinkage prior piα=1,β=∞,γ=0 and shrinkage prior
piα=1,β=∞,γ=|α|−1 with respect to observation (0.29, 1.55, 2.06, 2.85, 2.87, 3.60, 5.55, 5.61, 5.65, 6.01) are
shown. The Bayesian estimates based on the non-shrinkage prior and the shrinkage prior are λα=1,γ=0,x =
(N + 2pi)λα,x, and λα=1,γ=|α|−1,x = (N + 1)λα,x, respectively, where λα,x is numerically evaluated by
MCMC.
On average, the estimator based on the shrinkage prior becomes closer to the true intensity than
that based on the non-shrinkage prior.
4. Conclusion
A class of improper shrinkage priors for nonparametric Bayesian inference of the nonhomogeneous
Poisson processes with kernel mixture is investigated. The Bayesian predictive densities and the Bayes
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Figure 1. Bayesian estimates of λ based on non-shrinkage prior piα=1,β=∞,γ=0 and
shrinkage prior piα=1,β=∞,γ=|α|−1. The (sorted) observed points indicated by the vertical
ticks at the bottom are located at 0.29, 1.55, 2.06, 2.85, 2.87, 3.60, 5.55, 5.61, 5.65, and
6.01.
estimators based on the priors are admissible under the Kullback–Leibler loss. The class of improper
priors could be useful as objective priors for nonhomogeneous Poisson models.
The information theoretic properties of the Kullback–Leibler loss play essential roles in our theory.
Our results can be easily generalized to various methods for intensity estimation including models
based on kernels with parameters.
Although few studies on admissibility of Bayesian prediction and inference based on improper
priors for infinite-dimensional models have been carried out, our approach could be useful for various
infinite-dimensional problems.
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Appendix A. Sufficiency of (35) for admissibility
We show that (35) is sufficient for admissibility. The proof for our infinite-dimensional problem
parallels the proof for finite-dimensional problems with a convex loss (see Schervish, 1995, Chapter
3).
We denote a map from x to a probability distribution of y by q, and denote the probability density
that is the image of x under q by qx. The map q corresponds to a predictive density.
Let L(λ, qx) be a loss function, which is strictly convex with respect to qx, and let R(λ, q) :=
Eλ[L(λ, qx)], where x is distributed according to a probability density pλ. Assume that a predictive
density q satisfying
lim
l→∞
{
R(pi[l], q)−R(pi[l], q[l])
}
= 0, (40)
where q[l] is the Bayesian predictive density based on pi[l] and R(pi[l], q[l]) :=
∫
R(λ, q[l])pi[l](dλ) is the
Bayes risk of q[l] with respect to the prior pi[l], is inadmissible. Assume that dpi[l]/dpi ≥ a > 0 if µ ∈ C
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for a subset C of the parameter space. We assume that all probability measures in {pλ : λ ∈ Λ} are
mutually absolutely continuous with respect to each other.
In our problem, (40) corresponds to (35), L is the Kullback–Leibler loss, pi[l] = pi
[l]
α,γ , and dpi[l]/dpi =
1/2 if µ ∈ C := {(w, λ) | 0 < w < 1, λ ∈ Λ}.
We prove admissibility of the predictive density q by contradiction. Since q is inadmissible, there
exists another predictive density q′ such that, for all λ ∈ Λ, R(λ, q′) ≤ R(λ, q), and for at least one
parameter value λ0 ∈ Λ, R(λ0, q′) < R(λ0, q). Since L(λ, qx) is strictly convex with respect to qx for
every λ,
L(λ, q′′
x
) ≤ 1
2
{
L(λ, q′
x
) + L(λ, qx)
}
,
where q′′ := (q + q′)/2, for every λ and x. For every x such that qx 6= q′x, we have
L(λ, q′′
x
) <
1
2
{
L(λ, q′
x
) + L(λ, qx)
}
.
Here, Pλ0(q
′
x
6= qx) > 0 because otherwise R(λ0, q′) < R(λ0, q) does not hold. Thus, Pλ(q′x 6= qx) > 0
for every λ because all probability measures pλ (λ ∈ Λ) are mutually absolutely continuous with
respect to each other. Thus, for every λ, R(λ, q′′) < R(λ, q). Therefore, for all l = 1, 2, 3, . . .,
R(pi[l], q)−R(pi[l], q[l]) ≥ R(pi[l], q)−R(pi[l], q′′) ≥
∫
C
{
R(λ, q)−R(λ, q′′)} pi[l](dλ)
≥ a
∫
C
{
R(λ, q)−R(λ, q′′)}pi(dλ) > 0.
This contradicts (40).
Appendix B. Evaluation of (36)
We show that (36) converges to 0 in the same manner as the evaluation of (22) in Komaki (2004).
We include the proof here for self-containedness.
We have∫ ∞
0
gl(w)w
−c
∞∑
z=0
exp(−τw)(τw)
z
z!
(
z + 1− c
τ
− ŵl,τ − w log z + 1− c
τŵl,τ
)
dw
≤
∫ ∞
0
gl(w)w
−c
∞∑
z=0
exp(−τw)(τw)
z
z!
{
z + 1− c
τ
− ŵl,τ + wτŵl,τ − (z + 1− c)
z + 1− c
}
dw
=
∞∑
z=0
τ c−1
z!
{∫ ∞
0
exp(−τw)gl(w)(τw)
z+1−c
z + 1− c dw −
∫ ∞
0
exp(−τw)gl(w)(τw)z−cdw
}
· {τŵl,τ − (z + 1− c)}
=
∞∑
z=0
τ c−2
z!
∫ ∞
0
exp(−τw)g′l(w)
(τw)z+1−c
z + 1− c dw · {τŵl,τ − (z + 1− c)}. (41)
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Using (37) and the inequality (z + 1)/(z + 1− c) ≤ 1/(1 − c), where 0 ≤ c < 1, we have∫ ∞
0
gl(w)w
−c
∞∑
z=0
exp(−τw)(τw)
z
z!
(
z + 1− c
τ
− ŵl,τ − w log z + 1− c
τŵl,τ
)
dw
≤ τ
c−3
1− c
∞∑
z=0
1
(z + 1)!
{∫ ∞
0
exp(−τw)(τw)z+1−cg′l(w)dw
}2
∫
exp(−τw)(τw)z−cgl(w)dw
=
τ c−3
1− c
∞∑
z=0
2
(z + 1)!
{∫ ∞
0
exp(−τw)(τw)z−c(τwh′l(w))hl(w)dw
}2
∫
exp(−τµ)(τw)z−ch2l (w)dw
≤ τ
c−3
1− c
∞∑
z=0
2
(z + 1)!
{∫ ∞
0
exp(−τw)(τw)z−c(τwh′l(w))2dw
}
·
{∫ ∞
0
exp(−τw)(τw)z−ch2l (w)dw
}
∫
exp(−τw)(τw)z−ch2l (w)dw
=
τ c−3
1− c
∞∑
z=0
2
(z + 1)!
∫ ∞
0
exp(−τw)(τw)z+2−c(h′l(w))2dw
=
2τ c−3
1− c
∫ ∞
0
{1− exp(−τw)}(τw)1−c(h′l(w))2dw ≤
2
(1− c)τ2
∫ ∞
0
w1−c(h′l(w))
2dw (42)
The derivative of hl(w) is
h′l(w) =

0 if 0 < w < 1
− 1
w log l
if 1 < w < l
0 if l < w.
(43)
From (36), (42) and (43), we have∫
pi
[l]
α,β(dλ)Eλ
[
D(pλ(y), pα,β(y | x))−D(pλ(y), p[l]α,β(y | x))
]
≤
∫ s+t
s
{
2
(1− c)τ2
∫ ∞
0
w1−c(h′l(w))
2dw
}
dτ =
∫ s+t
s
{
2
(1− c)τ2
∫ l
1
1
w1+c(log l)2
dw
}
dτ
≤
∫ s+t
s
2
(1− c)τ2
1
log l
dτ =
2
(1− c) log l
(
1
s
− 1
s+ t
)
→ 0 as l→∞.
