In this article, we perform a comprehensive survey of the technical aspects related to the implementation of demand response and smart buildings. Specifically, we discuss various smart loads such as heating, ventilating, and air-conditioning (HVAC) systems and plug-in electric vehicles (PEVs); the power architecture with multibus characteristics; different control algorithms such as the hybrid centralized and decentralized control and the distributed coordination among buildings; the communication technologies and network architectures; and the potential cyber-physical security issues and possible mechanisms for enhancing the system security at both cyber and physical layers. The current status of the demand response in United States, Europe, Japan, and China is reviewed, and the benefits, costs, and challenges of implementing and operating demand response and smart buildings are also discussed. 
INTRODUCTION
The grid architecture is fast evolving from a utility-centric structure to a more distributed smart grid that heavily integrates distributed energy resources (DERs) and load-side management. The wide and increasing deployment and implementation of demand response and smart buildings are expected from both the power system and the electricity consumer perspectives. Due to the environmental consideration, the future power grid will have a high penetration of renewable generation, such as wind and solar. The increasing renewable generation integration, however, will decrease the inertial response capacity of the power system and will further influence the system 18:2 J. Qi et al. stability and security. Making full use of the load-side resources by effective load control has thus become critical. From the customer point of view, there is also a need for enhanced customer choice and advanced building automation that can improve the comfort and convenience of the electricity users while increasing the energy efficiency and reducing the total energy consumption and operating costs.
Enabling an effective demand response and smart building requires a communication network for data exchange between buildings and also between buildings and utilities, intelligent controls for various controllable devices, a home energy management system that responds to the needs of the building owners and the system providers, and reliable secure mechanisms that protect the smart buildings and the power grid from malicious cyber-physical attacks. In this article, we will discuss the technologies related to all these critical aspects.
SMART LOADS AND POWER ARCHITECTURE
With energy storage resources (ESRs), commercial and residential buildings are a promising source of demand-side flexibility. For example, the batteries of plug-in electric vehicles (PEVs) have received considerable attention from utility operators for various reasons (e.g., real-time power control, peak-load reduction, and installation of rooftop renewable energy resources). Based on the average driving distances and trip timings, PEVs are expected to spend most of the day in parking garages of commercial buildings while connected to the electricity grid through building power systems, as shown in Figure 1 . For power flow calculation and transient stability analysis of a target electric network, load models have been developed mainly using measurement-and componentbased approaches. In the measurement-based approach, real-time sensors and monitors are placed at the input ports of loads to determine the sensitivity of active and reactive load power to network voltage and frequency (or angle) variations: that is, dP/dV , dQ/dV , dP/d f , dQ/d f . This approach has the advantage of acquiring accurate model parameters that can be directly used for power grid analysis (Bokhari et al. 2014 ). However, it requires a high cost for the installation of measurement equipment, and the measurement has to be repeated for a long time period to analyze weekly, monthly, and seasonal load characteristics (Price et al. 1995) . On the other hand, the componentbased approach involves building up a load model based on the information on its constituent parts (e.g., the data related to load class, composition, and characteristics). This approach has the advantage of not requiring system measurements and therefore has been readily developed with general 
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HVAC Systems (Molina-Garcia et al. 2011) Space heating loads, fridge/freezers, and storage water heaters that represent close to 40% of residential demand (Xu et al. 2011) 500 electric water and space heaters with a total demand of 2.0MW (Galus et al. 2011) Thermostatically controlled appliances, owned by final customers, in individual households that consist of 136,000 cooling load units with a rated power of 19.7MW and 24,000 heating load units with a rated power of 72.2MW (Miland et al. 2006) Water heaters, each of which has a rated power of 1kW or 2kW (Masuta and Yokoyama 2012) 420,000 heat pump water heaters consuming 460MW in total (Lu 2012; Lu and Zhang 2013) 1,000 residential HVAC units, each of which has a rated power of 6kW (Short et al. 2007) 1,000 individual domestic refrigerator models, whose total demand was scaled up to represent a total demand of 1,320MW (Kondoh et al. 2011) 10,000 residential electric water heaters, each of which consumes 2kWh characteristics for the entire network (Price et al. 1988 ). However, in practice, load characteristics vary depending on device manufacturers and electricity networks, and the information on the load composition is hardly obtained because of confidential issues (Kim et al. 2016a ). Besides, stationary, wall-mounted battery packs have also been introduced to homeowners, primarily to reduce the overall energy consumption of the buildings (Neubauer and Simpson 2015) . The penetration of such behind-the-meter batteries is anticipated to continuously increase due to environmental concerns and energy security issues. In addition, building features include thermal energy storage inherent in structure elements that can be coupled to electric grids through heating, ventilating, and air-conditioning (HVAC) systems. The HVAC systems represent about 30% of the electricity usage in commercial buildings ((US) 2012) and are major drivers of summer peak loads. Various types of HVAC systems have been considered for ancillary service provisions, as summarized in Table 1 . In particular, the application of variable frequency drives (VFDs) has enabled fan motors or heat pump compressors to evolve from singlespeed to variable-speed units. Considering their significant potential with respect to flexibility and efficiency, variable-speed HVAC systems have recently been analyzed using simulation models (Maasoumy and Sangiovanni-Vincentelli 2012; Kim et al. 2015) as well as experimental setups (Su and Norford 2015; Kim et al. 2016b ). For example, Kim et al. (2016b) actively adjusted the input power of a direct load control (DLC)-enabled variable-speed heat pump (VSHP) for grid frequency regulation ancillary service provision, while ensuring the thermal comfort of building occupants. Two different control methods (i.e., water temperature reference control and compressor frequency reference control) were proposed and analyzed, taking into account practical implementation and further performance improvements of the DLC strategy.
A variety of renewable energy sources (RESs) can be integrated into smart buildings to reduce retail electricity purchases and peak load demands in buildings. In particular, photovoltaic (PV) systems generate electricity mainly during the time periods of peak load. This allows conventional peak-load power plants to be required less frequently, reducing the electricity spot prices on energy and reserve markets. The correlation between solar electricity delivery and peak demand pricing can be seen more clearly during warmer months when air-conditioning load commands most of the generation capacity. Furthermore, in locations where the utilities experience a peak demand in summer daytime hours, the avoided costs attributable to rooftop PV systems are higher than in other locations, because of the good match between PV generation and building energy usage. For example, in California, the amount of solar PV available on the electricity grid has rapidly increased: that is, from 0.7 gigawatts in 2010 to 4.8GW in 2014 (Cates and Schlissel 2015) .
Commercial buildings have strong potential for PV systems because of the large, flat rooftop space available for PV arrays. Gagnon et al. (2016) showed that more than 99% of commercial buildings in major US cities have at least one roof plane suitable for PV systems that are capable of generating a significant portion of the annual electricity needs of the buildings. Although large, multistory buildings such as hotels and hospitals have a relatively low ratio of available roof space to building energy consumption, one-or two-story buildings including schools and retail stores can install relatively larger PV systems that significantly affect the load demand profiles.
Adding PV systems in a different way can affect the load demand in buildings depending on the size of the PV system and the building characteristics. For example, west-facing rooftop PV arrays in Texas can reduce total peak demand in the summer by up to 65%, as compared with southfacing arrays, which only reduce demand by 54%. In addition, a 50kW PV system in Minneapolis generates approximately 62MWh of annual energy, regardless of whether it is installed on the roof of a restaurant, hospital, or school (Davidson et al. 2015) . Differences in the amount of the generated electricity depend mainly on the structure of the energy rates for the particular building.
Considering the stochastic nature of the output power of RESs that are commonly used to energize smart buildings, it is necessary to achieve flexible control of smart loads to mitigate their intermittence. For many electric loads, such as energy storage, PEVs, and appliances, power electronic inverters are often used as interfaces to connect with the common bus (Patterson 2012; Dragicevic et al. 2016a Dragicevic et al. , 2016b Ryu et al. 2013) . The configuration and functionalities of the inverter interfaces in smart buildings are shown in Figure 2 . The functions of smart inverters are summarized as follows:
(1) The most important function of the interface inverters in a smart building is to establish the overall power architecture incorporating multiple common buses (Dragicevic et al. 2016b; Kakigano et al. 2010) . Nowadays, most of the smart buildings feature multibus configuration and the voltage of each bus can be 24V, 240V, or even 380V for DC-coupled devices and can be 100 to 240V/50 to 60Hz for AC-coupled devices. The smart inverters are used to link different buses and stabilize the whole system by regulating the voltages to their desired values. (2) The smart inverters can provide flexible and reliable grid support capabilities so that the smart building can participate in demand-side management. In order to realize the grid support capabilities, the smart inverters linking the smart building and the grid should be capable of operating in both grid-connected and islanded mode, which is similar to the operation of AC or DC microgrids (Sechilariu et al. 2013; . In grid-connected mode, the smart inverters work as the enabling devices to respond to the grid command and generate required active and reactive power, while in islanded mode, the smart inverters are responsible of providing reliable and stable islanded operation and coordinating the supply-and demand-side requirements inside the building. Meanwhile, a typical smart building should be capable of integrating PEV, smart appliances, RESs, and so forth. An interface inverter can be used when necessary if voltage-level conversion or consuming power control is needed. As a particular example, a typical configuration of a DC-coupled smart building is shown in Figure 11 . 1 As depicted in this figure, common appliances are used in the building and a PV panel is employed to energize the building. As shown in the circuit diagram of the smart building, it is clearly seen that multiple buses coexist, including 380V, 48V, and 24V DC buses and 230V/50Hz AC buses. (3) Smart inverters can also implement auxiliary functions to improve power quality. For example, harmonic or unbalanced compensation can help prolong the service life of appliances inside smart buildings. Low-voltage ride-through (LVRT) capability can facilitate uninterrupted operation of smart buildings during transient faults.
CONTROL

Thermal Dynamics Control Within a Building
To provide ancillary services, HVAC systems and the building thermal dynamics are controlled mainly by two methods: device-specific and supervisory control strategies. First, device-specific control aims at controlling specific pieces of equipment in an HVAC system. It can enable more direct and more effective control of power consumption, although the HVAC system interactions such as cascading failures need to be carefully understood. Figure 3 shows an example of the device-specific control methods for a VFD-controlled heat pump that responds to DLC signals and controls the indoor air temperature (Kim et al. 2015) . The heat pump was developed in an operational level, which is simplified for real-time simulation studies but is still sufficiently comprehensive to show the dynamic characteristics of the heat pump, especially in the transient state. The heat pump compressor is connected to a variable-speed drive (VSD)-controlled induction motor whose shaft speed is adjusted in response to the DLC signals that are updated every 2 or 4 seconds. To estimate the effect of the DLC-enabled heat pump on the indoor air temperature, a test room model has also been established based on the experimental setup (Zakula 2013) . The simulation studies verify that the DLC application to the heat pumps can improve the grid frequency stability while guaranteeing building occupant comfort. On the other hand, supervisory control strategies utilize a building management system (BMS) to adjust the power consumption of building appliances in response to one or several set-points delivered through subsystem controllers. Using communication platforms such as OpenADR (Ghatikar 2012) , the BMS can be implemented to enable the appliances to provide ancillary services through various advanced features, such as the optimal control of the set-points of user-centered model-predictive heating-cooling system,s while minimizing building energy consumption and ensuring occupants' thermal and air quality standards. Specifically, Motegi et al. (2007) provide an overview of the supervisory control strategies for HVAC systems that provide demand response by adjusting different set-points including (1) building zone temperature, (2) supply duct static pressure, (3) supply air temperature, and (4) cooling water temperature. Piette et al. (2009) demonstrated that an office building could provide nonspinning reserve with a 10-minute response time by using the zone temperature set-point adjustment strategy. The adjustments of the supply duct static pressure and supply air temperature can be effectively applied to air-based HVAC systems. Zhao et al. (2013) integrated PJM RegD signals into a BMS to adjust the duct static pressure setpoints of a variable-air-volume (VAV) system. The combination of the four set-point control strategies was also proposed in Olivieri et al. (2014) to implement optimal strategies for a reliable demand response.
Electric Dynamics Control Within a Building
Besides the real-time supervisory control of HVAC systems, hybrid centralized and decentralized control strategies regarding electric dynamics should also be implemented. It should be noted that the hybrid centralized and decentralized control strategy is similar to the control algorithms used for microgrids. This also explains why smart buildings are sometimes regarded as building microgrids from the control perspective.
Decentralized control methods mainly include droop control and distributed bus signaling. Droop control is a very common load sharing method that was previously used for DC power supplies (Ye et al. 1999) . It was also called adaptive voltage positioning (AVP) when used for power sources with the control system implemented by using analog circuits. Droop control can also be used in microgrids as an effective power-sharing method to significantly enhance the plug-andplay characteristics of DER (Hatziargyriou et al. 2007 ). Droop control and its variants in both the AC and DC microgrids, including building microgrids, have been widely developed over the past years. Basically, droop control is implemented by linearly reducing the voltage reference with the increase of load power to achieve load power sharing. The other decentralized control method is distributed bus signaling (Sun et al. 2011; Gu et al. 2014) , which is realized by sensing the common bus frequency or voltage to determine the required active/reactive power injection. Since the voltage and frequency measurements are obtained locally, it is categorized into a decentralized method. When realized based on the system frequency, the distributed bus signaling method can provide accurate power sharing, since for microgrids the frequency can be regarded as the same at every connecting point. By contrast, when it is implemented based on the voltage measurement, such as the voltage amplitude in an AC system or DC voltage in a DC system, the control performance is degraded due to the voltage drop across the line. However, for small-scale microgrids (e.g., building microgrids), the voltage drop across the line is usually very small compared to the rated bus voltage, in which case a reasonable assumption can still be made to implement the distributed bus signaling method. For example, for a DC-coupled microgrid shown in Figure 4 ( Dragicevic et al. 2016a ), the operation modes of different devices, such as the PV module, battery, and grid interface converter, can be obtained based on the common voltage measurements.
Centralized control is implemented by using a central controller with assisted communication network for information exchange between the central controller and different devices. The central controller generates and delivers control commands to each device based on the measurements updated in real time to achieve the building-level coordination. Although this is a very effective approach for coordinating the operation among multiple devices in a smart building, it lacks sufficient reliability considering the potential single point of failure at the central controller. Meanwhile, it is also necessary to provide enough redundancy to deal with possible device failures. In order to overcome these issues in the centralized control algorithm and achieve effective system-level coordination, the hierarchical control architecture was proposed (Sechilariu et al. 2013; Guerrero et al. 2011b ). In particular, the hierarchical control architecture is a combined solution with both decentralized and centralized control strategies. Meanwhile, it only relies on a low-bandwidth communication network. Since the decentralized control is implemented at the device level and only low-bandwidth centralized control is used for system-level coordination, sufficient system redundancy can be provided and the reliability can be thereby enhanced. A common hierarchical control diagram is composed of three layers: layer I, device-level voltage/current control and droop control; layer II, secondary voltage frequency and amplitude restoration; and layer III, active and reactive power exchange with the utility grid.
Human-in-the-Loop Control
Advanced HVAC control algorithms have been extensively studied to achieve multivariable (e.g., comfort and energy) objectives. In particular, there are several research efforts in developing an occupant-centered approach for HVAC system control by solving a multihour optimization problem with constraints of occupants' personalized thermal discomfort (TD) profiles. As shown in Figure 5 , the efforts often include the development of the BMS software that is coordinated with the systems for occupants' sensing, controlling, and judgment on indoor temperatures, given transaction-based energy and reserve capacity prices.
Specifically, the local temperature sensing is achieved through the mobile interfaces that enable the occupants' real-time participation in HVAC system control, considering the transaction-based electricity prices, as shown in Figure 6 . Through the interfaces, occupants can inform the BMS of their thermal (also lighting and air flow) comfort preferences. The BMS accumulates occupants' sensing data and applies self-adaptive decision-making algorithms to obtain personalized TD profiles of building occupants. The TD profile of an occupant may be different from those of other occupants, depending on weather (e.g., outdoor/indoor temperature) and electricity prices during a day. In and Park et al. (2015) , 24-hour TD patterns of building occupants were comprehensively investigated to determine the optimal schedules of 24-hour HVAC input power. To prevent TD data pollution, the BMS may perform regular surveys for the identification of occupants' behavioral patterns (e.g., work schedules) and satisfaction with temperature control. The optimal HVAC system set-points for the next target time period are then scheduled for minimum energy consumption with constraints of personalized TD profiles.
However, the key technical risk of the human-in-the-loop control is that the building occupants may not bother to change habits (i.e., from directly controlling thermostats to using cell phones), Fig. 6 . Conceptual diagram of the BMS that accumulates occupants' sensing data, extracts personalized TD profiles considering occupants' judgment, and determines optimal multihour HVAC system operation.
can feel annoyed by survey requests, or may have data privacy concerns. An occupant-locationbased BMS also invites considerable attention to implement automatic control of the commercial building VAV terminal units using the occupants' smartphones and networked sensors (e.g., thermostats, CO2 sensors, and airborne particle detectors) . The main features in such a BMS include (1) implementation of a user-centric Internet-ofThings platform using the smartphone application for the identification of the occupants' locations and traffic flows with consideration of protecting and securing privacy data, (2) remote monitoring and control of supply/return air paths for minimum energy consumption of composite HVAC systems, and (3) automated and networked sensing on the indoor air quality.
Distributed Coordination Among Buildings
Besides the single-building energy management, a group of buildings can be coordinated to participate in demand-side management. Many home appliances can provide operational flexibilities and be used as demand-response resources to better balance the supply and demand. In widearea demand-response systems with a large number of residential customers, a central challenge lies in how to effectively manage these demand-response resources with low computational and communication complexity.
Scheduling responsive demand at the aggregated level has been extensively studied, such as in Samadi et al. (2010) , , , Kirschen (2009), and Botterud et al. (2013) and the references therein. A concave and increasing utility function has been employed to model how customers favor the usage of demand, together with generation costs, in the social welfare maximization problem to calculate the optimal dispatch of the responsive demand (Samadi et al. 2010; Zhong et al. 2013 ). Another method is to apply the price elasticity of demand in the market-clearing scheme to get the optimal demand schedules (Su and Kirschen 2009; Botterud et al. 2013 ). However, the aggregated optimal demand used in market analysis cannot specify how to control each individual appliance to achieve the scheduled demand. In , although the optimal schedules of individual appliances are computed in the energy consumption game model, assuming that the start/stop time of an appliance is known is not suitable for real-time control, mainly because the control can only be conducted once the customer requests it.
Direct load control may be conducted regarding the scheduling of individual appliances with the emerging smart grid infrastructure (Alizadeh et al. 2012; Kondoh et al. 2011; Ranade and Beal 2010) . A centralized digital direct load control that categorizes appliances into different queues according to their power consumption request profiles is proposed in Alizadeh et al. (2012) . In Kondoh et al. (2011) , the specific water heater load is considered in a direct-load control algorithm to provide the regulation service. A ColoredPower algorithm with a probability control method for each appliance such that the switch-on/off decision is based on a probability that reflects the overall supply-and-demand conditions is proposed in Ranade and Beal (2010) .
Direct load control of individual appliances over a wide area in a centralized manner is very challenging. A recent study in Chen et al. (2014) proposed a distributed direct load control approach for the large-scale residential demand response. Specifically, a two-layer communication-based control architecture shown in Figure 7 (a) is designed to effectively and efficiently manage each individual demand-response resource as a load-shaping tool in real time. An average consensus algorithm is employed to distributively allocate the desired aggregated demand among the serving buildings. Simulations have been performed for 400 buildings, each of which has 40 flexible appliances for 1 day of scheduling (Figure 7(b) ). The scheduled aggregated demand (blue curve) is closer to the desired demand (black curve) than the original demand (red curve). With the proposed scheme, the average deviation between the desired and actual demand decreases by 54.6% compared to that of the original demand (Chen et al. 2014 ).
The consensus-based algorithms are effective distributed coordination mechanisms among agents over a network, and have been extensively studied (Olfati-Saber and Murray 2004; Xiao and Boyd 2004; Olfati-Saber et al. 2007; Cai and Ishii 2012; Chen et al. 2011) . These distributed methods have been applied in the coordination and control of DER in power grids 
Wi-Fi. Wi-Fi is a very mature technology with established worldwide adoption for home applications (Wi-Fi Alliance 2009
). Based on the IEEE 802.11 family of standards, Wi-Fi has a higher data rate and larger coverage area than ZigBee, but also has higher power consumption. Wi-Fi operates on unlicensed bands, thus incurring no spectrum cost. Additionally, ongoing technological innovations are bringing tremendous improvements to Wi-Fi power dissipation profiles and also significant reduction in the chip cost .
Cellular Communications.
Cellular networks can be an option for the communication between smart meters and the utilities and between far nodes. One advantage of cellular networks is its long-distance communication range, which enables the deployment of smart metering and demand response spreading over a wide area. In addition, by using the existing communications infrastructure, the utilities can avoid spending a lot of money and time on building a dedicated communications infrastructure by themselves. 3G (including WCDMA, CDMA2000, EDGE, UMTS, and HSPA+) and LTE are the cellular communication technologies that are available for smart metering and demand-side management deployment. However, cellular communications may not be suitable for time-critical applications due to sharing the network with cellular users, which can result in network congestion or deterioration in network performance.
Powerline Communications. Powerline communication (PLC) uses existing powerlines to
transmit data signals. There are several existing PLC standards, including X10, Insteon, Ariane, HomePlug 1.0, and HomePlug AV (Pannuto and Dutta 2011) . PLC is considered a promising technology for smart building and demand-side management also because the existing electric power infrastructure can reduce the installation cost of the communication infrastructure. The standardization efforts on PLC networks; the cost-effective, ubiquitous nature; and the widely available infrastructure of PCL can be the reasons for its popularity (Güngör et al. 2011 ). However, a major issue for PLC is its reliability, since the noise injected by leakage of RF signals from other electrical equipment can cause degradation of communication quality.
Digital Subscriber Lines.
A Digital Subscriber Line (DSL) is a high-speed digital data transmission technology using the wires of the voice telephone network. The already-existing infrastructure of DSL can reduce the installation cost. The widespread availability, low cost, and highbandwidth data transmission are the most important reasons that the DSL technology is promising in implementing smart grid applications (Güngör et al. 2011 ). However, the reliability and potential downtime of DSL may not be acceptable for mission-critical applications. Distance dependence and the lack of standardization can also cause additional problems in the implementation.
Besides the aforementioned technologies and standards, there are many other communication technologies and standards for the implementation of the underlying communication network for demand response and smart buildings. Different technologies have different features that are suitable for different requirements. In general, there is no single solution that can meet all the requirements of the design. Thus, system designers should choose the proper technologies according to their unique situation.
Communication Network Architecture
As the number of smart buildings and the smart appliances in each building can be very large, the monitoring and control of the smart devices and buildings for energy management and demand response poses significant challenges for the underlying communication networks. Generally, it is inefficient or even impossible to design a single communication network to meet all of the requirements; instead, a hierarchical architecture with different layers of communications is desired. The hierarchical architecture of communication networks has the following advantages:
(1) More scalable to manage a large number of smart devices (2) More flexible and expandable to incorporate new types of data and applications without much modification of the existing network (3) More efficient to take advantage of the unique features of different communication technologies (e.g., ZigBee is suitable for low-cost short-range communication in the building, while LTE is suitable for long-distance communication between the buildings and the utilities) (4) Lower latency with more distributed data processing and control, which significantly reduces the communication and computational burden of the control center Figure 8 shows a typical hierarchical communication network architecture for the power system with smart buildings and demand response. According to the geographical range, it can be divided into Home Area Network (HAN), Neighborhood Area Network (NAN), and Wide-Area Network (WAN). 
Home Area Network (HAN).
In HAN, sensor information is collected from a variety of smart appliances in a home and is sent to the home energy management system. Control signals are also sent to the devices to perform different kinds of demand response such as load shaving and shifting. Smart meters are installed in the consumer sites and work as communication gateways to connect the HANs and NANs. Typically, HANs need to cover areas up to 200m 2 and support 10 to 100kb/s .
Wireless networks provide a promising solution for HAN implementation. There are several wireless standards that are currently used in HANs including Wi-Fi, ZigBee, Z-Wave, and Bluetooth; however, despite the emergence of many wireless standards for HANs, there is no clear winner at this point (Kailas et al. 2012) . It is up to the system designer to select a wireless technology that best fits their application while addressing the potential problem of interoperability with other HAN devices.
Neighborhood Area Network (NAN)
. NAN is responsible for smart meter communications that enable the information exchange and coordination among customers and utility companies ). The number of smart meters in each NAN cluster can vary from a few hundred to a few thousand, depending on power grid topology and the communication technology/protocol. NANs usually need to cover an area of several square kilometers, and each smart meter may need 10 to 100kb/s .
The implementation of NANs can use both wireline (e.g., PLC) and wireless networks (e.g., Wi-Fi or cellular communications), depending on the communication requirements, costs, and interoperability considerations. In addition, the NAN could also enable distributed control and data processing (e.g., the distributed direct load control proposed in Chen et al. (2014)), which is a promising solution as the number of distributed smart buildings keeps increasing.
Wide-Area Network (WAN)
. WAN forms the communication backbone that aggregates the data from multiple NANs and sends them to the utility companies' control center. It also enables the long-haul communication among different data aggregation points (DAPs) of the power plants, substations, and distributed energy resource stations. Utility companies will use WAN for widearea grid operational control (e.g., voltage and frequency control) and demand-side management. WANs may cover a very large area (i.e., thousands of square kilometers) and could aggregate thousands of supported devices that require 10 to 100Mb/s of data transmission .
The implementation of WAN requires long-distance and high-speed communication network technologies. Typically, the fiber-optic IP-based network will serve as the backbone network. Utility companies can rent the infrastructure from the cellular carrier or build their own communication infrastructure, which will incur high cost.
Remark 4.1. Note that the design of communication systems has correlation with sensor selection and placement; that is, the underlying communication network will incur cost considerations to sensor selection and placement problems, while sensors selection and placement will place requirements on the communication systems. Thus, an integrated analysis is necessary.
CYBER-PHYSICAL SECURITY
The wide deployment of smart buildings and high penetration of demand response are expected to provide utilities with increased control capabilities, but can also introduce an undetermined level of risk and bring new cyber-physical security problems.
The National Electric Sector Cybersecurity Organization Resource (NESCOR) has identified the following failure scenarios related to demand response (Lee 2013):
(1) Blocked demand response messages result in increased prices or outages.
(2) Private information is publicly disclosed on a demand-response automation server (DRAS) communications channel. The cyber attacks can impact one or more of the security goals, including confidentiality, integrity, availability, authenticity, authorization, and nonrepudiation (Cleveland 2008; Aravinthan et al. 2011; Komninos et al. 2014) , and can be clarified into passive attacks, which attempt to learn or make use of information from the system without affecting system resources, or active attacks, which attempt to alter system resources or affect its operation (Mantas et al. 2010; Komninos et al. 2014) . Komninos et al. (2014) identify and discuss the attack scenarios that target the interactions between the entities within the smart buildings, which are aimed at the interactions between smart buildings and the smart grid, start by affecting entities within the smart grid, and evolve in ways that affect the smart buildings.
Different from cyber attacks against Advanced Metering Infrastructure (AMI), which mainly influence observability, those against demand response and smart buildings can greatly influence the utility's and customer's controllability of smart appliances, which can produce a higher impact on the grid.
Enhancing Cyber Layer Security
A broad array of cybersecurity mechanisms are needed to prevent attackers from gaining control over smart buildings and also to protect the privacy of the building owners.
(1) Trusted System Architectures: Because the utility may not directly administer the controllable loads in smart buildings, it is difficult to establish the appropriate level of trust in their critical operations. In order to protect the critical certificates, keys, and device control functions, smart building architectures and devices must leverage a Trusted Computing Base to provide sufficient trust. Trusted Platform Modules (TPMs) (Perez et al. 2006) and Trusted Execution Environments (TEEs) (Marforio et al. 2013) should be implemented to support the protection of critical smart building operations, using modern hardware-based security mechanisms (e.g., ARM TrustZone, Intel SGX). (2) Access Control Models: Smart buildings have to share information across multiple domains with the utility and other buildings. Attribute-based access control (ABAC) mechanisms (Goyal et al. 2006) should be designed to provide the building owners with the ability to granularly control utility access to their devices. (3) Secure Communications: Secure communications based on cryptographic operations and protocols are important to protect the system integration. Communication protocols being proposed for DER, such as SEP 2.0, do not address the challenges of key exchanges and certificate authorities and revocation for large-scale smart building deployments. Techniques should be developed to provide secure communications to the required scale. Also, intrusion prevention by firewalls and intrusion detection are also important for protecting the smart building internal network (Mantas et al. 2010 ). (4) Privacy: Demand response can have privacy issues (Lisovich and Wicker 2008; Lisovich et al. 2010; Efthymiou and Kalogridis 2010; . The adversaries may compromise the communication between the users and the control center and obtain the users' electricity demand and use this to further learn about users' habits and lifestyles or to perform occupancy detection. NIST discusses consumer-to-utility privacy in Panel (2010) and proposes potential design principles to address these issues. An anonymization approach is developed in Efthymiou and Kalogridis (2010) and a privacy-preserving demand-response scheme is proposed in .
Enhancing Physical Layer Security
The security issues in smart buildings cannot be completely addressed only by considering the cyber layer, especially when there will be increased cyber-physical interdependencies with the deployment of smart building applications and the integration of a huge number of DERs. In a physical device layer, it is necessary to enhance the fault-tolerant capability of conventional devices in order to overcome the security issues emerging in smart buildings. In particular, the plugand-play feature should be enhanced so that the faulty devices can be rapidly bypassed to prevent potential fault propagation in a larger area. Besides, it is critical to utilize active devices such as energy buffers to increase the freedom degree of the control diagram. Energy buffers can be used at the critical load bus to provide desired functionalities and enhance system flexibility so that the system vulnerability can hardly be tracked by attackers. The building-level control architecture should have a fast response in case of emergent conditions. However, not specifically designed to be resilient against cyber attacks, existing aggregated controllers, such as the building microgrid controller (Guerrero et al. 2011a) , mainly work for steady state and may not be able to sustain a cyber attack. To address this problem, the multilayer configuration shown in Figure 9 can be used to quickly track the abnormal conditions in the system. For the secondary control level realized in local aggregated controllers, the transient performance of the system with dynamic connection/disconnection of smart buildings and DERs should be considered in order to develop an enhanced secondary control diagram that improves the transient performance. By monitoring the status of each smart building and DER unit, three compensating terms (i.e., a power-mismatch correction term, a harmonic correction term, and an unbalanced correction term) are added to the reference values in the primary control level, in particular when a cyber-attack occurs and the proposed control diagram is used to influence with respect to power mismatch, harmonics, and unbalance. The primary layer of the hierarchical control diagram is used to provide device-level voltage and current control with the consideration of the corresponding correction terms, and the secondary layer of the control diagram is used to generate the correction terms by monitoring system conditions.
BENEFITS, COSTS, AND CHALLENGES 6.1 Benefits
Frequency deviation can cause the malfunction of frequency-sensitive end-use devices and network-frequency instability (Hanley 2011) . The frequency-excursion event results from a mismatch between the energy supply and demand, either because of the loss of a generator or loaddemand variations. It is recommended that current frequency-control practices that are responsible for maintaining the nominal system frequency (i.e., 59.95Hz ≤ f ≤ 60.05Hz), as well as the regulatory environment including electricity market design, be clearly understood and reconsidered to improve the frequency stability in regulated territories. Therefore, various studies have been performed to investigate the effects of behind-the-meter energy storage resources on frequency deviation through small-signal analyses, simulations, and experimentation.
For example, Maasoumy and Sangiovanni-Vincentelli (2012) developed the model of air handling units (AHUs) and controlled the corresponding duct static pressure set-points to provide frequency regulation ancillary service. The set-points were adjusted through droop control (i.e., in proportion to grid frequency deviation). Hao et al. (2014) directly adjusted the fan speed set-points rather than duct static pressure set-points. In this manner, the baseline fan speed could continuously change according to thermal requirements of building occupants. Su and Norford (2015) controlled the cooling water temperature set-point of HVAC chillers. The control method was implemented on a real-world chiller in a commercial building. The experimental results showed the potential of the chiller to participate in the PJM frequency regulation market. Kim et al. (2016b) implemented a smart heat pump in a laboratory-scale building shown in Figure 10 and demonstrated that approximately 30% of the rated capacity of a residential heat pump could be exploited as real-time spinning reserve under various ambient temperatures. This led to the decrease in the required reserve capacity of generators by approximately 19% via droop control alone.
As the penetration of DLC-enabled appliances continues to increase, a single independent system operator (ISO) in charge of real-time frequency regulation in a wide control area will encounter several difficulties in communicating with the building loads in real time, in terms of the number of communication links, the integration of various communication protocols, the data transfer process, and the security of building load information (Ma et al. 2013; Fan et al. 2013) . To resolve these difficulties, commercial buildings can act as an intermediate aggregator between an ISO and individual building appliances. For example, the DLC signal of an ISO assigned to the building can be distributed to the individual PEVs connected to the charging stations, depending on the PEV battery voltage and state of charge (SOC). In this manner, the commercial building, including small-scale PEVs, is capable of operating as a large-scale stationary battery energy storage system, particularly from the viewpoint of the ISO. This reduces the number of communication links between the ISO and the appliances, as well as the amount of demand-side data (e.g., battery voltage and SOC, and HVAC on/off status) processed by the ISO in real time. Utilizing PEVs for primary and secondary frequency regulation while considering the charging demands of the PEV owners has been discussed in Liu et al. (2013 Liu et al. ( , 2015 Liu et al. ( , 2016 .
Besides, the benefits from demand response and smart building include economic, pricing, risk management and reliability, market efficiency impacts, lower-cost electric system and service, customer services, and environmental benefits, as summarized in Aghaei and Alizadeh (2013). In Pinson et al. (2014) , the benefits include operating benefits, planning benefits, and economic benefits. Bradley et al. (2013) provide a clear summary of the eight core benefits from demand response, as follows:
(1) Reductions in electricity demand (Department for Energy and Climate Change and Ofgem 2011a, 2011b);
(2) Short-run marginal cost savings from using demand response to shift peak demand (Ofgem 2010 ; Department for Energy and Climate Change and Ofgem 2011a, 2011b) (3) Benefits for displacing new plant investment from using demand response to shift peak demand or respond to emergencies (Ofgem 2010) (4) Providing reserve for emergencies/unforeseen events (Strbac 2008) (5) Providing standby reserve and balancing for wind (Strbac 2008; Seebach et al. 2009 ) (6) Benefits to distributed power systems (Strbac 2008 
Challenges
The challenges for implementing demand response and smart buildings include:
(1) Distributed transactive control: As more smart buildings become active participants, new local control schemes (i.e., transactive control) will be applied to smart buildings, which will transform the grid's control architecture from the traditional centralized model to distributed control architecture. One challenge is how to design the market to provide incentive signals for distributed transactive energy flow without violating distribution grid operational constraints. (2) Communication networks supporting smart building participation: The increasing participation of smart appliances in smart buildings poses a challenge to the underlying communication network (e.g., scalability under stringent spectrum resources, highly dynamic with plug-and-play features, interoperability of different standards for both smart and legacy appliances, etc.). The communication network should also provide support for a future distributed transactive control scheme. Current communication standards and protocols cannot address these issues, and the emerging Internet-of-Things technologies may provide a promising solution.
(3) Data analytics for building energy management and demand response: The collected data from sensors in smart buildings could be leveraged to extract valuable information and enhance online visibility of building energy management and distribution grid, with properly designed data analytics and machine-learning methods. These sensors could be integrated with distribution grid monitoring devices (e.g., smart meters, micro-PMUs) for demand-side management. (4) Enhanced functionalities of smart inverters: Power electronic converters can facilitate the flexible operation of various electric loads and enable effective control of the sources and loads in smart buildings. Versatile control of smart inverters should be implemented with multiple types of functionalities by significantly improving conventional inverters. Unlike conventional inverters that often fix the output power factor at ±0.95, smart inverters should be able to regulate both active and reactive power so that the voltage profile at the critical load bus can be adjusted as desired. Also, with a large amount of nonlinear and harmonic load, smart inverters should effectively compensate the unbalanced and harmonic components to improve power quality. The multiple auxiliary functionalities of smart inverters should also be coordinated to avoid potential conflicts. (5) Predicting end-user behaviors: Large generators usually show rational behaviors through their profit-maximizing or cost-minimizing objectives. However, it is difficult to expect that small customers exhibit the same rationality. In particular, residential and commercial building end-users have various priorities, and minimizing the electricity cost by participating in demand response may not have a high priority. Demand-cost curves can be dependent on various time-varying external and internal factors, ranging from weather to whether or not a consumer wants to use the washing machine after dinner. (6) Energy disaggregation: The goal of energy disaggregation (also called load disaggregation or nonintrusive load monitoring) is to determine the components from an aggregated electricity signal (Kolter and Johnson 2011; Kolter and Jaakkola 2012) . With more PV installed, PV power disaggregation that separates the production of PV from the net load needs more investigation (Mohan et al. 2015 ). (7) Cyber-physical security: Smart building deployments present additional risk due to the tremendous number of devices and access points that operate outside the typical utilities' administrative domain. In order to solve this problem, enhanced attack prevention, detection, and mitigation approaches should be implemented at both the cyber and physical layers.
Challenges such as market and regulator framework, establishing a business case for demand response, establishing demand response as a valuable resource, and end-user behavior have also been discussed in Pinson et al. (2014) .
DEMAND RESPONSE AROUND THE WORLD
United States
In 2006, the US Department of Energy submitted a report to the US Congress on demand response in the electricity market (US Department of Energy 2006), pointing out its importance (He et al. 2012) . Penetration of AMI in the NERC region reached 37.6% in 2013. The potential peak reduction from US ISO and RTO demand-response programs in 2014 was 28,934MW, or equivalent to 6.2% of the peak demand. The total customer enrollments in incentive-based demand-response programs in the NERC region were 5,431,709 and 9,187,350 in 2012 and 2013, respectively. The corresponding numbers for time-based demand-response programs in the NERC region were 3,738,748 and 5,977,281 (Lee et al. 2015) .
