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I. INTRODUCTION
Discrete combinatorial optimization problems can be encoded into minimizing the energy of classical Isingtype Hamiltonians 1 and it has been proposed that adding quantum mechanics could help in finding the ground state of these frustrated Ising system faster than any classical technique. One can define a suitable time-dependent quantum Hamiltonian that connects an initial Hamiltonian, whose ground state is easy to prepare, to the final classical Ising Hamiltonian. At sufficient low temperatures a quantum system undergoing such adiabatic relaxation reaches its ground state and solves the optimization problem. This technique is called quantum annealing (QA) [2] [3] [4] [5] . Early numerical studies predicted QA 3, 4, 6 to be a competitive computational resource for solving spin glass problems, compared to its closely related classical counterpart, the simulated annealing (SA) algorithm 7 . However, so far no quantum speedup has been observed in experiments 8, 9 . The essential difference between these two heuristic methods relies on the type of fluctuations which drive the system away from the multiple local minima, occuring in rugged energy landscapes.
Quantum fluctuations are expected to give an advantage to quantum annealing in particular when the free energy landscape displays tall but narrow barriers. These are easier to tunnel through quantum-mechanically, compared to climbing over them by means of thermally activated escape events.
In QA the system closely follows the ground state of a time-dependent Hamiltonian H(t) which at t = 0 is dominated by a pure quantum fluctuation part H Q whereas the final Hamiltonian H(t final ) encodes only the cost function H P of the combinatorial optimization problem. The Hamiltonian as a function of the time t may read, in the case of simple linear annealing schedules, H(t) = H P + (t final − t) H Q .
(1)
where the σ x i operator acts locally on the spin index i inducing quantum fluctuations. This is simplest to implement both in physical devices, such as the DWave devices 8, [10] [11] [12] and in simulated quantum annealing (SQA) by means of quantum Monte Carlo (QMC) methods 6, [13] [14] [15] . However, as pointed out by Ref. 16 , it is possible to choose also different types of quantum fluctuations operators H Q . Following Ref. 16 we define a two body fluctuation operator with ferromagnetic interactions (FI) as
where i,j are nearest neighbours, so that the interaction is short-range. The adiabatic theorem states that the system follows the instantaneous ground state as long as the total annealing time t f inal 1/∆ 2 where ∆ is the minimum energy gap from the ground state, which is encountered along the annealing run of Eq. (1). It has been conjectured and shown for simple models, that employing quantum fluctuations beyond the TF term could be beneficial to avoid these small gap events 16, 17 , which are the bottlenecks of QA 6, [18] [19] [20] . Another argument in support of this possibility is that, in Eq. (4), we are effectively adding a new schedule parameter Λ which can be also optimized to increase the QA performance.
Moreover, it has been found that quantum annealing with transverse fails to identify all degenerate groundstate configurations, preventing a fair sampling of equally probable states 21, 22 . Multi-spin quantum fluctuations could alleviate or possibly remove this issue.
In this paper we devise a QMC algorithm to perform SQA with this two-spin transverse ferromagnetic interaction. We note that the minus sign in front of Λ makes this Hamiltonian stoquastic for Λ > 0. This means that it is sign-problem free and can thus be simulated by QMC methods. On the other hand, the existence of a sign problem precludes the possibility to simulate the two spin transverse antiferromagnetic (Λ < 0) interaction [23] [24] [25] within the same approach unless the graph of couplings is bipartite.
The paper is organized as follows, in Sect. II we describe the QMC algorithm, which is tested against exact results for small systems in Sect. III. In Sect. IV we report a first illustrative application to the relevant problem of Ising glass SQA. We discuss the results as well as possible future developments in Sect. VI.
II. QUANTUM MONTE CARLO METHODS

A. Overview
Quantum Monte Carlo (QMC) methods are the only classical approaches for simulating quantum annealing on systems as large as the ones realized experimentally, which consider more than N = 1000 qubits. Other numerical methods such as unitary evolution 3,4 scale exponentially with N and are therefore limited to much smaller numbers of spins (N ≈ 20).
The most widely used QMC technique in the context of QA is Path Integral Monte Carlo (PIMC). PIMC relies on the path integral formalism of quantum mechanics and samples the density matrix corresponding to the quantum Hamiltonian H by means of a classical Hamiltonian H cl on an extended system having an additional dimension, the imaginary time direction 6, 13, 14 . The original transverse field quantum spin system is then mapped into a classical one, which can be simulated by standard Metropolis Monte Carlo.
It has recently been shown 14, 26 that for tunneling through a barrier the PIMC efficiency scales as a function of the system size as a physical QA would . This connection exists due to the fact that the tunneling rate in QMC and in the exact real-time quantum evolution scales in the same way, to leading order, as a function of the relevant parameters.
This connection has two implications. The first is that a QMC annealing simulation is relevant for investigating the behaviour of a real quantum annealer, as long as it is stoquastic and the QMC simulations thus do not suffer from a sign problem. The second is that it makes QMC-SQA a competitive tool compared to QA in real devices, by precluding a scaling advantage of stoquastic QA over SQA (cfn. also Ref. 15) .
Starting from this mapping, other quantum inspired algorithms can be developed such as PIGS, where open boundary conditions in imaginary time are used 14 for further acceleration. In this case QMC represents only a classical optimization algorithm and the physical meaning of the simulation is lost. Similarly, it has been recently shown that performing PIMC away from the converged physical limit, provides a more efficient algorithm compared to the continuos time one 13 . This can be also considered a quantum inspired algorithm. For this reason we focus here on implementing a discrete-time PIMC algorithm rather than a continuos time PIMC.
B. Local versus Cluster Updates
The simplest Metropolis algorithm performs local updates: one generates trial configurations by simply flipping one spin at a time. While this algorithm is ergodic, it can be very inefficient. For non-frustrated systems considerable improvements is obtained by cluster algorithms 27, 28 . They allow simultaneous flips of clusters of spins and are especially advantegeous when large scale fluctuations are important, usually around phase transitions, where local update algorithms slow down.
Standard cluster algorithms 27, 28 allow the clusters to grow without restrictions. While efficient for nonfrustrated systems this approach breaks down for frustrated spin systems, as spin glasses. Due to the frustration the clusters grow to fill a very large fraction of the lattice, if not the entire lattice. The clusters are then larger than the physical domains that should be flipped and the algorithm becomes inefficient [29] [30] [31] [32] . Essentially the whole system freezes out and one flips almost all spins.
Therefore, in the context of SQA of spin glasses with transverse field an hybrid approach is usually employed, in which restricted clusters are built 13, 33 . Here, local clusters can grow on a single site only in the imaginary time dimension, where there is no frustration. In this paper we employ the same strategy with an important modification. Due to the non local nature of the two-spin interaction as cannot restrict ourselves to strictly local clusters but allow a small extent in the spatial direction.
C. Cluster QMC for Pure Two-Spin Couplings
We start with the case Γ = 0, i.e. considering only the two-spin term in Eq. (4). The Hamiltonian H = H P + (t final − t) H Q , at any time t is as a special case of the anisotropic quantum XYZ model 34 . In this Section we present a modified version of the loop algorithm 35 used to simulate the thermodynamics of this model. Readers unfamiliar with the loop algorithm arte referred to the review 35 for details. For sake of simplicity we consider a ferromagnetic Hamiltonian with homogeneous couplings J > 0 in this discussion, defined on an arbitrary graph of N sites connected by B bonds (the disordered case J ij will be considered at the end):
The generalization of the algorithm to spatially varying couplings is straightforward. We first identify the non-commuting pieces of this Hamiltonian to perform a Trotter breakup. This procedure is less straightforward compared to the transverse field case where the Hamiltonian splitting was a trivial splitting H = H P + H T F Q . Here we need to split the Hamiltonian H = K k=1 h k into a sum of commuting bond Hamiltonians h k
where i b , j b are two sites connected by the bond b and
). Each set {b} k is defined such that its elements don't share any site, i.e. no site i appears twice (see Fig. 1 .a) . The number K of noncommuting terms h k depends on the graph's connectivity. For example, in a linear chain we have K = 2 and the standard checkerboard decomposition 35 , whereas for a square lattice K = 4. The partition function then reads
Inserting complete sets of σ z eigenstates, and following Ref. 35 we write
where the outer summation is carried over all possible spin configuration on the extended lattice. The index i runs over the original graph sites i = 1, · · · , N , whereas l label the imaginary time coordinate l = 1, · · · , M K. The index p extends over all the shaded plaquettes of the extended lattice (cfn. Ref. 35 ). We define a plaquette as the
where ∆ = β/M . W p (s p ) is different from 1 only when the piece of Hamiltonian h k acts on the bond b at the correct time l = ( − 1)K + k, with = 1, · · · , M . This condition defines the shaded plaquettes. For each bond b we have exactly M shaded plaquettes, one for each Trotter time step (see Fig. 1 .b) . The non-trivial Hamiltonian evolution in imaginary time occurs only on these special 4-spins configurations. For the simple case of the spin chain, the shaded plaquettes construction resembles a checkerboard lattice. There are only eight non vanishing matrix elements on the shaded plaquettes, which can be divided in four types:
expanding the exponential for small ∆, and taking into account that, for example W (1) = + + |e −∆H b | + + = − − |e −∆H b | − − since the one body magnetic field operator σ z is absent. Since H b preserves the parity of the magnetization, only 8 out of the 16 possible states give a non-zero contribution. Notice that this property would not hold in the transverse field case.
The simplest Monte Carlo algorithm usually employs local updates, i.e. by proposing to flip one spin at a time. This is not a good choice for XX couplings as unconstrained single spin flips lead to forbidden plaquette configurations with zero weight. Our strategy is therefore to implement directly a cluster MC algorithm which automatically avoids sampling of forbidden configurations and minimizes the autocorrelation times. The key feature of the loop algorithm 35 is that it allows nonlocal changes of spins configurations, by making only local stochastic decisions on the shaded plaquettes. We refer the reader to the original Ref. 35 for an exhaustive and rigorous justification of the algorithm. Here we simply describe the outline of our optimized version for XX couplings, which, as it usually happens in most MC algorithms, can be divided in two steps: cluster formation and cluster flip.
Outline of the Algorithm
We first restrict the growth of the cluster to a subset of bonds B m such that m B m = B contains all the B bonds of the graph (see Fig. 2 ). For example, a possible choice could be these set of bonds which constitute all the possible smallest loops in the graph, as in Sect. IV B. This is necessary to keep the cluster size small in the N → ∞ limit (see Sect. II B).
Next we explicitely show how to combine to standard Loop algorithm 35 with the restricted update scheme, therefore in the following we implicitely refer to the Loop algorithm terminology and we suggest that the reader should become familiar first with the standard version described in Ref. 35 .
The algorithm proceeds as follows: i. We randomly select the set B m of spins on which we want to build a cluster. Then we choose one bond b O ∈ B m and a Trotter time-slice = 1, · · · , M . This identifies the corresponding shaded plaquette p = p(b O , l O ). Finally we randomly select one of the two sites, i.e. (i O , l O ), connected by the bond b O , at the imaginary time l O . This will be the first site added to the cluster ii. We follow the Loop Algorithm rules to add spins to the cluster. In this case we add only spins which are connected by a bond in the set B m .
iii. We propose to flip this cluster with suitable probability p f lip , i.e. we reverse each spin s → −s belonging to the cluster. p f lip = min[1, exp(δE K/∆)] is given by the change in energy δE due to the cluster flip. Notice that only the bonds outside the set B m will be taken into account in computing δE since the cluster building rules take care of detailed balance for all bonds within B m . In this way we evaluate the energy gain of the cluster flip restricted to B m , which is embedded in the graph. This is the main difference compared to Ref. 35 .
Notice also that if B m = B already contains all the possible edges of the graph, then step iii. simplifies to flipping the cluster with probability 1, and we recover the single cluster formulation of the Loop Algorithm. We label this type of move as unrestricted or global update. If instead the cluster is restricted to be on a localized set of bonds, we are performing a semi-local update.
Breakup Probabilities
The essential ingredients of the Loop Algorithm are the so-called "breakups weights". In short, this set of weights w ij (i, j = 1, 2, 3, 4) determines the shape and the size of the clusters. For example, the weight w ij sets the probability that a shaded plaquette of type i is changed into a plaquette type j, after the accepted MC update [cfn. Eq. (10)]. In particular, this probability is given by p i→j = w ij /W (i). For example, if we connect and flip the spins at the bottom of a type-1 plaquette, we obtain a type-4 plaquette. The flip of two spins inside a shaded plaquette always produce a different type of configuration, which is in turn a valid plaquette configuration, by construction. This is the main idea of the Loop algorithm. One needs to define every possible i → j transition weight. Some of these weights can also be zero, this means that some particular transitions are not-allowed. We refer the interested reader to the original Loop Algorithm 35 for details, derivations and discussions. Here we simply provide our choice for the breakups weights for future reproducibility.
While the plaquette weights W (i), with i = 1, 2, 3, 4, are fixed by the Hamiltonian [cfn. Eq. (10)], there is freedom in choosing the breakup weights w ij , provided that the following constraints are met
Experience showed that one should optimize these weights for an efficient algorithm. Indeed, the autocorrelation time dramatically increases with non-optimal choices of w ii , which gives the probability to remain in the same plaquette configuration. We thus aim to minimize this weight. The optimal weight's set varies as a function of the annealing schedule. Let us assume that ∆ is small so that
Let us consider first the case Λ > |J|, i.e. at the beginning of the annealing. Under this condition it is possible to set all the freezings to zero. The non-zero weights are:
with w ij = w ji , i, j = 1, 2, 3, 4. In the later stage of the annealing we have Λ < |J| instead, so we find
In this case is not possible to have w ii = 0, but this is the optimal choice as pointed out also in Ref. 36 . Notice that these two sets always satisfy Eq. (14) and work both for ferromagnetic and anti-ferromagnetic couplings.
D. Adding the Transverse Field
To obtain an algorithm for the full Hamiltonian
we need to include the transverse field term σ x i to the Loop Algorithm (Γ = 0) described in Sect. II C. This extension is hinted in Ref. 35 and is not trivial as the transverse field term σ x i breaks the parity of the magnetization within each interaction plaquettes. Instead of enlarging the total number of allowed plaquette configurations, taking into account all these possible states, we treat this operator stochastically by adding additional single-site breakups. The transverse field operator can end a loop cluster at any spacetime point (i, l), whereever σ x i acts. In our algorithm we add the possibility to stop the cluster when entering into a shaded plaquette at site i, with probability given by p x = sinh (∆Γ/K i ), where K i denotes the number of physical neighbours of the site i in the graph. This is the generalization to arbitrary graphs of the procedure sketched in Ref. 35 for a linear chain In the following we give details on the actual implementation of this idea.
i. Suppose we start the cluster from position (i 0 , l 0 ).
ii. When we jump into a shaded plaquette, say at position (i, l), if the plaquette type is not of type 3 or 4 37 , we stop the cluster with probability p x .
iii. Each time we stop we keep track of this position by inserting a σ x i operator label. We put this label on the bond above (below) site i, if the direction was upward (downward) in imaginary time direction. Otherwise we continue to build the cluster following the procedure described in Sect.II C 1.
iv. If we stop the cluster then we restart from (i 0 , l 0 ) and proceed in the opposite direction until we stop again, notice that now we can stop either by inserting a new σ The last issue concerns the existence of plaquettes having an odd number of spin up (down), which fall outside the breakup selection rule of the XX loop algorithm.
These plaquettes certainly occur if Γ > 0. Since in our approximation we can encounter the σ x i operator only going vertically along the imaginary time direction, the decision rule can be adapted from the standard transverse field cluster algorithm 33 in this case: suppose we are at site (i, l) and we are proceeding upward, if there is not a σ x i operator already in place above (i, l), then we check whether the spin at (i, l + 1) is parallel to (i, l), or not . In the latter case we stop the cluster.
Finally we notice that, in the Λ = 0 case, this algorithm does not reduce to the common TF algorithm for disordered systems 33 , in which clusters are built only along the imaginary time direction, if a non-empty bond set B m is considered. Indeed, the cluster can still span the entire bond region B m , due to the occurence of the freezing plaquettes, which make the cluster non-local. We use therefore the same cluster algorithm, within the same choice of B m 's, to compare FI and TF Hamiltonians, also considering the limiting Γ = 0 case.
III. PHASE DIAGRAM OF THE XX MODEL WITH A TRANSVERSE FIELD
We test the accuracy of the algorithm against exact diagonalization (ED) results 38 , for a small uniform ferromagnetic chain and square lattices with spacial periodic boundary conditions, having Hamiltonian given by Eq. (22), i.e. without bond disorder. In Fig. 3 we plot the σ Fig. 5 , we show, as an example, the low-temperature phase diagram of the Hamiltonian in Eq. (22), with J ij = 1, on a 2D square lattice. Generalizing the breakup weights in Sect. (II C 2) for an arbitrary XYZ Hamiltonian, it would be possible to study the phase diagram of sign-problem free XYZ models with transverse field on arbitrary lattice.
Finally in
IV. SIMULATED QUANTUM ANNEALING A. Annealing schedule
We now report a first application of the algorithm to SQA, to assess the annealing sensitivity to the H F I Q driver Hamiltonian. We consider a spin glass problem Hamiltonian, defined on a 10 × 10 square lattice, with periodic boundary conditions, and uniformly randomly distributed couplings in the range [−1, 1]. Following previous SQA studies 6,13 , we plot the residual energy E res (t f inal ) = E(t f inal )−E 0 as a function of different annealing times t f inal , where E 0 is the exact solution 39 and E(t f inal ) is the ground state of the Hamiltonian found at the end of the annealing.
In order to compare the performance of different annealing strategies in the Γ − Λ parameters space, we need to rigorously define the computational effort for a QMC algorithm having unrestricted and semi-local updates. Different annealing schedules lead to different average cluster sizes, and, the larger is the cluster built, the heavier is the computational cost of each update. This cost is proportional to the cluster sizen and to the number of bonds one has to check for evaluate δE in the acceptance/rejection step. We notice that, in the algorithm, the computationally expensive operations are made on the shaded plaquettes. Therefore, the total effort is still proportional to the number of sites N (or generically to the bond number B) and the number of Trotter slices M , although the total number of slices along the imaginary time direction is M × K.
Here we thus define the computational cost associated we each annealing run as
where t f inal is the total number of Monte Carlo updates. We notice that the QMC algorithm is efficient, for low Λ and in the thermodynamic limit, only if we restrict the cluster growth, at each update, to a small bond subset with #B m B. In this wayn N × M K Usually, with TF-SQA, a linear schedule with starting field Γ 0 = Γ(t = 0) > max |J ij | is employed 13 , in our notations, this would correspond to decrease linearly the transverse field parameter as Γ(t) = Γ 0 (1 − t)/t f inal and set Λ = 0, ∀t. In the following we will compare to the simplest annealing path for SQA with ferromagnetic interactions (FI-SQA), given by
namely, decreasing linearly both the control parameters. We will also compare to the choice Λ(t) = Λ 0 (1−t)/t f inal and Γ = 0, ∀t, i.e. employing only the two pure twobody operator. The optimization of the annealing path to non-trivial Λ(t), Γ(t) time-dependences is left for future studies.
B. 2D Spin Glass Results
In Fig. 6 we show the residual energy as function of the annealing time, for 10 × 10 lattice, and using the semilocal loop update, an approach that remains efficient for large disordered systems. In this case, each possible bond subset B m , with m = 1, · · · , N , is defined to be the smallest 4-bonds loop that can be constructed on the square lattice (see Fig. 2 ). The four lattice sites which belong to these sets are given by (i, j), (i+1, j), (i+1, j+1), (i, j+1),
With this choice the QMC algorithm is ergodic as the original loop algorithm (with global updates) and maintains efficiency in the disordered case, in the N → ∞ limit. In the general case, each bond subset B m has to be provided as an input, and varies with the graph under consideration.
The bond subsets defining each non-commuting Hamiltonian h k , k = 1, · · · , K is also an input of the algorithm. Generally, performing this decomposition can be also an hard optimization task, which is related to the edge coloring problem, but it can always be solved by using a sub-optimal K, one larger than the minimal value (which depends on the graph complexity) 40 . For regular graphs, such as the square lattice, these sets arte always easy to construct.
In this study we compare TF and FI-SQA as classical optimization algorithms. Therefore we renormalized the annealing time in such a way to fairly compare the theoretical computational effort of each run, as discussed above. We also define the residual energy as the minimum energy E min among all the possible M Trotter slices. We perform the simulations at different inverse temperatures β = 20, 40, and 80. We keep the Trotter time-step β/M = 0.3125, constant and close to convergence to the physical limit (cfn. also Fig. 8) .
In Fig. 6 we observe that, for fixed M and β, TF and FI-SQA display different behaviour, as the two curves are not related by a trivial shift along the time axis. We notice that the FI driver always outperforms the standard TF, for sufficiently large annealing times, at each temperature, despite the larger complexity of the FI driver. Interestingly, the lower is temperature, the larger is the difference between the FI and TF residual energies.
Surprisingly, performing the annealing at zero transverse field, Γ = 0, results in a drastic decrease of the performance. These observations can be explained in the following way: i. For short annealing time, a large part of the residual energy can be recovered by simple one-flip moves, then the TF driver is more effective in eliminating the defects in the extended lattice. ii. The pure two body driver Hamiltonian σ x i σ x j is way less efficient in this regards, as the clusters are usually bigger and always closed in the extended lattice. Therefore, the transversefield operator is still an important ingredient for a QA driver Hamiltonian.
Finally, we also check the performance using the global update algorithm. In this case the cluster can freely traverse the extended lattice. We consider the same system and perform the same set of simulations and show the results in Fig. 7 . We notice that the trend is preserved, although the annealing profiles are slightly different. In particular, the pure two-body driver performs significantly worse than the mixed FI-SQA, having both Λ and Γ non-zero. However, FI-SQA still outperforms TF-SQA for sufficiently long annealing times, as in the previous semi-local algorithm. Interestingly, this global updates version of the algorithm displays a better efficiency compared to the previous approach. Indeed such system size can be considered still small and the global update scheme does not suffer much from a critical slowing down.
Note though the non-monotonicity as a function of the annealing time compared to the TF (cfn. also Ref. 13) , which hints at inefficiencies of the global updates. This feature disappears when the average energy is used (see Fig. 8 ), instead of the lowest one among the Trotter slices. 
V. EFFICIENCY OF QUANTUM ANNEALING
In this last section we perform simulations indicative of the relative efficiency between the FI and TF operators in a real QA device instead of as a classical optimization algorithm. QMC is expected to reproduce the performance of physical QA for typical tunneling problems as discussed in Refs. 14 and 26. This time we take the continuous time limit by using a large enough number of time slices M , and we measure the annealing time simply using the Monte Carlo steps, as the computational effort related to the different update scheme is not relevant for the study of the physical machine. Moreover, following Ref. 13 we average the final energy over all the M Trotter slices. In Fig. 8 we observe the same trend as in SQA, where the FI operator eventually outperforms the TF at later stages of the annealing.
VI. CONCLUSIONS
We introduced a novel QMC algorithm to perform SQA with a transverse ferromagnetic two-spin driver Hamiltonian Eq. (4). This type of fluctuation extends the standard TF-SQA, adding also a two-body transverse operator of the form σ x i σ x j . Though this possibility has been introduced already some years ago 16 , it has never been used before with QMC simulations, and therefore never applied so far on large optimization problems. We (24), with (with Γ0 = 1, Λ0 = 1). We use an inverse temperature β = 20 and we check the continuos time limit convergence using M = 64 and 128. The FI Hamiltonian always performs better, for sufficiently long t f inal , than the TF, within the same M, β setup.
notice that, since QMC techniques are limited by the so-called sign problem, we can simulate only the ferromagnetic version of two body transverse interaction.
Our discrete-time path-integral Monte Carlo algorithm is an extension of the well established Loop Algorithm 35 , with the inclusion of the transverse field operator, and implements restricted cluster updates to simulate efficiently large disordered systems.
A first application to quantum annealing, on a random square lattice, reveals that the new driver Hamiltonian improves upon the usual transverse field, though more systematic studies are required to address conclusively this question. Indeed it will be interesting to optimize the interplay of the two parameters Γ(t) and Λ(t) along the annealing schedule and to perform a size scaling analysis. Morover it will be important to find other classes of problem Hamiltonians which can benefit more from this technique.
We notice that the range of applicability of the present algorithm can go beyond SQA, since it would be also possible to explore phase diagrams of XYZ sign-problem free Hamiltonians with transverse field, defined on arbitrary lattices, by performing equilibrium simulations with a converged number of Trotter time steps.
