Abstract-Social networking sites have deeply changed the web in the last years. Although the current approach to building social networking systems is to create huge centralized systems managed by a single company, such strategy has many drawbacks, e.g., lack of privacy, lack of anonymity, risks of censorship and operating costs. We propose a novel peer-to-peer system that leverages existing, widespread and stable technologies such as DHTs and BitTorrent. In particular, we introduce a key-based identity system and a model of social relations for distributing content efficiently among interested readers. The system we propose, Blogracy, is a micro-blogging social networking system focused on: (i) anonymity and resilience to censorship; (ii) authenticatable content; (iii) semantic interoperability using activity streams and weak semantic data formats for contacts and profiles; and (iv) data availability.
I. INTRODUCTION
After the huge success of the early social networking systems, many other players came in the social networking market and nowadays hundreds of different social networking systems exist. Even if these systems are greatly dissimilar in their user base and functionality, they are almost always centralized systems. The centralized nature allows a simple browser-based user experience and, moreover, many algorithms, e.g., friend suggestion, are far easier and more efficient to implement in this setting.
A drawback is that scaling centralized systems to tens or hundreds of million of users is not an easy task.
Certainly, existing systems demonstrate that the problem can be solved providing enough resources. However, the huge operative costs of supporting the infrastructure necessary to provide the service to millions of users can only be justified with robust business plans. While some social networking services have extremely differentiated business models [1] [2] , for most of them the primary source of income is advertisement and consequently they have a strong motive for: (i) using user provided data to increase performance for that purpose and (ii) even giving access to authorized commercial third parties to the raw data. This behavior poses serious threats to privacy and data protection issues and there is virtually no specific legislation nor there are explicit guarantees.
Another problem is that many social networking systems have very demanding terms of service, essentially asking their users a non-exclusive, transferable, sub-licensable, royalty-free, worldwide license to use content that they submit [3] [4] .
The last problem with centralized social networking systems is that service providers are in the position to perform a-priori and a-posteriori censorship and may be forced for legal reason: (i) to perform such actions, and (ii) to disclose all the information they have.
Thus, an approach based on P2P technologies is not only viable but also highly desirable. First of all, P2P systems essentially achieve automatic resource scalability, in the sense that the availability of resources is proportional to the number of users. This property is especially desirable for media sharing social networking systems, considering the exceptionally high amount of resources needed. Secondly, the popularity over time of most content on such systems exhibits either a power-law or an exponential law behavior [5] and is consequently well suited for P2P distribution [6] , possibly with fallback strategies for less popular content. Regarding censorship issues, a P2P system essentially solves them by design. Without a central entity, nobody is in the position of censoring data systematically nor may be held legally responsible for the diffusion of censurable data. On the other hand, attacks to distributed and P2P social platforms are possible, for example by introducing sybil nodes in the network. A comprehensive list of such attacks and countermeasures is presented in [7] .
In this work we present Blogracy, a novel P2P microblogging platform built modularly over standard industrial technologies. Blogracy is a working prototype and its source code is available as an open source project.
The rest of this paper is organized as follows: in Section II we present related work, i.e., other distributed and peer-to-peer social networking systems; in Section III we describe the design of Blogracy, the system we propose; in Section IV we discuss its implementation; and in Section V some experimental results are given; finally, we draw some conclusions.
II. RELATED WORK
Various solutions are being proposed to overcome the centralized architecture of the most widespread social networking platforms. Many of these proposals follow a federated approach, allowing users registered on a certain server to create relationships with users of other servers. The best known federated systems include Diaspora 1 and StatusNet 2 (formerly known as Laconica). Other systems are designed according to a full-fledged P2P architecture, usually based on a distributed hash table (DHT). Their origin can be traced back to Freenet [8] .
Another system for anonymous publishing is OsirisSPS 3 (Serverless Portal System). Specifically in the field of social networking, various systems are being developed on the basis of peer-to-peer communications and DHT indexing, including PeerSoN [9] , LotusNet [10] , Safebook [11] , LifeSocial [12] and Persona [13] .
Finally, it is worth mentioning some systems focused on the peer-to-peer distribution of feeds and updates, for supporting the typical operations of decentralized microblogging platforms. Some of these systems share the dependency on the Pastry DHT and possibly Scribe [14] , an application level multicast infrastructure built on top of it. These include Cuckoo [15] , FeedTree [16] and Megaphone [17] .
While Blogracy shares some architectural choices with these systems, it differs mainly in the use of widespread technologies, and in the adoption of an open and simple key-based identity system. There is virtually no current P2P social networking system that can leverage the huge BitTorrent network, or already existing and deployed DHTs. In this sense, Blogracy is the first attempt to cross the border between the most used file-sharing platform and the vast universe of distributed and interoperable social networking applications.
III. THE DESIGN OF BLOGRACY
While many authors argue for the distribution and openness of social networking and micro-blogging services, few usable implementations exist, either in the field of federated networks or as fully distributed solutions. However, most of the systems and studies described in the previous Section shall be carefully considered since they provide some theoretical foundations and some viable solutions to particular issues, even when they remain at the level of abstract algorithms, simulations and theoretical analyses. Moreover, all these efforts led to the definition of open formats and protocols which are common ground for the interoperability and distribution of social networking applications.
Considering the existing or proposed solutions, we therefore present a novel system, named Blogracy. Blogracy is built over popular services for file sharing, and our aim is to provide those large P2P communities with specific features for micro-blogging applications and for publishing personal activity streams.
The architecture of the application is modular and is build around two basic components: (i) an underlying module for basic file sharing and DHT operations, exploiting existing implementations, and (ii) an OpenSocial container, i.e., a module providing the services of the social platform to the local user, to be accessed through a web interface. In the following paragraphs we describe the most distinguishing features of Blogracy, with special attention to its extensible architecture, and to how it relates to other existing systems and abstract architectures. Blogracy architecture is visually presented in Figure 1 .
For its basic operation, Blogracy uses a P2P filesharing mechanism and two logically separated DHTs. Users have a profile and a semantically meaningful activity stream, which contains their actions in the system (e.g., add a post, tag a picture, comment). One DHT maps the user's identifier with his activity stream, which also contains a reference to the user's profile and references to user's generated resources (e.g., posts, comments). These references are keys of the second DHT, which are then resolved to the actual files. The files are delivered using the underlying P2P file-sharing mechanism.
A. User Identity, Anonymity and Privacy
For all practical purposes, individual users of large networks have to be associated with numerical identifiers or unique strings, since names used in real life are hardly unique. Moreover, anonymity or pseudonymity are often a requirement of users of micro-blogging and other Internet applications.
Even under anonymity or pseudonymity, users' content need to be verified for authenticity and integrity, properties which can be easily enforced by means of Figure 1 .
The architecture of the micro-blogging social networking system Blogracy.
public-key cryptography and digital signatures. Usually, a public key is associated to a person or a legal entity through a certificate issued by a globally acknowledged authority. However, in a key-based identity scheme [18] and particularly in micro-blogging applications, this is not required nor always desirable, for the reasons exposed above. In these schemes, a user's public key is used directly to represent the user, so that all content produced by the user can be easily verified against his public key, which is also his own main identifier. Alternatively, a cryptographic hash of the public key can be used [18] , without loss of security, and this is exactly the scheme adopted in Blogracy. For simplicity, the hash function is the same as the one used by the DHT. However, anonymity is an issue also at the lower network level. In fact, if file locations are expressed as plain network addresses, these can be easily associated with a particular person or entity. Eventually, such person or entity can be called for taking legal responsibility of shared materials or expressed ideas, if they are deemed illegal or improper for any reason. The users' network addresses, in particular, are typically published in DHT entries associated with shared files. This kind of issues applies to a number of contexts but, since they are essentially related to a lower network level, they are best solved at that very level. In fact, various anonymizing technologies exist, ranging from simple proxies, to complex networks. The latter includes the famous Tor [19] , a network based on the onion routing protocol, but with centralized management, and I2P [20] , also based on a variation of the mix-net scheme, but completely distributed. The file sharing platforms that we use in Blogracy can be extended quite easily by means of existing plugins for the Tor or I2P protocols.
In Section I, we argued that many users highly value the protection against unauthorized access of their data, including posts, contacts, communications and activities in general. However, Blogracy is mainly a platform for resilient micro-blogging, and consequently it has a slightly different focus. In fact, it is designed to ensure that new content is published and distributed as widely as possible, exploiting the most popular and effective filesharing infrastructure available. As it is customary for micro-blogging platforms, contacts and posts are not restricted pieces of information by default. However, since the core sharing system is completely agnostic with respect to published content, data can be easily encrypted with a cryptographic algorithm, either symmetric or asymmetric, including attribute-based encryption.
In fact, Blogracy supports attribute-based encryption. Similarly to Persona [13] , Blogracy privacy model uses attribute credentials for protecting access to sensible content, creating a sort of "circles", i.e., parametrized roles to be assigned to users for granting a certain set of access rights. The encryption scheme is based on the CP-ABE protocol (Cyphertext-Policy Attribute-Based Encryption) [21] . We foster the release of parametrized attribute credentials directly by content creators to acknowledged followers. Alternatively, a separate entity can be an attribute authority, though attention must be paid to key escrow [22] issues.
B. Activity Streams and User Generated Content
Since users can be distinguished by their ID, i.e., the hash of their public key, it is also possible to associate additional information with them, including personal profile and personal activity stream. The activities of a user are represented as a flow, which friends and followers are interested into and want to subscribe to.
An ongoing and supported effort to standardize typical users' activities in social networks is Activity Streams 4 . This is an open format specification for the syndication of activities taken in social web applications and services.
In Blogracy, personal activities are included into a standard feed, which is eventually signed to avoid tampering. This feed is shared using the underlying filesharing platform. Essentially, a hash of its content and a magnet-uri are used for identification and retrieval. Although the term magnet-uri originated in the BitTorrent community, it is of general applicability.
Since we expect feeds to be updated rather often and without a specific pattern, the magnet-uri of a feed file is not sufficient to follow a user's activities. Adding new activities to the feed would change its content and 4 http://activitystrea.ms/ Figure 2 .
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Diagram of the process for updating the followees' feed.
consequently its hash, resulting in an entirely different entity on the DHT. This is the reason we have two logical DHTs: (i) the first DHT (DHT1) associates the user's key with the last version of his activity stream, in the form of a magnet-uri; (ii) the second DHT (DHT2) is just a regular DHT and it is used to resolve the references to the resources actually mentioned in the activity stream. Although the two DHTs are two distinct logical entities, they can be implemented on a single DHT.
When a user generates and shares new content, he also updates his own activity feed and shares the updated feed as well. Eventually, he updates the association in the first DHT linking his ID with the new magnet-uri of his feed. The strategy is inevitably more complex than the one centralized systems adopt, considering that they can simply push notifications. On the other hand, in a decentralized context, these events have to be advertised in a public and open way, i.e., by means of an updated feed file listing a user's activity. The process is illustrated in Figure 2 .
When a user is online and desires to check the feed of one of his followees (see Figure 3) , the follower has to search for the followee's key on the second DHT; then, if the magnet-uri is different from the last observed, the file containing the updated feed is retrieved. Since feeds are signed, it is possible to trust their authenticity and integrity, and since they are marked with a publication date, it is possible to discard older copies.
Another important feature users expect to find in micro-blogging systems are content based streams, i.e., channels. We rely on user streams to present all information regarding a user, such as his activities, which include the posts he wrote; however, as we discussed in Section II, it also makes sense to gather posts (or other media, e.g., videos or pictures) according to semantic information expressing the subject of the post.
In principle, keywords and tags can be implemented quite easily even over DHTs. In fact, some decentralized file sharing platforms use their DHT to implement two different indexes: one for associating seeds to file IDs, the other for associating file IDs with some keywords. However, the keyword index is hardly verifiable in an automated way and in the real world it proved to be particularly weak with respect to pollution and index poisoning attacks. Montassier et al. [23] provide a measure of the credibility of the keyword index of the popular KAD network and show that around 2/3 of the content are polluted.
A possible approach, which needs further inquiry, is the use of voting and filtering mechanisms to support a unified namespace for keywords and global channels, based on a distributed reputation management scheme [24] . However, reputation systems need to carefully balance the necessity to exclude rogue nodes from the platform operations, with the risk related to bogus feedbacks and collusions to confuse of subvert the evaluation of peers' reputation.
In order to avoid the problems of global channels, Blogracy limits channels aggregation to: (i) locally trusted users and, at most, (ii) other sources suggested by the trusted users. This means that a channel provides an ego-centered view about a topic, which changes for every user. In fact, posts are aggregated by node, by querying (i) followees and (ii) suggested sources for posts related to a certain topic. Specifically, each publisher associates some tags with his posts by means of a signed feed. This information is then published in the DHT under a unique personal key, which is obtained by combining the tag and the publisher's identity in the system.
C. Social Networking and Interoperability
An application that does not provide explicit representation for the user's contacts should not be considered a social networking application. Here we describe the social networking features of Blogracy. Essentially, in Blogracy users define and manage a list of other users, represented by their IDs. To provide better interoperability with other web-based platforms, web URLs can be used in place of IDs. Each contact is annotated with free-form tags, which describe the type and meaning of the link with a particular user.
A user is not required to publish his profile, nor the network of his social relations. However, if he does, the profile, containing partial or full information, can be retrieved as any other shared file and its magnet-uri can be also reported in the user's feed. In case privacy needs to be added, cryptography shall be used.
At the current stage, for exporting profiles and contacts, Blogracy adopts Portable Contacts 5 with OpenSocial 6 extensions, a format that has some benefits from the interoperability point of view, being quite simple and well supported by existing large social networks and mail systems. It also allows to associate tags with each user, thus matching the basic data structure managed by Blogracy. The scope of Portable Contacts ("PoCo") is to represent a list of contacts and to associate basic structured profile information with a user, thus covering the main requirements of a micro-blogging platform.
In order to let users express their profile, "Friend of a Friend" (FOAF) 7 is another sensible choice, since it is one of the best known format specifications for this scope. FOAF is a descriptive vocabulary expressed using the Resource Description Framework (RDF).
In principle, since Blogracy handles users' feeds as activity streams, it can also manage similar feeds obtained in other ways, seamlessly integrating content from web blogs and from the P2P network. Interoperability with more traditional news-feeds, webbased micro-blogging posts, and content distributed over the P2P network is thus guaranteed, provided that the stream semantics is correct.
On the other hand, resources distributed through Blogracy can be easily replicated over the web. The system architecture has a web interface, for user operation. Normally, the integrated web server acts as a gateway for its local user to access and publish P2P content through a browser. By default, the web server runs on the user's machine, together with a module encapsulating basic file sharing services.
A Blogracy instance can also be hosted on a remote node and configured for public access, acting as a gateway for Blogracy public content. Alternatively, it can be configured to serve one or more registered users, who connect from mobile or constrained devices. Either way, to provide all the functionalities to one or more users, the gateway needs to receive or maintain their public and private keys. Provided that they trust the system enough to transfer all their credentials to a remote server, users are allowed to publish posts and files through a familiar blog-like web interface, without additional software. It is worth noting that, if at least one precise mirror exists somewhere on the P2P network, then all personal information can be rebuilt on a different gateway or node, and only the public-private key pair has to be provided.
In addition to supporting Activity Streams and Open Social, one of the final objectives of Blogracy is to aggregate notifications and updates from the various existing social networks and also other forms of online activities. These sources include RSS and Atom, which are general poll-based mechanisms for content distribution. Moreover, the OStatus protocol, which is a minimal HTTP-based specification for realizing a publish-subscribe mechanism, can be used for distributing feeds timely and without the typical overhead due to polling. Finally, the Salmon protocol 8 allows aggregators and sources unify the conversations.
D. Push vs. pull propagation
In this Section we analyze different strategy to notify followers that their followees updated some resource. Traditionally the strategies are: (i) pull, i.e., the observer periodically checks the observed resource for updates or (ii) push, i.e., the update is automatically announced to the observer. Information pushing is often preferred to polling for the reason it proves more efficient in term of required resources. For example, Sandler et al. associate the RSS polling mechanism with issues like superfluity of requests, stickiness of casual readers, and 24h traffic [16] . Unfortunately, since in a P2P environment users are not always connected, information pushing alone is not a viable mechanism for dispatching updates about users' activities. In fact, a disconnected user does not receive updates and, when back online, he could miss some previously advertised resource.
In Blogracy, searching for a user's feed occurs at startup and it does not imply the repeated transfer of the whole feed, possibly unchanged. Instead, when requested, a magnet-uri is retrieved, and the whole feed is 8 http://www.salmon-protocol.org/ downloaded only if the uri changed. The download process is fully distributed among available seeds and thus it becomes more and more efficient as the number of followers grows.
Afterwards, new activities are notified directly among interested nodes. In fact, information pushing is handy in the case of fast interactions between users. In those cases, for example commenting or tagging over recent resources, direct message passing among users interested in the same shared resource is used to improve system responsiveness. Consequently Blogracy benefits from P2P messaging facility, as provided by the file-sharing protocol. In fact, for their basic operation, file-sharing systems usually need to keep track of the peers that are currently seeding or downloading a certain file (sometimes collectively defined as a "swarm"). So, advertising about a new feed is simply a matter of contacting the peers that are sharing the superseded version of the user's feed.
After the startup phase, the use of adaptive pushing for communicating fresh updates grants a seamless communication among connected users. A part from the download of larger files, all communications about status updates and new activities occurs directly among interested peers. Using the same technique, we also integrated a chat system into Blogracy, for both private instant messaging and group discussion. The system operates with responsiveness, not differently from more traditional, server-based, systems.
We are also considering the creation of multicast trees over DHT based networks as an alternative to P2P direct messaging. Similar solutions have been developed only over Pastry and not yet over Kademlia [14] .
E. Issues in P2P social networks
The most fundamental problem in a P2P social network is data availability, i.e., the problem to ensure that content placed on the network is accessible after the publisher disconnected. In fact, although popular content rapidly gains lots of seeds, resources published by peripheral users, with few contacts and sparse online presence, can instead suffer poor availability to the extent that the publisher may remain the only seed for his own posts. This issue is strongly related to the churn phenomenon in P2P networks, i.e., the fact that nodes can leave and join the network at arbitrary times.
The availability of a new resource mostly depends on the connection pattern of the source node and its followers. Having a larger number of followers who share the new resources increases the availability of the data itself, especially if some of the followers have an elevated online presence. A single follower with very high availability can guarantee a very good diffusion of data, since every follower in the social graph is also a seed in the file sharing application. In Section V.A we discuss some experiments that we performed to improve our understanding of this issue.
Essentially, low resource availability is especially troublesome for new users with few contacts. For users in this situations, it is relatively hard to enlarge their personal social network, both in terms of (i) adding more followees and (ii) receiving the attention of new potential followers. Unfortunately, while the solution is straightforward in centralized social platforms, in a distributed setting more care is required.
In some systems focused on distributed data storage, like Freenet, the problem of data availability is addressed through multiple replication of all published resources. However, in modern P2P networks, the hostile behavior of some nodes has to be taken for granted; pollution and other kinds of attacks cannot be underestimated. Generalized automatic replication of new content would greatly aggravate the situation. Reputation is not even a viable integration to such a system, since it would only be applicable to well known nodes, with strong, numerous and long-time established connections.
Instead, we suggest a replication system based on acquaintances. Most people decide to participate to a social networking system because they were invited by an acquaintance of theirs; moreover, a considerable percentage of users in a social networking system tend to continuously invite new people in the social network [25] . An introducing user, as well as other users with privileged relationships, should be enabled to explicitly choose to cooperate with new users they connect with, to replicate their resources and to suggest to other close friends to do the same. Essentially, the inviter is responsible to introduce the invited as smoothly as possible.
Razadca et al. [26] , Doceur and Wattenhofer [27] , and Bernard and Le Fessant [28] have discussed this kind of strategies thoroughly. To some extent, these processes can be automated using agentbased technologies [29] [30] .
Another possibility is having users publish on the web their contact IDs, which would be conceptually similar to Twitter's "follow" buttons. Then, it would be possible to create directories which gather such links. Although this strategy is outside the P2P model, the directories only facilitate the discovery of social acquaintances, and are not necessary for the core operation.
Finally, we strongly suggest the introduction of highavailability nodes in real networks, for example in the form of shared nodes, which can host more users' profiles and allow them to start publishing their data more easily. A shared node may be deployed for public use or just for a community. A user's content can then be moved quite easily to an individual node, when the user has developed a sufficiently large social network. Considering the high modularity of Blogracy, various levels of self-hosting can be selected.
IV. BLOGRACY OVER BITTORRENT
In Section III we described our system without referring to a specific platform, as long as it provides DHT and file-sharing mechanism. One of our design goals is using popular platforms and widespread technologies in order to benefit from the large investments that have already been made. Consequently we chose BitTorrent [31] as the file-sharing protocol.
The traditional use of BitTorrent relies on a tracker server, which hosts what are commonly called torrent files, referred to as meta-info files [32] . A meta-info file contains information relative to a shared file including the location of the available seeds from which the file can be obtained. The centralized indexing has raised some legal issues and has been proven to be an easy target for attacks and disruptions.
As a consequence, alternatives have been sought to implement the trackerless systems, i.e., systems working in a distributed way, with no need for a centralized tracker. Specifically, the popular BitTorrent client Vuze (previously called Azureus) was the first program to introduce a working DHT based implementation. Later, the official BitTorrent specification was enriched with a DHT, called Mainline DHT, implemented by the BitTorrent application and other popular clients [33] . Eventually, Vuze also added support for the Mainline DHT, without deprecating its own DHT implementation, which is used by some Vuze plug-ins and in Vuze sources is called Distributed Database (DDB). In the rest of the Section we use the term DDB to refer specifically to Vuze DHT. In the BitTorrent world, DHTs are based on the Kademlia algorithms [34] and are essentially used to associate the hashes of files and chunks with their current locations (seeds), in a fully distributed fashion. A widespread standard to share a reference to a file is a magnet-uri, which contains the hash of the file.
The Mainline DHT provides 4 queries: (i) ping, which is used to test if a node is online; (ii) find node, which is used to find the contact information for a node given its identifier; (iii) get peers, which is used to obtain the addresses of the peers that are sharing a given file; and (iv) announce peer, to announce that the current node is downloading a given file. Moreover, announce peer can be sent only to the nodes from which the addresses of the peers sharing the file were obtained. Although these queries together allow a robust exchange of information and well support the BitTorrent file-sharing protocol, they are unsuitable for our purposes. In fact, the processes we described in Subsection III.B require the possibility to use arbitrary keys (the user identifiers) on the DHT. Essentially, we need a put query to associate a given key to a given value on the DHT.
On the other hand, the DDB has a different set of four primitive queries that we found suitable for our purposes: (i) the ping and (ii) find node queries are still available; however, in place of get peers and announce peer, there are the more general (iii) find value and (iv) store. Find value returns the value associated to a key; store is somewhat the dual query and associates a key with a value. Both the key and the value can be arbitrary values, specifically serializable Java objects. On the other hand, in Mainline DHT keys were assumed to be file-hashes, thus overloading the semantic meaning of the keys to be both files and people would have been potentially disruptive for the system.
As a consequence, we decided to use Vuze DDB for both our logical DHTs, although, in principle, the DHT mapping hashes to the files that generated them could have been the Mainline DHT. We believe that the DDB will be supported in the future, because some of Vuze's key services use the DDB as well. Moreover, Vuze has a large user base, in the order of one million users instantly connected. For our purposes, it guarantees a large enough user base should we want to do some large scale testing and, in fact, makes us pretty confident of the robustness of the DHT implementation.
The Vuze platform has a modular architecture, and functionality can be added with plug-ins. The main application exposes to the plug-ins only a restricted interface, which is nonetheless sufficient for our purposes. Consequently, we decided to implement Blogracy as a Vuze plug-in. We are gathering the ongoing implementation efforts in Blogracy own development website.
V. EXPERIMENTAL RESULTS
In the previous Sections we outlined the main issues that we expect in a P2P social networking platform, i.e., (i) data availability problems related to user's churn and (ii) possibility of high latency in receiving the desired messages. In this Section we discuss both issues, the first one using simulations, the latter by measuring download and query times in the real system, that we deployed on PlanetLab.
A. Experimental Simulations of the Effects of Churn
The problem of data availability for badly connected nodes is that some resources may not be available at a given time, and the follower experiences delays in the moment when he is able to actually able to get the resource. In this Section, we describe some simulations that we performed in order to quantitatively measure such delays. Several works dealt with accurately modeling the effects of churn in a generic P2P network or in a P2P network with social networks [35] [36] . However, our situation is slightly different, because we do not intend to measure the low level performance of the P2P network. Instead we are interested in the the delays perceived by the social networking platform users as a macroscopic phenomenon. As a consequence, less sophisticated models of churn suffice as long as they capture the behavior of social networking users.
More formally, the average notification delay is measured as the average lag between the reception of a new message with respect to the optimal reception time. If a follower is online at the instant when a new message is published, then the optimal reception time is the instant of publication. Otherwise, the optimal reception time is the first time the node goes online again, after the publication. We consider two kinds of nodes: (i) nodes connecting occasionally (twice a day, for half an hour); and (ii) more stable nodes, which simulate usage in a collaborative work scenario (connecting for 8 hours a day). The intervals are normally distributed around the average values. We performed the experiments simulating communities of different size, from 50 to 350 users.
The plot in Figure 4 represents the notification delays due to churn as a function of the number of followers, for different percentages (0%-25%) of stable nodes. The plot in Figure 5 shows the average notification delay due to churn as a function of the ratio of stable nodes for different numbers of followers (50-300).
The delays are quite severe for small communities with few stable nodes, with 350 nodes the delay is 0 even assuming no stable nodes. For communities larger than 150 nodes the delays are negligible with 5% of stable nodes. Considering that in 2012 an active Twitter user has on average 235 followers, the results are encouraging [37] . An active user is someone who created at least post in the previous 30 days. Notification delay due to churn as a function of the number of followers, for different percentages (0%-25%) of stable nodes. A stable node is a node connected for connected ~8h a day. The solid lines are guides for the eye. Notification delay due to churn as a function of the ratio of stable nodes for different numbers of followers (50-300). A stable node is a node connected for ~8h a day. The solid lines are guides for the eye.
B. Experimental results on PlanetLab
The experimental results discussed in this Subsection have been obtained by running several Blogracy nodes on PlanetLab [38] and measuring the real system performance. Even if various large data analysis have been conducted over the BitTorrent network, we decided to test the actual functioning of Blogracy, which is quite unique, both (i) for the usage of the DHT at different levels, and (ii) for the distribution of small index files (Activity Stream files) instead of large archives and multimedia files, which are the typical use-case for Bittorrent sharing.
For our experiments, we set up twelve instances of Blogracy to be executed over different nodes of PlanetLab Europe. The nodes were arranged in a small fully connected social network. The nodes were scripted to perform several typical operations, such as creating new posts and periodically updating content produced by the other nodes.
Blogracy nodes require a relatively long time to be fully operational, in the order of a few minutes, because they need to find and download the updated activity streams produced by followees, while the local user was offline. The issue was expected and is related to the DHT and BitTorrent mechanisms. In fact, the results we obtained in our tests are coherent with data provided by some large scale analysis of the Vuze DHT [39] .
We also verified the functionality of the pushing mechanism, which allows a source node to notify its followers in a timely and effective way about the availability of update in the local activity stream. This kind of notification uses the chat module of Vuze. Since it occurs directly between interested nodes (those participating in a swarm) it is virtually instantaneous.
We also tested the more complex and slower polling mechanism. A full polling cycle is constituted by several queries to the DHT, and by some torrent file downloads. The polling cycle starts every five minutes, i.e., the availability of new messages from a certain source node was checked every five minutes. The plots in Figure 6 and Figure 7 are the distribution function and the cumulative distribution function of the delays in the reception of messages, as measured in the PlanetLab platform, respectively. Under our test conditions, the 90% of the messages is received in 6 minutes and the average reception delay is 4 minutes, which also includes idle time spent waiting for the successive polling cycle (on average 2.5 minutes).
Another important element of the system performance is the time necessary to obtain an updated Activity Stream file. We repeated the test several times with the various nodes and reported the results in the plot in Figure 8 ; on average, the process takes roughly 30 seconds, 3 of which are necessary to obtain the Activity Stream torrent file through the DHT. The recorded times for the Activity Stream download vary from 2 seconds to 96 seconds; the distribution of the downloads longer than 20 seconds resembles a power law. In the area < 20 seconds there are two clearly distinguishable modes. The very irregular distribution can be explained with the elevated number of operations involved. We have seen no significant correlation between the download time and the Activity Stream size.
We also measured the DHT lookup queries response times (0.07-82 seconds). The mean, median and 3rd quartile are respectively 1.43s, 0.42s and 0.63s. 65% of the queries takes less than 1.5 s. In Figure 9 we report the query response time distribution from 0s to 1.2s.
These experiments confirm our confidence on the soundness of Blogracy architectural design and its realization over solid and widespread technologies, especially considering that after the startup phase, most notifications among peers use push technology. Moreover, using a DHT both for sharing files and for advertising new social activities proves to be functional.
VI. CONCLUSIONS
Although the current approach to building social networking systems is to create huge centralized systems managed by a single company, such strategy has many drawbacks, regarding: (i) the privacy and anonymity of users; (ii) risks of a-priori or a-posteriori censorship; (iii) Figure 6 .
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the ownership and use-rights of the users data; (iv) interoperability with other systems; and (v) the costs of the infrastructure.
We proposed a novel P2P system that leverages existing, widespread and stable technologies such as DHTs and BitTorrent. Although the primitives offered by those technologies were created with other goals in mind, they can be used with minor modifications in our system. In particular, we introduced a key-based identity system and a model of social relations for distributing resources efficiently among interested readers.
In fact, we designed Blogracy as a micro-blogging social networking system, and we gave priority to the features more important for micro-blogging, such as: (i) anonymity and resilience to censorship; (ii) authenticatable content; (iii) semantic interoperability using activity streams and weak semantic data formats for contacts and profiles; and (iv) data availability. Since Blogracy is built over P2P technologies, it does not suffer the dysfunctions of centralized services, in the periods when they are overloaded by users, under maintenance work or simply broken. Moreover, the use of accepted standard formats allows to integrate content produced on existing social platforms and on the web in general.
We created a working prototype, implementing all core functionalities, as a layer over the well-tested distributed file sharing system Bittorrent. The architecture is modular and is build around two basic components: (i) an underlying module for basic file sharing and DHT operations, and (ii) an OpenSocial container. Blogracy uses a P2P file-sharing mechanism and two logically separated DHTs. Users have a profile and an activity stream, which contains their actions in the system.
We also performed simulations to understand the extent of the issue of data availability for resources published by peripheral users. We found that the issue is minor provided that a minimal either (i) for nodes with number of followers far smaller than the one typically measured in real micro-blogging platforms for active users and (ii) in presence of a small number of relatively stable nodes.
Moreover, we setup an experimental testbed with PlanetLab and measured the performance of the system as a whole and of several of its components, especially those in relation with the actual DHT implementation provided, and we found that the DHT performance is adequate. When push mechanisms are in place, the system is responsive and performant. 
