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Abstract. In this paper we present a bio-inspired connectionist model for vi-
sual perception of motion and its pursuit. It is organized in three stages: a causal
spatio-temporal ltering of Gabor-like type, an antagonist inhibition mechanism
and a densely interconnected neural population. These stages are inspired by the
treatment of the primary visual cortex, middle temporal area and superior visual
areas. This model has been evaluated on natural image sequences.
1 Introduction
The estimation of motion is a cognitive task enclosed in the perception-action loop of
autonomous systems interacting with dynamic real-world environments. In these sys-
tems, connectionist models bring their power of generalization and their robustness to
noise. Their intrinsic parallelism combined with local processings offer various areas
of research for the development of real-time embedded models of perception-action.
In the eld of autonomous robotics, the pursuit of an object in a dynamic environ-
mentinvolvescomplextasks andreducedcomputingtimes.Severalbio-inspiredmodels
exist to propose solutions to this problem by modelling the primary visual cortex, the
middletemporalarea[9]andthemiddlesuperiortemporalarea[6,13].We proposehere
a bio-inspired connectionist model for this cognitive task. Our model is based on our
motion perception model proposed in [2], as well as on the focus and attention model
of [12,8] in which neural sub-populations emerge. Our global model includes three
modules: a spatio-temporal ltering based on Gabor spatial lters, a strongly localized
inhibition mechanism based on antagonism criteria [2], and the emergence of a sin-
gle target in a dynamic environment through the evolution of a densely interconnected
neural population.
We rst propose a rapid survey of the motion perception model we proposed in [2]
and of the attention model of [12,8]. We then present their coupling and nally we
describe the evaluation of this coupled model on several real image sequences.
2 A connectionist model for motion perception and pursuit
Our neural model is based on the local and massively distributed processing dened
in [2], where we have proposed a retinotopically organized model of the following per-
ception principle: local motion informationsof a retinal image are extracted by neuronsin the primary visual cortex, V1, with local receptive elds restricted to small spatial
interaction areas; these neurons are densely interconnected for excitatory-inhibitoryin-
teractions.
In this paper we extend this two-module model by coupling it to a third module
based on a bio-inspired model of focus and attention also developped in our team.
(a) Global architecture (b) Excitatory-inhibitory interactions
(antagonist inhibition mechanism)
Fig.1. General architecture of our model for motion perception [2].
The rst two main stages of the model (see gure 1(a)) will be described in this
section: the causal spatio-temporal ltering and the antagonist inhibition mechanism.
The biological foundations and the mathematical details will not be discussed in this
paper (see [2]). The additional third module will be presented in subsection 2.4.
2.1 Causal spatio-temporal ltering
The rst stage of the model depicted in gure 1(a) performs a causal spatio-temporal
ltering. It models the magnocellular cells seen as motion sensors that depend on the
gradient of image intensity and on its temporal derivatives [7,5,4].
This ltering is performed in two steps: a spatial ltering and a causal temporal
processing [2,11]. For the spatial ltering, Gabor lters are implementedas image con-
volution kernels in  different directions. It is represented in gure 1(a) for  = 4
orientations (though we usually work with  = 8).
Then the causal temporal processing involves the computation of a temporal aver-
age of Gabor lters for each direction and for a set of search places that correspond to
V assumed different speeds of each pixel. In other words, for each given assumed di-
rection and speed, they reinforce the local motion with the average of the Gabor lters
applied to past images an assumed past places. This principle is valid under the stronghypothesis of a high enough sampling frequencyto ensure a local motion detection and
an immediate constant local speed.
The computations described in this subsection have been parallelized and imple-
mented on FPGA circuits for real-time embedded motion perception [11].
2.2 Antagonist inhibition mechanism
The second stage of the model of [2] (gure 1(a)) emulates an antagonist inhibition
mechanism [2] by means of excitatory-inhibitorylocal interactions in the different ori-
ented corticals columns of V1 [1,3] in order to strengthen the coherence of the motion
areas.
In this mechanism each neuron receive both excitation and inhibiton signals from
neurons in a neighborhood or inuence range to regulate its activity. In gure 1(b) we
show the excitatory and inhibitory local interactions where neurons interact in a close
neighborhood centered around the neuron under consideration. The strong interactions
inthismechanismchangetheinternalstateofneuronsand,consequently,theirinuence
range, which generates a dynamic adaptative process.
As in usual excitatory-inhibitory neural models, the weighted connections to and
fromneuronshave modulatedstrengthaccordingto the distancefromoneanother.Nev-
ertheless, we call it an antagonist inhibition mechanism because the inhibitory connec-
tions among neurons regulate downwards the activity of opposing or antagonist neu-
rons, i.e. neurons that do not share a common or similar orientation and speed. On the
other hand, excitatory connections increase the neuron activity towards the emergence
of coherentresponses, i.e. groupingneuronresponses to similar orientations and speeds
through an interative process.
The updating of the internal state of a neuron is

H(x;y;T)
T = A  H(x;y;T)
+(B   H(x;y;T))  Exc(x;y;T)
 (C + H(x;y;T))  Inh(x;y;T)
(1)
where H(x;y;T) is its internal state at time T, Exc(x;y;T) is the activity due to the
contribution of excitatory interactions in the neighborhood 

E
(x;y) and Inh(x;y;T) is
theactivityduetothecontributionofinhibitoryinteractionsintheneighborhood

I
(x;y).
Both neighborhoodsdependon the activity level of the chosen neuronin each direction.
A, B and C are the real constant values and  is the learning rate. For more details on
the excitation and inhibition areas see [2].
Let  be the inuence range of neuron (x;y) in this stage. This neuron receives at
most 2 excitatory connections from neurons with the same direction and speed and at
most (V     1)  2 inhibitory connections from other close neurons.
At this level, each pixel corresponds to   V different neurons that encode infor-
mations of directions and speeds.Ttheir integration is performedin a intermediate stage
named velocity integration.2.3 Velocity integration
In [2], the results of the antagonist inhibition mechanism are integrated thanks to a
winner-take-all process dened by
^ H(x;y;t) = maxv2V
 
X

H(x;y;t;;v;T)  #
!
(2)
where ^ H(x;y;t) is the winnerneuronand # is the unit vectorin direction. This stage
corresponds to both parts labeled integration in gure 1(a).
Until there, the model keeps entirely local and distributed with motion areas being
relativelycoherentin orientationandspeed, butwithout a globalresponse.Next subsec-
tions describe our coupled model that extracts a global response using the bio-inspired
attention model of [8,12].
2.4 Visual Attention
The third module of our model consists of a neural population which interactions target
the emergence of attention. The output of the second module (antagonist inhibition) is
coupled to the input of the attention module. Before describing this coupling, we will
present the main principlesof the attention model. S ee [8,12] for the mathematical and
implementation details.
Fig.2. General architecture of the visual attention model [12].
Distributed model for visual attention This bio-inspired model is based on the inter-
actions between the superior visual areas (V4, Inferotemporal -IT- and the Frontal Eye
Field -FEF-), and some other ones (superior colliculus, pulvinar nuclei and thalamus).The authors propose a model of interactions within each area with the application of
the Continuum Neural Field Theory 2D [10].
Figure 2 describes the eight maps of this model and the neuron required to switch
attention. Three processing levels may be found: in the rst level (attention emergence)
only one activity bubble of close neurons may emerge in the neural population of the
input, visual and focus maps. In the second level (attention xation) the FEF and mem-
ory maps sustain the bubbleactivity and localisation that can keep track of this stimulus
if another one takes back focus. In the last level (attention switching) the striatum, GPI,
thalamus and inhibition maps combined with the reward neuron make the necessary
interactions to switch attention (supervised mode).
Someofthesemaps uselateral interactions(see gure2):eachneuronis completely
connected to the other ones in the same map. The communication between different
maps of this model is based on the principle of local receptive eld.
The internal state of each neuron in a map A with adjacent map ^ A is updated ac-
cording to

@u(x;y;t)
@t =  u(x;y;t) +
R
A wA((x;y)   ( x;  y))f(u( x;  y;t))dxdy
+
R
^ A s((x;y);(^ x; ^ y))I(^ x; ^ y;t)d^ xd^ y + h
(3)
where u(x;y;t) is the membrane potential of the neuron in position (x;y) at time t.
f() represents the mean ring rate, I(^ x; ^ y;t) is the neuron input (^ x; ^ y) at time t in map
^ A. wA((x;y)   ( x;  y)) is the lateral connection weight function in map A, given by
wA((x;y) ( x;  y)) = Bexp

j(x;y)   ( x;  y)j2
b2

 Cexp

j(x;y)   (^ x; ^ y)j2
c2

(4)
and s((x;y);(^ x; ^ y)) is the adjacent connection weight function of neuron (^ x; ^ y) 2 ^ A to
neuron (x;y) 2 A dened by
s((x;y)   (^ x; ^ y)) = Bexp

j(x;y)   (^ x; ^ y)j2
b2

(5)
with B;C;b;c 2 <
+.
Coupling of both models The attentionmodel recoversthe most salient characteristics
in the image by means of the application of a gaussian lter focused on a specic
colour,i.e. this modelwas designedto focus attention on objects with predenedcolour
patterns. Then, this preprocessing step generates outputs in [-1,1] and it compresses the
image to 40  40 pixels.
But it is not possible to search for a predened color in real scenes to follow an
object. Coupling this attention model with our motion perception model cancels this
restriction.
Following the architecture of gure 1(a), both stages labeled integration now use
a strong winner-take-all process dened by
H(x;y;t) =
1
CN  CN
X
CNCN
max2;v2V H(x;y;t;;v;T) (6)whereCN andCN denethereceptiveeldsize requiredtoreducethenumberofout-
puts of our antogonist inhibition module to a size that may be handled by the attention
module.
Next section illustrates the motion perception and pursuit performed by the whole
coupled model when applied to real image sequences.
3 Results
initial image intermediate 1 intermediate 2 nal image
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Fig.3. Real image sequences used in this work: ABrowse, AFight and BFight, respectively in
each row, and, from left to right, four images of each sequence
The free parameters of our model were set according to the suggestions in [2,12].
We chose three real image sequences of video surveillance. They include various num-
bers of RGB images, but all images are the same size: 384  288, and they are rst
greyscaled. Sequence ABrowse has 1043 images, AFight and BFight both have 551
images.
The rst real image sequence, named ABrowse, may be split into four parts: (1)
two persons are walking; (2) only one person is walking; (3) there is no motion; (4) one
person is walking until the sequence is stopped. The rst part is shown in the rst row
of gure 3.
The second real image sequence, named AFight, may be split into ve parts: (1)
three persons are walking; (2) two persons are walking; (3) only one person is walking;
(4)twopersonsarewalking,approachingfaceto face,arguingandthenstridingtowards
differentdirections; (5) three persons are movingat the bottomof the image. The fourthpart is very complex because two persons are arguing and the attention is always drawn
towards the rst one. This fourth part is shown in the second row of gure 3.
Finally, the third real image sequence, named BFight, may be split into three
parts: (1) there are four persons but only one is walking; (2) one person is walking,
followed by another person coming from a different direction, then the second person
joins the rst one and they argue; (3) both persons stride towards opposite directions,
and then join together a little further away. The second part is shown in the third row of
gure 3.
The pursuit results for each real image sequence are shown in gure 4. In the rst
part of sequence ABrowse, two persons are walking, but our system always focuses on
the rst moving person.
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Fig.4. Motion perception and pursuit results
4 Conclusion and discussion
This work is based on a couplingof two bio-inspiredmodels developpedin our connec-
tionist research team: the rst one performs motion perception, the second one makes
it possible to focus attention. The whole model is fully inspired by the visual cortex
system, the superior motor areas, and their relations.
Our model consists of three modules: a low-level analysis to detect local motions,
then to detect coherent movingareas, and a high-levelanalysis for the emergenceof fo-
cused attention. These modules are gathered into a densely interconnected bio-inspired
model that uses weighted excitatory and inhibitory connections. Most excitatory inter-
actions correspondto feedforward receptive elds, whereas most inhibitory ones corre-
spond to lateral interactions.
Our rst experiments show that our model is able to detect moving persons or ob-
jects and to pursue them in an environment where other persons or objects move. The
system appears as robust enough to avoid the loss of the original target. It is able to
pursue objects in quite complex scenes without any predened information. Neverthe-
less, in very complex scenes, this system may switch attention towards far more salient
targets. Our current works aim at strengthening the focus stability at two levels: in theV1 model (including the antagonist inhibition mechanism) and in the superior cortical
model (attention mechanism).
Other bio-inspired models perform object pursuit [6,9,13]. Our goal is to build a
whole model using only local, highly distributed,and densely interconnectedexcitatory
and inhibitory connections.
Our current works nalize our three-module model by introducing feedback con-
nections from the third module towards the antagonist inhibition process module.
Such backward interactions bring us closer to the cortex architecture, and it is able
to strengthen the emergence of a robust pursuit of a moving target in a dynamic envi-
ronment.
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