Deciphering the assembly of multi-segment genome complexes in influenza A virus by Prisner, Simon
Deciphering the assembly of multi-segment
genome complexes in influenza A virus
D I S S E R T A T I O N








Präsidentin der Humboldt-Universität zu Berlin:
Prof. Dr.-Ing. Dr. Sabine Kunst
Dekan der Lebenswissenschaftlichen Fakultät der Humboldt-Universität zu Berlin:
Prof. Dr. Bernhard Grimm
Gutachter:
1. Prof. Dr. Andreas Herrmann
2. Prof. Dr. Matthias Selbach
3. Prof. Dr. Alexander Löwer
Tag der mündlichen Prüfung: 13.07.2017
To boldly go where no man has gone before






1.1 Influenza A virus (IAV) . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2 Genome and proteins of IAV . . . . . . . . . . . . . . . . . . . . . . 15
1.2.1 The IAV genome . . . . . . . . . . . . . . . . . . . . . . . . 15
1.2.2 The proteins . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.3 Life cycle of IAV from the angle of a vRNP . . . . . . . . . . . . . . 23
1.3.1 mRNA transcription . . . . . . . . . . . . . . . . . . . . . . 23
1.3.2 mRNA export . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.3.3 Replication . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.3.4 Protein import . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.3.5 Nuclear export . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.3.6 Transport of vRNPs from the nucleus to the plasma membrane 25
1.3.7 Segment bundling and packaging . . . . . . . . . . . . . . . 25
1.3.8 Virus assembly and budding . . . . . . . . . . . . . . . . . . 26
1.3.9 Virion state . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.3.10 Binding and cellular entry . . . . . . . . . . . . . . . . . . . 27
1.3.11 Diffusion through cytoplasm . . . . . . . . . . . . . . . . . . 27
1.4 Genome packaging models . . . . . . . . . . . . . . . . . . . . . . . 30
1.4.1 Problems of packaging overall, other viruses . . . . . . . . . 30
1.4.2 Packaging signals vs. bundling signals . . . . . . . . . . . . 30
1.4.3 Identification of packaging signals . . . . . . . . . . . . . . . 31
1.4.4 How many vRNPs are packed into a virion? . . . . . . . . . 33
1.5 Single molecule fluorescence in situ hybridization (smFISH) . . . . 33
1.5.1 Historical overview . . . . . . . . . . . . . . . . . . . . . . . 33
3
CONTENTS 4
1.5.2 Multiplexing . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
1.5.3 STED-FISH . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
1.5.4 Complementary methods . . . . . . . . . . . . . . . . . . . . 37
1.6 Image analysis of (highly multiplexed) FISH data . . . . . . . . . . 38
1.6.1 General image analysis for smFISH . . . . . . . . . . . . . . 38
1.6.2 Deconvolution and Laplace filtering . . . . . . . . . . . . . . 39
1.6.3 Thresholding and point detection, FISH-quant . . . . . . . . 39
1.6.4 Multiplexing . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
1.7 Aim of the project . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2 Materials and Methods 41
2.1 Materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.1.1 Chemicals and enzymes . . . . . . . . . . . . . . . . . . . . 41
2.1.2 Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.1.3 Consumables . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.1.4 Fluorescent dyes . . . . . . . . . . . . . . . . . . . . . . . . 44
2.1.5 Primers and sequences of FISH probes . . . . . . . . . . . . 44
2.1.6 Kits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.1.7 Devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.1.8 Cell lines and bacterial strains . . . . . . . . . . . . . . . . . 46
2.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.2.1 Cell culture . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.2.2 Infection, Fixation, Permeabilization . . . . . . . . . . . . . 47
2.2.3 Immunostaining . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.2.4 smFISH and MuSeq-FISH . . . . . . . . . . . . . . . . . . . 48
2.2.5 Image acquisition . . . . . . . . . . . . . . . . . . . . . . . . 48
2.2.6 Image analysis and spot detection . . . . . . . . . . . . . . . 49
2.2.7 Colocalization analysis . . . . . . . . . . . . . . . . . . . . . 49
2.2.8 Network analysis . . . . . . . . . . . . . . . . . . . . . . . . 51
2.2.9 Conditional probability modelling . . . . . . . . . . . . . . . 52
2.2.10 RNA extraction . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.2.11 Reverse transcription . . . . . . . . . . . . . . . . . . . . . . 53
2.2.12 Quantitative Real-Time PCR (qRT-PCR) . . . . . . . . . . 53
2.2.13 Polymerase Chain Reaction (PCR), gel electrophoresis and
gel extraction . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.2.14 Transformation, plasmid prep. and sequencing . . . . . . . . 56
2.2.15 Transfection . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5 CONTENTS
3 Results 59
3.1 Generation of a set of mRNA-only IAV A/Panama plasmids . . . . 59
3.1.1 Cloning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.1.2 Microscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.2 IAV viral RNA detection using MuSeq-FISH (Panama strain) . . . 64
3.2.1 Establishing multiple sequential FISH (MuSeq-FISH) . . . . 64
3.2.2 vRNA and mRNA - extensive data at 10 h.p.i . . . . . . . . 64
3.3 Image analysis and deciphering the genome assembly process . . . . 68
3.3.1 Development of an image analysis workflow to assess colocal-
ization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.3.2 Spot detection measures . . . . . . . . . . . . . . . . . . . . 68
3.3.3 Patterns of recognized MSCs . . . . . . . . . . . . . . . . . . 70
3.3.4 Cell-to-cell variability of vRNA abundances . . . . . . . . . 72
3.3.5 Distribution of MSC ranks . . . . . . . . . . . . . . . . . . . 73
3.3.6 Segment availability in MSCs of specific ranks . . . . . . . . 74
3.3.7 Network representations of combinatorial data . . . . . . . . 75
3.3.8 Iterative simulation of a random-packaging hypothesis . . . 78
3.4 Conditional probability modelling to estimate k-values in the assem-
bly process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.5 Supportive qRT-PCR analysis over the time course of infection . . . 81
3.6 Comparison of the acquired data with reassortant strains of A/Panama
and A/Mallard . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.6.1 A/Mallard . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
3.6.2 A/Pan-M . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
3.6.3 A/Pan-NS . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
3.6.4 A/Pan-NSM . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
3.7 Application of MuSeq-FISH to stain single IAV virions . . . . . . . 118
3.7.1 Staining of intact IAV virions in A549 cells . . . . . . . . . . 118
3.7.2 Distribution of MSC ranks . . . . . . . . . . . . . . . . . . . 120
3.7.3 Observed combinations within MSCs . . . . . . . . . . . . . 121
4 Discussion 123
4.1 Generation of a set of mRNA-only IAV A/Panama plasmids . . . . 124
4.2 Mapping the viral genome of several IAV strains . . . . . . . . . . . 125
4.2.1 Viral mRNA . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
4.2.2 Staining of single IAV virions . . . . . . . . . . . . . . . . . 126
4.2.3 Reliability of FISH . . . . . . . . . . . . . . . . . . . . . . . 126
4.2.4 Cell-to-cell variation . . . . . . . . . . . . . . . . . . . . . . 127
4.3 Implications of the data concerning the genome packaging . . . . . 128
CONTENTS 6
4.3.1 Distribution of MSC ranks . . . . . . . . . . . . . . . . . . . 128
4.3.2 Network analysis . . . . . . . . . . . . . . . . . . . . . . . . 130
4.3.3 Rejecting random packaging, iterative modelling . . . . . . . 132
4.3.4 Conditional probability modelling . . . . . . . . . . . . . . . 132
4.3.5 Creation of putative, preferred pathways . . . . . . . . . . . 133
4.3.6 Comparison with the literature . . . . . . . . . . . . . . . . 134
4.3.7 How redundant is the system, evolutionary advantages of
redundancy . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
4.4 Differences between different reassortant strains of Panama IAV . . 137
4.4.1 Expectations . . . . . . . . . . . . . . . . . . . . . . . . . . 137
4.4.2 Differences in localization and abundance of vRNA/mRNA . 137
4.4.3 Differences in cell-to-cell variation . . . . . . . . . . . . . . . 138
4.4.4 Differences in colocalization . . . . . . . . . . . . . . . . . . 139
4.4.5 Differences in network graphs and modelling . . . . . . . . . 139
4.4.6 Putative, preferred pathways . . . . . . . . . . . . . . . . . . 140
4.4.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
5 Conclusion and Outlook 143
5.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
5.2 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
5.2.1 Super-resolution microscopy . . . . . . . . . . . . . . . . . . 144
5.2.2 Live cell imaging in multiple channels . . . . . . . . . . . . . 145
5.2.3 Comparison with more viral strains . . . . . . . . . . . . . . 146
5.2.4 Comparison with sub-networks of A/Panama . . . . . . . . . 146
6 Bibliography 147
7 Appendix 171





Influenza A besitzt ein segmentiertes, acht-strängiges Genom in negativer Orien-
tierung. Die einzelnen Segmente sind in virale Ribonukleoproteinkomplexe (vRNPs)
verpackt. Genomische Segmentierung erlaubt es Influenza, zwischen verschiedenen
Stämmen Reassortierung zu betreiben, was zur Entstehung von hochgradig viru-
lenten und potentiell pandemischen neuen Stämmen führen kann.
Die Existenz eines Packungsmechanismus wird vermutet, der sicherstellt dass
exakt ein Segment jeden Typs in neu knospende Viren verpackt wird. Es gibt
Indizien dafür, dass die vRNPs während ihres Wegs vom Nukleus zur Plasmamem-
bran, wo die Knospung stattfindet, Multi-Segment-Komplexe ausbilden, die durch
RNA-RNA-Interaktionen, sog. Packungssignale vermittelt werden. Dieser Prozess
ist allerdings noch nicht hinreichend verstanden.
In dieser Arbeit wurde eine neue RNA-FISH-Methode namens MuSeq-FISH en-
twickelt und angewendet, um die spektralen Limitierungen bisheriger Multiplexing-
Ansätze zu überwinden und alle vRNA- und mRNA-Spezies vom humanen Stamm
A/Panama des Influenza A Virus zu visualisieren. Außerdem wurde ein automa-
tisierter Arbeitsablauf zur Registrierung/Ausrichtung, Punktdetektion, comput-
ergestützter Kolokalisationsanalyse und kombinatorischer Analyse der Mikroskopie-
bilder entwickelt, der auch große Datenmengen verarbeiten kann. Erstmalig wurde
damit eine vollständige Kartographierung der Lokalisation und Häufigkeiten alle vi-
ralen RNAs in einzelnen Zellen vorgenommen. Aus diesen Daten konnten wir Erken-
ntnisse zu den Mechanismen und möglichen Hierarchien innerhalb des Packungs-
prozesses gewinnen. Dazu wurden Reaktionspfade und statistische Analysen von
über 60 einzelnen Zellen und mehr als 105 einzelner vRNPs herangezogen. Es
wurden auch Informationen über die vRNP-Häufigkeiten und deren Unterschiede
zwischen Einzelzellen gewonnen, die zeigen dass sich Infektionsumgebungen auch
in großer räumlicher Nähe stark unterscheiden und dadurch den Verpackungsmech-
anismus beeinflussen können. Weiterhin wurde eine Modellierung basierend auf




Wir haben unsere Analysen zusätzlich auf den aviären Stamm A/Mallard und
die reassortanten Stämme A/Pan-M, A/Pan-NS und A/Pan-NSM erweitert, die
ein gemischtes Genom aus A/Panama und A/Mallard enthalten. Dabei konnte
gezeigt werden, dass sich die Packungsdynamiken und -netzwerke auch zwischen nah
verwandten Stämmen erheblich unterscheiden. Heterogene Verpackungsprozesse
wurden für diese Stämme observiert, anhand welcher A/Pan-M und A/Pan-NS
eher A/Mallard zugeordnet werden konnten.
Ebenfalls wurden erste Schritte unternommen, um die Methode in verschiedener
Hinsicht zu erweitern: es zeigte sich, dass MuSeq-FISH und STED-Mikroskopie
im Prinzip kombinierbar sind, was auch durch gleichzeitige Detektion von drei
vRNA-Segmenten gezeigt werden konnte. MuSeq-FISH wurde auch genutzt, um
einzelne Virionen direkt nach deren Eintritt in die Zelle zu färben und auf deren
genomischen Inhalt hin zu untersuchen. Dabei fiel auf, dass die Segmente 7
und 8 besonders häufig fehlten, wenn unvollständige Genome detektiert wurden.
Außerdem wurde ein Plasmidsystem auf Basis des pHW2000-Vektors für fast alle
Segmente von A/Panama umkloniert, welches nun die Expression von mRNA ohne
die gleichzeitige Expression von vRNA ermöglicht. In einem ersten Experiment
konnte die Funktionalität des Systems gezeigt werden, so dass es potentiell in Trans-
fektionsexperimenten die Untersuchung vom Packungsmechanismus ermöglichen
kann, und zwar unter infektionsähnlichen Bedingungen mit beliebig kombinierbaren
vRNA-Sets.
Wir erwarten, dass MuSeq-FISH zusammen mit dem automatisierten Arbeitsablauf
auch eine nützliche Methode für andere biologische Fragestellungen darstellen
wird, besonders wenn es um hochgradig kolokalisierte Untersuchungsobjekte geht.
Fundiertes Wissen über den Packungsmechanismus von Influenzaviren kann helfen,
die Entstehung von pandemischen Stämmen besser zu verstehen und kann Möglich-
keiten aufzeigen, neue antivirale Medikamente zu entwickeln.
Abstract
Influenza A has a segmented genome of eight single-stranded, negative-sense RNAs
packed into ribonucleoproteins (vRNPs). This segmentation allows reassortment
between different strains with the potential to create highly virulent, pandemic new
strains. A packaging mechanism is supposed, ensuring the incorporation of one
copy of each segment species into budding virions. En route from the nucleus to
budding at the plasma membrane, the vRNPs are thought to form multi-segment
complexes via RNA-RNA and RNP-RNP interactions called packaging signals.
This process is not yet completely understood.
Here, a new RNA-FISH method (MuSeq-FISH) was introduced to overcome the
spectral limits of multiplexing in order to visualize all IAV vRNA and mRNA tar-
gets of the human strain A/Panama. An image processing pipeline including image
registration, spot detection, automated colocalization analysis and combinatorial
analysis was developed, capable of high data throughput. For the first time, a
complete map of the localization and abundance of all viral RNAs in individual
cells has been generated. This data enabled detailed investigations about the
mechanisms and potential hierarchies within the packaging process, which were
inferred from pathways and statistical analysis of over 60 individual cells with more
than 105 vRNP occurrences. We also gained information about the abundance and
cell-to-cell heterogeneity of vRNPs among large sets of infected cells, unravelling
that infection environments even in neighboring cells differ strongly in segment
composition with an impact on packaging. In addition, conditional probability
modelling was conducted to infer reaction constants from inherently static FISH
data.
We have extended this analysis to the avian strain A/Mallard and the reassortant
strains A/Pan-M, A/Pan-NS and A/Pan-NSM, which contain reassorted genomes
of A/Panama and A/Mallard. Here we have shown that packaging dynamics and
networks differ widely, even among closely related strains. Packaging processes in
these strains seemed to be very diverse, however we found A/Pan-M and A/Pan-NS
to more closely resemble A/Mallard in terms of packaging.
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First steps have been taken to extend the method into different directions: combi-
nation of MuSeq-FISH with STED imaging is in principle possible and has been
applied for simultaneous detection of three vRNA species. MuSeq-FISH was also
applied to single IAV virions directly after cell entry in order to study their genome
content, where we found segments 7 and 8 to be lacking most frequently. In
addition, a system of pHW2000-based plasmids expressing only mRNA has been
created for almost all A/Panama segments. The functionality of this system was
shown in a proof of concept, so that its use in transfection experiments can serve
as a potential instrument to investigate vRNP packaging in artificial infection-like
conditions with reduced vRNAs sets of choice.
MuSeq-FISH together with its image analysis pipeline will be a useful tool also for
other biological questions, especially concerning high-grade colocalization. Further
understanding of the vRNP packaging in influenza can help us to understand the
emergence of pandemic strains and open up paths to new antiviral medication.
1 | Introduction
In this work, the genome packaging of several IAV strains has been investigated
and analyzed using RNA-FISH and spinning disk microscopy and subsequent
colocalization analysis and modelling approaches. The introduction will therefore
cover the biology of the influenza virus (with a special focus on influenza A) and
history and recent improvements to in situ hybridization methods.
1.1 Influenza A virus (IAV)
Influenza is an enveloped virus belonging to the Orthomyxoviridae family. It is
subdivided into three genera, namely influenza A, B and C (IAV, IBV, ICV). IAV
and IBV are more similar to each other than both are to ICV. In recent years, claims
have been made that there should be a new genus called influenza D (IDV) [1], con-
taining one virus that was found to infect pigs and cattle. In the following, the focus
will always be on IAV, and others are only mentioned for the purpose of comparison.
Since the first isolation of a human influenza virus in 1933 [66], it has become
more and more apparent that it boasts an enormous capability to evade host
immunity and vaccination strategies. Two mutational mechanisms play a role here:
(1) antigenic drift – the gradual change of antigens presented to the host, facilitated
by the rapid mutational rate of IAV’s single stranded RNA genome. (2) antigenic
shift – a rapid change of antigens caused by the exchange of genome segments of
two or more IAV strains in a process called reassortment. This will be discussed in
more detail below.
The social and economic burden caused by annual influenza infections as well
as occasional pandemic outbreaks has led to a pronounced research interest. IAV is
the genus that by far contributes the most to the number of viral infections [180].
While most human infections are non-lethal, there is a substantial risk when
infants, elderly or pregnant people are infected. Nonlethal infections still cause the
11
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victim to be bedridden for days or weeks, which all sums up to a yearly cost of
$71-167 billion per year in the US alone and 250 000 - 500 000 deaths worldwide
[180]. In pandemic outbreaks, these numbers can easily multiply.
IAV is known for its wide host range, ranging from humans, birds, pigs, horses,
ferrets, rats and even to sea lions and bats. However, only waterfowl and pos-
sibly bats act as natural reservoirs for the virus [36]. Other possible hosts have
emerged via an adaptive process in which the glycoprotein hemagglutinin (HA)
is of special importance. Together with the neuraminidase (NA) protein, each
IAV strain is characterized by the respective allele of these two antigenic pro-
teins. Currently, there are 16 subtypes of HA and 9 alleles of NA known [49]
that are the basis of the well-known nomenclature that is commonly used to clas-
sify IAV strains (HxNx). Additional HA alleles 17 and 18 as well as NA alleles
10 and 11 [166] seem to be bat-specific and are therefore termed HA/NA-like alleles.
One main molecular basis of host specificity is the interaction of IAV HA proteins
with sialic acids on host cell surfaces. Virions need this interaction for adherence
to target cells and it is a prerequisite of a successful infection. Said sialic acids
are linked to galactose in an α-2,3- or in an α-2,6-configuration – HA alleles have
adapted to preferentially recognize either the α-2,3-configuration (avian IAV) or
the α-2,6-configuration (human IAV) [66].
Individual strains of IAV show a highly restricted host range, determined by
their respective alleles of HA and NA. Every IAV pandemic in history has been
caused by the rise of an antigenically novel strain that overcame the host barrier be-
tween other animals and humans: H1N1 for the 1918 Spanish flu, H2N2 for the 1957
Asian flu, H3N2 for the 1968 Hong Kong flu and again H1N1 for the 2009 swine flu.
The emergence of such strains is caused by the aforementioned reassortment process,
a genomic mixing between at least two different IAV strains (infecting the same cell).
IBV, in contrast, commonly infects humans and seals [132]. Although morphology,
genome organization and mutational capabilities are likely to be comparable, no
pandemic outbreaks caused by IBV have been reported to date. One reason for
this might be the restricted host range.
ICV predominantly infects humans and pigs and the genome is reduced to 7
instead of 8 genomic segments. This reduction stems from the hemagglutinin-
esterase-fusion (HEF) protein it possesses, which combines the functionalities
of HA and NA found in other influenza genera. ICV infections usually lead to
non-lethal upper respiratory illness and sporadically lower respiratory illnesses [165].
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IAV virions are typically of spherical or filamentous shape with a diameter of
about 100 nm for the spherical type and a length of 300 nm [11] or more for the
filamentous type. The filamentous phenotype has been observed more frequently in
isolates compared to laboratory strains, suggesting that the common model picture
of a spherical IAV virion might actually be an artifact of laboratory research [29].
Both phenotypes are enveloped with a lipid bilayer originating from the plasma
membrane of the host cell [152], and are carrying their genomic content in form of
viral ribonucleoprotein complexes (vRNPs). The lipid envelope contains the spike
proteins HA and NA as well as the ion channel M2 in a ratio of about 40:10:1.
The matrix protein M1 forms a layer directly beneath the envelope, which gives
support to the vRNPs, themselves being composed of viral RNA (vRNA), the
heterotrimeric polymerase complex with its subunits PB2, PB1 and PA as well as
numerous copies of the nucleoprotein NP (see Fig. 1). The non-structural proteins
NS1 and NS2 are not known to serve a function in complete virions, but have been
found there as well [142], maybe just due to diffusion from high concentrations in
the cytoplasm.
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Figure 1 – Schematic representation of the IAV virion. The diameter of
IAV virions is typically about 100 nm. The viral lipid membrane, which is derived
from the host cell plasma membrane, is densely populated with hemagglutinin (HA)
trimers and neuraminidase (NA) tetramers and with small amounts of the tetrameric
M2 ion channels. The inner lipid monolayer is covered by many copies of M1, which
are surrounding the genomic content. The genome is typically composed of one copy
of each segment in the form of viral ribonucleoproteins (vRNPs), each consisting of
one copy of PB2, PB1 and PA, respectively, as well as multiple copies of NP covering
the negative-sense single-stranded RNA. Cartoon representations of HA, NA, M1
and M2 are based on PDB visualization of the respective proteins.
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1.2 Genome and proteins of IAV
1.2.1 The IAV genome
IAV comprises a single stranded RNA genome in negative orientation, which is
segmented into 8 individual vRNPs. The vRNAs of the segments exhibit different
lengths, ranging from 887 to 2341 nucleotides (see Table 1.1) [107]. The genome
was first mapped by Ritchey, Palese and Schulmann [143]. These 8 segments are
numbered in order of decreasing length. They code for 10 well-studied major IAV
proteins among a variety of more recently discovered proteins (reviewed in Vasin
et al. [175]), all of which will be described in the respective section below.
RNA species of IAV
At this point it is valuable to introduce the three different kinds of RNA that
are synthesized during the IAV life cycle. Viral RNA (vRNA), the cell to cell
conveyor of genomic information, is present in negative orientation with respect to
messenger RNA (mRNA), which encodes for proteins. In other words, the viral
mRNA sequences are each exactly complementary to their respective vRNA coding
regions. IAV mRNA, the transcript of vRNA, equals to "regular" cellular mRNA
(5’-capped and 3’ polyadenylated, although its cap is derived from cellular mRNAs)
and is of positive orientation.
For the replication of vRNA, however, an intermediate molecule is needed due to
the single-stranded genome. For this reason, in order to produce new negative-sense
vRNA from originally negative-sense vRNA, IAV takes the detour of complemen-
tary RNA (cRNA) molecules. These are obviously positive-sense, but also become
complexed with the polymerase proteins and NP monomers shortly after synthesis
[112] and are then called complementary ribonucleoproteins (cRNPs). They are
then transcribed "back" to finally yield new vRNPs. The total cRNA level at any
given time is relatively low inside an infected cell because they are just transient
intermediates [83].
Reconstitution
Notably, the genome of IAV together with a means of transcription and replication
is sufficient for the establishment of infection [185]. Virologists have made heavy
use of this to generate new viral strains in a process called reverse genetics. Here,
one or more plasmids are generated that carry the sequence of one or more proteins,
respectively. Binding sites for both polymerase I (PolI promoter) and polymerase
II (PolII promoter) of the cellular proteome ensure copying of the sequence in
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both opposite directions, yielding mRNA and vRNA. Such reverse genetics systems
are also called minireplicon assays and are available for a number of common
laboratory strains of IAV. Early versions relied on individual plasmids for each
segment, but recent systems reduced this number to yield higher transfection
efficiencies. Subsets of the whole system are sufficient in certain cases, as for
example vRNP reconstitution, in which only transfection of segments 1-3 and 5
(PB2, PB1, PA and NP) are required for production, but not for export of vRNPs.
Reverse genetics can also be used to "rescue" viruses that are deficient in one
or more segments, possibly due to attenuating mutations, by transfection of a
wild-type copy of the respective segment. In this work, an existing IAV plasmid
system for the strain A/Mallard has been modified to express only mRNA.
Advantages of a segmented genome, reassortment only within genus
Genomic segmentation in viruses is common, and influenza is no exception to the
trend [69]. The question arises why segmentation would be evolutionary beneficial
for a virus. Inevitably, a segmented genome comes with the need to ensure correct
packaging of one copy per segment into newly formed virions or, alternatively, with
the burden of a low percentage of infectious virions if no such packaging mechanism
is in place. In the latter case of so-called random packaging, virions with an incom-
plete set of genomic segments could only successfully infect a cell in the case of
co-infection with one of more other virions that complement the missing segment(s).
However, the huge benefit of segmentation lies in the potential of rapid adap-
tation and/or antigenic shifts through a mechanism called reassortment. Here,
two or more virions of differing strains infect the same host cell, each reproduces
within the same cell and is therefore – in principle – able to exchange genomic
content in the form of segments. Newly formed virions might be composed of a
mixture of any number of segments from virus strain 1 and the remaining segments
from virus 2. Reassortment is constantly happening, leading to regular emergence
of novel influenza strains. Notably, all IAV pandemics to date stemmed from
such reassortant viruses, which helped them overcome the respective host barrier.
This process is much more likely to happen in closely related viral strains and is
restricted to the respective genus [126]. Thus, IAV and IBV can reassort within
their respective genus, but not with each other.
Structure of RNPs
All influenza viruses use structures called viral ribonucleoprotein particles (vRNPs)
to pack and protect their vRNA and cRNA, but not mRNA. vRNPs are composed
of RNA, the heterotrimeric polymerase complex and numerous copies of NP. The
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exact copy number of NP is dependent on the length of the RNA strand, the average
coverage density is about 24 nucleotides per copy of NP [89]. A 3-dimensional
structure emerges in which the RNA strand is bent and both vRNA 3’ and 5’ ends
partially hybridize and are associated with the heterotrimeric polymerase complex
formed by a copy of PB2, PB1 and PA each. Caused by the bending, a so-called
"panhandle" structure is visible (see Fig. 2).
Noticeably, and in contrast to some other viruses as for example Bunyaviridae
[181], the NP proteins are associated with the backbone of the RNA strand, so
that the nucleotide sequence is exposed to the outside. Influenza vRNPs are
independent entities for both transcription and replication, however they need
capped cellular mRNA fragments as primers for transcription and a trans-acting
RdRp from another vRNP for replication.
Figure 2 – Viral ribonucleoproteins (vRNPs) and genomic content of IAV.
The IAV genome is packed into panhandle-structured vRNPs, in which 5’ and 3’
ends of the RNA strand are bound by the heterotrimeric RNA-dependent RNA
polymerase (RdRp). The full length of the RNA is covered by multiple copies of NP.
The IAV genome consists of 8 segments, among which PB2, PB1 and PA are treated
as segments of "large" size, HA, NP and NA of "intermediate" size and M and NS of
"small" size.
Influenza replicates in the nucleus [67], which is rather uncommon for viruses of
other genera. The increased complexity of this process seems to be outweighed by
several benefits of it: First, the nucleus provides a safe environment for nascent
vRNA strands before they are complexed with NP. In the cytoplasm, such a naked
RNA strand would be a target to the cytoplasmic RNA receptor retinoic acid
inducible gene 1 (RIG-I) [141] and its subsequent antiviral response in the cytoplasm.
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Second, the transcription into mRNA uses RNA caps snatched from cellular mRNA
which contributes to host shutoff and shifts cellular resources towards viral use.
Third, the nuclear environment enables splicing of pre-mRNAs, a process which is
used for transcription of segments 7 and 8. Both of them encode two major IAV
proteins, the mRNAs of which are untangled by splicing [187].
1.2.2 The proteins
PB2
Polymerase basic subunit 2 (PB2) is the largest protein produced by IAV and part
of the viral RNA-dependent RNA polymerase (RdRp), composed of one copy each
of PB2, PB1 and PA. The crystal structure of the complete heterotrimeric RdRp
was solved in 2014 [138]. It binds cellular mRNAs [10] which are then prone to
cap-snatching by PA. So it has been shown to act as a cap-binding protein [9]. It
acts in the nucleus and therefore contains several nuclear localization signals (NLS)
[117] to ensure nuclear import. Notably, it also seems to be an important virulence
factor, as shown by analysis of deleterious mutations on segment 1 which reduced
overall viral pathogenicity [65]. It has also been shown that the polymerase can
restrict reassortment [94], a process which will be described in more detail below.
PB1
The second subunit of the polymerase is called polymerase basic subunit 1 (PB1)
and is the main protein encoded on segment 2. With its catalytic activity, it
represents the actual polymerase enzyme within the RdRp [12]. PB1 contains
four typical and conserved motifs also found in cellular RNA-dependent RNA
polymerases. It has also been described to be a mediator between the other two
parts of the RdRp, PB2 and PA, as it contains binding structures for both of them
[167]. As with all proteins that need to enter the nucleus, it contains several NLS
[122].
PB1-F2 is a more recently discovered protein [26] on segment 2 which is translated
from an ORF shifted back by one nucleotide relative to the main PB1 protein.
It serves as a virulence factor and is mainly localized in mitochondria but has
also been found in the nucleus. It has been detected to promote apoptotic and
inflammatory responses of the host cell [190].
PB1-N40, another protein originating from segment 2, essentially shares the amino
acid sequence of PB1 but lacks the first 39 amino acids. It is still unclear what
the exact functions of this protein are, but mutational studies have shown that
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polymerase activity and overall replication kinetics decreased without PB1-N40
[163]. Both novel segment 2 proteins, PB1-F2 and PB1-N40, are restricted to a
minority of IAV strains.
PA
Segment 3 mainly encodes the polymerase acidic (PA) subunit of the viral RdRp.
It is the smallest subunit of the heterotrimer and was found to be phosphorylated
[151]. It is required for polymerase activity and besides that, also offers ATP-
binding and helicase activity [37]. A major role lies in the cap-snatching process of
cellular mRNAs to generate primers for production of capped viral mRNA. This
endonuclease activity had been thought to be mediated by the other subunits until
rather recently, when it was confirmed for PA by two groups [39, 189]. Since it is
required for assembly of vRNPs taking place exclusively in the nucleus, it is not
surprising that it contains several NLS [128].
PA-X is one of the non-canonical protein products of segment 3. It contains
the same endonuclease domain as the PA protein, combined with a so-called "X
domain" which is encoded by a shifted ORF (+1 nucleotide relative to PA). PA-X
was found for all IAV strains for which the occurrence of this protein has been
studied and was suspected to play a role in host-cell shutoff, such that it enabled
prolonged translation after infection. It is not essential for infection, although a
lack of PA-X causes diminished virulence [75]. In addition, there are 2 shorter
variants of the PA protein, called PA-N155 and PA-N182, respectively. They share
the amino acid sequence of PA, however only starting from residue 155 or 182.
Both proteins’ functions are unknown, although any polymerase activity could be
excluded [120].
HA
Hemagglutinin (HA) is a protein that forms homotrimers on the surface of IAV
virions and contains a fusion peptide. It is required for the attachment of virion
particles to the host cell membrane [91] via its interaction with sialic acids of
glycoproteins and glycolipids. Another function lies in the fusion of endocytosed
viruses with the endosomal membrane [127] to allow release of the vRNPs into
the cytosol. After production of the precursor HA (termed HA0), it is later
extracellularly cleaved into two subunits (termed HA1 and HA2) which are held
together via disulfide bonds. The mentioned fusion peptide is only functional after
this cleavage process. The trigger pH value that has to be undercut to activate
fusion with the endosomal membrane [157] has been shown to differ between
different viral strains and is believed to play a role in host cell adaption, as different
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host cells exhibit different endosomal pH environments [100].
NP
The nucleoprotein (NP) has a size of 56 kDa and protects vRNA from cellular
nuclease digestion. To this aim, it covers the vRNA strand with a ratio of one
NP per roughly 24 nucleotides [89]. It is therefore the most abundant protein
on vRNPs and often used as a proxy for their detection in e.g. SDS gels. NP
carries a net positive charge which is the basis of electrostatic attraction to the
negatively charged RNA backbone [84]. For this reason, the nucleotide bases are
uncovered and accessible by the RdRp for transcription and replication [6] and
potentially also for vRNA-vRNA interactions. NP is monomeric if not complexed
with vRNA and exhibits multiple NLS for nuclear import [124]. Subsequent to
nuclear entry, it multimerizes upon vRNA interaction, which effectively hides
the NLS to prevent re-import. Recently, NP has also been shown to influence
IAV genome packaging [44], in a way that amino acids from a IAV-like bat virus
abolished genome packaging when introduced into otherwise unaltered IAV.
NA
The neuraminidase (NA) is a 60 kDa exosialidase [156, 174], which means that it
is responsible for cleaving sialic acids from the cell during the budding process of
newly formed virions. This solves the problem of all budding virions: the virion
contains HA proteins, affine for sialic acids on host cells; yet the cell from which
it buds exhibits the same sialic acids which would otherwise lead to binding of
budded viruses to the parental cell. Nine different subtypes of NA are currently
known and characterized for IAV; as well as one subtype for IBV and ICV (as
HEF), respectively. NA is present on the plasma membrane of infected cells in
homotetrameric complexes. Together with HA, both proteins are also nicknamed
"spike proteins" because of their shapes. NA is a drug target of the substances
zanamivir and oseltamivir (TamifluTM) which inhibit NA activity after budding
and thus, viral release after budding [115].
M1/2
M1 is the matrix protein (28 kDa in size) of influenza and forms a layer beneath
the lipid membrane of IAV virions [149]. It is imported into the nucleus after its
production due to an NLS. Through SUMOylation [184] it becomes affine to NP
and thereby associates with vRNPs there [186]. M1 also plays a role in vRNP
nuclear export and, moreover, prevents vRNPs to be re-imported into the nucleus
[17]. Depending on the viral strain, vRNPs might be covered with M1 most of
their life span, from shortly after production until endosomal release [18].
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M2 is an ion channel for protons [30] and, as a monomer, represents the smallest
protein of IAV with a mass of 11 kDa. However, its functional form is a tetramer,
first in the host cell membrane, later in the viral membrane. Upon endocytosis,
the pH is acidified and M2 forwards this effect to the inside of the virion, where
it leads to vRNP release from M1 [105]. The amino terminus [135] of M2 steers
incorporation into budding virions, while the carboxyl terminus [19] promotes viral
replication. It is a target of amantadine and rimantadine [61], two of the few small
molecules that act as drugs against an influenza infection.
M42 is a variant of the M2 protein where the ectodomain is slightly varied. It
is produced through splicing using the same effector, but a different donor site
compared to M2. M42 seems to be able to complement M2’s function, even though
its localization seems to be more directed to the cis-Golgi-network. Only a small
subset of tested IAV strains showed expression of M42, so it cannot be essential
[183].
NS1/2
The NS1 protein is usually not found in IAV virions, hence the name "non-structural
protein 1" [87]. It is responsible for viral defense against host cell and consists
of an N-terminal RNA binding domain and a C-terminal effector domain [62].
By interacting with host cell protein kinase R (PKR) [111] and other proteins it
suppresses their ability to detect infection and to start the interferon response [40].
As a consequence, cellular counter-measures are attenuated.
NS2, which is also known as the nuclear export protein (NES) referring to its
main function, is a small protein of only 14 kDa [178]. Due to this small size, it
can be imported into the nucleus without the use of the importin machinery. It
drives export of newly synthesized vRNPs into the cytosol through its interaction
with the exportin complex Crm1 [125].
NS3 is an isoform of the NS1 protein in which splicing is activated due to an
A374G mutation on segment 8. Three beta-strands are spliced out, resulting in a
truncated version of NS1. At present, the function of NS3 is unclear – in fact, it
might as well be an artifact of host adaptation of human IAV in mice and was only
found for a small number of tested strains [153].
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Table 1.1 – Overview of IAV A/Panama segments and proteins.
Segment number Length [nt] Protein(s) Size [kDa]












4 1762 HA 63
5 1566 NP 56
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1.3 Life cycle of IAV from the angle of a vRNP
The following will be a short overview of the influenza A life cycle. Usually, the
life cycle is described from the angle of the infected cell, starting with endocytosis
of a virion and ending with the budding of newly formed virions. However, as
the vRNPs are of special importance in this work and as they form the minimal
replication unit (as confirmed by experiments with rescued viruses) they shall be
put in the center of this section [71]. So this life cycle will start with the replication
of vRNPs in the nucleus and end with their entry into the nucleus of another
infected cell.
1.3.1 mRNA transcription
Transcription of IAV mRNAs is accomplished in the nucleus of an infected cell,
where vRNPs originating from an IAV virion have been imported. First, the virus
has to establish its proteins, so transcription is preferred over replication in the
early stages of infection. Transcription into complementary (positive-sense) mRNA
copies of the vRNA segments is performed by the viral RdRp which was transported
into the nucleus associated with the incoming vRNPs. However, primers are still
required for mRNA transcription. In a very slick manner, IAV uses 5’ caps from
cellular pre-mRNAs, which are cleaved from their original mRNAs in a process
called cap-snatching [88] – this process also contributes to host shutoff [177]. The
viral RdRp is capable of cleaving about 15 nt from these pre-mRNAs and uses the
short oligonucleotide to start transcription of viral mRNA. Transcription ends at
the polyadenylation signal, which leads the RdRp to synthesize repeated copies
of uridine at the 5’ end of the template. It has been noted that the transcription
process happens in cis [80], meaning that the resident RdRp – the one associated
with the parental vRNP – is in charge of transcription and no other vRNP is
required.
1.3.2 mRNA export
The resulting mRNAs are then exported from the nucleus and use the cellular
translation machinery [112], i.e. cellular ribosomes, for translation of proteins.
Thereby protein levels increase over time of infection [99].
1.3.3 Replication
The virus now shifts its activity in the nucleus towards replication instead of
transcription. It is still not completely clear how this process is governed and how
the underlying kinetics look like. However, it is known that replication kicks in
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after transcription has already started and that there might be factors mediating
this "switch" [80, 136]. One factor that might play a role is the production of small
viral RNAs (svRNAs) [171, 137] as 5’-end by-products of transcription. These
svRNAs are thought to accumulate in the cell over the time course of infection and,
by allosteric modification of the RdRp, shift RdRp action towards replication. In
addition, replication happens in trans [47], meaning that the RdRp of a neighboring
vRNP is in charge here. This obviously requires a certain concentration of vRNPs
in the nucleus and might be another factor for the switch.
During replication, an intermediate (positive-sense) copy is generated which is
called cRNA. cRNA shows sequence identity to mRNA but carries the whole
sequence, including the complete 5’ and 3’-ends. It becomes associated with NP
copies and a single RdRp as is the case for vRNA and is then called a cRNP
[64]. Such cRNPs are then again copied by an RdRp in trans to yield the final
(negative-sense) vRNP.
It has been observed that the replication machinery of IAV is lacking a pre-
cise proof-reading mechanism. Quite frequently, the RdRp takes a short cut from
its RNA strand to the adjacent returning strand, which is possible due to the
intertwined secondary structure of vRNPs. In such a case, portions of the sequence
including the panhandle loop are omitted from replication, which leads to incom-
plete, or defective interfering RNAs (DI RNAs) [123, 78]. Such DI RNAs exhibit
similar properties as vRNA downstream and are even capable of being packed into
newly formed virions. Due to their truncated sequence they will not be able to
code for functional proteins and will therefore render such virions non-infectious.
1.3.4 Protein import
Because IAV replicates in the nucleus, there is a need for most of its proteins to
be transported there. PB2, PB1 and PA as polymerase subunits as well as NP
are crucial for vRNP formation. NS2 as the nuclear export protein and M1 as
a mediator between vRNPs and the export machinery are required as well. All
these proteins therefore carry at least one nuclear localization signal (NLS) to
be imported through the nuclear pore complex (NPC). Cellular importins bind
to the NLS and facilitate entry, after which they bind Ran-GTP and release the
cargo of viral proteins [54]. It has been shown that PA and PB1 are imported as a
heterodimer [38] but separate of PB2.
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1.3.5 Nuclear export
It has been observed that nuclear vRNPs tend to associate with chromatin as well
as the chromatin-related factors HMGB1 [114] and PARP-1 [106]. The benefit of
this association [22] could be spatial proximity to the protein partners needed for
vRNP export, namely the cellular export receptor Crm1 [125] and Rcc1. A widely
discussed, but also disputed model is the daisy-chain model [16] in which vRNPs
bind to Crm1 via action of M1 [105] and NEP [131] in a multi-protein-complex.
Export of vRNPs gradually increases through the time course of infection which is
caused by a number of factors: increasing HA levels on the membrane promotes
vRNP export through activation of the MAPK cascade [101], activation of apoptosis
in the infected cell increases the NPC diffusion limit [45] and NS2/NEP levels
themselves rise only gradually over time because NS1 is preferred in the respective
splicing process [144]. Even though NP contains nuclear localization signals (NLS)
which would promote re-import of recently exported vRNPs, this is prevented by a
covering layer of M1 [70] which is suspected to shield the respective NLS.
1.3.6 Transport of vRNPs from the nucleus to the plasma
membrane
After the vRNPs have been exported from the nucleus, they are frequently detected
in close proximity to the microtubule organizing center (MTOC) by immunoflu-
orescence [42]. A potential candidate for mediation of this interaction might be
Y-box binding protein 1 with affinity towards both vRNPs and microtubules [81].
High vRNP density near the MTOC might also be caused by a high number
of recycling endosomes (REs) found in this region, which are vesicles travelling
towards the plasma membrane for recycling of proteins and lipids from inwards
travelling endosomes. Such REs are specified by carrying copies of the GTPase
Rab11 [173]. Rab11 exists in two isoforms, A and B, of which A has been shown to
interact with the Rab11 family interacting protein 3 (FIP3) [15, 3] which in turn
interacts with PB2 of the IAV RdRp [2, 42]. This mechanism allows vRNPs to
"hitch-hike" on REs on their journey towards the plasma membrane. REs typically
move along microtubules, but are also able to use actin filaments as a support.
1.3.7 Segment bundling and packaging
This journey on REs was speculated to be key to vRNP packaging. Ultimately,
vRNPs of different genome segments have to mingle to form bundles of eight
distinct segments comprising the genome of a single virion. Evidence has been
emerging that this is a regulated process, and the confined space on REs might
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be an ideal ground for vRNP-vRNP interactions to take place. Supporting this,
the visualization of IAV genome segments using fluorescence in situ hybridization
(FISH) has indicated a higher order of complexation with growing distance to the
nucleus [90], and that vRNPs occur monomerically in the nucleus [28]. However,
a detailed introduction to packaging and bundling will be given below, while for
the purpose of the life cycle we will just assume that bundles of vRNPs emerge
during RE transport. This mode of transport does not allow the vRNP bundles to
directly reach the plasma membrane – the final migratory step after release from
Rab11 is possibly taken by simple diffusion [155].
1.3.8 Virus assembly and budding
HA, NA and M2 are the proteins which do not enter the nucleus and instead are
directed to the plasma membrane. They are integral membrane proteins both
in infected cells as well as in budding virions. Some evidence suggests that HA
and NA are preferentially found in so-called lipid rafts [14] while M2 is enriched
not within, but on the edges of such rafts [23]. This creates areas on the plasma
membrane called budozones [82], which are areas of abundant viral proteins and
high rates of virion budding. M1 has been shown to interact with all three proteins
and also the plasma membrane itself, so it might again serve as an adaptor between
vRNPs and viral membrane proteins [68]. Here, packaging signals (in the narrower
sense, see below for more details) might come into play and serve as some kind
of check point for budding, which is only passed if the arriving genome bundle is
complete [133].
Viral budding is physically started by formation of a protuberance of the plasma
membrane. In non-physiological conditions, the membrane proteins together and
alone can induce curvatures that lead to formation of virus-like particles (VLPs)
[23]. So it might be a complex interplay of various factors that promotes budding
of virus particles in infected cells, with most of them carrying a cargo of exactly 8
vRNPs. The precise workings of the budding process are still poorly understood.
However, it is known that the final step of budding – membrane abscission –
in which the viral membrane is separated from the remaining plasma membrane,
is governed by M2 [147]. The timing of this step determines the shape [146] of
the resulting virions: the typical spherical shape of most laboratory strains results
from abscission directly after the vRNPs are packed, while delayed abscission leads
to the filamentous phenotype found in many clinical isolates of IAV.
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1.3.9 Virion state
After budding has completed with abscission, a new influenza virion has emerged
as an independent infectious unit, given that it contains the complete genome set.
The copies of NA on its surface will now use their cleaving activity to cleave sialic
acids of the host cell to prevent re-attachment through action of HA. The result is a
free-floating virion of spherical or filamentous shape, with a diameter of about 100
nm. The membrane is covered with several HA and NA copies and in comparison
only few M2 ion channels. Directly below the membrane, a layer of M1 proteins
has been formed and in the core of the virion, the vRNPs are aligned parallel to
each other in an ordered bundle. Despite their names, the non-structural proteins
NS1 and NS2 (NEP) were also found in low quantities inside the virion. A classical
life cycle of IAV infection would end at this point. However, in the angle of the
vRNP, only roughly half of its life is over yet.
1.3.10 Binding and cellular entry
Released virions passively diffuse away from their cell of origin and eventually
attach to a new, sialic acid exposing cell. Binding is established multivalently by
many simultaneous HA trimers binding to sialic acids on glycoproteins on the cell
surface. The virus particle is then taken up either through clathrin-dependent
endocytosis [24] or (especially in the case of filamentous viruses) macropinocytosis
[145]. The virion as a whole ends up in an early endosome, so at this stage two
membranes surround the vRNPs. Characteristic of the transition of early to late en-
dosomes (a process called maturation) is the decrease in pH down to about 5.2 [188].
This acidification is propagated through the viral membrane by action of the
ion channel M2. Low pH starts a whole program of fusion for IAV, of which the
major conformational change of HA is the most important. HA now reveals a
fusion peptide which penetrates the endosomal membrane and invokes fusion with
the viral membrane [100]. Inside the virion, vRNPs have already detached from the
membrane due to reduced affinity to M1 at low pH [17]. As a result, the genomic
cargo is released into the cytoplasm of the cell.
1.3.11 Diffusion through cytoplasm
Contrary to the "hitch-hiking" vRNPs on their way to the plasma membrane,
incoming vRNPs do not seem to make use of a cellular transportation system
during entry. After release from endosomes, the remaining path towards the
nucleus seems to be covered by pure diffusion, which is typically completed within
the first 30 min of infection [105]. Nuclear localization signals on NP are now
CHAPTER 1. INTRODUCTION 28
responsible for nuclear import of the vRNPs, mediated by alpha- and beta-importins
through the NPC. Using FISH, it has been shown that the segments remain in
their bundles before nuclear import, but then dissociate during or directly after
they enter the nucleus [28]. This split into monomeric vRNPs representing basic
replication units brings the life cycle to an end, or rather to a repeat. Production
of new viral mRNA and eventually vRNA begins anew at this point.
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Figure 3 – Life cycle of IAV. Cartoon representation of the IAV life cycle. (1)
Virus entry into host cell via endocytosis. (2) Fusion of virion with endosomal
membrane; release of vRNPs. (3) Nuclear import of vRNPs. (4) Production and
export of viral mRNA. (5) Protein translation. (6) Nuclear import of RdRp proteins,
NP, M1 and NS2; diffusion and transport to the plasma membrane for other proteins.
(7) Replication of vRNPs through cRNP intermediates. (8) Nuclear export of vRNPs.
(9) vRNPs transported to the plasma membrane, hitch-hiking on Rab11-recycling
endosomes and potentially interacting for genome bundling. (10) Budding and
scission of newly formed virions.
CHAPTER 1. INTRODUCTION 30
1.4 Genome packaging models
1.4.1 Problems of packaging overall, other viruses
The influenza genome is split into 8 (IAV, IBV) or 7 (ICV) independent segments.
Each segment replicates as a single unit and there is no covalent binding of segments
to each other. This segmentation complicates the viral life cycle and production of
new virions, but these challenges seem to be outweighed by the benefits of rapid
genetic adaptation through reassortment. Reassortment is the exchange of one or
more foreign segments with the genome of a virus, similar to crossing-over events
in human reproduction. The reassortment partners might be mutants from the
same original strain, but also less related viruses that by coincidence co-infected
the same host and cell. Reassortment is known across a variety of viruses [21], and
IAV is neither at the top or bottom of the list when it comes to the amount of
segments (reviewed in McDonald et al. [108]).
IAV virions provide spatial capacity for about 8 segments to be incorporated.
However, this does not necessarily infer that these are 8 unique segments. Several
virus families employ a mechanism called multipartite packaging (reviewed in Vi-
jaykrishna et al. [176]) where the contents of an individual virion are completely
random and multiple infections of the same cell ensure that in total, each segment
is present at least once. However, such a random packaging is generally favored
in viruses with a low number of segments; mathematics show that with many
segments, the number of virions needed for successful infection increases rapidly.
In such cases, it might be of evolutionary advantage for a virus to establish an
ordered or specific mechanism for packaging in which specific interactions between
the genome segments ensure or facilitate packaging of different segments into a
single virion.
1.4.2 Packaging signals vs. bundling signals
There has been a long standing debate in the literature about which of the strategies
outlined above is the one IAV follows. Evidence to support a specific packaging
model has been growing especially in recent years. Numerous regions on the RNA
strands – so-called packaging signals [53] – have been identified which are thought
to mediate vRNP-vRNP interactions [58, 43, 104, 4]. However, it is still unknown
how packaging would work in detail and just how specific it is. For example, one
could think of a model where a certain backbone of interactions is specific and
rigid, but which allows for flexibility at the edges as well.
It has also been pointed out that there might be a distinction between bundling
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signals and actual packaging signals. Bundling signals would be parts of the RNA
sequence of a segment which are important for a specific interaction with one
or more other segments. The concerted action of all bundling signals leads to
formation of a vRNP bundle. In the narrower sense, packaging signals now only
refer to such parts of the RNA sequence that mediate an interaction of this vRNP
of an associated bundle with the budozone at the plasma membrane to establish
incorporation of this bundle into a budding virion.
1.4.3 Identification of packaging signals
Bundling signals have been identified for a variety of IAV strains using methods
like bandshift experiments or virus titrations after introduction of mutations or
deletions (reviewed in Giese et al. [60], Isel et al. [74]). Generally, these signals are
concentrated towards the 5’ and 3’ ends of the sequences and occur often, but not
exclusively in untranslated regions [33]. The nature of the bundling interactions is
not completely understood, but mediator protein(s) have been virtually ruled out
by proteomic investigation of virions [164]. Instead, they are suspected to work via
direct RNA-RNA-interactions [58], possibly on the level of secondary structures.
Transfection of viral plasmids with a reporter segment [179, 52], carrying a fluores-
cent protein instead of the genomic sequence of the respective segment, but with
remaining packaging signals allowed pinpointing their regions along the segment.
Another approach was the use of competitive reverse genetics by transfecting 9 plas-
mids in total with one segment transfected twice using plasmids coding for different
viral strains [31]. Using this, it was possible to assess the proportion of produced
virions that carried the foreign version of this segment, so that high proportions
were associated with compatible packaging signals. Obviously these approaches
were also combined with mutational analysis on the transfected plasmids [58].
All in all, the available evidence is plentiful, but originates from the use of different
methods and viral strains, complicating comparisons. So far, no consensus pathway
has been obtained, leading to the speculation that either (a) packaging pathways
are rather redundant within each viral strain or (b) packaging pathways differ
strongly between viral strains, or (C) even a mixture of both.
Table 1.2, lists the interactions between segments as described in the literature.
Most research has been focused on the well-established A/PR8 and A/WSN labora-
tory strains. Very extensive data on binary interactions was generated by Fournier
and Gavazzi on the strains Finch and England, however using band-shift assays
on naked vRNA so that the information contained in the quarternary structure of
vRNPs was not covered.
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Table 1.2 – Overview of IAV packaging signals described in literature.
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1.4.4 How many vRNPs are packed into a virion?
Electron microscopy and even tomography have further increased our knowledge
about the genome composition of complete IAV virions [161, 48]. Usually, these
particles have been imaged after budding, when still attached to their former host
cell. Here, numerous studies have confirmed that the vRNPs are aligned parallel to
each other and in a highly ordered "7+1" arrangement [129, 121], where a central
vRNP is surrounded by 7 others. Restricted by the method, it was not possible to
identify the exact identity of the segments, but using their lengths as proxies some
information was gained nevertheless [129]. The central segment was consistently
found to be one of the long ones and some other conformations were supposedly
forbidden. However, the order of the segments was never exactly the same in two
virions and seems to be at least partly flexible.
Partially contradicting these findings of completely packed virions, virological
work with infections using a low MOI found only a small share of virions infectious
on their own, as measured by complete protein expression [13]. However, one has
to keep in mind that for a successful infection it is necessary, but not sufficient to
have a complete genome set. Further steps that need to be taken are successful
endosomal escape, import of all 8 vRNPs into the nucleus and genomic stability of
the complete genome, all of which are quite independent of the packaging process.
DI RNAs might also contribute to the observed effect.
Building on the data mentioned above, a hierarchical packaging model was proposed
[119, 51, 50]. Here, some segments might be more important in the packaging
process than others – clearly a central segment (if there is a clear central segment)
plays a crucial role. Then there might be intermediate segments directly interacting
with the central segment and dead end segments interacting with these intermedi-
ates. The dead ends would then be segments that could reassort quite easily, as
no other segments rely on their bundling signals. Intermediate segments might
reassort in blocks together with their dependent dead end segments.
1.5 Single molecule fluorescence in situ hybridiza-
tion (smFISH)
1.5.1 Historical overview
Ever since the establishment of histology and antibody stainings, the identification
and – to a certain degree – information about abundance have become possible
for cellular structures and proteins. For nucleic acids, it was traditionally more
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complicated to yield similar results. This has been changing since the onset of the
new century and will be briefly covered in this section.
The use of antibodies has already been established in the 1940s [93], and spe-
cial antibodies have also been used to fluorescently tag nucleic acids [148]. However,
reliable and easy detection of DNA [172] and RNA had to wait until the introduc-
tion of (F)ISH, standing for (fluorescence) in situ hybridization. In situ refers to
the binding of probes at the exact place of the target in the cell, so that information
about its localization is achieved. Hybridization denotes that ISH probes are
themselves made of (sometimes modified) nucleic acids, which then hybridize with
the respective target.
Early ISH probes did not carry a fluorophore, but were radiolabeled instead
[55]. When fluorescence came into play [7], FISH advanced in terms of resolution,
safety and speed. However, probes were still large and microscopy equipment
needed high photon yields, so that detection of DNA was the primary use at the
time (DNA-FISH).
The advance of nucleic acid synthesis on a routine, low-cost basis allowed for
sets of small (around 20 nt) probes [139], each carrying one or more fluorophores
(commercialized as StellarisTM FISH), as depicted in Fig. 4. Now it was also
feasible to stain cellular RNA (RNA-FISH) with sufficient photon yield for modern
charge-coupled device (CCD) cameras [46]. Because single RNA molecules were
now detectable, methods of this sensitivity are often referred to as single molecule
FISH (smFISH). Transcript counting became possible, as well as studies about
alternate splicing when using suitable probe sets. The sequences of probe sets
(typically 30-48 individual oligonucleotides) used can be easily generated by web
tools such as the StellarisTM Probe Designer nowadays. Such algorithms conduct
an NCBI BLAST search against known sequences in the organism of interest to
minimize potential non-specific binding. For most targets, sequence ambiguity is
high enough at a length of about 20 nt to yield a number of potential specific probe
candidate sequences.
FISH, both used for the detection of DNA as well as RNA, has now become a
routinely used method in clinical diagnosis [93]. It allows the investigation of the
detailed genomic structure of a tissue sample, which is most important for the
case of cancer. Macroscopically identical tumors can often be sub-classified into
different variants depending on the type of genomic aberration that occurred in
the onset of cancer [35]. The identification of the correct subtype can improve
both diagnosis and therapy. The drawback of rather long, sometimes overnight,
incubation times for FISH experiments have been addressed by the introduction of
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Figure 4 – Principle of RNA-FISH. A set of 30-48 short ( 20 nt long) oligonu-
cleotides (blue, gray) coupled to typically one fluorophore each (red, green) is
hybridized to the target RNA of interest (orange, green) and can be used to specif-
ically stain all cellular RNAs of this type. Multiplexing is possible, e.g. by the
use of another fluorescent dye coupled to another set of probes, as depicted for an
exemplary second target.
Turbo-FISH, which allows reduction of staining times down to a few minutes by the
use of different fixation conditions and high concentrations of detection probes [154].
In recent years, work in the field has been focused on overcoming certain lim-
itations of the technique, like limited multiplexing capabilities, the use of fixated
sample material and limited resolution.
1.5.2 Multiplexing
In microscopy, multiplexing refers to the number of simultaneous stainings which
can be performed independently of each other on the same sample. As with antibody
stainings, FISH offers the intrinsic ability to multiplex using different fluorophores
coupled to different probe sets. Each probe set can then be excited using a unique
laser source and its own filter sets on the microscope. However, due to the width
of excitation and emission spectra of fluorophores, availability and cost of lasers
and suitable fluorophores, there is a limit of typically 4-5 spectrally resolvable
fluorescence channels to that. Several additions to the standard FISH protocol
have been published that try to push this boundary in various ways: Barcoding
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refers to several ideas in which researchers have used probe sets labeled in several
colors, but unique combinations [92, 76]. When using a small number of basic
colors, the number of overlaid colors can be significantly expanded (for example, 3
basic colors A, B, C yield a combinatory space of 7 overlaid colors A, B, C, AB, AC,
BC, ABC). The multiplexing capability of barcoding can be stretched to almost
infinite numbers when switching to temporal barcoding, termed seqFISH [98]. Here,
samples are repeatedly stained after DNAse cleavage of the probes used in previous
FISH runs. In subsequent runs, completely different, yet full-length probe sets
could be used to have linear extension multiplexing capability. However, it is also
possible to use partial probe sets of individual targets in subsequent runs and
then mathematically reconstruct their identity based on the combinations of colors
observed over time. This approach scales exponentially with the number of repeated
stainings and has been – improved by image correlation (corrFISH) – envisioned to
be used for complete transcriptomics experiments [32]. Similar (yet different in the
details) is an approach termed multiplexed error-robust FISH (MERFISH) which
relies on redundant basic probes ubiquitously binding to a large set of mRNAs
which are then specified by probes coding for "words" [25, 113]. In subsequent
imaging runs, different words are probed and binary answers are given – existent
or not for a given mRNA molecule. Bleaching is performed between different runs
to achieve signal removal. Transcriptomics-like analyses have also been conducted
using a branched DNA (bDNA) approach, in which a relatively small probe is then
secondarily extended by a DNA branch covered with fluorophores [5]. This method
allows bright visualization of relatively small parts of RNA, but in this case not
directly increased multiplexing abilities – the manifold analysis of different RNAs
was performed in different samples. FISSEQ was originally introduced as a method
to amplify and detect mRNA on solid substrate and was recently extended for gene
expression profiling in cells. In situ amplicons of 27 nt length were imaged using
FISH and allowed for the sequencing of over 4000 genes [77].
Multiplexing with classical antibody stainings is somewhat more complicated.
Due to the extremely high affinity between antibodies and their epitopes, there is
no current solution to elute bound antibodies from a sample without irreversible
damage to it. The MxIF approach used chemical inactivation of the fluorescent
dyes to repeatedly delete the fluorescent signal for another staining run [59]. Com-
patibility with DNA-FISH has been claimed, but not proven so far. In fact, use of
harsh chemicals might likely interfere with the workings of FISH.
Regardless of the multiplexing method, a multitude of probe sets and fluorophores
will be present in most extensive FISH experiments. Because FISH probes are
covalently linked to their fluorophores, it is not easy to "recycle" probes for use
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with another fluorophore. Strictly speaking, this is an obstacle that can be eas-
ily overcome with sufficient time and effort, but quite possibly many interesting
FISH experiments have not been conducted because the expected outcome was
not beneficial enough to justify costly probe design, synthesis and coupling. A
recent approach has addressed this problem in the style of antibody stainings,
which usually consist of two steps: a primary antibody recognizes the epitope on
a protein of interest, and a versatile secondary antibody is fluorescently marked
and is only fixed to the species in which the primary antibody was raised. Most
laboratories working in immunofluorescence stock a range of secondary antibodies
with dyes of interest and recognizing the typical species used to raise antibodies
in. The transfer of this concept to the world of FISH has been called smiFISH
[168]. During probe design, a specific non-hybridizing tail is added to each probe.
The tail sequence (an example would be a FLAP tag) should not be affine to any
known sequence in the host of interest. Secondary probes are designed as well,
which carry complementary sequences to the tail of the normal (primary) probes.
Such a system separates detection from staining and allows for a convenient change
in detection colors. Additionally, it makes the synthesis of the primary probes
comparatively cheap because no modifications are involved.
1.5.3 STED-FISH
Interestingly, stimulated depletion emission microscopy (STED), which allows
resolutions in optical microscopy down to tens of nanometers [85], has rarely been
combined with RNA-FISH [191]. In a recent study, the replication of herpes
simplex virus 1 (HSV-1) has been studied in detail using two FISH probes imaged
at super-resolution [95]. This might be due to rather low spot counts in most
RNA-FISH assays, so that individual spots’ point spread functions are highly
unlikely to overlap. In comparison, copy numbers of viral RNA can reach very
high numbers, so that super-resolved applications of RNA-FISH might well yield
additional benefit.
1.5.4 Complementary methods
It should not be overlooked that complementary methods for fluorescent detection
of RNA exist.
One such method, the MS2 system, leverages the MS2 coat protein from the
bacteriophage MS2 which shows an affinity for a certain RNA hairpin [8]. Introduc-
ing repeats of this hairpin into an mRNA of interest and simultaneous transfection
of a fusion protein of MS2 with a fluorescent protein like GFP allows for fluorescent
mRNA detection. A great advantage of the MS2 system is its ability to function in
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live cell imaging. However, there are also a number of obstacles involved: cloning
might be strenuous and time-consuming, the dynamics of the target RNA might
be changed by the introduction of the hairpins and steric hindrance of the MS2
proteins might pose a problem in certain situations, for example with densely
coated RNA found in IAV vRNPs. Free-floating fluorescently marked MS2 protein
also causes relatively high background fluorescence.
Other approaches to yield live-cell RNA stainings are molecular beacons [170]
and forced intercalation (FIT) probes [158], both of which are essentially modified
oligonucleotide probes that have been designed to significantly enhance their fluo-
rescence upon binding to their target DNA or RNA sequence to allow wash-free
labelling. Usually the oligonucleotide backbone is modified by substitution of
one or more PNA or LNA bases which partially shield the probe from cellular
RNAse activity. Said fluorescence enhancement is achieved by a quencher which
is moved away by conformational change during binding to the target (in the
case of molecular beacons) or a fluorophore releasing energy by rotation in the
unbound state and by fluorescence in the bound state (in the case of FIT probes).
Both approaches require the probes to be delivered to cells if applied for live-cell
imaging. This can be achieved by microinjection or permeabilization via treatment
with streptolysin-O which induces reversible pores in the cellular membrane [150? ].
Quantum dots, characterized by their superior photostability and versatility, have
also been attached to probes [20]. As a rather recent invention, they currently suffer
from comparatively large size which complicates cell entry and target accessibility.
Once these issues are tackled, they might pose an interesting alternative to the
above mentioned methods.
1.6 Image analysis of (highly multiplexed) FISH
data
1.6.1 General image analysis for smFISH
RNA-FISH images are often compared to a sky full of stars, hence the commercial
name StellarisTM. This means that, at least when viewed on a non-super-resolution
setup, detected RNAs occur as spots (often referred to as puncta) shaped by the
point spread function (PSF) of the actual RNA shape. Image analysis of smFISH
is therefore essentially spot detection.
In many applications of FISH (especially DNA-FISH), there is no need for advanced
image analysis: the outcome of a staining is simply whether signal is detected
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or not, possibly with the additional information of the cellular localization. If a
scarcely expressed mRNA is stained using smFISH, it is often possible to assess
transcription levels via counting by eyesight. However, more complex problems
require sophisticated image analysis software and workflows.
1.6.2 Deconvolution and Laplace filtering
If not only the number of spots, but also their precise localization is of interest,
imaging should be performed on a confocal microscope which yields superior resolu-
tion. The sample can be scanned along the z-axis by taking several images (slices)
in different heights. Deconvolution can help to pinpoint the actual localization by
analyzing the acquired spot through several slices of an image stack, obscured by its
PSF [109]. Out-of-focus photons are used in the process to reconstruct the image
without a PSF as good as possible. Alternatively, or in addition to deconvolving
the image stack, filtering e.g. via as a Laplace filter can be applied. Such filtering
can enhance the contrast of the image and improve the extraction of image features,
i.e. the FISH spots. Obviously, care has to be taken to not misuse filtering settings
to generate false positive signals.
1.6.3 Thresholding and point detection, FISH-quant
There are numerous actual spot detection packages available online, like comDet
[181], StarSearch [139] and FISH-quant [116]. Basically, the user sets thresholding
parameters to separate background fluorescence from actual signals by assigning
a threshold value. FISH-quant uses primarily the brightness of an object for
thresholding, but also computes a "quality score" which includes parameters like the
local contrast. All structures that cross the barrier of the threshold are considered
for further analysis. A variety of measures is computed, most importantly the
localization in 3D (if the software supports image stacks). FISH-quant even supports
sub-resolution localization which is possible through the assumption of a spherical
PSF – if enough pixels are covered by the PSF of a detected spot, its center can
be taken as a more accurate measure than the brightest pixel. For convenience,
some software packages offer user-based or automatic detection of cells and nuclei
to really yield a single-cell resolution.
1.6.4 Multiplexing
Interestingly, none of the freely available image analysis softwares support multi-
plexing out of the box. Multiplexing by means of spectral barcoding in a single
FISH run can be assessed by comparing all analyzed channels side by side, but will
still need downstream algorithms if a large number of spots has to be processed.
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The situation is even more complicated for methods which include multiple staining
runs. An ideal analysis software with multiplexing capability would need to import
sets of images of the same sample position, but from different runs (stained with
different probe sets), and merge the data in a meaningful way. Depending on the
way such repeated FISH runs have been acquired, the need for image registration
might arise [110]. The sample position might be recovered approximately, but not
exactly at each run, and registration is the process to align such images with a
little offset to each other. Implementations of registration algorithms are available
in MATLAB and as ImageJ plugins. For FISH images, it is typically advisable to
use feature-based registration, where certain features are identified in each single
image and transition matrices are computed to match those features onto all other
images as good as possible. Transition matrices are discriminated by their degrees
of freedom, from translation to rigid (translation + rotation), and similarity (rigid
+ scaling) to affine (similarity + stretching and shearing). For FISH experiments,
rigid transformations should usually be sufficient for registration.
1.7 Aim of the project
It is clear that influenza biology has progressed quite extensively in the study of its
proteins and life cycle, as well as in vitro studies of its RNA biology and -interplay.
However, insights into localization and cell specific expression of viral RNA have
been limited because of lacking tools for the study of large numbers of RNA at the
same time.
Therefore, the first aim of this work was to overcome the spectral limits of multi-
plexed RNA imaging. A method was sought for that would allow for comparatively
easy and reliable staining of large numbers of RNA species, as they typically occur
in an IAV infection: 8 vRNAs and 10 mRNAs.
A second aim was then to use the highly multiplexed data to unravel the mystery of
IAV genome packaging. As discussed in detail above, it is a long-standing question
whether IAV packages its genome in an orderly fashion, possibly even hierarchical,
or in a completely or partially random way. Evidence for selective packaging has
been emerging over the last couple of years, however many of the studies involved
relied on in vitro methods like gel bandshift assays or were limited in the number
of segments to study in parallel. Such technical limitations prevented an overall
picture of the packaging mechanism and needed to be overcome in this project.
2 | Materials and Methods
2.1 Materials
2.1.1 Chemicals and enzymes
• UltraPure DNase/RNase-Free Distilled Water, Thermo Fisher Scien-
tific, Hennigsdorf, Germany
• DNase I, RNase-free, Thermo Fisher Scientific, Hennigsdorf, Germany
• 10% formalin, Sigma-Aldrich, St. Louis, MS, USA
• Triton X-100, Sigma-Aldrich, St. Louis, MS, USA
• Acetylated BSA (antibody staining), Sigma-Aldrich, St. Louis, MS,
USA
• Dextran sulfate sodium salt from Leuconostoc spp., Sigma-Aldrich,
St. Louis, MS, USA
• Ethanol (EtOH), Carl Roth, Karlsruhe, Germany
• 20x Saline-sodium citrate buffer (SSC), Carl Roth, Karlsruhe, Germany
• Deionized formamide, Merck Millipore, Darmstadt, Germany
• Ribonucleoside vanadyl complex (VRC), New England BioLabs, Frank-
furt, Germany
• α-NP-FITC mouse anti IAV NP primary monoclonal antibody con-
jugated to FITC, MAB8257F, Merck Millipore, Darmstadt, Germany
• Superscript IV (SSIV) reverse transcriptase, Thermo Fisher Scientific,
Hennigsdorf, Germany
• 5x SSIV buffer, Thermo Fisher Scientific, Hennigsdorf, Germany
41
CHAPTER 2. MATERIALS AND METHODS 42
• 0.1 M Dithiolthreitol (DTT), Thermo Fisher Scientific, Hennigsdorf,
Germany
• dNTPs mix, 10 mM each,, Thermo Fisher Scientific, Hennigsdorf, Ger-
many
• Ribonuclease H (RNase H), Thermo Fisher Scientific, Hennigsdorf, Ger-
many
• RNasin, Promega, Mannheim, Germany
• Salmon sperm DNA (SSD), Sigma-Aldrich, St. Louis, MS, USA
• KAPA SYBR FAST Mastermix (SYBR green), Peqlab, Erlangen,
Germany
• Bovine serum albumin (BSA), A7979, Sigma-Aldrich, St. Louis, MS,
USA
• SYBR®Safe DNA Gel Stain, Thermo Fisher Scientific, Hennigsdorf,
Germany
• O’GeneRuler DNA Ladder Mix, ready-to-use, SM1173, Thermo
Fisher Scientific, Hennigsdorf, Germany
• Orange DNA Loading Dye (6X), Thermo Fisher Scientific, Hennigsdorf,
Germany
• Phusion High-Fidelity DNA Polymerase, Thermo Fisher Scientific,
Hennigsdorf, Germany
• DpnI, Thermo Fisher Scientific, Hennigsdorf, Germany
• BactoTM agar, BactoTM tryptone, BactoTM yeast extract, BD Bio-
sciences, Heidelberg, Germany
• TurboFect Transfection Reagent, Thermo Fisher Scientific, Hennigsdorf,
Germany
2.1.2 Solutions
• PBS+: Dulbecco’s Phosphate-Buffered Saline with Ca2+ and Mg2+, Pan
Biotech, Aidenbach, Germany
• PBS-: Dulbecco’s Phosphate-Buffered Saline without Ca2+ and Mg2+, Pan
Biotech, Aidenbach, Germany
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• Trypsin solution: Trypsin 0.05 % and EDTA 0.02 % in PBS-, Pan Biotech,
Aidenbach, Germany
• DMEM: Dulbecco’s Modified Eagle Medium, Pan Biotech, Aidenbach, Ger-
many
• DMEM+: DMEM with additional 1 % penicillin/streptomycin solution and
2 mM L-glutamine, Pan Biotech, Aidenbach, Germany
• DMEM++: DMEM+ with additional 10 % fetal bovine serum (FBS), Pan
Biotech, Aidenbach, Germany
• LB agar: 35 g/l LB agar + 100 µg/ml Ampicillin, Carl Roth, Karlsruhe,
Germany
• LB medium: 35 g/l LB medium + 100 µg/ml Ampicillin, Carl Roth,
Karlsruhe, Germany
• Infection medium: DMEM+ with additional 0.2 % BSA
• Cryo medium: 80 % FBS, 10 % DMEM, 10 % DMSO
• Blocking buffer: 2x SSC, 0.2 % acetylated BSA, 2 mM VRC
• Hybridization buffer: 2x SSC, 10 % formamide, 10 % dextrane sulfate, 2
mM VRC
• FISH wash buffer: 10 % formamide in 2x SSC, 2 mM VRC
• Probe removal buffer: 80 % formamide, 20 % H2O, 2 mM VRC
• TBE buffer: 11 g Tris, 5.5 g boric acid, 4 ml 0.5 M EDTA in H2O
2.1.3 Consumables
• Filter tips 10 µl, 20 µl, 1000 µl, Starlab, Hamburg, Germany
• 15 ml, 50 ml falcon tubes, SARSTEDT, Nümbrecht, Germany
• 1.5 ml reaction tubes, nuclease-free, low binding, SARSTEDT, Nüm-
brecht, Germany
• Cryo tubes (1.6 ml), SARSTEDT, Nümbrecht, Germany
• T25 cm2, T75 cm2, T175 cm2 cell culture flasks, SARSTEDT, NÃ¼mbrecht,
Germany
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• 6-well, 24-well plates, SARSTEDT, Nümbrecht, Germany
• 2 ml, 5 ml, 10 ml serological pipettes, SARSTEDT, Nümbrecht, Ger-
many
• 15 ml, 50 ml falcons, nuclease-free, Greiner Bio-One, Kremsmünster,
Austria
• LightCycler 480 white Multiwell Plate 96, Roche, Berlin, Germany
• ibidi µ-Slide VI 0.4 (#80606), ibidi, Munich, Germany
• ibidi µ-Slide Angiogenesis (#81506), ibidi, Munich, Germany
• ibidi µ-Slide 8 well (#80826), ibidi, Munich, Germany
2.1.4 Fluorescent dyes
• ATTO550 NHS-ester (#AD 550-35), ATTO-TEC, Siegen, Germany
• Abberior STAR 635P NHS-ester (#07679), Sigma-Aldrich, St. Louis,
MS, USA
• DAPI (#D9542), Sigma-Aldrich, St. Louis, MS, USA
2.1.5 Primers and sequences of FISH probes
Primers used for generation of mRNA-only plasmid system of A/Panama are
described in the results part of this work. An extensive list of primers used for
reverse transcriptions, for qRT-PCR and of all sequences of the FISH probe sets
used can be found in the thesis of Ivan Haralampiev [63].
2.1.6 Kits
• Plasmid Plus Maxi Kit, Qiagen, Hilden Germany
• RNeasy Mini Kit, Qiagen, Hilden Germany
• QIAquick Gel Extraction Kit, Qiagen, Hilden Germany
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2.1.7 Devices
• VisiScope scanning disk confocal laser microscope 405, 488, 561
and 640 nm diode lasers Halogen lamp with 525/50 nm excitation
and 600/50 nm emission filters, Visitron Systems, Puchheim, Germany
• CSU-W1 Confocal Spinning Disc unit, Yokogawa, Tokio, Japan
• IX-83 inverted fluorescence microscope, Olympus, Hamburg, Germany
• 60x/1.2 UPlanSApo water objective, Olympus, Hamburg, Germany
• 60x/1.45 UPlanSApo oil objective, Olympus, Hamburg, Germany
• 100x/1.3 UPlanFLN oil objective, Olympus, Hamburg, Germany
• 100x/1.3 UPlanFLN oil objective, Olympus, Hamburg, Germany
• Bioprecision2 motorized X-Y-stage, Ludl EP, Exton, PA, USA
• NanoPrecision fast Piezo Z-stage insert, Ludl EP, Exton, PA, USA
• Evolve 512 back-illuminated EMCCD camera (512x512 pixels), Pho-
tometrics, Tucson, USA
• iXon 888 EMCCD camera (1024x1024 pixels), Andor, Belfast, North-
ern Ireland
• LightCycler 480 II, Roche Diagnostics, Mannheim, Germany
• NanoDrop 2000, Peqlab, Erlangen, Germany
• Incubator New Brunswick Galaxy 170 S, Eppendorf, Hamburg Ger-
many
• Thermomixer Comfort, Eppendorf, Hamburg Germany
• Centrifuge Avanti J-20XP, Beckman Coulter, Krefeld, Germany
• Rotor JLA10.500, Beckman Coulter, Krefeld, Germany
• HERAsafe biological safety cabinet, HERAEUS Instruments, Hanau,
Germany
• DNA/RNA UV-Cleaner UVC/T-M-AR, Kisker Biotech, Steinfurt,
Germany
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• Mini-Sub Cell GT Systems (agarose electrophoresis), Bio-Rad, München,
Germany
• UV transilluminator, Vilber Lourmat, Eberhardzell, Germany
2.1.8 Cell lines and bacterial strains
• A549 human epithelial lung cell, ATCC CCL-185
• MDCKII Mardin-Darby canine kidney cell, Gerrit van Meer, Utrecht
University
• HEK293 human embryonal kidney cell, Molecular biophysics lab, HU
Berlin
• E. coli DHS, Molecular biophysics lab, HU Berlin
All viral strains used in this work were provided by the group of Thorsten Wolff
at the Robert-Koch-Institute (RKI) Berlin. Preparations were done by Anne
Sadewasser and Gudrun Heinz in the group of Thorsten Wolff.
2.2 Methods
2.2.1 Cell culture
Cells were thawn from stocks stored in liquid nitrogen to start a new culture. Such
cryo tubes from the stock were thawn and then added to 13 ml pre-heated DMEM+
medium to reduce the DMSO concentration from the cryo medium. Cells were
then pelleted via centrifugation (5 min, 300 g) and again added to DMEM+ and
transferred to a T25 cell culture flask. After a few rounds of passage (see below)
they were transferred to normal T75/T175 cell culture flasks if needed.
Prolonged culture of cells was done in T75 or T175 cell culture flasks in the
incubator (37°C and 5 % CO2). Cells were passaged every two or three days
to prevent growth until 100 % confluency. Passaging/seeding consisted of two
wash steps using PBS-, followed by 10-20 min incubation with pre-heated Trypsin
solution in the incubator. The now suspended cells were taken up in 8 ml DMEM+
to inactivate the Trypsin solution and were returned to the cell culture flask in the
desired amount (passaging) and/or added to microscopy dishes for experiments
(seeding) in desired concentrations. Finally, DMEM+ was added to the cell culture
flask to reach normal volume again. Cell culture was not stretched over more than
15 propagations to avoid genomic changes. Every 5 propagations, the cell culture
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flask was exchanged for a new one.
If needed, cells were frozen after trypsination and a centrifugation step (5 min, 300
g). After resuspension in cryo medium, 1 ml aliquots in cryo tubes were stored in
liquid nitrogen.
2.2.2 Infection, Fixation, Permeabilization
Infections were performed on cells which were seeded on the day before. Infection
suspension was prepared, using infection medium and adding the amount of virus
stock needed. To calculate the amount of virus needed for a given number of cells
at a desired multiplicity of infection (MOI), the following equation was used.
MOI = # of virus particles# of cells (2.1)
Cells were washed with PBS+ and put on ice. Infection suspension was added
to the cells and 15 min adheration time on ice followed. At 4Â°C, IAV cannot
enter cells as no fusion takes place, however HA proteins can attach at cellular
sialic acids. After the adheration period, the cells were transferred to the incubator
(37°C and 5% CO2) to allow synchronous fusion and infection. All infection times
refer to this step. 45 min after infection start, the cells were washed with PBS+
again to remove unbound virus and plain infection medium without virus was added.
After the desired infection time, cells were washed again with PBS+ and then
fixated using 4% PFA solution or 10% formaline for 10 min at RT. Cells were again
washed twice using PBS+.
Permeabilization was either performed overnight at -20°C using 70% EtOH (RNAse-
free) in water or 10-20 min at RT using a 0.5% Triton-X-100 solution. In the case
of Triton-X-100, extensive washing with PBS+ followed to ensure that no detergent
would remain in the microscopy dish.
2.2.3 Immunostaining
Samples were regularly stained using antibodies and/or DAPI. For antibody in-
cubation, the sample was washed using PBS+, after which 0.2% BSA solution
(RNAse-free) was added for 30 min of blocking at RT to avoid off-target binding of
the antibody. Thereafter, the solution was exchanged for primary antibody diluted
at a desired rate (usually 1:500) in 0.2% BSA solution (RNAse-free). Incubation
for 45-120 min at RT followed. Some antibodies were already coupled to a fluo-
rophore, so that no secondary antibody staining was necessary. In all other cases,
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two washes with PBS+ followed (15 min each, RT) after which the antibody in-
cubation was repeated as described above, just with a matching secondary antibody.
In any case, the sample was protected from light exposure from the moment
that fluorophores were added.
If nuclear staining was required, the sample was exposed to 500 nM DAPI solution
for 10-15 min at RT and washed twice with PBS+ afterwards.
2.2.4 smFISH and MuSeq-FISH
For FISH staining, the sample was first put into 2x SSC buffer with 2 mM vanadyl
ribonucleoside complex (VRC) added to it. The hybridization mixture was prepared
as follows: an aliquot of pre-hybridization buffer containing dextran sulfate and
SSC was thawed. Freshly thawn formamide and water (RNAse-free) were added,
so that the final hybridization buffer contained 10% formamide, 2x SSC, 2 mM
VRC and 10% dextran sulfate. FISH probes were added to the hybridization buffer
to reach a final concentration of 100 nM for each probe set. Before applying the
hybridization mixture to the sample, it was briefly heated to 60°C to melt secondary
structures. The actual hybridization lasted 2-4 h in the incubator. Microscopy
dishes of small volume were wrapped in wet tissues to prevent evaporation of the
hybridization mixture.
After hybridization, the sample was washed twice with FISH wash buffer and
15 min in the incubator (37°C, 5% CO2) each time. Microscopy was conducted in
2x SSC buffer with 2 mM VRC added, for details see section below. After images
of one staining were acquired, the bound FISH probes from this staining were
removed using pre-heated probe removal buffer 15-20 min in the incubator (37°C,
5% CO2). Subsequently, the high formamide content was washed twice with 2x
SSC and microscopy for control pictures without bound probe was performed if
needed. Finally, the sample was ready for another round of staining.
For MuSeq-FISH, this cycle of events was repeated up to 12 times.
2.2.5 Image acquisition
All images except for STED super resolution images in this work were acquired
on a spinning disk confocal microscope. STED microscopy was done by Maria
Loidolt, AG Hell, Max-Planck-Institut für Biophysikalische Chemie, Göttingen
using a custom-built setup that uses a supercontinuum laser source for concurrent
detection in four spectral channels via APDs, the outputs of which were then later
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translated to the imaging channels using spectral unmixing [182].
Diode lasers at the wavelengths of 405 nm (for DAPI and DyLight 405 illumination),
488 nm (for Atto 488, FITC and Alexa Fluor 488 illumination), 561 nm (for Atto
550 illumination) and 640 nm (Star 635P and Alexa Fluor 647 illumination) were
used for microscopy. All microscopy images were acquired as z-stacks with a spacing
of 400 nm between slices and a total number of 26-29 slices.
MuSeq-FISH requires images taken at the exact same positions within the sample
for each of the sequential stainings. Therefore "landmarks" were chosen at the
edge of a microscopy dish where unique impurities in the dish itself or cells in this
area would be easily recognizable for the next run. All other microscopy positions
would then be at a defined distance in x-direction away from the "landmark". For
some experiments, the relative positions were calculated and loaded into VisiView
software to directly find the saved positions. During microscopy, care was taken to
ensure best possible matching to earlier acquisition positions in order to ease later
image registration.
2.2.6 Image analysis and spot detection
All images of the same positions, but stemming from different MuSeq-FISH runs
were grouped together and sub-pixel image registration in x and y directions was
performed using a custom written ImageJ script by Matthias Schade (AG Molecular
Biophysics, HU Berlin), which itself made use of the Template Matching and Slice
Alignment plugin by Tseng et al. [169]. Registration in z-direction was done in
MetaMorph by optical comparison of the respective z-slices.
FISH-quant detection software by Florian Mueller (Institut Pasteur, Paris) was
then used for spot detection in all images [116]. Cell boundaries and nuclei positions
were marked using the in-built cell manager of FISH-quant. Using the registration
data from above, the cell positions were adjusted for each MuSeq-FISH run. The
detection settings, especially concerning the thresholding, were set so that control
images showed none or minimal spot counts and were then kept constant for all
images to ensure reproducibility. Spot detection was then performed on all acquired
images in batch mode.
2.2.7 Colocalization analysis
The actual colocalization analysis was implemented as a custom written R script,
the workings of which will be explained in the following:
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Initially, a set of individual spot detections from FISH-quant belonging to the
same MuSeq-FISH image position was loaded into R. Helper scripts in R with
re-formatting routines made it possible to use data from multiple detections in
the same dataset, a feature that is not normally available in FISH-quant. Next,
registration data from above was loaded into the script and then applied to the
respective images, therefore making the spot detections comparable between differ-
ent MuSeq-FISH runs. The maximum displacement of images was calculated and
the same area was excluded from further analysis because one or more images did
not contain this area.
An optional step was then to transform images to generate negative control colo-
calization. If used, this option would rotate images by 90°, 180°, 270°, flip them in
x- or y-direction or a combination of those. This resulted in images which were
all distorted to each other and should show colocalization at a basal level only,
corresponding to the spot density in the images.
Spot listings for each image were then scrambled to avoid any bias of "early"
detections or images, i.e. in the upper left corner where the algorithm would
otherwise start searching for centers of colocalization. Also, in line with the anal-
ysis procedure of Lakdawala et al. [90] all nuclear spots were excluded from the
analysis because we did not expect vRNPs to directly interact after their replication.
If targets were stained redundantly in two different MuSeq-FISH runs using two
different flurophores, the spots from both acquisitions were compared to each
other. Only spots detected in both independent stainings were kept for further
analysis and statistics were generated to determine the quality of both stainings.
This procedure could only be applied to A/Panama because the stainings using
the PCA Star 635P fluorophore were of insufficient quality for all other viral strains.
After all these preparatory procedures, the actual colocalization could begin. The
scrambled list of spot detections for the respective MuSeq-FISH image set was
processed spot by spot. For each spot, all other spots in close proximity (a cylinder
with a radius of 300 nm in x and y-directions and a height of 1000 nm in z-direction)
were binned with the original spot into a "multi-segment-complex" (MSC) with
consecutive numbers. Spots contained in this MSC were then flagged as "used" and
were not considered for further colocalizations – this ensured that each spot would
only be part of one MSC.
An optional feature to increase accuracy was to perform a second colocaliza-
tion analysis after completion of the first one. Here, all MSCs below a given rank
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(number of spots in this MSC) were unflagged and therefore made available for
colocalization again. For all remaining MSCs (those of high enough rank), centers
of mass were calculated and those were used as starting points for the second
colocalization analysis. This removed the restriction that MSCs always had to be
centered in one of its spots. However, this feature was computationally very intense
and was therefore not used in the analysis described as accuracy improvements
were negligible.
The resulting MSCs were checked for their contents. If an MSC contained two copies
of the same segment i.e. two detections from the same image), this biologically not
expected result was treated as a detection artifact. Such MSCs were removed from
the data set and treated as an indicator of detection and colocalization quality.
With the settings used, about 5% of MSCs were discarded in this step.
Finally, the data set was saved for later reference, all relevant statistics were
saved in Excel file format and the ggplot2 package of R was used to generate
various plots to interpret the data. Among those are a histogram of MSC sizes,
binary colocalization heat maps for all segment sizes, centroid measures such as
MSC diameters and angles, cell measures such as bar and jitter plots to display
segment abundancies for each cell, and localization plots of the detected spots in
various color themes and 2D/3D.
2.2.8 Network analysis
The network analysis can be seen as an extension to the aforementioned colocal-
ization analysis. All detected MSCs were binned based on their segment content.
To simplify the packaging model as far as possible, we assumed that MSCs have a
maximum size of 8, that segments do not occur more than once within an MSC,
and that the order of segments is irrelevant to characterize an MSC (i.e. segment
combinations are permutation-insensitve). With these assumptions, the total num-
ber of states within the packaging network or packaging process is 255 (8 for rank
1, 28 for rank 2, 56 for rank 3, 70 for rank 4, 56 for rank 5, 28 for rank 6, 8 for
rank 7, 1 for rank 8). For connections between those states, we assumed that no
back-reactions occur (i.e. a complex is stable once it has assembled) and that two
educt MSCs react to a product MSC. In addition, the product MSC should follow
the assumptions stated above. Depending on the order of the reactions allowed,
this resulted in 1016 (only monomeric additions allowed, i.e. one educt MSC is
always of rank 1) to 3025 (up to tetrametric additions allowed) connections within
the network.
These theoretical thoughts were implemented in another custom written R script
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using the igraph package [34]. Here, we used the aggregated data of all analyzed
images per viral strain. A network graph object was created where the nodes corre-
spond to states of IAV packaging whereas the edges are the connections allowed
between those nodes. Nodes received a "weight" attribute which was equal to the
number of detections of this specific segment combination in the microscopy data,
normalized among combinations of the same rank. Edge weights were not easy to
assign at this stage because the microscopy data was essentially a snapshot picture,
with no kinetics involved. To ease graphical assessment of the network graph,
a proxy measure for edge weights was found as the normalized product (within
each rank) of both end node weights. Using those weights, a heatmap color-coded
network graph representation could be plotted using in-built igraph routines.
To analyze whether some edges are preferred in the network (i.e. whether re-
action constants vary), an iterative simulation model was implemented in R. Here,
IAV packaging was simulated by an initially empty network (node counts = 0 for
all MSCs). Monomeric MSC counts were then set to the total spot count of the
respective segment. Now the simulation proceeded with one reaction happening
per iteration, with the laws of mass action governing the choice which reaction to
take. Therefore, the probability of a reaction to happen would be
p = # educt 1 ∗ # educt 2(# of all spots)2 (2.2)
One of the educts was always a monomeric MSC and the counts of these monomeric
MSCs were fixed. All other counts were dynamic, so that each reaction increased
one count and decreased another. Simulations were run for 107 iterations so that
mass propagated through the network. Each 5000 iterations, measures like the
cross-correlation to the microscopy data network were calculated. After completion
of the simulation the iteration with the highest cross-correlation was then used for
further analysis; usually this value peaked during the simulation and then decreased
again.
2.2.9 Conditional probability modelling
An approach was taken to estimate k-values in the IAV packaging network from
intrinsically static data based on microscopy at only one time point. The imple-
mentation was accomplished by Max Schreiber (University of Leipzig, Germany)
in Matlab by Mathworks. The general concept behind this modelling approach
was to estimate the "real" underlying k-values by factoring out the influence based
on segment availability, i.e. mass action kinetics. Reaction order was restricted to
monomeric additions, back-reactions were excluded and each pair of MSC ranks
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(e.g. rank 2 to 3, rank 3 to 4...) was treated as an individual problem to reduce
complexity.
2.2.10 RNA extraction
In order to generate samples for qRT-PCR (described below), total RNA extractions
were performed on virus-infected A549 cells at various time points after infection
(2-24 h p.i.). Seeding and infection of cells was performed either in 6-well or 24-well
format with an MOI of 5. After infection, cells were washed with PBS+ and RNA
extraction was performed according to Qiagen RNeasy Mini Kit instructions. For
each time point and viral strain, three samples were processed to yield biological
triplicates. Elution was done using RNAse-free water and the resulting total RNA
concentration for each sample was measured using a Nanodrop 2000 spectropho-
tometer. Samples were then either directly used for reverse transcription or stored
at -80°C.
2.2.11 Reverse transcription
Reverse transcription is a method to specifically generate complementary DNA from
an RNA template. SuperScript IVTM Reverse Transcriptase (Life Technologies)
was used according to supplier instructions. 500 ng RNA was used in each reaction,
together with 1 µl of 50 µM primer. Two reactions were set out to reverse transcribe
viral mRNA and vRNA, respectively. For viral mRNA, an anchored oligo-dT primer
was used for the annealing step and incubation lasted 15 min at a temperature of
50°C. For vRNA, a primer targeting the conserved 5’ end of the vRNA sequences
was used (so called UNI12 primer, sequence: AGCRAAAGCAGG) and incubation
lasted 20 min at a temperature of 55°C. RNAse H was used to remove residual
RNA after the transcription had finished. After reverse transcription, the produced
DNA samples were stored either at -20°C or -80°C.
2.2.12 Quantitative Real-Time PCR (qRT-PCR)
Polymerase chain reaction (PCR) is the theoretical and practical basis of quantita-
tive real-time PCR (qRT-PCR) [118]. Basically, optimized polymerase enzymes
are used in repeated cycles to generate very high copy numbers of a specific piece
of DNA governed by the choice of primers. qRT-PCR extends the possibilities of
the method by adding a fluorescent dye, SYBR FAST (KAPA Biosystems) in this
case. SYBR FAST intercalates with double-stranded DNA which is the result of
a successful PCR and increases its brightness in this conformation. This means
that a readout of the fluorescence over the time course of the PCR allows for an
estimation of the total copy number in the reaction tube and also to infer the
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Table 2.1 – qRT-PCR Scheme.
Substance Volume [µl]
10 µM PCR primer fwd 0.5
10 µM PCR primer rev 0.5
SYBR Fast MasterMix (2x) 5
H2O (RNase-free) 1
DNA Template 3
starting concentration. A base line curve is needed for calibration, which consists
of the same DNA sequence in defined concentration – in this work, pHW2000
plasmids of the minireplicon system carrying the viral genome segments were used
to generate the standard curves.
The actual qRT-PCR experiments were performed on a LightCycler 480II (Roche)
using the SYBR FAST qPCR Master Mix (KAPA Biosystems) in a reaction mixture
as follows:
Plasmids for standard curves were obtained by the group of Thorsten Wolff, RKI
Berlin. Using ddH2O, dilutions from 1010 copies/µl down to 100 copies/µl were
created and used in the qRT-PCR experiments. Care was taken that melting curves
showed only a single peak and that the reaction efficiency stayed in the expected
range for qRT-PCR measurements.
The primers were chosen so that the PCR products would result in a length
of about 200 nt.
Results from qRT-PCR experiments were then analyzed and visualized using an R
script kindly provided by Fabian Jolmes (AG Herrmann, HU Berlin, Germany).
2.2.13 Polymerase Chain Reaction (PCR), gel electrophore-
sis and gel extraction
Standard PCR was used to clone pHW2000 plasmids carrying one IAV A/Panama
gene segment each to ensure only mRNA would be processed. Original pHW2000
plasmids capable of vRNA and mRNA production were obtained by the group of
Thorsten Wolff, RKI Berlin. An approach originally designed for plasmid system
creation for new viral strains described by Stech et al. in 2008 [159] was adapted for
our approach to remove PolI promoter sites from the already existing A/Panama
pHW2000 plasmids.
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Basically, cloning was a two-step process. In a first step, the coding sequences
of each gene segment were amplified using the pHW2000 plasmids as templates,
thereby generating so-called megaprimers. Primers in these reactions were flanking
the gene segment and provided overlap sequences with other parts on the plasmid
sequence. So each primer consisted of a conserved pHW part, followed by a partially
conserved Uni12/Uni13 part depending on 5’ or 3’ end and a specific part for each
segment, as described by Stech et al.
The following PCR program and mixture were used for generation of the megaprimers:
Table 2.2 – PCR scheme
Substance Volume [µl]
H2O 35.5
5x Phusion HF buffer 10
10mM dNTP 1
20 µM Primer 1 (U12+specific) 1.25
20 µM Primer 2 (U13+specific) 1.25
100 mg/µl A/Panama pHW2000 0.5
Phusion HF DNA-Polymerase 0.5







The PCR products were then mixed with Orange DNA loading dye (6x) and
applied to a 1% agarose gel for separation by length. SYBR Safe was used as an
unspecific DNA marker and O’GeneRuler DNA Ladder Mix as a DNA ladder. An
electric field was applied using a Mini-Sub Cell GT Systems device set to 80 V.
Gel electrophoresis was run for 45 min, after which the bands were inspected under
UV light and those of correct size were cut out using a razor knife. Extraction was
performed using QIAquick Gel Extraction Kit according to manufacturer’s instruc-
tions. Concentrations were measured on a NanoDrop 2000 spectrophotometer.
The second step of cloning consisted of the insertion of the produced megaprimers
into the original pHW2000 plasmids in a way in which the PolI promoter would
be removed from the resulting plasmids, but the neighboring polyadenylation site
would be retained. The primers used in the first PCR were designed in a way that
the megaprimers were already able to hybridize with the original plasmid sequence,
so that an adapted QuikChange protocol could be applied. Program and mixture
were as follows:
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Table 2.3 – 2nd PCR scheme
Substance Volume [µl]
H2O 33
5x Phusion HF buffer 10
10 mM dNTP 1
Template pHW2000 (empty) varied (100 ng)
Megaprimer varied (100 ng)
Phusion HF DNA-Polymerase 0.5







Afterwards, a DpnI digestion followed, where 2 µl DpnI were added to each sample
and incubated for 2 h at 37°C. Digested DNA samples were then stored in the
fridge at 4°C for later use.
2.2.14 Transformation, plasmid prep. and sequencing
Resulting PCR products were transformed into α-competent E. coli of the strain
DHS. For this, the bacteria were taken from their -80°C stock, thawed on ice and
then gently mixed with 10 µl of the respective PCR product. Incubation on ice
of 5-10 min followed. Then, a 42°C heat shock was applied for 45 s, after which
cells were transferred back to ice for 2-5 min to rest. 500 µl LB media without
any antibiotics was gently added to each reaction tube, and incubation for 45 min
at 37°C followed. Petri dishes prepared with LB agar and ampicillin resistance
were pre-warmed at 37°C during this time. Bacteria were then gently pipetted
together with LB solution onto one petri dish each and the solution was thoroughly
dispersed using glass beads. Finally, incubation overnight at 37°C and 5% CO2
followed. On the next day, grown colonies could be picked.
100 ml Erlenmeyer flasks were filled with 5 ml LB with ampicillin and were
inoculated with a single colony each by dropping a pipette tip which was dipped
onto the colony before. Incubation at 37°C and 5% CO2 for 16 h at a shaking
incubator followed. Plasmid preparation (Miniprep) was performed using the
QIAprep Spin Miniprep Kit and according to manufacturer’s instructions.
Sequencing was done using the LightRun service of GATC Biotech (Konstanz,
Germany). 5 µl of each miniprep sample was mixed with 5 µl of one of the re-
spective primers (5 µM concentration) for the given segment, which were used for
generation of the megaprimer PCR amplifications. The resulting solution was sent
to GATC Biotech and results were compared to the reference sequence using ApE –
57 CHAPTER 2. MATERIALS AND METHODS
A plasmid editor (by M. Wayne Davis).
2.2.15 Transfection
Transfections were always done using the human embryonal kidney cell line HEK293
of low passage number. Cells were seeded in µ-slide 8 well ibiTreat microscopy
dishes (ibidi, Munich, Germany) and were grown for 24 h before transfection was
started. Transfection was performed according to manufacturer’s instructions.
Therefore, the transfection mixture consisted of transfection medium which is
identical to DMEM+, where plasmids to be transfected were added in amounts so
that the total DNA content would be 1 µg and the same volume of transfection
reagent was added as well. The mixture was then briefly vortexed and incubated
for 20 min at RT. It was then added to the cells and each well was filled up using
transfection medium so that a final volume of 200 µl was reached. Transfection
then lasted 30 h in the incubator (37°C and 5% CO2), after which the cells were
fixated, permeabilized and subjected to immunostaining, as described above. A
Rab11-RFP plasmid provided by Chris Höfer (AG Veit, FU Berlin) was used as
a transfection control in transfected samples and was also the only transfected
plasmid in mock-transfections.
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3 | Results
The data shown here are the outcome of a highly collaborative project. The
establishment of MuSeq-FISH as a method and all FISH experiments have been
conducted together with Ivan Haralampiev. Figures and results concerning this
part are also part of his thesis and are covered in more detail there [63]. Image
analysis and data processing were conducted by myself, but in close teamwork
and with many helpful insights by Ivan Haralampiev. The conditional probability
modelling was designed in collaboration with Ivan Haralampiev and Max Schreiber
and implemented entirely by Max Schreiber. All RT-PCR data was acquired by
Kalle Jongen (A/Panama strain and mock control) and Vanessa Körner (all other
viral strains) under the joint supervision of Ivan Haralampiev and myself [79, 86].
The proof-of-concept experiment for the transfection of mRNA-only A/Panama
plasmids was performed by Malte Hilsch under the supervision of Ivan Haralampiev
and myself.
3.1 Generation of a set of mRNA-only IAV A/Panama
plasmids
3.1.1 Cloning
In this first part of the thesis, an existing system of A/Panama plasmids should
be re-cloned to change their expression pattern from both vRNA and mRNA
to only mRNA of the respective segment. The plasmid system consisted of 8
pHW2000-based plasmids, each of which was equivalent to an A/Panama segment
in actual viral infection. Apart from the coding sequence and an ampicillin resis-
tance, these plasmids contained two promoters, a RNA-polymerase I (PolI) and
a RNA-polymerase II (PolII) promoter. In addition, a polyadenylation site was
present to allow produced mRNA to receive a poly-A tail.
As with typical IAV plasmid systems, each segment is capable of production
of vRNA and mRNA from the same coding sequence, making use of the different
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reading directions of PolI and PolII polymerases. RNA-polymerase II, which is the
cellular enzyme producing mRNA copies of DNA templates, is attracted by the
PolII promoter and then reads along 3’ to 5’ direction on the DNA template strand,
generating 5’ to 3’ mRNA. In contrast, RNA-polymerase I normally produces rRNA
and runs along 5’ to 3’ direction on the DNA template strand, in this case producing
vRNA from the plasmid system. Usually it is preferable for a plasmid system to
provide generation of both kinds of RNA. However, in this case it was required to
generate an mRNA-only plasmid system for A/Panama to achieve the possibility
to transfect a subset of vRNA species which are complemented by mRNA-only
plasmids to allow successful vRNP assembly and export. Such transfections could
serve as a useful tool to further investigate IAV genome packaging by the use of
MuSeq-FISH which will be described in detail in the next part.
Generation of such plasmids was planned according to a protocol described by
Stech et al. [159]. Design of primers was planned so that the PolI promoter
would be lacking from the resulting plasmid, but the polyadenylation site would be
retained (see Fig. 7). Primers used for cloning were 25 nt long and contained 12 nt
complementary to start or end of the coding sequence and remaining 13 nt overlap
with the pHW2000 sequence as highlighted in Fig. 7. Effectively, the PolI promoter
highlighted in red was removed from the resulting plasmids. Due to high sequence
conservation of the different IAV segments, only three primers were sufficient:
• Fwd PB2/PB1/PA: GAAGTTGGGGGGG AGCGAAAGCAGG
• Fwd HA/NP/M/NS: GAAGTTGGGGGGG AGCGAAAAGCAGG
• Rev all: CAGCGAGCTCTAGC AGTAGAAACAAGG
Two cloning steps were required, the first of which amplified the coding sequences
flanked by overlapping sequences on the pHW2000 plasmid sequence. PCR was
performed as described in the methods part and the resulting PCR products were
separated on an agarose gel as depicted in Fig. 8.
Bands were then cut from the gel and subjected to a gel extraction, after which
the concentrations were measured (Table 3.1).
In a second step, these products were then used as so-called megaprimers in another
QuikChange type PCR reaction, using empty pHW2000 plasmid as template. After
DpnI digestion, the resulting plasmids were transformed into E. coli and plasmid
preparation was performed. Sequencing confirmed that for all segments except
the one coding for NA, the cloning process was successful. Therefore the resulting
plasmids were ready to be used in transfection experiments.
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Figure 7 – Annotated sequence of a part of the pHW2000 plasmid. Excerpt
of the pHW2000 plasmid sequence and cloning strategy. Primers were designed
to hybridize with the ochre-colored parts marked in the sequence, thereby keeping
the polyadenylation site (light blue) but removing the PolI promoter region (red).
Coding sequence (dark blue) was different depending on the segment coded on the
particular plasmid.
Table 3.1 – DNA concentrations of bands cut out from agarose gel.
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Figure 8 – Agarose gel of the PCR products during plasmid re-cloning.
Each segment was amplified in triplicates and PCR products were separated on an
agarose gel. Megaprimers of all segments could be successfully amplified, although
depending on segment type secondary bands of side-products could be detected as
well. The left lane for HA segment showed mainly production of a side-product and
was not used. For all other lanes, the most prominent band was corresponding to
the expected PCR product and was employed.
63 CHAPTER 3. RESULTS
3.1.2 Microscopy
In a proof-of-concept experiment, the newly created mRNA-only A/Panama plasmid
coding for NP was transfected together with the remaining standard plasmids of
the A/Panama plasmid system and Rab11-RFP as a control into HEK293 cells.
Transfection lasted for 30 h, after which the cells were fixated, permeabilized and
antibody staining against NP was performed. In addition, a mock-transfection
using only transfection reagent and Rab11-RFP, was conducted in parallel. Results
from fluorescence microscopy are shown in Fig. 9.
Figure 9 – Confocal microscopy of transfected mRNA-only NP plasmid
among others in HEK293 cells. Cells were transfected with A/Panama mRNA-
only NP plasmid, all other normal A/Panama pHW2000 plasmids (mRNA and vRNA)
and Rab11-RFP. After 30 h incubation, fixation, permeabilization and antibody
staining, cells were analyzed under the microscope. α-NP-FITC is shown in green,
Rab11-RFP signal is shown in magenta. Not all cells expressed the two signals, and
while Rab11 showed a cytosolic localization, NP was restricted to the nucleus. Scale
bars 10 µm.
Immunostaining was successful, as confirmed by the positive signal of the control
staining of Rab11, which was present both in transfected and mock-transfected
samples. We were also able to detect NP in the transfected sample, however
only in some cells, indicating that transfection efficiency was below 100%. The
presence of NP confirmed that mRNA was correctly transcribed into mRNA from
the new mRNA-only plasmid and further translated into protein copies. However,
localization of NP was restricted to the nucleus, which is observed when vRNP
assembly or export are defective, likely caused by incomplete transfection of the
whole plasmid system.
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3.2 IAV viral RNA detection using MuSeq-FISH
(Panama strain)
The major part of this dissertation was the detection (this section) and analysis
(next section) of IAV genome localization and colocalization in infected A549 cells
through the introduction of MuSeq-FISH as a novel method to allow comparatively
easy multiplexing of FISH data. A brief overview of the method will be given at
the beginning. The focus of this work will be on image analysis and modelling of
the acquired data sets.
3.2.1 Establishing multiple sequential FISH (MuSeq-FISH)
As described above, ordinary FISH as it is currently routinely used is limited to
a multiplexing capability equal to the number of spectrally resolvable fluorescent
channels available at the used microscopy setup. Clearly this prohibits the detection
of all IAV viral RNAs in the same cells, as there are 8 species of vRNA and
additionally 10 species of major mRNA. To overcome this problem, we established
multiple sequential FISH (MuSeq-FISH) which allows higher multiplexing by way
of sequential stainings. After each FISH staining (which will be referred to as a
"run" from now on), images were acquired following standard procedures. However,
treating the samples with a high concentration of formamide (80%) in aqueous
solution for a 15 min at 37°C, we were able to almost completely remove the
bound FISH probes. We then confirmed the removal by microscopy and stained for
different targets, but using the same colors as before, which set the beginning of a
new FISH run. A typical run within a multi-run MuSeq-FISH experiment lasted 4
h, which means that a complete MuSeq-FISH experiment will be lengthy. As RNA
is measured here, the sample quality is endangered by the action of ubiquitous
RNAses and this will ultimately limit the number of successful runs which can
be performed. In our experiments, we regularly conducted 12 runs over a time of
2-4 days, and sample as well as image quality was still sufficient by the end of it
(control experiments are described in the thesis of Ivan Haralampiev [63]). Using
only two spectral channels, we were able to perform up to 24 stainings (staining
against 8 vRNA segments in 2 colors and additional staining against 8 mRNAs).
3.2.2 vRNA and mRNA - extensive data at 10 h.p.i
Using our MuSeq-FISH approach, we infected A549 cells with A/Panama at an
MOI of 5. 10 h p.i., the cells were fixated and immunostaining against NP was
performed (FITC-labeled primary mouse antibody). The nuclei were also fluores-
cently marked by DAPI. Then, FISH staining was conducted as outlined above,
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which yielded fluorescent images of all viral mRNAs except for M2 and NS2 and
all vRNAs. M2 and NS2 had to be omitted because of the very short sequence of
the spliced transcripts, while the M1 and NS1 probes in principle hybridize with
their respective mRNAs as well as with unspliced pre-mRNAs. The mRNAs were
stained either using Atto 550 dye or PCA Star 635P, while vRNAs were stained
twice each to increase robustness of later image analysis.
The resulting images and overlays are depicted in Fig. 10. For the first time,
a mapping of abundance and localization of IAV viral RNA in cells has been
accomplished. Unusual for FISH, but expected for IAV infections, the cells were
densely filled with viral RNA molecules so that high numbers of spots could be
seen. All of the cells were infected with A/Panama, which was expected at an MOI
of 5.
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Figure 10 – Confocal microscopy of A/Panama infected A549 cells 10 h
p.i. and stained for viral vRNA and mRNA. A549 cells were infected with
A/Panama at an MOI of 5 and fixated, permeabilized, DAPI treated and subjected
to antibody staining of NP. Subsequently, MuSeq-FISH was conducted, staining all
vRNAs and mRNAs. vRNA staining was conducted both using ATTO 550 coupled
probe sets as well as PCA Star 635P coupled probe sets (upper two rows). Large
numbers of vRNA spots were observed, highly colocalizing among all segments but
with a certain cell-to-cell variability visible in the overlay image. Stainings using the
second fluorophore validated the results and were in close agreement with the other
channel. vRNA localization was mainly cytosolic. mRNA stainings (lower row) were
diverse, with PB2, PB1, PA, and to a lesser degree NA showing a predominantly
nuclear localization while the other segments were found in both compartments or
mainly in the cytosol. Scale bars 10 µm.
All mRNA species except for M2 and NS2 were probed and all of them could be
visualized. Signal strength was much weaker compared to vRNA stainings and –
while points were still discernible – generally showed a diffuse pattern. We found a
primarily – almost exclusive – nuclear localization of the three mRNA segments
that encode for the RdRp: PB2, PB1 and PA. The other mRNA species were
found both in nucleus and cytosol, while NS1 mRNA seemed to be highly enriched
in the cytoplasm.
The vRNA signal was consistently brighter compared to mRNA and shows high
degrees of colocalization even when assessed by eyesight. Localization patterns
were highly similar across different vRNA segments and cytosolic localization
seemed to be preferred.
Both mRNA and especially vRNA stainings exhibited a certain preference
for one or more segments in any given cell, which resulted in slightly tinted
instead of white colored overlay images (where white indicates high colocalization).
Depending on the cell of interest, different such colorings were found.
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3.3 Image analysis and deciphering the genome
assembly process
Building on the data acquired in the experiments outlined before, digitalization
of the data and computer-aided combinatorial analysis were the next steps. This
section describes the development and characterization of a colocalization workflow
built around a custom-written R script that is capable of colocalization analysis
with highly multiplexed data.
3.3.1 Development of an image analysis workflow to assess
colocalization
Images were registered using an ImageJ plugin and MetaMorph. Subsequently,
spot detection was performed using FISH-quant. Cell outlines were painted and
nuclei were marked so that detected spots could be assigned to a specific cell and to
nuclear or cytoplasmic origin. FISH-quant is by itself not capable of multiplexing
or colocalization analysis (see methods section), so that all downstream analysis
was coded in R.
A script was developed that basically reads in multiplexed data and as-
signs spot from various detections to the segments that were stained. Close
proximity of spots to each other was treated as colocalization and interaction, and
such spots would then be assigned to a common MSC identifier. Outputs of the
analysis were generated as plots using the ggplot2 package or as Excel sheets using
the xlsx package.
Using the computational power of the colocalization script, a total of 480
image stacks from an extensive MuSeq-FISH experiment of A/Panama were
processed. Using only 69 cells which were evenly illuminated and were of normal
shape and appearance, about 385 000 spots were loaded into the colocalization
analysis. A total of about 98 000 MSCs, containing one to eight segments resulted
from this, the details of which will be shown below.
3.3.2 Spot detection measures
For a first assessment of the colocalization quality, a quantitative measure for this
was sought. Any artifacts that would arise form sub-optimal image registration
should result in slightly displaced spots of one or more imaging channels (corre-
sponding to IAV segments) to the rest of the data. Thus, the center of mass for
each MSC was calculated, see equation below, where N is the number of segments
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in the MSC and the index k runs over all segments in the MSC. Y-coordinates were
caluclated accordingly, while z-coordinates of spots were omitted for the purpose
of this analysis.







Using the center of mass for each MSC, the distance of each spot as well as its 2D
angle towards it could be calculated and then plotted in a histogram, as shown in
Fig. 11 (analysis of an exemplary microscopy position). Most segments showed a
distribution with a marked peak relatively close to the center of mass (25-60 nm
distance), with a shoulder towards higher distances up to 250 nm. Segments with
a certain offset stemming from sub-optimal registration showed less clear peaks
and a distribution shifted towards higher distances. The same holds true for angles
towards the center of mass – assuming random organization of spots within an MSC
all angles should be populated equally. A strong deviance from this again served as
an indication of an offset to the other microscopy channels. All in all, even though
one or more segments frequently showed signs of sub-optimal registration, distances
were still within the cylinder volume that allowed colocalization to be detected.
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Figure 11 – Spot detection measures of analyzed images. All found MSCs
for spots detected in A/Panama were analyzed to find their center of mass (centroid)
in x and y directions. Then, distributions of distances (left) and angles (right) of
spots to this centroid were calculated for each segment. High distances and uneven
distributions of angles indicated sub-optimal image registration and a bias towards a
certain shift of all spots of this segment in comparison to the other segments. Here,
segment 5 (NP) showed the least optimal registration as its distribution was shifted
towards higher distances. However, all spots still lay well within the colocalization
radius of 300 nm so that no colocalizing spots were lost in the analysis.
3.3.3 Patterns of recognized MSCs
All spots in the resulting data set are still present with their 3D coordinates and
cell and nucleus/cytoplasm identifiers. An exemplary data set of a single image
position, with nuclear spots excluded, is shown in Fig. 12. As already noted in
Fig. 10, the spot density is very high and spots seem to be dispersed all over the
cytoplasm. In this representation, it looks like there would be a decrease in spot
density towards the edges of cells, however this is mainly due to smaller height
(and therefore less volume to contain spots) at the outskirts of cells. However, in
several cases increased densities were found at a hotspot structure close to the
nuclear membrane which might likely correspond to the microtubule organizing
center (MTOC).
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Figure 12 – Single cell spot clouds recognized by image analysis. A typical
imaging position as seen in its digital representation as spot clouds. A total of 6
cells were imaged for this position and cell outlines were drawn to identify each
cell (marked by color). Nuclei were also marked and then excluded for the analysis.
Dividing cells (pink) were treated as one cell due to the shared cytosol. Opaqueness of
the signal corresponds with colocalization rank (the number of segments in an MSC)
of the detected MSCs, so that transparent spots represent MSCs of low colocalization
rank. When taking into account that cells are thicker near their nuclei, no obvious
patterns of highly colocalized MSCs were observed. Scale bar 10 µm.
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3.3.4 Cell-to-cell variability of vRNA abundances
Next, we investigated segment detections at single cell level. We initially expected
segment abundancies to be roughly equimolar as this would be the most energy-
efficient way of producing a segmented genome that in the end needs to be present
in equal amounts. However, we found that in many cases cells varied significantly
from such a distribution (Fig. 13). Shares of individual segments were in a range of
about 3-20% of total segment counts of cells, with a few cells exhibiting markedly
higher shares of segments 2 and 7, corresponding to PB1 and M genes of IAV.
However, the mean values (corresponding to a bulk view of the data) of all segments
are in a range of 11-14% of total segment count per cell, which matches with an
expected value of 12.5% at an equimolar distribution.
Figure 13 – Cell-to-cell variability of vRNA abundances in A/Panama-
infected A549 cells 10 h.p.i. All detected vRNA spots of selected cells were
the basis of this representation. (A) Jitter plot showing the variation of genomic
content distribution among different cells; each spot corresponds to the share of one
segment of the total genome content of the given cell, boxes show the median (thick
line) and upper and lower quartile of each data set. The expected average value for
equimolar distribution would be 12.5%. Data are highly variable, but median values
more or less represent equal expression in bulk. (B) Cells are listed on y-axis and
their genomic content is represented by the share of the bar along the x-axis. Most
cells showed expression of segments in a more or less even distribution, but some
exceptions were observed.
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3.3.5 Distribution of MSC ranks
We were also interested in the distribution of MSC ranks, i.e. the amount of
segments within an MSC. This question was of major interest to assess whether
genome packaging can be followed using such colocalization data – if the vast
majority of MSCs was fully packed, no dynamics would be observed.
Colocalization analysis revealed that colocalization ranks of detected MSCs show a
U-shaped distribution for A/Panama at 10 h p.i. For the 69 selected cells, about
385 000 points were assigned to MSCs and then binned for their respective MSC
ranks (Fig. 14). There was a certain share of completely unpackaged monomeric
vRNA segments, to be seen towards the left of the figure. MSCs of intermediate
rank, corresponding to genome bundles that started to condensate but did not
(yet) finish this process, are also present but seem to play a minor role. Finally,
towards the right of the distribution, numbers rise again for completely or almost
completely bundled MSCs.
Figure 14 – Histogram of MSCs detected for A/Panama, grouped by
their colocalization rank. Bars represent the number of MSCs detected among
all selected cells. Monomers constitute the highest fraction, directly followed by
completely packaged MSCs of rank 8. All in all, a U-shaped distribution emerged
which cannot be explained by random colocalization.
CHAPTER 3. RESULTS 74
3.3.6 Segment availability in MSCs of specific ranks
To find out more about the importance of individual vRNPs within the packaging
process, different approaches were followed. One rather basic approach is to
analyze the MSCs of a certain rank, as shown in Fig. 15, and look deeper into
their genomic content. In a very easy bundling hierarchy, it could be possible that
some segments are forbidden in a sterical or other way, or that other segments
might be mandatory for the condensation process. Such segments should be highly
over- or underrepresented in MSCs of low or high ranks, respectively. Our analysis
showed the probability to find a certain segment in MSCs of ranks 1-8, together
with a dashed line representing the probabilities in the case of equal chances of
incorporation at any stage. Spots from all selected cells were included. It can be seen
that most segments follow this line very closely, indicating that this comparatively
easy analysis did not shed further light on the question which segments might act
as condensation points. The only exceptions from this rule are segments 2 (PB1)
and 8 (NS), where PB1 progressed with a preference for incorporation at early
stages and NS showed a contrary preference for late incorporation.
Figure 15 – MSC inclusion probability of A/Panama segments in depen-
dence of the complex rank. For all detected MSCs in the A/Panama dataset,
probabilities to find a certain segment (facets) in dependence of the complex rank
(x-axis) were plotted. The dashed grey line represents the expected value when
segment into MSC incorporation probability does not depend on the rank of the
existing MSC. Most segments followed this expected line very closely, with the
exception of PB1, which was preferred for early MSC incorporation and NS which
was less likely to be incorporated into small MSCs.
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3.3.7 Network representations of combinatorial data
Next, we followed a network approach to go into more detail of MSC compositions.
MuSeq-FISH, contrary to other methods, allows access to full information about
the content of such MSCs and reconstruction of a complete genome packaging
network. Such a packaging network consists of vertices and edges, where all
potential combinations of segments (i.e., the possible MSCs) populate the vertices
and condensation reactions between them represent the edges of this graph. To
simplify the network and to incorporate known and suspected facts from the
literature, a number of assumptions were taken.
• MSCs are only allowed to contain one copy of each segment and the order of
segments is irrelevant, i.e. combinations are permutation-insensitive
• Only condensation reactions are allowed, no dissociations
• The order of condensation reactions was restricted to monomeric additions
in most cases, except for the iterative simulation where all potential reaction
orders with MSCs up to rank 4 were explored
Based on these assumptions, the reaction network consists of 255 vertices and
follows a "diamond-shape". Low and high ranks comprise comparatively few
potential combinations, whereas rank 4 shows maximal differentiation with 70
potential combinations. Connecting these vertices, 1016 to 3025 edges exist
depending on the order of reactions allowed: higher order reactions add to lower
order reactions so that the complexity of the network increases.
The experimental data was incorporated into the framework of the net-
work. For vertices, the data is directly accessible from the microscopy data –
the values correspond to the number of MSCs that were observed for the given
combination. However, edges represent kinetics, which are not immediately
extractable from data acquired in fixated cells, i.e. in a frozen state. This issue was
addressed by conditional probability modelling (see below), but for the purpose of
network generation a simple proxy was implemented to calculate edge data:
Weight(edge) = norm. weight(vertex 1) ∗ norm. weight(vertex 2) (3.2)
Following this approach, network graphs were generated to easily visualize the
vast amount of data (Fig. 16). Here, the order of reactions was restricted to one
(corresponding to reactions in which one of the two educts is strictly monomeric) to
retain visual clearness of the output graph. Both vertices and edges are heat-map
color-coded and normalized within each rank, so that red coloring corresponds
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to vertices and edges which are most elevated within a given rank. All circles
corresponding to vertices from a certain MSC rank were grouped together, so that
eight such groups are formed (with the last "group" being composed of the single
octameric fully bundled genome complex).
Such networks give comparatively easy insights into very complex and multidimen-
sional data. As expected, the highest number of important vertices and edges is
found towards the "wide" side of the network at intermediate MSC ranks. Options
for reactions are highest in this regime. Towards the sides of the network, at low
and high MSC ranks, the picture becomes clearer and specific vertices and edges
are of elevated levels.
A notion of importance might be that several important vertices from dif-
ferent MSC ranks are not randomly dispersed, but instead connected to each
other in biologically meaningful ways, such that monomeric additions of segments
link highly elevated combinations. In fact, such pathways can almost fully be
tracked throughout the system – they appear singular towards the beginning and
end of the condensation process and become more redundant and splitted in the
intermediate MSC rank regime.
Such observations become more obvious when switching to the single cell
level. The first graph is a convolution of data gathered from the complete data set
of 69 cells and therefore contains high counts, increasing significance. However,
the data was acquired with single cell resolution, and the same networks can be
examined for such single cells. While vertices are less populated and the amount
of noise and uncertainty increases in these situations, we found that single cell
networks looked consistently more "tidy", with one prominent "pathway" as a very
obvious feature emerging. However, it is important to note that vertices within
such prominent "pathways" are only partially conserved, so that some combinations
seemed to play an important role in all settings while other combinations were of
importance only in a subset of cells or singular examples. Two such exemplary
cells are depicted in the lower part of Fig. 16.
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Figure 16 – The complete packaging network of A/Panama. Abundances of
all combinations found in the detected MSCs were put into a network representation
of IAV genome packaging. The network consists of 255 states, i.e. the possible
combinations, which are represented as circles. They are grouped by MSC rank,
starting with the 8 monomeric segments on the left and ending with a single circle of
the fully packaged MSC of rank 8 on the right. 1016 monomeric addition reactions
exist between them and are represented by lines connecting the circles. Both
combinations and lines are heat-map color coded so that bright red indicates the
combination of high abundance within a given MSC rank (high weight). Reaction
weights were calculated by multiplying the weights of the adjacent combinations.
(A) Packaging network for all A/Panama data. A crowded impression is given,
although there are only a few bright red connections on each MSC rank. These
connections also usually form a more or less continuous pathway from ranks 1 to 8,
with possible redundant side-tracks along the way. (B) and (C) Packaging networks
for two individual cells. Both are less crowded than the overall bulk data, indicating
that for a given environment in a single cell, a certain pathway of packaging is highly
preferred over alternative routes.
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3.3.8 Iterative simulation of a random-packaging hypothe-
sis
Interpretation of network graphics is somewhat tampered by the fact that certain
segments show higher abundance overall than others. Preferred combinations
among MSCs of higher ranks indeed often contained segments of high monomeric
abundance. To investigate whether the observed network structure solely stems
from different starting conditions (i.e. abundances of the monomeric segments), a
simulation was set up to emulate generation of a network starting from monomers.
Such a simulation will essentially try to mimic IAV genome bundling following
given assumptions.
The simulation was shaped in a way so that it would resemble completely
non-specific, or random, genome bundling. In such a situation, all edges would
be "weighted" in the same way and all share the same k-value of exactly 1. So
the factor driving a network angled towards specific combinations would be solely
different starting conditions as we found when looking at the monomeric segments
in the data. Implementation of the simulation was done in R, partly making use
of the igraph package. The network was initialized by setting the monomeric
MSC vertices to values equal to the total abundance found for a certain segment
throughout all MSCs, because this represents the actual mass contributed by this
segment. Now, in an iterative manner, reactions took place that resulted in mass
flow from combinations of lower rank to such of higher rank, solely governed by
the rules of mass action. In this case, the assumption of monomeric additions was
given up, or at least extended: separate simulations were conducted for reaction
orders up to one, two, three and four (four being the highest reaction order
conceivable for this given system). In fact, this restriction had almost no effect on
the outcome, so that the data shown here is for the least restricted simulation
with all reactions allowed. The simulation was run for 107 iterations and after
completion, the state with the highest cross-correlation of network values to the
microscopy data as a reference network was chosen for further analysis. This
meant that the simulated data was as close to the observed situation as possible,
given the assumptions stated above and also assuming that reaction preferences
are solely determined by mass action.
The resulting network distributions are shown in overlay with the microscopy
(reference) network distributions in Fig. 17. Each MSC rank is listed as a separate
facet, and all potential combinations of the respective rank are shown, ordered
by combination abundance in the reference dataset. To a varying extent, for all
MSC ranks the reference dataset shows much higher variability compared to the
simulated dataset. Simulated combinations within one MSC rank differ by about a
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factor of 2, while the reference dataset shows variation up to a factor of 20. This
indicates that an iterative model assuming random packaging, solely governed by
kinetics of mass action, is not able to reproduce the observed data.
Figure 17 – Abundances of all observed and simulated segment combina-
tions for A/Panama shown by MSC rank. Each possible segment combination
is depicted by overlaid bars (red = observed data, blue = simulated data) and
grouped by MSC rank. Combinations are sorted left to right by abundance as
seen in observed (microscopy) data. Simulated data stems from the iterative model
assuming reactions governed by mass action (i.e. all k-values = 1). Most abundant
combinations within each MSC rank are named. Observed data was found to be
of higher variance compared to the simulated dataset, implicating non-random or
specific packaging, applicable to all MSC ranks. Segments 2 and 4 seemed to play a
dominating role as confirmed by their appearance in many upregulated combinations.
The deviation between observed data and the simulated distribution was present
at all MSC ranks, but most pronounced at ranks 2, 3, 6 and 7, which might hint
at more restricted packaging at these condensation steps and more redundant
packaging at MSC ranks 4 and 5.
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3.4 Conditional probability modelling to esti-
mate k-values in the assembly process
All previous visualizations were essentially composed of static data and only
indirectly inferred kinetics of the condensation reactions. To further address this
issue, conditional probability modelling was designed. The model was implemented
in Matlab and split up the complete network into sub-parts of two adjacent MSC
rank groups, respectively. Step by step, the complete network was covered with the
exception of MSC rank 8 which could not be processed due to technical limitations
in the model. Using the abundances of all possible combinations on each MSC rank
group, the model fitted variable reaction constants (k-values) for each reaction
to achieve the best fit matching our experimental FISH data. Single cells were
treated as different training conditions, assuming that each cell uses part, but not
necessarily the complete solution space for packaging in terms of actual mass flow.
However, k-values should be constant among all cells as we assume that these are
specific, at least for a given combination of viral strain and host cell line.
A best fit was achieved and resulted in a set of k-values for all monomeric reactions.
Once this dataset was available, it was also possible to follow the network along
the most preferred reactions (i.e. the ones with the highest k-value within this
MSC rank group). Doing this, an overlay representation of the best 10 paths
through the network was plotted. Both the k-values (color-coded in heat map
coloring) and these paths are depicted in Fig. 18. The distribution of k-values
was of approximate Gaussian shape (data not shown), so that a wide range of
condensation reactions should be hypothetically possible, with a subset of those
indicating higher preferences. The representation of the best paths was surprising
in a way that these paths did not necessarily overlap with the ones that were
indicated by the standard network representation. Some of the bright red states
were included in these paths, especially in the early stages of genome bundling,
but others were omitted. Of course, it has to be kept in mind that this view
intentionally tries to simulate an environment where segment availability does not
play a role for packaging, i.e. a cell with equal supplies for all segments. This was
almost never the case for the cells we investigated, as shown above (Fig. 13).
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Figure 18 – Network representation of fitted k-values and best packaging
paths for A/Panama based on conditional probability modelling. Network
graphs are identical to Fig. 16, however coloring of monomeric addition reactions was
based on results from conditional probability modelling here. Basically, modelling
removed the bias of segment availability to identify underlying k-values despite the
static nature of the data. (A) Reactions are heat-map color coded to represent the
relative size of reactions’ k-values within one transition from one MSC rank to the
next (red is strongest, orange intermediate and blue lowest). A distribution of a
large range of k-values over the whole spectrum was observed, indicating that no
single set of clearly preferred reaction pathways exists. (B) 10 best paths in terms
of highest k-values were plotted in bold black lines in the network. A limited, yet
redundant set of possible reactions emerged. These pathways are not necessarily
overlapping with highly abundant combinations (bright red circles).
3.5 Supportive qRT-PCR analysis over the time
course of infection
The data obtained from the FISH experiments and analysis described above were
complemented by a dataset based on quantitative real-time PCR (qRT-PCR) over
the time course (4-12 h) of infection of IAV strain A/Panama in A549 cells at
an MOI of 5 (see Fig. 19). All experiments were conducted by bachelor student
Kalle Jongen (AG Molecular Biophysics, HU Berlin, Germany). Data analysis
was performed by Kalle Jongen with advice and scripting by Fabian Jolmes (AG
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Molecular Biophysics, HU Berlin, Germany) [79].
To generate the data, A549 cells were infected with A/Panama virus and
after the respective times of infection subjected to RNA extraction. This
RNA was then subjected to specific reverse transcription into DNA, dilutions
of which served as samples for the actual qRT-PCR experiments. Primers
were designed by Ivan Haralampiev and targeted specific parts of vRNA
and mRNA sequence of all IAV segments. Standard curves were obtained
using pHW2000-based plasmids carrying the sequence of one A/Panama
segment each, which were provided by the group of Thorsten Wolff, RKI
Berlin. Biological triplicates were used in all experiments and each triplicate
was measured three times in qRT-PCR, thereby also generating technical triplicates.
The vRNA of all segments was found to be monotonously increasing in
abundance over the time course of infection. The general trend was very similar
across all of them, even though segments 3 (coding for PA), 5 (coding for NP) and
2 (coding for PB1) showed elevated levels compared to the other segments.
Levels for all mRNA species were constantly higher compared to the re-
spective vRNA species, except for segment 3 where vRNA was more abundant.
The mRNAs of the RdRp subunits showed lower abundance in comparison to the
other segments, which matched the observation during FISH measurements that
those mRNAs were predominantly found within the nucleus. Most segments show
increasing mRNA content until 10 h p.i. and a decline towards the last measured
time point at 12 h p.i. Results of the RT-PCR experiments have been described in
detail in the bachelor thesis of Kalle Jongen.
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Figure 19 – qRT-PCR measurements of A/Panama vRNA and mRNA
abundances over the time course of infection. A549 cells were infected with
A/Panama at an MOI of 5 for different time spans. Total RNA was extracted,
followed by reverse transcription into DNA using either vRNA- or mRNA-specific
primers. RNA content was then measured using qRT-PCR, where pHW2000 plasmids
of all segments served as standard curves. Experiments were conducted with three
biological and three technical replicates each. Abundances of mRNA (black) and
vRNA (red) over a time course of 4 to 12 h p.i. are shown. mRNA expression was
higher than vRNA expression except for segment 3 (PA). All curves show growth
over time, except for a decrease from 10 to 12 h p.i. of HA, NP, NA, M1 and NS1
mRNAs. Error bars represent standard error of the mean.
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3.6 Comparison of the acquired data with reas-
sortant strains of A/Panama and A/Mallard
Besides the A/Panama studies, we extended our analysis to other viral strains
to investigate the question of genome packaging conservation during evolution.
Namely, we used the avian IAV strain A/Mallard (H3N2) and three reassortant
viruses composed of segments both from A/Panama and A/Mallard. A reassortant
virus containing segments 1-6 and 8 originating from A/Panama and segment 7
(coding for the M1 and M2 proteins) originating from A/Mallard was named Pan-M;
another virus with essentially the A/Panama genome but segment 8 (coding for the
NS1 and NS2 proteins) from A/Mallard was named Pan-NS. Additionally, a double
reassortant virus with segments 1-6 from A/Panama and 7 and 8 from A/Mallard,
named Pan-NSM, was measured. Fig. 20 gives an overview of names and genomic
composition of the five viral strains that were used in this work.
Figure 20 – Overview of the viral strains used in this study. In total, 5 viral
strains were used in the work presented here. A/Panama (left) is a human H3N2 virus,
A/Mallard (right) is an avian H3N2 virus. A/Pan-M, A/Pan-NS and A/Pan-NSM
are reassortant viruses containing A/Mallard genome segments in the environment
of A/Panama. The replaced segments are 7 for A/Pan-M, 8 for A/Pan-NS and 7+8
for A/Pan-NSM. Genomic segments originating from A/Panama are marked in blue
in this representation, segments originating from A/Mallard are marked in red.
Microscopy and subsequent analysis for all viral strains was performed exactly as
described above for A/Panama. However, different probe sets had to be used for
vRNA and mRNA stainings of A/Mallard due to lack of conservation in the genomic
sequences of the two viral strains. In the case of Pan-M, Pan-NS and Pan-NSM a
mixture of the probe sets designed for A/Panama and A/Mallard was used, so that
the probes used were corresponding to the parental strain for the segment of interest.
FISH stainings for A/Mallard and all reassortant strains were performed
using redundant double stainings of vRNA with both fluorophores ATTO 550 and
PCA Star 635P and single stainings of mRNA using a mixture of the fluorophores.
However, only ATTO 550 stainings of vRNA were used in further colocalization
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analysis due to inferior performance of some A/Mallard specific probe sets coupled
to PCA Star 635P.
qRT-PCR was conducted to yield information about abundances of vRNA
and mRNA during the time course of infection and was performed as described for
A/Panama. The measurements were restricted to segments 5 (NP), 7 (M) and
8 (NS) due to availability of plasmids serving as standard curves. All RT-PCR
experiments described in this part were conducted by Vanessa Körner (AG
Molecular Biophysics, HU Berlin, Germany) [86].
3.6.1 A/Mallard
For the avian virus A/Mallard (H3N2), three independent experiments were con-
ducted from which 54 evenly illuminated cells of normal appearance were selected
for spot analysis. About 200 000 spots were detected in total, which could be
colocalized into 85 000 MSCs.
Mapping all viral RNA species in A/Mallard
As for A/Panama, we were able to successfully stain all viral vRNA and mRNA using
our MuSeq-FISH approach (Fig. 21. The probe set for A/Mallard was therefore
validated. Similar to our previous results, we again saw spot-like structures for both
RNA species distributed throughout the cells, but with a preference for cytosolic
localization in case of vRNA. In the case of mRNA, the polymerase segments PB2,
PB1 and PA, and to a lesser extent NA showed high abundance in the nucleus,
although this effect was attenuated compared to A/Panama and cytosolic spots
appeared for all of them as well. We also noted a certain tendency for large and
bright areas larger than the usual spot size which occurred preferentially in some
stainings and in certain parts of cells, most notably in close proximity of the nucleus
which likely represented the MTOC.
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Figure 21 – Confocal microscopy of A/Mallard infected A549 cells 10 h
p.i. and stained for viral vRNA and mRNA. A549 cells were infected with
A/Mallard at an MOI of 5 and fixated, permeabilized, DAPI treated and subjected
to antibody staining of NP. Subsequently, MuSeq-FISH was conducted, staining all
vRNAs and mRNAs. vRNA staining was conducted using ATTO 550 coupled probe
sets (upper row). Large numbers of vRNA spots were observed, highly colocalizing
among all segments but with a certain cell-to-cell variability visible in the overlay
image. mRNA stainings (lower row) were diverse, with PB2, PB1, PA, and to a lesser
degree NA showing a predominantly nuclear localization while the other segments
were found in both compartments or mainly in the cytosol. Scale bar 10 µm.
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Cell-to-cell variability of vRNA abundances
In the case of A/Mallard, the cell-to-cell variability of vRNA abundance turned out
to be higher compared to A/Panama (see Fig. 22, compare Fig. 13). Segments 2
and 7 were attenuated in most cells, while segments 4, 5 and 8 were highly expressed.
However, variance of the data was also higher compared with A/Panama, to a
point where some cells expressed no or nearly no copies of a certain segment. A
small number of cells was dominated by expression of one segment, comprising up
to 40% of all spots in such cases.
Figure 22 – Cell-to-cell variability of vRNA abundances in A/Mallard-
infected A549 cells 10 h.p.i. All detected vRNA spots of selected cells were the
basis of this representation. (A) Jitter plot showing the variation of genomic content
distribution among different cells; each spot corresponds to the share of one segment
of the total genome content of the given cell, boxes show the median (thick line) and
upper and lower quartile of each data set. The expected average value for equimolar
distribution would be 12.5%. Data are highly variable, but median values more
or less represent equal expression in bulk. However, outlier cells are present and
in general, segments 4, 5 and 8 are upregulated while segments 2 and 7 are less
expressed. (B) Cells are listed on y-axis and their genomic content is represented by
the share of the bar along the x-axis. Some cells showed expression of segments in a
more or less even distribution, but others showed irregular expression, dominated by
only one or two segments.
Distribution of MSC ranks
We also analyzed overall colocalization for the microscopy data of A/Mallard (see
Fig. 23). Similar to the results of A/Panama, the monomeric spots for which no
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colocalization was detected constituted the largest fraction. However, in contrast
to the U-shaped distribution observed for A/Panama, A/Mallard exhibited a
distribution resembling an exponential decay. Colocalization was less present and
no preference for completely packaged genome bundles was observed.
Figure 23 – Histogram of MSCs detected for A/Mallard, grouped by their
colocalization rank. Bars represent the number of MSCs detected among all cells
with a certain rank. Monomers constitute the highest fraction, and numbers decline
towards higher ranks in a fashion resembling exponential decay. Values do not
necessarily prove specific packaging, but imply much stronger colocalization than
expected from random distribution.
Network representations of combinatorial data
Network analysis was performed as described in detail for A/Panama (Fig. 24).
Again, the network graph for all cells looked rather crowded, with many connec-
tions of intermediate strength visible and some strong paths discernible. Strong
connections tended to be in complete graphs, however many side-paths and a high
CHAPTER 3. RESULTS 90
degree of overall redundancy was detected. Graphs for two exemplary single cells
looked less crowded, but still a multitude of paths seemed to play a role, more than
what we saw for A/Panama.
Figure 24 – The complete packaging network of A/Mallard. Abundances of
all combinations found in the detected MSCs were put into a network representation
of IAV genome packaging. The network consists of 255 states, i.e. the possible com-
binations, which are represented as circles. They are grouped by MSC rank, starting
with the 8 monomeric segments on the left and ending with a single circle of the
fully packaged MSC of rank 8 on the right. 1016 monomeric addition reactions exist
between them and are represented by lines connecting the circles. Both combinations
and lines are heat-map color coded so that bright red indicates the combination of
highest abundance within a given MSC rank (high weight). Reaction weights were
calculated by multiplying the weights of the adjacent combinations. (A) Packaging
network for all A/Mallard data. A highly crowded impression is given, with many
bright connections between all MSC ranks. However, some of these connections also
form a more or less continuous pathway from ranks 1 to 8, with possible redundant
side-tracks along the way. (B) and (C) Packaging networks for two individual cells.
Both look less crowded, indicating that for a given environment in a single cell, certain
pathways of packaging are preferred over alternative routes.
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Iterative simulation of a random-packaging hypothesis
Again, we performed our iterative simulation to test against pure random packaging,
depicted in Fig. 25. While the distribution of observed combinations was more
homogenous compared to A/Panama, and simulated distributions showed increased
variance caused by stronger segment availability bias in single cells, we still observed
that experimental and simulated data showed different distributions among most
MSC ranks, most notably 4 and 5. For other MSC ranks, e.g. 2 and 7, no clear
distinction to the simulation was visible so that we could not prove that specific
packaging plays a role at these steps in the packaging process. All in all, in the case
of A/Mallard, segment availability seemed to be a major determinant of the order
of condensation reactions, which might outshine underlying packaging preferences.
Figure 25 – Abundances of all observed and simulated segment combina-
tions for A/Mallard shown by MSC rank. Each possible segment combination
is depicted by overlaid bars (red = observed data, blue = simulated data) and
grouped by MSC rank. Combinations are sorted left to right by abundance as seen in
observed (microscopy) data. Simulated data stems from the iterative model assuming
reactions governed by mass action (i.e. all k-values = 1). Most abundant combina-
tions within each MSC rank are named. Observed data was found to be of higher
variance compared to the simulated dataset, implicating non-random or specific
packaging, applicable at least for MSC ranks 3-5. However, differences are much
smaller compared to A/Panama. Segments 4 and 8 seemed to play a dominating
role as confirmed by their appearance in many upregulated combinations.
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Conditional probability modelling
Conditional probability modelling to fit k-values to the monomeric addition reaction
was performed as described for A/Panama. Again, the fit itself was not very
concise, rather suggesting that a broad range of reactions are hypothetically
possible (Fig. 26). However, selection of the 10 best paths in terms of k-values was
markedly different from the situation in A/Panama and moreover showed a single
preferred pathway up to MSC rank 4. In later condensation steps, two parallel, yet
interconnected pathways emerged.
Figure 26 – Network representation of fitted k-values and best packaging
paths for A/Mallard based on conditional probability modelling. Network
graphs are identical to Fig. 24, however coloring of monomeric addition reactions was
based on results from conditional probability modelling here. Basically, modelling
removed the bias of segment availability to identify underlying k-values despite the
static nature of the data. (A) Reactions are heat-map color coded to represent the
relative size of reactions’ k-values within one transition from one MSC rank to the
next (red is strongest, orange intermediate and blue lowest). A distribution of a
large range of k-values over the whole spectrum was observed, indicating that no
single set of clearly preferred reaction pathways exists. (B) 10 best paths in terms
of highest k-values were plotted in bold black lines in the network. A limited, yet
redundant set of possible reactions emerged. These pathways are not necessarily
overlapping with highly abundant combinations (bright red circles).
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qRT-PCR data
qRT-PCR data of vRNA as well as mRNA abundances was obtained as described
above (see Fig. 27). Copy numbers were strongly reduced compared to A/Panama.
mRNA was consistently more abundant than the respective vRNA counterpart,
however the difference of the two species was less pronounced than in A/Panama.
Curves show a roughly linear increase in abundance apart from a stronger increase
in M vRNA and a plateau phase for NS1 and NS2 mRNAs.
Figure 27 – qRT-PCR measurements of A/Mallard vRNA and mRNA
expression over the time course of infection. A549 cells were infected with
A/Mallard at an MOI of 5 for different time spans. Total RNA was extracted, followed
by reverse transcription into DNA using either vRNA- or mRNA-specific primers.
RNA content was then measured using qRT-PCR, where pHW2000 plasmids of all
segments served as standard curves. Availability of such plasmids limited analysis
to the segments shown here. Experiments were conducted with three biological and
three technical replicates each. Abundances of mRNA (black) and vRNA (red) over
a time course of 4 to 12 h p.i. are shown. mRNA expression was higher than vRNA
in all cases. All curves show growth over time, except for a saturation level from 8 to
10 h p.i. for NS1 and NS2 mRNAs. Error bars represent standard error of the mean.
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3.6.2 A/Pan-M
Mapping all viral RNA species in A/Pan-M
First, A549 cells were infected with the reassortant virus A/Pan-M at an MOI of 5
and infection was allowed to proceed for 10 h. After fixation and permeabilization,
MuSeq-FISH was conducted, basically using the probe sets designed for A/Panama
with the exception of vRNA and mRNA of segment 7, where the A/Mallard probe
set was used.
MuSeq-FISH yielded successful stainings of all viral RNAs (Fig. 28). We
observed strong vRNA signals and weaker mRNA signals overall. vRNA was
almost not present in the nuclei and PB2 was strongly expressed in all cells, which
is also reflected by the coloring of the overlay image. On the mRNA side, there was
a strong tendency for the RdRp coding segments (1-3) to be localized in the nuclei
of cells, while this could be seen much less for NA, a segment that showed similar
behavior in some other viral strains. The other mRNAs were predominantly found
in the cytosol.
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Figure 28 – Confocal microscopy of A/Pan-M infected A549 cells 10 h
p.i. and stained for viral vRNA and mRNA. A549 cells were infected with
A/Pan-M at an MOI of 5 and fixated, permeabilized, DAPI treated and subjected
to antibody staining of NP. Subsequently, MuSeq-FISH was conducted, staining all
vRNAs and mRNAs. vRNA staining was conducted using ATTO 550 coupled probe
sets (upper row). Large numbers of vRNA spots were observed, highly colocalizing
among all segments with no apparent cell-to-cell variability visible in the overlay
image. mRNA stainings (lower row) were diverse, with PB2, PB1, PA, and to a lesser
degree NA showing a predominantly nuclear localization while the other segments
were found in both compartments or mainly in the cytosol. Scale bar 10 µm.
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Cell-to-cell variability
For A/Pan-M, the variability of vRNA segments within single cells was found to
be dominated by strong expression of PB2 (see Fig. 29), which in one exceptional
case comprised almost the complete genomic content. Even when ignoring this
extreme cell, a high number of cells contained high amounts (15-65%) of PB2. In
contrast, segments 2, 3, 4 and 7 were found to be consistently underrepresented.
The remaining segments were produced in roughly the expected amounts (one
eighth of total genomic content). Notably, facet B in the figure also indicates that
PB2 and NP are mostly high expressed when the other is of lower expression and
vice-versa.
Figure 29 – Cell-to-cell variability of vRNA abundances in A/PanM-
infected A549 cells 10 h.p.i. All detected vRNA spots of selected cells were
the basis of this representation. (A) Jitter plot showing the variation of genomic
content distribution among different cells; each spot corresponds to the share of one
segment of the total genome content of the given cell, boxes show the median (thick
line) and upper and lower quartile of each data set. The expected average value for
equimolar distribution would be 12.5%. Data are highly variable, with segment 1
highly expressed and segments 5 and 6 also showing higher than average expression.
Segments 2, 3 4 and 7 were less abundant. Outlier cells were present as well. (B)
Cells are listed on y-axis and their genomic content is represented by the share of
the bar along the x-axis. Some cells showed expression of segments in a more or less
even distribution, but most showed irregular expression, dominated by only one or
two segments.
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Distribution of MSC ranks
Colocalization analysis of A/Pan-M data was performed as described above and is
presented in Fig. 30. Monomers constituted the largest fraction, while the size of the
other fractions steadily declined with increasing MSC rank. The distribution was
roughly similar to exponential decay. Compared to the parental strains A/Panama
and A/Mallard, the data resembled those acquired for A/Mallard. However,
packaging efficiency seemed to be higher in the case of A/Pan-M as the ratio of
completely packaged MSCs of rank 8 to monomeric spots doubled compared to
A/Mallard.
Figure 30 – Histogram of MSCs detected for A/Pan-M, grouped by their
colocalization rank. Bars represent the number of MSCs detected among all cells
with a certain rank. Monomers constitute the highest fraction, and numbers decline
towards higher ranks in a fashion resembling exponential decay. Values do not
necessarily prove specific packaging, but imply much stronger colocalization than
expected from random distribution. In comparison to A/Mallard with a similar
distribution, the ratio of completely packaged MSCs of rank 8 to the fraction of
monomers is higher.
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Network representations of combinatorial data
When plotting A/Pan-M data in a network graph, a comparatively easy layout
emerged as depicted in Fig. 31. One major path with limited side paths was
visible. In each rank, only a limited number of segment combinations seemed to
play a major role, details of which will be presented in the subsequent section.
Interestingly, one of the exemplary single cell networks showed a more crowded
network which might indicate that this cell did possibly not follow the general
packaging scheme for A/Pan-M. Another exemplary cell confirmed that not all cells
were dominated by high numbers of segment 1; in the case of this cell segments 1
and 5 were expressed in high numbers.
Figure 31 – The complete packaging network of A/Pan-M. Abundances of all segment
combinations found in the detected MSCs were put into a network representation of IAV genome
packaging. The network consists of 255 states, i.e. the possible combinations, which are represented
as circles. They are grouped by MSC rank, starting with the 8 monomeric segments on the left
and ending with a single circle of the fully packaged MSC of rank 8 on the right. 1016 monomeric
addition reactions exist between them and are represented by lines connecting the circles. Both
combinations and lines are heat-map color coded so that bright red indicates the combination of
highest abundance within a given MSC rank (high weight). Reaction weights were calculated by
multiplying the weights of the adjacent combinations. (A) Packaging network for all A/Pan-M data.
A comparatively tidy impression is given, and there are only a few bright red connections on each
MSC rank. These connections also form a more or less continuous pathway from ranks 1 to 8, with
possible redundant side-tracks along the way. (B) and (C) Packaging networks for two individual
cells. One cell actually shows a more complicated packaging network. The other looks more tidy,
indicating that for a given environment in a single cell, a certain pathway of packaging is highly
preferred over alternative routes.
99 CHAPTER 3. RESULTS
Iterative simulation of a random-packaging hypothesis
Similar findings held true in our iterative simulation approach in Fig. 32. Observed
distributions are highly variable and a handful of highly expressed combinations
were found among all MSC ranks except rank 7. Segment 1 (PB2) was without
exception present in such preferred combinations. Even though the iterative
simulation took into account the high availability of segment 1, it was not able to
reproduce the observed differences assuming random packaging. This suggested
that the importance of this segment could not be explained by high production
rates alone. The observed effect was most pronounced in lower and intermediate
MSC ranks and was not highly significant among almost complete packed genome
bundles of rank 7.
Figure 32 – Abundances of all observed and simulated segment combina-
tions for A/Pan-M shown by MSC rank. Each possible segment combination is
depicted by overlaid bars (red = observed data, blue = simulated data) and grouped
by MSC rank. Combinations are sorted left to right by abundance as seen in observed
(microscopy) data. Simulated data stems from the iterative model assuming reactions
governed by mass action (i.e. all k-values = 1). Most abundant segment combinations
within each MSC rank are named. Observed data was found to be of higher variance
compared to the simulated dataset, implicating non-random or specific packaging,
applicable at least for MSC ranks 2-6. However, part of the differences might be
explained by segment availability. Segments 1 and 8 seemed to play a dominating
role as confirmed by their appearance in many upregulated combinations.
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Conditional probability modelling
Again, modelling was performed using conditional probabilities in the same way as
for the other viral strains. Fig. 33 depicts that k-values were again quite broad,
and even more balanced as seen for other strains, indicated by the prevalence of
orange among the reactions. Plotting of the 10 preferred pathways through the
network yielded several ways through the network with reactions connecting one
such "stream" to the other. It was also evident that most segment combinations
included in those pathways were highly abundant segment combinations also found
in earlier analyses.
Figure 33 – Network representation of fitted k-values and best packaging
paths for A/Pan-M based on conditional probability modelling. Network
graphs are identical to Fig. 31, however coloring of monomeric addition reactions was
based on results from conditional probability modelling here. Basically, modelling
removed the bias of segment availability to identify underlying k-values despite the
static nature of the data. (A) Reactions are heat-map color coded to represent the
relative size of reactions’ k-values within one transition from one MSC rank to the
next (red is strongest, orange intermediate and blue lowest). A distribution of a
large range of k-values over the whole spectrum was observed, indicating that no
single set of clearly preferred reaction pathways exists. (B) 10 best paths in terms
of highest k-values were plotted in bold black lines in the network. A limited, yet
redundant set of possible reactions emerged. These pathways are not necessarily
overlapping with highly abundant combinations (bright red circles).
101 CHAPTER 3. RESULTS
qRT-PCR data
Time course data in bulk for A/Pan-M provided unexpected insights especially
into the later stages of infection (see Fig. 34). Among all segments, and both RNA
species, a steep drop in RNA levels at 10 h p.i. could be observed, with an increase
towards 12 h p.i. visible thereafter. vRNA levels always remained lower than the
respective mRNA complement, except for the case of M1 in late infection phases
(10-12 h p.i.). Another notable case is the late infection phase of NS1 mRNA,
which almost dropped to the vRNA level.
Figure 34 – qRT-PCR measurements of A/Pan-M vRNA and mRNA
expression over the time course of infection. A549 cells were infected with
A/Pan-M at an MOI of 5 for different time spans. Total RNA was extracted, followed
by reverse transcription into DNA using either vRNA- or mRNA-specific primers.
RNA content was then measured using qRT-PCR, where pHW2000 plasmids of all
segments served as standard curves. Availability of such plasmids limited analysis
to the segments shown here. Experiments were conducted with three biological and
three technical replicates each. Abundances of mRNA (black) and vRNA (red) over
a time course of 4 to 12 h p.i. are shown. mRNA expression was higher than vRNA
in all cases except for M1. All curves show a strong decline in mRNA levels and – to
a lesser degree vRNA levels – from 8 to 10 h p.i. From 10 to 12 h p.i., an increase is
visible again. Error bars represent standard error of the mean.
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3.6.3 A/Pan-NS
Mapping all viral RNA species in A/Pan-NS
Similar to the procedure for the earlier described viral strains, we conducted MuSeq-
FISH on A/Pan-NS infected cells. Here, essentially the A/Panama probe set was
used but segment 8 was stained using the A/Mallard probes both for mRNA and
vRNA. Much fewer vRNA spots were detected compared to all strains presented
above, however, a very high degree of colocalization was still visible from inspection
of the overlay image (Fig. 35). On first glance, cell-to-cell variability was not
visible in A/Pan-NS based on the homogenous appearance in overlay images of all
vRNA channels. mRNA was detected in comparatively low numbers and sometimes
appearing in large, bright spots which might correspond to areas of high ribosomal
activity. Again, the RdRp coding segments, M1 and NA exhibited a preference
for nuclear localization, although we also detected mRNA of these segments in the
cytosol. Overall, cell shape of the infected cells was aberrant and often showed a
rounded phenotype.
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Figure 35 – Confocal microscopy of A/Pan-NS infected A549 cells 10 h
p.i. and stained for viral vRNA and mRNA. A549 cells were infected with
A/Pan-NS at an MOI of 5 and fixated, permeabilized, DAPI-treated and subjected
to antibody staining of NP. Subsequently, MuSeq-FISH was conducted, staining
all vRNAs and mRNAs. vRNA staining was conducted using ATTO 550 coupled
probe sets (upper row). Intermediate numbers of vRNA spots were observed, highly
colocalizing among all segments but with a certain cell-to-cell variability visible in
the overlay image. Some larger speckles were visible mainly, but not exclusively
around the nuclear membrane. mRNA stainings (lower row) were diverse, with PB2,
PB1, PA, and to a lesser degree NA showing a predominantly nuclear localization
while the other segments were found in both compartments or mainly in the cytosol.
mRNA signal levels were overall rather low compared to other viral strains. Scale
bar 10 µm.
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Cell-to-cell variability
A/Pan-NS showed an unusual distribution of cell-to-cell variabilities compared
to the other viral strains (Fig. 36). One the one hand, facet B in the figure
illustrates that there was no predominant segment and overall, cells were more
or less well-equipped with a number of different vRNA segments. However, facet
A emphasizes that indeed systematic differences between expression of different
segments were detected, so that segments 1, 4, 6 and 8 were slightly more abundant
while segments 2, 3 and 7 were least present and segment 3 was completely absent
in several cells. A number of outlier cells showed high contents of either segments
4, 5 and 7.
Figure 36 – Cell-to-cell variability of vRNA abundances in A/PanNS-
infected A549 cells 10 h.p.i. All detected vRNA spots of selected cells were the
basis of this representation. (A) Jitter plot showing the variation of genomic content
distribution among different cells; each spot corresponds to the share of one segment
of the total genome content of the given cell, boxes show the median (thick line) and
upper and lower quartile of each data set. The expected average value for equimolar
distribution would be 12.5%. Data are highly variable so that outlier cells are found
and segments 2, 3 and 7 are less expressed than others. (B) Cells are listed on y-axis
and their genomic content is represented by the share of the bar along the x-axis.
Some cells showed expression of segments in a more or less even distribution, but
others showed irregular abundances, dominated by only one or two segments.
Distribution of MSC ranks
In the case of A/Pan-NS, the histogram of MSC ranks (see Fig. 37) again contained
a large fraction of non-colocalizing monomeric spots, followed by a roughly linear
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decrease starting from MSCs with rank two. There was even a slight increase from
MSC ranks 6 to 7, followed by a comparatively strong drop towards rank 8. Overall,
the distribution was comparable to the one observed for A/Mallard.
Figure 37 – Histogram of MSCs detected for A/Pan-NS, grouped by their
colocalization rank. Bars represent the number of MSCs detected among all cells
with a certain rank. Monomers constitute the highest fraction, and numbers decline
towards higher ranks in a fashion resembling exponential decay. Values do not
necessarily prove specific packaging, but imply much stronger colocalization than
expected from random distribution. In comparison to A/Mallard with a similar
distribution, the ratio of completely packaged MSCs of rank 8 to the fraction of
monomers is higher.
Network representations of combinatorial data
Plotting the generated data in network representation (Fig. 38), a few clear
paths emerged and other connections were largely attenuated. More often than
for the other viral strains, A/Pan-NS exhibited clear "dead ends" or "detours",
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where strong connections were observed that did not progress with equally strong
connections later in the packaging process and vice-versa. One of the exemplary
single cell data networks actually showed a more crowded packaging network while
the other basically offers a single highly enriched route with one major side-track
at intermediate MSC ranks.
Figure 38 – Network representations of the complete packaging network of
A/Pan-NS. Abundances of all segment combinations found in the detected MSCs were put
into a network representation of IAV genome packaging. The network consists of 255 states,
i.e. the possible combinations, which are represented as circles. They are grouped by MSC
rank, starting with the 8 monomeric segments on the left and ending with a single circle of the
fully packaged MSC of rank 8 on the right. 1016 monomeric addition reactions exist between
them and are represented by lines connecting the circles. Both combinations and lines are
heat-map color coded so that bright red indicates the combination of highest abundance
within a given MSC rank (high weight). Reaction weights were calculated by multiplying
the weights of the adjacent combinations. (A) Packaging network for all A/Pan-NS data. A
comparatively tidy impression is given, and there are only a few bright red connections on
each MSC rank. These connections also form a more or less continuous pathway from ranks 1
to 8, with possible redundant side-tracks along the way. (B) and (C) Packaging networks for
two individual cells. One cell shows a different packaging network which is not represented
by the summary network. The other follows the summary network and looks more tidy,
indicating that for a given environment in a single cell, a certain pathway of packaging is
highly preferred over alternative routes.
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Iterative simulation of a random-packaging hypothesis
Simulation results regarding distributions of A/Pan-NS data in case of random
packaging showed higher variability compared to A/Panama, yet lower than the
observed data of A/Pan-NS (Fig. 39). An exception to the rule is posed by MSC
rank 7, where the variability of the simulation is even higher, indicating potential
balancing mechanisms by restrictions posed by packaging interactions. Overall,
especially for MSC ranks 2-5, it is clearly visible that random packaging is not
sufficient to explain the observed distributions of possible combinations, thereby
refuting purely random packaging for A/Pan-NS. Segment 4 played an important
role in almost all combinations of elevated levels, as it was also the most abundant
segment for most cells.
Figure 39 – Abundances of all observed and simulated segment combina-
tions for A/Pan-NS shown by MSC rank. Each possible segment combination
(ranks 2-7) is depicted by overlaid bars (red = observed data, blue = simulated data)
and grouped by MSC rank. Combinations are sorted left to right by abundance as
seen in observed (microscopy) data. Simulated data stems from the iterative model
assuming reactions governed by mass action (i.e. all k-values = 1). Most abundant
segment combinations within each MSC rank are named. Observed data was found
to be of higher variance compared to the simulated dataset, implicating non-random
or specific packaging, applicable at least for MSC ranks 2-6. For Pan-NS, some
segment combinations were extremely preferred, such as for example 46, 468 and
1468. Segments 4, 6 and 8 seemed to play a dominating role as confirmed by their
appearance in many upregulated combinations.
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Conditional probability modelling
Conditional probability modelling for A/Pan-NS (Fig. 40) showed a broad range of
fitted k-values among all MSC ranks, again pointing towards a redundant packaging
model in which a number of different pathways towards complete packaging is
conceivable. The best pathways showed high conservation on MSC ranks 2, 3 and
5, where a single combination was chosen for all of them. Higher flexibility was
observed to exist later in packaging, with MSC ranks 6 and 7 being the ones of
highest variability in combinations.
Figure 40 – Network representation of fitted k-values and best packaging
paths for A/Pan-NS based on conditional probability modelling. Network
graphs are identical to Fig. 38, however coloring of monomeric addition reactions was
based on results from conditional probability modelling here. Basically, modelling
removed the bias of segment availability to identify underlying k-values despite the
static nature of the data. (A) Reactions are heat-map color coded to represent the
relative size of reactions’ k-values within one transition from one MSC rank to the
next (red is strongest, orange intermediate and blue lowest). A distribution of a
large range of k-values over the whole spectrum was observed, indicating that no
single set of clearly preferred reaction pathways exists.(B) 10 best paths in terms
of highest k-values were plotted in bold black lines in the network. A limited, yet
redundant set of possible reactions emerged. These pathways are not necessarily
overlapping with highly abundant combinations (bright red circles).
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qRT-PCR data
In qRT-PCR time series experiments on A/Pan-NS infected samples, mRNA levels
were consistently higher than vRNA levels for all segment species, except for NS1
which showed nearly identical abundance for the two RNA species (see Fig. 41).
M2 was the most highly expressed mRNA, reaching nearly 15 000 copies 12 h.p.i.
Notably, vRNA levels of all investigated segments were almost undetectable until 8
h p.i. and rose only moderately afterwards to a maximum value of about 4 000
copies at 12 h p.i.
Figure 41 – qRT-PCR measurements of A/Pan-NS vRNA and mRNA
expression over the time course of infection. A549 cells were infected with
A/Pan-NS at an MOI of 5 for different time spans. Total RNA was extracted, followed
by reverse transcription into DNA using either vRNA- or mRNA-specific primers.
RNA content was then measured using qRT-PCR, where pHW2000 plasmids of all
segments served as standard curves. Availability of such plasmids limited analysis
to the segments shown here. Experiments were conducted with three biological and
three technical replicates each. Abundances of mRNA (black) and vRNA (red) over
a time course of 4 to 12 h p.i. are shown. mRNA expression was higher than vRNA
in all cases except for NS1. All curves show constant growth over time, except for
a decline in mRNAs of NP and NS1 between 8 and 10 h p.i. vRNA levels of all
segments are almost indistinguishable from 0 for the first three time points. Error
bars represent standard error of the mean.
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3.6.4 A/Pan-NSM
Mapping all viral RNA species in A/Pan-NSM
For A/Pan-NSM, infection and staining was conducted identically to the other
viral strains. A bright FISH signal was visible for all vRNA segments (Fig. ??).
Numerous points were detected spreading throughout the cells and A/Pan-NSM
showed the strongest phenotype in terms of large, bright vRNA speckles with a
higher diameter than usual spots. Such speckles were often observed close to the
nucleus, but were also found throughout the cells. All vRNA channels were similar
in terms of spot numbers and of comparable brightness, leading to no observable
cell-to-cell variability. For mRNA, we also detected high signal intensity and a
multitude of spots in all channels. In contrast to all other viral strains, all mRNAs
showed a strong tendency towards nuclear localization, where they exhibited very
bright, almost evenly colored fluorescence signal. This effect was slightly decreased,
but still clearly present for NP and NS. For A/Pan-NSM, no aberrant cell shapes
were observed during microscopy.
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Figure 42 – Confocal microscopy of A/Pan-NSM infected A549 cells 10
h p.i. and stained for viral vRNA and mRNA. A549 cells were infected with
A/Pan-NSM at an MOI of 5 and fixated, permeabilized, DAPI treated and subjected
to antibody staining of NP. Subsequently, MuSeq-FISH was conducted, staining
all vRNAs and mRNAs. vRNA staining was conducted using ATTO 550 coupled
probe sets (upper row). Very large numbers of vRNA spots were observed, highly
colocalizing among all segments but with a certain cell-to-cell variability visible in the
overlay image. mRNA stainings (lower row) were diverse, with PB2, PB1, PA, and
to a lesser degree NA, HA and M1 showing a predominantly nuclear localization NP
and NS were found in both compartments or mainly in the cytosol. Signal intensity
of mRNA stainings was higher compared to other viral strains. Scale bar 10 µm.
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Cell-to-cell variability
Regarding vRNA segment abundance at single cell level (Fig. 43), we found average
values close to an equimolar ratio. Segments 1, 3, 5 and 6 were slightly higher
expressed, while segments 2, 4 and 7 were lower expressed. Less evenly distributed
cells were still present, especially a group of cells where PB2 was the dominant
segment. Segment 7 was the least observed segment, with a few cells showing
strongly underrepresented content of it. However, the general picture illustrated
that this viral strain had the most consistent and equal distribution of vRNA types.
This is also clearly depicted in facet B, where it can be seen that the vast majority
of cells could be treated as one single group within normal biological variance.
Figure 43 – Cell-to-cell variability of vRNA abundances in A/Pan-NSM-
infected A549 cells 10 h.p.i. All detected vRNA spots of selected cells were the
basis of this representation. (A) Jitter plot showing the variation of genomic content
distribution among different cells; each spot corresponds to the share of one segment
of the total genome content of the given cell, boxes show the median (thick line) and
upper and lower quartile of each data set. The expected average value for equimolar
distribution would be 12.5%. Data are less variable than for the other viral strains,
with median values more or less representing equal expression in bulk. However,
outlier cells are present and in general, segments 1, 3, 5 and 6 are upregulated while
segments 2, 4 and 7 are less expressed. (B) Cells are listed on y-axis and their
genomic content is represented by the share of the bar along the x-axis. Some cells
showed expression of segments in a more or less even distribution, but others showed
irregular expression, dominated by only one or two segments.
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Distribution of MSC ranks
Results of the colocalization analysis – binning of spots into MSCs – showed a U-
shaped distribution similar to A/Panama, which was unique among the reassortant
virus strains and A/Mallard (see Fig. 44). Monomers are by far the highest fraction,
followed by dimeric MSCs. However, fully packaged octameric MSCs were third,
indicative of a functional packaging process. Spots in octameric MSCs constituted
roughly a quarter of monomeric MSCs, a ratio which was lower than for A/Panama
where it was roughly one half.
Figure 44 – Histogram of MSCs detected for A/Pan-NSM, grouped by
their colocalization rank. Bars represent the number of MSCs detected among
all cells with a certain rank. Monomers constitute the highest fraction, followed by
dimers and then by completely packaged MSCs of rank 8. All in all, a U-shaped
distribution emerged which cannot be explained by random colocalization.
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Network representations of combinatorial data
In the network representation for all cells (Fig. 45), A/Pan-NSM showed a high
variability or redundance of pathways, indicated by many combinations colored
in bright red. This held especially true for MSCs of lower ranks towards the left
side of the network graph. However, pentameric MSC complexes seemed to be
mainly comprised of combination 13568, also described in the section below. In
contrast, the network graphs for two exemplary single cells showed very tidy and
clear pathways with limited detours from a prominently emerging main path.
Figure 45 – Network representations of the complete packaging network of A/Pan-
NSM. Abundances of all combinations found in the detected MSCs were put into a network rep-
resentation of IAV genome packaging. The network consists of 255 states, i.e. the possible com-
binations, which are represented as circles. They are grouped by MSC rank, starting with the 8
monomeric segments on the left and ending with a single circle of the fully packaged MSC of rank
8 on the right. 1016 monomeric addition reactions exist between them and are represented by lines
connecting the circles. Both combinations and lines are heat-map color coded so that bright red
indicates the combination of highest abundance within a given MSC rank (high weight). Reaction
weights were calculated by multiplying the weights of the adjacent combinations. (A) Packaging
network for all A/Pan-NSM data. A crowded impression is given, with several bright red connec-
tions on each MSC rank. These connections mostly form a more or less continuous pathway from
ranks 1 to 8, with possible redundant side-tracks along the way. (B) and (C) Packaging networks
for two individual cells. Both look much tidier, indicating that for a given environment in a single
cell, a certain pathway of packaging is highly preferred over alternative routes.
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Iterative simulation of a random-packaging hypothesis
We inspected the detected segment combinations on all MSC ranks more closely
and compared them to a distribution computed by iterative simulation based on a
random packaging assumption, as we had done before for the other viral strains
(Fig. 46). Especially segment 1, and later segment 8, frequently occurred in
upregulated combinations along all MSC ranks, indicating a special importance
for the packaging process. Comparison with the simulated dataset showed that
the hypothesis of random packaging could be refuted for A/Pan-NSM, as variance
in abundance in the observed dataset was consistently higher compared to the
simulated one. However, the data also showed that a multitude of combinations
was upregulated, with the sole exception of MSC size 5 where one combination
(13568) clearly stood out.
Figure 46 – Abundances of all observed and simulated segment combina-
tions for A/Pan-NSM shown by MSC rank. Each possible segment combi-
nation is depicted by overlaid bars (red = observed data, blue = simulated data)
and grouped by MSC rank. Combinations are sorted left to right by abundance as
seen in observed (microscopy) data. Simulated data stems from the iterative model
assuming reactions governed by mass action (i.e. all k-values = 1). Most abundant
combinations within each MSC rank are named. Observed data was found to be
of higher variance compared to the simulated dataset, implicating non-random or
specific packaging, applicable at least for MSC ranks 2-6. However, differences are
smaller compared to A/Panama. Segments 1 and 6 seemed to play a dominating
role as confirmed by their appearance in many upregulated combinations.
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Conditional probability modelling
In the same way as for the other viral strains, conditional probability modelling
was conducted. The representation of all k-values colored in a heat-map style (Fig.
47) depicted a large number of intermediate k-values, so that no clear separation
into preferred and discriminated reactions was seen. This was largely in line with
the results for the other viral strains. Looking at the courses of the best pathways,
they converged for MSC ranks 2, 3 and 6 but showed redundancy for other parts
of the condensation process. Some, but by no means all of the highly expressed
combinations from the earlier analyses were recovered in this representation.
Figure 47 – Network representation of fitted k-values and best packaging
paths for A/Pan-NSM based on conditional probability modelling. Net-
work graphs are identical to Fig. 45, however coloring of monomeric addition reactions
was based on results from conditional probability modelling here. Basically, modelling
removed the bias of segment availability to identify underlying k-values despite the
static nature of the data. (A) Reactions are heat-map color coded to represent the
relative size of reactions’ k-values within one transition from one MSC rank to the
next (red is strongest, orange intermediate and blue lowest). A distribution of a
large range of k-values over the whole spectrum was observed, indicating that no
single set of clearly preferred reaction pathways exists. (B) 10 best paths in terms
of highest k-values were plotted in bold black lines in the network. A limited, yet
redundant set of possible reactions emerged. These pathways are not necessarily
overlapping with highly abundant combinations (bright red circles).
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qRT-PCR data
All measured abundances for A/Pan-NSM RNA species were considerably higher
compared to the other reassortant strains and A/Mallard (Fig. 48, please note
different scaling on y-axis). Maximum values of about 120 000 copies were reached
for NP mRNA 6 h p.i. Apart from this difference, the time course also showed
unexpected behavior, such as oscillations of RNA amounts in NP and M2 or even
decreasing RNA levels for NS1 and NS2. For the M segment, levels of mRNA
and vRNA were almost identical; the other segments showed a higher share of the
respective mRNA as we have seen for most other viral strains.
Figure 48 – qRT-PCR measurements of A/Pan-NSM vRNA and mRNA
abundances over time course of infection. A549 cells were infected with A/Pan-
NSM at an MOI of 5 for different time spans. Total RNA was extracted, followed
by reverse transcription into DNA using either vRNA- or mRNA-specific primers.
RNA content was then measured using qRT-PCR, where pHW2000 plasmids of all
segments served as standard curves. Availability of such plasmids limited analysis
to the segments shown here. Experiments were conducted with three biological and
three technical replicates each. Abundances of mRNA (black) and vRNA (red) over
a time course of 4 to 12 h p.i. are shown. mRNA expression was higher than vRNA
for NP and NS, while equal levels were observed for the M segment. Most curves
show a decline in abundances at 8 h p.i., which is then followed by increase and
second decline for NP, stabilization for M and further decline for NS. Error bars
represent standard error of the mean.
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3.7 Application of MuSeq-FISH to stain single
IAV virions
3.7.1 Staining of intact IAV virions in A549 cells
Another application of MuSeq-FISH in the context of IAV was the study of
complete virions. To this aim, A549 cells were incubated on ice with A/Panama,
A/Pan-M and A/Pan-NS at an MOI of 5. After attachment, the samples were
transferred to the incubator to allow entry via endocytosis. Fixation shortly
followed (20 min p.i.), then permeabilization and MuSeq-FISH staining were
performed as described above. Due to the very short "infection" time, virion
particles might have fused with their enclosing endosomes, but vRNP content was
expected to still be bundled [27], so that the original genome content of stock
virions could be assessed by colocalization of spots representing the different vRNA
segments. Obviously, no mRNA staining was conducted in this case as IAV virions
do not enclose their mRNA molecules into particles.
Microscopy results are depicted in Fig. 49. Sparse, individual dots were
acquired for all imaging channels, but signal intensity was very low compared to
the FISH images before. Therefore, especially the signal of M vRNA looked more
diffuse than the others and apparent colocalization represented an underestimation
of the real situation. Even though a number of approximately five virions per cell
was initially estimated (MOI 5), the observed spots per cell turned out to be much
higher, in the range of about 40 per cell for A/Panama and even higher in the case
of A/Pan-M. However, it has to be kept in mind that the MOI was calculated
using titers from plaque tests, where the number of infectious particles, not of
virions, is measured.
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Figure 49 – Confocal microscopy of A/Panama, A/Pan-M and A/Pan-
NS infected A549 cells 20 min p.i. and stained for viral vRNA. A549 cells
were infected with A/Panama, A/Pan-M and A/Pan-NS at an MOI of 5, fixated
and permeabilized. Subsequently, MuSeq-FISH was conducted, staining all vRNAs.
vRNA FISH was conducted using ATTO 550 coupled probe sets (upper row). Lower
numbers of vRNA spots compared to 10 h.p.i. data were observed, highly colocalizing
among all segments. Numbers of virion particles seemed to be much higher than
indicated by MOI, this effect was most present for A/Pan-M. Scale bars 10 µm.
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3.7.2 Distribution of MSC ranks
To assess the genomic content of the virions we had imaged, segment colocalization
was performed. Due to low signal intensities, we could not use the automated image
analysis workflow and instead reverted to visual inspection, hence this analysis was
restricted to lower numbers of spots. vRNA content of virions that had entered
three individual cells was analyzed and yielded the distribution depicted in Fig. 50.
A strong contrast to the infection of A/Panama 10 h p.i. is visible, with the majority
of spots found in MSCs of rank 7 and 8 and the highest fraction contributed by
MSC rank 7. We only found very low numbers of MSCs of monomeric, dimeric
and trimeric size. These data suggest that genome packaging in A/Panama is not
perfect, so that more than half of the virion particles might actually carry an
incomplete set of genomic segments possibly caused by imperfect genome packaging.
Data for early infections of A/Pan-M and A/Pan-NS were treated accord-
ingly. Due to low numbers of analyzed spots, this data is only of indicatory nature.
However, it looks as if all strains do not perfectly package 8 segments into every
single virion. Data of A/Pan-M hinted at best packaging and A/Pan-NS at the
worst.
Figure 50 – Histogram of MSCs detected for A/Panama, A/Pan-M and
A/Pan-NS, grouped by their colocalization rank. Bars represent the number
of MSCs detected with a certain size. MSCs of ranks 7 or 8 constituted the highest
fraction, and overall MSCs showed a much higher rank compared to infection a later
time points. However, only a part of the detected MSCs corresponded to completely
packaged virions.
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3.7.3 Observed combinations within MSCs
A similar analysis of the segment combination content was performed as for the
infections 10 h p.i. However, iterative simulation as well as network graphs were
irrelevant at this early time point of infection, as the underlying data were not
intermediates of a dynamically growing genome bundle, but instead static contents
of individual virion particles. Due to the small number of analyzed spots, Fig.
?? is restricted to MSC sizes 5-7. Combinations for smaller MSC sizes were only
populated by single detections (data not shown). Even for sizes 5-7, it is obvious
that the small amounts of data points could only provide indicative data. However,
even with such small numbers analyzed, a strong preference for A/Panama and
A/Pan-NS MSCs of size 7 to lack segment 8 was observable, followed by the MSC
lacking segment 7. For A/Pan-M it was vice-versa, so that segment 7 was lacking
most often. This was further supported by the fact that in all strains the single
most abundant combination for MSCs of size 6 (i.e. virions lacking two genomic
segments) was the one where both these segments, 7 and 8, were missing. Taken
together, we could find that virions of all investigated viral strains seem to contain
incomplete genomes rather frequently, and that incorporation of especially segments
7 and 8 seems to be less robust than for the other segments.






























































































































In this work, we have introduced a novel multiplexing protocol for multiple
sequential RNA-FISH (MuSeq-FISH), related yet distinct in comparison to
alternative techniques that were introduced in recent years [76, 98, 77, 32, 113].
MuSeq-FISH allowed us to visualize and map – to the best of our knowl-
edge – for the first time the complete viral genome of several IAV strains including
the seasonal human pathogen A/Panama (H3N2). In contrast to previous
studies, we were not limited to a subset of the genomic segments which enabled
in-depth analysis of infections in individual cells. We observed a significant
cell-to-cell variability in terms of vRNA abundances even among neighboring
cells, a dimension that is completely omitted when using bulk methods like RT-PCR.
In addition, we have established an image analysis pipeline for semi-automated
image registration, colocalization analysis up to iterative modelling for large
amounts of imaging data. All steps in said analysis workflow have been described
in this work and can be potentially adapted to other biological questions in which
a multitude of – potentially colocalizing – targets play a role. We have used our
analysis workflow to investigate genome packaging of various IAV strains and
could rule out the hypothesis of random packaging as described by Chou et al.
[28]. We also provide a number of potential preferred packaging pathways for the
different viral strains which showed different "profiles", or "fingerprints" for each of
the measured strains.
We have extended our core analysis to additionally yield proof-of-principle
data of STED microscopy of IAV infected cells in collaboration with others (work
by Maria Loidolt, MPI Göttingen, Germany), to generate a conditional probability
model of IAV genome packaging reaction rates (work by Max Schreiber, University
of Leipzig, Germany) and complementary RT-PCR time series data for all viral
strains (work by Kalle Jongen and Vanessa Körner, AG Molecular Biophysics, HU
Berlin, Germany).
123
CHAPTER 4. DISCUSSION 124
Another aim of this thesis has been the generation of mRNA-only plas-
mids for A/Panama based on a provided pHW2000-based plasmid system for
A/Panama which may serve as a useful tool in further MuSeq-FISH experiments
on IAV genome packaging.
First, the mRNA-only plasmids of A/Panama will be discussed, after which the
focus of the first parts in this section will be on A/Panama where most extensive
data are available. An in-depth comparison of the different investigated viral
strains will be the topic of a following part.
4.1 Generation of a set of mRNA-only IAV
A/Panama plasmids
In this part of the project, a set of mRNA-only A/Panama plasmids on the
pHW2000 vector should be created to serve as a future tool for transfection
experiments with MuSeq-FISH staining. Starting from plasmids expressing both
vRNA and mRNA of the respective segments, we followed an approach by Stech et
al. [159] as described above and were successful in re-cloning all plasmids except
for NA. Plasmid sequences were confirmed by sequencing.
Such a set of mRNA-only expressing plasmids, in effect an mRNA-only
plasmid system, can be used in combination with the standard system consisting
of 8 plasmids coding for both mRNA and vRNA. It is always possible to only
transfect parts of the system, corresponding to a limited set of proteins available
in the cell, which is used in many routine applications in virology. However,
in the context of genome packaging, it is important to yield functional and
interacting vRNPs with a defined set of segments. Creation and export of vRNPs
can only be achieved if at least PB2, PB1, PA and NP (required for vRNP
assembly) together with M and NS (required for export) are transfected, which
limits the number of segments to be omitted from a transfection to 2 (HA and
NA) and the number of potential vRNA combinations to 4 (all vRNAs, all
vRNAs except HA, all vRNAs except NA, all except HA+NA). By the use of a
combination of mRNA-only plasmids with standard pHW2000 plasmids, it can
be ensured that all needed proteins are available intracellularly while the vRNA
content is restricted to any number of standard segments transfected. Therefore,
the number of possible experiments is potentially increased to 255, which is
exactly the number of segment combinations observed in our colocalization analysis.
In a proof-of-concept experiment, we transfected the NP mRNA-only plas-
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mid, while all other segments originated from the A/Panama standard plasmid
system. NP expression was indeed confirmed via antibody staining, indirectly
proving that the removal of the PolI promoter did not negatively influence
the plasmid’s ability to express mRNA. However, NP location was limited to
the nucleus, indicating that vRNP assembly and/or export were perturbed
because exported vRNPs would be detected as NP-positive spots in the
cytosol. The likely cause for this is incomplete transfection, so that one or
more plasmids coding for proteins needed for assembly and export were lacking
from the imaged cells. This is also supported by the fact that transfection
efficiency for the plasmids that were directly imaged, i.e. mRNA-only NP and
Rab11-RFP was far below 100%. As five other plasmids need to be transfected
for successful export of vRNPs, chances are rather low to observe a full transfection.
Therefore, the results have shown that tools are at hand to investigate
specific parts of the A/Panama genome packaging network using MuSeq-FISH,
but transfection needs to be optimized and extensively validated first. These will
be valuable next steps for the future.
4.2 Mapping the viral genome of several IAV
strains
Using our MuSeq-FISH approach, we were able to obtain highly multiplexed
fluorescence images of IAV infected cells. This gave us access to a holistic view on
viral RNA household in the model system of infection in the human lung cell line
A549. It also allowed us to study the interplay of vRNA and mRNA of the same
segments as well as vRNAs and mRNAs among different segments.
4.2.1 Viral mRNA
For mRNA of A/Panama, we found differences in abundance as well as localization
using MuSeq-FISH. The mRNA copies of the RdRp subunits were almost
exclusively detected within the nuclei of cells, which held true to a lesser degree
for HA and NA mRNA. In contrast, NP and M1 mRNAs were evenly distributed
throughout nuclei and cytosol, while NS1 mRNA showed a preference for cytosolic
localization. Unfortunately, it was not possible to stain M2 and NS2 mRNAs due
to the short length of their sequences, inadequate for design of a sufficient number
of FISH probes for detection. The biological implications of these localization
patterns remain unclear, however it might be speculated that it is no coincidence
to find three mRNA species – PB2, PB1 and PA – closely related in function all
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enriched in the nuclei.
As the mRNA sequence is essentially identical to the sequence of comple-
mentary RNA (cRNA) transiently produced during replication of vRNA, our
probe sets inevitably stained both. However, cRNA has never been reported to
leave the nucleus [83], so that any cytosolic signal is expected to stem from mRNA
with very high confidence. Concerning the nucleus, one can argue that mRNA
levels should be highly enriched in comparison to cRNA according to literature, so
that at least a vast majority of the signal would truly be originating from mRNA [83].
Using the resolution of confocal microscopy, we were able to resolve single
spots of mRNA, supposedly representing single RNA molecules. However, the
density of viral mRNA turned out to be extremely high, so that the otherwise
spot-like FISH signal sometimes partially resembled an illuminated area more than
a typical FISH staining of cellular mRNAs, in which only a dozens or hundreds of
mRNA molecules are found per cell [139].
4.2.2 Staining of single IAV virions
In other experiments, stainings of the vRNA content of recently endocytosed
(20 min p.i.) IAV virions of the strains A/Panama, A/Pan-M and A/Pan-NS
have been performed and imaged. Detection of all viral genomic segments using
MuSeq-FISH was successful, however fluorescence signal brightness was reduced
compared to experiments discussed above. Spot numbers differed between strains
even though the MOI was kept constant, leading to the assumption that the ratio
of infectious particles capable of reproduction might be lower in the reassortant
strains compared to A/Panama. Automated analysis using our image analysis
pipeline was not possible in this case due to low signal to noise ratio, so that manual
inspection of comparatively low numbers of spots (80-250) was performed using
FIJI, which will be discussed below.
4.2.3 Reliability of FISH
Fluorescence in situ hybridization is an intrinsically error-prone method as has
been mentioned in many studies before [113, 32]. Such errors are both types, false-
positives and false-negatives, however it is arguably more likely that hybridization
– and therefore detection – fails in comparison to a situation in which several
fluorophores aggregate without target. Cellular mRNA is covered with interacting
proteins and might also be affiliated with one or more ribosomes during translation
when stained – which are all factors of steric hindrance which might impair correct
hybridization of FISH probes. In the case of influenza, and especially its vRNA,
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the situation becomes more complex as the RNA forms strong secondary structures
(the panhandle structure) within vRNPs. We were interested in genome packaging
of IAV, which is assumed to take place by means of direct RNP-RNP interactions.
So it is easy to envision that parts of the RNA sequence are masked from FISH
probes once such interactions are formed. In effect, we cannot pinpoint the error
rate present in our experiments, but it is evident that false negatives are an issue
in such assays. The problem becomes even more prominent as we were interested
in colocalization of high orders, so that the chance to detect a completely packaged
MSC of rank 8 is in fact the detection rate for a single species to the power of 8.
It is therefore of utmost importance to keep in mind that all data presented here
are most likely an underestimation of actual condensation states. Nevertheless,
we believe that highly multiplexed FISH as implemented by MuSeq-FISH still
is the best approach currently available to identify and colocalize high numbers
of different RNA targets. In addition, there is no indication in the literature
to assume that certain segments should suffer from a higher error rate in FISH
experiments than others. If true, homogenous error rates would mean that no
bias is introduced if spot misdetections of all segment types happen with the same
probability. Therefore, all data and analyses on combination compositions of MSCs
should reflect the actual workings of IAV packaging, even though absolute numbers
might not.
4.2.4 Cell-to-cell variation
For the first time, we have detected and quantified cell-to-cell variations in IAV
infection in terms of segment availability. MuSeq-FISH, in this context, allowed to
unambiguously extract proportions of the individual segments to the total viral
RNA content in given cells. Among cells showing the expected behavior of almost
equimolar distributions of vRNA segments, we also found cells that showed strong
overexpression of one or more segments with respect to the others. Some segments
were more likely to show this overexpression, but this was a trend, not a rule. In
the case of A/Panama, average values of segment expression were almost equal,
which is consistent with the known picture from any bulk analysis [134]. So we
speculate that this is probably not a systematic preference for some segments, but
rather a stochastic process that is aided by the small numbers involved in infection.
Even at MOI = 5, a given cell is likely to be infected by only a handful of virion
particles. If a certain segment happens to be lacking in one or more of these, or
fails to enter the nucleus due to degradation, this might give a head start for other
segments’ replication. Ultimately, a distorted composition of newly synthesized
segments will be harmful for the virus as cellular resources are "wasted" for the
production of superfluous vRNPs. However, it seems as if the system tolerates at
least a certain degree of tilt in vRNA content.
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4.3 Implications of the data concerning the
genome packaging
The real gem within the extensive FISH data lay in its possibility to investigate
the long-standing question of IAV genome packaging without compromises. As
described above (see introduction), extensive data has been acquired in recent years
in favor of regulated packaging, at least to a certain degree [97, 96, 51, 58]. However,
the techniques used operated either at bulk level (like co-reassortment analyses)
and/or in vitro (like bandshift assays) [51]. It is quite likely that a complex
tertiary and quaternary structure like the IAV vRNP contributes to interactions
just as the primary sequence does. Hence, it was of foremost importance to
extend existing assays to actual vRNP-vRNP interactions. Electron microscopy
and tomography have provided that, yet without conclusive identification of
segments’ identity [130, 161]. FISH has been used for this purpose before, but
was restricted to a maximum number of four segments concurrently imaged
[28, 90]. Hence, only a subset of segments could be analyzed at the same time,
with the additional burden that segment combinations could not be reliably
detected – any apparent combination could well contain additional segments
which were not stained at the same time. Using our multiplexed approach, we
could overcome this barrier and even conduct stainings for each segment in two
different colors in the case of A/Panama. We then only used spots occurring
in both stainings for further analysis, thereby increasing robustness of our approach.
However, RNA-FISH is an inevitably error-prone method, especially when
it comes to false negatives, i.e. RNA molecules not sufficiently stained even though
they are present in the sample. The rate of false negatives has been estimated
to be around 20% [162], which is a ballpark number high enough to significantly
affect results. This problem is somewhat put into perspective when we assume
similar rates of false positives of all segments, so that no systematic bias would be
introduced into our analysis. What remains is a systematic underestimation of
actual MSC ranks and packaging efficiency.
4.3.1 Distribution of MSC ranks
Plotting all detected MSCs into a histogram revealed that within A549 cells 10
h p.i. with A/Panama at an MOI of 5, all kinds of intermediate, not yet fully
bundled genome complexes were found. Therefore, we were able to assume a
steady-state for genome bundling, allowing us to investigate an essentially dynamic
process by means of microscopy on fixated cells at a single time point. In fact, the
temporal dimension which was lacking in the experiments was replaced by the
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spatial dimensions, where we found MSCs in all intermediate steps on their way to
growing bundles.
We consistently found a high number of monomeric spots, where we were
not able to find any colocalizing segments. This number is highly dependent on
thresholding levels, i.e. stringency of acceptance criteria for a spot during spot
detection. It could easily be reduced by increasing the threshold value (data not
shown), however we intentionally chose a relatively low threshold in order to keep as
many data points as possible early in analysis. Further down the analysis pipeline,
data integrity and validity were ensured by both a second independent staining for
each segment and by the rejection of MSCs containing double copies of any segment.
The characteristic U-shaped distribution of the population of MSC ranks
(compare Fig. 14) strikingly confirmed the existence of a packaging mechanism.
Occurrence of completely packaged octameric MSCs was preferred over MSCs of
intermediate rank, which cannot be explained by purely random colocalization.
The relatively low abundance of MSCs of intermediate ranks, especially ranks 4-6,
might also indicate that bundling is a relatively fast process in the lifetime of a
vRNP, in a way that vRNPs bundle quite rapidly once they have reached the
cytosol and are ready for interaction with other vRNPs.
Next, we set out to learn more about the contribution of individual seg-
ments during the packaging process. Numerous studies have reported that certain
segments are more important than others, possibly serving as mediators between
adjacent segments within the interaction network. It might also be speculated
that only a subset of segments can serve as condensation cores of bundling. We
calculated the probability of each segment to be found within an MSC of a given
rank to identify such preferred segments. If specific condensation cores existed,
it would be expected that MSCs of small rank, only starting to bundle, would
preferentially contain such segments. However, we found that for all segments
(aside from a slight preference of segment 2 and a negative preference for segment
8 for small MSCs) probabilities grow essentially identically and according to the
expected value for random incorporation. This is a clear indication that IAV does
not seem to rely on specific condensation cores during the bundling process, or in
other words, that segments do not need to be "primed" by a previous interaction
to allow subsequent interactions. Hierarchical packaging is not disfavored by this
finding – we merely learn that sub-sections of the packaging network might be
able to assemble on their own.
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4.3.2 Network analysis
The analysis discussed above was segment-specific, but not yet combination-specific.
Therefore, the next step to a more granular analysis was to look at the distributions
of specific combinations in the packaging network. We therefore generated a net-
work consisting of 255 states (all potential segment combinations) and about 1000 -
4000 edges connecting them (assembly reactions). The states were then populated
with the data extracted from our FISH experiments, so that the weight of each
state in the network was set by the observed abundance of this specific combination.
Here, we assumed that combinations were permutation-insensitive, so that
a colocalization of e.g. segments 1, 2 and 3 was identical to 2, 1 and 3. In
other words, combinations were completely defined by their genomic content
and invariant to any spatial organization. This assumption was necessary as the
resolution of confocal microscopy, and in fact any kind of optical microscopy, is not
sufficient to detect spatial organization. However, efficient packaging can hardly
be envisioned when incompatible arrangements of vRNPs play a role, so that we
are confident that this assumption is biologically sensible.
For the number of possible reactions, we simplified the network assuming
that reactions are irreversible and – for some analyses – that only monomeric
additions are possible. These assumptions could not be backed because there is
no literature data available on the kinetics of vRNP assembly. Nevertheless, we
believe that data analysis was not impaired by the simplifications, while on the
other hand they allowed for modelling attempts that would have been impossible
without restrictions due to the enormous complexity of the network and thus,
computational costs. In fact, reversible reactions would only play a role if an MSC
would react differently after dissociation of one segment, which would imply some
kind of "memory" within a genome bundle. This is rather unlikely, given that
vRNP-vRNP interactions are probably mediated by means of RNA-RNA base pair
interactions and no covalent binding. Similar reasoning holds true for only allowing
monomeric additions: they only restrict modelling success if certain condensation
steps require the addition of already pre-bundled sub-complexes. For example, if
the reaction (12) + (34) Õ (1234) is possible, but also reaction paths like (12) +
(3) Õ (123) and (123) + (4) Õ (1234), then the dimeric addition is completely
equivalent to two monomeric additions and can be treated as a combination of
such basic reactions.
Those network graphs were created both for the complete dataset and ad-
ditionally for data of each cell, thereby exploiting the single cell level of the
data. States/combinations within the same MSC rank were grouped together
131 CHAPTER 4. DISCUSSION
and heat-map coded to visualize the states with the highest relative abundance
within this MSC rank. Connecting edges were colored similarly, using a weight
indicator determined by the weights of both endpoints for the edge. This approach
yielded graphs that allowed for easy visual inspection of the highly complex dataset.
In the case of A/Panama, we observed a number of highly abundant com-
binations within each MSC rank among a high number of other combinations with
moderate or very low expression levels. This means that combinations of segments
are not randomly dispersed but rather confined to a subset of the complete
packaging network, which is again a strong indication for non-random packaging
following specific rules. While classical binary interactions (which are the result of
e.g. bandshift experiments) are reflected in the group of MSC rank 2, our data
expanded interaction information to all subsequent condensation steps as well.
When interpreting such network data, it has to be kept in mind that these are
actually kinetics inferred from a static time point. Therefore, it cannot be ruled
out that highly expressed states might in fact not be intermediates of productive
genome bundling, but instead dead end combinations which accumulate because
they fail to produce virions and leave the cell. We rejected this hypothesis based
on the fact that highly expressed combinations of one MSC rank usually had
counterparts in higher MSC ranks containing the same segments, which is a strong
indication that ongoing reactions are indeed possible.
In many cases, highly expressed combinations of neighboring ranks were
actually composed of the same segments, with an additional segment in the MSC
of higher rank. In fact, many complete or almost complete "packaging paths" could
be followed by eyesight when tracking bright red states in the network graphs. This
also supports our initial assumption to restrict visualization to monomeric additions,
which seem to be sufficient to at least explain a majority of the packaging observed.
If condensation reactions of higher order would be required at any step, this would
be reflected in network graphs by gaps in packaging paths. We only rarely observed
bright red states with no successor in combinations of the next rank, which indi-
cates that dead ends in packaging seem to occur only to a minor degree or not at all.
Interestingly, network graphs of single cells regularly showed less crowded
networks in comparison to bulk data, meaning that only one or a few combinations
were clearly upregulated at each MSC rank. While the network graphs emerging
from bulk data indicate that several – parallel but heavily interconnected –
pathways to full packaging exist, many single cell network graphs indicated the
existence of a strong single packaging pathway. Why should different cells follow
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different paths for genome condensation? One potential answer lies in the observed
cell-to-cell variability discussed above. We have learned that infections proceed
differently even in neighboring cells, with some segments being much higher
expressed than others. From here, we can speculate that a number of potential
packaging paths exist, while segment availability governs which of those is actually
taken in every cell. In fact, we could show that highly expressed combinations
in lower MSC ranks tend to contain exactly those segments which are highly
abundant, i.e. packaging tends to start with segments of high availability. In
sum, we believe that packaging happens in a confined solution space and should
actually be predictable in cells with a given segment composition, but that the
actual packaging network for any given viral strain is much wider and offers high
degrees of redundancy.
4.3.3 Rejecting random packaging, iterative modelling
Network representations of the combinatorial data already indicated that packaging
should be non-random. However, it could be speculated that such a pattern
might emerge just due to the specific starting conditions of a given cell. In such
a case, genome bundling would follow basic kinetics of mass action, while the
actual interaction preferences (or k-values) of condensation reactions would be all
equal (i.e. 1). To rule out this possibility, an iterative modelling approach was
implemented, trying to populate the packaging network starting from monomers
in the observed concentrations for each cell. All reactions were governed solely by
mass action kinetics and the simulation was allowed to proceed until a maximum
value for cross-correlation to the observed distribution from microscopy data was
reached. As shown in Fig. 17, both distributions differ widely: while the iterative
modelling approach showed a preference for combinations with highly available
segments, those were only upregulated by a factor of about 2, while we observed
differences by a factor of 10 or more in the experimental data. Therefore, we
conclude that those differences cannot be explained by segment availability due to
differential replication. This refutes simple mass-action kinetics and in turn means
that different k-values for reaction paths seem to exist. Given the manifold different
paths of which highly elevated levels of intermediates were found, we believe that
a packaging model of multiple, redundant and interconnected pathways towards
complete genome bundling explains the data best.
4.3.4 Conditional probability modelling
We speculated that some information in the network might be hidden by uneven
abundances of vRNPs. Cells dominated by one or more segments will most likely
also include them early in the packaging process due to mass action kinetics.
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Hence, we sought a method to eliminate the contribution of segment availability
and resorted on conditional probability modelling, which was implemented by Max
Schreiber (University of Leipzig, Germany) in Matlab. Several assumptions, similar
to those described above, had to be made in order to reduce complexity of the
model. For example, only monomeric additions were included and each transition
step from one MSC rank to the next was treated independently. After fitting, a
complete set of k-values for each reaction was obtained, together with "best paths"
resulting from reactions with the highest k-values on each MSC rank (see Fig. 18).
The distribution of k-values was rather broad and approximately Gaussian shaped,
indicating that no clear preference for certain reactions based on RNP-RNP
interactions was detected. Rather, in agreement with our previous results, a
multitude of reactions seemed to be possible in theory, of which certain pathways
are chosen based on segment availability in a precise infection environment. The
best pathways of A/Panama only overlapped to a small fraction with data based
on abundances of combinations, however agreement was much better for the other
viral strains investigated (see below).
All in all, the chosen modelling approach introduced a novel tool into
genome packaging research and therefore stands in parallel to existing and
validated methods. It should be treated as additional and indicative evidence,
but with caution. Due to the step-wise fitting from low to high MSC ranks, we
expect the data of higher ranks to be less precise. There is generally a need for
validation of such approaches on systems where k-values are accessible, as for
example metabolic networks. Indeed, metabolic network modelling is an evolved
field with many software packages available, such as CellNetAnalyzer [160] or
Data2Dynamics [140]. However, classical metabolic modelling assumes states to
be of very temporary nature, which is a good assumption for metabolites, but
possibly not for vRNPs. Therefore, abundances of metabolites are usually not part
of the model and are replaced by endpoint data, such as monomers and complete
octameric complexes in the case of IAV packaging. These data were not sufficient
to model the system using classical software tools available.
4.3.5 Creation of putative, preferred pathways
Putative packaging pathways for A/Panama were compiled, even though the
two sources of data (microscopy data vs. conditional probability modelling) did
not show large agreement with each other and were therefore treated separately
(Fig. 52). These data do not necessarily include all highest k-values/abundances,
but only cover those which lead to a consistent pathway through the complete
model, from monomers to fully packaged genome bundles. Modelling suggested
that three packaging routes are favored, independent to a certain degree but with
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connecting reactions possible. Therefore, it can be speculated that such pathways
do not represent completely different modes of packaging, but rather describe
essentially the same process with potentially different sub-networks as starting
points. Amounts of segment combinations however suggested a more concise
pathway, starting with segment combination 27 which then splitted into three
strongly intertwined paths.
Figure 52 – Proposed pathway diagram for preferred pathways of
A/Panama genome packaging. Pathway diagram shows preferred pathways
based on two data sources, (1) abundances of combinations in microscopy data,
shown in red and (2) "fastest" paths as determined by highest k-values from condi-
tional probability modelling, shown in blue. In both cases, only MSCs/reactions were
included that were part of the best 10 end-to-end pathways leading from monomers
to fully packaged octameric complexes. Ranks 1 and 8 were omitted for improved
readability. For A/Panama, a complex network emerged from modelling data which
might reflect uncertainty in the model. Both approaches show only limited overlap.
4.3.6 Comparison with the literature
Even though the study of IAV packaging mechanisms has seen a lot of interest
in the last years and decades (see above), it is challenging to put the data on
A/Panama packaging into perspective. RNA-FISH has only been used with
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a limited set of probes, thereby obscuring some interactions [28, 90]. Other
approaches, like extensive mapping of binary interactions for the strains A/Finch
and A/Moscow, have been limited to in vitro interactions of naked RNA and
should therefore be treated with caution. However, due to the extensive data sets
provided for these two strains, a comparison has been drawn in Fig. 53. Here,
interaction strengths in our data have been inferred from their fitted k-values
and ordered by strength. As depicted, the strong interaction of segments 2 and 7
was not observed in either A/Finch [58] or A/Moscow [50], however many other
interactions in the upper third were actually shared with A/Finch. A/Moscow
showed less agreement, which is surprising given that it is a strain of the H3N2
subtype like A/Panama.
Figure 53 – Comparison of observed dimeric interactions in A/Panama
with those observed in A/Finch and A/Moscow. Bar plot shows the relative k-
values for the creation of each possible dimeric MSC as fitted by conditional probability
modelling for A/Panama. Dimeric interactions for A/Finch and A/Moscow have been
obtained by Fournier et al. and Gavazzi et al., respectively. Surprisingly, A/Panama
interactions show more overlap with those reported for A/Finch, even though both
A/Panama and A/Moscow are H3N2 viruses and therefore seem to be more closely
related.
We can only speculate about possible reasons, one of them being that packaging
interactions might have evolved differently from the rest of virus genetics. In fact,
the interaction network is first of all an "internal" feature of the virus and not
necessarily related to its interactions with the host cell, as the hemagglutinin and
neuraminidase alleles are. Furthermore, bundling signals use parts of the viral
RNA that partially also code for mRNA and later for proteins. So there is clearly
another factor driving the evolution of motifs on bundling signals, as first of all
integrity of RNA and proteins need to be ensured for infectious viruses. In general,
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it can be said that proper understanding of genome packaging requires interaction
measures of higher orders than dimers, which our data has now entered. Future
studies will be able to compare interaction strengths on this level, which might
open the way for more insights.
4.3.7 How redundant is the system, evolutionary advan-
tages of redundancy
Summing up results from our various analyses, we can conclude that IAV genome
packaging – at least for the strains that were investigated – is neither random nor
completely determined. The validity of such results has been discussed from a
technical perspective already, but can also be seen from the angle of evolutionary
advantage of a viral strain over time. Having a segmented genome comes with the
additional burden to ensure packaging of as many infectious virion particles as
possible, but on the other hand allows faster evolution through the reassortment
process. Many viruses, not only among Orthomyxoviridae, leverage segmentation
of their genome, as described in the introduction of this work. The question of how
exactly genome packaging is achieved is tightly intertwined with the one of segmen-
tation. Basically, an evolutionary successful virus balances high replication rates,
genomic stability against deleterious mutations and a high degree of adaptability
towards new environmental challenges. One can assume that implementation of
a segmented genome and a packaging mechanism consume some of the exploited
resources of the host cell and therefore attenuate the viral replication potential,
while at the same time they allow for fast adaptation. Likewise, a strongly restricted
packaging mechanism that confines packaging to a single pathway might increase
stability and reduce the amount of incorrectly packaged genome bundles. However,
a flexible pathway might be more resilient towards odd segment availability within
single infected cells and, even more importantly, facilitate reassortment with other
viral strains. As shown in many studies [97, 96, 50, 58], successful reassortment
requires compatible packaging signals, so that we can assume that redundancy in
the packaging process makes it easier to reach such compatibility by fewer required
mutations. If the environment of the virus changes, e.g. the population of the
host organism declines, reassortment can lead to survival of the virus as it allows a
switch of host organisms.
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4.4 Differences between different reassortant
strains of Panama IAV
4.4.1 Expectations
In addition to the measurements for the A/Panama strain, we have also conducted
experiments on the avian H3N2 strain A/Mallard and three reassortant viruses
containing a mixed genome set originating from A/Panama and A/Mallard (see
Fig. 20). Measurements on different viral strains provided insights on how strongly
packaging is conserved among related strains and how reassortment is able to
re-wire such a system. To keep other variables constant, all experiments were
performed in human A549 lung cells, even though they do not represent an optimal
system for the avian strain A/Mallard. It is known that A549 cells are susceptible,
yet not permissive for the A/Mallard virus, so that infection occurs but the virus
fails to replicate. This led to the expectation that A/Mallard and its related
reassortant strains might perform weaker infections than A/Panama.
4.4.2 Differences in localization and abundance of
vRNA/mRNA
For all other viral strains, we were able to successfully repeat our MuSeq-FISH
staining protocol, resulting in complete mapping of vRNA and mRNA abundances
and localization pattern at 10 h p.i. in A549 cells.
While we indeed found A/Mallard infections to yield fewer vRNA spots,
this was not the case for the reassortant viruses. A/Pan-M and especially
A/Pan-NSM showed very high densities of vRNA spots all over infected cells,
sometimes even higher than for A/Panama. In terms of mRNA, abundance
was highest in A/Pan-M and very low in A/Pan-NS. In A/Pan-NS, a few very
bright spots were detected in mRNA measurements, which might correspond
to aggregates. However, this finding was not further investigated. Preferential
RdRp (PB2, PB1, PA) mRNA localization in nuclei, as found in A/Panama, was
confirmed by the experiments with A/Pan-M and A/Mallard. For A/Pan-NSM,
HA and M1 mRNAs were also mostly located in nuclei in addition to the
aforementioned RdRp mRNAs. For A/Pan-NS, signal levels were lower compared
to the other strains impeding gain of conclusive information about localization,
however a trend towards nuclear localization was also seen here.
These data showed that for all investigated virus strains, infection of A549 cells
succeeded, even though permissiveness in A549 cells was negative at least for
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A/Mallard (Thorsten Wolff, RKI Berlin, personal communication). It might
be speculated that high signal levels and spot counts, especially in A/Pan-M
and A/Pan-NSM viruses, might stem from more virion particles per cell in our
experiments compared to A/Panama. All experiments were conducted with an
MOI of 5, using viral titers that were measured in plaque assays on MDCK cells.
Possibly, the number of plaques yielded for the reassortant viruses might not
reflect the actual number of viral particles since only infectious and thus, virions
comprising a full genome, induce plaque induce plaque formation. This would
result in highly elevated virion numbers for the affected strains, which is backed
by our observation of very high spot density in single virus experiments with
A/Pan-NSM (data not shown). It remains an open question to the field whether
one should try to balance plaque numbers and virion particles observed in FISH
experiments of different viral strains.
4.4.3 Differences in cell-to-cell variation
All other viral strains, except for A/Pan-NSM, showed higher variability in
segment abundances compared to A/Panama. This indicates that the replication
process might have been disturbed by the introduction of foreign genomic material
in the case of the reassortants. We found that the broad pictures of segment
abundances in A/Mallard and A/Pan-NS looked very similar and shared high
variance in segment 4 abundance between different cells and comparatively weak
abundances of segments 2 and 7. Yet the opposite is the case for A/Panama
where these two segments are of special importance. A/Pan-M was dominated
by very high levels of segment 1, followed by segments 5, 6 and 8 which were
also preferred. The bar plot in this case revealed that a distinct group of
cells is visible to the bottom of the distribution where segment 1 contributed
up to half of total genome content (Fig. 29). For A/Pan-NSM, variation
among different cells was almost non-existent, while variation among segment
expression levels was clearly visible, although within a small range (median values
per segment between 11-14%). Expression of segments 1, 3, 5, 6 and 8 was preferred.
Heterogeneity in IAV infections to the degree we have reported here will
have an impact on the interpretation of many experiments in the field. It implies
that measurements of only a small number of cells might not be valid, as any effects
detected in such a small population could be restricted to this exact population.
The question remains whether such a degree of variation is a by-product of weak
regulation in IAV replication patterns or might actually fulfill a role in virus
fitness by probing different reaction environments. It may be caused by variable
starting numbers of vRNPs of different segments, easily envisioned when a small
number of virions infect a cell and stochastically, less copies of some segments
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reach the nucleus. However, too little is known about the actual situation of in
vivo infections of adjacent cells, where very high MOI values might be present
during most infection phases which would even out cell-to-cell variability due to
the law of high numbers. In this context, the extremely low cell-to-cell variation in
A/Pan-NSM may be easily explained by the fact that virion numbers might have
been elevated up to 10-fold compared to A/Panama.
4.4.4 Differences in colocalization
When looking at colocalization strengths as indicated by the histograms of MSC
ranks, A/Mallard, A/Pan-M and A/Pan-NS all showed weaker bundling capability
in comparison to A/Panama. For the reassortants, this might have been caused
by their artificial genomic composition and sub-optimal interplay of A/Panama-
and A/Mallard-derived segments in bundling. However, this is contradicted by
the results of A/Pan-NSM, where a strong preference for complete bundling was
observed, similar to A/Panama. Taken together, histograms for all viral strains
showed distributions which cannot be explained by pure stochastic colocalization,
as confirmed by colocalization analysis of non-bundling viral mRNA (data not
shown).
4.4.5 Differences in network graphs and modelling
While the network graphs of A/Mallard and A/Pan-NSM were very crowded,
showing a multitude of preferred reactions, graphs of A/Pan-M and A/Pan-NS were
very tidy, even on bulk level using data of all cells. The reason for that remains
unknown; however a plausible explanation might lie in their reassorted genome. If
one assumes that segment 7 (in A/Pan-M) and segment 8 (in A/Pan-NS) derived
from A/Mallard do not perfectly fit into the genomic environment of A/Panama,
this might reduce the solution space for packaging considerably. In effect, it
might resemble the situation in single cells of e.g. A/Panama where similarly
tidy diagrams were obtained – where the solution space would be reduced not by
means of genetic incompatibilities but instead by means of segment availability.
The situation in A/Pan-NSM, exhibiting a wide solution space again, might be
reasoned by the fact that both segments 7 and 8 are derived from A/Mallard
here, so that these might form a functional sub-unit of bundling with less friction
towards the A/Panama genomic part.
Moreover, we consistently observed that highly abundant combinations
tended to form continuous pathways through the networks, indicating that most
observed combinations are likely to be intermediates on their way to higher orders
of bundling instead of dead ends.
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After simulation of random packaging for all viral strains, the available
data strongly favored specific packaging for most MSC ranks. Exceptions to this
rule were seen mostly for A/Mallard and for MSC rank 7 of most virus strains.
Sterical reasons might play a role in the very late stages of genome bundling: in a
situation where almost all segments are already present in an MSC, the order of
segments might already be well-established, so that mass action kinetics play an
increasing role for the last few segment additions. Interestingly, the viral strains
differ widely in their most important dimeric combinations, which then evens out
towards MSC ranks 4 and 5, where a lot of conservation in the process is visible.
This is discussed in more detail in the following section.
4.4.6 Putative, preferred pathways
As for A/Panama, we combined insights from conditional probability modelling
and amounts of segment combinations, restricted them to reactions constituting full
pathways and compiled putative preferred pathways for each viral strain (see Fig.
??). The resulting pathways are comparatively concise in contrast to A/Panama.
In addition, agreement between both data sources was significantly higher in these
cases. For A/Mallard, packaging seems to start with segments 4, 5 and 6 or 8
depending on data source. Agreement is reached on MSC rank 5. Segments 1, 5
and 6 or 8 (depending on data source) seem to play a pivotal role for A/Pan-M,
and partial agreement between model and observation can be seen throughout
the network. In the case of A/Pan-NS, segment 6 and 8 are important, while
observations suggest adding segment 4. Agreement is visible from MSC rank 4
onwards. Finally, for A/Pan-NSM, segments 6 and 1 or 8 (depending on data
source) are found early in packaging; partial agreement of data sources is seen from
MSC rank 4.
Even though pathways are different for each viral strain and moreover, in contrast
to A/Panama packaging, some common features are present. For example, the
exact combination 14568 is used by A/Mallard, A/Pan-M and A/Pan-NS, while
A/Pan-NSM uses the related combination 13568. It is also evident that even though
parallel pathways might exist, as seen in A/Pan-M or A/Pan-NSM, these are still
strongly connected to each other, so that many different routes of packaging will
likely be taken, determined by the next available segment for addition.
























































































































































































































































































































































CHAPTER 4. DISCUSSION 142
4.4.7 Summary
All in all, results from the different viral strains remained highly diverse. FISH
stainings and data analysis were successful and were in good agreement with
A/Panama results on a visual level. Genome packaging of all other viral strains
except for A/Pan-NSM seemed to be impaired as indicated by histograms of
MSC sizes. For A/Pan-NSM, highly elevated virion numbers in infection might
explain its better packaging performance in comparison to A/Mallard with a wild-
type genome set. Another reason might be that reassortment of both segments
7 and 8 yielded an improved interplay of the two and helped the whole genome
packaging process. Network analysis as well as conditional probability modelling
revealed that significant differences between all viral strains exist, but on the other
hand some packaging constraints, like highly enriched combinations, seemed to
be conserved among the reassortants. Taking in the results of all available data,
one can conclude that (1) A/Mallard performs weaker in genome packaging than
A/Panama, (2) A/Pan-M and A/Pan-NS also show impaired genome packaging
similar to A/Mallard, (3) A/Pan-NSM seems to exhibit functional genome packaging
similar to A/Panama, (4) A/Pan-M and A/Pan-NS resemble A/Mallard in terms
of e.g. appearance of stainings and distribution of highly elevated combinations.
5 | Conclusion and Outlook
5.1 Conclusion
Taken together, the results presented in this thesis have shown that (1) MuSeq-FISH
is a versatile and comparatively easy method for implementation of multiplexing
capability to a standard FISH assay, (2) MuSeq-FISH is a promising method
to study genome packaging in influenza viruses and (3) IAV genome packaging,
at least for the five viral strains covered here, is neither random nor completely
determined.
MuSeq-FISH has been extensively used in this project, both on vRNA
and mRNA targets of IAV. In addition, other systems, such as hantaviruses
and yeast cells, have been tested in proof-of-concept experiments with promis-
ing results (data not shown). Together with the image analysis pipeline
especially tailored for processing highly multiplexed data and freely available
upon request, we believe that MuSeq-FISH will become a beneficial tool in the field.
The question of the nature and workings of IAV genome packaging was
not satisfactorily answered here, in terms of an exact and specific pathway as a
result. We have learned that such an answer most likely does not represent the
actual workings – actually the solution seems to lie in a highly flexible, yet specific
and definitely not random packaging network. As we have seen, this network is
also dependent on the viral strain and even on the infection environment of a given
cell. For the situations investigated here, we could rule out random packaging
and contour the solution space. Future work in this field will most likely have to
give up the simple view of "reaction pathways" and evolve towards a holistic and
integral view of packaging space.
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5.2 Outlook
5.2.1 Super-resolution microscopy
One important issue in assessing colocalization in IAV is whether it actually
implies physical interaction or similar localization by chance. In this work, we
treated segment spots with a maximum distance of 300 nm in the x-y plane to each
other as "interacting", a similar value compared to other FISH studies in the field
[90]. Confocal resolution will not be significantly more precise than these values,
while it is clear that colocalization in such areas might be an over-interpretation
of the data. We are confident that this was not the case here, at least for the
majority of colocalizations detected because (1) we corrected for MSCs with
double occurrences of any segment which only comprised < 5%, (2) assessment
of non-colocalizing targets such as viral mRNA showed much weaker MSC ranks
even for very high densities (data not shown) and (3) resulting strong pathways
in network diagrams would be highly unlikely if no functional interaction was
underlying.
Nevertheless, to find out more about this issue and also to evaluate a po-
tential combination of MuSeq-FISH with super resolution stimulated emission
depletion (STED) microscopy, first proof-of-concept experiments have been
undertaken together with Maria Loidolt and Franziska Winter (AG Hell, MPI
for Biophysical Chemistry, Göttingen, Germany) to test STED microscopy on
our stained IAV samples (see Fig. 55). While microscopy was successful in
principle, optimal application of MuSeq-FISH would need precise control over
sample position along the z-axis in subsequent runs, which was not achieved yet.
Therefore, only one run of a typical MuSeq-FISH experiment was conducted here.
Comparison of confocal and STED resolutions showed a significant increase in
detail levels, and in some cases revealed additional spots hidden in the point spread
function (PSF) of confocal microscopy, an indicator of data that would have been
analyzed differently. However, a major fraction of spots remained single puncta,
so that one must ask whether the gain in resolution outweighs the much higher
imaging speed in confocal or (in this case) spinning disk set-ups.
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Figure 55 – Comparison of confocal and STED imaging of three distinct
vRNA segments. A549 cells were infected with A/Panama at an MOI of 5 and
fixated 10 h.p.i. and subsequently permeabilized. Then, FISH staining was conducted
for PA, NS and PB2-vRNAs. Images were taken by Maria Loidolt using a custom-
built STED setup, both without (left) and with (right) the use of the STED laser for
resolution enhancement. Obviously, STED resolution looked much crisper, and in
some cases revealed multiple spots hidden within the PSF of confocal imaging. The
STED image shows more counts of PA-vRNA (green), which is caused by different
dynamic ranges and not actual spot counts. However, most data would be detected
similarly using the spot detection and image analysis pipeline described for the
experiments above.
5.2.2 Live cell imaging in multiple channels
We have seen that the lack of actual kinetics data hindered the detailed analysis of
preferred pathways in this work. Therefore, future studies will greatly benefit from
the introduction of a highly multiplexed live cell imaging system. Sequential multi-
plexing, as is the basis of MuSeq-FISH will not be an option for such an approach
as the key to understanding packaging kinetics would lie in direct observations of
the complete genomic set of a virus, i.e. labelling all IAV vRNAs in the same run.
RNA-FISH in its standard version is not capable of live cell imaging, because it
requires a wash step to remove unbound probes which otherwise lead to a strong
background signal. Techniques like the substitution of the always-on standard
fluorophores bound to the probes with switchable dyes (like FIT-probes [158])
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which increase in brightness upon target binding have led to the establishment of
wash-free protocols. However, these currently suffer from problematic entry into
live cells. In addition, the variety of colors to choose from is limited and would most
likely need to increase to allow high levels of multiplexing. Finally, multiplexing
without sequential stainings requires (in the case of IAV) to at least distinguish
eight different spectral channels. There are approaches in spectral unmixing, where
spectral fingerprints of different fluorophores are employed to distinguish even dyes
with partially overlapping spectra. One can also envision using different lifetimes of
dyes to increase precision of such fingerprints. While such approaches look bright
in theory, they still await robust technical implementation for the acquisition of
reliable data.
5.2.3 Comparison with more viral strains
Another key insight from our analysis was the strong variability of packaging
pathways, even among relatively similar viral strains of IAV. Comparison with the
literature revealed that pronounced differences were also present to a variety of
laboratory strains that had been investigated before [57, 119, 103, 73], and as well
among those strains themselves. Subsequent studies should therefore focus on using
MuSeq-FISH for a complete staining of viral RNA for heavily studied viruses like
A/WSN, A/PR8, A/Finch and A/Moscow to allow better comparison. Design and
synthesis of strain-specific probe sets will be lengthy and expensive, but might be
eased by the use of systems like the recently introduced smiFISH [168], where dyes
can be partially reused. Once several probe sets are at hand, reassortment within
cells could be visualized when co-infecting samples with two viral strains known to
frequently reassort. Such studies will be very beneficial for our understanding of
why or why not specific segments reassort more easily, or some segments prefer to
reassort preferably together with other segments.
5.2.4 Comparison with sub-networks of A/Panama
It will also be worthwhile to optimize the usage of the produced mRNA-only
A/Panama plasmid system. A completely functional and easy-to-use plasmid system
that allows to transfect defined combinations of vRNA in an otherwise functional
infection environment will be very beneficial for the further investigation of genome
packaging in A/Panama. The system could in principle also be implemented for
plasmid systems for other viral strains.
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7.1 Conditional probability modelling
Here we describe a method to investigate whether there are certain MSCs and
segments, which bind together noticeably frequent or infrequent.
Firstly, we want to introduce some notations. Let n denote the total
number of possible segments and N := {1, ..., N}. We identify the subsets of N





MSCs of rank l to be








unique MSC cl,i ⊂ N of rank l. (For convenience choose c1,i = {i} for the MSCs of
rank 1.) Now assume we have collected data for M different cells. We denote by













is the probability that a randomly chosen MSC of rank l equals the MSC cl,i.
Secondly, for known probabilites p1,im of the segments, i.e. MSCs of rank
1, we will introduce a naïve straight-forward model to estimate all the probabilities
pl,im with l ≥ 2. Later we will extend this model and use the naïve model as
baseline to evaluate whether or not there are noticeably frequent or infrequent
segment-MSC-fusions as mentioned at the beginning of this chapter.Assuming
there is no such noticeable fusion and regarding the rules stated in methods
section, we can tell that in a cell m for an MSC cl,i ⊂ N the probability to fuse
next with segment c1,j ∈ N\cl,i would only be dependent on the observed segment
probabilities p1,im that belong to segments which do not already belong to cl,i. That
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means in cell m the stated probability equals the conditional probability
pm(c1,j | c1,j /∈ cl,i) =
p1,jm
1−∑k∈cl,i p1,km
which only depends on the segment probabilities p1,im . Thus, by summing over all







In the following, we drop the above assumption and try to find a model which is
able to reasonably quantify the deviation from the naïve approach. The idea is
based on the following Ansatz: We model
pm(c1,j | c1,j /∈ cl,j) ∼ kl,i,j
p1,jm
1−∑k incl,i p1,km (7.3)
with kl,i,j > 0. Thus kl,i,j > 1 indicates increased and kl,i,j < 1 indicates decreased







and also taking into account that what we want to model is a probability density



























to keep notation short.
Having modeled our data that way, we can try to find values kl,i,j which
lead to a better explanation of the observed data. This was implemented as
nonlinear least squares problem with box constraints: for l = 1, ..., n− 2 and given
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is minimized.
The next step in our analysis is to investigate whether or not there are
certain successions of segments 1, ..., N to form MSC N that have increased
probability. Our idea is, to assign each possible succession, also called path in
the following, a score. The score is simply the product of the kl,i,j which belong
to the MSC-segment-fusions of that path. One pitfall to consider is, that for
fixed l and i, multiplying kl,i,j (for all j /∈ cl,i) by a common factor, we end up
with the same values for k̂l,i,jm in our optimization problem. Therefore for each l
and i we normalized kl,i,j to sum n − l, i.e. ∑j /∈cl,i kl,i,j = n − l. By this choice
kl,i,j > 1 indicates increased frequency and kl,i,j < 1 decreased frequency compared
to the naïve model. Note that a different choice of the normalization strategy (for
instance such that the geometric mean is one) would be possible.
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