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Abstract
Universal variable-to-fixed (V-F) length coding of d-dimensional exponential family of dis-
tributions is considered. We propose an achievable scheme consisting of a dictionary, used to
parse the source output stream, making use of the previously-introduced notion of quantized
types. The quantized type class of a sequence is based on partitioning the space of minimal
sufficient statistics into cuboids. Our proposed dictionary consists of sequences in the bound-
aries of transition from low to high quantized type class size. We derive the asymptotics of the
ǫ-coding rate of our coding scheme for large enough dictionaries. In particular, we show that
the third-order coding rate of our scheme is H d
2
log logM
logM
, where H is the entropy of the source
and M is the dictionary size. We further provide a converse, showing that this rate is optimal
up to the third-order term.
1 Introduction
A variable-to-fixed (V-F) length code consists of a dictionary of pre-specified size. Elements of the
dictionary (segments) are used to parse the infinite sequence emitted from the source. Segments may
have variable length, however they are encoded to the fixed-length binary representation of their
indices within the dictionary. In order to be able to uniquely parse any infinite length sequence
into the segments, we assume the dictionary to be complete (i.e. every infinite length sequence
has a prefix within the dictionary) and proper (i.e. no segment is a prefix of another segment).
The underlying source model induces a distribution on the segment lengths. The segment length
distribution reflects the quality of the dictionary for the compression task.
For a given memoryless source, Tunstall [1] provided an average-case optimal algorithm to
maximize average segment length. A central limit theorem for the Tunstall algorithm’s code length
has been derived in [2]. In most applications, however, statistics of the source are unknown or
arduous to estimate, especially at short blocklengths, where there are limited samples for the
inference task. In universal source coding, the underlying distribution in force is unknown, yet
belongs to a known collection of distributions. Universal V-F length codes are studied in e.g.
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[3, 4, 5, 6]. Upper and lower bounds on the redundancy of a universal code for the class of
all memoryless sources is derived in [3]. Universal V-F length coding of the class of all binary
memoryless sources is then considered in [4, 5], where [5] provides an asymptotically average sense
optimal1 algorithm. Later, optimal redundancy for V-F length compression of the class of Markov
sources is derived in [6]. Performance of V-F length codes and fixed-to-variable (F-V) length codes
for compression of the class of Markov sources is compared in [7] and a dictionary construction
that asymptotically achieves the optimal error exponent is proposed.
All previous works consider model classes that include all distributions within a simplex. How-
ever, universal V-F length coding for more structured model classes has not been considered in
the literature. Apart from extending the topological complexities, we further adopt more general
metrics of performance. Delay-sensitive modern applications reflect new requirements on the per-
formance of compression schemes. Therefore it is vital to characterize the overhead associated with
operation in the non-asymptotic regime. Over the course of probing the non-asymptotics, incurring
“errors” are inevitable. Therefore, we depart from classical average-case (redundancy) and worst
case (regret) analysis to the modern probabilistic analysis, where the figure of merit in our setup is
the ǫ-coding rate — the minimum rate such that the corresponding overflow probability is less than
ǫ. Our goal is to analyze asymptotics of the ǫ-coding rate as the size of the dictionary increases.
We provide an achievable scheme for compressing d-dimensional exponential family of distributions
as the parametric model class. Moreover, we provide a converse result, showing that our proposed
scheme is optimal up to the third-order ǫ-coding rate.
In previous universal V-F length codes, one can define a notion of complexity for sequences.
In [3, 4, 5, 6], a sequence with high complexity has low probability under a certain composite
or mixture source. While in [7], high complexity sequences have high scaled (by sequence length)
empirical entropy. The dictionary of such algorithms then consists of sequences in the boundaries of
transition from low complexity to high complexity. We follow a similar complexity theme to design
the dictionary. The sequence complexity in our proposed algorithm is characterized based on the
sequence’s type class size, hence we name our scheme the Type Complexity (TC) code. Scaled
empirical entropy [7] is ignorant of the underlying structure of the parametric class. Therefore, in
order to fully exploit the inherited structure of the model class, we characterize type classes based
on quantized types, which we introduced in [8, 9] in studying F-V length compression. We partition
the space of minimal sufficient statistics into cuboids, and define two sequences to be in the same
quantized type class if and only if their minimal sufficient statistic falls within the same cuboid.
The type class approach has been taken before for the compression problem in [10]. The Type
Size code (TS code) is introduced in [10] for F-V length compression of the class of all stationary
memoryless sources, in which sequences are encoded in increasing order of type class sizes. The
exquisite aspect of this approach is the freedom in defining types. In fact, for F-V length coding,
any universal one-to-one compression algorithm can be considered as a TS code with a proper
characterization of types [11]. In [8], we considered universal F-V length source coding of parametric
sources. We have shown [8] that the TS code using quantized types achieves optimal coding rate
for F-V length compression of the exponential family of distributions.
In this work, we provide a performance guarantee for V-F length compression of the exponential
family using our proposed Type Complexity code. We upper bound the ǫ-coding rate of the
1Throughout, “optimality” of an algorithm is considered only up to the model cost term (i.e. the term reflecting
the price of universality) in the coding rate. The model cost term is the second-order term in the average case
analysis, while it is the third-order term in the probabilistic analysis.
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quantized type implementation of the Type Complexity code by
H + σ
√
H
logM
Q−1(ǫ) +H
d
2
log logM
logM
+O
(
1
logM
)
(1)
where H,σ2 are the entropy and the varentropy of the underlying source, respectively, M is the pre-
specified dictionary size, Q(·) is the tail of the standard normal distribution, and d is the dimension
of the model class. We then provide a converse result showing that this rate is optimal up to the
third-order term. Our converse proof relies on the construction of a F-V length code from a V-F
length code presented in [7], along with a converse result for F-V length prefix codes [12].
Comparing the third-order term in (1) with Rissanen’s [13] redundancy d2
logn
n
for F-V length
codes, where 2n denotes the fixed number of codewords in the F-V length code and plays the role
of M (fixed number of segments in the V-F length code), we observe that for binary memoryless
sources, the optimal V-F length code provides better convergence for the model cost term than the
F-V length codes, while for sources with H > 1, the optimal F-V length code trumps the V-F length
codes from the perspective of model cost effects. On the other hand, comparing the dispersion term
in (1) with the dispersion of the optimal F-V length code [8], which is σ√
n
Q−1(ǫ), we observe that
the optimal V-F length code provides better dispersion for binary memoryless sources, while for
sources with H > 1, optimal F-V length code provides better dispersion effects.
The rest of the paper is organized as follows: In Sec. 2, we introduce the exponential family,
V-F length coding and related definitions. In Sec. 3, we reproduce the characterization of quantized
types from [8]. Type Complexity code is presented in Sec. 4. Main result of the paper is stated in
Sec. 5. We present preliminary results in Sec. 6. The Achievability and the converse results are
proved in Sec.’s 7 and 8, respectively. We conclude in Sec. 9.
2 Problem Statement
Let Θ be a compact subset of Rd. Probability distributions in an exponential family can be
expressed in the form
pθ(x) = 2
〈θ,τ (x)〉−ψ(θ) (2)
where θ ∈ Θ is the d-dimensional parameter vector, τ (x) : X → Rd is the vector of sufficient statis-
tics and ψ(θ) is the normalizing factor. Let the model class P = {pθ, θ ∈ Θ}, be the exponential
family of distributions over the finite alphabet X = {1, · · · , |X |}, parameterized by θ ∈ Θ ⊂ Rd,
where d is the degrees of freedom in the minimal description of pθ ∈ P, in the sense that no smaller
dimensional family can capture the same model class. The degrees of freedom turns out to charac-
terize the richness of the model class in our context. Compactness of Θ implies existence of uniform
bounds 0 < pmin, pmax < 1 on the probabilities, i.e.
pmin ≤ pθ(x) ≤ pmax ∀θ ∈ Θ,∀x ∈ X . (3)
Let X∞ be the infinite length sequence drawn i.i.d. from the (unknown) true model pθ∗ . From (2),
the probability of a sequence xℓ = x1 · · · xℓ drawn i.i.d. from a model pθ ∈ P in the exponential
3
family takes the form [14]
pθ(x
ℓ) =
ℓ∏
i=1
pθ(xi)
=
ℓ∏
i=1
2〈θ,τ (xi)〉−ψ(θ)
= 2ℓ[〈θ,τ (x
ℓ)〉−ψ(θ)] (4)
where
τ (xℓ) =
∑ℓ
i=1 τ (xi)
ℓ
∈ Rd (5)
is a minimal sufficient statistic [14]. Note that τ (x) and τ (xℓ) are distinguished based upon their
arguments. We denote Pθ, Eθ and Vθ as the probability, expectation and variance with respect
to pθ, respectively. We denote the set of all finite length sequences over X as X ∗. We denote
the generic source sequence of unspecified length as x∗ ∈ X ∗. Let xℓxℓ′ be the concatenation of
xℓ and xℓ
′
. All logarithms are in base 2. For a set B, |B| denotes its size. Instead of introducing
different indices for every new constant C1, C2, ..., the same letter C may be used to denote different
constants whose precise values are irrelevant.
A V-F length code consists of a parsing dictionary D of a pre-specified size |D| = M , which
is used to parse the source sequence. Elements of the dictionary (segments), which we denote by
{x∗1, · · · , x∗M}, may have different lengths. Once a segment x∗ ∈ D is identified as a parsed sequence,
it is then encoded to its lexicographical index within D using logM bits. As it does not hurt our
analysis, we ignore rounding logM to its closest integer.
We assume D is complete, i.e. any infinite length sequence over X has a prefix in D. In
addition, we assume D is proper, i.e. there are no two segments where one is a prefix of the other.
Completeness along with properness of D implies that any long enough sequence has a unique
prefix in the dictionary. Every complete and proper dictionary can be represented with a rooted
complete |X |-ary tree in which every internal node has |X | child nodes. Let us label each of the
|X | edges branching out of an internal node with different letters from X . Each node corresponds
to the sequence of edge-labels from the root to the node. One can then correspond internal nodes
of the tree to the prefixes of the segments, while leaf nodes correspond to the segments.
Let D be the dictionary of a V-F length code φ. Let X∗ ∈ D be the random first parsed segment
of the source output X∞, using the dictionary D. Let ℓ(X∗) be the length of X∗. We adopt a
one-shot setting and denote
ℓφ(X∞) = ℓ(X∗). (6)
We gauge the performance of V-F length code φ with a dictionary D of sizeM , through the ǫ-coding
rate given by
RM (ǫ, φ, pθ∗) := min
{
R : Pθ∗
(
logM
ℓφ(X∞)
≥ R
)
≤ ǫ
}
. (7)
Our goal is to analyze the behavior of RM (ǫ, φ, pθ∗) for large enough dictionary size M .
Remark 1. Optimizing the ǫ-coding rate provides more refined results than optimizing logM
Eθ∗(ℓφ(X∞))
.
The latter is done in e.g. [5].
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Figure 1: Quantized Types
3 Quantized Types
We have previously introduced quantized types [8, 9], the optimal2 characterization of type classes
for the universal F-V length compression of the exponential family. In this section, we briefly
review this characterization. In order to define the quantized type class of a sequence xℓ ∈ X ℓ,
we cover the convex hull of the set of minimal sufficient statistics T = conv {τ (x) : x ∈ X}, into
d-dimensional cubic grids — cuboids — of side length W
ℓ
, where W > 0 is a constant. The union
of such disjoint cuboids should cover T . The position of these cuboids is arbitrary, however once
we cover the space, the covering is fixed throughout. We represent each d-dimensional cuboid by
its geometrical center. Denote G(τ 0) as the cuboid with center τ 0. More precisely
G(τ 0) :=
{
z + τ 0 ∈ Rd : −W
2ℓ
< zi ≤ W
2ℓ
for 1 ≤ i ≤ d
}
(8)
where zi is the i-th component of the d-dimensional vector z. Let τ c(x
ℓ) be the center of the cuboid
that contains τ (xℓ).
We then define the quantized type class of xℓ as
Txℓ :=
{
yℓ ∈ X ℓ : τ (yℓ) ∈ G
(
τ c(x
ℓ)
)}
(9)
the set of all sequences yℓ with minimal sufficient statistic belonging to the very same cuboid
containing the minimal sufficient statistic of xℓ (See Figure 1). We denote Tℓ =
{
Txℓ : x
ℓ ∈ X ℓ} as
the set of all quantized type classes for sequences of length ℓ.
4 Type Complexity Code
In this section, we propose the Type Complexity (TC) code. Our designed dictionary D, consists of
sequences in the boundaries of transition from low quantized type class size to high quantized type
2Optimality is in the sense that the quantized type class implementation of the TS code achieves the minimum
third-order coding rate.
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class size. More precisely, let γ be chosen as the largest positive constant such that the resulting
dictionary has at most M segments; we characterize this γ precisely in Section 7.1. The sequence
xℓ = (x1, x2, · · · , xℓ) is a segment in the dictionary of the TC code if and only if
log |Txℓ | > γ and log
∣∣T
xℓ
−1
∣∣ ≤ γ (10)
where Txℓ is the quantized type class of x
ℓ as defined in (9) and xℓ
−1
= (x1, x2, · · · , xℓ−1) is obtained
from xℓ by deleting the last letter.
From construction, it is clear that D is proper, and furthermore monotonicity of log |Txℓ | in ℓ
implies completeness of D. Intuitively, sequences with large type class sizes contain more informa-
tion, implying that the TC code compresses more information into a fixed budget of output bits,
which is the promise of the optimal V-F length code.
We note that there is a freedom in defining type classes in (10). We show that the quantized
type is the relevant characterization of type classes for the optimal performance.
5 Main Result
Let H(pθ) = Eθ
(
log 1
pθ(X)
)
and σ2(pθ) = Vθ
(
log 1
pθ(X)
)
be the entropy and the varentropy of pθ,
repectively. The following theorem exactly characterizes achievable ǫ-rates up to third-order term,
as well as asserting that this rate is achievable by the TC code using quantized types.
Theorem 1. For any stationary memoryless exponential family of distributions parameterized by
Θ,
inf
φ
sup
θ∈Θ
[
RM (ǫ, φ, pθ)−H(pθ)− σ(pθ)
√
H(pθ)
logM
Q−1(ǫ)−H(pθ)d
2
log logM
logM
]
= o
(
log logM
logM
)
(11)
where the infimum is achieved by the TC code using quantized types.
Example 1. For the class of all binary memoryless sources d = 1, and the third-order term in
(11) matches with the optimal redundancy in [5].
6 Preliminary Results
Define
θˆ (τ ) = argmax
θ∈Θ
(〈θ, τ 〉 − ψ(θ)) . (12)
Note that since the Hessian matrix of ψ(θ), ∇2 (ψ(θ)) = Covθ (τ (X)) is positive definite, the
log-likelihood function is strictly concave and hence the maximum likelihood θˆ(τ ) is unique.
The following lemma, which is a direct consequence of [8, Lemmas 1 and 3] provides tight upper
and lower bounds on the quantized type class size.
Lemma 1. Size of the quantized type class of xℓ is bounded as
− log p
θˆ(xℓ)(x
ℓ)− d
2
log ℓ+ C1 ≤ log |Txℓ | ≤ − log pθˆ(xℓ)(xℓ)−
d
2
log ℓ+ C2 (13)
where C1, C2 are constants independent of ℓ.
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The type class size bounds in the previous lemma are springboards to the following upper bound
on the lengths of the dictionary segments.
Corollary 1 (Segment Length). There exists a positive constant C3 > 0, such that for any x
ℓ ∈ D,
we have
ℓ ≤ C3γ. (14)
Proof. For any xℓ ∈ D, (10,13) yield
− log p
θˆ(xℓ−1)
(
xℓ
−1
)
− d
2
log (ℓ− 1) +C1 ≤ log |Txℓ−1 | ≤ γ.
Since for all θ ∈ Θ, pθ(xℓ−1) ≤ pℓ−1max, we have
(ℓ− 1) log 1
pmax
− d
2
log (ℓ− 1) ≤ γ − C1.
The corollary then follows.
The following lemma shows that one single observation does not provide much information.
Lemma 2. Let xℓ+1 = (x1, · · · , xℓ, xℓ+1) = xℓxℓ+1. There exists a constant C4 > 0 such that
− log p
θˆ(xℓ+1)
(
xℓ+1
)
−
(
− log p
θˆ(xℓ)
(
xℓ
))
≤ C4. (15)
Proof. We have
− log p
θˆ(xℓ+1)
(
xℓ+1
)
−
(
− log p
θˆ(xℓ)
(
xℓ
))
=
max
θ
[
(ℓ+ 1)
(
ψ(θ)− 〈θ, τ (xℓ+1)〉
)]
−max
θ
[
ℓ
(
ψ(θ)− 〈θ, τ (xℓ)〉
)]
(16)
≤ max
θ
[
(ℓ+ 1)ψ(θ) − (ℓ+ 1)〈θ, τ (xℓ+1)〉 − ℓψ(θ) + ℓ〈θ, τ (xℓ)〉
]
(17)
≤ C4 (18)
where (16) is from the definition (12), (17) exploits the fact that for any two functions g1(θ), g2(θ)
max
θ
g1(θ)−max
θ
g2(θ) ≤ max
θ
(
(g1 − g2)(θ)
)
,
and finally (18) follows from |τ (xℓ) − τ (xℓ+1)| ≤ C
ℓ
for some constant C along with the fact that
ψ(θ) is a continuous function over a compact domain and hence is bounded.
We appeal to the following normal approximation result from [15, 16], in order to bound the
percentiles of the type class size in the achievability proof.
Lemma 3 (Asymptotic Normality of Information). [15, 16] Fix a positive constant α > 0. For a
stationary memoryless source, there exists a finite positive constant A > 0, such that for all ℓ ≥ 1
and z with |z| ≤ α, ∣∣∣∣Pθ∗
(− log pθ∗(Xℓ)− ℓH
σ
√
ℓ
> z
)
−Q(z)
∣∣∣∣ ≤ A√
ℓ
(19)
where H := H(pθ∗) and σ
2 := σ2(pθ∗), are the entropy and the varentropy of the true model pθ∗,
respectively.
7
7 Achievability
7.1 Threshold Design
Setting high threshold values of γ in (10), results in compressing more information into a fixed
budget of output bits. On the other hand, in order to keep the dictionary size below the pre-
specified size M , γ cannot be set too high. In this subsection, we characterize the largest value of
γ for which the resulting dictionary size is below M .
Let Nℓ+1 be the number of dictionary segments with length ℓ + 1. For any x
ℓ+1 ∈ D, it must
certainly hold that log |Txℓ+1 | > γ and log |Txℓ+1−1 | ≤ γ. Let
A = {T ∈ Tℓ : log |T | ≤ γ and ∃ xℓ ∈ T and xℓ+1 ∈ X with log |Txℓxℓ+1 | > γ}. (20)
Motivated by [7, Eq. 3.12], we upper bound Nℓ+1 as follows:
Nℓ+1 ≤ |X |
∑
T∈A
|T |
≤ |X |2γ |A|. (21)
We show in Appendix A that |A| ≤ ℓd−1. Hence
Nℓ+1 ≤ |X |2γℓd−1. (22)
We then upper bound the dictionary size as follows:
|D| =
C3γ∑
ℓ=0
Nℓ+1 (23)
≤ |X |2γ
C3γ∑
ℓ=0
ℓd−1 (24)
≤ C2γγd (25)
where (23) is from (14), (24) follows from (22), and (25) is a consequence of upper bounding the
summation with an integral, where C > 0 is a generic constant whose precise value is irrelevant.
Finally, to ensure that the dictionary of the quantized Type Complexity code (10) does not contain
more than M segments, it suffices to set γ such that
logC + γ + d log γ ≤ logM. (26)
One can show that, there exists a positive constant C > 0, such that the following choice of γ,
satisfies (26) and moreover the leading two terms are the largest possible:
γ = logM − d log logM − C. (27)
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7.2 Coding Rate Analysis
In this subsection, we derive an upper bound for the ǫ-coding rate of the quantized type implemen-
tation of the TC code. To this end, we upper bound the overflow probability as follows:
P
(
logM
ℓ(X∗)
> R
)
= P
(
ℓ(X∗) <
logM
R
)
= P
(
∃ℓ < logM
R
: log |TXℓ | > γ
)
(28)
≤ P
(
log
∣∣∣T
X
logM
R
∣∣∣ > γ) (29)
≤ P
(
− log p
θˆ
(
X
logM
R
) (X logMR ) > γ + d
2
log
logM
R
− C2
)
(30)
≤ P
(
− log pθ∗
(
X
logM
R
)
> γ +
d
2
log
logM
R
− C2
)
(31)
= P

− log pθ∗
(
X
logM
R
)
− logM
R
H
σ
√
logM
R
>
γ + d2 log
logM
R
− C2 − logMR H
σ
√
logM
R


≤ Q

γ + d2 log logMR − C2 − logMR H
σ
√
logM
R

+ A√
logM
R
(32)
where (28) is from the condition for segment xℓ to be in the dictionary in (10), (29) holds since for
xℓ a prefix of xℓ
′
, |Txℓ | ≤ |Txℓ′ | and furthermore we assume that logMR is an integer, (30) is from
the quantized type class size bound in Lemma 1, (31) is from pθ∗(x
ℓ) ≤ p
θˆ(xℓ)(x
ℓ), and finally (32)
is an application of Lemma 3. In Appendix B, we show that for the rate R specified below, (32)
and subsequently the overflow probability falls below ǫ:
R = H + σ
√
H
logM
Q−1(ǫ) +H
d
2
log logM
logM
+O
(
1
logM
)
. (33)
Due to the definition of ǫ-coding rate, RM (ǫ, φ, pθ∗) ≤ R. This completes the achievability proof.
8 Converse
We first introduce notations relevant to the F-V length codes. Recall that any F-V length prefix
code φFV is a mapping from a set of words Wn, the set of all sequences of fixed input length n over
the alphabet X , to variable length binary sequences. For an infinite length sequence X∞ emitted
from the source, we adopt a one-shot setting and let
ℓ
(
φFV (X∞)
)
:= ℓ
(
φFV (Xn0 )
)
(34)
where Xn0 ∈ Wn is the prefix of X∞ within the set of words. For simplicity of notation, we denote
ℓFV(X∞) := ℓ(φFV(X∞)).
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Let φVF be an arbitrary V-F length code with M dictionary segments and length function ℓVF(·)
defined as in (6). Let R be any achievable ǫ-coding rate for φVF. We show that
R ≥ H + σ
√
H
logM
Q−1(ǫ) +H
d
2
log logM
logM
− C log log logM
logM
. (35)
Assume logM and logM
R
are integers. This assumption does not hurt generality of our result.
It is shown in [7] that for any V-F length code φVF with M dictionary segments and length function
ℓVF(·), one can construct a F-V length prefix code φFV with |X | logMR codewords (i.e. fixed input length
of logM
R
) and length function ℓFV(·), such that the event
{
ℓVF(X∞) < logM
R
}
for φVF is equivalent
to the event
{
ℓFV(X∞) > logM
}
for φFV. Their construction goes as follows:
• Step 1: Consider the complete |X |-ary tree with M leaves corresponding to the complete
and proper V-F length code. All the dictionary segments of length greater than logM
R
, are
shortened to logM
R
letters, by pruning all subtrees with roots at depth logM
R
. Therefore, all
the leaves (i.e. segments) of the modified tree have length at most logM
R
, and moreover the
probability P
(
ℓVF(X∞) < logM
R
)
of the modified tree is equal to that of the original tree.
• Step 2: Every segment x∗ of the modified tree with length ℓ(x∗) < logM
R
is extended to
logM
R
by all |X | logMR −ℓ(x∗) possible suffixes, and accordingly, the logM -bit codeword for this
segment is also extended by all possible
((
logM
R
− ℓ(x∗)
)
⌈log |X |⌉
)
-bit suffixes. This results
in a F-V length code with fixed input-length logM
R
and length function ℓFV(·) satisfying the
required properties.
Therefore we have
P
(
logM
ℓVF(X∞)
> R
)
= P
(
ℓVF(X∞) <
logM
R
)
= P
(
ℓFV(X∞) > logM
)
= P
(
ℓFV(X∞)
logM
R
> R
)
. (36)
Since R is ǫ-achievable for φVF, therefore P
(
logM
ℓVF(X∞) > R
)
≤ ǫ and hence (36) implies
P
(
ℓFV(X∞)
logM
R
> R
)
≤ ǫ. (37)
Define the ǫ-coding rate R(φFV, ǫ, p) of the F-V length code φFV as [12, Eq. 9]
R(φFV, ǫ, p) = min
{
R0 : P
(
ℓFV(X∞)
logM
R
> R0
)
≤ ǫ
}
.
Note that the fixed input length of φFV is logM
R
. Therefore, (37) implies
R ≥ R(φFV, ǫ, p). (38)
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The converse for fixed-to-variable length prefix codes [12, Theorem 15], in turn implies3
R(φFV, ǫ, p) ≥ H + σ√
logM
R
Q−1(ǫ) +
d
2
log logM
R
logM
R
−O
(
log log logM
R
logM
R
)
. (39)
Combining (38,39) yields
R ≥ H + σ√
logM
R
Q−1(ǫ) +
d
2
log logM
R
logM
R
− C
(
log log logM
R
logM
R
)
(40)
where C is a constant. Through a similar iterative approach as in Appendix B, one can show that
(40) leads to (35).
9 Conclusion
We derived the fundamental limits of universal variable-to-fixed length coding of d-dimensional
exponential families of distributions in the fine asymptotic regime, where the law of large numbers
may not hold. We proposed the Type Complexity code and further showed that the quantized
type implementation of the Type Complexity code achieves the optimal third-order coding rate.
Studying the behavior of the non-proper codes is an interesting future direction.
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Appendices
A Proof of |A| ≤ ℓd−1
The type class size bounds in Lemma 1 implies the following subset relationships
{T ∈ Tℓ : log |T | ≤ γ} ⊆
{
T ∈ Tℓ : ∃xℓ ∈ T with − log pθˆ(xℓ)(xℓ) + C1 ≤ γ +
d
2
log ℓ
}
(41)
and{
T ∈ Tℓ : ∃ xℓ ∈ T and xℓ+1 ∈ X with log |Txℓxℓ+1 | > γ
}
⊆
{
T ∈ Tℓ : ∃ xℓ ∈ T and xℓ+1 ∈ X with − log pθˆ(xℓxℓ+1)(x
ℓxℓ+1) + C2 > γ +
d
2
log ℓ
}
.
(42)
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Hence Lemma 2, along with (41,42) and the definition of A, imply
A ⊆
{
T ∈ Tℓ : ∃xℓ ∈ T with γ + d
2
log ℓ− C2 − C4 < − log pθˆ(xℓ)(xℓ) < γ +
d
2
log ℓ− C1
}
.
On the other hand it is shown in [8, Eq. 32] that∣∣∣∣
{
T ∈ Tℓ : ∃xℓ ∈ T with γ + d
2
log ℓ− C2 − C4 < − log pθˆ(xℓ)(xℓ) < γ +
d
2
log ℓ− C1
}∣∣∣∣ ≤ ℓd−1.
This completes the proof.
B Achievable ǫ-coding Rate
In order for (32) to be less than or equal to ǫ, it must hold that
γ − logM
R
H +
d
2
log
logM
R
−C2 ≤ σ
√
logM
R
Q−1

ǫ− A√
logM
R

 .
Recalling the designed value for γ in (27) along with the Taylor expansion of Q−1(·) around ǫ yield
R ≤ H + σ
√
R
logM
Q−1(ǫ) +R
d
2
log logM
logM
+
C
logM
(43)
for some constant C. Define R∗ as the largest R satisfying (43). We then solve iteratively for R∗.
For large enough M , one can show that R∗ = H+ δ1, where δ1 = o(1). Substituting R∗ in (43) and
cancelling H from the left and right side of (43), one can show that δ1 = σ
√
H
logMQ
−1(ǫ)+δ2, where
δ2 = o
(
1√
logM
)
and the Taylor expansion of
√
H + δ1 around H is employed. Finally, substituting
R∗ = H + σ
√
H
logMQ
−1(ǫ) + δ2 in (43) and cancelling the H and σ
√
H
logMQ
−1(ǫ) terms from the
left and right side of (43), one can show that δ2 =
d
2H
log logM
logM + δ3, where δ3 = O
(
1
logM
)
.
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