This paper proposes, and demonstrates the efficacy of, a method for establishing a lower bound for cardinalities of selected sets of Goldbach pairs, and shows that the proofs employed may be modified for selected sets of twin primes. Our sieve method is centred on the binomial coefficient, contextualized by bijections from one selected interval to others. We implicitly employ the Chinese Remainder Theorem by way of the use of the midpoint in our intervals, and tacitly consider the sieve of Eratosthenes in such a way as to find a set of primes whose distribution is mirror-symmetrical about that midpoint. The existence of our conjectured lower bounds is established through the use of the formulae closely associated with the Mertens Theorem and we project the method into the general case.
INTRODUCTION
Throughout this paper, all intervals are to be taken to be nonempty sets, [x, y], of integers, N will be the set of non-negative integers, p n for n = 1, 2, . . . will be the sequence of primes; for any finite subset K of N and any integer i, [K] i will be the set of all subsets, S, of K for which |S| = i. Finally, P (n) will be {p 1 , p 2 , . . . , p n }.
Our essential concept, which is one of a folding of the number scale, will be illustrated diagrammatically and also expressed algebraically. We consider that our inductive step is established by way of the employment of bijections devised ultimately to utilize the Euler totient in conjunction, tacitly, with the Chinese Remainder Theorem. We begin with a method that will make for a basis of a general study of maxima and minima of values given by chosen formulations, in the context of the set F (i) of all intervals such that for any I ∈ F (i), |I| = i. These formulations entail functions on the set of all sets {k ∈ I : (k, pqr) = 1} and the set of all sets {k ∈ I : (k, pqrs) = 1}, such that, in each case, p, q r and s are distinct primes. Our subsequent employment of the Euler-Mascheroni constant is key to our development of this approach. 0.1. Extended introduction. Theorem 1 is a prelude to the sieve method that is the focus of this paper. In the subsequent theorem, key to our method is the set, for any integer n any even d and any integer i, Z = F ⊆ {V i,p,k : p ∈ P (n), k ∈ {0, d}} : for each q ∈ P (n) and m ∈ N we have V i.q,m = {1 ≤ m ≤ i : q | (m − k)} and |{V i,q,k : k ∈ {0, d}} ∩ F | = 1 .
(1)
which we ultimately use in the form { M : M ∈ Z}. We show how our sieve method may be used to address the Goldbach conjecture when d = 2i and the Twin Primes conjecture when d = 2. In the former case, our folding of the number scale may be understood in diagrammatic terms (see Fig. 1 ). 
FURNISHING A SIEVE METHOD
1.1. Remark. We note that, for any integer s and any set M of integers and the finite set J of primes given in Theorem 1,
We devise our method by formulating, implicitly or otherwise, for each G ∈ [J] r , where r ∈ {3, 4}, bijections from a suitable subset, S r , of {k ∈ [0, |I| − 1] : (k, g∈G g) = 1} to a suitable subset, S ′ r , of {j ∈ I : (j, g∈G g) = 1}. Let R r and R ′ r be nonempty sets of integers for which, for each s ∈ [1, r−1],
For any F ∈ [J] 4 , we specify sets A and B of integers, for which S r ∪ A and S ′ r ∪ B together satisfy (4) for S r ∪ A = R r and S ′ r ∪ B = R ′ r when the number of m ∈ R ′ r for which |{j ∈ J : j | m}| = r is one fewer than the number of n ∈ R r for which |{j ∈ J : j | n}| = r. 
We note, in reference to Lemma 2 (for L = R, suitably choosing I, M R and N R ), and thence to (13), that {r ∈ R : r | 0} = R and we shall invoke Lemma 2 in our final use of the following bijection. 
III. for any V ⊆ J for which |V | > 4,
Remark. Let I and J be as in Theorem 1. We note that if (17) is true for Y = J then I requires that and (c(m),
1.6. Remark. ** MOVE I. Let P be any set of sets of integers for which, for some integer a and some subset D of P we have |{a} ∪ D| = | D| + 1. Then it is elementary that the equation |{a} ∪ P | = | P | + 1 is true if and only if the following is true. For each K in the set of all subsets of P for which a / ∈ K, ii. For all references to the condition (22) on each element, c, of
Here we note that, for the set, L, of all m such that 0 ≤ m ≤ |I| − 1 for which (m, p∈J p) = 1 while (f J (m), p∈J p) = 1,
We will show that we may apply (23) to justify, from the point of view of our method, the conditions cited above.
1.7. Remark. For the finite set J of primes and the interval I given, in each case, in Theorem 1, we have the following.
ii. For all integers, n, for which |{p ∈ J : p | n}| ≥ 2, we have
with |{p ∈ J : p | n}| = 2 when the left-hand side is equal to one.
iii. For all x, the fact that for any x-element subset, Q, of J, p∈Q p divides zero implies that
iv. Consider any sets T and T ′ that satisfy all the stated conditions on S and S ′ as, likewise, given in Lemma 2, respectively. Then there exists, for each K ∈ [L] 3 , for L ∈ [J] 4 as given in Lemma 2, a bijection g T,T ′ ,L : T → T ′ for which for all elements, m, except one, of {t ∈ T : k∈K k | t}, 
is a subset of Y . Then we have the following.
i. Condition II in Definition 1.5 requires that for each H ∈ [J] 4 and any G for which
the value of
is less than or equal to the right-hand side of (12) in Lemma 2 (for L = H), which is equal to one; concomitantly we recall condition III in Definition 1.5.
ii. Recalling that
for any integer m, it is elementary that we have the following. Each element of [{K ∈ [J] 3 : p∈J p | m}] 3 either is a subset of a four-element subset of {j ∈ J : p∈J p | m} or satisfies |{j ∈ J : j | m}| = 3. Here we find the value two, in (37), through ii in Remark 1.7.
1.9. Prelude to further exposition. Let J be the finite set of primes and I be the interval, given, in each case, in Theorem 1. Take it that the cited conditions on M R and N R are those given in Definition 1.5, save for the following. Assume now that for each R ∈ [J] 4 , M R and N R satisfy all stated conditions on S and S ′ as in Lemma 2, respectively, with L = R. This assumption is, once more, allowed by there being, for all R ∈ [J] 4 , no requirement that M R and N R be intervals.
For
is an increasing function of |T |. This, coupled with Lemma 2, requires the following. The values that, together with the value of |I|, may be combined to determine the value of
are I to IV, below:
I.
H∈J
(|{m ∈ I :
II. I.
III.
IV.
To expand, consider any finite set E of |I|-element intervals, U n , where N ∈ N and E = {U 1 , U 2 , . . . , U |E| }. For any integer k, denote t k to be (39), u k to be (40) and v k to be (42), with I = E k . Then for some functions a, b and c for which, for each
is an increasing function of q k , with d(q k ) < 0 if an only if q k < 0, we have the following. For any j for which
we have
This follows from Lemma 2 combined with the fact that, in reference to the combination of all of I to IV, x 3 / x 2 is an increasing function of x. Here, we take x = |{p ∈ J : p | m}| for each m ∈ K where K ∈ {I, [0, |I| − 1]}. Crucially, here, our conditions on S and S ′ imply that, for each G ∈ {I ∪ N R , [0, |I| − 1] ∪ M R }, we have !{m ∈ G : (m, p∈J p) = 1}! is an increasing function of |{m ∈ G : (m, p∈J p) = 1} & |{p ∈ J : p | m}| = 1}!. This can be sen in that the second of these values is, in turn, an increasing function of the average value of |{p∈J:p|m}| 3 |{p∈J:p|m}| 2 (45) among all m ∈ K. This, in turn, can be seen in that the ratio of |{p ∈ J : p | m}| to |{p∈J:p|m}| 2 is greatest when |{p ∈ J : p | m}| = 2. Here, we combine this with the fact that |{p ∈ J : p | m & |{p ∈ J : p | m}| = 2}| is naturally a decreasing function of the average value of |[{p ∈ J : p | m}] 2 | among all m ∈ K. This, finally, is an increasing function of the average value of |[{p∈J:p|m}] 2 | 3 among all m ∈ K. Here we contextualise both the fact that x 3 / x 2 is an increasing function of x, and also IV, in particular. Further, we have shown that, through the output values for the binomial coefficient, (38) is determinable when I to IV are all known values.
Remark. We shall use (42) to contextualise F t as given in Further Conditions and Remarks 1.8, here taking t = 3.
Lemma 3. For the finite set J of primes and the interval I given, in each case, in Theorem 1,
Proof. First we note that for some u for which
and some v for which Here, we combine (??) with the fact that, for any sets K and K ′ of integers for which, for each j ∈ {1, 2},
we have the following. The value
is, through the fact that
when |{p ∈ J : p | a}| > 2 and where a ∈ K ∪ K ′ , an increasing function of
The '−1' terms in (53) are found by the fact that when merely one element, p, of J divides any integer i,
However, recalling our reference in Further Conditions and Remarks 1.8 to our forthcoming (55), for all k ≥ 3,
is an increasing function of k where we take k = |{p ∈ J : p | m}| for any m ∈ [1, |I|] ∪ I. Now, for Lemma 2 take K = S and K ′ = S ′ . Then the conditions I and II on S and S ′ in Lemma 2 together imply (49). We obtain this result through the condition (22) on {h dT : T ∈ [J] 4 } combined with use of the terms '+u' and '+v' in (49). Here, we use (25) combined with ii in Remark 1.7.
Our next equality is as follows. We have
Here, the right-hand side is found once more by (54). Thus (56) follows through (49).
Recall our set, for any integer t,
in Further Conditions and Remarks 1.8 and our reference to our (55) made on its introduction. Choosing t = 3 for (34) enables us to consider the following. II. The combination of the equality (49) with (56). Here we note, in reference to the right-hand side of (56), the following. The values three and two for k 3 and k 2 respectively, in (55), are the values t and |{p ∈ S : p | m}| = 2, where m ∈ [0, |I| − 1] ∪ I and S ∈ {J} ∪ [J] 3 ∪ [J] 4 (the element J is used for (56)), respectively. In the latter case the two is found by the superscript '2' in (47).
I. The combination of i in Further Conditions
Combining the two combinations cited in I and II gives, through the fact that the left-hand side of (55) is an increasing function of k, (46). Here, the term '+|[J] 2 |' is found by subtracting −u + v from both sides of (49) while combining (25), for r = 2, with ii in Remark 1.7.
1.10. Remark. Let J and I be as in Theorem 1. We note the following.
I. Condition II in Definition 1.5 requires that for each H ∈ [J] 4 , and any K for which
is less than or equal to the right-hand side of (12) in Lemma 2, which is equal to one.
Then, by choosing,
we have the following. Condition II in Definition 1.5 requires, for G = P and H = Q that, for each R ∈ {P, Q},
Lemma 4. For the finite set J of primes and the interval I given, in each case, in Theorem 1, Hence we may substitute any element of [S] 4 for M in II in Remark 1.10, and there exists G ∈ [S] 4 for which G∩M = ∅. Concomitantly we may choose S and P so that we may substitute Q for G. Therefore, through the combination of (61) and I in Remark 1.10, condition III in Remark 1.5 requires that
Therefore, (62) follows from Lemma 2.
Proof of Theorem 1
Proof. Take J to be the finite set of primes and I the interval given Theorem 1. Recall that I and II in Prelude to Further Exposition 1.9 are the are two considerations that may be combined to determine
Now apply II.i and II.ii to I, each in Remark 1.6. Then through I in the proof of Lemma 4, the stated conditions, for any subset S of J, on f S require that combining Lemma 3 with Lemma 4 gives (2).
THE FOLDED THE NUMBER SCALE
2.1. Method outline. Let x and y be integers for which y − x is even. Our forthcoming exposition employs mirror symmetry in the context of an interval, [x, y], and a and b in [x, y] for which a+b = x+y. Indeed, the context of our employment of (x + y)/2 will imply a rephrasing of the Goldbach Conjecture, familiar as every even number greater than two is the sum of two primes, to every integer greater than three is the arithmetic mean of two primes.
For all n, one side of the 'fold', for our folded number scale, will be taken to be [1, (p 2 n + 1)/2]; the other, specifically in the case of the Goldbach conjecture, will be [(p 2 n + 1)/2, p 2 n + 1]. We shall consider the objects of interest in our folded number scale as being subdivided into two distributions. One such is the distribution of all integers that are coprime to n k=1 p k . This distribution is folded, which is to say that we apply functions to it in the context of the mirror symmetry discussed above. The other is, in effect, an intermediate to the two sides of this folded distribution: a function on a domain, defined by selected divisibility distributions of the elements of P (n), which tacitly invokes the Chinese Remainder Theorem.
Remark. Let y be any integer > 2. Suppose that 0 ≤ m < y. If y + m and y − m are both prime, and d is even. Then for the Goldbach equation p + q = d, the substitution of 2y for d yields a solution, with p = y − m. In this context, by employing 
we may devise a method to study the divisibility distributions of interest. In our exposition we use −p = m − y instead of p = y − m, as this enables a proof of the the Twin Primes conjecture.
2.2.
Remark. Since there is no m such that 0 < m < p 2 n and {p ∈ P (n) :
n ] : (k, n k=1 p k ) = 1} (hence our respecting the sieve of Eratosthenes, by employing (p 2 n + 1)/2 as the cardinality of intervals with which we shall ultimately be working). Therefore, for all n > 2
is a subset of the set of all primes, p, such that for some prime, q, p + q = (p n + 1)/2.
2.3.
Remark. Let n > 4 and and z be any integer for which p 2 n /2 < z < p 2 n+1 . Key to our method is the expression
We note that, for any p ∈ P (n) and any r, when p | r we have (by virtue of the mirror symmetry, about r, of the distribution of integer multiples of p),
but when p ∤ r, (69) does not hold, bringing into play the expression
Hence the fact that, when p = 2,
which does not hold when p > 2, ultimately gives the reason why we impose the condition in forthcoming lemmas that r is even.
2.4. Definition. For any even r, any n > 4 and any set M of integers, any p ∈ P (n), any integer k and any set M of integers, define
and R(M, n,r)
We note that, for Z, i and d as in our Extended Introduction, Z = R([1, i], π( √ i), d). Also, for n > 4 and z for which p 2 n /2 < z < p 2 n+1 /2, and any T ∈ R([1, z], n, r), for some z-element interval I T , for any v the v-th highest element of T is equal to u − min I T + 1, where u is the v-th highest element of {j ∈ I T : (j, n k=1 p k ) = 1}. This follows from the fact that, for any two integers p and q for which p is coprime to q, and all m such that 0 < m ≤ p, there exists an integer 0 ≤ k < q such that q | (kp + m). Suppose that p = g∈G g and q = h∈H h where G and H are any pairwise distinct, nonempty subsets of P (n). Thus for all integers i and j, ∃u :
where the conditions on G and H allow us to use u = min I T . We note that for any
Then since we may hold i constant while increasing j by increments of one, it follows by (74) that, for each Q in
we have, for some z-element interval U ,
Thus by choosing, for each p ∈ P (n), k p so that (K p , p) ∈ Q where k p = min{a ∈ I T : p | a} − min I T we have
We use the above fact to deduce, using
an upper bound on | { T : T ∈ R( [1, z] , n, r)}|.
2.5.
Remark. We note that, for each p ∈ P (n)
, n, r), for some integer i p . The fact that i p ∈ {0, u} where 1 ≤ u < p, gives either one or two possible values for i p among all sets that satisfy all conditions on F . There is one such value, i p = 0, for the case when p | r and two when p ∤ r. Hence | R( [1, z] , n, r)| = 2n − |{p ∈ P (n) : p | r}|. This implies the following. First, for any set N of integers, let F and F ′ be elements of R(N, n, r) for which
Then
Second, we may make the following development upon the above. For any U ∈ R(N, n, r), let L U,N be any set of integers for which |{M \ L U,N :
It follows by the definition of R(N, n, r) that E and E ′ exist.
2.6. Definition. For and even r, any n > 4, any set Z of integers for which |Z| > 2, and any T ∈ R(Z, n, r), let S T,Z,n,r be any subset of T for which I to III, below, are true.
when the right-hand side of (82) is > 0.
II. Let T ′ be the element of R(Z, n, r) for which
Then for any element, 
and we impose the further condition that S B,Z,n,r ∩ S B ′ ,Z,n,r = ∅.
We note the following.
i. The set {u ∈ Z : 2 | u} is in all elements of R(Z, n, r), so we may choose any subset, proper or otherwise, of S Y,Z,n,r ∪ S Y ′ ,Z,n,r to be a subset of {u ∈ Z : 2 | u}.
ii. The feasibility of II follows by i.
2.7.
Remark. For r and n be as in Definition 2.6 let z be any integer for which p 2 n /2 < z < p 2 n+1 /2. Then for some x and any M ∈ R( [1, z] , n, r), we have
This follows by the fact that, since n > 4, we have n k=1 (1 − 1/p k ) < 1/4. Recall that | K z,r | = max{| X : X ∈ R( [1, z] , n, r)}. Then 2|S Kz,r, [1,z] ,n,r | is sufficiently small that the number of integer multiples, of each p ∈ P (n), in ( (R [1, z] , n, r)) is sufficiently large that |{M \ S M, [1,z] ,n,r : M ∈ R( [1, z] , n, r)}| = n.
2.8. Remark. Let r, n and z be as Remark 2.7. By requiring that each element of {S U, [1,z] ,n,r : U ∈ R( [1, z] , n, r)} is a subset of S Kz,r, [1,z] ,n,r we may use K z,r and S Kz,r, [1,z] ,r exclusively for their cardinality. Therefore, the choice of K z,r and S Kz,r, [1,z] ,n,r among all sets that satisfy all the stated conditions on each respectively is immaterial.
Introduction to Theorem 2. In what follows, once we have, first, implicitly used the Euler totient in such a way as to find the value of
through the proof of our forthcoming lemma we may, second, use, multiplicatively, the value p∈{P (n):p∤r} (p − 2) in the way we are about to put forward. This will enable future use of our resulting expression (by substituting P (n) \ {2} for the implicitly used {p ∈ P (n) : p ∤ r} and dividing the right-hand side of the final equality of our forthcoming (89) by n k=1 p k ), in the form
(We note, incidentally, that since φ(p) − 1 = p − 2 while φ(p) = p − 1, the above value is equal to (1/2) n m=2 (1 − 2/p m ).) Theorem 2. Every integer w > 3 can be written as the average of two positive prime numbers.
Lemma 5. For any even r and any n ≥ 1 we have
Proof. For each prime p ≤ p n for which p ∤ r and all i ∈ N,
Since the first term on the right-hand side of (90) is equal to φ(p) = p − 1 and the left-hand side, φ(φ(p)) = p − 2, we have
Recall that for any integer n > 4 and any set N of integers,
Lemma 6. For all n and any even d for which two is the sole prime ≤ p n that divides d we have
Proof. For (93), the final equality holds because the right-hand side is equal to φ ( n k=1 φ(p k )) with the second term being equal to φ ( n k=1 φ(p k )) − n k=1 p k . Note that for all primes p, φ(p) = p − 1. The first equality follows from Lemma 5 for r = d and m = n, and the final equality holds because for each p ∈ P (n) for which p | r, φ(φ(p)) is a factor of the right-hand side while, instead, the higher φ(p) is a factor of the left-hand side.
2.9. Remark. Let r and n be as in Definition 2.6 and let z be any integer for which p 2 n /2 < z < p 2 n+1 /2. We note the following.
I. Let T and T ′ be any elements of R([1, z], n, r) for which
This is an immediate consequence of applying (81) for E = T and T ′ and N = [1, z] , together with the fact that z − | ( R( [1, z] , n, r))| is the number of u ∈ [1, z] for which u(u − r) is coprime to n k=1 p k . This follows from the fact that for all elements, B p , of R( [1, z] , n, r), where B p = {p + b, 2p + b, . . . , max B p } for some p ∈ P (n) and b ∈ N, p divides neither u nor u − r, hence u ∈ [1, z] \ ( R([1, z] , n, r)).
II. By applying the Euler totient to I, we have
2.10. Remark. Let n and r be as in Definition 2.4. Let z be any integer for which p 2 n /2 < z < p 2 n+1 /2. In the ensuing Lemmas 7 to 10, we shall prove the value, b z , of a lower bound for |{1 ≤ u ≤ z : (u(u − r), n k=1 p k ) = 1}| by way of I to III, below. I. By suitably choosing C and a in I in Remark 1.6, we may prove that there is a subset, W , of cardinality 
if M ∪ M ′ is a subset of either F or F ′ , the inclusion of M and M ′ in V may be treated as being superfluous to our method.
III. Note I (above) is found by the fact that, for any two elements, A z,n,r and B z,n,r , of R([1, z], n, r), |A z,n,r ∪ B z,n,r | is a constant function of |A z,n,r | + |B z,n,r | unless {A z,n,r , B z,n,r } is a subset of some element of R([1, z], n, r).
2.11. Definitions. I. For n and r as in Remark 2.10, let N and N ′ each be any sets of integers for which |N | = |N ′ | and | ( R(N ′ , n, r))| < | ( R(N, n, r))| and for each V ∈ {N, N ′ }, |R(V, n, r)| = |R([1, n k=1 p k ], n, r)| and max V ≤ n k=1 p k . II. For any subset F of some element of R(N, n, r), let X F,N,N ′ be any subset, of cardinality
of F , unless (99) is ≤ 0 in which case take it that X F,N,N ′ = ∅.
Lemma 7. Let r be even and n > 4. Let Z be any | ( R(N, n, r))| − | ( R(N ′ , n, r))|-element subset of ( R(N, n, r)). Then Z may be chosen to be any subset of L for some L that satisfies the following. For all Q for which Q is a subset of some element of R(N, n, r), L is a set containing X Q,N,N ′ .
Proof. Consider any p ∈ P (n) such that, for any b for which {p + b, 2p + b, . . . , b + n k=1 p k } ∩ N ∈ R(N, n, r) there exists c = b such that {p + c, 2p + c, . . . , c + n k=1 p k } ∩ N ∈ R(N, n, r). Then b and c may be taken to be equal to zero and some integer > 0 respectively and we note that p ∤ r. This serves to connect our method to the Chinese Remainder theorem, which we shall tacitly apply through the combination of I to IV, below. 
IV. We may choose a subset, B, of all subsets of R(N, n, r) for which the following is true. We have W ∈B |W | is the smallest W ∈B ′ |W | such that B ′ is a set of subsets of R(N, n, r) for which, for each V ∈ B ′ , i, below, is true. 
Then we may choose each element of
Consider I in Remark 1.6 for C = R(N, n, r) with, for each proper subset K of R(N, n, r), a ∈ H K . Then we note that, through our assumptions on N , it follows by I in Remark 1.6 that |{H Y : Y ⊆ R(N, n, r)}| > 1.
For any two subsets, V and V ′ , of R(N, n, r),
We note that (106) is (111) as for specified values of V and V ′ . Thus, applying first (106), we may take (V ∪ V ′ ) = W where W ⊆ R(N, n, r). We note in reference to I and II that by holding n and r constant in III, by our assumptions on N , we also hold |R(N, n, r)| constant. For any |N |-element set Z of integers, let Q Z,n,r be the set of all sets, B Z,a,b,n,r , that satisfy all conditions on M Z,a,n,r ∪ M Z,a,n,r such that a and b are integers. Consider the set {A 1 , A 2 , . . . , A x }, for some integer x, of |N |-element sets of integers for which we have the following. First, for any integers k, a and b, let C A k ,a,b,n,r be any | B A k ,a,b,n,r | − | B A k−1 ,a,b,n,r |-element subset of B A k ,a,b,n,r . Then our assumption here is that | {C A k ,a,b,n,r : a, b ∈ N}| is an increasing function of k. (We note that the possibility of the nonexistence of the above-cited sets is of no consequence.) Let X and Y be any nonempty subsets of {C A k ,a,b,n,r : a, b ∈ N} for which there exist integers w and y such that for each c ∈ {w, y}, M A k ,c,n,r = ∅. (We note that it is elementary that X and Y exist (whether or not X = Y ) when {C A k ,a,b,n,r : a, b ∈ N} = ∅.) Then we have the following. a) For any two distinct elements, i and j, of {C A k ,a,b,n,r : a, b ∈ A k }, i and j satisfy all stated conditions on w and y respectively.
In making the ensuing inference we may, by III, disregard the possibility that, for any p ∈ P (n) for which p ∤ r, w and y together contain both elements of {p + c, 2p + c, . . . , max A k + c} ∩ A k : c ≥ 0}.
The fact that our assumptions on W allow us to take W = R(N, n, r) and R(N, n, r) = {B N,a,b,n,r : a, b ∈ N }, implies that | ( R(A k , n, r))| is an increasing function of k. We have shown, through a) combined with b), that this result is a consequence of (106) combined with II.ii, all combined with III, whereby we have the following. For all sets that satisfy all stated conditions on B as in IV, through IV the set B may be taken to be some set of sets E such that E is a subset of some element of R(N, n, r). Therefore, the proof is complete.
Lemma 8. Let r be even and n > 4. Let Z be any | ( R(N, n, r))| − | ( R(N ′ , n, r))|-element subset of ( R (N, n, r) ). Then Z may be chosen to be any subset of L for any L that satisfies the following.
i. For all Q for which Q is a subset of some element of R(N, n, r), L is a set containing X Q,N,N ′ .
ii. There exist sets F and F ′ in R(N, n, r) for which F ∩ F ′ = {{m ∈ N : q | m} : q ∈ P (n) and q | r} (112) and for which the following is true. We have X G,N,N ′ ∩ X G ′ ,N,N = ∅, where G and G ′ are any subsets of F and of F ′ respectively for which, for each p ∈ P (n) such that, for some a, {p + a, 2p + a, . . . , a + Proof. The requirement for i is shown by Lemma 7. In what follows we show that, for it to be determined that Z may be written as a subset of L, the imposition of condition ii implies that no third condition is required.
It is possible, subject to further scrutiny, that Z is a subset of {X U,N,N ′ : U ⊆ C for some C ∈ R(N, n, r)} only if there is a subset P of R(N, n, r) for which we have the following. There is an upper bound on | {X U,N,N ′ : U ⊆ C for some C ∈ P }| as a consequence of which we have the following. For each A ∈ P and some M ⊂ A there is some B ∈ P and some M ′ ⊂ B for which an upper bound < min{|X M,N,N ′ |, |X M ′ ,N,N |} may be found for |X M,N,N ′ ∩ X M ′ ,N,N ′ |. Our assumptions on L allow us to assume, for convenience, that, if such a bound exists, for all possible choices of M and M ′ , we may choose L so that X M,N,N ′ ∩ X M ′ ,N,N ′ = ∅. Assume now that we have made a choice for all pairs (U, U ′ ) of sets for which U and U ′ satisfy all stated conditions on M and M ′ respectively, except for U and U ′ for which we state that I, below, is true.
I. The value of |X U,N,N ′ ∩ X U ′ ,N,N ′ | need not be determined or be subject to any imposed conditions in order that we may determine that Z may be chosen to be a subset of L. Now consider the set, H, of all of nonempty subsets, W , of M ∪ M ′ for which there exists W ′ ⊆ M ∪ M ′ such that the following is true (the possibility that H = ∅ is superfluous to our method). For
We shall proceed here to show that, of the two sets T and V = {(C, D) : X C,N,N ′ ∩ X D,N,N ′ = ∅ & C, D ∈ R(N, n, r)} \ T , it is the existence of V (which is nonempty, on account of condition ii, when F = F ′ ), alone, that implies II, below.
II. The imposition of condition ii implies that no third condition is required in our lemma.
Here, II follows by Lemma 7 coupled with the combination of the following two facts. First, we have assumed that X M,N,
Specifically, it is the existence of the subset, which we may denote by V ′ ,
of V (which is nonempty, on account of condition ii, when F = F ′ ), that implies II. This is because each of U and U ′ may be taken to be the bound variable A ∪ B written into the expression given as T , or otherwise as S ′ as written into V ′ , while U and U ′ are each a subset of either F or F ′ . Since there exist sets, whether empty or nonempty, X F,N,N ′ and X F ′ ,N,N ′ , this proves that I is true for U and U ′ as current. Since the requirement for condition i is, as noted, already proven, the proof is thereby complete.
2.12. Remark. Let n and r be as in Lemma 8. When we proceed to use {S T,N,n,r : T ∈ R(N, n, r)} (here N becomes taken to be an interval) instead of L, we have the following. Our conditions in Definition 2.6 allow us to choose F and F ′ as in ii in Lemma 8 so that S F,N,n,r ∩ S F ′ ,N,n,r = ∅. 
of {T ∩ N : T ∈ G}, when (115) is positive. We note that we need not assume that Y H , for any H ∈ R([1, n k=1 p k ], n, r), exists. Then our assumptions on C and a as in I in Remark 1.6 allow us to use C and a as follows:
and a is in A HG (we note that we need not assume that A HG exists); 2.14. Remark. Let n, r and G be as Remark 2.13. Now we refine the list of values of C and a, put forward in Remark 2.13, that will be useful to our method. Combining Lemma 8 with the fact that we may choose N and N ′ (noting that there is no requirement that N and N ′ are intervals) so that
gives, by suitably choosing the cardinality of each element of R(N ′ , n, r), the following. Through I in Remark 1.6, our assumptions on a as in i in Remark 2.13 allow us to choose each element of {{Q HG : Q HG satisfies all conditions on A HG } : k ∈ N} so that we have the following. For C ⊂ {D \ {a} : D ∈ {T ∩ N : T ∈ G}} and subsequently C = {D \ {a} : D ∈ {T ∩ N : T ∈ G}} we may take, for all S ∈ R([1, n k=1 p k ], n, r), H S = {T ∩ N : T ∈ S}. Then, through the choice of N ′ that gives (118), iii in Remark 2.13 has become redundant. Also, L has become redundant in iv in the same Remark, as we may now substitute {S B,N,n,r : B ∈ R(N, n, r)} for L. In each case the redundancy is attributable to the fact that, for (111) we may use either N = [1, z] 
Then for all x we may use i in Remark 2.13 and never ii, which is also redundant.
Lemma 9. For any even r, any n > 4, and any z such that p 2 n /2 < z < p 2 n+1 /2, 
Proof. Let G ∈ R([1, n k=1 p k ], n, r) and let H G and A HG be as in Remark 2.13. Recall that H G ⊆ {T ∩ N : T ∈ G} and A HG is any subset of H G , of cardinality
{s+a,2s+a,...,
(The possibility that {A HB : B ∈ R([1, n k=1 p k ], n, r)} = ∅ is of no consequence.) Then Remark 2.14 implies the following. For some subset, D N , of ( R (N, n, r) ), of cardinality
when N is an interval we have
This follows, specifically, from the combination of Lemma 8 with Remark 2.14. To expand, our assumptions on A HG allow us now to use a ∈ {S B,N,n,r : B ∈ R(N, n, r)} for both i and iv in Remark 2.13.
(When a is, instead, taken to be an element of
a is an element of ( G)\S G,N,n,r for some G ∈ R(N, n, r).) This, in turn, allows our use of {S B,N,n,r : B ∈ R(N, n, r)} in (122). Here we note that, for any subset B of any G ∈ R(N, n, r), the fact that Q p,a : Q p,a = p + a, 2p + a, . . . , a + n k=1 p k ∩ N for
is taken into account by condition III in Definition 2.6. (This condition is itself subject to condition II in Definition 2.6.) We combine, here, (124) with the proven requirement for condition ii on L in Lemma 8, to give the following. Since our assumptions on N allow us, through Remark 2.7 and Remark 2.12, to use N = [1, z] \ {S B, [1,z] ,n,r : B ∈ R([1, z], n, r)}, (122) implies (119).
Lemma 10. For any even r, any n > 4, and any z such that p 2 n /2 < z < p 2 n+1 /2,
Proof. The inequality (125) follows by combining Lemma 9, for n, r and z as current, with Lemma 6. This can be shown by the combination of I and II, below.
I. We have
To show this, for any set M of integers let
Then for any B ∈ R( [1, z] , n, r) we have a(( B) \ S B, [1,z] ,n,r , n) ≤ 1 − n k=1 (1 − 1/p k ); also a([1, n k=1 p k ], n) = 1 − n k=1 (1 − 1/p k ) so (126) follows, the final relation through Lemma 6. II. For E and E ′ as given in (81), where E and E ′ are in R( [1, z] , n, r) (hence N = [1, z]), and C ′ ∈ {E, E ′ } \ {C}, we may choose S E, [1,z] ,n,r and S E ′ , [1,z] ,n,r so that, for any C ∈ {E, [1,z] ,n,r )| ≥ |S C, [1,z] ,n,r | + |S C ′ , [1,z] ,n,r | 1 − 
recalling that | {S T, [1,z] ,n,r : T ∈ R( [1, z] , n, r)}| ≤ 2|S Kz,r, [1,z] ,n,r | as by condition II in Definition 2.6. Further, we have multiplied 2|S Kz,r, [1,z] ,n,r |(1 − n k=2 (1 − 1/(p k − 1))) by (1 − n k=1 (1 − 1/p k ))/ n k=1 (1 − 1/(p k )) on account of the condition (u, n k=1 p k ) = 1 in the set in the first line of (126). This fraction is found by the fact that
(130) [1,z] ,n,r : T ∈ R( [1, z] , n, r)}|
We note at this juncture that the initial minus signs in (119) have been been removed in (125) because we have substituted (u(u − r), n k=1 p k ) = 1 for (u(u − r), n k=1 p k ) = 1, which is equivalent to adding z to both sides of (119). Thus, by our use of L in (131), combining (131) with Lemma 9 gives (125).
Corollary.
We recall that, for any n > 4 and any z such that p 2 n /2 < z < p 2 n+1 /2 and any even r, K z,r is any element of R( [1, z] , n, r) for which | K z,r | = max{| X| : X ∈ R( [1, z] , n, r)}.
In view of this, Lemma 10 may be rewritten as follows. For n, z and r as given above,
Here, the first and final terms within the first set of parentheses on the right-hand side are found by doubling the 1 − n k=1 (1 − 1/p k ) seen in the definition of S Kz,r, [1,z] ,n,r . Note that it is a condition on S Kz,r, [1,z] ,n,r that |S Kz,r, [1,z] 
Remark. Recall that, for any n > 4, any z such that p 2 n /2 < z < p 2 n+1 /2, any even r, and any T ∈ R( [1, z] , n, r), I T is a z-element interval for which the v-th highest element of T is equal to u − min I T + 1, where u is the v-th highest element of j ∈ I T : j, n k=1 p k = 1 .
Lemma 11. For any n > 4, any even r, any z such that p 2 n /2 < z < p 2 n+1 /2 and |S Kz,r, [1,z] ,n,r | ≤z − π(z) + n + n(n − 1)
Proof. Recall that, for any T ∈ R( [1, z] , n, r), I T is a z-element interval for which, for any integer v, the v-th highest element of T is equal to u − min I T + 1, where u is the v-th highest element of {j ∈ I T : (j, n k=1 p k ) = 1}. Consider that, for (77), T = K z,r . Let J = P (n) and I = I Kz,r . Note that (77) implies that I exists. By assumption, I Kz,r contains z elements. Therefore we have the following. First, we note that the integer one is coprime to n k=1 p k while the first n primes, alone, are not. Hence | K z,r | is equal to the first three terms of (134). Second, we may apply Theorem 1 for J and I as given above, thence to give, by combination with the previous sentence, the first relation of (134). Finally, noting that n + n(n − 1)/2 = n(n + 1)/2,
Here, the first equality follows from the Prime Number theorem. The second relation of (134) then follows through the Mertens theorem, namely
where we may substitute √ 2z, and hence z, for p n , and the proof is complete.
2.15. Remark. Let n, r and z be as in the Corollary to Lemma 10. Then we have
The first relation is true by definition of I Kz,r . The second follows from Lemma 11. ***** Combining (132) with (135) gives
for some constant C; the third line follows by the Mertens theorem.
Definition. For any x > 1, let
It is a result of Dusart [1] that
for all x ≥ 599 and π(x) < Hi(x) (142) for all x ≥ 355, 991. We find p 109 = 599 and π(355991) = 30, 456 while 599 2 = 35, 8801. Also , for x ≥ 355, 991, Hi(x) ln x/x is strictly decreasing to one.
Lemma 12. For any n > 30456, any even r and any integer p 2 n /2 < z < p 2 n+1 /2,
Combining (154) with the fact that ln(x) × g(x) > ln(xg(x)) > ln x while −x is decreasing implies that condition II (above) requires that, for any y > x
Taking, for all t, g(t) = (t + 1)/t gives tg(t) − t = 1 so (155) implies that
We have, for any a > 0,
implying by (156) and the fact that, for all s > 1, (s + 1)/s is decreasing that, for any b for which
we have b > a. Therefore, supposing it is possible that x + 1 + a = f (x) and y
On the other hand, for all c > 0 and d > 0 for which 
Since 
Proof. Let q be any real number for which e 2 < q < p w . Then since ln e 2 = 2, I. for each s ∈ {q, p w } we have ln s u > 2 ln s > 4 > e;
II. since ln q/q > ln p u n /p u w , we have
so since ln q > 2 and u > 2,
Taking, first, the case for which u = log pw (p 2 w+1 ), developing (151) we may therefore subtract the denominators in (169) from their respective numerators to give, through the fact that p 2 w+1 > q 2 , the inequality in the following:
giving 
and
Proof. In reference to the results, (141) and (142), of Dusart we combine the fact that Hi(x) > x/ ln x with the first equality of (177) to give
Regarding the final denominator, for each t ∈ {x 2 / ln 2 x, 2x} (here, cancelling ln x to give the 2x, and noting also that ln 2 x/ ln x is strictly increasing) it is true that t/x 2 is strictly decreasing. Since, as mentioned when we first introduced Hi(x), Hi(x) ln x/x is strictly decreasing to one, we therefore have (178). Since t/x 2 decreases to one as x → ∞, we have (179).
Lemma 18. For all i > 30, 456 for which
we have, for all even r and any 2 < v ≤ log pi (p 2 i+1 ),
Proof. Combining, for x = p i , Lemma 17, specifically (178), with Lemma 16, for w = i and u = v, gives
The condition given by (182) thereby requires that
Combining (185) with Lemma 12, for n = i when p v i < p 2 i+1 and n = i + 1 when p v i = p 2 i+1 and, in both cases, z = ⌈p v i /2⌉, gives (183). 
we have, for all even r and any integer (p 2 j + 1)/2 < q ≤ (p 2 j+1 + 1)/2,
Proof. First, let us consider the case where q = (p 2 j+1 + 1)/2. With reference to the condition given by (186), we have 
Through Lemma 15, for x = p j+1 and d = j and taking M as the set of all p ∈ P (j + 1) for which p | r, we have
On multiplying both sides by p 2 j − (Hi(p j ) 2 + Hi(p j ) + 2) ln p 2 
Since, when q < (p 2 j+1 + 1)/2, we have q 2 > p 2 j and h( √ q) > h(p j ), combining (194) with Lemma 12, for n = j and q = z when q < p 2 j+1 /2 and n = j + 1 and q = z when q = (p 2 j+1 + 1)/2, gives (188).
Proof of Theorem 2
Suppose that w is an integer > p 2 30456 /2. Then the number of ways of writing w as the arithmetic mean of two primes is greater than or equal to the cardinality of This follows from the fact that, for any two positive integers p and q for which p < q and w is the arithmetic mean of p and q, and pq is coprime to π( √ 2w) k=1 p k , we have the following. By tacitly using the sieve of Eratosthenes we have the result that p and q are each prime; also, p is in R with 2w − p = q; and for any two primes, a and b, the average of which is w, which is a condition that p and q together satisfy, a + b = 2w satisfies the Goldbach equation.
Recall that, for any x > 1, Hi(x) = (x/ ln x)(1 + 1/ ln x + 2.51/ ln 2 x) and that for all y > 355991, π(y) < Hi(y). By Lemma 12, for n = π( √ 2w) and r = 2z = 2w, the fact that the lowest value in the range of w is (p 2 n + 1)/2 gives  
