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Tóm tắt. Skech Engine là một hệ thống cho phép truy vấn kho ngữ liệu dựa vào tập quan hệ ngữ
pháp của một ngôn ngữ nào đó, phục vụ cho việc nghiên cứu từ vựng học. Hệ thống này đã được sử
dụng cho nghiên cứu từ vựng, đặc biệt là xây dựng từ điển của nhiều ngôn ngữ (Anh, Tiệp, Nhật,
Trung, . . . ). Bài báo này sẽ giới thiệu hệ thống Sketch Engine và nghiên cứu triển khai hệ thống này
cho tiếng Việt. Chúng tôi cũng trình bày cách thức xây dựng kho ngữ liệu và tập các quan hệ ngữ
pháp cơ bản tiếng Việt để phục vụ cho hệ thống truy vấn kho ngữ liệu trong Sketch Engine.
Abstract. The Sketch Engine is a corpus query system based on grammatical relations of a language.
This system has been widely used in lexicography, particularly for building dictionaries of different
languages such as English, Japanese, Chinese, etc. This paper presents an approach to apply the
Sketch Engine to Vietnamese. A method for building corpus and fundamental grammatical relations
for Vietnamese is proposed for the corpus query system in Sketch Engine.
Từ khoá. Phác thảo từ, Sketch Engine, kho ngữ liệu, quan hệ ngữ pháp.
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1. GIỚI THIỆU
Sử dụng ngữ liệu văn bản để xây dựng từ điển là một phương pháp đã được áp dụng
từ lâu. Khi chưa có máy tính, các nhà từ điển học sử dụng các tấm thẻ chỉ mục để lưu trữ
thông tin sử dụng từ. Vào những năm 1980, cùng với dự án COBUILD (Collins Birmingham
University International Language Database) nhằm xây dựng và phân tích kho văn bản tiếng
Anh phục vụ việc xây dựng từ điển, Sinclair [13] đã nhìn thấy khả năng lưu trữ, sắp xếp, tìm
kiếm một cách khách quan hơn của máy tính so với con người. Kể từ dự án này, các nhà xây
dựng từ điển sử dụng công cụ truy vấn kho ngữ liệu, cho phép tra cứu từ khóa trong ngữ
cảnh để nghiên cứu hành vi của một từ. Do vậy, các hệ thống truy vấn kho ngữ liệu (Corpus
Query Systems - CQSs) đóng vai trò quan trọng trong lý thuyết và thực hành biên soạn kho
từ điển. Các nhà nghiên cứu từ điển sử dụng hệ thống truy cập vào kho ngữ liệu để tìm kiếm
các cụm từ, thứ tự ưu tiên của các từ xung quanh một từ, các mẫu ngữ pháp, để sắp xếp các
từ đi cùng theo nhiều tiêu chí khác nhau, để xác định các kho ngữ liệu con cho việc tìm kiếm.
Có thể kể đến một số hệ thống truy vấn kho ngữ liệu như WordSmith, MonoConc, Stuttgart
workbench hay Manatee.
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Tuy nhiên, khi kích thước kho văn bản ngày càng khổng lồ, số ngữ cảnh xuất hiện một từ
trở nên quá lớn, thì công cụ tìm kiếm ngữ cảnh đơn giản trở nên không đủ. Church. K. W. và
Hanks. P [21] đã khởi xướng lĩnh vực thống kê từ vựng. Họ đề xuất sử dụng thông tin tương
hỗ (mutual information) để đo tính trội (salience) về quan hệ giữa hai từ. Nếu ta tìm tất cả
các từ xuất hiện trong lân cận 5 từ của một từ nào đó trong kho văn bản, sau đó tính toán
tính trội của mỗi từ này với từ mà ta quan tâm, thì ta có thể tổng hợp dữ liệu văn bản cho
từ đó bằng một danh sách các từ cùng xuất hiện (collocates) được sắp theo thứ tự tính trội
của chúng. Cách tiếp cận này đã thu hút được mối quan tâm của các nhà làm từ điển và chức
năng xác định các từ đồng xuất hiện có trong tất cả các công cụ truy vấn vấn kho ngữ liệu.
Bài báo đề xuất việc sử dụng một hệ thống truy vấn kho ngữ liệu để khai thác thông tin từ
vựng tiếng Việt. Hệ thống được lựa chọn là Sketch Engine do nhóm nghiên cứu của Kilgarriff
[5] phát triển, đã được sử dụng cho nhiều ngôn ngữ. Trong Mục 2 sẽ giới thiệu sơ bộ về hệ
thống Sketch Engine. Mục 3 trình bày việc thu thập và tiền xử lí kho ngữ liệu tiếng Việt để
sử dụng trong hệ thống này. Mục 4 giới thiệu về việc xây dựng tập luật biểu diễn quan hệ ngữ
pháp phục vụ cho tra cứu cách sử dụng từ.
2. SKETCH ENGINE
Các công cụ truy vấn kho ngữ liệu hỗ trợ thống kê từ vựng thường bị ảnh hưởng bởi các
vấn đề sau [4]:
− Sự thiếu cân bằng giữa các từ thông thường trong danh sách từ đồng xuất hiện so với
các từ hiếm (ít xuất hiện trong kho ngữ liệu).
− Các danh sách từ thường bao gồm các dạng từ, tức là các từ đã biến đổi (hợp giống, số,
v.v.) thay vì là các từ chuẩn (lemma).
− Việc quyết định xét bao nhiêu từ nằm bên trái hoặc bên phải một từ là ngẫu nhiên.
− Trong danh sách thường có nhiễu (những từ không đáng quan tâm về mặt ngôn ngữ
học).
− Trong cùng một danh sách có thể có nhiều loại từ với vai trò hoàn toàn khác nhau như
chủ ngữ của một động từ, bổ ngữ của động từ đó, trạng từ, phụ động từ hay giới từ. . .
Các hệ thống truy vấn kho ngữ liệu phổ biến đều đã giải quyết được vấn đề thứ nhất và
thứ hai. Vấn đề thứ nhất là một trong các thống kê tính trội, các hệ thống truy vấn hiện đại
có thể sử dụng một tham số để điều chỉnh tỉ suất đồng xuất hiện của các từ [3]. Tham số
này có thể được chọn sẵn trong hệ thống hoặc cho phép người dùng lựa chọn. Vấn đề thứ
hai liên quan tới việc xác định từ nguyên thể của văn bản, sau đó áp dụng các danh sách
từ nguyên thể này thay vì các dạng từ biến đổi khác. Word Sketch, tiền thân của hệ thống
Sketch Engine, có khả năng giải quyết ba vấn đề còn lại. Thay vì chỉ đưa ra tất cả các ngữ
cảnh văn bản xung quanh một từ trong tiếng Anh, Word Sketch cho phép người sử dụng xem
xét ngữ cảnh theo quan hệ ngữ pháp và cung cấp thống kê về tần suất xuất hiện các từ theo
mỗi quan hệ ngữ pháp.
Word Sketch đã được Kilgarriff [5] phát triển thành hệ thống Sketch Engine - hệ thống có
thể nhận đầu vào là kho ngữ liệu của bất cứ ngôn ngữ nào cùng với bộ mẫu ngữ pháp tương
ứng. Ngoài chức năng của Word Sketch, hệ thống còn cung cấp thêm các chức năng:
208 PHAN THỊ HÀ, NGUYỄN THỊ MINH HUYỀN, LÊ HỒNG PHƯƠNG, ADAM KILGARRIFF, SIVA REDDY
− Thesaurus: cho phép tra cứu các từ đồng và phản nghĩa.
− Sketch Difference: cho phép so sánh thông tin của hai từ tương tự nhau.
Hiện thời, Skech Engine đã trở thành một hệ thống truy vấn kho ngữ liệu đã được thử
nghiệm trên nhiều ngôn ngữ khác nhau (Anh, Séc, Nhật, Trung, Nga, Xlôven. . . ) và được
đánh giá là có hiệu quả tốt trong việc xây dựng từ điển, việc nghiên cứu và thực hành ngôn
ngữ.
Đối với tiếng Việt, các nhà làm từ điển hiện nay thường mới chỉ có công cụ để tra cứu ngữ
cảnh của một từ trong kho ngữ liệu, chưa có các thống kê tự động để so sánh, chọn lọc các
ngữ cảnh. Việc sử dụng một bộ công cụ như hệ thống Sketch Engine sẽ là rất hữu ích, giúp
cải thiện quy mô và chất lượng từ điển. Trong các phần tiếp theo, chúng tôi sẽ giới thiệu việc
xây dựng kho ngữ liệu lớn từ Internet và bộ quan hệ ngữ pháp cho tiếng Việt tương thích với
hệ thống Sketch Engine để có thể sử dụng hệ thống này cho nghiên cứu từ vựng tiếng Việt.
3. XÂY DỰNG VÀ TIỀN XỬ LÍ KHO NGỮ LIỆU TIẾNG VIỆT
Nghiên cứu từ vựng đòi hỏi xây dựng một kho ngữ liệu có kích thước càng lớn càng tốt.
Trước kia, công việc này đòi hỏi khá nhiều thời gian và công sức. Chẳng hạn, để có một kho
ngữ liệu tiếng Việt chứa khoảng 80 triệu âm tiết năm 2011, Trung tâm từ điển Vietlex đã bắt
đầu công việc thu thập dữ liệu từ năm 19981.
Ngày nay, với sự bùng nổ của Internet, công việc xây dựng kho ngữ liệu đã trở nên dễ dàng
và thuận lợi hơn nhờ việc tải các văn bản sẵn có từ các trang web. Cách làm này lần đầu tiên
đã được thực hiện vào cuối những năm 1990 [17]. Grefenstette và Nioch [8] đã chỉ ra lượng dữ
liệu rất lớn có trên Internet, kể cả với các ngôn ngữ ít phổ biến hơn. Baroni và Bernardini [12]
cũng giới thiệu một công cụ mã nguồn mở cho việc thu thập dữ liệu từ Internet là công cụ
BootCaT. Keller và Lapata [7] đã chứng tỏ tính hợp lệ của việc sử dụng các kho ngữ liệu Web
cho nghiên cứu ngôn ngữ học bằng cách so sánh tự động cũng như thủ công các mô hình ngôn
ngữ thu được từ kho ngữ liệu Web với các mô hình thu được từ kho ngữ liệu truyền thống.
Việc thu thập dữ liệu Web lại có ưu điểm là cho phép cập nhật ngữ liệu thường xuyên, phát
hiện những hiện tượng ngôn ngữ đa dạng và phong phú một cách khách quan hơn so với thu
thập dữ liệu truyền thống.
Trong phần này, ta sẽ xây dựng một kho ngữ liệu tiếng Việt từ Web có kích thước lớn
khoảng 100 triệu từ, gồm các văn bản thuộc tất cả các lĩnh vực trong cuộc sống, tiến hành
tách từ và gán nhãn từ loại để có thể đưa vào sử dụng trong hệ thống Sketch Engine.
Công việc chuẩn bị dữ liệu để đưa vào hệ thống truy vấn ngữ liệu cho một ngôn ngữ được
chia thành các bước chính như sau:
− Bước 1. Lựa chọn một danh sách các từ hạt giống có tần suất xuất hiện trung bình.
− Bước 2. Thu thập dữ liệu từ Web bằng cách sử dụng các từ hạt giống để tạo truy vấn
thông qua các cổng tìm kiếm Yahoo và Google và tải các trang kết quả về.
− Bước 3. Làm sạch văn bản, loại bỏ các thông tin quảng cáo và các thông tin nhiễu khác.
− Bước 4. Loại bỏ các văn bản trùng lặp.
1http://www.vietlex.com
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− Bước 5. Tách từ, chuẩn hóa và gán nhãn từ loại.
Phương pháp thu thập ngữ liệu sử dụng ở đây về cơ bản giống như phương pháp đã sử
dụng cho tiếng Anh và một số ngôn ngữ phổ biến khác trong [18], [11] và [1]. Vấn đề quan
trọng cần làm là lập danh sách từ hạt giống cho từng ngôn ngữ. Phương pháp luận chung cho
việc lựa chọn từ hạt giống và kết quả cụ thể đối với các ngôn ngữ đã được nhóm nghiên cứu
giới thiệu trong [6].
Sau đây là chi tiết các bước thu thập dữ liệu cho tiếng Việt.
3.1. Lựa chọn danh sách từ hạt giống
Các từ hạt giống đóng vai trò từ khóa tìm kiếm để thu về các văn bản của một ngôn ngữ.
Đây phải là các từ đặc trưng cho ngôn ngữ, tức là có tần suất xuất hiện đáng kể, và có tính
phân biệt so với các từ trong ngôn ngữ khác. Để có được tập từ hạt giống cho một ngôn ngữ
bất kì, ta sử dụng nguồn ngữ liệu Wikipedia (Wiki) của ngôn ngữ đó để xác định và lựa chọn
các từ hạt giống dựa trên tần suất xuất hiện của chúng trong kho ngữ liệu này.
3.1.1. Trích rút kho ngữ liệu từ Wiki
Để trích rút văn bản từ kho Wiki, ta thực hiện các bước sau:
− Tải về khối dữ liệu nén XML Wiki.
− Trích rút các trang XML (có chứa các thẻ Wiki) từ khối dữ liệu nén XML Wiki.
− Phân tích cú pháp các trang XML để loại bỏ các nhãn Wiki, thu được các trang XML
thô.
− Trích rút văn bản thô từ các trang XML thô bằng cách sử dụng công cụ Wikipedia2text2
(có chỉnh sửa đôi chút).
Đối với tiếng Việt, với 426 MB dữ liệu nén tải về từ Wiki, có thể thu được 750 MB văn
bản thô.
Ta thấy rằng phần lớn các bài Wiki không chứa văn bản liên quan mà là các định nghĩa
ngắn gọn, các tập hợp liên kết 3. Những bài như thế thường có kích thước nhỏ và sẽ bị loại
bỏ. Ide [14] và các cộng sự đã đưa ra một ước lượng số từ tối thiểu để nhận biết một mục bài
có văn bản liên quan là 2000 từ. Do vậy, ta coi các tệp tin Wiki nếu có chứa văn bản liên quan
thì phải có dung lượng lớn hơn 10 KB (mặc dù trong thực tế có những tệp lớn hơn 10KB cũng
không chứa văn bản liên quan, tuy nhiên ảnh hưởng của chúng về mặt thống kê không lớn).
Sau khi loại bỏ các tệp nhỏ hơn 10 KB, ta thu được 57 MB văn bản tiếng Việt (6.8 triệu âm
tiết). Kho văn bản này được dùng để xây dựng danh sách tần suất các từ.
2http://evanjones.ca/software/wikipedia2text.html
3Các mục liên kết tới các mục khác hoặc các trang khác
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3.1.2. Lập danh sách tần suất các từ
Để thu được danh sách tần suất từ kho ngữ liệu Wiki, chúng tôi thực hiện tách từ các văn
bản trong kho ngữ liệu tiếng Việt. Chúng tôi sử dụng một danh sách từ tiếng Việt để nhận
dạng từ và tính tần suất. Thuật toán đơn giản chúng tôi sử dụng là duyệt theo từng câu từ
trái sang phải, chọn ranh giới từ sao cho từ thu được có nhiều âm tiết nhất có thể. Cách lựa
chọn này rõ ràng không phải bao giờ cũng chính xác, nhưng sai số là chấp nhận được cho mục
đích lập danh sách tần suất từ.
3.1.3. Lựa chọn từ hạt giống từ danh sách tần suất
Tiêu chí chọn từ hạt giống của mỗi ngôn ngữ là khác nhau, ví dụ với tiếng Hà Lan thì chỉ
các từ có độ dài ít nhất là 5 kí tự là được lựa chọn. Đối với tiếng Việt thì độ dài của từ không
phải là tiêu chí để lựa chọn, qua khảo sát các văn bản tiếng Việt cho thấy đại đa số các từ có
chứa kí tự không thuộc phạm vi ASCII. Bởi vậy ta lựa chọn tiêu chí là từ hạt giống phải có ít
nhất 1 kí tự Unicode không thuộc phạm vi ASCII, các từ khác sẽ không được xét, các chữ số
hoặc các mục không phải kí tự cũng sẽ bị loại trừ. Ở đây, ta bỏ qua 1000 từ có tần suất cao
nhất vì chúng thường được coi là các từ dừng (stop word) đối với các máy tìm kiếm. 5000 từ
tiếp theo trong danh sách tần suất thuộc nhóm từ có tần suất trung bình được sử dụng làm
từ hạt giống.
3.2. Thu thập dữ liệu từ Web
Việc thu thập dữ liệu từ Web được thực hiện bằng cách lặp lại nhiều nghìn lần cho đến
khi thu được kho ngữ liệu đủ lớn:
− Lựa chọn ngẫu nhiên một số từ trong số các từ hạt giống để tạo nên một truy vấn.
− Gửi truy vấn tới một máy tìm kiếm (như Google hay Yahoo).
− Tải về tất cả các tài liệu kết quả của máy tìm kiếm và lưu lại.
3.2.1. Sinh truy vấn
Các truy vấn Web được sinh ra từ tập các từ hạt giống bằng cách sử dụng thành phần
sinh truy vấn của công cụ BooTCaT [12]. Thành phần này sinh ra các truy vấn có độ dài n
bằng cách rút ngẫu nhiên n từ. Các bộ n từ không giống hệt nhau và cũng không là hoán vị
của nhau. Ta phải xác định độ dài hợp lý của truy vấn để xác suất kết quả tìm kiếm thuộc
đúng ngôn ngữ cần tìm là cao, đồng thời phải đảm bảo số lượng các URL tìm được là không
nhỏ đối với hầu hết các truy vấn. Chừng nào số lượng URL tìm được lớn hơn 10 cho hầu hết
các truy vấn (chẳng hạn 90 %) thì độ dài của truy vấn được coi là hợp lệ. Ở đây, ta định nghĩa
độ dài truy vấn tốt nhất là độ dài tối đa của một truy vấn mà trong đó số lượng kết quả được
tìm ra hầu hết là lớn hơn 10. Thuật toán sau được sử dụng để xác định độ dài tốt nhất cho
mỗi truy vấn:
1. Đặt n = 1
2. Sinh ra 100 truy vấn, mỗi truy vấn có độ dài bằng n
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3. Sắp xếp các truy vấn theo số các kết quả tìm được
4. Đếm số kết quả tìm được ở truy vấn thứ 90 (min-hits-count)
5. Nếu min-hits-count <10 thì dừng thuật toán và trả về n− 1
6. n = n+ 1; Quay lại bước 2
Độ dài truy vấn tốt nhất cho tiếng Việt khi tìm kiếm trên Yahoo được chỉ ra ở Bảng 1.
Bảng 1. Độ dài truy vấn, số trang kết quả ở truy vấn thứ 90, độ dài tốt nhất.
n = 1 2 3 4 5 Độ dài tốt nhất
1.100.000 15.400 422 39 5 4
Sau khi xác định độ dài truy vấn, sinh ra khoảng 30.000 truy vấn.
3.2.2. Thu thập địa chỉ URL (Uniform Resource Locator)
Sử dụng hàm API (Application Programming Interface) của Yahoo để thực hiện tìm kiếm
đối với 30.000 truy vấn, mỗi truy vấn thu lấy mười kết quả tìm kiếm đầu tiên. Nếu một URL
xuất hiện nhiều lần thì chỉ giữ lại duy nhất một URL. Số liệu thống kê thu thập URL và lọc
dữ liệu được trình bày ở Bảng 2.
Bảng 2. Thống kê kho dữ liệu từ Web
Số lượng các Số lượng sau Số lượng sau khi loại bỏ Dung lượng kho dữ liệu
URL thu được khi lọc phần trùng lặp gần nhau thu được trên Web
MB Từ
106.076 27.728 19.646 1200 GB 149 triệu từ
Thành phần thu thập URL của BooTCaT được mở để lưu trữ truy vấn hiện tại, kích thước
trang và kiểu MIME (Multipurpose Internet Mail Extensions) cho mỗi URL.
3.3. Lọc ngữ liệu
Khi các URL được tải về, thông tin MIME cho URL cũng như kích cỡ của trang là có sẵn,
chỉ thu lấy các trang có kiểu MIME là text hoặc HTML và có dung lượng lớn hơn 5 KB (để
xác suất các tệp này chứa văn bản liên quan là lớn hơn). Các tệp có dung lượng lớn hơn 2 MB
cũng được loại bỏ để tránh bất kì tệp thuộc miền đặc biệt nào thống trị thành phần của kho
ngữ liệu, và cũng bởi vì các tập tin có độ lớn này rất nhiều trường hợp là các tệp nhật kí hay
là các văn bản không liên quan khác.
Các trang web được tải về bao hàm cả các thẻ HTML, các thành phần văn bản boilerplate
kiểu như thanh duyệt nội dung, quảng cáo, v.v. Để loại bỏ các nội dung như vậy và chỉ giữ
lại phần văn bản liên quan, ta sử dụng thuật toán BTE (Body Text Extraction) [2]. BTE bắt
212 PHAN THỊ HÀ, NGUYỄN THỊ MINH HUYỀN, LÊ HỒNG PHƯƠNG, ADAM KILGARRIFF, SIVA REDDY
nguồn từ quan sát là các trang Web thường có phần đầu và phần cuối chứa nhiều boilerplate
và thẻ HTML, còn phần thân văn bản ở giữa có chứa ít thẻ chính là phần tài liệu ta quan
tâm. Thuật toán BTE tính toán tỉ lệ phần văn bản để đánh dấu cho các phần khác nhau của
trang, chia trang thành ba phần trên cơ sở tỉ lệ này và chỉ giữ lại một phần giữa. BTE đã
được thực hiện trên tất cả các trang tải xuống để thu được các trang văn bản thô.
Những trang văn bản thô này lại tiếp tục được kiểm tra tính kết nối văn bản - văn bản
kết nối trong các câu phải chứa một tỉ lệ các từ chức năng cao [10]. Nếu một trang không đáp
ứng tiêu chí này thì sẽ bị loại. Việc kiểm tra thực hiện như sau. Ta giả định 500 từ đầu tiên
trong danh sách tần suất từ (có được nhờ kho ngữ liệu Wiki) chứa hầu hết các từ chức năng.
Để thiết lập một ngưỡng cho tỉ lệ các từ chức năng trong văn bản kết nối, chúng tôi sắp xếp
tất cả các tệp tin Wiki theo tỉ lệ các từ thuộc 500 từ đầu tiên này trong mỗi tệp. Ta thấy
rằng hầu hết các tệp Wiki ở phía cuối danh sách đã được sắp xếp này (sau khoảng 75-80%)
không chứa văn bản kết nối. Đây hoặc là do công cụ Wikipedia2Text làm sạch không tốt hoặc
vì tệp thực sự không có kết nối văn bản. Tệp tin Wiki ở vị trí thứ 70% của danh sách đã sắp
xếp được sử dụng để thiết lập ngưỡng: Nếu danh sách 500 từ đầu chiếm 65% của tất cả các
từ trong tệp thứ 70% thì ngưỡng của ngôn ngữ được đặt bằng 65%. Khi đó bất kỳ trang nào
có ít hơn 65% số từ thuộc 500 từ đầu tiên trong danh sách tần suất từ sẽ bị loại bỏ.
3.4. Phát hiện tài liệu gần trùng lặp
Sử dụng mô-đun Text::DeDuper viết bằng Perl để phát hiện tài liệu gần trùng lặp nhau4.
Mô-đun này sử dụng độ đo độ giống nhau như đề xuất của Broder và cs [22] để phát hiện các
tài liệu tương tự nhau dựa vào văn bản trong đó. Đây là nhiệm vụ cần nhiều bộ nhớ: cần sinh
mô hình n-gram (n = 5) cho mỗi tài liệu và đo độ tương tự (ngưỡng = 0.2) giữa 2 tài liệu
dựa trên số n-gram giao nhau của chúng. Do kích thước bộ nhớ trong là hạn chế và chỉ có thể
chứa một số hữu hạn các tệp, nên việc phát hiện trùng lặp được thực hiện bằng cách tiếp cận
dùng cửa sổ trượt. Trước tiên, tất cả các tệp sẽ được sắp xếp theo kích cỡ và lưu tên tệp vào
một danh sách. Mỗi lần lặp, mô-đun DeDuper xác định được một số cố định (500) các tệp
không trùng nhau trong danh sách (duyệt tuần tự trên các tệp đã được sắp xếp theo kích cỡ)
mà mô hình n-gram của chúng có thể vừa với bộ nhớ. Với tất cả các tệp còn lại trong danh
sách, so sánh từng tệp với các n-gram của các tệp không trùng lặp trên để xác định chúng
có trùng lặp hay không, nếu có thì loại bỏ. Quá trình này được lặp cho tới khi tất cả các tệp
được xử lí.
3.5. Tách từ và gán nhãn từ loại
Để thu được kho ngữ liệu tiếng Việt mà trong đó các văn bản đã được tách từ và gán
nhãn từ loại, công cụ tách từ vnTokenizer [16] và công cụ gán nhãn từ loại vnTagger [15] được
sử dụng. Các công cụ này do nhóm nghiên cứu xây dựng, sử dụng dữ liệu huấn luyện là kho
treebank tiếng Việt [19].
Sau khi tách từ và gán nhãn từ loại, kho ngữ liệu được tích hợp vào hệ thống Sketch
Engine. Hình 3.1 minh họa cho việc sử dụng chức năng Concordance trong hệ thống để khai
thác kho ngữ liệu tiếng Việt phục vụ thống kê tần suất và tính trội của các từ lân cận với một
từ bất kỳ. Trong đó, tính trội được thống kê theo tỷ lệ của việc quan sát thực tế với giả thiết
4Trong tương lai, chúng tôi sẽ khai thác và sử dụng phương pháp của Pomikálek và Rychlý [9]
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đảo (của các từ lân cận cùng xuất hiện với một từ bất kỳ) thông qua công thức T-score hoặc
MI-score 5.
Hình 3.1. Danh sách tần suất và tính trội của các từ lân cận với tính từ “đẹp”
4. XÂY DỰNG TẬP QUAN HỆ NGỮ PHÁP TIẾNG VIỆT
Tiếp theo việc xây dựng kho ngữ liệu, ta xây dựng tập quan hệ ngữ pháp tiếng Việt phục
vụ cho chức năng Word Sketch của hệ thống. Ngôn ngữ truy vấn kho ngữ liệu (CQL) được sử
dụng để biểu diễn các quan hệ ngữ pháp dùng cho truy vấn kho ngữ liệu. Bởi vậy, trước hết
sẽ giới thiệu về ngôn ngữ truy vấn kho ngữ liệu, sau đó sẽ trình bày về việc xây dựng bộ quan
hệ ngữ pháp.
4.1. Ngôn ngữ truy vấn kho ngữ liệu
Ngôn ngữ truy vấn kho ngữ liệu 6 sử dụng trong Sketch Engine được phát triển bởi
nhóm từ vựng và kho ngữ liệu tại IMS, Trường Đại học Stuttgart vào những năm 1990. Mỗi
truy vấn là một biểu thức chính quy trên các biểu thức thuộc tính (ví dụ thuộc tính word
cho từ và tag cho nhãn từ loại). Một biểu thức kiểm tra trong truy vấn có khuôn dạng:
attribute_nameoperatorstring. ở đây, attribute_name là tên thuộc tính, operator là toán
tử phù hợp (=) hoặc phủ định (! =), string là một xâu cụ thể hoặc một biểu thức chính quy.
Các ví dụ sau minh họa một số truy vấn theo ngôn ngữ CQL.
1) Tìm kiếm các từ bắt đầu với confuse, với nhiều nhất 10 từ nằm giữa, sau cùng là giới
từ hoặc danh từ chỉ người:
5http://trac.sketchengine.co.uk/wiki/SkE/DocsIndex
6http://www.fi.muni.cz/ thomas/corpora/CQL/
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"confuse.*" []{0,10} [tag="IN" | tag="PP"]
2) Tìm kiếm một chuỗi gồm có một tính từ, một danh từ, một từ kết nối và một danh từ
khác:
[tag="JJ.*"][tag="N.*"]"and|or" [tag="N.*"]
4.2. Xây dựng quan hệ ngữ pháp
Để xác định quan hệ ngữ pháp giữa các từ, Sketch Engine cần biết làm thế nào tìm được
các từ kết nối với nhau theo một quan hệ ngữ pháp trong ngôn ngữ đang xét. Sketch Engine
cho phép làm việc này theo 2 cách.
1. Kho ngữ liệu đầu vào đã được phân tích cú pháp và thông tin về từ nào có quan hệ ngữ
pháp nào với các từ khác đã được nhúng trong kho ngữ liệu. Hiện tại, các kho ngữ liệu
có chú giải cú pháp phụ thuộc đã hoàn toàn được hỗ trợ. Các cây cú pháp thành phần
cần có thành phần chính của các ngữ đoạn được đánh dấu.
2. Kho ngữ liệu đầu vào chưa được phân tích cú pháp, và Sketch Engine hỗ trợ quá trình
xác định các thành phần quan hệ ngữ pháp. Trong trường hợp này, các chuyên gia sẽ
định nghĩa từng quan hệ ngữ pháp 7, sử dụng Sketch Engine để kiểm tra và phát triển
nó, và cuối cùng đưa bộ quan hệ ngữ pháp vào hệ thống Sketch Engine. Sau đó thì người
sử dụng sẽ có thể sử dụng Sketch Engine để tìm được tất cả các từ có quan hệ ngữ pháp
thông qua chức năng Word Sketch.
Đối với tiếng Việt, ta chưa có kho ngữ liệu lớn đã phân tích cú pháp nên phải sử dụng
khả năng thứ hai, tức là cần định nghĩa được tập các quan hệ ngữ pháp.
Hệ hình thức dùng cho các quan hệ ngữ pháp ở đây là dựa trên cơ sở các mẫu xâu theo
biểu thức chính quy, do đó phù hợp với các ngôn ngữ có trật tự từ ổn định, như tiếng Anh
chẳng hạn. Tiếng Việt cũng là một ngôn ngữ trong đó trật tự từ đóng vai trò quan trọng.
Ví dụ về định nghĩa một quan hệ ngữ pháp: Muốn định nghĩa quan hệ "động từ - bổ ngữ",
ta thấy rằng bổ ngữ của động từ có thể là một cụm danh từ, cụm động từ, cụm giới từ... Xét
trường hợp bổ ngữ là cụm danh từ, trong đó từ trung tâm là một danh từ và cũng là danh
từ cuối cùng của một chuỗi bao gồm các số từ (M), tính từ (A), trạng từ (R) và các danh từ
khác (N), và chú ý rằng đối với mỗi cụm danh từ bổ ngữ cho động từ (V), theo mặc định cụm
danh từ này luôn đứng trực tiếp sau động từ trong câu, nếu động từ đang xét nằm trong một
nhóm các động từ thì nó thường là động từ cuối cùng trong nhóm đó. Những thông tin này
cho ta một định nghĩa về quan hệ "động từ-bổ ngữ" là: quan hệ "một chuỗi bắt đầu với động
từ và cuối cùng là danh từ, ở giữa là một chuỗi bất kỳ của các trạng từ hoặc các định từ hoặc
các số từ hoặc các tính từ hoặc các danh từ khác". Khi đó, ta xây dựng được một biểu diễn
cho mẫu ngữ pháp trên:
1:”V” “(M|A|R|N)”* 2:”N”
Ở đây, nhãn 1: và 2: đánh dấu việc rút trích các từ của đối thứ nhất và thứ hai trong mối
quan hệ ngữ pháp, các phép toán | và phép * là phép toán trong biểu thức chính quy.
7http://trac.sketchengine.co.uk/wiki/SkE/CorpusQuerying
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Nhóm nghiên cứu đã xây dựng được tệp quan hệ ngữ pháp cơ bản tiếng Việt phiên bản 1
8 phục vụ cho hệ thống Sketch Engine. Trong đó, mỗi quan hệ ngữ pháp cơ bản sẽ bao gồm
một số mệnh đề, mỗi mệnh đề được viết trên một dòng bằng ngôn ngữ CQL thông qua biểu
thức chính quy trên thuộc tính nhãn từ loại. Các quan hệ này được xây dựng dựa vào các tài
liệu ngữ pháp tiếng Việt [20].




1:"N" "P|R|A" {0,3} 2:"A"
Từ khóa DUAL để xác định là có 2 mối quan hệ được định nghĩa ở đây. A_modifies_N
- danh từ được bổ nghĩa bởi các tính từ và phần đối của nó N_modifier_A – tính từ bổ
nghĩa cho các danh từ. Chuỗi kí tự sau dấu bằng là các tên của các quan hệ, được cách nhau






Từ khoá SYMMETRIC để xác định mối quan hệ là đối xứng. Quan hệ được định nghĩa có
tên là conjunction, xác định mối quan hệ kết hợp giữa hai danh từ thông qua liên từ "hoặc",
"và", và ",".
Ta đã tích hợp kho ngữ liệu tiếng Việt đã tách từ và gán nhãn từ loại tự động và tập quan
hệ ngữ pháp vào hệ thống Sketch Engine. Kho ngữ liệu chứa khoảng 100 triệu từ, còn tập
quan hệ ngữ pháp gồm 11 bộ quan hệ chính. Việc tích hợp này cho phép người sử dụng có thể
thực hiện mọi chức năng của Sketch Engine phục vụ cho việc nghiên cứu từ vựng tiếng Việt.
Hình 4.1 minh họa cho chức năng Word Sketch của hệ thống Sketch Engine. Trong đó,
mỗi bảng là một danh sách thống kê tần suất và tính trội của các từ trong cùng mối quan hệ
ngữ pháp với 1 từ bất kỳ (ở đây là tính từ "đẹp").
Bảng R_Modfies_A: Danh sách các từ bổ nghĩa cho tính từ "đẹp"
Bảng N_Modifier_A: Danh sách các danh từ có tính từ "đẹp" là từ bổ nghĩa
Bảng Conjnuntion: Danh sách các tính từ kết hợp với tính từ "đẹp" thông qua các liên từ
Bảng AdjAdverb: Danh sách các từ mà "đẹp" là phó từ của các từ đó
5. KẾT LUẬN
Bài báo đã giới thiệu hệ thống Sketch Engine và nghiên cứu triển khai hệ thống này cho
tiếng Việt. Đề xuất cách thức xây dựng kho ngữ liệu và tập các quan hệ ngữ pháp cơ bản
tiếng Việt để phục vụ cho hệ thống truy vấn kho ngữ liệu trong Sketch Engine. Hiện tại việc
đánh giá chất lượng của bộ quan hệ ngữ pháp đang được thực hiện thông qua người dùng
(Trung tâm từ điển VietLex). Trong thời gian tới nhóm nghiên cứu sẽ tiếp tục đánh giá và
8http : //the.sketchengine.co.uk/auth/sketchgrammar/1353/view/
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Hình 4.1. Các bảng danh sách từ có quan hệ ngữ pháp với tính từ “đẹp”.
nâng cao chất lượng của bộ quan hệ ngữ pháp. Đồng thời sẽ tiếp cận khả năng xây dựng tập
quan hệ ngữ pháp cơ bản bằng cách rút trích tự động các quan hệ ngữ pháp từ kho ngữ liệu
đã được chú giải cú pháp tiếng Việt để có độ phủ rộng hơn.
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