A complete first and second order statistical characterization of noise in SENSE reconstructed data is proposed. SENSE acquisitions have usually been modeled as Rician distributed, since the data reconstruction takes place into the spatial domain, where Gaussian noise is assumed. However, this model just holds for the first order statistics and obviates other effects induced by coils correlations and the reconstruction interpolation. Those effects are properly taken into account in this study, in order to fully justify a final SENSE noise model. As a result, some interesting features of the reconstructed image arise: (1) There is a strong correlation between adjacent lines. (2) The resulting distribution is non-stationary and therefore the variance of noise will vary from point to point across the image. Closed equations for the calculation of the variance of noise and the correlation coefficient between lines are proposed. The proposed model is totally compatible with g-factor formulations.
INTRODUCTION
An accurate statistical model of signal and noise is the keystone for many different applications in medical image processing and in the Magnetic Resonance (MR) field in particular. Traditionally, noise filtering techniques are based on a well-defined prior data statistical model. Many examples can be found in literature, such as the Conventional Approach (1), ML (2) and LMMSE (3), (4), (5) estimators or unbiased non-local mean filters (6), (7) , (8) . A proper noise modeling may be useful not only for filtering purposes, but for many other processing techniques. Lately, for instance, Weighted Least Squares methods to estimate the Diffusion Tensor have proved to be nearly optimal when the data follows a Rician (9) or a non-central Chi (nc-χ) distribution (10) , (11) .
For practical purposes, the modeling is usually done assuming noise in MR data is a zero-mean spatially uncorrelated Gaussian process with equal variance in both the real and imaginary parts in each acquisition coil. As a result, in single coil systems magnitude data in the spatial domain are modeled using a stationary Rician distribution (12) . When multiple coils are considered and the k-space is fully sampled, the natural extension of the Rician model yields to a stationary nc-χ distribution, whenever the different images are combined using sum of squares, the variance of noise is the same for all coils, and no correlations exist between them. However, multiple coils systems are preferably set up to work with subsampled k-space data, which have to be combined by some means to avoid the inherent aliasing artifact introduced by the under-completeness of the Fourier domain. The most popular algorithms to accomplish this task are GRAPPA (13) and SENSE (14) , the latter focusing the discussion in the present paper.
While the nc-χ has been used to describe noise in GRAPPA (15) , (16) , SENSE acquisitions have been usually modeled as Rician distributed, owing to the computation of the modulus of the complex signal linearly obtained from the array of coils (17) . However, this model stands exclusively for the first order statistics of noise, and obviates some other side effects induced by coils correlations and k-space interpolation. For example, in GRAPPA reconstructions, both the initial inter-coil codependence and the k-space interpolation introduce a strong correlation between the signals to be combined, and the nc-χ model is not strictly fulfilled. This inaccuracy can be worked around introducing an effective value of the power of noise and an effective number of receivers in the nc-χ distribution (16) , (18) , both of them being spatially dependent.
For SENSE, the subsampling/interpolation effects have been previously described through the so-called g-factor, a global parameter that explicitly measures the SNR degradation in the acquisition process (19) . In this work we aim at fully characterizing the first and second order statistics of noise in SENSE reconstructed images, including the effects of k-space subsampling and inter-coil noise correlations. Since the reconstruction will take place into the spatial domain, and it can be seen as a weighted combination of the subsampled coils, the reconstructed image will be modeled as a complex Gaussian distribution. Its magnitude will be a non-stationary Rician distribution, with a spatial pattern that we can predict from certain imaging parameters such as the coils sensitivities and the speed-up factor (first order characterization). The study will show, in addition, another interesting feature of the reconstructed image: there exists a strong correlation between adjacent lines in the reconstructed volume, with an extent directly dependent on the acceleration factor (second order characterization).
Ny 2 + y) Figure 1 . Example of the SENSE interpolation for 4 coils and an acceleration factor r = 2.
THEORY

Statistical Model of MR signals
The k-space data at each coil of the MR scanner can be accurately described by a noise-free signal plus an Additive White Gaussian Noise (AWGN) process, with zero mean and variance σ
The variance of noise for each coil in k-and x-spaces are related through the number of points in the image:
with |Ω| the size of the image in each coil, i.e. the number of points used in the 2D iDFT. If the k-space is fully sampled, the Composite Magnitude Signal (CMS) can be directly obtained using SoS (20) , (21):
For a single-coil acquisition, the CMS, M (x), is the Rician distributed envelope of the complex signal (22) . In the image background, where the signal-to-noise ratio is zero due to the lack of water-proton density in the air, the Rician simplifies to a Rayleigh distribution. For multiple coils, if the variance of noise is the same for all coils, no correlation exists between them, and the signals are combined using SoS, the CMS may be modeled as a nc-χ distribution (20) , (23), (24), (16), (25) . In a more general case where correlations are taken into account, the nc-χ is only an approximation of the real distribution. It can be accurately approximated with this model if effective parameters (reduced number of coils and and increased variance of noise) are used (18) .
Statistical model in SENSE reconstructed images
For the sake of simplicy, let us assume that SENSE (14) is only be applied to MRI data regularly subsampled by a factor r. The reconstruction takes place in the image domain. Assuming an original size |Ω| = M x × M y , the subsampled signal in the Figure 2 . Example of the SENSE interpolation for 8 coils and an acceleration factor r = 2.
. Note than since the size of subsampled data in each coil in the x-space is reduced by a factor r, the variance of noise will be umplified by that same factor:
In multiple coil scanners, the image received in coil l-th, S l (x, y), can be seen as an original image S 0 (x, y) weighted by the sensitivity of that specific coil:
An accelerated pMRI acquisition with a factor r will reduce the matrix size of the image at every coil. The signal in one pixel at location (x, y) of l-th coil can be now written as (26) :
In SENSE, the reconstructed image S R (x, y) can be seen as an estimator of the original image S R (x, y) = S 0 (x, y) that can be obtained from eq. ( [5] ). For instance, for r = 2 for pixel (x, y), S R (x, y) is obtained as
In matrix form:
If the correlation between coils is taken into account, the reconstruction matrix must incorporate the covariance matrix:
For the sake of simplicity, we will remove any pixel dependency, so that we can write for each output pixel:
Two examples can be found on Fig. 1 and on Fig. 2 . The SNR of the fully sampled image and the image reconstructed with SENSE are related by the so-called g-factor, g (19) , (26):
However, we will focus on the actual noise model underlying the SENSE reconstruction and on the final variance of noise. The final signal S R i is obtained as a linear combination of S S l , where the noise is Gaussian distributed. Thus, the resulting signal is also Gaussian, with variance:
Since W i is position dependent, i.e. W i = W i (x, y), so will be the variance of noise, σ 2 i (x, y). For further reference, when the whole image is taken into account, let us denote the variance of noise for each pixel in the reconstructed data by σ 2 R (x). Note now that all the lines S R i reconstructed from the same data S S l will be strongly correlated, since they are basically different linear combinations of the same Gaussian variables. In that case, the covariance between S R i and S R j , i = j can be calculated as
and the correlation coefficient is derived straight forward:
However, these correlations are not strongly affecting the data, since the correlated pixels are separated by N y /r lines All in all, noise in the final reconstructed signal S R (x, y) will follow a complex Gaussian distribution. If the magnitude is considered, i.e. M (x, y) = |S R (x, y)|, the final CMS will follow a Rician distribution, just like single-coil systems. We can summarize our developments as follows: 1) Subsampled multi coil MR data reconstruted with cartesian SENSE follows a Rician distribution in each point of the image.
2) The resulting distribution is non-stationary. This means that the variance of noise will vary from point to point across the image.
3) The variance of noise final value in each point will only depend on the covariance matrix of the original data and on the sensitivity map. 4) Each pixel in the final image will be strongly correlated with all those pixels reconstructed from the same original data. Each pixel is correlated with r − 1 other pixels. These correlated pixels are far enough and they can be neglected. For the particular case in which there is no correlation between coils and all the coils has the same noise variance σ and therefore
which is totally equivalent to the g-factor formulations for SNR reduction in literature (14), (17) .
MATERIALS AND METHODS
For the sake of validation and illustration of the results in the previous section, the following experiments are considered: First, we will study the statistical behavior of Gaussian data when a combination like the one in SENSE is done. To that end, we consider 10 5 samples of 8 correlated complex Gaussian RVs with zero mean and unitary variance, N (0, 1) and two different correlation coefficients, ρ 2 = 0 and ρ 2 = 0.2. (Note the correlation is between variables, not between samples of the same variable). The RVs are combined using real random weights, W 1 and W 2 , both following a uniform distribution in [0, 1] and normalized so that
Two new variables are created by using a combination like the one in eq. ( [8] ), obtaining two new RVs. The sample variance and correlation coefficient are estimated from the data and then compared to those calculated from eq. ( [10] ) and eq. ( [12] ).
Secondly, we will test how the values of σ 2 R (x) varies across the image. To that end, we will work with one sensitivity map synthetically generated, as shown in Fig. 3 (top) . This map simulates an 8-coil system using an artificial sensitivity map coded for each coil so that l |C l (x)| 2 = 1, with l = 1 · · · , 8, and C l (x) the sensitivity map of coil l-th. For the experiment:
• We assume that each coil has an original variance of noise σ 2 l = 100. We will simulate two different configurations, first, assuming that there is no initial correlation between coils, and second, assuming a correlation coefficient of ρ 2 = 0.1 between all coils, so that • From the data, and using the theoretical expressions in eq. ( [10] ) and eq. ( [12] ) we calculate the variance of noise for each pixel in the final image.
• In order to test the theoretical distributions, 5000 samples of 8 complex 256 × 256 Gaussian images with zero mean and covariance matrix Σ are generated. The k-space of the data is subsampled by a 2x factor and reconstructed using SENSE and the synthetic sensitivity field. We estimate the variance of noise in each point using the second order moment of the Rayleigh distribution (24):
We estimate the E{M 2 (x)} along the 5000 samples. Last, the previous experiment is repeated for the correlated case, now using real sensitivity maps as shown in Fig. 3 (bottom) . These maps are estimated from a real brain T1 acquisition done in a GE Signa 1.5T EXCITE, FSE pulse sequence, 8 coils, TR=500msec, TE=13.8msec, image size 256 × 256 and FOV: 20cm×20cm.
RESULTS
The first experiment studies the behavior of a SENSE-like combination of Gaussian data. Results of the standard deviation and correlation for the two resulting variables are collected in Table I . As expected, the theoretical values match the estimation through samples. Note that the variances in the final RVs in the correlated case are higher than the ones in the case without correlation. This effect can be found in real data, where correlations exist and must be taken into account.
The second and third experiments deals with the non homogeneous spatial layout of the noise and the influence of the sensitivity map over the final noise distribution. Visual results are depicted in Fig 4. For the synthetic maps, when no correlations are considered, since l |C l (x)| 2 = 1 for all pixels, the final variance of noise will not depend on the position x. Therefore, in this particular case σ 2 R (x) = σ 2 R . The estimated values in Fig 4-(b) show a noise pattern that slightly varies around the real value (note the small range of variation). In this very particular case, the noise can be considered to be spatially stationary, and the final image (leaving the correlation between pixels aside) is equivalent to one obtained from a single-coil scanner.
When correlations are taken into account, even using the same synthetic sensitivity map, results differ. In Fig. 4-(c) , the theoretical value shows that the standard deviation of noise of the reconstructed data is not the same for every pixel, i.e., the noise is no longer spatial-stationary. The center of the image shows a larger value that decreases going north and south. So, in this more realistic case, the σ 2 R (x) will depend on x, which can have serious implications for future processing, such as model based filtering techniques. The estimated value in Fig. 4-(d) shows exactly the same non-homogeneous pattern across the image.
In the last experiment, Fig. 4 -(e) and Fig. 4-(f) , a real sensitivity map is used, and correlation between coils is also assumed. Again, the noise is non-stationary. To increase the dynamic range of the images, the logarithm has been used to show the data. 
DISCUSSION AND CONCLUSIONS
Noise analysis in SENSE in literature is usually focused on the study of the SNR loss due to the acceleration process, being the so-called g-factor the most common measure. However, despite its proved utility, the g-factor is insufficient when trying to design certain MR applications. In those cases, the need of a complete statistical modeling arises naturally. In SENSE, the Rician model has been widely assumed by the MR community, as seen in recent literature (23) , (17) . This assumption has traditionally been taken as a guarantee to use the methods designed for single coil MR data over multiple-coil SENSE reconstructed data.
The study of the noise distribution in SENSE carried out in this work has brought to light some serious implications that must have been taken into account when working with SENSE data. Even when the final distribution is always Rician, depending on the sensitivity maps and on the coils covariance matrix, this distribution is likely to be non-stationary. In the examples proposed, even in the optimal synthetic case, when correlations between coils were present, the non-stationarity arises. As a consequence, the variance of noise will differ from point to point across the image. The first implication of this feature is related with noise estimation. Since the variance of noise depends on the position, most noise estimation techniques, as the ones proposed in (24) , have no longer sense. There is no longer a single value to estimate for the whole image, but one for each point. Thus, those algorithms that need an estimation of the level of noise, cannot be used either in its original shape. See, for instance, those filtering techniques reviewed in the Introduction.
As an example, let us consider a very simple noise reduction technique, the Conventional Approach (CA) for Rician data (1):
whose same philosophy is shared by several other methods mainly based on NLM denoising (6), (7), (8) . When dealing with SENSE reconstructions, the variance of noise σ 2 n will no longer be unique for the whole image, i.e. σ 2 n (x). The noise estimation is no longer a simple task. Some prior data regulation like the one done in (27) could be necessary. Note that, even an approach as simple as the CA cannot be directly applied from the single coil Rician formulation over SENSE data.
To sum up, SENSE MR data is known to follow a Rician distribution, but non-homogeneity of the variance of noise arises due to the reconstruction process. A prior knowledge of the sensitivity maps and the coils covariance matrix will help to properly design applications to deal with this kind of data.
