Abstract. We generalize some well-known results on the asymptotic stability of the maximum of independent random variables in R 1 to the case of q-concave Banach ideal spaces. A theorem on the relative asymptotic stability of the maximum of independent random elements in function Banach lattices is proved.
Introduction: Main results
Let ξ be a random variable that assumes values in R 1 and that has the distribution function F (x). Let ξ i be independent copies of ξ. Set
We say that a sequence (z n ) is relatively stable almost surely if there is a numerical sequence (a n ) such that (1) z n a n → 1 almost surely as n → ∞. We also say that (z n ) is stable almost surely if there is a numerical sequence (a n ) such that (2) z n − a n → 0 almost surely as n → ∞. Starting with the seminal Gnedenko paper [4] , the (weak) convergence has been studied in the case of degenerate limit laws. The criteria for the asymptotic relations (1) and (2) are also well known for R 1 (see [1, 3] ). A survey concerning the convergence of (z n ) in distribution to degenerate laws can be found in [3] .
The aim of the current paper is to obtain relations (1) and (2) for the case of infinite dimensional spaces.
The notion of the maximum of two or more random elements can be introduced in the so-called Banach lattices [8] . An important example of Banach lattices is presented by Banach ideal spaces [5] .
Let (T, Λ, μ) be a measure space where μ is a σ-finite, σ-additive, and nonnegative measure. By definition, a Banach ideal space B of measurable functions defined in (T, Λ, μ) is a collection of functions such that if y ∈ B and if |x(t)| ≤ |y(t)| almost surely, then x ∈ B and x ≤ y .
Throughout this paper we consider only the case of separable Banach ideal spaces.
Let B be a Banach ideal space equipped with a norm · and module | · |. Assume that X is a random element that is defined on a probability space (Ω, A, P) and that assumes values in the space B. Furthermore, let X i be independent copies of X and
and
for all t ∈ T . The latter two assumptions mean, in particular, that both elements X(t) and X(t) are random variables for all t ∈ T . Then the generalizations of relations (1) and (2) for Banach ideal space are given by
lim n→∞ Z n − a n SX = 0 almost surely. (5) Relations (4) and (5) can also be considered with respect to the so-called order convergence.
Recall that a sequence of elements (x n ) of a Banach lattice B is said to o-converge to an element x (we write in this case x = o-lim n→∞ x n ; see [5, 6] ) if there is a numerical sequence (v n ) such that v n ↓ 0 and |x − x n | < v n . The notation v n ↓ 0 means that
In what follows we assume that F (x) is a continuous increasing function and that τ (F ) = ∞. Theorem 1.1. Let X be a random element assuming values in a q-concave Banach ideal space B, 1 ≤ q < ∞, for which representation (3) holds. Assume that the function ϕ(y) slowly varies at infinity and that a n is defined by equality (6) .
We further assume that there exists a number t 0 such that
and that (4) is proved in [8] under the assumption that
for all t > 1. Corollary 1.1 improves this result to some extent. A simple example where condition (6) does not hold but both conditions (7) and (8) hold is provided at the end of this paper. Note also that condition (7) is necessary for (10) in the space l q .
Theorem 1.2. Let X be a random element assuming values in a q-concave
Assume that representation (3) holds for X and that the sequence a n is defined by equality (6) . We further assume that there exists x 0 such that
and that 
for all ε > 0 and if
then the sequence Z n is stable in probability, that is,
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First we prove some auxiliary results for R 1 .
Lemma 2.1. Let ψ(s) be a nondecreasing Karamata slowly varying at infinity function.
Put a n = ψ(n) and assume that a 1 > 0. Then
Lemma 2.1 follows directly from Karamata's theorem (see, for example, [2, Chapter VIII, §9, Theorem 1(b)]). According to Karamata's theorem,
the above relation implies (18).
Lemma 2.2. Let ξ be a nonnegative random variable with the distribution function F (x)
and let (ξ i ) be independent copies of ξ. Assume that (α n ) is a nondecreasing numerical sequence such that α n ↑ ∞ and α n > 0. Put
Then, for all 0 < t 0 < ∞,
where m = med(sup n≥1 ξ n /α n ).
Lemma 2.2 is proved in [7] .
Lemma 2.3. Let ξ be a nonnegative random variable with the distribution function F (x)
and let (ξ i ) be independent copies of ξ. Then condition (7) is equivalent to the condition that, for all 1 ≤ q < ∞,
where a n is defined by equality (6).
Proof of Lemma 2.3. First we show that (7) ⇒ (21). Put
We apply estimate (19) of Lemma 2.2 with a 1 = 1 and 1 < t 0 < ∞. Then
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It is clear that
Since a q n is slowly varying at infinity, Lemma 2.1 with
Relations (22) and (23) imply that M q is finite if the integral (24)
converges for some 1 < t 0 < ∞. Clearly, this is equivalent to (7). Now we prove the converse implication (21) ⇒ (7). Choose
ξ n a n q and use estimate (20) of Lemma 2.2:
Asymptotic relation (23) implies that the convergence of the latter integral is equivalent to the convergence of the integral on the right-hand side of equality (24). This completes the proof of (7).
Proof of Theorem 1.1. Recall that (ξ i ) are independent copies of the random variable ξ, z n = max 1≤i≤n ξ i , and that the sequence (a n ) is defined by equality (6). It is clear that relation (1) follows from (8) (see [3, proof of Theorem 4.4.4] ; in fact, (1) and (8) are equivalent, see [3] ).
This implies that, for all t ∈ T ,
where Z n (t) = max 1≤i≤n X n (t), whence, for all t ∈ T ,
Thus,
by Fubini's theorem. Next we prove that there exists a random element Z ∈ B such that
It is obvious that
where
The latter inequality proves estimate (27) with
Then (28) and (29) imply inequality (10) of Theorem 1.1. To derive estimate (29), we apply the following inequality obtained in the paper [8] : for an arbitrary random element Y assuming values in a q-concave Banach ideal space B,
is the constant involved in the definition of the q-concave space B.
We have
The expectation
is finite by condition (7) and Lemma 2.3. Equalities (26) and (27) imply the order convergence of the sequence (Z n /a n ) in Banach ideal spaces (see [5] ), that is, equality (9) of Theorem 1.1 is proved. 
Therefore, Corollaries 1.1 and 1.2 follow from Theorems 1.1 and 1.2, respectively.
Proof of Theorem 1.2
In what follows we need the following elementary result. 
Proof of Lemma 3.1. It is sufficient to consider the case of q > 1 only. For definiteness, let 0 < x ≤ y and put 0 < z = x y ≤ 1.
Inequality (31) is equivalent to
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Lemma 3.2. Let ξ be a random variable with the distribution function F (x)
and let (ξ i ) be independent copies of ξ. Further, let the sequence a n be defined by equality (6) and z n = max 1≤i≤n ξ i . Assume that conditions (12) and (13) hold. Then
Proof of Lemma 3.2 (case of q = 1). Since
(a n − z n ) + almost surely, it remains to prove that
First we establish estimate (34). By definition, a n is a nondecreasing sequence. Thus,
(ξ n − a n ) + almost surely and (34) follows from
Therefore, it is sufficient to show that the integral (36)
converges (see [2] ).
The expression under the sign of the integral in (36) is estimated by
Recall that a n = ϕ(n), n ≥ 1, where ϕ(y) is defined in (6) , and that
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The latter estimate and condition (12) allow us to estimate the integral in (36) as follows:
This completes the proof of inequality (34). Now we show that inequality (35) holds, too. It is known that lim n→∞ (z n − a n ) = 0 almost surely provided that condition (13) holds (see [1] ). Therefore,
for all x > 0. Since a n is an increasing sequence, we get
Similarly to the proof of inequality (34), we check the convergence of the integral
for some 1 < x 0 < ∞:
Since 1 − 1 n = F (a n ), the inequality a n − x 0 ≥ y is equivalent to
.
Now we choose y 0 such that 0 < F (y 0 ) < 1. Then
Put F (y) = 1 − F (y). Using the inequalities
we estimate the last integral in (40) as
where t 0 = x 0 + y 0 . It remains to observe that the integral in condition (12) with q = 1 can be rewritten as follows:
The first integral on the right-hand side of (42) is bounded, while the second one coincides with the integral in (41).
The proof that the convergence of the integral in (12) yields that estimate (35) is complete in the case of q = 1.
Proof of Lemma 3.2 (case of q > 1). First we assume that ξ k ≥ 0 almost surely for all k ≥ 1. By Lemma 3.1,
The reasoning in the proof of the case of q = 1 implies that
Now let ξ k be arbitrary random variables. Then
It is seen from the definition of a n that the sequence (a n ) is the same for both sequences of random variables (ξ n ) and ((ξ n ) + ). Therefore the results obtained above and relations (46) and (47) imply
These bounds together with inequality (45) complete the proof of the case q > 1. Lemma 3.2 is proved.
Proof of Theorem 1.2. Now the proof of Theorem 1.2 is easy. The proof follows the lines of that of Theorem 1.1. Note, however, that we will obtain (48) P (Z n (t) − a n σ(t) → 0 almost everywhere in T ) = 1 and (49) P (|Z n (t) − a n σ(t)| ≤ Z(t) almost everywhere in T ) = 1 instead of relations (26) and (27), where Z(t) = σ(t) sup n≥1 | Z n (t) − a n |. Equality (48) follows from some of results in [1] and Fubini's theorem. The finiteness of E Z n q is derived from bound (33) of Lemma 2.3, since the Banach ideal space is q-concave. Corollary 1.3 is, in fact, proved in the course of the proof of Theorem 1.1. Indeed, condition (15) implies z n − a n P → 0 as n → ∞ (see [4] or [3] ). The latter relation together with inequality (16) implies the convergence of moments, as well,
(see [9] ). Similarly to the proof of Theorem 1.1, we obtain E Z n − a n SX q → 0. 
Examples. 1. The distribution function

