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Abstract
Using the methods of the theory of formal symmetries, we obtain new easily verifiable sufficient con-
ditions for a recursion operator to produce a hierarchy of local generalized symmetries. An important
advantage of our approach is that under certain mild assumptions it allows to bypass the cumbersome
check of hereditariness of the recursion operator in question, what is particularly useful for the study of
symmetries of newly discovered integrable systems. What is more, unlike the earlier work, the homo-
geneity of recursion operators and symmetries under a scaling is not assumed as well. An example of
nonhereditary recursion operator generating a hierarchy of local symmetries is presented.
1 Introduction
Since the seminal paper of Olver [1] it became clear that the existence of a recursion operator is one of the
most characteristic features of integrable systems of PDEs, cf. e.g. [2, 3, 4] and references therein. Although
the integrable hierarchies in (1+1) dimensions usually prove to be local, this is not the case for their recursion
operators [2]–[8]. Thus, it is natural to ask under which conditions the repeated application of a recursion
operator to a local seed symmetry will yield local symmetries corresponding to the higher equations of the
hierarchy.
To be more specific, consider first the simplest case of one dependent variable u and a recursion operator
of the form
R =
r∑
i=0
aiD
i +
p∑
α=1
GαD
−1 ◦ γα, (1)
where r ≥ 0, ai, Gα, γα belong to the algebra A of locally analytic functions of x, t, u, u1, u2, . . . (informally,
uj = ∂
ju/∂xj), and D is the operator of total x-derivative, see below for details.
It is immediate that because of the presence of D−1 the application of R to a Q ∈ A may yield a nonlocal
expression, so the question is when the repeated application of R will not take us out of A. Clearly, proving
that Rj(Q) are local amounts to proving that Rj(Q)γα ∈ ImD for all j and α, where ImD stands for the
image of D in A.
Adler [6] proved this for the recursion operators arising from zero-curvature representations of certain
kind, and so did Olver [5] (cf. also Dorfman [4]) for a class of recursion operators, associated with bi-
Hamiltonian systems.
Moreover, in the bi-Hamiltonian case there is a very simple and powerful proof of locality of Rj(Q),
kindly communicated to the author by V.V. Sokolov and contained in his unpublished work.
The idea of this proof is as follows: suppose that a recursion operator R of the form (1) with ∂R/∂t = 0
can be written as a ratio of two compatible time-independent Hamiltonian operators: R = P1P
−1
2 . Further
assume that γα =
∑∞
i=1 cα,iδHi/δu for some constants cα,i. Here δ/δu stands for the variational derivative,
1
and Hi are the Hamiltonians recursively constructed via the Lenard scheme, i.e., P1δHi+1/δu = P2δHi/δu,
cf. e.g. [2, 4].
Under these assumptions, Hi commute with respect to the Poisson brackets associated with P1 and P2.
Hence if the seed symmetry Q is Hamiltonian with respect to P1 or P2, and the respective Hamiltonian
is a linear combination of Hi, then LQ(δHj/δu) = 0 for all j, and hence LQ(γα) = 0 and γαQ ∈ ImD,
as required. Proceeding inductively, we can prove in this way that all Qj ≡ R
j(Q) are local. The same
argument remains valid for the case of more than one dependent variable.
However, the above results leave open the question of how to prove the locality of symmetries when the
recursion operator does not fall into the realm of [6] or we cannot (or, what is typical for the recursion op-
erators of new integrable systems, we do not know how to) write it as a ratio of two Hamiltonian operators.
Recently, Sanders and Wang [7] proved a fairly general statement on locality of (1+1)-dimensional hierar-
chies of evolution systems generated by hereditary recursion operators. They prove that Rj(Q)γα ∈ ImD
using the scaling-based arguments and the hereditariness of R. However, their results are limited to the
case when both the recursion operators and symmetries they act on are homogeneous under certain scaling.
In the present paper we suggest a new approach which allows to overcome this limitation and, unlike
the earlier work, with minor changes can be applied [9] for the proof of locality of hierarchies generated
by master symmetries rather than recursion operators. Moreover, under certain mild assumptions our ap-
proach is applicable to nonhereditary recursion operators as well, and, in particular, does not require the
check whether the operator in question is hereditary.
We assume that γα are linear combinations of variational derivatives of the so-called canonical conserved
densities [10] constructed from R (or, more broadly, from a nondegenerate formal symmetry of infinite rank,
see Theorem 6 below). This is the case for the majority of known today recursion operators, including e.g.
those of KdV, mKdV, nonlinear Schro¨dinger equation and many other integrable evolution equations and
systems. For instance, the recursion operator of KdV equation
R = D2 + (2/3)uD + (1/3)u1D
−1
obviously is of the form (1) with p = 1 and γ1 = 1, the first nontrivial canonical density is ρ1 = resR
1/2 = u/3
and γ1 = 1 = (1/3)δρ1/δu. In fact, we failed to find an example that does not satisfy our assumption within
the class of recursion operators of the form (1).
Let us stress that for a fairly large number of cases the application of our results does not require the
assumption that the recursion operator in question is hereditary. Moreover, the verification of the conditions
of our theorems is considerably easier than the check of hereditariness, because the latter usually is extremely
cumbersome. This makes our results useful for the study of new recursion operators whose hereditariness
is not yet proved. We illustrate this in Section 5 by proving the locality of a hierarchy generated by the
recursion operator (18).
Below we present our main results in their simplest form, i.e., for the case of a single dependent variable
u. In this case the canonical densities are ρi = resR
i/r for i = −1, 1, 2, . . ., and ρ0 = (1/r)ar−1/ar.
Theorem 1 Let R (1) with r > 0 be hereditary on the linear span of Rj(Q0), j = 0, 1, 2 . . ., for a Q0 ∈ A
and satisfy LQ0(R) = 0, and let there exist the functions cα,i(t) such that
γα =
∞∑
i=−1
cα,i(t)δρi/δu (2)
for all α = 1, . . . , p, where ρi are canonical densities associated with R.
Then Qj = R
j(Q0) are local, i.e., Qj ∈ A, for all j ∈ N.
We also can use the scaling-based arguments in order to simultaneously prove the hereditariness of R
and the locality of symmetries.
2
Theorem 2 Consider an operator R of the form (1) with r > 0, and let there exist the functions cα,i(t)
such that (2) holds for all α = 1, . . . , p. Let there also exist Q0 ∈ A and S ∈ A such that ordQ0 ≥ 2,
∂Q0/∂t = 0, ∂S/∂t = 0, LQ0(R) = 0, [S,Q0] = νQ0, ν = const, ν 6= 0, and LS(R) = ζR, ζ = const, ζ 6= 0.
Then Qj = R
j(Q0) are local, LQj(R) = 0, [Qi, Qj ] = 0 for all i, j = 0, 1, 2 . . ., and R is hereditary on
the linear span of Qj , j = 0, 1, 2, . . ..
Moreover, under certain conditions we can drop the requirement of hereditariness of R, but then we
have to fix an evolution equation
ut = F (x, t, u, . . . , un), n ≥ 2. (3)
Let n0 =


1− j, where j is the greatest integer such that
∂F/∂ui for i = n− j, . . . , n depend on x and t only,
2 otherwise.
Theorem 3 Let (3) with n ≥ 2 have a symmetry Q0 ∈ A such that ordQ0 ≥ max(n0, 0) and ∂Q0/∂t = 0,
and a recursion operator R of the form (1) with r > 0 such that ∂R/∂t = 0. Further assume that (2) holds
and cα,i(t) ≡ 0 for all i > n− n0 − 1 and all α = 1, . . . , p.
Then Qj = R
j(Q0) are local for all j ∈ N.
Note that if ∂F/∂t = 0, we can take F for Q0 in Theorem 3.
Let us also mention that if ∂F/∂t = 0, then the densities ρi for i = −1, . . . , n−n0−1, unlike their coun-
terparts with i > n− n0 − 1, can be computed directly from F [10, 12]: ρ0 = (1/n)∂F/∂un−1(∂F/∂un)
−1,
and for j = −1, 1 . . . , n − n0 − 1 ρj = resR
j/r is a linear combination of ρ˜k, k = −1, 1, . . . , j, where
ρ˜k = res(F
′)k/n, F ′ =
∑n
i=0 ∂F/∂uiD
i.
In the rest of the paper we present the extension of Theorems 1– 3 to the case of more than one dependent
variable, see Theorems 4–6 below, along with the complete proofs and examples, see Section 5 for the latter.
In this case the coefficients of recursion operators are matrices, so the nondegeneracy and diagonalizability
issues come into play. Nevertheless, the extra conditions that appear in our theorems in the case of more than
one dependent variable are easy to verify, and they are satisfied for a large number of interesting examples.
Our technique can be applied not only to the recursion operators but also to the so-called inverse Noether
operators [14] that map symmetries to cosymmetries. Namely, our Corollaries 2 and 3 enable one to prove
the existence of infinite number of local cosymmetries, and eventually of local conserved densities, generated
using these operators. Note that whenever exist, the symplectic operators of integrable evolution systems
automatically are [14] inverse Noether operators for these systems.
2 Preliminaries
Consider an algebra Aj of locally analytic functions of x, t,u,u1, . . . ,uj , where uk = (u
1
k, . . . , u
s
k)
T are
vectors, u0 ≡ u, and let A = ∪
∞
j=0Aj. We shall call the elements of A local functions, cf. e.g. [2, 11]. Let
us further introduce [2, 11] a derivation D ≡ Dx = ∂/∂x +
∑∞
j=0 uj+1∂/∂uj , the variational derivative
δ/δu =
∑∞
j=0(−D)
j∂/∂uj and the operator of directional derivative of ~f ∈ A
q: ~f ′ =
∑∞
i=0 ∂
~f/∂uiD
i. In
what follows we shall see that x will play the role of space variable, D will be the total x-derivative, and, if
we specify an evolution system ∂u/∂t = F (x, t,u, . . . ,un), then t becomes an evolution parameter.
The Lie bracket, see e.g. [2], given for any P ,Q ∈ As by [P ,Q] = P ′[Q]−Q′[P ] makes the linear space
As of s-component vectors whose components belong to A into a Lie algebra, and enables us to define the
Lie derivative of R ∈ As along Q ∈ As by setting LQ(R) = [Q,R].
Now consider [2, 10, 12] the set Matq(A)[[D
−1]] of formal series of the form H =
∑k
j=−∞ hjD
j , where hj
are q × q matrices with entries from A. We shall write A[[D−1]] instead of Mat1(A)[[D
−1]] for short. The
greatest m such that hm 6= 0 is called the degree of formal series H and is denoted as degH, cf. e.g. [2, 10, 12].
Clearly, G′ ∈Mats(A)[[D
−1]] for any G ∈ As, so we shall define the order of G ∈ As as ordG = degG′.
A formal series H =
∑m
j=−∞ hjD
j ∈ Matq(A)[[D
−1]] of degreem is called nondegenerate [10] if det hm 6= 0.
For H =
∑m
j=−∞ hjD
j ∈ A[[D−1]], degH = m, define its residue as resH = h−1, and its logarithmic
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residue as res lnH = hm−1/hm, see e.g. [10]. For H =
∑m
j=−∞ hjD
j ∈ Matq(A)[[D
−1]] and Q ∈ As set
H′[Q] =
∑m
j=−∞ h
′
j [Q]D
j .
The multiplication law, which is nothing but the generalized Leibniz rule, cf. e.g. [2],
aDi ◦ bDj = a
∞∑
q=0
i(i− 1) · · · (i− q + 1)
q!
Dq(b)Di+j−q, (4)
extended by linearity to the whole Matq(A)[[D
−1]], makes this set into an algebra, and the commutator
[A,B] = A ◦B−B ◦A further makes it into a Lie algebra. Below we omit ◦ unless this leads to confusion.
For any nondegenerate H ∈Matq(A)[[D
−1]] we can [10] define its inverse H−1 ∈ Matq(A)[[D
−1]] such that
H ◦ H−1 = H−1 ◦ H = I, where I is a q × q unit matrix. Moreover [2, 10, 11, 12], for any H ∈ A[[D−1]],
degH = m 6= 0, we can define its mth root H1/m and its fractional powers Hj/m = (H1/m)j , and these
fractional powers commute: [Hi/m,Hj/m] = 0 for all i, j ∈ Z [2, 10].
Define [2] the Lie derivative of H ∈ Mats(A)[[D
−1]] along Q ∈ As as LQ(H) = H
′[Q] − [Q′,H]. A
formal series H ∈ Mats(A)[[D
−1]] is called [2, 10, 11, 12] a formal symmetry of rank m (respectively of
infinite rank) for an evolution system ∂u/∂τ = Q, Q ∈ As, where τ is an evolution parameter other than
t, if degLQ(H) ≤ degH + degQ
′ − m (resp. LQ(H) = 0). The formal symmetry for an evolution system
∂u/∂t = Q is defined in a similar way: we only should [10, 11, 12] replace LQ(H) by ∂H/∂t+LQ(H) in the
above definition.
Lemma 1 Consider H =
∑m
j=−∞ hjD
j ∈ Mats(A)[[D
−1]] such that degH = m 6= 0 and the matrix hm has
exactly s distinct eigenvalues λi. Let Γ be a matrix bringing hm into the diagonal form: hm = Γ
−1ΛΓ,
Λ = diag(λ1, . . . , λs).
Then there exists a unique formal series T = Γ +
∑−∞
j=−1 ΓjΓD
j with the property diag Γj = 0, j =
−1,−2, . . ., such that all coefficients of the formal series H˜ = THT−1 are diagonal matrices; Γj are s × s
matrices with entries from A.
Moreover, for any Q ∈ As, ordQ ≥ 1, such that H is the formal symmetry of infinite rank for the
equation ∂u/∂τ = Q (resp. ∂u/∂t = Q), all coefficients of the formal series V ≡ TQ′T−1+T′[Q]T−1 (resp.
W ≡ TQ′T−1 + (∂T/∂t + T′[Q])T−1) are diagonal matrices.
Proof. Equating the coefficients at the powers of D in TH = H˜T enables us to find Γj and the coefficients of
H˜, whence we readily infer the existence and uniqueness of T = Γ+
∑−∞
j=−1 ΓjΓD
j such that diag Γj = 0 and
all coefficients of H˜ = THT−1 are diagonal matrices, cf. the proof of Proposition 2.1 in [10]. We use here the
well-known fact that for any diagonal s × s matrix Λ with s distinct eigenvalues and for any s × s matrix
Ω with zero diagonal entries (we write this as diag Ω = 0) the equation [Λ,Ψ] = Ω has a unique solution in
the class of s× s matrices Ψ with diagΨ = 0, cf. e.g. [10].
Further observe that the transformation H → H˜ and Q′ → V (resp. Q′ → W for the equation
ut = Q) takes the equation LQ(H) = 0 (resp. ∂H/∂t + LQ(H) = 0) to H˜
′[Q] − [V, H˜] = 0 (resp. to
∂H˜/∂t+ H˜′[Q]− [W, H˜] = 0). Using the above-mentioned result on solutions of [Λ,Ψ] = Ω and successively
solving the equations for the coefficients of V (resp. W) that arise from equating to zero the coefficients at
powers of D on the left-hand side of the equation H˜′[Q] − [V, H˜] = 0 (resp. ∂H˜/∂t + H˜′[Q] − [W, H˜] = 0),
we readily see that all coefficients of V (resp. W) are diagonal matrices.  Following [10], consider the
canonical densities associated with H: ρaj = res((THT
−1)aa)
j/|m|, j = −1, 1, 2, . . ., a = 1, . . . , s, and
ρa0 = res ln((THT
−1)aa)
1/|m|, a = 1, . . . , s, where the subscript ‘aa’ means taking the (a, a)-th entry of
the matrix. Lemma 1 and the results of [10] readily imply the following assertion.
Corollary 1 Under the assumptions of Lemma 1, suppose that H is nondegenerate. Then the quantities
ρaj , a = 1, . . . , s, j = −1, 0, 1, 2, . . . are conserved densities for the equation uτ = Q (resp. ut = Q), i.e.,
ρ′aj [Q] ∈ ImD (resp. ∂ρ
a
j/∂t+ ρ
′a
j [Q] ∈ ImD).
Thus, the canonical densities associated with H are common conserved densities for all systems of the
form uτ = Q (or ut = Q) admitting H as a formal symmetry of infinite rank. Moreover, the formal series
T that diagonalizes H simultaneously diagonalizes the formal series V (or W) for all these systems.
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3 The main result
Consider an operator
R =
r∑
i=0
aiD
i +
p∑
α=1
Gα ⊗D
−1 ◦ γα, (5)
where r ≥ 0, ai are s × s matrices with entries from A, and Gα,γα ∈ A
s, i.e., Gα,γα are s-component
vectors with entries from A.
The Lie derivative LQ(R) of R along Q ∈ A
s is given [2] by LQ(R) = R
′[Q]−[Q′,R], that is, by the very
same formulae as for the elements of Mats(A)[[D
−1]], because using the generalized Leibniz rule (4) we always
can rewrite R as infinite formal series in powers of D, and thus consider it as an element of Mats(A)[[D
−1]].
An operator R is called, see e.g. [2], a recursion operator for an evolution system ut = F (x, t,u, . . . ,un)
(respectively uτ = F (x, t,u, . . . ,un), where τ is an evolution parameter other than t), if it is a formal sym-
metry of infinite rank for this system, i.e. if it satisfies the equation ∂R/∂t+LF (R) = 0 (resp. LF (R) = 0).
Note that nearly all known today recursion operators of integrable (1+1)-dimensional evolution systems
are [7, 8] of the form (5), with only a few exceptions, see e.g. [16, 17, 18].
Recall that a linear operator R is said [14] to be hereditary (or Nijenhuis [4]) on a linear space L, if for
all Q ∈ L
LR(Q)(R) = R ◦ LQ(R). (6)
In what follows by saying that a recursion operator is hereditary without specifying L we shall mean
that it is hereditary on its whole domain of definition, cf. [7]. If R is hereditary on L, then [14] for any
Q ∈ L we have [Ri(Q),Rj(Q)] = 0, i, j = 0, 1, 2, . . ..
Let S(R,Q) denote the linear span of Ri(Q), i = 0, 1, 2, . . .. It is immediate from (6) that LRi(Q)(R) = 0
for all i = 0, 1, 2, . . . if and only if LQ(R) = 0 and R is hereditary on S(R,Q). In view of this, we have
[Ri(Q),Rj(Q)] = 0 for all i, j = 0, 1, 2, . . ., provided
LRi(Q)(R) = 0 for all i = 0, 1, 2, . . . . (7)
In view of this, the results of Sanders and Wang [7] on locality of hierarchies of symmetries generated
by recursion operators obviously remain valid if the requirement of hereditariness of recursion operator on
its whole domain of definition is replaced by (7) with i = 1, 2, . . .. What is more, (7) can be often proved
using simple scaling arguments (which are, however, quite different from those of [7]), see Theorem 5 below.
Let us now turn to a general situation when (7) holds, but, unlike [7], no assumption on scaling properties
of R and Q is made.
Theorem 4 Let R (5) with r > 0 be hereditary on S(R,Q0) for a Q0 ∈ A
s. Suppose that LQ0(R) = 0,
det ar 6= 0, the matrix ar has s distinct eigenvalues, and there exist the functions cα,i,a(t) such that
γα =
∞∑
i=−1
s∑
a=1
cα,i,a(t)δρ
a
i /δu (8)
for all α = 1, . . . , p, where ρai are canonical densities associated with R.
Then Qj = R
j(Q0) are local, that is, Qj ∈ A
s, for all j ∈ N, and commute: [Qi,Qj ] = 0 for all
i, j = 0, 1, 2 . . ..
Proof. As R is hereditary on S(R,Q0), we have LRj(Q0)(R) = 0, and thus R is a formal symmetry of
infinite rank for all evolution systems of the form ∂u/∂tj = Qj , j = 0, 1, 2, . . .. Hence, if r > 0, then the
canonical densities ρai for i = −1, 0, 1, 2, . . . and a = 1, . . . , s are conserved densities for all these systems. If
Qj is local, this means that ρ
′a
i [Qj ] ∈ ImD. But ρ
′a
i [Qj] ∈ ImD if and only if δρ
a
i /δu ·Qj ∈ ImD, where
· stands for the scalar product of s-component vectors.
Hence, γα ·Qj ∈ ImD by (8), because δρ
a
i /δu ·Qj ∈ ImD by the above. Thus, D
−1(γα ·Qj) ∈ A for all
α = 1, . . . , p, and Qj+1 is local, if so is Qj. The induction on j starting from j = 0 completes the proof. 
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Remark 1. The condition det ar 6= 0 can be relaxed. Indeed, if det ar = 0, then the matrix ar has
precisely one zero eigenvalue, say λb: λb = 0. Then we should just require that m ≡ deg(TRT
−1)bb 6= 0
and replace the densities ρbi by the following ones: ρ˜
b
j = res((TRT
−1)bb)
j/|m| for j = −1, 1, 2, . . ., and
ρ˜b0 = res ln((TRT
−1)bb)
1/|m|.
Remark 2. If we have γα =
∑∞
i=−1 cα,i(t)δρ˜i/δu for all α = 1, . . . , p, where ρ˜i = tr resR
i, i = −1, 1, 2, . . .,
ρ˜0 = tr res lnR, then the assumption of Theorem 1 that ar has s distinct eigenvalues can be dropped.
Furthermore, if cα,−1(t) = cα,0(t) = 0 for all α = 1, . . . , p, then we can also drop the assumption det ar 6= 0.
As we have already mentioned above, it is possible to prove that R is hereditary on S(R,Q0) using the
scaling-based arguments. The locality ofQi then follows by the same argument as in the proof of Theorem 4.
Theorem 5 Let R of the form (5) with r > 0 be such that ∂R/∂t = 0, det ar 6= 0, the matrix ar has s
distinct eigenvalues, and let there exist the functions cα,i,a(t) such that (8) holds for all α = 1, . . . , p. Let
there also exist Q0 ∈ A
s and S ∈ As such that q0 ≡ ordQ0 ≥ 2, ∂Q0/∂t = 0, the matrix ∂Q0/∂uq0
is nondegenerate and has s distinct eigenvalues, ∂S/∂t = 0, LQ0(R) = 0, [S,Q0] = νQ0, where ν is a
nonzero constant. Further assume that LS(T
−1cR˜1/rT) = µT−1cR˜1/rT for any matrix c = diag(c1, . . . , cs),
ci = const, where µ is a nonzero constant independent of c1, . . . , cs, R˜ = TRT
−1, and T is the formal series
constructed in Lemma 1 for H = R.
Then Qj = R
j(Q0) are local, satisfy LQj (R) = 0, and commute, that is, [Qi,Qj ] = 0, for all
i, j = 0, 1, 2 . . ., and R is hereditary on the linear span of Qj, j = 0, 1, 2, . . ..
Proof. The condition LQ0(R) = 0 implies (cf. [10, 12]) that
Q′0 =
q0∑
j=2
T−1d
(Q0)
j R˜
j/rT+BQ0 , (9)
where BQ0 ∈ Mats(A)[[D
−1]] is a formal series with diagonal leading coefficient, and degBQ0 < 2; d
(Q0)
j are
constant diagonal s× s matrices.
From (9) it is immediate that ν = µq0. It is also clear that LS(R) = ζR, where ζ = rµ. Using this
formula and [S,Q0] = νQ0 = µq0Q0 yields [S,Qj ] = (ν + jη)Qj = µ(q0 + rj)Qj , whence LS(LQj (R)) =
LQj(LS(R)) + µ(q0 + rj)LQj (R) = µ(r(j + 1) + q0)LQj (R).
Using the Leibniz rule for the Lie derivative and LQ0(R) = 0, we obtain [Q0,Qj ] = LQ0(Qj) =
LQ0(R
jQ0) = LQ0(R
j)Q0 +R
j [Q0,Q0] = LQ0(R
j)Q0 = 0, whence LQ0(LQj (R)) = LQj(LQ0(R)) = 0.
Therefore, LQj (R) is a formal symmetry of infinite rank for the system uτ = Q0. Now we can proceed
inductively. Assume that we have already proved that Qj is local (for j = 1 this readily follows from
our assumptions). Then the coefficients of the formal series LQj (R) are local too, and hence LQj(R) =∑k
l=−∞ T
−1h
(Qj )
l R˜
l/rT, where h
(Qj)
l are constant diagonal s× s matrices and k < r(j + 1) + q0, cf. [10, 11].
Using this formula and our assumptions on S,Q0, and R, we readily find that LS(LQj (R)) = µkLQ0(R).
But, as k < r(j + 1) + q0, this contradicts our earlier result LS(LQ0(R)) = µ(q0 + (j + 1)r)LQj (R), unless
LQj(R) = 0. Hence, LQj (R) = 0. Then, by the same argument as in the proof of Theorem 4, Qj+1 is local,
and we can repeat the above reasoning with j replaced by j + 1.
Thus, we have LQj(R) = 0 for all j ∈ N, and therefore R is hereditary on the linear span ofQj = R
j(Q0),
j = 0, 1, 2 . . ., so Qj commute for all j = 0, 1, 2, . . .. 
Note that the conditions of Theorem 5 are easy to verify in spite of their complicated appearance. In
particular, in the most common situation when S = xu1 + Λu, where Λ is a constant diagonal matrix, we
usually can choose the coefficients of T so that LS(T) = 0, and then in order to verify the equality
LS(T
−1cR˜1/rT) = µT−1cR˜1/rT (10)
for any constant diagonal matrix c it suffices to check that LS(R) = ζR for some nonzero constant ζ.
Moreover, for s = 1 we have T = 1, and it suffices to check that LS(R) = ζR for some ζ = const 6= 0 in
order to prove (10) even if S is not of the form xu1 + Λu.
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Consider now an application of our results to operators other than recursion operators. Recall that
K ∈ Mats(A)[[D
−1]] is called [14] an inverse Noether operator for an evolution system ut = F (x, t,u, . . . ,un)
(respectively uτ = F (x, t,u, . . . ,un), where τ is an evolution parameter other than t), if it satisfies the
equation ∂K/∂t + K′[F ] + (F ′)† ◦ K + K ◦ F ′ = 0 (resp. K′[F ] + (F ′)† ◦ K + K ◦ F ′ = 0). We shall restrict
ourselves to considering the inverse Noether operators of the form
K =
h∑
i=0
biD
i +
l∑
α=1
ηα ⊗D
−1 ◦ ζα, (11)
where bi are s × s matrices with entries from A, and ηα, ζα ∈ A
s. The majority of known today inverse
Noether operators of integrable (1+1)-dimensional evolution systems indeed are of the form (11), see e.g. [8].
Our Theorems 4 and 5 readily imply the following assertion.
Corollary 2 Let a system ut = F (x, t,u, . . . ,un) or uτ = F (x, t,u, . . . ,un), τ 6= t, have a recursion
operator R meeting the requirements of Theorem 4 or 5 and an inverse Noether operator K of the form (11)
with h ≥ 0. Assume that there exist the functions dα,i,a(t) such that ζα =
∑∞
i=−1
∑s
a=1 dα,i,a(t)δρ
a
i /δu for
all α = 1, . . . , l, where ρai are canonical densities associated with R.
Then χj ≡ K(Qj) are local (i.e., χj ∈ A
s) for all j = 0, 1, 2, . . ..
Proof. We have ζα ·Qj ∈ ImD by (8), because δρ
a
i /δu ·Qj ∈ ImD, cf. the proof of Theorem 4. Therefore,
D−1(ζα ·Qj) ∈ A for all α = 1, . . . , p and j = 0, 1, 2 . . ., and thus K(Qj) ∈ A
s. 
4 Locality of hierarchies of symmetries
generated by nonhereditary recursion operators
Even if a recursion operator is not hereditary, it still can generate a hierarchy of local symmetries. A simple
example is given (see [15] for a more complicated example with s = 3) by
R =
(
D u1D
−1
0 −D + v
)
. (12)
For K = (u, 0)T we have LK(R) = 0 but LR(K)(R) 6= 0, so R (12) is not hereditary. Nevertheless, all
Ki = R
i(K) obviously are local: assuming that D−1(0) = 0, see e.g. [16, 19, 20] for more details on defining
D−1, we readily find that Ki = (ui, 0)
T .
While in the above example the locality of symmetries was obvious, this is not the case in general.
Fortunately, there is a way around: in Theorem 6 below we present the sufficient conditions ensuring the
locality of Qi = R
i(Q0) without assuming that R is hereditary. To this end we need, however, to fix an
evolution system
∂u/∂t = F (x, t,u,u1, . . . ,un), n ≥ 2, (13)
with ∂F /∂un 6= 0.
If the matrix ∂F /∂un is nondegenerate and has s distinct eigenvalues, we shall say that (13) is a
nondegenerate weakly diagonalizable (NWD) system. The properties of such systems were studied e.g. in
[10, 12, 21]. Clearly, for s = 1 any system (13) with ∂F /∂un 6= 0 is NWD.
Recall that G ∈ As is called [2, 12] a symmetry for (13) if ∂G/∂t + [F ,G] = 0, where [·, ·] is the Lie
bracket, defined above.
Let n0 =


1− j, where j is the greatest number such that
∂F /∂ui for i = n− j, . . . , n depend on x and t only,
2 otherwise.
Now assume that (13) is NWD, R is the recursion operator for (13), and Q0 ∈ A
s is a symmetry for (13),
and hence all Qi = R
i(Q0) are symmetries for (13). Further assume that ∂Q0/∂t = 0 and that R is such
that this implies ∂Qj/∂t = 0 for all j ∈ N.
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Further assume that (13) has a time-independent (∂L/∂t = 0) nondegenerate formal symmetry L =∑m
j=−∞ giD
i of infinite rank and of degree m > 0, and the matrix gm has s distinct eigenvalues λi. Clearly,
if r > 0, ∂R/∂t = 0, det ar 6= 0 and ar has s distinct eigenvalues, we can take R for L.
Then, using the diagonalizing transformation T for H = L from Lemma 1, we readily see that ifQj is local,
thenQ′j is a formal symmetry of degree qj ≡ ordQj and of rank qj−n0+2 for (13), cf. e.g. [10, 21]. Hence we
have Q′j =
∑qj
k=n0
T−1d
(Qj )
k L˜
j/mT+BQj , where degBQj < n0, L˜ = TLT
−1 and d
(Qj )
k are constant diagonal
s×smatrices, cf. e.g. [10, 12, 21]. Using this result, we can show that degLQj (L) ≤ m−1+2−n−n0, hence
L is a formal symmetry of rank qj + n − n0 + 1 for the system utj = Qj, where qj = ordQj, j = 0, 1, 2 . . ..
Indeed, for s = 1 this holds by Lemma 11 of Sokolov [11], and for s > 1 this is proved along the same lines
as in [11].
Hence, by the results of [10], for a = 1, . . . , s and b = −1, 0, 1, . . . , n − n0 − 1 the canonical densities ρ
a
b
associated with L are conserved densities for the systems ∂u/∂tj = Qj, j = 0, 1, 2, . . ., i.e., ρ
′a
b [Qj ] ∈ ImD,
and the locality of all Qk, k ∈ N, is proved by induction on k as in the proof of Theorem 4, so we arrive at
the following result.
Theorem 6 Let an NWD system (13) with n ≥ 2 have a time-independent nondegenerate formal symmetry
L of degree m > 0 and of infinite rank, and let the leading coefficient of L have s distinct eigenvalues.
Further assume that (13) has a time-independent symmetry Q0 ∈ A
s, ordQ0 ≥ max(n0, 0), and a recursion
operator R of the form (5) with r ≥ 0 such that Qi = R
i(Q0) are time-independent for all i ∈ N. Suppose
that there exist the functions cα,i,a(t) such that
γα =
n−n0−1∑
i=−1
s∑
a=1
cα,i,a(t)δρ
a
i /δu
for all α = 1, . . . , p, where ρai are canonical densities associated with L.
Then Qj are local, that is, Qj ∈ A
s, for all j ∈ N.
Let us mention that, exactly as in the case of one dependent variable u, if ∂F /∂t = 0, then the densities
ρai for i = −1, . . . , n − n0 − 1 can be computed directly from F . Namely, up to multiplication by a con-
stant and adding a linear combination of ρak, k < j, we have ρ
a
0 = res ln((Dt(T)T
−1 + TF ′T−1)aa)
1/n, and
ρaj = res((Dt(T)T
−1 + TF ′T−1)aa)
j/n, j = −1, 1, 2, . . . , n− n0 − 1, a = 1, . . . , s.
In complete analogy with Corollary 2, we have the following result.
Corollary 3 Under the assumptions of Theorem 6, let (13) have an inverse Noether operator K of the form
(11) with h ≥ 0. Assume that there exist the functions dα,i,a(t) such that
ζα =
n−n0−1∑
i=−1
s∑
a=1
dα,i,a(t)δρ
a
i /δu
for all α = 1, . . . , l, where ρai are canonical densities associated with L.
Then ηj = K(Qj) are local, i.e., ηj ∈ A
s, for all j = 0, 1, 2, . . ..
5 Examples
Let us agree that for scalar u, i.e., for s = 1, we shall write u, uj , γα, F,Q instead of u,uj ,γα,F ,Q, as we
already did in Introduction.
Consider first the generalized Korteweg–de Vries equation [22]
ut = −u3 − 6uu1 − 6f(t)u+ x(f˙(t) + 12(f(t))
2), (14)
where f(t) is an arbitrary smooth function of time t.
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This equation has [22] a hereditary recursion operator
R = (g(t))2(D2 + 4(u− xf(t))) + 2g(t)(u1 − f(t))D
−1 ◦ g(t),
where g(t) = exp(6
∫ t
t0
f(t′)dt′). Clearly, R is of the form (5) with p = 1 and γ1 = g(t). Upon setting H = R
we find that ρ1 = 2g(t)(u − xf(t)), so δρ1/δu = 2g(t). Taking c1,1(t) = 1/2, we see that the requirements
of Theorem 1 are met, and hence the repeated application of R to the seed symmetry Q = g(t)(u1 − f(t))
yields an infinite hierarchy of local symmetries for (14).
Let now s = 2, u = (u, v)T , and consider the so-called DS IV system [23] (also known as the Hirota–
Satsuma [24] system)
ut = u3/2 + 3uu1 − 6vv1,
vt = −v3 − 3uv1.
(15)
and its recursion operator, see e.g. [26],
R =
(
B −5vD2 − 4v1D − v2 − 4uv
−(5/2)v1D − 3v2 C
)
+G1 ⊗D
−1 ◦ γ1 +G2 ⊗D
−1 ◦ γ2,
(16)
where B = D4/2 + 2uD2 + 3u1D + 2u2 + 4(u
2 − v2), C = −D4 − 4uD2 − 2u1D − 4v
2, G1 = (u1, v1)
T ,
γ1 = (u,−2v), G2 = (u3/2 + 3uu1 − 6vv1,−v3 − 3uv1)
T , γ2 = (1, 0).
Set Q0 = (u3/2 + 3uu1 − 6vv1,−v3 − 3uv1)
T and S = xu1 + 2u. Then all requirements of Theorem 5
(and of Theorem 4 too, as R is hereditary) are met. In particular, there exist the constants c1,1,1, c1,3,1,
c1,3,2 such that γ1 = c1,1,1δρ
1
1/δu+ c1,3,1δρ
1
3/δu + c1,3,2δρ
2
3/δu and γ2 = c2,1,1δρ
1
1/δu. Thus, by Theorem 5
all Qj = R
j(Q0) are local.
Moreover, the system (15) has an inverse Noether operator which also is symplectic, cf. e.g. [23, 25],
K =
(
D/2 0
0 −2D
)
+ γ1 ⊗D
−1 ◦ γ2 + γ2 ⊗D
−1 ◦ γ1.
It is immediate that the requirements of Corollary 2 are met, and thus the cosymmetries χj = K(Qj) are
local for all j = 0, 1, 2, . . ..
Consider now the Calogero–Degasperis–Fokas equation [27, 28]
ut = u3 − u
3
1/8 + (a exp(u) + b exp(−u) + c)u1, (17)
where a, b, c are arbitrary constants. It has the recursion operator [28]
R = D2 −
u21
4
+
2
3
(a exp(u) + b exp(−u) + c)
+
u1
3
D−1 ◦
(
3u2
4
+ a exp(u)− b exp(−u)
)
.
For H = R we have ρ11 = −u
2
1/8 + (1/3)(a exp(u) + b exp(−u) + c), so γ1 = 3δρ
1
1/δu. Thus, R meets the
requirements of Theorem 6 (and of Theorem 4 as well, because R is hereditary), and hence all Qj = R
j(u1),
j ∈ N, are local.
Let again s = 2, u = (u, v)T . Consider the operator [29]
R =
(
D2/4 + v − u2/4 3D/2 + u/2
(3/4)v1 D
2 + uD + v
)
+
2∑
α=1
Gα ⊗D
−1 ◦ γα, (18)
where G1 = (2v1, v2 + uv1)
T , γ1 = (1/2, 0), G1 = (u1, v1)
T , γ2 = (−u/4, 1/2). This is a recursion operator
for the NWD system
ut = u3/4 + (3/2)(v2 + vu1 + uv1)− (3/8)u
2u1,
vt = v3 + (3/2)(uv2 + vv1) + (3/8)u
2v1.
(19)
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We have ρ20 = u and ρ
1
1 = v/2 − u
2/8, so γ1 = (1/2)δρ
1
0/δu and γ2 = δρ
1
1/δu. Hence, R meets the
requirements of Theorem 6 for F = Q0 = R(u1), where F stands for the right-hand side of (19), and thus
all Qj = R
j+1(u1), j ∈ N, are local.
Let us stress that (14), (17) and (19) have no scaling symmetry of the form used in [7], so in these cases
it is impossible prove the locality of hierarchies of symmetries using the results of [7].
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