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Esta tesis se centra en la problemática de teleoperar robots móviles a través de 
Internet de la manera más óptima posible, realizando una regulación que adapte la 
cantidad de datos sensoriales transmitidos desde el robot móvil hacia el 
teleoperador de forma automática. 
  
Los robots teleoperados por Internet se controlan remotamente a través de 
redes y componentes de propósito general que son altamente heterogéneos y 
exhiben tiempos de respuesta aleatorios. A pesar de esto, su teleoperación correcta 
requiere de un flujo adecuado de información desde los sensores del robot hacia 
estaciones remotas. Para garantizar los requisitos de tiempo de tal flujo, se necesita: 
(i) una buena estimación probabilística on-line de los retardos en la transmisión 
sensorial, lo que para muchas aplicaciones modernas debe ser altamente eficiente 
desde un punto de vista computacional y por tanto basarse en modelos 
relativamente simples, como distribuciones de probabilidad marginales —por 
ejemplo cuando el sistema incluye una interfaz de cliente basada en web—; (ii) un 
detector on-line de no linealidades en las secuencias de retardos de transmisión, 
como cambios de regímenes, ráfagas o valores atípicos, necesario para satisfacer la 
hipótesis requerida de datos iid (independientes e idénticamente distribuidos) con el 
fin de aplicar esas distribuciones marginales; y (iii) regular la transmisión de los 
datos sensoriales para, por un lado, maximizar la cantidad de datos transmitidos, y, 
por otro, minimizar el retardo de esas transmisiones para la teleoperación activa.  
 
Esta tesis presenta varias contribuciones en cada uno de estos problemas con 
el fin de satisfacer los requisitos enumerados. Entre las contribuciones se encuentra 
el estudio de las distribuciones de probabilidad marginal que, bajo suposiciones 
moderadas, constituyen una buena aproximación de la distribución real de los 
retardos sin necesidad del conocimiento de la dinámica del sistema que produce 
tales retardos. Las distribuciones propuestas han demostrado ser eficientes en su 
cómputo y consiguen representar aceptablemente los retardos con tan solo 
modificaciones menores en el software del robot. Por otra parte, se han introducido 
varias técnicas de medición de ajustes de bondad y algoritmos de detección de no 
linealidades en secuencias de retardos. Finalmente se presentan varios tipos de 
  
iv 
regulación del flujo de datos sensoriales basados en lo anterior, que han sido 
utilizados tanto en entornos reales como simulados; se ha podido aplicar el trabajo 
realizado mediante el uso de una aplicación para el control remoto de robots 
móviles por web desarrollada por personal del grupo.  
 
Palabras clave: Telerobots en red, teleoperación, retardos de tiempo estocásticos, 
caracterización estadística, detección de no linealidades, regulación automática, 




   











En primer lugar, debo expresar mi gratitud a mi tutor, al Prof. Dr. Juan Antonio 
Fernández Madrigal por darme la oportunidad de formar parte del grupo MAPIR 
(Machine Perception and Intelligent Robotics Group) en el departamento ISA 
(Ingeniería de Sistemas y Automática) en la Universidad de Málaga. También estoy 
en deuda con él por las incontables horas que hemos pasado juntos discutiendo 
sobre los diferentes temas de investigación y guiándome a través del difícil arte de 
escribir artículos científicos. También doy las gracias al comité de miembros por 
haber aceptado revisar esta tesis.  
 
 Naturalmente, un proyecto de investigación como esta tesis no habría sido 
posible sin el equipo de personas involucradas en nuestro grupo MAPIR. Gracias al 
Prof. Dr. Javier González Jiménez, Dra. Ana Cruz-Martín, Dr. Vicente Arévalo, al 
Dr. Cipriano Galindo y al Dr. Francisco Ángel Moreno. Y por supuesto, también 
tengo que mencionar al resto de compañeros estudiantes de doctorado (algunos ya 
doctores) en nuestro laboratorio, que han sido un gran apoyo en todo momento: 
Javier G. Monroy, J. Raúl Ruiz-Sarmiento, Eduardo Fernández, Francisco 
Meléndez, Carlos Sánchez, Mariano Tarifa, Ángel Martínez Tenor, Manuel López, 
Emil Khatib, Miguel Algaba y Gregorio Navidad. Gracias a la aportación de cada 
miembro durante determinadas etapas, el entorno de trabajo se constituyó como un 
lugar perfecto donde poder desarrollar, en muchas ocasiones de manera 
colaborativa, las distintas fases de este trabajo. 
 
 También debo agradecer a mi familia, que siempre ha sido un apoyo para 
mí durante estos años. Siempre han creído en mí y han sido una inspiración a lo 
largo de esta carrera de investigación. Por último, pero no por ello menos 
importante, estoy totalmente en deuda con Juan, que no sólo ha sufrido mis 
innumerables horas de trabajo por las noches o incluso en vacaciones, sino que 
siempre me ha animado en los momentos más difíciles. En gran parte esta tesis es 














































El trabajo descrito en esta tesis fue financiado por la Junta de Andalucía y la Unión 
Europea (FEDER) a través del proyecto de investigación de excelencia P08-TIC-
04282 del Plan Andaluz de investigación, Desarrollo e Innovación.  


































Internet es una red global a la que se conectan una amplísima diversidad de 
dispositivos. Está formada por múltiples tramos de comunicaciones, de cable o 
inalámbricas, de distintas características. Cualquier pareja de dispositivos 
conectados a Internet pueden transmitir datos entre sí, pero los tiempos empleados 
en tales transmisiones no son deterministas (predecibles [1]) debido a diversos 
factores, como protocolos de comunicación con procedimientos estocásticos 
intrínsecos o sistemas construidos con componentes de propósito general, no de 
tiempo real, off-the-shelf. En este tipo de sistemas, donde el software y el hardware 
no proporcionan garantías estrictas de tiempos en las transmisiones, no se 
proporciona tampoco ningún tipo de medio para facilitar la instalación o 
modificación de los protocolos de comunicación ni ningún software de aplicación 
con el fin de mejorar estos tiempos. Todo esto lleva a que las transmisiones de datos 
entre dos dispositivos cualesquiera que se encuentren conectados a Internet 
consuman un periodo de tiempo probabilístico, el cual suele exhibir además 
cambios bruscos de régimen y ráfagas rápidas. 
  
Si un nodo conectado a Internet quiere recibir repetidamente datos de 
múltiples fuentes, como es el caso de aplicaciones de monitorización remota, 
broadcasting multimedia, teleoperacion, etc., donde se desea recibir información 
periódicamente, esta estocasticidad en los tiempos de envío y recepción de datos 
hace difícil cumplir requisitos temporales, es decir, dificulta la consecución de los 
tiempos de transmisión requeridos por la tarea. Una solución consiste en proveer a 
estas aplicaciones de mecanismos que permitan reaccionar ante esas variaciones de 
tiempo, ajustando las transmisiones de los datos dinámicamente, para que los 
requisitos puedan satisfacerse lo mejor posible en un sentido estadístico. 
 
En esta tesis el objetivo es satisfacer de ese modo los requisitos de tiempo en 
la teleoperación de robots por Internet.  
 
Nuestra aproximación es regular la cantidad de información sensorial que se 
transmite a la estación remota, de modo que cuando se prevean mayores retardos se 
solicite menor información y viceversa.  Los retardos, al tener una fuerte 
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dependencia con la cantidad de datos transmitidos, admiten este tipo de regulación, 
cuyo objetivo es mantener en un nivel adecuado los tiempos de transmisión.  
 
El problema de tratar con retardos de tiempo estocásticos ha sido ya tratado en 
sistemas de control de red estocásticos [2] (NCS Networked Control Systems), pero 
sólo considerando la impredecibilidad de la red (no de otros componentes, como los 
sistemas operativos) y bajo la suposición de un conocimiento exacto de la dinámica 
de la planta a controlar; en la comunidad de redes de comunicaciones (de nuevo, 
sólo el comportamiento de la red, y considerando la posibilidad de modificar los 
protocolos de transmisión); en la comunidad de multimedia distribuida [3] (donde 
no se consideran los estrictos requisitos de tiempo que tienen que cumplir los 
robots); etc. La teleoperación de robots tiene sus propias características y requiere, 
por tanto, soluciones propias. 
 
En esta tesis, y con el compendio de artículos presentados, se han investigado 
metodologías que permitan, fundamentalmente a partir de la regulación de flujo de 
datos sensoriales, que un robot móvil opere con el máximo determinismo en las 
circunstancias anteriormente descritas, así como dotarlo de la capacidad de 
adaptarse de una forma óptima a las condiciones de retardos de transmisión 
presentes en cada momento. En particular, se ha pretendido desarrollar soluciones 
prácticas para la teleoperación que no supongan grandes modificaciones de los 
componentes software y hardware instalados en el sistema, ya que eso las haría 
inviables para la mayoría de las aplicaciones reales existentes. 
 
Para mantener la cantidad de información transmitida lo más cerca posible al 
punto óptimo, lo primero que se necesita es un buen estimador estadístico en línea 
de los retardos, en base a modelos matemáticos precisos. Este modelado de retardos 
temporales estocásticos sin información explícita del comportamiento de los 
componentes del sistema puede basarse en varias técnicas [4]: el state-space 
reconstruction reconoce la estructura geométrica subyacente en el comportamiento 
observado en la secuencia de datos; en machine learning se usan redes Bayesianas 
o neuronales que pueden explorar de forma adaptativa un gran espacio de modelos 
posibles; los hidden Markov models (HMM) pueden asimismo predecir la evolución 
de la totalidad de la densidad de probabilidad para un conjunto de estados (o 
regímenes) en la secuencia de retardos de transmisión… Sin embargo, todas estas 
herramientas presentan la desventaja de una alta complejidad teórica y, sobre todo, 
computacional. 
 
Aunque la tesis está enfocada hacia la Robótica Móvil, también tiene 
aplicaciones evidentes en otras áreas que requieran de la optimización de tiempos 
de transmisión de datos, como robótica de teleasistencia [1], telecirugía [5], 
exploración submarina [6], operaciones espaciales [7], etc. 
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Las aplicaciones reales de los robots móviles han experimentado un importante 
impulso en las últimas décadas. Han surgido desarrollos completamente funcionales 
de avances previos que no habían salido anteriormente de los laboratorios de 
investigación, como robots limpiadores [8], [9], vigilantes [10], [11], guías [12], 
[13], de ayuda a los cuerpos de seguridad [14], [15], de asistencia [16], [17], etc. 
Sin embargo, la autonomía de los robots actuales no es tan alta como sería deseable, 
fundamentalmente debido a la incertidumbre presente en los entornos en los que 
deben operar y a la complejidad de las interacciones con seres humanos 
individuales o grupos de personas. Teniendo esto en cuenta, sigue siendo de gran 
importancia el control externo de estos robots con el objetivo de suplir la falta de 
capacidad de adaptación de los mismos a circunstancias imprevistas [18]. En 
particular, la teleoperación o control remoto es una de las modalidades de control 
externo más relevantes (en muchos casos no se trata de una operación continua a lo 
largo del tiempo, pero eso no siempre reduce la dificultad del problema).  
 
La teleoperación de robots bajo fuertes requisitos de tiempo ha sido 
tradicionalmente abordada usando componentes predecibles: redes con acceso al 
medio determinista, sistemas operativos de tiempo real duro, etc. Sin embargo, los 
robots móviles actuales, en su estadio de integración con entornos humanos, deben 
adaptarse al máximo a dichos entornos y no al revés, y, por tanto, la disponibilidad 
de redes deterministas o software para el teleoperador con esas características no 
están garantizados en la mayoría de los casos. Por este motivo, el estudio de las 
posibilidades de teleoperación en esas circunstancias, y el aprovechamiento óptimo 
de las mismas, es un campo de investigación de gran interés hoy día, y una de las 
motivaciones principales de esta tesis. 
 
También es importante destacar que hace varias décadas que la Robótica 
Móvil dio un importante paso al incluir el modelado de la incertidumbre como un 
aspecto clave de algunos de sus problemas más importantes, especialmente la 
construcción de modelos del entorno (mapas) y la localización precisa de robots en 
el espacio (lo que se denomina conjuntamente SLAM [19], [20], [21], [22]). Estos 
procedimientos de estimación de estados de sistemas reales a partir de datos 
sensoriales con incertidumbre tienen su extensión natural en el control de sistemas 
estocásticos, tanto continuos [23] como discretos [24], [25]. Sin embargo, el control 
estocástico no ha obtenido aún resultados en Robótica tan relevantes como los 
relativos a la creación de mapas y localización, entre otras cosas porque se necesita 
disponer de modelos previos de los componentes del sistema para poder tomar 
decisiones óptimas, y éstos son difíciles de obtener. Avanzar por tanto en el control 
estocástico de sistemas no modelables es también una línea motivadora para la 
comunidad científica. 
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1.2 Marco de la tesis 
 
Esta tesis es el resultado de cuatro años de trabajo de la autora como miembro del 
grupo Machine Perception and Intelligent Robotics (MAPIR)
1
, el cual se encuentra 
dentro del Departamento de Ingeniería de Sistemas y Automática de la Universidad 
de Málaga. La investigación realizada ha sido principalmente financiada por el 
proyecto de investigación de excelencia de la Junta de Andalucía y la Unión 
Europea (FEDER): “Control Remoto Óptimo y Adaptable de Robots Móviles con 
Componentes No Deterministas”2, a través de un contrato como ingeniera superior 
asociada al mismo. 
Durante este período, la autora completó con éxito el programa doctoral en 
Ingeniería Mecatrónica, coordinado por el mismo departamento del que es 
miembro, donde obtuvo un conocimiento sólido sobre los pilares fundamentales de 




Esta tesis se presenta como compendio de las siguientes publicaciones (incluidas en 
la segunda parte, Parte II: Compendio de publicaciones). Se presenta un resumen 
de cada una de ellas en el capítulo 5 de la primera parte. 
 
A. Gago-Benitez, J.A. Fernandez-Madrigal, A. Cruz-Martin, "Marginal 
Probabilistic Modeling of the Delays in the Sensory Data Transmission of 
Networked Telerobots", Sensors, vol. 14, no. 2, pp. 2305-2349, 2014. DOI: 
10.3390/s140202305 
 
A. Gago-Benitez, J.A. Fernandez-Madrigal, A. Cruz-Martin, "A computationally 
efficient algorithm for modeling multi-regime delays in the sensory flow of 
networked telerobots", International Conference on Control, Robotics and 
Cybernetics (ICCRC 2012), Cape Town (Southafrica), 2012. ISBN 978-0-7918-
6004-5. 
A. Gago-Benitez, J.A. Fernandez-Madrigal, A. Cruz-Martin, "Log-logistic 
modelling of sensory flow delays in networked telerobots", IEEE Sensors, vol. 
13, no. 8, 2013. DOI: 10.1109/JSEN.2013.2263381 
 
A. Martinez-Tenor, A. Gago-Benitez, J.A. Fernandez-Madrigal, A. Cruz-Martin, 
R. Asenjo-Plaza, A. Gonzalez-Navarro, "Hierarchical Regulation of Sensor Data 
Transmission for Networked Telerobots", IEEE Sensors, Valencia (Spain), 
2014. DOI: 10.1109/ICSENS.2014.6985036 
 
Asimismo, el trabajo realizado ha dado lugar a otras publicaciones científicas: 
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A. Gago-Benitez, J.A. Fernandez-Madrigal, C. Galindo, A. Cruz-Martin, 
"Statistical Characterization of the Time-Delay for Web-Based Networked 
Telerobots", 5th International Workshop in Applied Probability (IWAP'10), 
Madrid (Spain), 2010. 
 
A. Gago-Benitez, J.A. Fernandez-Madrigal, C. Galindo, A. Cruz-Martin, 
"Caracterización de los retardos de bucles sensoriales para robots controlados 
por Web (in Spanish)", XXXI Jornadas de Automática, Jaén, 2010. 
 
A. Gago-Benitez, J.A. Fernandez-Madrigal, "Log-normal modeling of non- 
linear sequences of delays with classical change detection methods", 
International Workshop on Applied Probability (IWAP'2012), Jerusalem 
(Israel), 2012. 
 
A. Gago-Benitez, J.A. Fernandez-Madrigal, A. Cruz-Martin, "Log-logistic 
modeling of sensory flow delays in networked telerobots", IEEE Sensors, Taipei 
(Taiwan), 2012. DOI: 10.1109/ICSENS.2012.6411420 
 
También se han concedido las siguientes patentes a este trabajo: 
 
Juan Antonio Fernandez Madrigal, Ana Gago Benítez, Ana Maria Cruz Martin, 
Ángel Martínez Tenor, Rafael Asenjo Plaza, Maria Angeles Gonzalez Navarro 
(31/10/2014). “Métodos implementados en computador y sistemas informáticos 
de regulación automática de la cantidad de datos transmitidos entre 
dispositivos conectados a una red”. P201400876 | ES2565878. Universidad de 
Málaga. STATUS: EXAMEN FORMAL Y EXAMEN PREVIO 
 
Ángel Martínez Tenor, Juan Antonio Fernandez Madrigal, Ana Maria Cruz Martin, 
Ana Gago Benítez, Rafael Asenjo Plaza, Maria Angeles Gonzalez Navarro 
(31/10/2014). “Métodos implementados en computador y sistemas informáticos 
de activación y desactivación automáticas de transmisiones concurrentes de 
datos entre dispositivos conectados a una red”. P201400877 | ES2550728. 
Universidad de Málaga. STATUS: EXAMEN FORMAL Y EXAMEN PREVIO. 
 
1.4 Estructura de la tesis 
 
El resto de capítulos de la primera parte de esta tesis se organiza como sigue: 
 
Capítulo 2: Modelado probabilístico de retardos temporales. Aquí se presenta 
un análisis estadístico de los tiempos de retardo del flujo sensorial para 
robots teleoperados por Internet, desarrollando una caracterización 
probabilística de estos retardos para todo el sistema, no sólo la red. Se 
presentan también las tres distribuciones de probabilidad marginales que han 
sido más relevantes y que dan mejores resultados a la hora de predecir los 
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retardos. Finalmente se presentan algoritmos de detección de cambios de 
regímenes en los retardos del flujo sensorial en dicho sistema, que buscan 
satisfacer la necesaria hipótesis iid. 
 
Capítulo 3: Regulación del flujo de datos. Aquí se propone un sistema de 
procesamiento de datos para la regulación automática de la cantidad de 
información que se transmite entre el teleoperador y el robot móvil 
conectado a Internet, para que esa transmisión sea lo más óptima posible. Se 
presentan dos métodos de regulación y sus experimentos correspondientes. 
 
Capítulo 4: Aplicación para el control remoto de robots móviles por web. Este 
capítulo describe la implementación de un controlador jerárquico en una 
interfaz de teleoperador basada en web, portable y no invasiva, es decir, que 
requiere modificaciones mínimas en la red u otros componentes de software 
de la aplicación. Se presenta su estructura, cómo se ha diseñado y los 
experimentos realizados. 
 
Capítulo 5: Resumen de publicaciones. Este capítulo lista los artículos que 
conforman el compendio de la tesis, describiendo brevemente su contenido y 
el papel de la autora en los mismos.  
 
Capítulo 6: Conclusiones y trabajos futuros. Finalmente se discuten las 
conclusiones que se pueden extraer del trabajo realizado, así como las líneas 
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En este capítulo presentamos el análisis estadístico exhaustivo realizado durante la 
tesis de los tiempos de retardo del flujo sensorial para robots teleoperados por 
Internet, desarrollando asimismo una caracterización probabilística de estos 
retardos para todo el sistema, no sólo la red. Nuestro enfoque, basado en 
distribuciones marginales e probabilidad, reduce la complejidad computacional del 
problema, permitiendo implementaciones eficientes en máquinas que tienen 
limitaciones computacionales como teléfonos móviles, tablets, etc, cada vez más 
utilizados como interfaces. Este análisis es, por tanto, innovador ya que afronta 
sumultáneamente el problema desde un punto de vista de la eficiencia, en un 
entorno heterogéneo (es decir, que involucra componentes distintos a la red, como 
sistemas operativos, interfaces de teleoperación y software de aplicación), y sin 
conocimiento previo de la dinámica de los retardos. 
 
Primeramente se mostrarán los trabajos que existen en la literatura 
relacionados con este problema y cómo se afronta, dependiendo del campo de 
aplicación. Posteriormente se presentarán las distribuciones de probabilidad más 
prometedoras para estimar estos retardos, se mostrarán experimentos realizados con 
robots reales, obteniendo las señales de retardos de cada experimento y justificando 
el uso de distribuciones marginales para afrontar el problema. Nos enfocaremos en 
las distribuciones de probabilidad que han sido más relevantes y que dan mejor 
resultado a la hora de predecir los retardos. Finalmente se presentan los algoritmos 
de detección de cambios de regímenes en los retardos del flujo sensorial. 
 
2.1 Introducción y estado del arte 
 
Los telerrobots, y, en general, las plataformas con sensores controlados de forma 
remota, están presentes en muchas aplicaciones avanzadas, como ya se ha 
mencionado en el capítulo anterior. En particular, los telerrobots móviles en red 
[26] son una clase de telerrobots móviles controlables a través de redes como 
Internet, por lo que son accesibles al público en general a través de, por ejemplo, la 
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World Wide Web. La función principal de una plataforma móvil de este tipo 
consiste en recibir y ejecutar comandos de movimiento que se emiten desde una 
estación de usuario remota, que a su vez muestra información adquirida por los 
sensores del robot, típicamente cámaras, datos de distancia, etc. (véase la figura 1). 
Esta tarea de control remoto tiene requisitos de tiempo que deben ser satisfechos: el 
usuario no podría realizar correctamente la navegación del robot si no le llegaran 
datos sensoriales del mismo con suficiente frecuencia; sin embargo, especialmente 
cuando los sensores son capaces de proveer una cantidad de datos (p. ej. cámaras), 
sí podría controlar sstisfactoriamente al robot aunque recibiera menos datos de éste. 
 
 
Figura 1. Esquema general de un bucle sensorial de un robot móvil 
controlado por Internet (hardware y software). 
 
Desafortunadamente, la tecnología actual de Internet presenta problemas 
importantes para realizar control remoto en tiempo real debido a su estocasticidad, 
pero es importante destacar que no sólo la red es un problema en este aspecto: tanto 
en los sistemas operativos de propósito general como en aplicaciones software es 
imposible garantizar en todas las situaciones que el tiempo de flujo de información 
esté acotado. Todos estos componentes constituyen sistemas en tiempo real suaves 
[27], donde sólo se pueden satisfacer requisitos estadísticos, por ejemplo, "los datos 
del sensor deben llegar cada 500 milisegundos con un 90% de probabilidad". Una 
buena estimación probabilística de los retardos en la transmisión de los datos 
sensoriales es consecuentemente necesaria con el fin de predecir la satisfacción de 
tales requisitos. 
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Se pueden encontrar en la literatura enfoques diferentes, no necesariamente 
relacionados con la Robótica, para tratar con retardos estocásticos de este tipo: en la 
comunidad de redes de comunicaciones (networking), por lo general, se intenta 
mejorar la calidad de servicio de la red (Quality of Services: QoS) basándose en la 
modelización y el control del flujo de información [28] [3], lo que se resuelve 
mediante modificaciones en los protocolos de red o el hardware [29], o por medio 
de enfoques más exóticos, tales como la inserción de retardos artificiales en la vía 
de transmisión con el fin de compensar los retardos ya existentes [30]; en el área del 
Control Automático se han propuesto diferentes modelos teóricos para controlar la 
dinámica completa de sistemas remotos o distribuidos dedicados al control de 
procesos —los cuales incluyen retardos temporales— [31] [32] [33]; una cantidad 
importante de investigación se está enfocando en los sistemas de control en red 
(Networked Control Systems: NCS), aunque es común en estas comunidades 
considerar los componentes que no son la red como deterministas y, por lo general, 
conocer la dinámica de la planta a controlar. Por último, también existen enfoques 
para controlar la sincronización del flujo de datos en aplicaciones multimedia [3] 
[34] [35], pero en este campo no tienen que hacer frente a los estrictos requisitos de 
tiempo de control de la teleoperación de robots.  
Hay que insistir en que la mayoría de soluciones presentes en la literatura para 
el modelado y la regulación de los retardos que se producen en los sistemas en red 
sólo se ocupan de la parte de red: típicamente se considera el retardo de extremo a 
extremo, el cual incluye solamente la conversión A/D, paquetización, propagación 
por la red, encolado y almacenamiento en búfer [36], o bien el RTT (Round Trip 
Time), el retardo temporal existente entre el envío de un paquete a través de la red y 
la recepción del acuse de recibo [37]. 
 
En este capítulo nos centraremos en el análisis de modelos matemáticos 
minimalistas para los retardos de tiempo completos (no sólo los retardos en la red) 
que se encuentran en el tipo de aplicaciones descritas anteriormente. Hay que tener 
en cuenta que las aplicaciones de robots controlados por red pueden ser 
generalizadas, bajo el punto de vista de la modelización y la regulación de sus 
retardos, a cualquier escenario en el que sensores remotos envíen datos a una 
estación a través de una red estocástica con otros componentes de software no 
deterministas. Desde este punto de vista general, el enfoque que presenta este 
trabajo busca satisfacer los siguientes objetivos:  
 
 La aplicación requiere que los datos lleguen antes de un tiempo concreto –al 
menos bajo restricciones probabilísticas– como se explicó anteriormente, 
con el fin de ser útil. 
 Sólo se pueden hacer mínimas modificaciones al sistema existente. 
 No tenemos conocimiento preciso sobre la dinámica de los retardos. 
 Disponemos de una potencia de cálculo modesta.  
 
Teniendo en cuenta todas estas limitaciones, presentamos un análisis 
estadístico de los retardos de tiempo del flujo sensorial para robots controlados en 
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red. Asimismo, demostramos que las secuencias temporales de los retardos 
recogidos de un sistema de este tipo se pueden modelar con éxito con herramientas 
estadísticas simples basadas en distribuciones de probabilidad marginales, 
especialmente cuando los cambios bruscos en la señal son adecuadamente 
detectados, es decir, de forma rápida y con alta sensibilidad, ya que esos cambios 
bruscos pueden utilizarse para separar la secuencia en segmentos que no contengan 
no linealidades (en términos estadísticos, las distribuciones de probabilidad 
marginales son modelos correctos siempre y cuando haya independencia temporal 
entre los valores en la secuencia).  
 
En este trabajo hemos analizado los escenarios en los que se espera que este 
enfoque funcione, y en general, las características que muestran. La principal 
conclusión respecto al modelado de los retardos es que nuestra propuesta de 
distribución marginal reduce la complejidad computacional con respecto a otros 
métodos y mantiene un adecuado nivel de exactitud. En particular, proporciona 
significancia estadística, es decir, los modelos obtenidos pueden explicar los datos 
en un sentido estadístico. 
 
Técnicas existentes de modelado de secuencias de tiempo y su coste 
computacional 
 
Los métodos estándares que se aplican comúnmente para caracterizar 
secuencias generales de valores aleatorios funcionan mediante la representación de 
toda la secuencia con un modelo único estructurado, en lugar de separar la 
secuencia en segmentos independientes como proponemos aquí. Los dos métodos 
más comunes que se encuentran en la literatura son las series temporales y los 
modelos ocultos de Markov (Hidden Markov Models: HMM), ambos con costes 
computacionales muy conocidos [38]. Se suelen utilizar de forma off-line debido a 
esos costes.  
 
Las series temporales pueden definirse formalmente de varias maneras: 
  
 Modelos ARMA, que son O(m3T), donde T es la longitud de la serie y m = p 
+ q la suma de órdenes del modelo –estos órdenes deben ser definidos 
previamente con algún proceso adicional–. No son capaces de representar 
señales con cambios bruscos o con tendencias.  
 
 Cuando la serie tiene tendencia, podemos utilizar un modelo ARIMA, más 
complicado, que es O(T
2
) [39], pero tampoco podemos hacer frente a los 
cambios bruscos en la señal.  
 
 Cuando la señal ha de ser segmentada debido a la presencia de estos cambios 





) [40].  
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 Por último, se pueden encontrar algoritmos más complejos y específicos de 
series temporales, pero presentan aún peores costes computacionales [41].  
 
Por otro lado, los HMM tratan naturalmente con señales que cambian 
abruptamente; las representan como la salida de un proceso estocástico estructurado 
que varía su estado (oculto) probabilísticamente. Desafortunadamente, el 
aprendizaje de los parámetros de un HMM, por lo general, requiere reunir 
secuencias sensiblemente más largas de valores que en el caso ARMA, y, además, 




), donde N es el número de estados considerados del 
sistema. Ese número debe ser estimado previamente con algún otro procedimiento. 
 
En contraste con estos enfoques estándares, nuestro método de distribución 
marginal es O(T), ya que la estimación de los parámetros de distribución y el 
algoritmo de detección de cambios son, a lo sumo, O(T). En el peor de los casos, 
cuando se utiliza un algoritmo de optimización no lineal para encontrar los 
parámetros de la distribución –lo cual se puede evitar si empleamos estimación de 
máxima verosimilitud (Maximum Likelihood Estimation: MLE), como es el caso en 
muchos de nuestros modelos, por ejemplo la log-normal [42]–, el número de pasos 
de convergencia para la optimización puede acotarse con una constante en todos los 
casos prácticos. Por otro lado, el algoritmo de detección de cambios consiste en la 
aplicación de una expresión matemática, que es simplemente O(1).  
 
2.2 Modelado de los tiempos de transmisión mediante 
distribuciones de probabilidad marginal 
 
Como hemos visto en el apartado anterior, usar distribuciones de probabilidad 
marginal para representar la secuencia de retardos en el bucle sensorial tiene un 
coste computacional O(T) a la hora de estimar los parámetros. Este factor hace a 
esta opción altamente ventajosa si queremos implementarlo en sistemas que 
incluyen interfaz de cliente basada en web, por ejemplo; sin embargo, hay que tener 
en cuenta la independencia estadística en la secuencia de retardos para poder aplicar 
este tipo de distribuciones marginales.  
Para comprobar si las muestras de tiempo a las que nos enfrentamos son 
independientes e idénticamente distribuidas (iid), se han analizado los coeficientes 
de correlación en los datos adquiridos de diversos escenarios reales: los retardos 
serían dependientes si el autocorrelograma (ACF) de los mismos subiera por 
encima de los límites de confianza correspondientes; de lo contrario, la hipótesis de 
independencia en datos de retardo secuenciales no puede ser rechazada [43]. 
Además, otros investigadores han comprobado que estas muestras también 




                                                          
1
 Comunicación de uno de los revisores de la tesis doctoral. 
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En nuestro estudio [44], los ACFs muestran una fuerte dependencia en 
muchos de los escenarios reales originales cuando la no estacionalidad no se 
detecta. En el caso de que se detecten cambios de regímenes o ráfagas, los ACF se 
quedan más cerca de cero, quedando por debajo de los límites de confianza en la 
mayoría de los casos. Esto apoya nuestra hipótesis de considerar secuencias iid de 
retardos, siempre y cuando se separen los regímenes y podamos detectar ráfagas y 
valores atípicos aislados. 
 
Durante el desarrollo de la tesis hemos explorado métodos estadísticos de 
control (SPC: Statistical Process Control) como el Cusum [45], pero no se 
obtuvieron resultados relevantes en cuanto a la detección de cambios bruscos en la 
señal, debido a la distribución no clásica de la misma. 
 
Hay que señalar que también podrían aparecer efectos sistemáticos en los 
retardos, dando lugar a distribuciones multimodales. En este trabajo asumimos que 
son despreciables en la mayoría de las situaciones reales estocásticas, como se ha 
observado en nuestros experimentos. 
 
En resumen: las suposiciones iid (basada en una correcta detección de no 
linealidades) y de estocasticidad (no considerando influencias sistemáticas) nos 
permiten proporcionar una solución simple y de poco peso computacional al 
problema, en comparación con los métodos estándares que se aplican comúnmente. 
 
Experimentos en escenarios reales 
 
Para estudiar la diversidad de combinaciones de componentes no deterministas que 
se pueden encontrar en sistemas robots teleoperados por red, hemos seleccionado 
una serie de escenarios (enumerados en la Tabla 1), obteniendo de este modo una 
idea bastante completa de los posibles comportamientos de los retardos en la 
transmisión de datos sensoriales. 
 






#1 SANCHO Láser 181 puntos 
Mismo 
edificio 
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#10 GIRAFF Odometría 9323 bytes 
Mismo 
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I e 4+6+7 
Tabla 1. Resumen de los escenarios experimentales que han sido creados para 
modelar el retardo en la transmisión de datos sensoriales de nuestros robots 
teleoperados en red. 
Leyendas: A: Pentium M @ 1.8Ghz, 1Gb RAM, LINUX, FireFox. B: Intel Core Duo T7200 @ 2Ghz, 
2Gb RAM, LINUX, FireFox. C: Android smartphone Galaxy SII. D: Escritorio PC Intel R CoreTM i5 
3330 @ 3GHz, 8GB RAM , Windows XP, interfáz de teleoperación gráfica de [46]. E: Portátil intel core 
2 duo T6400 @ 2GHz, 2GB RAM, Windows XP. F: Portátil Intel core 2 duo T7200 @ 2GHz, 2GB 
RAM, Linux. G: Escritorio PC Intel core i7 960 @ 3.20 GHz, 12MB RAM, Linux. H: Escritorio PC 
Intel core i7 940 @ 2.93 GHz, 12 GB RAM, Linux. I: Portátil Intel Core 2 Duo P9600 @ 2.53 GHz, 4 
GB RAM, Linux. a: Intel Pentium M @ 2Ghz, 1Gb RAM, LINUX. b: Intel Pentium IV @ 3.2Ghz,1Gb 
RAM, WINDOWS. c: Surveyor, Android. d: Mini-PC, Intel core i3 M @ 2.10 GHz, 3GB RAM, 
Windows Embedded Standard. e: Escritorio PC Intel core i7 950 @ 3.07GHz, 16GB RAM, Linux. f: 
Placa Arduino con Atmel Atmega 328P @ 16MHz, 2KB RAM, no OS. g: Escritorio PC Intel core i7 
940 @ 2.93 GHz, 12 GB RAM, Linux. h: Mini PC Intel core i5 650 @ 3.20 GHz, 4 GB RAM, Windows 
7 Enterprise N. 1: WiFi 802.11b/g, proveedor Universidad local en el mismo edificio que el robot. 2: 
WiFi 802.11b/g, ISP proveedor situado en Madrid (a unos 600 km de nuestro laboratorio). 3: RTC 
56Kbps, ISP proveedor situado en Madrid (a unos 600 km de nuestro laboratorio). 4: Par trenzado 1GBs 
Cable. 5: WiFi ad-hoc. 6: Cable de datos submarino [47]. 7: WiFi 802.11b/g ISP proveedor en 
Ituzaingó, Argentina. 8: USB 2.0 cable punto a punto. 
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*: simulación de robot ejecutándose en una máquina virtual con Windows XP y el sistema de desarrollo 
BABEL [26]. 
 
Ya que nuestro enfoque está dirigido a no usar ningún conocimiento acerca de 
la planta que está produciendo los retardos, su aplicabilidad no se puede demostrar 
analíticamente para cada combinación existente de red, hardware y software, pero 
se puede observar que los componentes de la tabla 1 son representativos de una 
amplia gama de aplicaciones prácticas: en lo referente a la red, algunas de nuestras 
configuraciones incluyen múltiples segmentos, ya que los experimentos se han 
llevado a cabo desde lugares geográficamente distantes, mientras que otros han sido 
realizados simplemente con un segmento de red en el sistema o incluso con una 
conexión simple punto a punto; el hardware de los robots es, obviamente, fijo, pero 
los robots utilizados son muy diferentes (véase figura 2) y, en particular, tienen 
diferentes potencias de cálculo, basadas en microcontroladores, ordenadores 
portátiles estándar y mini-PCs. 
 
La figura 3 muestra las secuencias de retardos que hemos medido en el bucle 
sensorial para cada uno de los escenarios definidos en la Tabla 1, según el momento 
en el que se midió cada valor de retardo. Cada valor de retardo correspondiente al 
tiempo transcurrido desde que se solicita una captura de datos a un sensor hasta que 
se solicita la siguiente, es decir, el retardo comprende tramos de transmisión por red 
y software de sistema y aplicación. A la hora de medir estos tiempos se ha 
considerado que los ordenadores encargados de esas medidas tienen sincronizados 
sus relojes, típicamente mediante el algoritmo NTP [50]. 
Es fácil observar los cambios bruscos de regímenes, los valores atípicos y las 
ráfagas en esas señales. También, algunas de ellas exhiben cambios suaves 
sostenidos, es decir, sus tendencias varían. En estas figuras se han dibujado líneas 
gruesas para separar las partes de los escenarios en los que podemos detectar 
visualmente cambios bruscos u otras no linealidades (es decir, estas partes son casi 
estacionarias, lo que hemos llamado "regímenes"). También se han marcado 
algunas ráfagas que son fáciles de distinguir a simple vista. 
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Figura 2. Robots utilizados para los escenarios reales: prototipo SANCHO 
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Figura 3. Retardos reales, en milisegundos, que se recogieron del bucle sensorial 
de los escenarios de la Tabla 1. Se observan las ráfagas y cambios de régimen 
(detectados visualmente con líneas negras), y, en algunos casos, las variaciones 
suaves de tendencia. La parte inferior del eje x muestra el tiempo absoluto cuando 
fue recogido cada dato de la muestra. 
 
Distribuciones de probabilidad marginal más apropiadas para este tipo de 
retardos  
 
Para modelar el comportamiento estocástico marginal de las secuencias de retardos, 
hemos elegido una serie de funciones de densidad de probabilidad paramétricas 
(que se enumeran en la tabla 2). En su momento se estudiaron distribuciones no 
paramétricas como la Spline [51] o la basada en kernels gaussianos [52], pero 
resultaron ser más propensas a modelar las variaciones de una muestra particular en 
lugar del proceso subyacente estocástico de toda la señal (es decir, sobreajuste), 
siendo modelos pobres cuando se recogían nuevas muestras [44]. 
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Los modelos que hemos seleccionado reflejan algunas ideas de sentido común 
acerca de las características observadas en los datos reales, a saber: 
 
 Cuando el sistema tiene retardos muy cortos, por ejemplo, cuando los 
sensores envían pocos datos, como es el caso de los sensores típicos de 
distancia u odometría de un robot móvil, o cuando las comunicaciones y/o 
software son muy rápidas, la forma de la distribución estadística de los 
retardos suele ser muy parecida a una exponencial [53]. Con el fin de hacer 
este modelo más flexible, también hemos incluido en nuestro análisis la 
distribución Erlang, que puede explicar los datos procedentes de una suma 
de k componentes distribuidos exponencialmente e independientes.  
 
 En la literatura de redes, los retardos de transmisión en la red, cuando no son 
tan cortos, se explican a menudo por distribuciones con cola larga y 
pronunciada. Por ejemplo, se ha propuesto la distribución log-normal para el 
tráfico en la red [54]. No existe ningún informe en la literatura que muestre 
que el retardo total (es decir, la red + cliente + servidor) apoye este modelo, 
pero nuestros resultados finales corroboran que son aptos para más 
escenarios que otros modelos; por otra parte, cuando los tres componentes 
del retardo total se dividen (tiempo de transmisión desde el cliente, tiempo 
de procesamiento en el robot, tiempo de transmisión de la respuesta 
sensorial), o cuando usamos un método de detección de cambios, la log-
normal y la log-logística se convierten en modelos paramétricos de 
referencia [42] [55]. 
 
 Con el fin de aumentar la diversidad de los modelos mencionados 
anteriormente, también hemos probado la distribución de Weibull, que es 
otra generalización de la exponencial. Por las mismas razones, hemos 
incluido la distribución Gamma, que generaliza la Erlang y ha sido propuesta 
para modelar el tiempo de ida y vuelta de las transmisiones por red 
inalámbrica [37].  





x,a,b,g Î » x,a,b,g > 0  
 
x,a,b,g Î » x,a,b,g > 0  
 m,g Î » x,s




Tabla 2. Formas matemáticas de las pdfs paramétricas usadas en nuestra 
caracterización. Todas ellas son consideradas tri-paramétricas, siendo γ el 
desplazamiento, es decir, el límite inferior para los retardos. 
 
Para encontrar el mejor ajuste para cualquiera de estos modelos, primero 




, donde n es el 
tamaño de la muestra de ajuste. A continuación, utilizamos la estimación de 
probabilidad máxima (MLE) para cada distribución. Aclarar que se han utilizado 
métodos que permiten realizar la bondad de ajuste con los parámetros estimados. 
Después, para estudiar la bondad de ajuste, hemos empleado tanto el test Chi-
cuadrado (χ2) como el de Kolmogorov-Smirnov (K-S) con 0.05 de significancia. 
Como se mostrará más adelante, el primero da peores resultados en general; esto se 
debe a su mayor sensibilidad a muestras más pequeñas. 
 
Después de ejecutar los tests de bondad, vemos en la Tabla 3 que, como se 
esperaba, debido a la naturaleza no lineal de la mayoría de los casos, sólo unos 
pocos escenarios pueden ser explicados completamente por los modelos 
paramétricos: #3, #2 y #18. El resto no son compatibles con la hipótesis nula. Los 
escenarios no rechazados se muestran en la figura 4, donde los ajustes no se han 
realizado sobre los histogramas, sino sobre los propios datos. Se han pintado de esta 
manera solo para fines ilustrativos. Estos resultados muestran que, para una 
elección de distribución paramétrica, podrían ser preferibles la log-normal o Erlang 
cuando no somos capaces de detectar valores atípicos, ráfagas y regímenes; pero 
estos modelos, aun así, no son lo suficientemente buenos y podrían ser aplicables a 
muy pocos casos reales.  
 
 
                                                          
2
 De acuerdo con [63], esta fórmula es útil para dividir el histograma en compartimientos con 
la misma frecuencia, para que los test de bondad de ajuste de Chi-cuadrado funcionen 
adecuadamente. 
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χ2   - - - - - 









Tabla 3. Hipótesis no rechazadas de cada escenario sin procesar. 
 
En resumen, la Erlang y la Log-normal son las distribuciones de probabilidad 
marginal que mejor explican el comportamiento de las muestras, pero hemos de 
mejorar este modelado haciendo una detección exhaustiva de los distintos 
regímenes que aparecen en las muestras y representando cada régimen con una 
distribución, como veremos en los próximos apartados, con algoritmos específicos 
















Sc. #2 with lognormal/KS 
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Sc. #3 with erlang/KS  
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Sc. #3 with weibull/KS   
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Sc. #18 with erlang/KS  
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Figura 4. Histogramas ilustrativos y ajustes de los modelos que no rechazan uno o 
los dos tests de hipótesis, según la Tabla 3, con modelos paramétricos. Nótese que 
los ajustes en esta tesis se han realizado siempre sobre los datos, no sobre los 
histogramas de los mismos. 
 
Detección de regímenes con el método Confidence Interval  
 
La primera aproximación a la detección de cambios abruptos que se realizó en 
esta tesis fue [44]. Este método es capaz de separar la secuencia temporal en partes 
que no contienen no linealidades. No puede garantizar, sin embargo, que los 
segmentos resultantes pasen el test de hipótesis, sólo que deberían ser modelados 
por separado.  
El método se basa en inferencia estadística básica; trata de calcular la 
probabilidad de que un valor pertenezca o no a un modelo conocido o, en nuestro 
caso, que se encuentre en una "outlier-region" definida en la cola derecha del 
modelo actual (dado un nivel de significancia α). Esta definición ha proporcionado 
un procedimiento eficiente de detección de cambios, con buenos resultados incluso 
con secuencias cortas de retardos.  
 
Según la literatura, la detección de regímenes podría basarse en detectar 
valores atípicos (outliers). Existen métodos de detección de outliers que no 
imponen ningún modelo probabilístico particular para los datos [56] [57]; otras 
propuestas buscan valores que pueden ser consistentes con el conjunto global de 
datos pero no con sus vecinos locales, los llamados spatial outliers [58]. Pero estas 
técnicas independientes de la distribución suelen necesitar una gran capacidad 
computacional. Por lo general, los detectores se diseñan para gestionar espacios de 
alta dimensión de manera eficiente en la minería de datos [59] [60], por lo que 
requieren grandes conjuntos de éstos –largas secuencias de retardos en nuestro 
caso– lo que no suele ser posible en nuestro problema.  
El método que presentamos en [44] funciona de la siguiente manera. 
Estimamos un modelo inicial mediante MLE con las primeras 40 observaciones de 
 










Sc. #18 with gamma/KS 
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Sc. #18 with lognormal/KS 
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retardos. Esto, además de proporcionar los parámetros para la distribución 
seleccionada, genera unos intervalos de confianza del 95% de esos parámetros 
(razón por la que nuestro método sólo funciona con distribuciones paramétricas). 
Cuando llega un nuevo valor de retardo, se clasificará como valor atípico si no está 
dentro de un rango definido a la izquierda por el offset estimado en la distribución, 
y a la derecha por xα. Este xα se calcula encontrando el valor del eje x de la 
distribución elegida que satisface el nivel de significancia predefinido: 
  
1 ( )acdf x x     (ec.1) 
 
Si resolvemos la ecuación anterior para xα, entonces xα es función de α y de 
los parámetros estimados de la distribución, los cuales tienen varios valores 
posibles si usamos el intervalo de confianza del 95% obtenido en su estimación. 
Para conseguir un valor de xα que detecte tantos valores atípicos como sea posible 
(es decir, minimizar xα), hay que seleccionar los parámetros de la distribución 
adecuados dentro del conjunto que nos da ese intervalo de confianza. 
 
En nuestro método, si el nuevo valor de retardo se encuentra fuera del rango 
calculado, debe tratarse como un valor atípico. Si esta situación persiste de cinco a 
cuarenta valores atípicos consecutivos, todos se descartan del escenario como una 
ráfaga. Cuarenta resultados atípicos consecutivos indican un cambio de régimen. Si 
esto ocurre, estos cuarenta retardos se incluirán en el comienzo del nuevo régimen. 
Por último, se consideran los valores atípicos aislados (singleton) como parte de la 
distribución actual, pero si el número de valores atípicos consecutivos es mayor que 
uno y menor de cinco, se descartan. 
 
En la tabla 4 se muestra cómo este método produce mejores ajustes que los 
retardos no procesados (ver Tabla 3) en todos los modelos paramétricos: con las 
distribuciones paramétricas anteriormente comentadas, explica una parte de los 
escenarios presentados (no rechaza la hipótesis nula de los tests), especialmente en 
el caso de la distribución log-normal. 
  




















































Tabla 4. Tabla de los escenarios no rechazados para el método del intervalo 
de confianza con distribuciones paramétricas. Entre paréntesis aparecen los 
regímenes detectados en cada escenario junto con el p-valor (que indica la bondad 
del ajuste). 
 
La figura 5 ilustra los resultados del escenario #5, que ha sido modelado con 
éxito. En el gráfico superior de cada figura hemos dibujado los modelos 
encontrados para los diferentes segmentos (regímenes) que han sido separados por 
el método del intervalo de confianza. Las ráfagas y valores atípicos detectados 




r. 1 r. 2 
CI-method result on Sc. #5 with exponential/KS 
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r. 1 r. 2 
CI-method result on Sc. #5 with erlang/KS 
 
 
r. 1 r. 2 
CI-method result on Sc. #5 with gamma/KS 
 
 
r. 1 r. 2 
CI-method result on Sc. #5 with lognormal/KS 
 




r. 1 r. 2 
CI-method result on Sc. #5 with weibull/KS 
 
Figura 5: Gráficos de la detección de valores atípicos, ráfagas y cambios de 
régimen por nuestro método de intervalos de confianza (CI) con diferentes 
distribuciones paramétricas para el escenario #5. Los asteriscos negros 
corresponden a las ráfagas y los valores atípicos detectados. Todos los modelos 
obtenidos con éxito para los regímenes detectados por el algoritmo (líneas rojas 
sobre los segmentos marcados en verde) se representan con la misma relación de 
aspecto que la línea verde de retardos, que han sido estirados para proporcionar una 
comparación equitativa de las pdfs. 
 
2.3 Modelado de retardos temporales con las distribuciones 
Log-normal y Log-logística 
 
Una vez analizados los retardos temporales existentes en el bucle sensorial, vemos 
que las distribuciones de densidad de probabilidad paramétricas que tienen mejores 
opciones de encajar son las que tienen una cola larga y pronunciada (las llamadas 
heavy-tailed). Para poder justificar el uso de estas distribuciones marginales de 
probabilidad y seguir mejorando el modelado, nos enfocamos a continuación en 
diseñar una mejor detección de cambios de regímenes y ráfagas, y en elegir la 
distribución de probabilidad que encajara satisfactoriamente en una mayoría de 




Según hemos visto en el apartado anterior, una buena elección podría ser la 
distribución Log-normal de tres parámetros está definida por () [61]. Para una 
estimación de calidad de los parámetros de esta distribución en base a un conjunto 
de datos, empleamos una versión modificada del MLE (Maximum Likelihood 
Estimator) para tratar con el parámetro del offset, basado en la resolución de esta 
ecuación [62] sobre los datos ({xi}): 
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𝜃(𝛾) = ln(𝑥𝑟 − 𝛾) −
1
𝑛
∑ (𝑥𝑖 − 𝛾) − 𝑘𝑟 {
1
𝑛


















donde n es el tamaño de la muestra, el desplazamiento y kr = 
-1
 [1/(n+1)], siendo 
 la función distribución normal estándar.  
Si disponemos de una estimación del desplazamiento 𝛾, los otros parámetros 
?̂?⁡ y ?̂?⁡ se pueden obtener mediante MLE transformando la muestra a una 
distribución normal. Por tanto, al igual que ocurre con otras distribuciones, la 
estimación del desplazamiento resulta crítica para el modelado. 
 
Hay que tener en cuenta un tamaño mínimo de la muestra para realizar una 
estimación aceptable de ese desplazamiento, para evitar una insuficiente 
representación de la parte izquierda de la distribución.  Para calcular este número de 
muestras mínimo aceptable, se ha calculado el error medio entre un desplazamiento 
conocido y el estimado con diferentes tamaños de muestra, usando un conjunto de 
distribuciones teóricas de cola larga: Log-normal, Log-logística, Exponencial, 
Gaussiana truncada a la izquierda, Pareto generalizada y Weibull. En la figura 6 se 
muestra el error (curvas en cian) para 1000 estimaciones del desplazamiento, por 
distribución y tamaño de muestra. La curva roja de la figura se corresponde con la 
moda del error (se usa la moda en lugar de la media debido a la asimetría de las 
curvas). Como se observa, un tamaño mínimo de muestra adecuado puede estar 
alrededor de 20. 
 
 
Figura 6: Error medio en la estimación del desplazamiento (cian) con un conjunto 
de distribuciones de cola larga, y su moda (rojo). Aproximadamente a partir de un 
Sample size
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tamaño de muestra igual a 20 no encontramos mejoras significativas en el error de 
estimación. 
 
Tras realizar la estimación de los parámetros de la distribución, necesitamos 
evaluar si la muestra proporciona suficiente evidencia contra nuestra distribución 
Log-normal de cola larga, para lo que se requiere un test de hipótesis. Hemos 
elegido el test de Anderson-Darling (AD), una de las herramientas estadísticas más 
potentes para detectar las desviaciones con respecto a una distribución normal [63], 
que hemos necesitado adaptar a nuestra hipótesis Log-normal. 
 
Además de utilizar dicho test de bondad de ajuste, en esta tesis hemos ideado 
una medida de la compatibilidad de los escenarios con una distribución dada, que 
hemos llamado "ventana deslizante" o sliding-window. Esta medida sirve para 
determinar el grado de compatibilidad de escenarios reales con el modelado en base 
a la distribución escogida. Se trata de ver qué porcentaje de observaciones de la 
muestra no rechazan el test AD cuando se toma un subconjunto de la muestra 
dentro de una ventana de observaciones de anchura w variable. 
 
 La figura 7 muestra esta medida (sliding-window) para los primeros 9 
escenarios reales de la figura 3 y para dos escenarios sintéticos formados por 
muestras tornadas aleatoriamente de distribuciones de referencia (Log-normal y 
Uniforme). Se puede observar que el 66,67% de nuestros escenarios tienen una alta 
compatibilidad (> 65%) con nuestro test AD Log-normal cuando se consideran 
regímenes (ventanas) de tamaño razonable (menos de 80), el 22,22% tienen una 
considerable compatibilidad (40-50%), y el resto, sólo 11,11 %, tienen una 
compatibilidad baja. Por lo tanto, se puede concluir que modelar los retardos de 
tiempo con una distribución de probabilidad Log-normal es apropiado para una 
estimación on-line de bajo coste computacional durante ventanas (regímenes) de 
longitudes razonables. 
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Figura 7: Comparación de la medida sliding-window para nueve escenarios reales 
diferentes tomados de la figura 3, además de para un escenario log-normal sintético 
(marcado en verde), y otro sintético con distribución Uniforme (marcada en rojo), 
que sirven para mostrar una referencia mejor y peor. 
 
En particular, se observa que los escenarios reales #2 y #3 son especialmente 
compatibles con la hipótesis Log-normal y con diversos tamaños de ventana; sin 
embargo, en el #6, #8 y #9, los porcentajes no rechazados disminuyen por debajo 
del 50% para todos los tamaños prácticos de la muestra, por lo que no son tan 
compatibles con la hipótesis Log-normal. 
Algoritmo basado en AD para modelar escenarios completos con 
distribución Log-normal 
 
En esta tesis hemos diseñado un algoritmo intuitivo alternativo al CI que es capaz 
de detectar los cambios de regímenes usando el propio test AD, proporcionando una 
distribución Log-normal para cada régimen, y modelando cualquier escenario. El 
algoritmo funciona de la siguiente manera. En primer lugar, se crea un régimen de 
tamaño mínimo (este tamaño está dado por un parámetro llamado w) con retardos 
medidos en el sistema; una vez obtenido dicho régimen mínimo, se aplica el test 
AD: un rechazo mueve ese régimen un valor hacia adelante, olvidando el valor más 
antiguo, mientras que un no rechazo hace que el algoritmo intente agrandar el 
régimen con los siguientes valores de retardo, hasta que se añada uno que haga 
rechazar el test; cuando finalmente se rechaza un régimen ampliado, su porción más 
larga no rechazada se mantiene como un régimen definitivo del escenario. 
 
La figura 8 muestra el comportamiento de este algoritmo de modelado (no 
confundir con el resultado de la medida “sliding window”; aquí el eje horizontal 
indica el índice del valor de retardo, no el valor del parámetro w) en los 9 primeros 
Sliding window size
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escenarios reales de la figura 3, además de los escenarios teóricos Log-normal y 
Uniforme. Los mismos tres escenarios que no eran compatibles con nuestra 
hipótesis Log-normal en el apartado anterior (#6, #8 y #9) y el escenario uniforme 
teórico muestran aquí una baja proporción de retardos no rechazados (25% - 45%). 
El resto tiene una proporción muy alta de retardos no rechazados (> 60%) y, por lo 
tanto, tienen una representación adecuada con nuestro modelo de cola larga. En 
definitiva, el conjunto formado por el algoritmo de detección de regímenes basado 
en AD y la distribución Log-normal constituyen un modelo de bajo coste 
computacional y con resultados muy satisfactorios para una mayoría de escenarios 
reales. 
 
En la figura 9 se muestran dos escenarios reales representados en el tiempo y 
como histogramas y pdfs cuando usamos w = 20. El escenario #5 muestra un ajuste 
mejor y más largo con una Log-normal, mientras que el escenario #9 muestra 
regímenes más cortos. 
 
Figura 8: Resultados de nuestro algoritmo basado en el test AD al modelar 
escenarios de la figura 3 con diferentes valores de w. 
 
initial regime size (w)
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Figura 9: Regímenes detectados y modelos Log-normal encontrados por nuestro 
algoritmo basado en el test AD en escenarios reales #5 (arriba) y #9 (abajo). Los 
gráficos superiores muestran las muestras de retardos (regímenes sombreados), 




Otra de las contribuciones de esta tesis ha sido la propuesta de la distribución Log-
logística como una mejor aproximación al modelado de los retardos que la más 
clásica Log-normal (a costa de un mayor coste computacional) [55] [64]. 
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La distribución Log-logística unidimensional triparamétrica puede ser definida 
por la tripla (a, b, c). Su densidad de probabilidad y funciones de distribución 
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donde a, b, c∈ℝ, x≥0, a≥0, y b, c> 0 (la distribución Log-logística biparamétrica, 
más clásica, tiene a = 0). El parámetro a se denomina desplazamiento o ubicación, 
ya que establece un límite mínimo para x, mientras que los parámetros b (escala) y c 
(forma) definen el aspecto general de la función. Esta distribución tiene algunos 
rasgos especiales que hacen que sea más difícil de tratar que otras (por ejemplo, que 
la Log-normal), a saber, que sus primeros momentos no siempre existen. Nosotros 
forzamos que c < 1 para que exista su media, lo que concuerda con las formas 
experimentales observadas en nuestros escenarios. Si, además, c < ½, también 
existiría su varianza. 
 
Para estimar los tres parámetros de la distribución se emplea el método MLE 
ajustado en sus valores críticos para el caso en que se están estimando los 
parámetros de la distribución desde los mismos datos. Además, es necesario 
estudiar sus limitaciones con muestras pequeñas, presentar una adaptación del test 
logístico de Anderson-Darling [66] a nuestro modelo triparamétrico, y definir una 
medida intuitiva de la compatibilidad de un escenario real con esta hipótesis Log-
logística (adaptando la sliding-window).  
Al igual que en el caso de la hipótesis Log-normal, es necesario estudiar las 
limitaciones del MLE para muestras pequeñas. Se ha procedido de la misma 
manera, y, en base a la figura 10, podemos deducir que a partir de un tamaño de 
muestra de 20 se logra el error mínimo en la estimación del desplazamiento; por lo 
tanto, podemos establecer 20 como el número mínimo de valores de retardo 
requeridos para estimar el modelo Log-logístico correctamente. 
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Figura 10: Estudio del error en la estimación del parámetro a (desplazamiento) de 
la Log-logística triparamétrica para un número de muestras generadas a partir de 
diversas distribuciones de cola larga. En rojo, la moda de todas las curvas. A partir 
de un tamaño de muestra de tamaño 20, no hay disminución significativa de errores. 
 
También se necesita un test de hipótesis para evaluar si una muestra 
proporciona suficiente evidencia contra la distribución Log-logística una vez que se 
ha ajustado. Hemos elegido la prueba de Anderson-Darling (AD), inicialmente 
definida para distribuciones logísticas biparamétricas, que tienen la siguiente 
densidad y funciones acumulativas: 
 
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Se puede apreciar la similitud entre esta distribución acumulativa y la Log-
logística de la ec. 3. Para aplicar el test AD a la muestra Log-logística paramétrica 
{xi} necesitamos transformar la muestra y también los parámetros (a, b, c) 
obtenidos mediante el ajuste MLE. 
 
En primer lugar, es fácil ver que la muestra desplazada {xi-a} debe 
corresponder con una Log-logística biparamétrica. También, es bien sabido en 
teoría básica de probabilidad que el logaritmo de los valores extraídos de una Log-
logística biparamétrica puede considerarse extraído de una logística biparamétrica. 
Por lo tanto, el equivalente logístico biparamétrico de nuestra muestra log-logística 
de tres parámetros es simplemente {yi} = log ({xi} - a). 
 
Ahora necesitamos calcular los dos parámetros logísticos biparamétricos μ y σ 
del ajuste que correspondería al ajuste MLE (a, b, c) de la muestra original. Tanto μ 
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como σ pueden deducirse del hecho de que si la función de distribución de la 
variable X es una Loglogística triparamétrica (a, b, c), la función de distribución de 
la variable Z = log (X - a) debe ser una logística biparamétrica que es igual a la 







































Con esto hemos definido la estimación de la distribución y el test de hipótesis. 
La figura 11 muestra la medida de la sliding-window basada en la Loglogística para 
los escenarios reales de la figura 3, y también para un escenario log-logístico 
simulado que sirve de referencia. De media, el 67% de nuestros escenarios tienen 
una compatibilidad no despreciable (medida > 50%) con la suposición log-logística 
usando un valor de ventana de w < 80. Si comparamos la misma medida de 
compatibilidad con sliding-window cuando se usa una suposición Log-normal de 
tres parámetros (figura 7) se puede ver la mayor idoneidad de la Loglogística 
triparamétrica con respecto a la Log-normal, aunque los escenarios #6, #8 y #9 no 
son muy compatibles con ninguna de ellas. De media, la Log-normal logra una 
buena compatibilidad sólo para w < 60, en lugar de w < 80 conseguido con la 
Loglogística. Es decir, usando la distribución de probabilidad Log-logística no sólo 
tenemos mayor porcentaje de escenarios que se ajustan mejor, sino que, además, las 
ventanas se expanden más (80 vs. 60), por lo que con el mismo modelo Log-
logístico se pueden explicar más observaciones, es decir, regímenes más largos. 
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Figura 11: Comparación de la medida de la sliding-window para los escenarios de 
la figura 3 y una referencia log-logística teórica (marcada en verde). La línea gruesa 
negra es el promedio de todas las líneas coloreadas. 
Algoritmos de modelado on-line de secuencias completas de retardos 
basados en la hipótesis Log-logística: stateless y state-based  
 
El trabajo de modelado de retardos en esta tesis se ha completado con un algoritmo 
simple e intuitivo que detecta cambios abruptos en la secuencia de retardos y 
produce diferentes modelos log-logísticos para cada uno de esos regímenes, así 
como con una versión mejorada que utiliza el historial de retardos para construir 
mejores modelos. Ambos usan el ajuste y los procedimientos del test AD descritos 
anteriormente, y apuntan a ser soluciones on-line al problema del modelado para 
situaciones prácticas [64]. 
 
1) Algoritmo stateless  
 
Este algoritmo es el mismo que se ha explicado anteriormente para la Log-normal, 
y usa el test AD como asesor: detecta si el modelo Log-logístico actual deja de ser 
el mejor para explicar nuevos valores de retardo entrantes (es decir, si se debe 
configurar un nuevo modelo). En otras palabras, el test AD se utiliza para detectar 
cambios abruptos, separando regímenes que tengan diferentes parámetros de la 
distribución.  
En primer lugar el algoritmo recoge una secuencia de retardos de un tamaño 
mínimo. Ese tamaño viene dado por un parámetro llamado s, comenzando desde 20. 
A continuación se calcula el modelo Log-logístico de tres parámetros mediante el 
MLE y se aplica el test de AD por primera vez: un rechazo desliza la secuencia de 
tamaño s un valor de retardo hacia adelante, olvidando su valor más antiguo y 
añadiendo uno nuevo, mientras que un no rechazo fija la muestra testeada como un 
Window (sample) size
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nuevo régimen de la señal que se ampliará con los siguientes valores de retardo. 
Esta ampliación continuará hasta que se agregue un valor de retardo que haga que el 
test rechace el régimen formado hasta el momento; cuando esto ocurra, el régimen 
se registra como un régimen definitivo de la señal. 
 
La figura 12 resume el comportamiento de este algoritmo de modelado en los 
9 primeros escenarios reales de la figura 3 para diferentes valores de s. No debe 
confundirse el eje horizontal de esta figura con el de la figura 7 ó 11. Podemos 
observar en la figura 12 que los mismos escenarios que no eran compatibles con 
nuestra suposición log-logística (#6, #8 y #9) exhiben aquí una alta proporción de 
rechazos (más del 60%). El resto tiene una proporción muy alta de retardos no 
rechazados (> 60%) cuando se usa s < 60, y por lo tanto tienen una representación 
adecuada con una secuencia de modelos Log-logísticos, es decir, como una 
secuencia de regímenes estacionarios. 
 
Figura 12: Resultados del algoritmo Stateless al modelar escenarios de la figura 3 
para diferentes valores del parámetro s. 
 
2) Algoritmo state-based  
 
Este algoritmo es una extensión del algoritmo descrito anteriormente (stateless) 
para mejorar el modelado a través de la reutilización de regímenes detectados 
previamente (que llamamos aquí estados del sistema). Básicamente, este segundo 
algoritmo comprueba si los valores de retardo que no han sido incluidos en un 
nuevo régimen podrían anexarse al final de regímenes previamente definidos, o, en 
otras palabras, intentamos detectar cuándo el sistema visita estados (regímenes) 
previamente terminados. 
 
El algoritmo funciona de la misma manera que la versión stateless, salvo que 
mientras los últimos retardos de la secuencia no pasen el test AD, verificamos si 
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añadiéndolos al final de un régimen previo sí hacen pasar el test (más 
concretamente, sólo usamos los últimos α valores de retardo obtenidos en la 
secuencia para esto, siendo α un parámetro del algoritmo). Si se demuestra que 
estos retardos amplían una serie de regímenes anteriores, se selecciona como estado 
revisado el que tiene mejor p-valor en el test AD, ya que el p-valor del test indica 
cuantitativamente la bondad de ajuste; de esta manera se amplía ese régimen 
anterior con más valores de retardo nuevos, y se continúa así hasta que no pase el 
test. 
 
3) Resultados experimentales reales de ambos algoritmos  
 
Para ilustrar el comportamiento efectivo de ambos algoritmos, seleccionamos dos 
escenarios reales (#5 y #7). Los resultados detallados usando s = 20 y α = 10 para 
estos escenarios se muestran en las figuras 13 y 14. Las líneas verticales delgadas 
grises determinan el final de los regímenes fig. 13-14 izquierda). Hay que tener en 
cuenta que en el algoritmo state-based también hemos identificado los diferentes 
estados del sistema. Los resultados muestran claramente las ventajas de este 
enfoque con respecto al algoritmo stateless: el número de regímenes se reduce 
significativamente (7 vs 16 en el escenario #5 y 6 vs. 12 en el escenario #7). Como 
se explicó en apartados anteriores, la complejidad de ambos algoritmos es O(n), por 
lo que el algoritmo state-based nos da más información, además de detectar 
regímenes más largos (a cambio, tiene más coste computacional medio y mayor 





Figura 13: Regímenes detectados por el algoritmo State-based (izquierda-arriba) y 
Stateless (izquierda-abajo) y modelos Log-logísticos encontrados por el primero en 
el escenario real #5 (derecha). 
 





Figura 14: Regímenes detectados por los algoritmos State-based (izquierda-arriba) 
y Stateless (izquierda-abajo) y modelos Log-logísticos encontrados por el primero 
en el escenario real #7 (derecha). 
 
Viendo estos resultados, podemos concluir que estos algoritmos más el 
modelado con una distribución Log-logística son una solución viable con un coste 
computacional razonable para la estimación on-line de retardos temporales en 
telerobots controlados por Internet. 
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En este capítulo describimos un sistema de procesamiento de datos para la 
regulación automática de la cantidad de información que se transmite entre el 
teleoperador y el robot móvil conectado a Internet [67, 68, 69]. Este sistema se 
caracteriza porque, a pesar del comportamiento estocástico de las transmisiones, 
garantiza estadísticamente que la probabilidad de que dicha transmisión se realice al 
menos a una frecuencia predeterminada sea mayor o igual que una dada y, además, 
lo consigue transmitiendo la mayor cantidad de datos posible. Este sistema de 
regulación satisface pues los requisitos de tiempo real suave que explicamos en la 
introducción. Consiste en un controlador jerárquico de dos niveles: a un nivel del 
regulación fina, trabaja mediante la variación de la cantidad de datos sensoriales 
que se transmiten, y en un nivel de regulación gruesa, mediante la reconfiguración 
dinámica de los sensores que están activos. Nuestra propuesta supone 
modificaciones mínimas en el software y hardware en el camino de transmisión. 
 
Anteriormente hemos analizado los retardos existentes en la transmisión de 
datos sensoriales de robots teleoperados por Internet, proponiendo modelos 
probabilísticos (ver capítulo 2). Ahora utilizamos estos modelos como predictores 
de tiempos de transmisión y construimos sobre ellos un sistema de regulación 
jerárquica de dos niveles capaz de variar automáticamente tanto la cantidad de datos 
sensoriales transmitidos como el conjunto de sensores que están transmitiendo en 
cada momento, para así satisfacer de forma óptima los requisitos de control en 
tiempo real y calidad de la aplicación. En los siguientes apartados se presenta cómo 
se ha implementado este controlador jerárquico. Los resultados muestran que se 
obtiene un mejor rendimiento combinando ambos que cuando se usan por separado, 
y mucho mejor rendimiento si no se usa controlador. 
 
Parte de este trabajo (particularmente la regulación gruesa y gran parte del 
interfaz web) ha sido realizado por D. Ángel Martínez Tenor, ingeniero contratado 
en el mismo proyecto de investigación que ha amparado la presente tesis. 
 
Este capítulo comenzará con una introducción a estos métodos de regulación y 
haciendo un repaso al estado del arte. Posteriormente se analizará el por qué de la 
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necesidad de este tipo de herramientas. Finalmente, presentamos los dos métodos 
ideados y sus experimentos correspondientes. 
3.1 Introducción y estado del arte 
Como ya se ha explicado en capítulos anteriores, si un nodo conectado a Internet 
quiere recibir repetidamente datos de múltiples fuentes, como es el caso en 
aplicaciones de monitorización remota, broadcasting multimedia, teleoperación, 
etc., donde hay una serie de sensores de los que se desea recibir información 
periódicamente, la estocasticidad en los tiempos de envío y recepción de datos 
hacen difícil cumplir tiempos de transmisión restrictos. Uno de los posibles 
mecanismos para poder cumplir esos requisitos, el que hemos denominado 
regulación gruesa al principio de este capítulo, es decidir automáticamente sobre 
qué fuentes están activas en cada momento para transmitir datos, dependiendo del 
comportamiento de los retardos. En la literatura científica no se encuentran 
desarrollos en este sentido, pero sí hay algunos en el campo del desarrollo en 
ingeniería, publicados como patentes. Estas patentes, sin embargo, abordan este 
mecanismo con un enfoque distinto al propuesto aquí, ya que no se centran en 
recibir el mayor número de datos ni regulan la cantidad de información, sólo la 
apariencia del interfaz que muestra los datos recibidos. A continuación 
mencionamos las más relevantes. 
 
En el documento [70] se presenta un interfaz de usuario adaptativo que 
muestra más o menos cantidad de información textual para facilitar la lectura de la 
misma. La regulación de esa información puede ser automática o en función de las 
entradas del usuario.  
 
En el documento [71] se plantea una interfaz de usuario adaptativo y no 
impuesto por la industria, como suele ser habitual. Esta interfaz se adapta según las 
estadísticas de uso de los comandos que el usuario suele aplicar: cuanta más soltura, 
más características del interfaz aparecen, y viceversa. Por tanto, es un método 
adaptativo y automático para desactivar/activar características en una interfaz.  
 
El documento [72] se refiere a un interfaz hombre-máquina (HMI) adaptativo 
basado en el perfil psicológico del usuario y de su estado actual de bienestar 
(medido con el análisis de su comportamiento —n° de pulsaciones, movimientos de 
ratón, intervalos entre llamadas...—, y otras medidas biométricas). La idea es 
proporcionar un HMI adaptado al usuario y a los diferentes estados del mismo, de 
manera que se varíe la forma de representar la información y se pueda mejorar el 
rendimiento del usuario dentro del sistema.  
 
En el documento [73] se optimizan automáticamente las presentaciones de un 
GUI (Graphical User Interface) de un dispositivo de punto de venta respecto a 
ciertos parámetros de rendimiento, y usando técnicas de IA; la justificación es que 
los diseños de un GUI suelen orientarse a operarios poco entrenados, resultando 
poco eficientes para los más entrenados.  
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En el documento [74] se propone la adaptación y agregación dinámica de 
contenidos en interfaces de usuario, en el ámbito de sistemas ERP (Enterprise 
Resource Planning), de forma que se añaden componentes a petición siempre que 
se tengan una serie de privilegios.  
 
En el documento [75] se modifica la disposición de los elementos de un 
interfaz para adaptarse a la lateralidad (uso natural predominante de una mano u 
otra) en dispositivos portátiles de mano (handheld) con pantallas táctiles.  
 
En el documento [76] se plantea la adaptación de los recursos del usuario en a 
las habilidades del mismo en una interfaz (puede ver, leer, oír, ...) en función de la 
recopilación de cierta información de contexto (velocidad, luz, temperatura, ...).   
 
En el documento [77] se realiza la adaptación de la interfaz de usuario de un 
ordenador (colores, fondo, etc.) a las características (por ejemplo, de aspecto) de un 
dispositivo que se le conecte. Por ejemplo, según el color del ratón, el ordenador 
adapta los colores de su interfaz.   
 
Finalmente, [78] muestra una interfaz de usuario adaptable al manejo físico 
del dispositivo que la implanta, incluyendo la posibilidad de interactuar con un 
objeto externo.  
 
En cuanto a la regulación fina, es decir, al cambio de la cantidad de datos a 
transmitir en un cierto canal, existen diversas aproximaciones en la literatura, 
aunque, como se explicaba en el capítulo de introducción, vienen de otros campos 
distintos a la teleoperación de robots, y por tanto, tienen distintas suposiciones y 
requisitos que cumplir (por ejemplo, [79], [80]). Por otra parte es un problema tan 
común [3] que también existen diversos desarrollos publicados en forma de patente, 
como los que siguen. 
 
En [81] se presenta un método para regular la operación del buffer de 
decodificación de un sistema de transmisión en el que la tasa de transmisión se 
ajusta según los cambios en los retardos existentes y la ocupación del buffer de 
codificación, para así evitar overflows y underflows en el citado buffer. 
 
En las patentes [82] se regula el ancho de banda (aumentándolo o 
disminuyéndolo) en una plataforma de transporte multi-servicio; para ello, se 
compara el ancho de banda ocupado por el flujo actual con el ancho de banda 
distribuido. 
 
Las patentes [83], referidas a aplicaciones de transferencia de voz, proponen 
una regulación basada en el control de la tasa de paquetes perdidos. Así, es posible 
tener diferentes tasas de paquetes perdidos dependiendo de que el modo de 
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codificación/decodificación a usar sea más o menos riguroso: si el modo es poco 
riguroso, se aumenta la tasa de paquetes perdidos, disminuyendo así el retardo. 
 
La patente [84] presenta un servidor de medios con dispositivos QoS (Quality 
of Service, es decir, que tienen capacidades para adaptarse a distintos requisitos de 
calidad del servicio) y no-QoS conectados, el cual limita el ancho de banda a estos 
últimos para garantizar las transmisiones de los primeros. 
 
La regulación de la cantidad de información a transmitir abordada por todos 
estos trabajos se trata también desde métodos estadísticos, por ejemplo en [85], 
orientada a tecnologías wireless; [86], para transmisión de vídeo en redes narrow-
band, y [87], donde se utiliza SPC (Statisticial Process Control, técnicas para el 
control estadístico de la calidad de los procesos) con el objetivo de saber si una 
serie de eventos están cumpliendo los SLAs (Service Level Agreement) que se 
tienen como objetivo; si no es así, se toman una serie de acciones para lograr dicho 
cumplimiento. 
 
Ni en la literatura científica ni en el ámbito de las patentes se han encontrado 
desarrollos que unan ambos tipos de regulación, fina y gruesa. 
 
3.2 Regulación fina: variación de la cantidad de datos 
sensoriales 
 
El primer nivel de nuestro sistema de regulación jerárquico consiste en un algoritmo 
de regulación para cada sensor i. Dicho regulador está encargado de decidir qué 
cantidad de datos sensoriales se solicita en la siguiente petición a ese sensor si 
queremos completar esa transmisión en i o menos tiempo con una probabilidad i 
o mayor. Cada sensor tiene un número finito de densidades (cantidades posibles de 
datos solicitados
1
), y mantenemos, para cada una, un modelo de los retardos de 
transmisión, basado en los explicados en el capítulo 2. 
 
Nuestro algoritmo de regulación de densidad es heurístico y está basado en un 
controlador proporcional clásico que intenta mantener la probabilidad de alcanzar 
los tiempos deseados i cerca de i y, simultáneamente, aumentar la densidad tanto 
como sea posible. Tiene como entrada la densidad 0 que se solicitó en la última 
petición, y emite la densidad  que se pedirá en la siguiente petición. Si no hay 
suficiente información en el modelo de los retardos para predecir i (0), su salida 
será  = 0, lo que lleva a acumular más datos para dicha predicción; de lo 
contrario, puede suceder que: i) i (0) <i, ii) i (0)> i +  o iii) i (0) ∈ [i, 
                                                          
1
 Consideramos una densidad como un número natural, siendo 0 la menor cantidad de datos 
sensoriales (por ejemplo, la resolución mínima de un sensor de cámara) y Di-1 la máxima, 
teniendo así Di densidades para el sensor i. 
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i + ], donde  ∈ (0,1) es un número pequeño (usaremos  = 0.05). En el caso i) 
no se satisface el objetivo de tiempo real suave, por lo que el algoritmo debe 
disminuir la densidad, siempre que 0> 0, para reducir los tiempos de transmisión; 
en el caso ii) se satisface el requisito de tiempo real suave para ese sensor, y por lo 
tanto se puede intentar aumentar la densidad, siempre que 0 <Di-1, tratando así de 
mejorar el rendimiento del operador; finalmente, en el caso iii) estamos 
funcionando bien, pero cerca de no hacerlo, por lo tanto, mantenemos la densidad 
actual ( = 0). 
 
En los casos i) y ii) se calcula un cambio de densidad  que es proporcional 
al "error" en probabilidad, e = i - i (0). Más concretamente, en el caso i) 
cambiamos a una nueva densidad  = min(0-1, 0(1-e)). Si  = 0 o si todavía no se 
han modelado los retardos para predecir i(), o si i() ≥ i, devolvemos esa 
densidad ; de lo contrario, repetimos el salto a densidades más bajas pero ahora 
comenzando en 0 = . En el caso ii), en primer lugar, establecemos un cambio de 
tamaño  = - (Di-1-0)e y luego calculamos la nueva densidad como  = 0 + . 
Si  = 0 o si no tenemos una predicción i(), o si i() ≥ i, devolvemos esa 
densidad ; de lo contrario,  =  -1 y repetimos. 
 
Experimentos con algoritmo de regulación fina 
 
En estos experimentos hemos usado datos reales recogidos de una webcam 
conectada a Internet y solicitados repetidamente con diferentes resoluciones. Las 
cámaras web son el sensor más adecuado para estas aplicaciones debido a que 
tienen un alto número de densidades (D = 41 en nuestros experimentos; cada una 
corresponde a una resolución de imagen RGB, desde 160x120 hasta 640x480). 
También es un sensor muy común en los robots móviles de hoy en día. 
 
La figura 15 muestra los resultados obtenidos. Cada punto coloreado en ese 
plano es el resultado de un experimento que consiste en hacer una petición al sensor 
varias veces utilizando o no un método de regulación fina. La abscisa indica la 
densidad media solicitada desde el sensor a lo largo de todo el experimento, medida 
como el número de bytes transmitidos y ponderado por el tiempo durante el cual 
cada densidad estaba activa, mientras que la ordenada es el porcentaje de tiempo 
durante el cual los tiempos de transmisión fueron más cortos o igual al requisito 1 
(aquí 1=0.3s). La línea negra punteada gruesa es el requisito de probabilidad 1 
(90% en estos experimentos): los puntos por encima o en esa línea satisfacen el par 
de requisitos de tiempo real suave (1, 1), siendo los experimentos 
correspondientes mejores cuanto mayor sea la abscisa mientras siga cumpliéndose 
el requisito de la ordenada. 
 
Los puntos rojos son experimentos, uno por densidad, cada uno con 1951 
peticiones con la misma densidad cuando no se usa ningún regulador. Sólo las 
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densidades pequeñas (correspondientes a RGB 280x210 o menores) satisfacen (1, 
1) en ese escenario. Hay que tener en cuenta que no podemos saber qué 
densidades tenían antes de hacer esta exploración exhaustiva —e incluso su 
situación particular de red, carga de software, etc.—, por lo que elegir por ejemplo 
una densidad constante de RGB 280x210, no sería una solución válida en un 
escenario real con este sensor. También hay que tener en cuenta que cualquier 
algoritmo de regulación logrará densidades y probabilidades cercanas a los puntos 
rojos, ya que todas las densidades posibles están ahí. 
 
Figura 15. Estudio del algoritmo de regulación fina con dos métodos de modelado 
y con respecto al ajuste de una densidad constante en cada solicitud desde una 
cámara remota. El punto cuadrado rojo más a la derecha por encima de la línea de 
requerimientos de probabilidad del 90% corresponde a una resolución de la 
webcam de RGB 280x210 píxeles. Los rangos horizontales indican densidades ya 
exploradas. 
 
La figura también muestra puntos correspondientes a otros cuatro 
experimentos: uno que seleccionó una densidad uniformemente aleatoria en cada 
petición (para 972 peticiones, etiquetado como "unif"), uno que seleccionó todas las 
densidades en orden, cíclicamente (1017, "cyclic"), uno con el regulador fino que 
hemos explicado en el apartado anterior pero utilizando como modelo de retardos 
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un simple predictor de probabilidades Bernoulli
2
 (1379), y uno con el mismo 
regulador y el predictor Log-logístico usado en el algoritmo stateless, ambos 
descritos en el capítulo 2 (1705). Todos estos experimentos con reguladores se han 
realizado con tiempos de transmisión que se comportan estadísticamente como los 
datos reales utilizados para la curva roja. Como se muestra en la figura, nuestro 
algoritmo de regulación, tanto con un modelo trivial de Bernoulli como con el 
modelo más sofisticado Log-logístico + stateless, satisface el requisito de tiempo 
máximo permitido en las transmisiones en tiempo real, pero lo que es más 
importante, cuando se usa el predictor Log-logístico, las densidades solicitadas 
nunca violan el requisito en tiempo real, lo que sí sucede si usamos el predictor de 
Bernoulli (como se ve en el boxplot de Bernoulli, este modelo lleva a seleccionar 
densidades de cámara que, en ocasiones, son demasiado elevadas). 
 
3.3 Regulación gruesa: activación / desactivación de sensores 
 
El segundo nivel en nuestro controlador jerárquico funciona con varios 
sensores a la vez. Cada uno puede ser regulado como se describe en la sección 
anterior o no, pero debe tener la posibilidad de ser deshabilitado temporalmente —
sin emitir más peticiones—; se pondrá en pausa siempre que no cumpla su requisito 
i durante un tiempo determinado (durante un número de peticiones consecutivas). 
 
En este nivel debemos definir n > 1 combinaciones de los sensores disponibles 
(cada combinación se llamará ejecutivo) para así poder ejecutar la misma tarea (por 
ejemplo, teleoperación del robot) de diferentes maneras y con diferentes requisitos 
de tiempo. Por ejemplo, un robot móvil teleoperado puede trabajar enviando datos 
de una cámara o de un escáner láser de distancia, o de ambos sensores pero con 
menos frecuencia, definiendo así n = 3 ejecutivos. El j-ésimo ejecutivo es 
formalmente una tupla (Sj, Pj, Fj, Aj, Ej), donde Sj es su conjunto de sensores y el 
resto son conjuntos que contienen un valor por sensor de Sj; Pj contiene pares  que 
son requisitos de tiempo real suave para este sensor, (i, i); Fj contiene tiempos 
máximos permitidos para no satisfacer i antes de desactivar al sensor; Aj contiene 
tiempos que se añaden al valor correspondiente de Fj cada vez que el sensor cambia 
a activo, para evitar transitorios; y Ej contiene indicadores para indicar si el sensor 
es esencial (es decir, no se debe desactivar siempre que podamos evitarlo). También 
necesitamos un orden O=<x1, x2, ..., xn> de los ejecutivos, desde el más 
conveniente para resolver la tarea (x1) hasta el menos (xn). En cualquier momento, 
sólo se habilitará uno, denotado por xcurrent; inicialmente xcurrent = x1. 
 
Varios eventos en el sistema pueden desencadenar la ejecución de nuestro 
algoritmo de regulación gruesa: i) cuando un sensor de xcurrent está inhabilitado; ii) 
                                                          
2
 Un modelo de Bernoulli estima pi(d) como la proporción de peticiones que se han 
completado en ti o menos tiempo dividido por el número total de peticiones. No representa 
bien la cola derecha de la distribución real. 
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periódicamente, cada constante de tiempo dada T1, para comprobar si todos los 
sensores siguen activos; iii) periódicamente, cada constante de tiempo dada T2 (> 
T1), para intentar activar sensores previamente desactivados. Estos tiempos T1 y T2 
no son críticos. En el caso i), si el sensor deshabilitado es esencial y hay algún otro 
sensor no esencial activo, este último se deshabilita para satisfacer los requisitos del 
primero en el futuro, mientras que si no hay otro sensor no esencial activo, el 
siguiente ejecutivo peor, si existe, se activará, es decir, xcurrent=xcurrent+1. En el caso 
ii), si todos los sensores están activos, cambiamos al siguiente ejecutivo mejor, si lo 
hay, es decir, xcurrent=xcurrent-1. Finalmente, en el caso iii), si hay algún sensor 
desactivado, se habilita para intentar recuperarlo. 
 
La integración de este regulador grueso con el controlador fino en un esquema 
jerárquico y sus experimentos se muestran en el capítulo 4, donde también se 
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4 APLICACIÓN PARA EL CONTROL REMOTO DE ROBOTS 









Para la realización de experimentos, y como prueba de implementación de los 
métodos desarrollados en esta tesis, se ha incluido el controlador jerárquico descrito 
en el capítulo 3 en una interfaz de teleoperador basada en web que es altamente 
portable (funciona en PCs de escritorio, tabletas, teléfonos inteligentes, etc.) y no 
invasiva, es decir, requiere modificaciones mínimas en la red u otros componentes 
de software de la aplicación. El grueso de este desarrollo de la interfaz web ha sido 
realizado por Ángel Martínez Tenor en el mismo proyecto de invesitgación de esta 
tesis, a partir de una versión preliminar de la autora de la misma. 
 
A continuación se presenta la funcionalidad de este interfaz de teleoperación, 
se describe cómo se ha diseñado y se presentan los experimentos llevados a cabo 
con el mismo. 
 
4.1 Descripción de la aplicación: control remoto de robot 
móviles por la Web 
 
La aplicación de teleoperación es un interfaz web para un robot móvil. Dentro del 
interfaz, se distinguen dos bloques: el propio interfaz de usuario y el servidor web 
que sirve las peticiones del mismo y lo comunica con el robot. En la figura 16 se 
muestra el sistema completo. El modelo Log-logístico con el algoritmo stateless, 
que fueron descritos en capítulos anteriores, están implementados dentro del 
interfaz de usuario, y la regulación de flujo de datos sensoriales puede estar tanto en 
la interfaz como en el lado del robot.  




Figura 16. Esquema general del sistema para un control adaptativo y remoto 
óptimo de robot teleoperados por Internet. 
 







Para los experimentos reales hemos trabajado con el Robot Sancho [48], que tiene a 
bordo un ordenador Intel Core i5-650 @ 3.2 GHz x2, sobre una base Pioneer 3DX, 
y dispone de webcams estándares, y dos láseres Hokuyo UTM-30LX, así como una 
termo cámara (ver figura 17).  
 
Figura 17. Robot móvil SANCHO. 
Capítulo 4: Aplicación Web     
 





Para la implementación software del robot, hemos trabajado sobre el sistema 
operativo Windows 7 Enterprise N 32 bits, con el sistema de desarrollo de software 










Robot: módulos software de la arquitectura de control 
 
En la figura 19 se muestra un diagrama con todos los sub-sistemas software 
empleados en nuestros experimentos. El módulo "robot" es el encargado de recibir 
las peticiones de la interfaz web y de distribuirlas hacia los sensores y actuadores 
robóticos, que se muestran en la parte inferior. Cada módulo hace uso de 
funcionalidades de la librería MRPT, y tiene ciertos parámetros de configuración. 
 
2 . Robot : Soft w are
Robot  Sancho
- Windows 7 Enterprise N  32 bits
- The BABEL developm ent  system
 
- Mobile Robot  Program m ing Toolkit
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Figura 19. Diagrama de los módulos software que se ejecutan en el lado del robot. 
 
Interfaz Web: Networked Remote Control Interface (NRCI) 
 
En la figura 20 mostramos la interfaz web, compuesta por el interfaz de usuario, 
que se ejecuta en el ordenador del teleoperador, y el servidor web, que puede 




Figura 20. Interfaz web de nuestra aplicación de teleoperación, compuesta por la 
interfaz de control de usuario y el servidor web. 
 
3 . Int erface
User Int erface
- Model-view-cont roller
- PHP, HTML, CSS, JavaScript , AJAX, JSON
W eb Server
- Intel Core i7-940 @ 2.93 GHz x 8
- Ubuntu 12.04 LTS 64 bits
- Apache 2.0  (XAMPP 1.8.3) 
Net w orked Rem ot e Cont rol Int erface  (NRCI)
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En la figura 21 se muestra la interfaz de control de usuario en la web. Esta 
interfaz está codificada en lenguaje javascript, y su aspecto se define en HTML y 
CSS. Éste es configurable para varios robots, siempre que sus capacidades 
sensoriales y de actuación estén recogidas en una pequeña base de datos que reside 
en el servidor web y que es gestionada por el código PHP ejecutado en el mismo. 
 
 
Figura 21. Interfaz de control de usuario, donde se aprecia la página de entrada que 
permite escoger el robot a teleoperar. 
 
Cada sensor mostrado por la interfaz web tiene asociada una máquina de 
estados diferente implementada en Javascript, cuyo diagrama se muestra en la 
figura 22. En general, cada sensor que esté activo pedirá al robot datos sensoriales 
repetidamente, entrelazándose las peticiones de unos y otros por el canal de 
comunicación entre el cliente y el robot. La secuencia de comunicación para una 
petición de datos al robot sería de la siguiente manera: 
 
1. Se compone un mensaje en el cliente (JavaScript), especificando la 
densidad de datos requerida, la cual se estima según el algoritmo de 
regulación y los modelos de retardos explicados en capítulos anteriores (si 
la regulación fina está habilitada en ese sensor y si la regulación gruesa ha 
activado ese sensor).  
2. Se hace una petición S1 al servidor (mediante la tecnología AJAX 
implementada en Javascript, que está basada en comunicaciones TCP). 
3. Se procesa y reenvía la petición desde el servidor web al robot mediante 
socket TCP (petición S2 en la figura). 
4. El servidor recibe el mensaje de respuesta del robot, que se procesa y se 
envía de vuelta al cliente JavaScript. 
5. En el cliente se obtienen los datos sensoriales y son mostrados en la 
interfaz. 
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En la figura se muestran los tiempos que se consideran para una petición de un 
sólo sensor. Estos tiempos serán la base para el modelo Log-logístico (en el caso de 
elegir éste) y para poder ejecutar el regulador jerárquico. El tiempo más importante 
es la diferencia entre la marca t1 y la siguiente marca t1, es decir, los retardos 
considerados corresponden a una petición completa de datos sensoriales, y por tanto 
incluyen tanto la estocasticidad de los componentes software como de los 
componentes hardware del sistema, particularmente la red de comunicaciones. 
 
Para tener un protocolo robusto, después de cada recepción de mensaje desde 
el robot, éste se decodifica y analiza (se comprueba su identificador, tamaño, 
campos y sub campos). En caso de error, se mostrará en la interfaz un mensaje con 
el error detallado. 
 
 
Figura 22. Secuencia del protocolo de comunicación. 
 
Como se ha comentado, cada sensor dispone de la posibilidad de regular de 
forma fina la cantidad de datos sensoriales solicitados, de acuerdo con los métodos 
y modelos explicados en capítulos anteriores. Respecto a la regulación gruesa, el 
esquema utilizado de la misma se muestra en la figura 23. Ésta se compone de 
tareas (las que el teleoperador pretende realizar con el robot, por ejemplo 
navegación hacia un target); cada tarea se le asigna un ejecutivo (explicado en el 
capítulo anterior), que a su vez configurará los diferentes sensores y actuadores. 
Si todos los sensores, o algún sensor esencial, no llegan a cumplir los 
requisitos de tiempo real, el ejecutivo actual se deshabilitará y se procederá a 
utilizar otro con requisitos más relajados, como se explicó en el capítulo anterior. 
 
 
Figura 23. Estructura básica del regulador grueso en la interfaz. 
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Para detallar mejor la configuración de los ejecutivos, se presenta en la figura 
24 cómo se han definido el ejecutivo 1 (EX1) y el ejecutivo 3 (EX3) para algunos de 
nuestros experimentos de la tarea de navegación, que a su vez están ordenados 
según sus requisitos de tiempo real asociados sean más o menos estrictos. En estos 
ejecutivos, se definen para cada sensor: la densidad mínima, el tiempo máximo 
permitido antes de desactivar al sensor y si se corresponde o no con un sensor 
esencial. Además, se configura qué tipo de actuador va ligado a ese ejecutivo. 
 
 




Como ya se ha dicho, la estructura de la aplicación web para el control remoto de 
robots móviles es altamente re-configurable, implementa nuestros algoritmos de 
una manera portable (funciona en PCs de escritorio, tablets, teléfonos inteligentes, 
etc. ver figura 25-izquierda y en medio) y es no invasiva. Para estos experimentos, 
el regulador de nivel grueso se ha dotado de 5 ejecutivos, todos ellos con dos 
sensores esenciales (láser frontal y odómetro) y dos no esenciales (láser trasero y 
cámara frontal), pero con diferentes parámetros que diferencian al ejecutivo más 
restrictivo (x1). Hemos definido T1 = 5s y T2 = 10s como los parámetros del 
algoritmo del regulador grueso (ver capítulo 4). 
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Figura 25. Izquierda y en medio) Nuestro interfaz en un experimento de 
navegación remota real, que se puede ejecutar en tres plataformas diferentes: un PC 
de escritorio, una tablet y un teléfono inteligente sin variar la implementación. 
Derecha-arriba) Camino correspondiente a uno de nuestros laboratorios, donde se 
han realizado los experimentos de este trabajo. Derecha-abajo) Instante del 
experimento donde el robot sale de los límites del camino, lo que se indica al 
usuario mediante un cambio de color de negro a rojo en los datos del sensor del 
láser. 
 
Además de relaizar experimentos reales sobre el robot Sancho, para evaluar 
más exhaustivamente la calidad del control conseguida con nuestra interfaz, hemos 
realizado experimentos consistentes en conducir, con un joystick estándar, un robot 
simulado a lo largo de un camino que se corresponde con uno de nuestros 
laboratorios (figura 25-derecha). La interfaz ha sido modificada en estos 
experimentos para que guarde automáticamente el tiempo total dedicado a 
completar la vuelta, , y la fracción de  en la que el robot ha estado dentro de sus 
límites, o ∈[0,1]. Después de la vuelta, calcula una medida de la calidad del 
control, que llamamos tiempo efectivo, eff, sumándole a  una penalización por el 
tiempo transcurrido fuera de los límites de la pista: eff =  +10(1 - o). Cuanto 
mayor sea λeff, peor será la calidad del control. 
  
Hemos llevado a cabo 6 tipos de experimentos, todos con el mismo usuario, 
condiciones externas y despliegue de los componentes del sistema, con el fin de 
aislar lo máximo posible los efectos de nuestros algoritmos de otros factores. Estos 
seis tipos son: A) utilizando el sistema de controlador jerárquico completo, B) lo 
mismo que A pero con un regulador de densidad peor: un algoritmo proporcional 
clásico
1
, C) utilizando sólo el algoritmo de regulación fina, D) como C pero con el 
regulador proporcional clásico, E) sin ninguna regulación, fijando la densidad a la 
más pequeña, F) como E pero utilizando la mayor densidad. Hemos repetido 50 
veces cada uno de estos experimentos y recogido el promedio de eff en la tabla 5. 
Es evidente la ventaja, de media, de usar el sistema controlador completo (A), es 
                                                          
1
 La densidad siguiente se calcula como una constante (1.0 en nuestro caso) veces el error 
actual en probabilidad, Pi - p(d0), redondeando al entero más cercano. 
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decir, grueso y fino, y también el mejor comportamiento de nuestro nivel de 
regulación fina con respecto a otros controladores (A vs. B, C vs. D), incluso 
cuando no se utiliza una regulación gruesa (C vs. D). Además, obtuvimos mejores 
resultados con el sistema completo (A) que fijando la densidad a la más baja (E, que 
produce los mejores tiempos de transmisión pero minimizar la cantidad de 
información para al usuario). Todo esto ha sido publicado en [67]. 
 
 
A B C D E F 
55 66.9 58.4 69.1 57.5 114.7 
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En este capítulo se resumen brevemente el contenido de los trabajos incluidos para 
el compendio de esta tesis, disponibles en la segunda parte de la tesis Parte II: 
Compendio de publicaciones. 
 
5.1 Publicación A. "Marginal Probabilistic Modeling of the 
Delays in the Sensory Data Transmission of Networked 
Telerobots" 
 
En esta publicación estudiamos las distribuciones de probabilidad marginales que 
pueden ser una buena aproximación de la distribución real de los retardos 
temporales generados en la transmisión de flujo sensorial para un robot teleoperado 
por Internet (ver sección 2.2). No conocemos la dinámica de esta secuencia de 
retardos, pero son más simples de calcular que otras herramientas y necesitan 
modificaciones menores en el robot y en el teleoperador. Dado que las secuencias 
de retardos muestran fuertes no linealidades en estas aplicaciones en red, para 
satisfacer la hipótesis iid requerida por el enfoque marginal se aplica un método de 
detección de cambios. Los resultados aquí presentados indican que algunos 
modelos paramétricos explican muchos escenarios reales cuando se utiliza este 
método de detección de cambios, mientras que algunas distribuciones no 
paramétricas tienen una tasa muy buena de modelado en el caso de que la detección 
de no linealidad no sea posible y que dividir el retardo total en sus tres términos 
básicos: servidor, red y tiempos del cliente. 
 
5.2 Publicación B. "A computationally efficient algorithm for 
modeling multi-regime delays in the sensory flow of 
networked telerobots" 
 
Teniendo en cuenta la publicación A, en este trabajo se realizó un estudio más 
exhaustivo de la hipótesis Log-normal triparamétrica, que es compatible con los 
comportamientos de cola larga observados en las secuencias reales de retardos 
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temporales (ver sección 2.3). Se propuso un algoritmo intuitivo basado en esa 
hipótesis para modelar escenarios completos. Nuestros resultados indicaron que la 
mayoría de las situaciones tienen comportamientos compatibles con nuestras 
suposiciones, lo que hace que nuestro enfoque sea adecuado para la estimación on-
line de bajo coste. 
 
5.3 Publicación C. "Log-logistic modelling of sensory flow 
delays in networked telerobots" 
 
Anteriormente, se propusieron métodos estadísticos más sencillos que no requieren 
ningún conocimiento de los componentes y son adecuados para implementaciones 
que requieren menor coste computacional (por ejemplo, en interfaces de teléfonos 
móviles). En este sentido, en la publicación anterior propusimos un modelo Log-
normal de tres parámetros que se ajusta razonablemente bien a estos retardos, 
siempre y cuando la detección de no linealidades se resuelva completamente. En la 
presente publicación se ha propuesto una solución más flexible: la distribución Log-
logística, que se ha descubierto que se ajusta mejor a los retardos que la Log-normal 
(ver sección 2.3). Además, se han presentado dos algoritmos para modelar una 
señal de retardo completa, incluyendo las no linealidades abruptas, basados en la 
suposición Log-logística. Los resultados obtenidos mostraron un ajuste muy bueno 
en datos reales generados en una variedad de escenarios usando una serie de 
sensores, redes y software de aplicación. 
 
5.4 Publicación D. "Hierarchical Regulation of Sensor Data 
Transmission for Networked Telerobots" 
 
Esta publicación propone regular la información sensorial que se está transmitiendo 
en el sistema de teleoperación para garantizar requisitos de tiempo real suaves y 
también optimizar la calidad de control (ver capítulos 3 y 4). Se presenta un nuevo 
controlador jerárquico de dos niveles que varía la cantidad de datos de los sensores 
y dinámicamente reconfigura sensores activos. Este controlador se ha 
implementado en una interfaz de teleoperador basada en web que es altamente 
portable (funciona en PCs de escritorio, tabletas, teléfonos inteligentes, etc.) y no 
invasiva, es decir, requiere mínimas modificaciones en los componentes del 
sistema. Los resultados de nuestros experimentos demuestran la maximización de 
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En esta tesis se han realizado diversas contribuciones a la teleoperación de robots 
controlados por Internet, pero las herramientas diseñadas no sólo se podrían aplicar 
a este campo concreto de la Robótica Móvil. Al centrarnos en el estudio de 
optimizar al máximo, en tiempo y cantidad, los datos transmitidos por Internet sin 
necesidad de conocer la dinámica de estos retardos, este sistema puede ser 
fácilmente adaptado a otras disciplinas, como entornos multimedia, y, en general, a 
aplicaciones donde el coste computacional esté limitado. 
 
En esta tesis hemos estudiado los retardos presentes en un sistema de 
telecontrol robótico por Internet que transmite datos remotos y cuyos tiempos 
empleados en tales transmisiones no son deterministas. Se trata de sistemas donde 
ni el hardware ni el software proporcionan garantías estrictas de cumplir tiempos en 
las transmisiones. Nuestro enfoque, además, permite implementaciones eficientes 
en máquinas que tienen limitaciones computacionales, como teléfonos móviles, 
tablets, etc, cada vez más utilizados como interfaces remotas o para mostrar datos 
sensoriales. Nuestras contribuciones son, por tanto, innovadoras ya que afrontan el 
problema simultáneamente desde un punto de vista eficiente, como un entorno 
heterogéneo (es decir, que involucra componentes distintos a la red, como sistemas 
operativos, interfaces de teleoperación y software de aplicación) y sin conocimiento 
previo de la dinámica de los retardos. 
 
Para garantizar los requisitos de tiempo del flujo de datos se han estudiado una serie 
de distribuciones de probabilidad que son estimadas on-line, dotando así de 
modelos probabilísticos adecuados a los retardos en la transmisión sensorial. 
Viendo los resultados obtenidos, se puede concluir que los algoritmos de detección 
on-line de no linealidades en estos retardos (cambios de regímenes, ráfagas y 
valores atípicos) stateless y el state-based, más el modelado con una distribución 
Log-logística, constituyen una solución viable con respecto a un coste 
computacional limitado para un control de retardos temporales en telerrobots 
controlados por Internet. Finalmente, se ha propuesto un regulador jerárquico a dos 
niveles que utiliza estos modelos y unos algoritmos específicos para regular la 
cantidad de información sensorial que se solicita del robot teleoperado, cumpliendo 
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así requisitos de tiempo real suave en los retardos de transmisión. En el primer nivel 
de nuestro regulador se propone el método de regulación fina, que junto con el 
predictor Log-logístico consigue que el sistema no viole el tiempo máximo 
permitido en las transmisiones, algo que si ocurre con predictores más sencillos 
(Bernoulli). El segundo nivel es el regulador grueso, que funciona con varios 
sensores a la vez, pudiendo deshabilitarlos —sin emitir más peticiones 
temporalmente— o no. Viendo los resultados obtenidos en los experimentos, se 
puede concluir que, usando el sistema controlador completo (regulación fina con el 
predictor Log-logístico, más el regulador grueso), existe una ventaja evidente con 
respecto a otros controladores y opciones probadas en las mismas pruebas. 
 
El trabajo presentado en esta tesis deja algunas líneas de investigación abiertas. 
Algunas de las más interesantes se describen a continuación. 
 
Modelado de retardos con la distribución de probabilidad shifted Log-
logistic. Viendo la mejora que supuso pasar de una hipótesis Log-normal a una 
Log-logística, la idea es seguir investigando por el camino de esta última. Durante 
su estudio y estimación, vimos que uno de los parámetros más complicados de 
estimar era la localización o desplazamiento. Con la nueva propuesta de la shifted 
Log-logística, este parámetro coincide directamente con el primer momento de esta 
distribución  
(E(X) = ), lo que supondría una mejora considerable en la precisión de la 
estimación de los retardos temporales de nuestro sistema. 
 
Comparativa de la bondad de predicción. Teniendo una serie de 
distribuciones paramétricas ya implementadas y adaptadas en nuestro sistema, la 
idea sería comparar todas ellas mediante una nueva herramienta que mida los 
errores estadísticos cometidos con cada una, y contrastar cual de ellas sería 
definitivamente la mejor opción para una serie de escenarios que engloben todas las 
posibilidades de configuración de nuestro sistema robótico telecontrolado por 
Internet. 
 
Seguir desarrollando los algoritmos de detección de no linealidades. Los 
algoritmos propuestos en esta tesis se han desarrollado de forma heurística. Aunque 
hay que mencionar su gran potencial a la hora de realizar su función, se podría 
estudiar más a fondo y mejorar algunos aspectos para que esta detección de 
regímenes, ráfagas y valores atípicos sea aún más preciso. 
 
Aplicación de nuevos métodos de regulación adaptativa. Para realizar una 
regulación óptima y adaptativa de nuestro sistema de control, deberíamos seguir 
trabajando en esta línea de investigación y así refinar aún más los resultados que ya 
tenemos. En este sentido, en el grupo ya se ha realizado trabajos previos en cuanto a 
algoritmos de regulación basados en aprendizaje por refuerzo [90]. 
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Abstract: Networked telerobots are remotely controlled through general purpose 
networks and components, which are highly heterogeneous and exhibit stochastic 
response times; however their correct teleoperation requires a timely flow of 
information from sensors to remote stations. In order to guarantee these time 
requirements, a good on-line probabilistic estimation of the sensory transmission 
delays is needed. In many modern applications this estimation must be 
computationally highly efficient, e.g., when the system includes a web-based client 
interface. This paper studies marginal probability distributions that, under mild 
assumptions, can be a good approximation of the real distribution of the delays 
without using knowledge of their dynamics, are efficient to compute, and need 
minor modifications on the networked robot. Since sequences of delays exhibit 
strong non-linearities in these networked applications, to satisfy the iid hypothesis 
required by the marginal approach we apply a change detection method. The results 
reported here indicate that some parametrical models explain well many more real 
scenarios when using this change detection method, while some non-parametrical 
distributions have a very good rate of successful modeling in the case that non-
linearity detection is not possible and that we split the total delay into its three basic 
terms: server, network and client times.  
  




B. A COMPUTATIONALLY EFFICIENT ALGORITHM FOR MODELING 
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TELEROBOTS  
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Abstract: Networked telerobots are a class of robots remotely controlled over 
general-purpose networks, like the Internet. They involve heterogeneous 
components: network, operating systems, application software, interfaces, etc., most 
of them with a stochastic response-time behaviour. In spite of that, it is often 
necessary to model and predict these delays, which exhibit multiple regimes, bursts 
and outliers. 
This modeling may be done with diverse approaches: state-space methods, hidden 
markov models, neural networks, etc. However, they have high computational 
demands, not generally available in networked telerobots, where the client interface 
is implemented in a web-browser. In a previous work [7] we studied several simple 
statistical methods based on parametrical distributions, suitable for efficient on-line 
modeling. In this paper we carry out a more in-depth study under the three-
parametrical lognormal hypothesis, which is compatible with long-tailed behaviours 
observed in the delays. We propose an intuitive algorithm based on that hypothesis 
for modeling complete scenarios. Our results indicate that most situations have 
behaviours compatible with our assumptions, which makes our approach suitable 
for low-cost on-line estimation. 
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Abstract: This paper deals with the modelling of the delays in the transmission of 
sensory data coming from a networked telerobot, which would allow us to predict 
future times of arrival and provide guarantees on the time requirements of these 
systems. Considering these delay sequences as an uni-dimensional temporal signal, 
they easily exhibit rich stochastic behaviour —abrupt changes of regime and 
bursts—, due to the heterogeneity of the hardware and software components in the 
data path. There exist approaches for modelling this kind of signals without explicit 
knowledge of the system components: state-space reconstruction, hidden Markov 
models, neural networks, etc., but they are mostly focused on the stochasticity of 
the network only, without taking into account other elements in the sensory flow 
that also have an important influence in the delays. Previously, we have proposed 
simpler statistical methods that do not require any component knowledge either and 
are suitable for more lightweight implementations (e.g., in mobile phone 
interfaces). In this sense we reported elsewhere a log-normal three-parametrical 
model that fits reasonably well these delays as long as change detection is 
completely solved. Now we propose a more flexible solution: the log-logistic 
distribution, which has been found to fit delays better than the log-normal. In 
addition we present two algorithms to model an entire delay signal including abrupt 
non-linearities, based on the log-logistic assumption. Our results show quite good 
fittings of real datasets gathered from a number of combinations of sensors, 
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Abstract: Networked telerobots carry sensors that send data, with stochastic 
transmission times, to a remote human operator, who must execute some real-time 
control task (e.g., navigation). In this paper we propose to regulate the sensory 
information being transmitted in order to guarantee soft real-time requirements and 
also optimize the quality of control, through a novel two-level hierarchical 
controller that both varies the amount of transmitted sensor data and dynamically 
reconfigures active sensors. Our controller has been implemented in a web-based 
teleoperator interface that is highly portable (it runs on desktop PCs, tablets, 
smartphones, etc.) and non-invasive, i.e., requires minimal modifications in the 
existing components of the system, thus being suitable for many applications. Here 
we present our regulation methods and the results of some experiments. They 
demonstrate the maximization of the transmitted data while guaranteeing the real-
time requirements. 
 
 
 
