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1 INTRODUCTION
1.1 MOTIVATION
Weather has a large impact on society, the economy and everyday life of the people.
For that reason, people have been trying to forecast weather for thousands of years.
Weather forecasting based on science began when the speed of communication
reached the level which allowed collecting observations from larger areas.
Later, the invention and development of computers allowed Numerical
Weather Prediction (NWP). Modern NWP is based on large masses of observa-
tions of weather and surface parameters which are used in determining the initial
state for the weather models (i.e. data assimilation). As it is said by Pullen et al.
(2010), snow is an extremely important component of the land surface system.
While it has a large impact on many radiative and hydrological properties, espe-
cially important is the way snow changes the surface albedo.
Snow has a strong impact on ecosystems, as well (Niittynen et al. 2018). The
importance of snow is quite well summarized in the short Nature Climate Change
editorial ‘Let it snow’ (2018): "The changing nature of snow under anthropogenic
warming — including coverage, duration and melt characteristics — stands to
exert substantial impacts across physical, biological and socio-economic systems.
However, our understanding of these impacts is often constrained by inadequate
snow observations, limited in both spatial and temporal resolution."
Changes in snow cover can have drastic effects on the surface properties and
the energy and mass balance on the surface. For example, snow has a much higher
albedo than snow-free surfaces, which changes the shortwave radiation flux when
a larger part of the incoming radiation is reflected from the surface. Snow also
behaves as temporary water storage (measured as Snow Water Equivalent (SWE))
as falling snow stays on the surface until the snow melts and the water runs off. The
phase changes between vapour, liquid and solid forms release or absorb energy.
The physical properties of the snow cover change over time (grain size, density,
snow depth and so on). Snow cover and its properties are discussed in more detail
in, for example, the recent thesis by Leppänen (2019).
At the same time, snow cover is very variable both spatially and temporally.
Snowfall may be very uneven by itself and also other weather conditions may
change the way snow accumulates. For example, wind may create large snowdrifts
and move the snow away from other places. On the other hand, melting snow
cover is often uneven and patchy as melting advances faster in some spots and
slower in others. Still, even a thin snow layer changes the surface properties.
Differences in e.g. topography and vegetation (especially forests) can change the
development of the snow field. Especially in the margin of the snow-covered area,
snow may appear and disappear rapidly.
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Because snow-covered and snow-free surfaces have different properties, in-
formation about snow coverage would be beneficial for many applications. Usu-
ally, necessary observations can be obtained from synoptic weather stations, which,
however, may be far from each other especially in uninhabited remote areas. Of-
ten, the only available snow measurement from a weather station is snow depth.
While suitable for many applications, it does not say much about snow coverage,
especially when the snow depth is small or snow cover is not continuous.
As a further hindrance, snow depth is often not reported from snow-free
weather stations. This is unfortunate because there are weather stations which
do not measure snow depth at all and these two cases are essentially impossible
to distinguish from each other.
Even though weather observations from weather stations, radiosondes, ships,
buoys and aeroplanes are a necessary part of the modern weather forecasting,
there are still large gaps in the observation networks, especially in remote areas
and oceans. These can be partly covered by remote sensing methods, such as
radars and satellites which provide excellent but usually indirect observations in
good spatial and temporal resolution for many kinds of applications. There are
organizations (such as European Organization for the Exploitation of Meteoro-
logical Satellites (EUMETSAT), National Oceanic and Atmospheric Administra-
tion (NOAA)) which operate weather satellites specifically for this purpose.
On the surface, the general features of the snow cover are easy to see by any
observer. In open areas, including grasslands and other areas without trees or
shrubs, the surface can be snow-free, completely snow-covered or more or less
partially snow-covered. From satellites, open areas are relatively easy targets even
though vegetation can be a challenge when the snow depth is small or snow cover
is patchy.
On the other hand, in forests and shrublands snow cover should be considered
in two parts, snow on the surface and snow on the canopy, which can both be snow-
covered or snow free. In typical weather satellite resolutions, these two may be
difficult to handle separately. Thus, a satellite pixel classified as fully snow-covered
may be snow-covered on the surface, on trees or both.
Some weather stations observe and report the state of the ground (defined in
WMO 2015), which can be interpreted as an estimated snow coverage (no snow,
less than half, over half, full snow cover). Unfortunately, at the moment these ob-
servations are only available from manned stations which are expensive to operate
and are often replaced with automatic weather stations.
Typically, weather satellite radiometers measure the radiation on a few sep-
arate radiation bands. In general, older but still operational weather satellite in-
struments (e.g., Advanced Very High Resolution Radiometer (AVHRR)) provide
17
data on 4–5 bands or channels, while more modern instruments (such as Visible
Infrared Imaging Radiometer Suite (VIIRS)) may provide 10–25 channels or even
more. For research purposes, hyperspectral instruments, such as Hyperion on-
board the Earth Observing-1 (EO-1) satellite, which provides 220 channels, can
provide excellent data.
Even though both snow and clouds as seen from space are quite similar in the
visible parts of the spectrum, there are clear differences in the Infrared Radiation
(IR) wavelengths. An example of this is shown in the image pair in Fig. 1, which
covers southern parts of the UK one day after heavy snowfall on December 10,
2017. Heavy snowfall caused material damages, traffic delays and hundreds of
school closures. Two different versions of the same Suomi-National Polar-orbiting
Partnership (NPP)/VIIRS scene are presented. In the true colour image, both snow
and clouds appear practically white, even though for human observer there are
subtle differences in the structural patterns. Snow and clouds are slightly different
when IR channels are employed. Even though for human analysts the differences
are easy to recognize, it is quite a complicated task to convert that knowledge to
a format suitable for computers.
Clouds and snow are usually both highly reflective in the visible band of
the electromagnetic spectrum, but in Near-Infrared Radiation (NIR) or Short-
Wavelength Infrared Radiation (SWIR) bands snow is highly absorptive, as seen in
Fig. 2. Normalized-Difference Snow Index (NDSI), which is defined as:
NDSI =
Rvisible − RIR
Rvisible + RIR
,
where Rvisible is reflectance on the visible band and RIR reflectance on the IR band,
is based on this difference. Depending on the instrument and the measuring bands
available, pixels which are highly reflective on visual bands (either snow or clouds)
can be classified as snow-covered if the NDSI value is over a suitable threshold and
snow-free if NDSI is lower than the threshold.
NDSI or similar ratios have been used for snow detection quite a long time
(Hall and Riggs 2011). However, NDSI snow detection needs improvements in
local scale (discussed e.g., in Härer et al. 2018). In ideal conditions, NDSI provides
good results, but in practice, the conditions are often far from ideal. For that same
reason, reliable modelling of the radiative properties of the snow cover is diffi-
cult. In operational systems, there may be timeliness requirements which prevent
the use of complicated and time-consuming methods. Therefore, an empirical ap-
proach can be beneficial in satellite snow detection.
In Europe, EUMETSAT is the organization responsible for the operating of the
weather satellites. It operates both geostationary (e.g. Meteosat Second Gener-
ation (MSG)) and polar-orbiting (Meteorological Operational Satellite (Metop))
Figure 1 Example images from Suomi-NPP/VIIRS for December 11, 2017, one day
after heavy snowfall in large parts of the UK. On the top left true colour corrected
reflectance, on the top right corrected reflectance for bands M3-I3-M11 (490-1610-
2250 nm). Snow and clouds appear white on the left, but on the right the snow
is bright red, clouds either white or pink. On the bottom, a view towards west
from the top of The Beacon in Malvern, UK, which is located in the middle of the
snow-covered area seen on the top. Suomi-NPP/VIIRS images by NASA Worldview.
Photo: Niilo Siljamo (NS).
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Figure 2 A rough sketch of the spectral reflectances of common ground types and
a water droplet cloud with the channels of common meteorological satellite in-
struments. The reflectances of ground types are based on Baldridge et al. (2009)
and the reflectance of a water cloud is based on an arbitrary image taken on 12
June 2010 02:08 UTC near Barbourville, Kentucky, United States using the hyper-
spectral Hyperion instrument onboard the EO-1 satellite. (Image from Hyvärinen
2011)
weather satellites. It provides data and products based on satellite data for many
applications from the EUMETSAT Central Facility. In addition, there are several
Satellite Application Facilities (SAFs), which are a distributed network of partly
EUMETSAT funded consortiums responsible for operational, research and develop-
ment activities (EUMETSAT 2020). They develop and produce additional products
for specific user groups. For example, SAF on Support to Operational Hydrology
and Water Management (H SAF) produces snow (such as SWE and snow extent),
soil moisture and precipitation products. SAF for Land Surface Analysis (LSA SAF)
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provides shortwave and longwave radiation, albedo, wildfire, vegetation and Land
Surface Temperature (LST) products. The SAFs focus on the use of the EUMETSAT
satellite data, but in some applications, other data is used as well. The satellite
snow product development and validation presented in this thesis has been done
at first as part of the LSA SAF and later in the H SAF.
1.2 PREVIOUS RESEARCH
Remote sensing satellites can be used to cover the gaps in snow coverage obser-
vations. Even though the spatial resolution of the typical weather satellites is not
suitable for high-resolution (about 100 m or better) snow coverage observations,
at least the presence of snow can be detected. There are many previously pub-
lished snow products and algorithms for different instruments onboard different
satellites each with different purposes and merits (see e.g., Paper II). Several bin-
ary (snow/no snow) satellite snow products are available and there are also some
fractional snow cover products developed e.g., by Metsämäki et al. (2012).
One well-known snow product is the Interactive Multisensor Snow and Ice
Mapping System (IMS) which is provided by NOAA/National Environmental Satel-
lite, Data, and Information Service (NESDIS) (Helfrich et al. 2007; Ramsay 1998),
which is a high-resolution multisensor snow product. The IMS product is not based
on a fully automatic algorithm; instead, the production employs human analysts
who merge data from many different sources, including in situ data. Some valid-
ation results for IMS are presented in Chen et al. (2012).
There are many cryosphere products for polar-orbiting satellites operated e.g.,
by NOAA and EUMETSAT. As part of the AVHRR processing packages, there are
often snow products (e.g., Dybbroe et al. 2005). Another method is suggested by
Hüsler et al. (2012) for snow detection over the European Alps.
Snow products based on Moderate Resolution Imaging Spectroradiometer
(MODIS) data have been described by e.g., Miller et al. (2005) and Notarnicola et
al. (2013a,b). MODIS instruments are onboard the Terra and Aqua satellites which
are nearing the end of their lifetime. MODIS will be superseded in many applic-
ations by the VIIRS onboard the NPP and the Joint Polar Satellite System (JPSS)
satellites which have similar channels suitable for snow detection as MODIS (Miller
et al. 2006). A snow product for VIIRS is published by Key et al. (2013). More
details of the VIIRS snow detection are presented in Riggs et al. (2015). Riggs et
al. (2017) describes both MODIS and VIIRS snow cover products. Snow products
based on multiple instruments are presented e.g. by Hori et al. (2017) where an
algorithm, product for AVHRR and MODIS and validation results from 38 years
are presented.
21
There are also some projects which provide or plan to provide snow products
based on one or more satellite instruments (e.g., CryoClim (Solberg et al. 2009)
and ESA CCI Snow (Wunderle et al. 2019)). The main product is often SWE, but
also snow extent products are provided.
For other polar-orbiting instruments, Selkowitz and Forster (2015) presents
a method for automatic mapping of persistent ice and snow for Landsat TM and
ETM+. There is also a similar Sentinel program. Both Landsat and Sentinel have
a repeat interval of several days which limits their use in daily snow detection.
Geostationary orbit does not provide good coverage in polar regions, but there
are several satellites (such as Geostationary Operational Environmental Satellite
system (GOES), Meteosat, FY-2, Himawari) with instruments which are well-suited
for snow detection in mid-latitudes. Romanov et al. (2003) use GOES data for
snow fraction detection and Li et al. (2007) uses it for snow and cloud detec-
tion. For MSG/Spinning Enhanced Visible and Infrared Imager (SEVIRI), there
are several snow extent products, such as the one presented in Paper I (H SAF
MSG/SEVIRI Snow Extent (H31)). Wang et al. (2017) suggest a fractional snow
cover product for the FY-2 Visible and Infrared Spin Scan Radiometer (VISSR).
There are also other satellite instruments which can be used for satellite snow
detection. For example, microwave radiometers are often used for snow products.
While microwave radiometers do not require external illumination (i.e., sunlight)
and cloud cover is transparent in microwave wavelengths, the spatial resolution of
the microwave radiometers is quite coarse (10–15 km or more) when compared
to visible and IR band radiometers. Also, microwave radiometers struggle with
thin snow layers, especially in wet conditions, (Takala et al. 2009) and that is a
limiting factor in meteorological applications where even a thin snow layer should
be detected.
Quite often the primary snow product available is not snow extent or snow
detection product. Other products can be used to estimate snow coverage with
limitations. For example, SWE products such as the one presented by Takala et al.
(2011), may need ancillary data in the product generation (in this case weather
station snow observations).
In a recent paper, Walters et al. (2019) describe shortly the snow model used
in the Met Office Unified Model and the Joint UK Land Environment Simulator.
Recent developments of introducing the H31 product (the product described in
Paper I) into that system was presented by Pullen et al. (2019). Similar trials using
a variant of the H SAF Metop/AVHRR Snow Extent (H32) product are underway
at the Finnish Meteorological Institute (FMI).
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1.3 THIS THESIS
The aim of this work was to develop daily operational satellite snow detection
products for optical radiometers onboard the EUMETSAT MSG and Metop satellites
as part of the LSA SAF and later the H SAF. During this work, two new snow
detection methods were developed.
In the MSG satellites (pictured in Fig. 3), the radiometer is SEVIRI, which
has 12 channels in optical and IR bands. In the first generation Metop satellites
(Fig. 4), AVHRR is used. It has only 6 channels in optical and IR bands and chan-
nels 3A and 3B can not be used simultaneously. The properties of both AVHRR
and SEVIRI channels are presented in Table 1.
These two different satellite snow detection products and algorithms used in
processing them are presented in Papers I and II. These products were developed
as part of the EUMETSAT-funded projects (SAFs) where the author has been re-
sponsible for the development of the snow detection products based on visual and
IR channels. The products the author has been developing are targeted for op-
erational meteorological applications, such as NWP where the accuracy of data is
Table 1 AVHRR and SEVIRI channels and frequencies. AVHRR resolution in nadir
is 1.1 km. AVHRR channels 3A and 3B are not available at the same time. SEVIRI
resolution in nadir is 3 km. SEVIRI channel 12 is a so-called High Resolution
Visible (HRV) broadband channel which has a 1 km resolution. The channels used
in the H SAF MSG/SEVIRI H31 (1, 2, 3, 4, 9, 10) and H SAF Metop/AVHRR H32
(1, 2, 3A, 4, 5) algorithms are in bold.
Metop/AVHRR MSG/SEVIRI
Channel Frequency (µm) Channel Frequency (µm)
1 0.58 – 0.68 1 0.56 – 0.71
2 0.727 – 1.00 2 0.74 – 0.88
3A 1.58 – 1.64 3 1.50 – 1.78
3B 3.55 – 3.93 4 3.48 – 4.36
5 5.35 – 7.15
6 6.85 – 7.85
7 8.30 – 9.10
8 9.38 – 9.94
4 10.30 – 11.30 9 9.80 – 11.80
5 11.50 – 12.50 10 11.00 – 13.00
11 12.40 – 14.40
12 (HRV) 0.4 – 1.1
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Figure 3 Schematic picture of the geostationary MSG satellite which has the
SEVIRI instrument on board. Image ©EUMETSAT 2020
preferred to the completeness of the coverage. Paper III and Paper IV describe the
background of the work in a larger context and Paper V touches on the practical
side of the snow research.
The author gained practical experience of snow measurements in the Snow
Reflectance Transition Experiment (SNORTEX) campaign near Sodankylä, Finland
during the winters 2008–2010 when he took part in snow measurements in situ
(e.g., snow pit measurements). Some of these measurements are described in
Paper V. The SNORTEX campaign is described in more detail in Manninen and
Roujean (2014). During the SNORTEX campaign, aerial photos were taken by a
directly downward-pointing automatic camera system described in Manninen et
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Figure 4 Schematic picture of the polar-orbiting Metop satellite which has many
instruments onboard. Only the AVHRR/3 instrument is relevant in this work. Im-
age ©EUMETSAT 2020
al. (2009) and Manninen et al. (2012). Some of these photos are shown later in
Figs. 6, 8, 10 and 11 which present examples of the different features of the snow
cover.
Before SNORTEX, the author participated in an aerial measurement campaign
in Sodankylä in spring 2004. It was an especially educational experience to see
the complexity of the snow cover from a helicopter flying at different altitudes.
During that campaign, the author took photographs which illustrate the typical
features of the snow cover in boreal forests which must be taken into account
when developing satellite snow products.
In situ observations from weather stations can be complemented by a wide
spectrum of snow measurements made during snow measurement campaigns. Pa-
per V describes snow surface roughness measurements which were made as part
of the SNORTEX campaign. Some experiments to measure snow coverage using
different methods were also made during and after SNORTEX, but these results
have not been published.
Two of the SAFs are relevant for this work. At first, snow products were
developed by Swedish Meteorological and Hydrological Institute (SMHI) in the
LSA SAF which is still processing the products described in Papers I and II. Dur-
ing the development of the first version of the MSG/SEVIRI snow product, FMI
took over the responsibility of these snow products. Paper III gives a general view
of the LSA SAF after the first products, including one snow product (MSG/SEVIRI,
Version 1), had reached operational status. The paper also presents validation
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results based on comparison with the NOAA/NESDIS IMS product, which were
updated for a slightly longer period in Paper IV. Later, all LSA SAF snow products
were transferred to H SAF even though the processing and distribution of the trans-
ferred products remain in the LSA SAF.
Paper IV presents comparison results of several snow products based on satel-
lite data and NWP model analyses before the development of the products de-
scribed in Papers I and II. In that paper, two pure satellite snow products (MODIS
and MSG/SEVIRI, Version 1), two NWP snow analyses (European Center for
Medium-Range Weather Forecasts (ECMWF) and HIRLAM) and the IMS snow
product were compared. The results suggested that NWP snow analysis would
greatly benefit from satellite-based snow cover information.
The targeted users of the snow products developed in the LSA SAF were NWP
and other meteorological applications. Discussions with NWP experts confirmed
that they prefer uniform single instrument products that do not employ other data
sources, such as surface observations. This has been kept in mind during the de-
velopment of the H31 and H32 products. Often, these requirements exclude snow
products which are calibrated by surface observations (e.g., SWE).
The first version of the MSG/SEVIRI snow product was a simple by-product of
cloud masking, which had practically no room for improvements in the snow de-
tection. The idea of an empirical approach (described in more details in Chapter 3
and Paper II) to the satellite snow detection had been formed and the algorithm
development started before the writing of Paper IV. The second redesigned ver-
sion of the MSG/SEVIRI snow detection algorithm (and operational code) was
developed in 2007. The necessary review process of operational products with val-
idation is time-consuming and the second version did not reach operational status
until April 2009. This product is currently available as H SAF H31 (MSG/SEVIRI)
snow extent product and is described in Paper I.
A similar snow detection product was planned for the Metop satellites. The
first Metop satellite reached operational status in May 2007, but the development
of the Metop/AVHRR product did not start until some time after the MSG/SEVIRI
product reached operational status. The same development philosophy was used
and the production of the current H SAF H32 (Metop/AVHRR) snow extent
product started in 2016. The year 2015 was backprocessed. Operational status
was reached in July 2018. This product and validation results based on weather
station data are presented in Paper II.
In the following chapters of this thesis, the focus is on the empirical approach
to satellite snow detection development described in Papers I and II.
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2 A VIEW FROM ABOVE
The introductions of Papers I and II describe shortly the characteristics and the
difficulties of the snow cover measurements from the viewpoint of the satellite
snow product developer.
Snow cover is highly variable both in time and space. The photo in Fig. 5
shows many typical variable features that complicate snow detection. First, there
are scattered clouds and shadows of clouds, which can be a source of misclassific-
ations, especially in cases when small clouds cover parts of the grid cell. Secondly,
the patchwork of fields, forests and towns create small scale variability which is
easy to recognize in high-resolution images such as aerial photos, but in lower res-
olution weather satellite imagery these small-scale features blend into each other.
In general, much of the surface variability is in the scales much smaller than
Figure 5 Aerial view of the snow-covered landscape in Germany in March 2006.
The photo shows the highly variable and almost chaotic nature of the snow-covered
view seen from satellites. Many features complicating the snow detection are
present, such as clouds, shadows, variable vegetation and forests. Photo: NS.
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Figure 6 The size of the trees and tree densities vary in forests. A single satellite
pixel is usually a mixture of forests, fields, lakes and other land cover types. Photo:
left NS, right FMI.
satellite resolution (Metop/AVHRR 1 km at nadir, MSG/SEVIRI 3 km at nadir),
especially when the satellite is near the horizon. The surface inside one satellite
pixels is practically always a mixture of open areas, forests, lakes and built-up
areas when larger water bodies are excluded. This is especially relevant for geo-
stationary satellites, such as MSG, because much of the seasonal snow is near the
edge of the detection disk where the resolution can be much lower (about 6 km
in Britain and about 10 km in Southern Finland for MSG/SEVIRI). Still, there is
annual seasonal snow in the flatland areas in lower latitudes in the Middle East,
the Tibetan Plateau and, as an example from Africa, in Lesotho in southern Africa
(Wunderle et al. 2016), which snow cover algorithms should detect.
Forests are highly variable in themselves (see e.g., Crowther et al. 2015). There
are many kinds of trees which form the canopy and changing understory with
twigs and shrubs. Sometimes trees grow in dense forests, but in other areas, trees
are sparse and even then small in size. Deciduous forests are often practically
transparent from satellites during the winter when trees are leafless, but evergreen
forests can prevent snow detection almost completely. The photos in Fig. 6 present
the effect of variable forest density and tree size in Finnish Lapland. The effects
of the vegetations, especially the forest canopy, are discussed in Manninen and
Jääskeläinen (2018) where they show that snow is darker at the forest floor than
in open areas even when the snow itself is not different. This effect is visible in
the photo presented in Fig. 11.
Two especially interesting phases of the seasonal snow cycle from the snow
detection point of view are new snow on bare ground and the melting season
when bare patches start to appear in the continuous snow cover. New snow layers
may be very thin and may not cover the surface completely. This is especially
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Figure 7 New snow layers are often thin and uneven (photo on the left and top
right). Snow cover is especially variable during the melting season when small-
and large-scale melting patterns mix and some areas are completely snow-free
and others are still almost fully snow-covered (two photos on the right, middle
and bottom). Photos: NS.
common in very rough areas where snow tends to accumulate in sheltered spots
or near obstacles during windy weather, but even on grass unevenness can be
seen (examples in Fig. 7, left and top right). When snow melts, the first snow-
free patches are often the thaw circles which form around obstacles such as tree
trunks and stones (seen in the top left in Fig. 8). Snow melts faster also on sunny
slopes. Melting continues unevenly until snow can be seen only in some sheltered
cold spots or in places where larger amounts of snow have accumulated. This can
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Figure 8Melting patterns seen from a helicopter. Note the melt patches around the
tree trunks on the top left photo and melting water covered bog on the bottom left.
Snow in ditches is the reason for the striping in the bottom right photo. Photos:
FMI except top left NS.
be seen quite well in the bottom right photo in Fig. 8, where snow in ditches is
seen as white stripes. During the melting, meltwater can cause local flooding and
sometimes, especially in wetlands near lakes and rivers, a mixture of snow and
water can cover large areas (example in Fig. 8).
Another reason for the variability is the snow on trees. Examples are shown
in the photos in Fig. 9. This phenomenon is often short in duration because tem-
perature changes and wind can clear the trees soon after the snowfall, but at least
some snow may stay on trees even days or weeks. Snow on trees can have a signi-
ficant role in the snow detection when evergreen canopy is covered by snow, but
it also has a role in deciduous forests when the snow sticks on the tree trunks and
branches.
Much of the variability is on the surface itself but parts of the variability are
more or less related to the observing technology (viewing angles, resolution). In
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Figure 9 Snow on trees. In the top right and middle, evergreen trees, in the top
left and bottom, deciduous trees. In the top right, so-called tykky which forms in
special conditions covers fir trees almost completely. Example of snow stuck on
the tree trunks in the photo below. Photos: top right Pirkko Pylkkö, others NS.
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Figure 10 The viewing angle changes the view from satellites. In nadir, trees cover
only the small area under the tree, but when seen from angles near the horizon,
the surface area obscured by one or more trees is much larger. The area directly
under the tree is not visible in nadir, but not covered when seen from a higher
angle. Photo: FMI.
addition, there are large-scale features, which limit the use of optical remote sens-
ing (clouds, darkness). Even though satellites detect the surface from high alti-
tudes (Metop about 817 km and MSG about 35786 km), the viewing angle can
be quite high near the edge of the swath (polar satellites) or near the edge of the
detection disk (geostationary satellites). One characteristic difference between
geostationary and polar satellites is that the former always see a certain location
from the same angle while the latter observe the surface from a different angle
every time. The significance of the viewing angles is illustrated by the photo in
Fig. 10 where the trees near nadir cover only a small area directly under the tree
while the trees away from nadir cover bigger area behind the tree but the area just
under the tree is visible. At very low angles, there may be many trees between the
camera (or radiometer) and the surface.
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Figure 11 Photo on the left shows that in cloudy conditions snow cover between
trees is evenly grey or white. The darkening effect between trees in dense spots
is also visible. However, in clear sky conditions which are required for optical
satellite snow detection, shadows of the trees create highly variable lighting over
the snow cover (photo on the right). Photos: FMI.
Satellite instruments using optical and IR channels for snow detection require
clear sky conditions. As shown in the photo in Fig. 5, clouds cover the surface
and prevent snow detection. Sometimes thin cloud layers are transparent and
snow detection may be possible, but this may be difficult to achieve by automatic
algorithms. On the other hand, cloud-free conditions during the day mean that
there are shadows. Especially in high latitudes where the sun is near the horizon
during the snow season, shadows can cover much of the surface as seen in Fig. 11.
The use of the optical instruments requires that the surface is illuminated. This
is a serious problem during the winter when long nights make the snow detec-
tion difficult or impossible in snow-covered polar regions (see Fig. 12) even in
cloud-free conditions. There are some instruments (e.g., VIIRS onboard Suomi-
NPP and JPSS satellites) with special day/night channel, which may have poten-
tial for nighttime snow detection together with other channels used for removing
fog and clouds. At the moment, such channels are not planned for EUMETSAT
satellites.
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Figure 12 Moon shining during the polar night in Muonio, Finland. Snow-covered
surface is visible, but the moonlight is not bright enough for the instruments used
in the algorithms presented in this work. In the future, satellite snow algorithms
may employ day-night band data provided by some instruments, such as VIIRS.
Photo: Merikki Lappi.
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3 ALGORITHMS
3.1 EMPIRICAL APPROACH
The H31 and H32 snow products have been developed for meteorological applic-
ations, especially NWP. The main principles considered during the development
were:
directness Snow cover classification is done first without any kind of preceding
cloud masking which could introduce additional limitations and even er-
rors to the snow detection algorithm. The algorithm aims at finding snow-
covered and snow-free pixels, other pixels are set as unclassified.
accuracy Snow cover classification aims at accuracy instead of coverage. While
in many other applications, large coverage is preferred, this approach is pre-
ferred by the NWP community (C. Fortelius and L. Rontu, personal commu-
nication at FMI).
single-source data Only satellite data from a single instrument will be used. Lim-
ited use of static data (such as land cover classification) and other products
based on the same instrument and processed in the same system (such as
LSA SAF LST) is possible.
In the Introduction, some of the features and phenomena which make the satel-
lite snow detection a rather complicated task were described. The complexity of
the snow cover suggests that there are no simple analytical methods for snow de-
tection which work in all areas and in all snow cover conditions. Thus, an empirical
approach may be more appropriate and better suited for satellite snow detection.
However, the empirical approach requires much more work at the start of the de-
velopment process, because there must be observations which are the basis of the
algorithm.
The empirical approach means that the product is not based solely in such
concepts as NDSI or similar simplified ways to distinguish snow-covered and snow-
free surfaces or clouds, as there are lots of borderline cases, which may not be
classified correctly by such methods.
As described in Papers I and II, the development of both algorithms was started
by creating a subjectively classified data set using the data from the instrument for
which the algorithm will be developed. These development data sets were created
by manually classifying a large number of pixels in satellite images to different
classes and then collecting all available data from those pixels (radiances, bright-
ness temperatures, land use, sun and satellite angles etc). This development data
set can then be analyzed in many ways to find out the best ways to detect snow and
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snow-free pixels. The development data sets created consist of a large number of
manually classified pixels. The MSG/SEVIRI data set has about 509,000 and the
Metop/AVHRR dataset about 609,000 classified pixels which cover different land
cover types, different snow conditions and different cloud-covered pixels.
3.2 PROCESSING CHAIN
A generalized flow chart of the H31 and H32 snow product generation is presented
in Fig. 13. As the aim was to develop a daily snow detection product, the product
generation was split into two phases. The first phase (SC1) is the snow detection
in a single satellite image. In the case of H31, this single image product is gener-
ated every 15 minutes for the full MSG/SEVIRI disk. Every day there will be 96
single image snow products covering the same area. In the H32 product, the single
image product is generated every three minutes for each Product Dissemination
Unit (PDU). During one day, there are 480 such images, which cover practically
the whole surface of the Earth.
The second phase (SC2) consists of the necessary operations needed to com-
bine single image products into one daily snow extent product. For the H31, this
means counting the different classifications in each pixel in all 96 images and then
deciding the final daily classification for each pixel. This is a straightforward pro-
cess, which is described shortly in Table 3 in Paper I.
For the H32, the process required for the generation of the global daily product
is slightly more complicated because every PDU snow product covers a different
part of the globe. The daily product is created by reprojecting each PDU product
pixel from oldest to youngest to the 0.01× 0.01 degree lat-lon grid and then ap-
plying some smoothing based on 3× 3 pixels around each pixel in the lat-lon grid
(see details in Table 4 in Paper II).
Production in two phases has the additional benefit of flexibility which was
not anticipated at first. Even though the original requirement described in the
project documentation is to produce daily products in predefined grids (satellite
grid for H31 and global lat-lon grid for H32), intermediate SC1 products can be
used to generate additional or tailored products for specific users. For example, the
intermediate H32 SC1 product can be used to produce “snow barrels” i.e. 10× 10
pixel distributions which may be better suited for NWP data assimilation, but the
feasibility studies are still underway.
Both H31 and H32 are produced in the LSA SAF processing environment.
Products are distributed via EUMETCast and are also available from the LSA SAF
website in HDF5 format.
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UNIT 1
Derive snow cover
● Single image snow (SC1)
UNIT 2
Derive daily snow cover
● Daily snow (SC2)
● Temporal integration
● Reprojection/merging
Inputs (single image):
Radiances
Brightness temperatures
Aux data:
Sun and Sat angles
Land use + water mask
Coordinates (lat, lon, h)
LST (if available)
Output file (HDF5):
Snow Cover (SC1)
● Satellite grid
Inputs (daily):
Output files from Unit 1
● SC1 files
● 96 files (H31) or
● 480 files (H32)
● Coordinates (if PDU)
Output file (HDF5):
Daily Snow Cover (SC2)
● Global (0.01º grid) or
● Full MSG Disk
Figure 13 Simplified flow chart of the processing of the H31 (MSG/SEVIRI)
and H32 (Metop/AVHRR) snow products. In both versions, single image snow
products (SC1, mainly for internal use) are produced when new images are avail-
able (every 3 minutes for H32 and every 15 minutes for H31). At the end of the
day, single image products are merged and daily snow cover files (SC2) are pro-
duced, distributed and archived.
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3.3 ALGORITHM DEVELOPMENT
In the LSA SAF production system, radiances and brightness temperatures of dif-
ferent channels are readily available. When the algorithm development started,
the development data was collected from these files without converting the data to
reflectances. Because practically all of the classification rules are based on chan-
nel ratios or ratios of channel differences, this perhaps poor choice was not fatal
and the algorithm development was successful. Later, when the H32 algorithm
was modified for testing purposes to use the AVHRR Global Area Coverage (GAC)
data, reflectances were converted to radiances and the modified algorithm could
be used successfully.
The development data sets were analyzed and visualized so that classification
rules could be developed. Fig. 14 from Paper I, shows one way to present the
collected data. The data can be presented as 2D and 3D plots of channel ratios,
channel differences or any other combination of collected data so that methods
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Figure 14 Example of the probability densities of the scatterplots based on the
development dataset for MSG/SEVIRI (radiance ratio R3/R2 vs brightness tem-
perature difference ∆TB = TB10 − TB4(K)). The thick black and blue lines show
thresholds for SNOW (black) and NO SNOW (blue), based on the rules used in the
MSG/SEVIRI algorithm. SNOW: rules (R9)–(R12) and NO SNOW: rule (R14) as
described in Paper I. (Excerpt of Figure 1 in Paper I).
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separating different classifications can be found. The example in Fig. 14 shows a
2D probability density plot of the brightness temperature difference of the SEVIRI
channels 10 and 4 and radiance ratio of the channels 3 and 2 (see Table 1).
Use of the MSG/SEVIRI channels 2 and 3 is based on the differences of the
spectral properties of snow and clouds on these channels in a similar way as in
NDSI. Similarly, the brightness temperature difference of channels 10 and 4 helps
in separation of snow and clouds. As can be seen in the figure, different classifica-
tions have some overlap, but different clouds, snow free surface and snow covered
surface typically have different distributions in this plot. The black and blue lines
in the figure present some of the classification rules relevant to this density plot.
Other rules are needed to improve the classifications in overlapping cases.
During the development, different algorithm candidates were used to create
snow cover images which were then compared to RGB images or sometimes to
other satellite products to find out any kind of misclassifications. In some cases,
Google Streetview images were used to see the surface features present in the area.
Based on the results, the algorithm candidate was modified so that the classific-
ations could be corrected or, in some cases, completely removed. The stable and
final SC1-phase algorithm versions consist of 21 and 23 rules for the MSG/SEVIRI
and Metop/AVHRR products, respectively.
During the development of the SC1 algorithms, the development of the daily al-
gorithm was also started. The algorithm used to merge single image SC1 products
to create the daily H31 MSG/SEVIRI product consists of 7 rules. For the daily H32
Metop/AVHRR product, the SC1 products must first be reprojected to a global grid
and then smoothed using an algorithm consisting of 12 rules.
The complete snow extent algorithm consisting of the single image and daily
parts for the H SAF MSG/SEVIRI H31 product is presented in Paper I and for
H SAF Metop/AVHRR H32 in Paper II. They are also described in the official
product documentation available on the LSA SAF and H SAF websites.
Examples of the H31 and H32 products for March 22, 2019, are shown in
Figs. 15 and 16, respectively.
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Figure 15 Example of the daily H31 product for March 22, 2019.
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4 VALIDATION
4.1 OBSERVATION SOURCES
Validation is an essential part of the development of operational products. Valida-
tion is needed to confirm that the product is valuable, provides reliable information
and meets the requirements for operational use. The major challenge in the val-
idation of any snow-coverage product is the lack of easily available observations
of the snow coverage, especially in areas where snow cover is not continuous. For
further development and better validation, observations of the snow (or lack of
snow) on canopy would be valuable, but such observations are even more difficult
to obtain.
The best option for any satellite product validation would be high-quality in
situ observations. Thus, for satellite snow extent or fractional snow cover products,
observations of the snow coverage (percentage of the snow-covered surface or
similar) would be the best choice. Unfortunately, such datasets are not available
operationally i.e., in high temporal resolutions (preferably at least daily) and from
large areas. Such observations would be invaluable when the edge of the snow-
covered area is searched.
There are at least two possible solutions for this lack of observations. One can
use observations from the synoptic weather stations which do not measure snow
coverage, but usually provide at least snow depth observations and sometimes the
state of the ground observations which are rough estimates of the snow cover-
age. The other option could be a measuring campaign, where some methods for
measuring or estimating snow coverage can be used.
One validation option would be the use of other satellite snow products, but
this option is not completely satisfactory. Even when the product under validation
matches the baseline product closely, there is no way of knowing which of the
products is more correct in areas where the products differ. This method was used
in Paper I. Also the use of weather model snow analysis has been considered (see
also the Paper IV). If in the future satellite snow products will be used in the
weather model analysis, this may not be a suitable data source for validation as
the validation data is not completely independent of the satellite product.
During this work, many ideas for snow coverage measurements were con-
sidered, tried and rejected for different reasons. Some of the ideas tried in practise
were:
knotted string In this method, a 100 m string has markings at 1 m intervals
(knots). The measuring team pulls the string in a straight line and counts
snow-covered and snow-free points. This may be repeated several times in
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slightly different spots to improve the number of observations in each site.
These counts must then be converted to coverage estimates. The method is
rather expensive (labour costs) and time-consuming.
drones Aearial images from drones provide high spatial resolution (< 1 m) data
about snow coverage, but analysis of the snow coverage requires either lots
of manpower or a high-quality snow detection algorithm for the drone pho-
tos. Collecting daily drone imagery from large areas is also challenging.
moving car One way to gather snow coverage observations is a car-based obser-
vation team. An observer can estimate the average snow coverage from a
moving car at small intervals (e.g. 30 seconds) and save the estimated value
using an automated system which saves the GPS coordinates, time of each
observation and perhaps photos for later checking of the estimates. This
method needs a two-person team of driver and observer and has some biases
which may be difficult to avoid or correct. The snow cover near the roads
is never natural (snow ploughed from the road, faster melting) and espe-
cially in forests, it is difficult to estimate the snow coverage far away from
the road. However, this method has some potential because it can provide a
large number of observations from relatively large areas. With some devel-
opment and improvements, this method could produce additional regional
validation data.
social media Photos in social media have been used successfully as meteorolo-
gical observations (Hyvärinen and Saltikoff 2010). There are tools which
can be used for fast selection and classification of suitable images, but there
are many issues which may make the use of social media photos cumber-
some such as privacy and copyright requirements or location and timing
inaccuracies.
crowdsourcing Weather (including snow) observations could be collected using
mobile applications. E.g. the FMI Weather app includes this capability, but
currently, snow coverage is not one of the observation types supported. The
reliability of crowdsourced observations is also uncertain because the ob-
servers are usually untrained and sometimes even malicious.
The best coverage for validation can be achieved by using weather station ob-
servations as described in section 3b (Surface observations for validation) in Paper
II. In short, the surface observations of snow depth and the state of the ground are
converted to binary form (snow/no snow) and partial coverage is handled sep-
arately by converting partial values to snow-free or full snow cover. Partial snow
cover cases can also be excluded from the validation. All three options were tested
and the results presented in Paper II.
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4.2 VALIDATION MEASURES
The validation measures are calculated using the counts of cases on the contin-
gency table shown in Table 2. Following the terminology of Jolliffe and Steph-
enson (2012), cases where the satellite detected snow are either Hits, a, when
the satellite correctly detected snow, or False Alarms, b, when surface observation
does not report snow. Similarly, cases where the satellite detected snow-free sur-
face are either Correct Rejections, d, or Misses, c, when surface observation shows
the presence of snow.
However, the snow cover has a strong seasonal cycle, and during the northern
summer, there are relatively few snow observations compared to no-snow observa-
tions, which means that d is much larger than the other values. The validation of
snow products is complicated, because in the cases where one category dominates,
the most common validation measures degenerate to trivial values.
A quite comprehensive list of validation measures is presented in Hogan and
Mason (2012). The validation measures used and their behaviour when d domin-
ates are described below (and in Paper II).
One of the most commonly used validation measures Proportion Correct
PC =
a + d
a + b + c + d
,
tends to 1 if d dominates. For other measures, this might not be as self-evident,
but can be seen when the measures are shown as the function of two conditional
probabilities Hit rate, (H)
H =
a
a + c
,
and False Alarm Rate (F)
F =
b
b + d
,
Table 2 Contingency table of the comparison between two categorical snow ana-
lyses. The symbols a-d represent the number of cases in each category.
Analysis 2 (baseline)
Analysis 1 Snow No snow
Snow a (Hit) b (False Alarm)
No snow c (Miss) d (Correct Rejection)
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and the base rate (s)
s =
a + c
a + b + c + d
.
In the perfect analysis, H should be 1 and F should be 0.
Now PC is
PC = (1− F)(1− s) + Hs,
and dominating d implies s→ 0 and F → 0, so PC tends to one using this notation
also, as it should.
Slightly counter-intuitively, the often-used replacement for PC, Critical Success
Index, which ignores Correct Rejections and is therefore used in cases when d
dominates, also degenerates. Its definition is
CSI =
a
a + b + c
=
H
1+ F(1− s)/s ,
and when there are very few snow observations (s → 0), CSI will tend to zero.
Also the Heidke Skill Score (the PC corrected for random hits)
HSS=
2(ad − bc)
(a + c)(c + d) + (a + b)(b + d)
,
will tend to zero. On the other hand, the False Alarm Ratio (FAR)
FAR=
b
a + b
=

1+ (
s
1− s )
H
F
−1
will tend to one, while in the perfect analysis it should be 0.
BIAS is used quite commonly in validation. It is defined as
BIAS=
a + b
a + c
=
(1− s)F
s
+ H,
which in the perfect analysis should be 1. It is not affected by dominating d.
A measure that does not degenerate is the Symmetric Extremal Dependence
Index (SEDI)
SEDI =
ln F − ln H + ln(1−H)− ln(1− F)
ln F + ln H + ln(1−H) + ln(1− F)
that in the perfect analysis should be 1. The SEDI can be used to assess whether
there is a real drop in quality of the snow product in summer or is it because of the
characteristics of the validation measures used. If either F or H is zero or unity,
SEDI is not defined. When either F or H was zero, a very small number (0.0001)
was added to the numerator and denominator in the calculation of H and F. This
was done purely for visualization purposes so that all cases would be plotted in
Figs. 17 and 18.
4.3 VALIDATION RESULTS
In Paper II (Figs. 5–7), validation results are presented only for the Metop/AVHRR
product, but the same validation procedure was also applied to the MSG/SEVIRI
product from 2013 onwards. Before that, there were no easily available snow
observations in the FMI observations database. The results of the validation are
presented in Figs. 17 and 18 for the validation option where partial snow is con-
verted to snow-free.
Subplots of both figures present time series of different validation measures.
On the top left, the daily number of snow pixels is shown in light blue. When
one correct classification dominates, even a small number of misclassifications can
cause unexpected behaviour and emphasize misclassifications unnecessarily. For
this reason, daily values are colour-coded: dark green data points mark the days
where d ≤ 20(a + b + c) i.e., the proportion of correct snow-free observations is
not too large, light green marks the days when d > 20(a + b + c) and orange the
days where d dominates (d > 200(a + b + c)). In practice, this erratic behaviour
happens during the northern summer when seasonal snow cover in the well-lit
regions is at its minimum.
Even a single misclassification caused by, for example, a thunderstorm, certain
surface features or even unrepresentative surface observations, can change the
results significantly even when practically all other classifications are correct. This
can be seen quite well in PC and F , which show that the results are nearly perfect
in these days even though more sophisticated measures, such as the HSS may show
much more variability. When the winter begins in the Northern Hemisphere, the
snow-covered area becomes larger and the number of Hits, a, grow and Correct
Rejections, d, decrease, the validation measures stabilize and improve greatly and
stay at a high level most of the winter and spring.
Even though misclassifications are relatively rare, during the northern summer
they do show in some of the validation measures. Both products (H31 and H32)
provide excellent results during the northern winter and spring when the snow
cover has the highest potential impact on weather, but the results are still very
good even during the summer considering that SEDI is still reasonably high.
These surface observation-based validation results strongly suggest that the
empirical approach used in the MSG/SEVIRI and Metop/AVHRR snow extent
products can produce reliable snow coverage data, especially during the north-
ern winter and spring.
Figure 17 MSG/SEVIRI (H31) validation measure time series, partial classifica-
tions converted to snow-free. Each day is colour-coded to indicate whether the
proportion of correct snow-free observations is so large that most of the validation
measures degenerate (indicated by light green and in the most extreme cases by
orange). Light blue marks the number of satellite snow observations per day.
Figure 18 Metop/AVHRR (H32) validation measure time series, partial classific-
ations converted to snow-free. Each day is colour-coded to indicate whether the
proportion of correct snow-free observations is so large that most of the validation
measures degenerate (indicated by light green and in the most extreme cases by
orange). Light blue marks the number of satellite snow observations per day.
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5 FUTURE
Snow extent products, such as the ones presented in this work (Papers I and II),
may be well suited for NWP data assimilation even though snow extent products
do not provide direct data about SWE or snow depth. Neither of the snow products
presented in this work have been assimilated in the operational NWP, but there
are at least two ongoing projects which aim for operational snow data assimilation.
In the Met Office, the work is nearing operational status (Pullen et al. 2019). At
FMI, a variant of the Metop/AVHRR H32 product is in the assimilation trial phase,
where so-called “snow barrels” have been used to create artificial snow observa-
tions which are then going into the assimilation system along with the weather
station observations.
The MSG/SEVIRI and Metop/AVHRR algorithms are developed for EUMETSAT
satellites and they are only used operationally to process data from EUMETSAT-
operated satellites (MSG and Metop). The SEVIRI instrument is only onboard MSG
satellites, but different versions of the AVHRR instrument have been used also on
NOAA operated satellites. Currently, the Metop/AVHRR algorithm relies on the
availability of the channel 3A, which is only available on AVHRR/3, first onboard
NOAA-15 launched in 1998. The current algorithm has been successfully modi-
fied to use reflectance data based on AVHRR GAC data. The current operational
algorithm or the modified reflectance-based version could be used to process all
AVHRR/3 data, but processing scenes without channel 3A requires more work.
The next generation of EUMETSAT satellites will supersede the current MSG
and Metop satellites in the early 2020s. The MSG series satellites will be re-
placed by the Meteosat Third Generation (MTG) with the Flexible Combined Im-
ager (FCI), which has 16 channels (SEVIRI has 12 channels) and better resolution
(1 km instead of 3 km at nadir). The Metop satellites and the AVHRR instrument
onboard them will be superseded by Meteorological Operational Satellite - Second
Generation (Metop-SG) with the new Meteorological Imager (METimage) which
is a considerable improvement (20 channels) on rather outdated AVHRR (6 chan-
nels, 5 in simultaneous use). It also has better resolution (500 m instead of 1 km
at nadir).
A similar empirical approach will be used to develop snow extent products
for these new satellites. The first MTG/FCI launch is planned for 2021 and
Metop-SG/METimage launches from 2022 onwards.
High-quality in situ snow coverage observations would be valuable in satellite
snow product development. New ways to measure snow coverage either in cam-
paigns or operationally would benefit the development of satellite snow products.
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6 CONCLUSIONS
Snow is one of the key components of the global climate system. It has a strong
influence on energy transfer, temperatures and many ecological features, but it also
has a large impact on societies when it comes to water security, energy production
and traffic. Snow cover changes are an important part of the climate change.
In NWP, Satellite-based snow products can improve snow analysis and this
may help to improve weather forecasts at least on the local level. Dedicated snow
products for meteorological applications are valuable in NWP.
The main contributions of this thesis are:
• The empirical approach has been used for satellite snow product develop-
ment. This approach takes into account the natural variability of the surface
features such as vegetation and the snow itself.
• Two snow detection algorithms and products based on them have been de-
veloped. Both products have reached operational status and are freely avail-
able.
• Both products have been validated using reliable surface observations. Valid-
ation results show that both products estimate the snow cover extent accur-
ately. The surface observation-based validation period for the MSG/SEVIRI
product is over 6 years and for the Metop/AVHRR over 4 years.
• Preferences of the NWP community have been considered and taken into
account in the product development. The target is reliable snow detection
where accuracy is preferred to coverage, i.e., it is better to avoid misclassi-
fications than unclassified pixels.
Especially important for the future of these and similar products is that there
are people and organizations which use the products. When the operational satel-
lite products aim for NWP applications, there are two relatively time-consuming
phases. Both operational product development and changes in NWP systems re-
quire careful testing before changes can be made in the operational system. It
is, therefore, very positive that both snow products have found interested users.
The MSG/SEVIRI product has been tested actively at Met Office and it seems
likely that operational use in NWP analysis will begin during 2020. The polar
Metop/AVHRR product reached operational status 2018 and there are now ongo-
ing trials at FMI where the feasibility of the Metop/AVHRR product is studied. For
these trials, a new product version based on the intermediate version (SC1) of the
Metop/AVHRR product has been provided.
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No product is perfect. There are always misclassifications which should be
removed by algorithm improvements. Algorithm improvements may allow classi-
fication of the cloud-free pixels which are not classified by the current algorithm.
Especially, partial snow cover at the edges of the snow-covered area needs more
attention. For that, more and better surface observations of the snow coverage are
needed.
New satellites and more powerful computers may allow the development of
better snow detection algorithms. Development data sets must still be collected by
hand, but machine learning and other artificial intelligence methods may benefit
the algorithm development.
Validation will always be an integral part of the product development and for
that good coverage of reliable high-quality surface observations are essential. New
methods for measuring snow coverage are needed urgently.
While the focus of this work is in the development of operational snow detec-
tion products for operational applications, the scientific side of this work is not
negligible. Paper I has been cited 26 times at the time of writing and Paper III,
which describes LSA SAF and its products, has been cited 115 times.
Even though this work is only a part of a larger picture, the empirical approach
to satellite snow detection has potential for future applications.
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ABSTRACT
Snow cover plays an important role in the climate system by changing the energy and mass transfer between
the atmosphere and the surface. Reliable observations of the snow cover are difficult to obtain without sat-
ellites. This paper introduces a new algorithm for satellite-based snow-cover detection that is in operational
use for Meteosat in the European Organisation for the Exploitation of Meteorological Satellites Satellite
Application Facility on Land Surface Analysis (LSA SAF). The new version of the product is compared with
the old version and the NOAA/National Environmental Satellite, Data, and Information Service Interactive
Multisensor Snow and Ice Mapping System (IMS) snow-cover product. The new version of the LSA SAF
snow-cover product improves the accuracy of snow detection and is comparable to the IMS product in
cloud-free conditions.
1. Introduction
With the growing number of satellite platforms and
improvements in the processing and transmission of dig-
ital data obtained from them, it has become possible to
obtain frequent snow-cover information in near–real time
through a variety of different sources. Retrieving snow
products from satellite data is still a challenging task.
Topography, heterogeneity in snow distribution, the ef-
fects of slope, aspect, land use, wind, and other factors in
the accumulation and melting periods of snow make it
difficult to retrieve snow products from satellite data.
At present, the most useful satellite orbits for snow
detection at high latitudes are the near-polar orbit [used
by, e.g., the National Oceanic and Atmospheric Adminis-
tration, the Earth Observing System (EOS), Meteorologi-
cal Operation (MetOp), the future National Polar-orbiting
Operational Environmental Satellite System (NPOESS)
Preparatory Project (NPP), and the future Joint Polar
Satellite System (JPSS) satellites] and the geostationary
orbit [e.g., Meteosat, Geostationary Operational Envi-
ronmental Satellite (GOES), and Feng Yun 2 (FY-2)].
Both orbits have their strengths and weaknesses. In high
latitudes, where snow is most often present, the instru-
ments on board geostationary satellites have low viewing
angles, resulting in poor spatial resolution, whereas high
spatial resolution is an advantage of polar-orbiting satel-
lites. Instruments on board geostationary satellites also
have a constrained view of the earth, while polar-orbiting
satellites offer a global view. On the other hand, geo-
stationary satellites offer excellent temporal resolution
compared to polar-orbiting satellites. While polar-orbiting
satellites can produce 1–4 daily images from a specified
region in high latitudes, geostationary instruments pro-
duce images for a specified region every 15 min. Satellites
in a highly elliptical Molniya orbit (Kidder and Vonder
Haar 1990) would offer geostationary-like observations
with a better viewing angle for high latitudes, but such
satellites for meteorological use are only in the plan-
ning stages (e.g., Riisholgaard 2004).
This paper introduces a new geostationary snow-
cover product for Spinning Enhanced Visible and In-
frared Imager (SEVIRI) on board the second generation
of Meteosat (MSG) satellites. SEVIRI has 11 channels in
visual and IR areas of the radiomagnetic spectrum and
represents the state of the art in geostationary imager
instruments until the arrival of the next generation of
geostationary satellites and their instruments [e.g., Ad-
vanced Baseline Imager on board GOES-R (Schmit et al.
2005)]. In practice, visual and IR channels can be used
only to detect the existence of snow, not the depth or the
water equivalence of snow. This existence of snow is
usually disseminated in binary form for each pixel, but
fractional subpixel information can also be obtained in
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some circumstances [e.g., Matikainen et al. (2002) or
Metsa¨ma¨ki et al. (2005)]. Operational binary snow detec-
tion schemes based on visual and IR channels have been
constructed for both polar and geostationary satellites.
For polar-orbiting satellites there is a global snow
analysis scheme based on Moderate Resolution Imaging
Spectroradiometer (MODIS) on board EOS/Terra and
EOS/Aqua (Miller et al. 2005). Even though snow is
classified as part of many Advanced Very High Reso-
lution Radiometer (AVHRR) processing schemes (e.g.,
Dybbroe et al. 2005), it seems that no snow analysis
based on AVHRR data is in widespread use. Both
AVHRR and MODIS will be superseded by the Visible/
Infrared Imager/Radiometer Suite (VIIRS) on board the
future NPP and JPSS satellites with similar channels for
snow detection as MODIS (Miller et al. 2006).
For the geostationary instruments, there are systems for
GOES, Meteosat, and FY-2. Romanov et al. (2000) used
both geostationary GOES data and Special Sensor Mi-
crowave Imager (SSM/I) information from polar-orbiting
Defense Meteorological Satellites Program (DMSP) sat-
ellites to construct the snow product. The systems using
only GOES data for snow detection are presented by
Romanov and Tarpley (2003) and Li et al. (2007). For
Meteosat, de Wildt et al. (2007) used single SEVIRI im-
ages and temporal differences between images to produce
snow-cover maps. Through the ‘‘GEONETCast’’ network
(Moura 2006), the products obtained by the Visible and
Infrared Spin Scan Radiometer (VISSR) of FY-2 satellite
series (Dong and Zhang 2004), including the Snow Frac-
tion Product, are disseminated to the global community,
but to the authors’ best knowledge, no detailed information
about the algorithm has been published in English.
The major weakness of algorithms that use a combi-
nation of visual and IR channels for snow detection is
that they can be used only during daytime and in cloud-
free conditions. The high temporal resolution of the in-
struments on board a geostationary satellite helps to
mitigate this to some extent, as it is much more likely that,
for a certain area during one day, at least some of the
images are cloud free. Some regions, however, can remain
cloud covered for days. Active and passive microwave
methods would be better suited for cloud-covered areas,
but the spatial resolution of the passive microwave in-
struments [e.g., Advanced Microwave Scanning Radi-
ometer for EOS (AMSR-E)] is poor when compared with
optical channels, and passive microwave methods work
only for dry snow conditions (Ulaby et al. 1986). Active
microwave instruments, in practice synthetic aperture radar
(SAR) (on board, e.g., Radarsat), have better spatial reso-
lution, but unfortunately their swath width is compara-
tively narrow and daily observations of snow cannot be
obtained (Koskinen et al. 1997). The use of SAR images in
operational setting has been hindered by their relative high
cost and the difficulties of acquiring them in a timely
manner. It is hoped that this will change in the future. In
addition, no microwave instruments are currently on board
geostationary satellites, but the possibilities of geosta-
tionary microwave instruments are being studied actively.
The best way to validate the satellite-derived snow
cover would be to compare it with high-quality in situ
measurements, but such data are almost impossible to
collect on a large scale because of the serious limitations
in the way the weather stations report the snow-cover
measurements. The presence of snow is not always repor-
ted in many stations, and the absence of snow is not usually
reported at all. Automation of the observations does not
help, either. Commonly used automatic weather stations
do not provide reliable observations for thin (less than
2.5 cm) snow layers. Moreover, in comparison to satellite-
based snow analyses, the weather station network is also
quite sparse. Hyva¨rinen et al. (2009) compared several
snow analyses based on both in situ observations and sat-
ellite data, and the National Oceanic and Atmospheric
Administration/National Environmental Satellite, Data,
and Information Service (NOAA/NESDIS) Interactive
Multisensor Snow and Ice Mapping System (IMS) analysis
(Helfrich et al. 2007) gave a consistent snow analysis with
high resolution. In the absence of a reliable reference, and
because of its spatial coverage, the NOAA/NESDIS IMS
analysis is a good candidate for a verification dataset.
Moreover, IMS is a vital part of the European Centre for
Medium-Range Weather Forecasts (ECMWF) snow
analysis (Drusch et al. 2004), so there is strong motivation
to compare the developed snow product with it.
The main sources for the NOAA/NESDIS IMS product
are visible and infrared spectral data from different polar
and geostationary satellites and, to a lesser extent, mi-
crowave products from polar-orbiting satellites. However,
the IMS algorithm is not fully automatic. The combination
of data from different sources into one analysis is done
subjectively by analysts at NOAA/NESDIS.
In this article, first the two versions of the Satellite
Application Facility (SAF) on Land Surface Analysis
(LSA) snow-cover (SC) algorithm are introduced. Then
the NOAA/NESDIS IMS product is used as a baseline to
which both LSA SC products are compared in Europe.
2. LSA SAF snow algorithm
The European Organisation for the Exploitation of
Meteorological Satellites (EUMETSAT) has several
dedicated programs for processing satellite data. Each of
these SAFs provides products and services on an opera-
tional basis. The main purpose of the LSA SAF is to in-
crease the benefits from MSG and EUMETSAT Polar
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System (EPS) data concerning land, land–atmosphere
interactions, and biophysical applications by developing
techniques, products, and algorithms that will allow data
from the EUMETSAT satellites to be used more effec-
tively. A major user of LSA SAF products is numerical
weather prediction (NWP), both for validation and for
use as a model input.
EUMETSAT’s LSA SAF has been producing the daily
snow-cover product with a baseline algorithm for the
areas covered by the MSG/SEVIRI instrument since
2005. The snow detection algorithm produces the snow-
cover product over the MSG/SEVIRI image area, which is
divided into four different geographical regions (Europe,
North Africa, South Africa, and South America), as is the
case for all LSA SAF products. A product using polar-
orbiting MetOp satellite data is currently under develop-
ment. The daily products are distributed to users through
the EUMETCast system. The daily products are archived
and are available on the LSA SAF Web site (http://
landsaf.meteo.pt). The single-image snow-cover product
is currently not available for public. At present, the daily
products are not reprocessed when the algorithms are
changed. Thus, potential users should be aware of the
differences in the product versions.
The first version of the LSA SAF snow-cover algo-
rithm was developed by the Swedish Meteorological and
Hydrological Institute (SMHI). Development of the
snow-cover product was transferred to the Finnish Me-
teorological Institute (FMI) in 2005.
The version 1 of the snow-cover algorithm determined
whether a satellite ground pixel is fully or partially snow
covered, through the use of different signatures of snow,
ice, and clouds on the reflectance of shortwave IR chan-
nels (SEVIRI 1.6 and 3.9 mm). Since the separation be-
tween cloud and surface ice–snow is a crucial procedure
for cloud detection, the above-mentioned thresholding
procedure has been included in the SAF on Support to
Nowcasting and Very Short Range Forecasting (NWC
SAF) software (Derrien and LeGle´au 2005). The cloud-
mask product was analyzed and the pixels classified every
15 min. Cloudy pixels were reclassified as unclassified,
cloud-free pixels as snow free, and snow-contaminated
pixels as snow covered. Thus, version 1 of the SEVIRI
snow-cover algorithm relied on the cloud mask, derived
from the NWC SAF package, for a first pixel classifica-
tion, before performing snow spatial smoothing and
temporal integration of the previous 24-h satellite scenes.
Unfortunately, the accuracy of the snow detection was
limited in the version of the NWC SAF software used at
that time. Only one-third of cloud-free synoptic surface
observation stations (SYNOP; see World Meteorological
Organization 1995) stations with snow were correctly
classified as snow (Derrien and LeGle´au 2005).
A new version 2 of the LSA SAF snow-cover product
was therefore developed at the FMI. This version was
developed specifically for snow detection; that is, it is not
a by-product of a cloud-mask product. Different variants
of this algorithm version have been used to generate the
LSA SAF snow-cover product pre-operationally since
summer 2007 and operationally since April 2009. The dif-
ferences between version 2 algorithm variants are minor or
related to changes in the input files.
The mandate of LSA SAF is to produce the snow
product for non-mountainous areas. However, mountain
areas are processed in the LSA SAF system and the data
are available in the product files, but there are no re-
quirements for the product quality and therefore moun-
tains are excluded in this study.
a. Algorithm development
The spectral properties of snow observed in nature
vary considerably (Dozier et al. 2009; Salminen et al.
2009; Wiscombe and Warren 1980a,b). The grain size of
snow changes over time and space, the wetness of snow
changes, and the reflecting properties change when the
surface is viewed from different angles and in different
solar illumination conditions. In addition, the effects of
vegetation—such as grass, fields, and different forests—
are highly variable, even in winter. This natural variability
makes it difficult to develop a general classification algo-
rithm for the snow cover. Finally, the atmosphere should
be taken into account when surface and laboratory mea-
surements are compared to satellite measurements. Thus
most operational algorithms are at least partly empirical,
based on the statistics of samples collected from different
surface types.
Development of the new version of the snow-cover
classification algorithm was started by subjective classi-
fication of selected areas in representative MSG/SEVIRI
images. Starting from 32 images for 12 days ranging from
November 2006 to September 2007, but concentrating on
28 March 2007 (13 images), samples of snow-covered and
snow-free areas, different cloud types, and areas where
the surface type could be seen through clouds were se-
lected. The day 28 March 2007 was an exceptionally cloud-
free day in northern Europe, which enabled the collection
of data from early morning to late evening. Particular at-
tention was paid to finding days when there was snow in
southern Europe. Although the snow-cover product is
calculated for African and South American regions, they
are mostly snow-free and data samples from those areas
were not sought for statistical analysis. However, the pro-
duct seems to be reasonably reliable also in these areas.
The actual extent of snow cover was determined sub-
jectively using different SEVIRI red–green–blue (RGB)
combinations, ground observations, and MODIS images.
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Over one-half million MSG/SEVIRI pixels were classi-
fied to form a dataset for algorithm development. How-
ever, the samples were collected in large batches, and
because the snow properties in most pixels were spatially
correlated with those of their neighbors, the effective
number of independent pixels is much smaller. Even so,
this increases variations in the surface properties and in
the satellite and sun angles.
Based on the dataset that was collected, the differences
in various classes were investigated using the different
channels. The classification of different surface types us-
ing information from channels around 0.6, 0.8, and 1.6 mm
is the basis for all snow and cloud classification schemes
(Hall et al. 2002; Dybbroe et al. 2005; Derrien and LeGle´au
2005). As to discriminating between surface and clouds,
the capabilities of channels around 1.6 and 3.9 mm to
discriminate low clouds and snow have been reported
widely (Matson 1991; Kidder and Wu 1984). Thus, using
the radiance ratio of SEVIRI channels 2 (0.8 mm) and 3
(1.6 mm) and the brightness temperature difference of
channels 10 (12.0 mm) and 4 (3.9 mm) (Fig. 1a) clouds can
be distinguished from a cloud-free surface. Moreover, the
radiance ratio of SEVIRI channels 2 and 3 and the sun
azimuth angle (Fig. 1b) difference between snow and
snow free seem to be promising. These ratios are very
similar to the normalized difference snow index (NDSI)
used by de Wildt et al. (2007).
The driving philosophy behind the LSA SAF snow-
cover algorithm is to avoid mistakes, even if this approach
produces relatively more unclassified pixels. The LSA
SAF snow-cover algorithm does not try to identify cloud-
free regions for classification before the snow-cover tests.
Instead, it has rules for presence of snow and snow-free
surface, and other pixels are left as unclassified whether
they are cloudy, too dark, or just too difficult to classify
reliably. Rules themselves are based on channel differ-
ences and channel ratios that are very similar to other
published algorithms, as is shown above.
b. Algorithm implementation
The LSA SAF snow-cover algorithm is a thresholding
method based on the different properties of the snow-
covered and snow-free surfaces and clouds. The LSA SAF
snow cover is a daily product, produced in two separate
phases. Phase 1 is the SC1 snow-cover product based on
one cycle of SEVIRI images (every 15 min). All of the
available SC1 products are used to produce the daily LSA
SAF snow-cover product (SC2). This phase produces 96
snow-cover maps each day if all time slots are available.
Product resolution is full SEVIRI resolution in each of the
four regions used in LSA SAF.
In this study, the mountain definition of the SAF on
Support to Operational Hydrology and Water Management
(H-SAF) was followed, because the similar mountain snow
product is part of the H-SAF. The area was defined to be
mountainous if the mean altitude exceeded 2000 m or the
mean altitude exceeded 700 m and the standard deviation
of the slope was greater than 28 in a 10 km 3 10 km area
(Lahtinen et al. 2009). This area is shown in Fig. 2a.
The algorithm utilizes the top-of-atmosphere radi-
ances of 6 SEVIRI channels (0.6, 0.8, 1.6, 3.9, 10.8, and
12.0 mm) and brightness temperatures of three channels
(3.9, 10.8, and 12.0 mm), sun and satellite zenith and
azimuth angles, the International Geosphere-Biosphere
Programme (IGBP) land-cover type by the U.S. Geo-
logical Survey (USGS), and the land surface temperature
(LST) classification produced by the LSA SAF (Table 1).
Our plan is to start using the Global Land Cover 2000
Project (GLC2000) (Bartholome´ and Belward 2005) land-
cover data in the future versions of the algorithm.
FIG. 1. Examples of the densities of the scatterplots from the
development dataset. The thick lines show thresholds for SNOW
(black) and NO SNOW (blue), based on the rules in Table 2: (a)
SNOW: rules (R9)–(R12) and NO SNOW: rule (R14); (b) SNOW:
rule (R5) and NO SNOW: rules (R6)–(R8). For definitions of the
variables, see Table 1.
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It is quite straightforward to estimate whether the
surface is totally snow free or totally snow covered, but it
is difficult to define when to change from a snow-free to a
snow-covered surface. Even a thin layer of snow should
be defined as snow covered, because it changes the albedo
and radiative properties of the surface. This is quite often
the case when there is a new layer of snow. During the
melting season, snow cover can be very variable; the sur-
face is a patchwork of snow-covered and snow-free areas
of different shapes and sizes. Trees are also a challenge for
definition, because the trees can be snow covered or snow
free even if the surface is fully covered.
Most of the snow-covered, snow-free, and cloud-covered
pixels are fairly easy to detect. Some of the rules are used to
classify these pixels. The difficulties occur near the edges
of snow and clouds, and also in poorly lit areas. To reduce
errors, classification is avoided when there is uncertainty
about the surface status. Near the clouds, this means that
the unclassified pixel type is preferred. Near the edge
between snow-covered and snow-free surfaces some rules
will find partially snow-covered pixels although most of
these are still classified as snow covered or in some cases
left unclassified.
In the beginning of the snow detection, the algorithm
sets all pixels as unclassified. Then the tests of Table 2 are
applied one by one in the order shown. Finally, each pixel
is classified to one of the snow-cover (or snow free)
classes or it remains unclassified. Some of the rules are
FIG. 2. (a) The height of the terrain in the study area. The snow product is only valid in the
low areas. (b) The land-cover classification for the study area according to the GLC2000
Project. Only land-cover classes covering more than 5% of the area under study are shown. The
class numbers are according to the original GLC2000 classes.
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overlapping, and many rules may apply to the same pixel.
The relative importance of these rules is currently being
analyzed and the decision-making process improved so
that the number of misclassified pixels can be reduced and,
possibly, the detection of partially snow-covered pixels,
which are often near the edge of the snow-covered area,
can be improved.
Cloud cover is the most common reason for not clas-
sifying a pixel. A pixel is also unclassified if it is too dark
or in an area where the satellite elevation angle is too low
[i.e., rules (R15)–(R17)]. There are also rules that remove
obvious misclassifications, such as pixels where the land
surface is too warm to contain snow [rules (R18), (R19)
and (R21)]. These rules must come after all other rules.
Most of the cloudy and cloud-free areas can be sepa-
rated using the brightness temperature difference between
channels 10 and 4 and the radiance ratio of channels 3 and
2, although there is some overlap (Fig. 1a). As opposed to
cloud detection, the aim is to find cloud-free pixels and
thus to avoid such erroneous classifications where cloudy
and possibly cloud-contaminated pixels are defined as
snow covered. Classification rules (R1)–(R3) and (R9)–
(R12) are based on this figure. Rule (R4) is used to find
cloudy areas based on a 3D view of three radiance ratios of
channels 1 to 3.
Classification rules (R5)–(R8) are based on the in-
formation from Fig. 1b. The radiance ratio of channels 3
and 2 against the sun azimuth angle differentiates between
snow and snow-free pixels very well. The reason for this is
the strong relation of the reflective properties of the sur-
face to the bidirectional reflectance distribution function
(BRDF), which is different for snow (Peltoniemi et al.
2005a) and different vegetation types (Peltoniemi et al.
2005b). Currently, these rules are defined conservatively
to avoid misclassifications, but new rules to classify cur-
rently unclassified pixels are being investigated.
TABLE 1. List of the inputs for the LSA SAF SC1 snow-cover
algorithm.
Input type Code Description
Satellite channels R1 Radiance in channel 1 (0.6 mm)
R2 Radiance in channel 2 (0.8 mm)
R3 Radiance in channel 3 (1.6 mm)
R4 Radiance in channel 4 (3.9 mm)
R9 Radiance in channel 9 (10.8 mm)
R10 Radiance in channel 10 (12.0 mm)
TB4 Brightness temperature in
channel 4 (3.9 mm)
TB9 Brightness temperature in
channel 9 (10.8 mm)
TB10 Brightness temperature in
channel 10 (12.0 mm)
Angles SAA Sun azimuth angle
SZA Sun zenith angle
VAA Satellite azimuth angle
VZA Satellite zenith angle
Other LC Land-cover type
LST LSA SAF land surface
temperature (8C)
TABLE 2. List of classification rules of the LSA SAF SC1 snow-cover algorithm. These rules are applied one by one. If the condition is
true, the snow-cover status is set to the defined value. The final snow-cover status is the value set after all the rules have been checked. Here,
DTB 5 TB10 2 TB4; for other definitions see Table 1. Logical AND is marked by ^, and logical OR is marked by _.
DTB $ 0 ^ R3/R2 , 0.60 PARTIAL (R1)
DTB $ 2.50 PARTIAL (R2)
DTB # 22.5 ^ R3/R2 , 0.900 UNCLASS (R3)
R3/R2 , 0.96 ^ R3/R2 $ 0.62 ^ R3/R1 , 1.22 ^ R3/R1 $ 0.77 (R4)
^R2/R1 , 1.49 ^ R2/R1 $ 1.150 UNCLASS
DTB $ 1.5 ^ SAA , 220 ^ SAA . 700(R3/R2)4 1 900 SNOW (R5)
DTB $ 1.5 ^ SAA , 220 ^ SAA , 500(R3/R2)4 1 90 ^ SAA . 5.00 NO SNOW (R6)
DTB $ 1.5 ^ SAA , 220 ^ R3/R2 $ 0.820 NO SNOW (R7)
DTB $ 1.5 ^ SAA $ 260 ^ R3/R2 $ 0.300 NO SNOW (R8)
R3/R2 , 0.180 SNOW (R9)
DTB $ 22.0 ^ DTB # 1.5 ^ R3/R2 , 0.50 SNOW (R10)
DTB $ 22.0 ^ _DTB # 20.0 ^ R3/R2 , 0.2900 SNOW (R11)
DTB $ 5.80 SNOW (R12)
R3/R1 $ 1.50 ^ DTB . 2250 NO SNOW (R13)
R3/R2 $ 1.05 ^ DTB . 2150 NO SNOW (R14)
SZA . 80.00 UNCLASS (R15)
VZA . 85.00 UNCLASS (R16)
SZA . 70.0 ^ (SAA , 90.0 _ SAA . 270.0)0 UNCLASS (R17)
(TB9 1 TB10)/2 $ 278.0 ^ (SNOW _ PARTIAL) ^ (LC is not forest)0 NO SNOW (R18)
Date between June and October ^ (TB9 1 TB10)/2 $ 278.0 ^ (R19)
(SNOW _ PARTIAL) ^ (LC is forest))0 NO SNOW
Any one of R1, R2, R3, R4, R9, or R10 , 0.0010 UNCLASS (R20)
LST $ 3.00 NO SNOW (R21)
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Once per day, the daily snow-cover (SC2) product is
calculated using the SC1 products for the day. Again the
system classifies each pixel as snow free, partially snow
covered, or totally snow covered. For the daily LSA SAF
snow-cover product, all of the snow-cover maps produced
every 15 min are combined. The algorithm counts the
number of different classifications for each pixel and then
determines the final daily classification if there have been
reasonable amount of cloud-free observations during the
day. The actual rules are presented in Table 3.
The class of partial snow is used if the pixel is classified
as snow free and snow covered during the same day or if
it is probable that snow does not cover the whole pixel.
This class is not yet well defined, because only a very
limited number of reliable surface observations could be
used to estimate the accuracy of this classification. In the
future, this class may be replaced by the snow-covered
area (SCA) product.
The last phase of the product generation is quality
flagging. Surface type such as forests, solar illumination
conditions such as night, sun glint, high terrain, and quality
flags are set. Currently all classified pixels (i.e., snow,
partial snow, or snow free) are set as high quality, but
this will change when an improved quality flagging will
be introduced.
3. Validation data and methods
a. Use of IMS as the reference analysis
The NOAA/NESDIS IMS analyses are available as
gridded data in American Standard Code for Information
Interchange (ASCII) format on the Internet. The higher-
resolution version of 4 km (61443 6144 grid) was used in
this study. IMS products are disseminated in a polar ste-
reographic projection; they were reprojected to same
projection as the LSA SAF SC. This projection is not
an area-preserving projection, and pixels correspond to
areas of different sizes. However, as it is the projection in
which the LSA SAF SC is disseminated, it was the natural
projection for the comparison.
b. Validation measures
The results of a comparison between two products can
be shown in a 23 2 contingency table (Table 4). Hits a is
the number of cases in which both analyses reported snow,
correct rejections d is the number of cases in which neither
of the analyses reported snow, false alarms b is the number
of cases in which only the LSA SAF SC, the analysis under
investigation, reported snow, and misses c is the number of
cases in which only the baseline analysis, IMS, reported
snow. The measures used are summarized in the appendix.
In this study, attention should be paid to the number of
correct rejections. In Europe, almost all snow melts in
summer, as is shown below. Then the number of correct
rejections, d, is several magnitudes greater than a, b, or c
and proportion correct (PC) tends to 1. After some ma-
nipulation, it is easily shown for Heidke skill score (HSS)
that
lim
d!‘
HSS5
2a
2a1 b1 c
, (1)
which is the critical success index (CSI) where a double
weight has been given to hits a [in, e.g., the clustering
community where the CSI is known as the Jaccard index
or coefficient, this is known as the Sorensen’s similarity
coefficient (Kaufman and Rousseeuw 1990)]. Thus, in
this study, HSS and the CSI are closely related, and the
decision was made to concentrate on the HSS. Further, if
b is less than a and c, HSS and CSI obtain values similar to
hit rate (H).
c. Validation strategy
Because of clouds or inadequate solar illumination, not
all pixels can be classified by LSA SAF SC, and the number
of pixels classified varied from day to day. No attempt was
made to mitigate this; LSA SAF SC was compared to IMS
only for pixels classified by LSA SAF SC.
The data of this study can be thought of as a three-
dimensional grid consisting of two-dimensional maps and
time. Each data point has one of the four possible values
TABLE 3. List of the rules for the daily product: N is the total
number of classified observations during the day for each pixel; S,
P, and F are the numbers of snow-covered, partially snow-covered,
and snow-free observations, respectively. These rules are used one
after the other from the top, and the final daily classification is the
classification in effect after the last rule. Logical AND is marked by
^, and logical OR is marked by _.
Set default value0 UNCLASS (D1)
S . N/4 ^ S . 5 ^ F , 30 SNOW (D2)
F . N/3 ^ F . 30 NOSNOW (D3)
P . N/3 ^ P . 3 ^ F 5 0 ^
S . 1 ^ S # 40
PARTIAL (D4)
P . N/3 ^P . 3 ^ F . 1 ^F # 6 ^
S . 1 ^ S # 60
PARTIAL (D5)
P . N/3 ^ P . 3 ^ F 5 0 ^ S . 40 SNOW (D6)
P . N/3 ^ P . 3 ^ F . 0 ^ S 5 00 NOSNOW (D7)
TABLE 4. Contingency table of the comparison between two
categorical snow analyses. The symbols a–d represent the different
number of pixels observed to occur in each category.
Analysis 2 (baseline)
Analysis 1 Snow No snow
Snow a (hit) b (false alarm)
No snow c (miss) d (correct rejection)
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shown in Table 4. First, the data points were merged for
all dimensions, resulting in one contingency table. Sec-
ond, the values on each map were merged, resulting in
one contingency table for each map; the results can be
shown as time series.
Third, the values in the time dimension were merged,
producing a map where each pixel has a contingency ta-
ble of its own. This makes it possible to assess the spatial
performance of the algorithm. It is reasonable to suppose
that snow behaves differently over different terrain types.
Whereas the IGBP land cover was used for the devel-
opment and the operational run of the algorithm, the
GLC2000 land cover was used for the validation work
(Fig. 2b). The GLC2000 was chosen because, first, it was
more up to date than the IGBP and, second, it was an
independent data source, which is useful in validation.
The effect of land cover was investigated subjectively
first by examining the maps showing the distribution of
measures and then objectively, in quantitative fashion.
Using a verification measure (e.g., PC or HSS), it was
calculated whether certain areas (e.g., needle-leaved ev-
ergreen forest) were more probable to have values higher
or lower than the median value. The median, instead of
the mean, was used, because the distribution of values is
far from Gaussian. This ratio of probabilities can be ap-
proximated by the ratio of pixels with values higher and
lower than the median value ~X of the whole map:
P(X. ~X)
P(X, ~X)
5
No: pixels. ~X
No: pixels
No: pixels, ~X
No: pixels
5
No: pixels. ~X
No: pixels, ~X
. (2)
Values around the unity mean that there is no notable
difference in the ratio of high and low values, and the
verification measure is not dependent on the character-
istics of the area. A ratio less (greater) than 1 suggests that
the lower (higher) values are more likely for the area.
Confidence intervals were computed with bootstrapping
using the method outlined in Hamill (1999). This method
assumes that there is a high correlation between spatial
observations (grid points) but no correlation between
days (grids). However, our data may not be in line with
the latter assumption, and so the true confidence intervals
may be somewhat greater.
4. Validation results
The algorithm was tested using data from Europe for
the period of January 2007 to December 2009. From
January 2007 to July 2007, version 1 was operational, and
after that, version 2, so operational version 2 processed
more than 4 times as many images as operational version
1. For the comparison between algorithms to be mean-
ingful some days should be processed with both algo-
rithms. So, in spring 2007, 25 days were processed with
version 2, but some of these images were used for devel-
opment of the algorithm and, all in all, there are 20 days
that were not used for the algorithm development and
that were processed by both versions of the software.
So that the results concerning the differences between
algorithm versions would be less ambiguous, it would be
necessary to reprocess all of the days from January 2007
to July 2007 with version 2, but unfortunately this would
require substantial work beyond our current resources.
a. Visual inspection of products for one day
For subjective evaluation, false-color RGB combina-
tions provide a useful tool. The image is constructed from
three grayscale images of satellite channels, each with
different characteristics, and the colors can be given a
physical interpretation. Different false-color RGB com-
binations can be constructed that emphasize different
phenomena. Here the main aim was to emphasize snow
and the RGB combination of SEVIRI channels VIS0.6,
IR1.6, and inverted IR10.8 was used. This combination
clearly separates snow from low clouds, usually made of
water droplets, but is not as good in separating snow from
high clouds that are usually made of ice particles. The
colors in the image have a physical interpretation: the
snow-free surface reflects better in IR1.6 (the green
component) than in VIS0.6 (the red component) and is
relatively warm (the blue component is small, because
values are inverted), and therefore it shows greenish in the
RGB image. Relatively warm low clouds made of water
droplets reflect well both in VIS0.6 and IR1.6, which make
their color much lighter yellowish; colder water clouds
more white-yellowish. Snow on surface reflects well in
VIS0.6, but very little in IR1.6, and are rather cold (the
blue component is larger), making snow purple. Ice clouds
are of lighter shades of purple because their reflectance in
VIS0.6 and IR1.6 is similar to snow on the ground, while
they are usually much colder than the surface (the blue
component is larger).
The RGB composite of SEVIRI images at 1200 UTC
26 January 2007 and LSA SAF SC (version 2) and IMS
products for the same day are shown in Fig. 3. The day was
relatively cloud free, with snow even in southern Europe.
The poor illumination of northern regions can also be
seen. The IMS snow-cover analysis (Fig. 3b) classifies all
of the pixels, but several snow edges seem too smooth and
unphysical (e.g., in the area north of the Black Sea, 1 in
Fig. 3b). The LSA SAF snow-cover algorithm (Fig. 3c)
has used all of the images available during the day and
thus covers more surface than the 1200 UTC image (Fig.
3a). The area left unclassified, mostly because of clouds, is
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quite large, but the snow analysis in cloud-free areas
shows some interesting differences between the products.
Denmark is snow covered in the IMS but snow free in
LSA SAF SC, and the satellite image suggests the latter (2
in Fig. 3b). The edge of the snow-covered area in France
(3 in Fig. 3b) is different in the products and LSA SAF SC
again agrees better with the satellite image. The third
example can be seen in southern Turkey (4 in Fig. 3b),
where the IMS shows a large snow-covered area. In the
LSA SAF SC, the snow-covered area is much smaller and
much more patchy, which seems to be in good agreement
with satellite images, although this area is classified as
mountainous region and is thus outside the scope of LSA
SAF SC.
b. Results merged to one contingency table
All data of different versions of LSA SAF SC were
merged, resulting in one contingency table for version 1,
test cases, and an operational run of version 2 (Table 5).
From the IMS product it can be calculated that there are
about half million land surface pixels that can be classified.
Both version 1 and version 2 leave a substantial amount of
pixels unclassified, about 25% and 40%, respectively, be-
cause of clouds or inadequate solar illumination. In addi-
tion, some pixels, mainly at the cloud and snow edges, are
not classified because the pixels do not match any of the
rules used. Version 2 is more conservative as to what pixels
to classify than version 1, as version 2 avoids classification
in conditions where misclassifications are probable.
In Europe, most of surface is snow free most of the time,
and thus correct rejections occurred for about 90% of the
pixels in all of the images. In spring 2007, version 2 had less
misses than version 1, which yielded more hits in version 2
than in version 1, but the differences in false alarms and in
correct rejections were negligible. For version 2, the dif-
ferences between false alarms and misses were also rather
small in spring 2007 and in the operational run, but there
were more hits and fewer correct rejections in spring 2007
because the operational run includes summers when very
little snow was present.
In spring 2007, all measures had better values for the
test cases of version 2 than for version 1. The operational
FIG. 3. (a) The RGB combination of SEVIRI channels VIS0.6,
IR1.6, and IR10.8, (b) the NOAA/NESDIS IMS snow product, and
(c) the LSA SAF snow-cover product for 26 Jan 2007. In both sat-
ellite products, snow is white and snow-free areas are green, sea
areas are blue, and unclassified areas are red. In the RGB combi-
nation, snow is purple, snow-free areas are green, sea areas are dark
blue, water clouds are yellow, and ice clouds range from light purple
to light blue. The numbers in (b) refer to the discussion in the text.
TABLE 5. Aggregated results from January 2007 to December 2009. From January 2007 to July 2007, version 1 was operational but some
days were run with version 2. After July 2007, version 2 was run operationally.
Spring 2007 Summer 2007–09
Version 1 Version 2 (test cases) Version 2 (operational)
Hit a 2202274 (4.4%) 564022 (8.5%) 6898843 (3.9%)
False alarm b 344737 (0.7%) 29952 (0.5%) 686785 (0.4%)
Miss c 2546168 (5.1%) 72760 (1.1%) 1553271 (0.9%)
Correct rejection d 45116671 (89.9%) 5976827 (90.0%) 169307675 (94.9%)
Bias 0.536 0.933 0.897
F 0.008 0.005 0.004
H 0.464 0.886 0.816
FAR 0.135 0.050 0.091
PC 0.942 0.985 0.987
HSS 0.576 0.908 0.854
Images 190 42 842
Unclassified pixels 24% 54% 39%
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version 2 had slightly lower values than test cases, but this
is understandable, as test cases covered only a limited
time span and some days were used in development of the
algorithm; this means that some overfitting may have
occurred.
All versions detected less snow than IMS as the bias
was less than 1 in all versions and was the least in version
1 (bias ’ 0.5 in version 1 and bias ’ 0.9 in version 2).
When IMS detected snow, it was detected by version 1
only half of the time (H’ 0.5), while version 2 detected
80% (H ’ 0.8). But when LSA SAF SC detected snow,
usually it was also detected by IMS, only around 10% of
this snow was not detected by IMS [in both versions, the
false-alarm ratio (FAR) ’ 0.1], and this amounted to
less than 1% of snow-free areas in IMS [in both versions,
the false-alarm rate (F) , 0.01].
Using PC as a measure, both version 2 and version 1
agree well with IMS (PC . 0.9). High PC values are
derived from correct rejections, which dominate the
other components and PC can be considered somewhat
overoptimistic in depicting the skill of LSA SAF SC. Skill
scores yield more realistic results. And indeed, the differ-
ence between IMS and LSA SAF SC is more pronounced
in HSS, where HSS’ 0.6 for version 1 and HSS’ 0.9 for
version 2.
c. Results for days when both versions were available
In Table 5, the results for version 2 in spring 2007 in-
cluded days that where used for the algorithm develop-
ment. Here the focus is on 20 days that were not used to
develop the algorithm, but for which both version 1 and
version 2 were run. During these days, three different
areas can be distinguished: an area were both algorithms
where run (BOTH), an area where only version 1 was run
(OLDONLY), and an area where only version 2 was run
(NEWONLY). However, the amount of pixels in
NEWONLY is only about 3% of pixels in BOTH and was
not investigated further. But the amount of pixels in
OLDONLY is still about 40% of the pixels in BOTH and
meaningful comparisons can be made. For these days a
contingency table was calculated, from which further
measures can be calculated.
In the first test, the daily results of version 1 in BOTH
were compared to those of version 1 in OLDONLY. The
values for different measures (H, FAR, PC, and HSS,
only PC, and HSS are shown) of version 1 in BOTH were
subtracted from the values of version 1 in OLDONLY
(Fig. 4a). If results of different areas are not significantly
different, the differences should be around zero. But this
is not the case, version 1 yielded better results in BOTH
than in OLDONLY. This can be interpreted so that
OLDONLY is harder to classify than BOTH and version
2 has made a good choice in refusing to classify that area.
In the second test, version 1 in BOTH was compared
with version 2 in BOTH (Fig. 4b). In this case, version 2
yielded better values than version 1. So even if version 1
had not classified difficult areas of OLDONLY, it would
still give inferior results to version 2.
The results were statistically significant at the 95%
level with the exception of the second test for FAR, but
even then results were significant at the 90% level.
d. Seasonal variability of results
The results as time series, when a contingency table is
calculated from each image, give a detailed view of the
seasonal variability of snow. The amount of snow varies,
as the dataset includes three winters and three summers.
The maximum extent of snow is in February (Fig. 5a); the
snow starts to melt in mid-March and has melted almost
completely by the end of May. The remaining snow is
found on mountaintops and glaciers, which are mostly
outside the scope of LSA SAF SC. New snow starts to
accumulate in November. The surface area that is clas-
sified varies both because of the varying cloud cover and
also with the season, as during the winter the zenith angle
can be too high to enable classification for all day in
FIG. 4. Twenty-day run of version 1 and version 2. Daily results
(using PC and HSS) of version 1 in the area where both version 1
and version 2 were calculated (version 1 in BOTH) are compared
with (a) version 1 in the area where version 2 was not calculated
(version 1 in OLDONLY) and (b) version 2 for the common area
(version 2 in BOTH). The differences are shown as box-and-whisker
plots. (The median is shown as a thick line. The hinges show the first
and third quartile. The whiskers extend to a data point no more than
1.5 times the interquartile range (IQR) from the median, while data
points still farther from the median are plotted.) The p value is
calculated for a two-sided t test that the mean of differences is equal
to zero.
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northern regions. In addition, the results should be given
less emphasis when the absolute amount of snow is very
small in summer, as the results vary greatly owing to even
slight differences in snow cover between products. There-
fore, days when there are more than 20 times more correct
rejections than other classes are depicted with a different
color in the rest of the plots in Fig. 5.
When a considerable amount of snow is present, ver-
sion 1 constantly detects less snow than IMS, and bias is
constantly less than one (Fig. 5b). The difference between
version 2 and IMS is not as pronounced, but even so LSA
SAF SC is inclined to detect less snow. In summer, when
the absolute amount of snow is very small, bias may vary
erratically and can be considerably more than or less than
one. During winter 2007, test cases of version 2 had
consistently better values than test cases of version 1, but
the difference disappeared as spring progressed.
The amount of snow detected by LSAF SAF SC when
IMS detected none was slight in both versions and F was
near zero throughout the test period (not shown). In
winter, most of the snow detected by LSAF SAF SC was
also present in IMS; FAR started out with low values in
winter, but the values increased as the snow melted (Fig.
5c). In summer, FAR can reach unity, meaning that none
of the snow detected in LSAF SAF SC is present in IMS.
Especially in summer 2007, this coincides with bias . 1,
FIG. 5. (a) Amount of cloud-free land pixels (blue dashed line, IMS; red circle, version 1; black circle, version 2),
and amount of snow-covered pixels (blue line, IMS; red line, version 1; black line, version 2). (b) Bias, (c) FAR, (d)H,
(e) PC, and (f) HSS for version 1 (red circle) and version 2 (black circle) when compared with the IMS product. When
the correct rejections exceed the other classes by more than 20 times, version 1 is shown in pink and version 2 in gray
crosses. Vertical dotted lines show the transition from version 1 to version 2.02 (red), version 2.05 (gray), and version
2.10 (black). Curves show the two-month moving average of the data.
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but FAR can be quite high when bias’ 1. In such a case,
the snow would be in completely different areas even if
the amounts of snow were comparative. In the summer of
2007, FAR rose to near unity for a considerable period,
which was corrected by introducing special rules for
summer. The difference between the test cases of version
2 and version 1 is not clearly visible.
On average, LSAF SAF SC detected about 80% of the
snow detected by IMS (H ’ 0.8), but the amount varies
and can be near unity or even zero (Fig. 5d). The sea-
sonal variability in H was not as apparent as it was for
FAR. In spring 2007, version 2 consistently had better
values than version 1.
According to PC (Fig. 5e), version 2 and IMS did not
differ to any large extent and the differences all but
disappeared during summer. Version 1 had lower values
during winter but comparable values in summer. During
other winters, the operational PC dropped lower than in
the test cases but was still higher than version 1.
During the winter HSS agreed with PC that version 2
was not very far from the IMS snow cover, even if the
values were somewhat lower (Fig. 5f), but as the snow
melted the skill substantially diminishes because not
much skill is needed to say that no snow is present during
summer. CSI yielded similar results, only with slightly
lower values than HSS (not shown). The pattern of HSS
was also very similar to that of H, but the HSS values
were lower in summer. There was a period of very low
values in the second half of 2007. Version 1 gave lower
values for HSS than version 2 during winter, but after
the snow started to melt the difference was no longer as
evident. It is encouraging that there is no evident dif-
ference between the test cases in spring 2007 and the
operational run afterward.
e. Spatial variability of results
During the operational period when only version 2 was
available, LSA SAF SC differed from IMS at the very edge
of the satellite view, as PC had low values there (Fig. 6a).
Otherwise, the spatial distribution of PC had very high
values for most of the area. Additionally, HSS had low
values in the areas where the snow cover was mostly
transitory (Fig. 6b). When the snow cover was present
for only a couple of days, a constant analysis of no snow
would still yield good grades for PC, but would not show
much skill and would yield low grades for HSS. LSA
SAF SC detected more snow mainly in southern Eu-
rope, where bias , 1, and less in the north (Fig. 6c).
However, there were areas where HSS and bias could
not be calculated, as when no snow was detected by ei-
ther products (or both products detected snow in all
cases) and only correct rejections (or hits) had nonzero
values, in which case HSS and bias had zero in the
denominator. Areas where HSS or bias could not be
computed are ignored in the rest of the analysis.
f. Spatial results for different land-cover classes
The spatial performance of version 2 over different
terrain types was investigated using only land classes
covering more than 5% of the area under study. Thus
only 8 out of the 22 classes of GLC2000 were used, but
they covered more than 95% of the area. The largest
terrain types were cultivated and managed areas (43%)
and different forest types (27% of the area). For each
class, ratios of probabilities of HSS and PC were calcu-
lated (Fig. 7). Our intuition was that most problematic
areas would be forests, as forests block the snow surface
from being visible and the shadows of the trees decrease
the reflectance observed above the forest canopy (Salminen
et al. 2009). And, indeed, for both HSS and PC, the ratios
for tree-covered areas were less than unity; meaning
those areas are more likely to have smaller values than
the median of the values. For the other vegetation types,
the results were not as clear. For shrub and herbaceous
areas, HSS suggested low values whereas PC suggested
no difference or high values. Sparse shrub and herba-
ceous areas gave little indication of to high values, but the
ratios are seldom unity. Mostly smooth areas (cultivated
and managed areas and bare area) were more likely to get
higher, better values. However, most ratios were not very
far from unity, and most of the time they were only about
twice as likely to get values higher or lower than median
values. Still, these results encourage taking terrain types
more into account in further development of the algo-
rithm. Furthermore, performing the same experiment
using the IGBP land-cover classification produced similar
results (not shown), so the results are fairly robust and not
confined to one land-cover classification scheme.
5. Discussion and conclusions
This article introduces the LSA SAF snow-cover
product and also continues the validation work started in
Hyva¨rinen et al. (2009), where no snow product was
deemed to present the truth. In this study the NOAA/
NESDIS IMS product was chosen as the reference for
verification measures. Version 2 of LSA SAF classified
fewer surfaces than version 1 but had higher values of the
validation measures in those areas, thereby increasing the
usability of the product for NWP, where the accuracy of
the data is much more relevant than large areal coverage.
Because of the lack of snow in southern Europe, there
were large areas where many verification measures had
zero in the denominator and were thus undefined.
How to handle these areas in a more principled way
would be an interesting topic for future study. A more
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Bayesian-oriented analysis might be able to give scores for
these areas using some a priori distribution of values that
would then be adjusted on the basis of observations. An-
other approach would be to assign some predefined value
to these areas. This has been discussed for similar measures,
but in a different context, by Batagelj and Bren (1995).
Both version 2 and the NOAA/NESDIS IMS product
presented a reasonable and realistic snow-cover analysis,
particularly during the winter season. The disagreement
between products was at its largest outside the winter
season and in areas where the snow cover was mostly
transitory. Especially when there is great temporal vari-
ability in the snow cover, it may no longer be feasible to
use NOAA/NESDIS IMS as the ground truth for verifi-
cation measures, as it is hard to say whether NOAA/
NESDIS IMS really presents the truth. For example, on
12 October 2007, there was a snow-covered belt across
Scandinavia that was not detected by the IMS product,
but which the LSA SAF snow-cover algorithm detected
correctly. This correct detection was of course penalized
FIG. 6. Spatial distribution of (a) PC, (b) HSS, and (c) Bias in version 2 from July 2007 to
December 2009. HSS and bias cannot be computed in areas where the denominator is zero.
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when compared with IMS. Further validation must rely
on surface observations. Automatic snow observations
have given less than satisfactory results, but advances
in ground-based observations are taking place. For ex-
ample, a digital camera attached to a measuring tower
could provide an adequate estimate of the fractional snow
cover (M. Takala 2010, personal communication). In ad-
dition to operational observations, measurement cam-
paigns, such as Snow Reflectance Transition Experiment
(SNORTEX; Roujean et al. 2009), offer valuable support
for the validation of products. The feasibility of a method
to measure fractional snow cover is being studied, but the
results are not yet available.
The different versions of the algorithm gave somewhat
surprising results, as our simple version 2 performed
better than version 1 based on the state-of-the-art algo-
rithm presented by NWC SAF. The surprising outcome
can be explained by the tendency of version 2 to refuse to
classify hard-to-classify areas. This comes at a price, as our
algorithm classifies less surface area. For NWP, however,
this withholding of some data is not a serious problem. On
average, the background field gives a good estimate of the
actual snow cover, and therefore gaps in the observations
are generally not a serious obstacle. Biased or otherwise
misleading snow observations would be a much worse
problem.
Future plans for the algorithm development are con-
centrating on improvements in the individual classifica-
tion rules, fractional snow-cover analysis, and a version of
the algorithm for the AVHRR instrument available on
polar-orbiting satellites such as MetOp.
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APPENDIX
Validation Measures
There is an extensive literature on different measures
calculated from Table 4. Many of them have been named
many times and the terminology can be confusing. Over-
views of the measures and their history can be found in, for
example, Jolliffe and Stephenson (2003) and Wilks (2006).
FIG. 7. The probability of high and low values of HSS and PC as a function of land cover.
Only GLC2000 classes covering more than 5% of the study area were used. The class numbers
are according to the original GLC2000 classes.
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This paper follows the terminology of Jolliffe and
Stephenson (2003). The basic descriptive measure is the
bias:
bias5
a1 b
a1 c
, (A1)
the ratio of the number of snow pixels in the test analysis
to the number of snow pixels in the baseline analysis.
The best value for bias is 1; less than 1 means un-
derestimation and more than 1 means overestimation.
The contingency table gives the joint distribution of
analyses. From this distribution the following condi-
tional distributions are constructed for use as perfor-
mance measures:
The hit rate H or probability of detection (POD) is
H 5
a
a1 c
, (A2)
and in the perfect analysis this should be 1. The false-
alarm rate F is
F 5
b
b1 d
, (A3)
and in the perfect analysis this should be 0. The false-
alarm ratio (FAR) is
FAR 5
b
a1 b
, (A4)
and in the perfect analysis this should be 0.
An intuitive measure of accuracy is proportion
correct:
PC 5
a1 d
a1 b1 c1d
, (A5)
the fraction of items classified the same way in both
analyses. The best value for PC is 1 and the worst is 0. PC
alone is insufficient, in particular when one of the cate-
gories dominates. A refinement often used is the critical
success index:
CSI 5
a
a1 b1 c
, (A6)
which ignores correct rejections. Like PC, its best value
is 1 and the worst is 0.
Skill scores measure the relative skill by comparing
the results with the reference. The reference often used
is the random hits, which in this study would be snow
correctly detected as snow by chance in the absence of
skill. When the reference is the random hits, from PC we
can devise the Heidke skill score:
HSS5
2(ad bc)
(a1 c)(c1 d)1 (a1 b)(b1 d)
, (A7)
its best value being 1 and its worst being 21.
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ABSTRACT
Snow cover plays a significant role in the weather and climate system by affecting the energy and mass transfer between the surface
and the atmosphere. It has also far-reaching effects on ecosystems of the snow-covered areas. Therefore, global snow cover observations
in a timely manner are needed. Satellite-based instruments can be utilized to produce snow cover information suitable for these needs.
Highly variable surface and snow cover features suggest that operational snow extent algorithms may benefit from at least partly empirical
approach, based on carefully analyzed training data. Here a new two-phase snow cover algorithm utilizing data from the Advanced Very
High Resolution Radiometer (AVHRR) onboard the Metop satellites of the European Organisation for the Exploitation of Meteorological
Satellites (EUMETSAT) is introduced and evaluated. This algorithm is used to produce the Metop/AVHRR H32 snow extent product for
the Satellite Application Facility on Support to Operational Hydrology and Water Management (H SAF). The algorithm aims at direct
detection of snow-covered and snow-free pixels without preceding cloud-masking. Pixels which can not be classified reliably to snow or
snow-free, due to clouds or other reasons, are set as unclassified. This reduces the coverage but increases the accuracy of the algorithm.
More than four years of snow depth and state of the ground observations from weather stations were used to validate the product. Validation
results show that the algorithm produces high-quality snow coverage data which may be suitable, e.g., for numerical weather prediction,
hydrological modelling and other applications.
1. Introduction
Snow has far-reaching effects on climate and ecosys-
tems. In weather forecasting and climate research, the
effects of snow have been widely considered, but a recent
study by Niittynen et al. (2018) reiterates that snow may
have a strong impact on ecosystems as well. Snow is also
an important factor in hydrology, as discussed by Thirel
et al. (2012), who emphasized the role of forests in snow
products. Pullen et al. (2010) discuss the importance of
snow data in weather models and forecasting.
Current remote sensing satellites used for snow detec-
tion are either in polar or geostationary orbits, which have
their advantages and disadvantages. Most of the seasonal
snow is in high latitudes, which are poorly covered by
geostationary satellites. Whereas instruments aboard geo-
stationary satellites provide excellent temporal resolution,
polar satellite instruments have a better spatial resolution
and a better polar coverage, making them often a better
option in snow detection. However, due to their orbital
characteristics, only a few observations per day may be
available, making them more susceptible to, for example,
cloudiness preventing surface observation. Other chal-
lenges, such as topography, surface properties, weather
∗Corresponding author: Niilo Siljamo, niilo.siljamo@fmi.fi
and snow cover evolution are present in the satellite snow
product development for both orbit types.
This paper introduces a new global two-phase snow
cover algorithm and product for Advanced Very High Res-
olution Radiometer (AVHRR) onboard the first genera-
tion Metop satellites. This product is a part of the prod-
uct portfolio of the Satellite Application Facility (SAF)
on Support to Operational Hydrology and Water Manage-
ment (H SAF). Earlier product and algorithm for SEVIRI
onboard the Meteosat Second Generation (MSG) satel-
lites provides snow data on limited geographical cover-
age on MSG/SEVIRI disk, mainly Europe and Africa
(Siljamo and Hyvärinen 2011). This new product for
Metop/AVHRR provides truly global coverage and a better
spatial resolution in polar regions.
The AVHRR onboard polar-orbiting satellites is a well-
known imager instrument with a long history in remote
sensing. The visual and IR ranges of the electromagnetic
spectrum are covered by 6 channels (5 in simultaneous
use). Snow extent is usually provided either in binary
(snow/no snow) or fractional (percentage) format. The
product presented in this paper resembles binary products,
with an additional class for a partial snow cover.
There are, of course, many previous snow extent or cov-
erage algorithms and products based on those algorithms.
Many AVHRR processing packages include a snow prod-
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uct (e.g., Dybbroe et al. 2005). Hüsler et al. (2012) suggest
another method for snow detection over the European Alps
using AVHRR. There are well-known global snow analysis
products for the more recent Moderate Resolution Imag-
ing Spectroradiometer (MODIS) instrument (e.g., Miller
et al. 2005). Notarnicola et al. (2013a,b) present another
MODIS snow detection algorithm and validation results
with a resolution of 250 m. In the paper by Hori et al.
(2017), an algorithm using both AVHRR and MODIS and
product covering Northern Hemisphere for years 1978–
2015 is described, along with validation results. The Cry-
oClim project provides cryospheric products using various
satellite instruments, including MODIS-based snow cover
extent (Solberg et al. 2009).
Even though the AVHRR and MODIS instruments are
perhaps the most well-known and most used polar-orbiting
instruments for meteorological and hydrological applica-
tions, other instruments could be utilized. For example,
Selkowitz and Forster (2015) present a method for auto-
matic mapping of persistent ice and snow for Landsat TM
and ETM+.
The Aqua and Terra satellites, which have the MODIS
instrument onboard, are nearing the end of their lifetime.
Their successor, Visible/Infrared Imager/Radiometer Suite
(VIIRS) onboard the National Polar-orbiting Partnership
(NPP) and the Joint Polar Satellite System (JPSS) satel-
lites, is an instruments with similar channels and snow
detection capabilities as MODIS (Miller et al. 2006). Key
et al. (2013) describe snow and ice products for the Suomi-
NPP/VIIRS. Riggs et al. (2017) describe both MODIS and
VIIRS snow cover products.
Likewise, in the early 2020s, the Metop satellites with
the AVHRR instrument on-board will be superseded by the
next generation of EUMETSAT polar satellites (Metop-
SG) with the new Meteorological Imager (METimage). A
similar snow product as the one presented here will be
developed for the METimage instrument.
In the geostationary orbit, there are several satellites
(such as GOES, Meteosat, FY-2, Himawari) and instru-
ments which could be used to provide snow products for
different regions. GOES data is used for snow fraction
detection (Romanov et al. 2003) and to detect snow and
clouds (Li et al. 2007). For MSG/SEVIRI there are several
snow extent products, such as H SAF H31 based on the
algorithm presented in Siljamo and Hyvärinen (2011). A
fractional snow cover product obtained by the FY-2 Visible
and Infrared Spin Scan Radiometer (VISSR) instrument is
described by Wang et al. (2017).
Instead of relying on one instrument or satellite, the Na-
tional Oceanic and Atmospheric Administration/National
Environmental Satellite, Data, and Information Service
(NOAA/NESDIS) Interactive Multisensor Snow and Ice
Mapping System (IMS) (Helfrich et al. 2007; Ramsay
1998) provides high-resolution multisensor snow product.
Rather than being fully automatic, the production employs
human analysts who merge data from different sources.
Validation results for IMS are presented, for example, by
Chen et al. (2012).
The pros and cons of different snow products have been
studied by many authors. Frei et al. (2012) compare three
different snow products (AMSR-E, IMS, MODIS) and dis-
cuss the differences of products and future directions in
their applications. Themerits of the normalized-difference
snow index (NDSI) are discussed byHärer et al. (2018)who
show that at local scale improvements are needed. A review
by The European Cooperation in Science and Technology
(COST) Action ES1404 “HarmoSnow” summarizes differ-
ent approaches used for snow data assimilation in different
fields, such as numerical weather prediction (NWP) and
hydrology (Helmert et al. 2018).
While optical instruments employing visual and IR
bands provide high-quality high-resolution data, they have
weaknesses. Themost important weakness of using optical
channels for snow detection is the requirement of cloud-
free conditions. Also, during nights the optical instruments
have only limited applicability. The high temporal resolu-
tion of the instruments on the geostationary orbit helps to
mitigate this in mid-latitudes, as it is more probable that
there are cloud-free moments during the day, but for po-
lar orbiters, night and cloud cover are a serious hindrance.
There are regions which can be cloud-covered for several
days and vast areas may be too dark for snow detection
for several weeks during the polar night. However, on fa-
vorable conditions, instruments on polar satellites provide
excellent spatial resolution.
Active and passive microwave instruments (radars and
radiometers) have advantages in cloud-covered and night
conditions. Unfortunately, these methods have also as-
sociated restrictions, such as lower resolution (microwave
radiometers) or very narrow swath widths (radars). The
GlobSnow project (Metsämäki et al. 2015) provides both
snow extent and Snow Water Equivalent (SWE) products
for long time periods, but operational near-real time data
does not seem to be available. Many SWE products need
ancillary data such as snow depth observations in the prod-
uct generation. Such dependence on ancillary data is a
limiting factor, for example, in NWP, where independent
data is required or preferred.
Even the best satellite-based snow products are useless
if the users do not have any indication of the reliability
and accuracy of the product. Ideally, satellite snow extent
products are validated using daily in-situ snow coverage
measurements with fine resolution of at least 10%. How-
ever, such measurements are not available on operational
basis. Regional or local measurement campaigns do not
allow continuous global validation.
Fortunately, synoptic weather stations provide in-situ
snow depths and the state of the ground observations which
can be used for satellite snow product validation. While
the weather station network provides global coverage in
3general, there are regions where the network is sparse.
When using weather station data for satellite product vali-
dation, the representativeness of the observations should be
considered. At the moment, weather station observations
seem to be the best in-situ option for large scale operational
validation of snow products.
There are still limitations in the way the weather stations
report snow cover measurements. Many stations report the
snow observations onlywhen snow is present, others do not
provide snow measurements at all. Therefore, a missing
snow observation can not be interpreted as lack of snow at
the station. Automatic weather stations can measure snow
depth, but many commonly used snow depth instruments
do not provide reliable snow depth observations of thin
(less than 2.5 cm) snow layers.
This lack of snow coverage observations has stimulated
creativity and new innovative methods for snow product
validation have been described by many authors. For ex-
ample, Salvatori et al. (2011) suggest the use of fixed web-
cam photographs for estimation of snow coverage. Piazzi
et al. (2019) discuss the use of high-resolution Sentinel-
2 imagery to validate medium resolution snow products
(H SAF H10 and H12). They also evaluate the consis-
tency of Sentinel-2 observations based on in-situ observa-
tions andwebcamphotographs. Even thoughwebcams and
high-resolution imagery can be used for validation, both
methods are better suited for regional validation or case
studies. Hyvärinen and Saltikoff (2010) study the possibil-
ities to use social media as a source of observations.
The new snow detection algorithm for Metop/AVHRR
presented in this paper is used to produce the first daily
operational global snow extent product (H SAF H32) for
EUMETSAT. Earlier, an operational snow extent algorithm
forMSG/SEVIRI and the corresponding product (currently
known as H SAF H31) with limited coverage was pub-
lished (Siljamo and Hyvärinen 2011). Both products aim
specifically to fill the needs of NWP and hydrological mod-
elling as discussed later in the paper. Extensive trials of
MSG/SEVIRI H31 snow extent product in snow analysis
have been performed at theMet Office successfully (Pullen
et al. 2018, 2019). Similar work based on Metop/AVHRR
H32 snow extent has been started at FMI.
During a re-organization of the snow products in the
SAFs, the development of the H31 and H32 snow extent
products was transferred to H SAF, but the processing and
production of these snow products remain in the Satel-
lite Application Facility on Land Surface Analysis (LSA
SAF). The LSA SAF, in general, is described in Trigo
et al. (2011). Both the MSG/SEVIRI H31 snow product
and the new Metop/AVHHRR H32 snow product based
on the algorithm presented in this paper are available via
LSA SAF website. The data is publicly available, but data
retrieval requires registration for the LSA SAF website.
Single product example files can be retrieved from product
description pages.
The algorithm version presented in this paper uses the
preprocessed data available in the LSA SAF production
system, but the use of the algorithm is not limited to the
LSASAF system, as it can bemodified to use otherAVHRR
data sources and similar auxiliary data.
Even though the algorithm was developed for opera-
tional use, it could be used to process archived data to
produce snow extent data sets covering longer time spans
which are needed in reanalysis and similar applications.
2. Development of the Metop/AVHRR snow extent al-
gorithm
The natural high variability of snow reflectance, caused
by the subpixel variability of the surface, makes the de-
velopment of a general snow extent algorithm challenging.
The resolution of the weather satellite instruments (about
1 km for Metop/AVHRR) is rather coarse considering the
existing variability at scales smaller than satellite resolu-
tion (e.g., Cortés et al. 2014; Dozier et al. 2009; Salminen
et al. 2009; Wiscombe and Warren 1980a,b). While snow
cover itselfmay vary considerably inside one satellite pixel,
there are also other surface features which must be taken
in account.
Vegetation type and density have a significant impact on
snow detection. The vegetation can vary from sparse and
small (e.g., deserts) to thick and large (dense evergreen
forests). There may be small scale topography and water
bodies of different sizes and shapes. Another source of
variability is the snow on the canopy, which can vary from
thin sprinkled snow to thick crown-covering snow causing
damage to the trees. Finally, the snow cover itself can
be thin and patchy (melting season, new snow) or thick
enough to cover small surface features.
While the properties of snow, vegetation and surface
features cause a significant part of the variability, one must
account for the viewing angle which can have large effect.
In nadir, trees may cover the surface below, but at the edge
of the satellite scene the large viewing angle means that
the obscuring effect of the canopy is considerably larger.
In dense forests, there may be several trees between the
surface and the satellite. However, deciduous forests are
far less affected because the leaf canopy is absent during
the snow-covered season.
Another challenge caused by trees and other large ob-
jects on the surface are shadows. In high latitudes, where
the sun elevation is low during the snow season, shadows
can cover large parts of the surface, especially in forests.
The fraction of the shadowed surface is not constant and
is related to the sun elevation and the type and size of
the objects causing the shadows. Also, the effects of the
atmosphere and clouds should be taken into account.
Considering all sources of variability in landscape and
snow cover inside one satellite pixel, along with the tech-
nical limitations of the satellite imagery, development of
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a purely physics-based snow detection algorithm would
be challenging. A further difficulty is caused by the un-
availability of detailed satellite pixel-based information re-
garding these surface features. Thus, the development of
an operational snow extent algorithm will benefit from a
partly empirical approach based on a high-quality data set
of carefully analyzed satellite images.
Moreover, for an operational product, it is better to use
an algorithm where the decisions can be backtracked to
a single rule. This restricts using currently popular black
box image classification algorithms, such as deep learning.
The snow cover extent algorithm developed for the H
SAF Metop/AVHRR snow extent is a sequence of classi-
fiers. The classifiers operate on hand-crafted features, e.g.,
algebraic combinations of results from two channels, which
are chosen based on the reflection properties of AVHRR
channel wavelengths from various land and cloud classes.
These features are crafted such that a simple threshold on a
feature can be used to identify a class. These combinations
of features and thresholds are called rules, which are based
on an empirical manually classified data set representing
different surface properties as seen from the satellite.
As the aim was to develop a global daily snow extent
product, the algorithm had to be divided in two phases (see
Fig. 1). The first phase classifies single AVHRR images
and creates intermediate single image snow extent product
(SC1) on the satellite grid. After the last satellite scene of
the day is processed, phase 2 reads all the SC1 products
of that day in acquisition time order from the oldest to the
newest. These SC1 snow products are then reprojected and
merged into the global 0.01x0.01 degree grid. The data in
this grid is then tuned and smoothed to create the final daily
snow extent product (SC2).
a. The physical basis of snow detection
The differences in reflectances of different soil and cloud
types can be used for classification of pixels. Typical solar
reflectance spectra of soil, vegetation, and different snow
types are shown in Fig. 2, along with an example of the
water cloud reflectance spectrum. An example of snow
detection based on reflective and absorbing bands is the
Normalized Difference Snow Index (NDSI). Similarly, so-
called ’red edge’ (Horler et al. 1983) which refers to rapid
change region in the reflectance spectrum of vegetation can
be used for vegetation detection.
For more accurate detection, the ratios between AVHRR
channels were used. Fig. 3a shows the ratio of radiances
from AVHRR channels 3 and 2 for various surface types,
and similarly Fig. 3b for AVHRR channels 3 and 1. The
ratio of channels 3 and 2 discriminates snow pixels from
snow-free land and cloud pixels, while the ratio of channels
3 and 1 is better at discriminating snow-free land fromother
classes. From these figures it can be observed that snow
and snow-free regions are quite well separated along the
axis representing the ratios – thus, these ratios serve well as
features for classifying the pixels. Many such ratios, based
on the reflection physics shown in Fig. 2, were researched
to find the conditions that make up the final list of rules of
the algorithm.
b. Algorithm development principles
During the development of the earlier MSG/SEVIRI
snow extent algorithm Siljamo and Hyvärinen (2011) the
driving philosophy was to avoid incorrect classifications,
even if it leads to a smaller number of classified pixels
and a larger number of unclassified pixels. This approach
was discussed with and recommended by the NWP experts
(C. Fortelius and L. Rontu, personal communication) at
the Finnish Meteorological Institute (FMI).
There is slightly different emphasis between NWP and
hydrological modelling. In hydrological modelling, thin
snow layers (∼1 cm or less) are often irrelevant as the
water content in them is insignificant. However, in weather
models, the presence of a thin snow layer, which alters the
radiative properties of the surface, is often important.
Further discussions with the members of the NWP com-
munity using different weather models in different institu-
tions enhanced the view that the main points of the snow
product targeting the meteorological community and espe-
cially NWP are:
directness The number of preliminary steps before actual
snow detection should be as small as possible. As the
aim is to detect snow and snow-free pixels, there is
no reason to use cloud masking as a preliminary step
as it does not add value, while cloud masking could
introduce errors.
accuracy Accuracy is preferred to coverage. While in
many other applications, large coverage is preferred,
in NWPmissing data is easier to handle than misclas-
sifications.
single-source data Only satellite data from a single in-
strument will be used. Limited use of static data
(such as land cover classification) and other products
based on the same instrument and processed in the
same system (such as LSA SAF LST) is possible.
availability The NWP community prefers operational
products as there is at least some certainty of data
availability in the future.
These points form the current development philosophy be-
hind the new Metop/AVHRR snow cover algorithm. The
new Metop/AVHRR algorithm does not use third-party
or other independent cloud masking, does not try to force
classification of all pixels, is based on onlyMetop/AVHRR
data and has reached operational status.
5c. Data sources for the algorithm
The inputs used in the algorithm are presented in Ta-
ble 1. The algorithm utilizes the top-of-atmosphere radi-
ances of three AVHRR channels (1, 2 and 3A) and bright-
ness temperatures of two channels (4 and 5). This data is
preprocessed in the LSA SAF processing system and then
delivered for further processing in Product Dissemination
Units (PDU).
In addition to the radiances and brightness temperatures,
there is preprocessed auxiliary data in the LSA SAF pro-
duction system, such as pixel coordinates, elevation, sun
and satellite angles, land cover type and water mask (see
online documentation available in the LSA SAF website
for details). To separate forests and open areas, the al-
gorithm employs the International Geosphere-Biosphere
Programme (IGBP) land-cover type (Loveland and Bel-
ward 1997) by the U.S. Geological Survey (USGS), which
is also preprocessed and readily available in the opera-
tional LSA SAF production system (see Table 2). Other
land cover datasets could be used as well. Land surface
temperature (LST) provided by the LSA SAF production
system is employed to remove some misclassifications.
d. The iterative algorithm development
Development of the algorithm began with subjec-
tive classification of selected areas in representative
Metop/AVHRR images to create a development data set.
Selected areas were classified to eight different classes
(snow, snow-free, ice clouds, water clouds, mixed clouds,
transparent clouds covering snow or snow-free surface,
and water). Clouds were classified to several groups from
snow detection perspective to help in the algorithm devel-
opment. For this, 69 false colour RGB images were used
from December 2007 to March 2010 to classify approxi-
mately 610000 pixels. This subjectively classified dataset
was used as a basis for the algorithm development.
The algorithm consists of rules based on channel differ-
ences and ratios, which aim to differentiate snow-covered
and snow-free surfaces when possible. Any pixel which
does not match one of the rules is left as unclassified. This
group includes pixels where classification is too difficult
or impossible for any reason, such as darkness (sun eleva-
tion angle), probable cloud cover, and difficulties deciding
whether to classify pixels as snow-free or snow-covered.
As the algorithm aims to detect snow and snow-free sur-
faces, it is often not possible to determine the exact reason
why a certain pixel is not classified.
Based on the subjectively classified data set, the first
set of empirical classification rules was created. The de-
velopment environment provided tools for comparison of
different channels, analysis of the behaviour of different
classification rules and general analysis of relative impor-
tance of different rules. Once the initial set of classification
rules was prepared, different satellite images from October
2014 to June 2015 were used to identify misclassifications
and challenging cases around the world. Classification
rules were updated to correct misclassifications and to find
ways to extend the classification to initially unclassified
areas.
In this development phase, nearly all of the land surface
of the Earth on select days (e.g., all images of Febru-
ary 19 and March 26, 2015) was analyzed to find any
suspicious classifications. External data sources, such as
Google aerial and street view images, were used to get a
better understanding of local conditions (e.g., surface type,
vegetation). In addition, MODIS images were used to es-
timate the current surface status subjectively. The rules
were adjusted, in many cases so that challenging pixels
were excluded from classification.
This first candidate for the final SC1 algorithm allowed
development of the algorithm for the second phase (SC2)
which reprojects and merges the results of the SC1 algo-
rithm to a global daily product in required lat-lon grid. The
SC1 products are processed in order from the oldest to the
newest based on the acquisition time. Pixels in the SC1
product are reprojected to the nearest pixel in the global
grid and the current classification in that pixel is updated
either from default value (unclassified) or the previously
set classification value (snow, no snow, partial snow). In
practice, there are still small gaps and single-pixel misclas-
sifications in the product after initial merging. Therefore,
final smoothing based on 3×3 pixels around each pixel is
used to generate the final product.
This global product candidate was checked visually
against other data to find potential misclassifications,
which were then studied in more detail using the SC1
product and external sources. Some rules in the algorithm
were slightly adjusted.
e. The final algorithm
The final rules in the SC1 product, along with certain
special conditions, are presented in Tables 3 and 4. As
this product is targeting only land surfaces, a water mask
provided by the LSA SAF production system is used. The
notes column in Table 4 shortly describes the physical in-
terpretation for each rule. The rules used in the generation
of the daily product are presented in Table 5.
After the algorithm was implemented in the LSA SAF
production system and the product generation started, up to
date snow cover data was available from the LSA SAF sys-
tem for testing purposes. For further validation, a longer
time period was required. For that, LSA SAF processed
Metop/AVHRR data since January 1, 2015. After suc-
cessful internal validation, the product reached operational
status in early 2018.
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3. Validation strategy and data
Quantitative product validation using surface observa-
tions was the final phase of the product development. This
phase aims to confirm that the system produces valuable
and reliable information, so that the product can be ac-
cepted for operational use. For this paper, the original
internal 22 month validation period was extended to cover
the period from January 2015 to March 2019 (51 months)
to give more insight into the product and its properties.
a. Visual inspection of products
In the Fig. 4, an example of the product for April 10,
2017 is presented. At that time, Northern snow cover is
melting, but there is still snow in the northern parts of
Eurasia and America. Snow is also present in the moun-
tain ranges and other high elevation areas. Even though
the snow cover is quite well detected, the limitations of
an optical algorithm are obvious as cloud cover creates
patches of unclassified land. Darkness is the reason for
the unclassified area especially in the Antarctic. There are
also some unclassified stripes crossing the equator, which
are not covered by daytime satellite swaths. More prod-
uct examples are presented in Figs. S1–S10 in the online
supplementary material.
For an initial subjective evaluation, false-colour RGB
images from Metop/AVHRR and other satellite instru-
ments, such as MODIS, were used to estimate the qual-
ity of the snow product. Visual inspection of several
examples did not reveal any obvious problems, although
there were slight differences in the details. Fig. 5 shows
parts of Europe in April 15, 2018, in false colour (chan-
nels 3/6/7) MODIS RGB image, reprojected false-colour
Metop/AVHRR (channels 1/2/3A) and reprojected H32
snow product for the same day. The limitations of the
satellite algorithm reduce the number of classified pixels
especially in difficult conditions, but the speed of auto-
matic snow detection balances this in practical applica-
tions where fast and reliable products are essential, such as
NWP.
b. Surface observations for validation
The synopticweather station observationswere retrieved
from the FMI observations database. It has an adequate
global coverage and provides easy and fast access to the
observations. For validation, stations which had over 20
snow depth or state of the ground observations between
January 1, 2015, and October 31, 2016 were selected.
Snow depth, state of the ground and 2m air temperature
observations were retrieved from January 2015 to March
2019 from 4240 stations. Fig. 6 shows the locations of the
selected weather stations. Although there are considerable
gaps in the global coverage, the regions of seasonal snow
are quite well covered.
The state of the ground measurements (as defined in
WMO 2015) are not widely available from weather sta-
tions, mainly because they are manual observations and an
increasing number of weather stations have been converted
to automatic operations. However, when this measurement
is available, it is well suited for snow extent product val-
idation. Although it does not provide exact information
about snow coverage, it provides an estimate (snow-free,
less than half, over half, completely snow-covered) which
is better than estimated on/off snow coverage based on
point observations of snow depth.
The total number of individual observations retrieved
from the database was about 68 million. However, some
of the stations reported snow cover data only intermittently
while many others provided hourly data. For validation,
all observations from each station were merged to a single
set of daily observations. The highest snow depth of the
day or the largest coverage value of the state of the ground
was selected as the daily observation of each station. After
this, there were about 6.2 million daily observations of
snow cover or air temperature from these stations. Of
these observations, about 4.1 million included either snow
depth or state of the ground observations or both and the
rest were only temperature measurements.
As a part of the processing of observations, both snow
depth and state of the ground observations were converted
to three classes: snow, partial snow and no snow. Both
measurement types have different challenges which had to
be taken into account in the conversion.
Quite often there is no state of the ground observations.
Snow depth is often reported only when snow is present.
This makes the snow depth a practically useless indicator
of a snow-free surface, because a missing snow depth mea-
surement can be either from a snow-free station or more
often from a station which does not measure or report snow
depth at all.
There are also different practices of reporting snow
depth. Some stations report snow depth inmeters, others in
centimetres. Some stations use zero or negative values to
indicate no snow, others use similar values for partial snow.
The state of the ground values are more straightforward to
use, but the definitions itself required interpretation.
The state of the ground code values 0–9 ("without snow
ormeasurable ice cover") are used as no snowobservations,
code values 11,12,15 and 16 are used as partial snow cover
and values 10, 13, 14 and 17–19 ("with snow ormeasurable
ice cover") represent snow-covered surface. Snow depth
values are classified as snow if snow depth is greater than
zero and snow free if snow depth is less than zero. Some-
times there are special values which indicate partial snow
cover and these have been converted accordingly. Zero val-
ues are converted to partial snow cover as the value should
be used to report that there is no snow at the measuring
point but there is still some snow at the vicinity. Currently,
7there is some uncertainty as sometimes zero snow depth is
used to report no snow.
Then, a list of daily observations in each station was
created. Because the selected validation measures need
binary data (no snow/snow), different options for treat-
ment of partial snow cover values were tested both in the
satellite product and surface observations: converting par-
tial snow to snow-free (hereafter, "no snow"), converting
partial snow to full snow cover ("snow") and excluding
partial snow ("off").
The daily observations were then converted to a single
value which represents the snow coverage at each station.
If both snow depth and state of the ground values were
available but conflicting, the observation was marked as
such and excluded from validation. Two consistent ob-
servations or the only observation (snow depth or state of
the ground) was used as the daily value for the station and
included in the validation data set (about 4.1 million daily
observations).
In many cases, clouds or inadequate solar illumina-
tion prevent proper classification of the satellite pixels and
therefore the number of classified pixels varies from day
to day. No attempt was made to mitigate this and thus,
if the pixel is not classified as snow-free, partially snow-
covered or snow-covered by the algorithm, it is not used in
the validation.
c. Validation Measures
For validation of the snow product with surface obser-
vations, the common validation measures computed from
2×2 contingency table (Table 6) were used. Then, follow-
ing the terminology of Hogan and Mason (2012), cases
where the satellite detected snow are either Hits, 푎, when
the satellite correctly detected snow, or False Alarms, 푏,
when surface observation contradicts it. Similarly, cases
where the satellite detected snow free surface are either
Correct Rejections, 푑, or Misses, 푐, when surface observa-
tion shows the presence of snow.
However, the snow cover has a clear seasonal cycle, and
during summer there are relatively few snow observations
compared to no-snow observations (푑  푎 + 푏 + 푐). This
complicates the validation of snow product because most
common validation measures degenerate to trivial values
when the number of cases in one category is very small
compared with the other.
It is easy to see that the commonly used measure Pro-
portion Correct
PC =
푎 + 푑
푎 + 푏 + 푐+ 푑 , (1)
tends to 1 if 푑 dominates. For other measures this might
be not as self-evident, but can be seen when the measures
are shown as the function of two conditional probabilities
Hit rate, (퐻)
퐻 =
푎
푎 + 푐 , (2)
and False Alarm Rate (퐹)
퐹 =
푏
푏 + 푑 , (3)
and the base rate (푠)
푠 =
푎 + 푐
푎 + 푏 + 푐+ 푑 . (4)
In the perfect analysis, 퐻 should be 1 and 퐹 should be 0.
Now PC is
PC = (1−퐹) (1− 푠) +퐻푠, (5)
and dominating 푑 implies 푠→ 0 and 퐹→ 0, so PC tends
to 1 as it should.
Slightly counter-intuitively, the often-used replacement
for PC, Critical Success Index, which ignores Correct Re-
jections and therefore used in cases when 푑 dominates, also
degenerates. Its definition is
CSI =
푎
푎 + 푏 + 푐 =
퐻
1+퐹 (1− 푠)/푠 , (6)
and when there are very few snow observations (푠→ 0),
CSI will tend to zero. Also the Heidke Skill Score (the PC
corrected for random hits)
HSS =
2(푎푑 − 푏푐)
(푎 + 푐) (푐+ 푑) + (푎 + 푏) (푏 + 푑) , (7)
will tend to zero. On the other hand, the False Alarm Ratio
(FAR)
FAR =
푏
푎 + 푏 =
[
1+ ( 푠
1− 푠 )
퐻
퐹
]−1
(8)
will tend to one, while in the perfect analysis it should be
0.
A measure that does not degenerate is the Symmetric
Extremal Dependence Index (SEDI)
SEDI =
ln퐹 − ln퐻 + ln(1−퐻) − ln(1−퐹)
ln퐹 + ln퐻 + ln(1−퐻) + ln(1−퐹) (9)
that in the perfect analysis should be 1. The SEDI can be
used to assess whether there is a real drop in quality of the
snow product in summer or if it’s due to the characteristics
of the validation measures used. If either 퐹 or 퐻 is zero or
unity, SEDI is not defined. When either 퐹 or 퐻 was zero,
a very small number (0.0001) was added to the numerator
and denominator in the calculation of 퐻 and 퐹. This was
done purely for visualization purposes so that all cases
would be plotted in Figures below.
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4. Validation Results
In the Fig. 7, pixel counts of each class are presented.
There are days with some missing SC1 images and days
without any data which can be seen in the figure as spikes
and vertical stripes. In general, there are a significant
number of pixels which can be classified as snow-covered
or snow-free.
The validation results for the full validation period (Jan-
uary 2015 toMarch 2019) are presented in Table 7 for three
different sets of stations. All stations are used in the global
set of stations while Europe excludes stations outside Eu-
rope. The third set of stations, variable, includes station
which have reported both snow-free and snow-covered ob-
servations during the validation period, i.e., these stations
are probably in areas where snow is present occasionally.
Overall, the validation results are very good (HSS >
0.90 and SEDI > 0.95 for global validation). Thus, the
Metop/AVHRR snow extent algorithm is shown to pro-
duce realistic estimates of the snow cover. Full validation
period hit rate (퐻) and false alarm rate 퐹 are very good as
well as PC, HSS and CSI, which all suggest that there are
no large scale systematic difficulties in the algorithm. Es-
pecially SEDI suggests that the algorithm produces good
results during the summer which could be rather challeng-
ing period due to small number of snow-covered pixels.
As expected, there are differences when the results of
different treatments of partial snow are compared. Table 7
suggests that either excluding partial snow or converting
these pixels to no snow produce the best scores, whereas
conversion of partial to full snow cover deteriorates the
validation score. This implicates that partial snow cover
is both difficult to measure realistically and to classify
automatically. However, it seems that areas which are
partially snow-covered have more similarities with a snow-
free surface than a snow-covered surface.
Further analysis of partial snow cover both in the al-
gorithm and in the observations would benefit from more
detailed observations, such as high-resolution imagery and
observations of the temporal development of the snow
cover. Unfortunately, such observations are not widely
available. Also, more detailed analysis of the excluded
cases of conflicting snow depth and the state of the ground
observations in the weather stations could improve the un-
derstanding of the weather station observations.
The results do not differ significantly when different
regions are compared. They may be slightly better in the
variable region which includes only those stations which
recorded both snow-covered and snow-free observations.
This may imply that the algorithm does perform very well
in the areas which have seasonal snow.
The daily validation measures were calculated to create
time series which are presented in Figs. 8, 9 and 10. These
three figures differ in the way partial snow cover is treated.
In Fig. 8, partial snow cover observation and product classi-
fications are all converted to snow-free ("no snow"). Fig. 9
shows the results when partial snow is converted to full
snow cover ("snow") and Fig. 10 show the results when
partial snow is excluded from validation ("off").
In the panels of all three figures different validationmea-
sures are presented. On the top left panel, also the number
of snow pixels each day is presented. Each time series uses
the same colour-coding where the dark green data points
mark the days where 푑 <= 20 ∗ (푎 + 푏 + 푐), i.e., the pro-
portion of correct snow free observations is not too large,
light green the day when 푑 > 20 ∗ (푎 + 푏 + 푐) and orange
the days when 푑 > 200∗ (푎 + 푏 + 푐). This colour-coding is
used to emphasize that many validation measures can be
misleading when the distribution of correct observations
is strongly skewed.
These strongly skewed distributions are common dur-
ing the northern summer when seasonal snow cover in
the well-lit regions is at its minimum. During summer, a
small number of misclassifications caused by, for example,
thunderstorms, peculiar surface features or unrepresenta-
tive surface observations, can change the results signifi-
cantly even when practically all other classifications are
correct. This can be seen quite well in the PC and F, which
are nearly perfect during the summers even though more
sophisticated measures (HSS and SEDI) show high dis-
persion of values. At the beginning of the winter, when
the snow covered area grows and the number of Hits, 푎,
grow and Correct Rejections, 푑, decrease, the validation
measures improve greatly and stay at a high level most of
the winter and spring.
The relatively rare misclassifications during the north-
ern summer do show in some of the validation measures,
but in general, the algorithm produces very good results
throughout the year and excellent results during the north-
ern winter and spring when snow cover has the largest
impact on weather.
5. Discussion
a. H32 and other products
Many optical snow detection algorithms rely on detect-
ing cloud-free regions before the actual snow cover clas-
sification. The approach used in the algorithm presented
in this paper bypasses cloud detection and associated po-
tential misclassifications by trying to find directly snow-
covered and snow-free pixels. When that fails, the pixel
is considered unclassified without any further analysis for
the reason.
The strengths and weaknesses of different satellite snow
extent products can be compared. Although multi-source
products (such as IMS) provide much better coverage, the
quality and accuracy of multi-source products is often dif-
ficult to analyze, especially if the source of the snow cover
estimate in each pixel cannot be traced. Single source prod-
ucts (such as H31 and H32) do have more data gaps, but
9when available the accuracy is well defined and consistent
across the coverage area. This is beneficial for users who
prefer consistent and predictable behaviour of the product,
such as NWP and reanalysis.
The accuracy of the algorithm presented here should be
compared with the accuracy of other snow extent products
available. Literature-based accuracy estimates of some
operational snow extent products are presented in Table 8.
Similar table has been presented earlier by Surer et al.
(2014). The accuracy of the present product is comparable
with accuracy other products. For most products, as for the
present algorithm, the PC and the 퐻 are usually over 90%,
and 퐹 less than 10%. However, as can be seen in Figs. 8–
10, trying to compress the quality of a product in one
number, or even a set of numbers, can be a difficult as the
values of verification metrics vary with the season, terrain
type, illumination conditions and other physical properties
of the surface. A more detailed comparison at the pixel
or a gridpoint level would be most useful, but that is a
task for another article. Even more useful, but also a very
demanding, task would be to assimilate different products
inNWPand seewhich product improves the forecastsmost.
Another factor to keep in mind is the level of human
interference in the product generation. A fully automatic
product provides consistency and speed. An experienced
human analyst may improve the product quality but with
added uncertainty of the product behaviour and error statis-
tics, especially in areas which are not prioritized in the
analysis. As manual analysis of the snow cover is time-
consuming, it is unlikely that human analysis can be ex-
tended to full global coverage in operational products.
b. Validation
Validation with snow depth and the state of the ground
observations from surface weather stations shows good
agreement with the Metop/AVHRR H32 snow prod-
uct especially during winter and spring. Thus, the
Metop/AVHRR snow extent product can provide new and
reliable data about snow extent. Similar benefits can
be achieved with the previously published MSG/SEVIRI
snow extent product with better temporal resolution which
helps to reduce the limitations caused by cloud cover
and short day length. However, the resolution of the
MSG/SEVIRI product in the northern parts of Europe is
limited. The Metop/AVHRR product provides global cov-
erage and much better resolution in polar regions. How-
ever, cloud cover and availability of daylight may prevent
snow detection.
All data used during the development workwas gathered
prior to 2016. The days studied extensively during the de-
velopment were not excluded from validation. However,
the data from 2016 onward was used for validation only.
The validation metrics, based on surface observations as
the ground truth, shown in Figs. 8–10 remain consis-
tent throughout the whole validation period of 2015–2019.
This clears concerns of overfitting, which could result from
limited temporal variance of the development data.
c. Artificial observations
Because the lack of snow cover is not always reported,
the idea of using artificial snow-free surface observations
based on temperature was tried. Unfortunately, cold tem-
peratures are quite common evenwhen the surface is snow-
free. For that reason, generation of artificial surface ob-
servations in the trial runs was limited to cases where
the daily minimum and maximum temperatures are high
enough to ensure the surface is truly snow-free (푇min > 5 ◦C
and 푇max > 10 ◦C).
Validation measures were recalculated based on this ar-
tificial secondary data set, but the results were essentially
identical (differences less than one per cent)with the results
based on actual snow cover observations. Thus, the idea of
artificial snow-free surface observations was rejected and
only actual snow measurements were used in this study.
However, the use of generated artificial snow observations
based on other measurements could be beneficial in filling
the gaps in snow observations and might be worth a further
study.
d. Future
The current operational algorithm version would benefit
from further analysis of the relative importance of indi-
vidual classification rules. Some rules may need adjusting
or may be redundant in the current form. Nearly all sea-
sonal snow is in the Northern Hemisphere, but snow in the
Southern Hemisphere should get more attention in further
snow product development.
Continuous availability of near-real time products, in-
cluding snow products, is important for the NWP commu-
nity. While current H SAF H32 and H31 products will be
generated until the end of the MSG and Metop programs,
new products based on the same development principles
are expected to be available for the next generation of EU-
METSAT weather satellites (Meteosat Third Generation
(MTG) and Metop-SG). While the same development phi-
losophy will be used, new tools such as machine learning
may be used as an aid to speed up the development work.
Even though black-box models, such as neural networks,
are popular at the moment, theymay not be the best idea for
production due to the difficulty of backtracking solutions.
However, machine learning tools providing visualizable
solutions, such as random forests or support vector ma-
chines (Bishop 2006), may be useful in future snow cover
algorithm development.
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6. Conclusions
In this article, a new Metop/AVHRR based snow ex-
tent algorithm and product are introduced. The algo-
rithm is used operationally to produce daily global H SAF
Metop/AVHRR H32 snow extent product. The algorithm
applies the same approach of avoiding preliminary cloud
masking before actual snow cover recognition which was
used successfully earlier in the former LSA SAF, current
H SAFMSG/SEVIRI H31 snow extent product. The algo-
rithm aims to be as independent as possible of any external
data sets, algorithms and products.
Validation results based on snow depth and the state of
the ground observations in weather stations are very good
(HSS > 0.90,SEDI > 0.95) and suggest that the algorithm
produces realistic estimates of snow cover especially dur-
ing the northern winter and spring. Together with the
H SAF MSG/SEVIRI snow extent product which employs
a similar algorithm (Siljamo and Hyvärinen 2011), these
two products provide excellent snow coverage data of the
world and especially Europe.
Data availability statement. The H SAF
Metop/AVHRR snow extent product described in
this study is produced in the LSA SAF processing system
and is freely available online via LSA SAF web site
(https://landsaf.ipma.pt/en/), which requires
registration for data access. One example file is available
from the product description page without registration.
Dataset used is Metop/AVHRR global daily snow extent
(H32), subset used: January 2015 - March 2019.
In this study, synoptic weather station observations as
archived for internal use in the FMI were used, but, in
general, weather station data is publicly available both
freely and for a fee. One such free dataset is published
by Unidata/University Corporation for Atmospheric Re-
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Table 1. List of the inputs for the H SAF Metop/AVHRR (H32) snow extent algorithm.
Input type code description
Satellite 푅1 Radiance in Ch 1 (0.58 – 0.68 휇m)
channels 푅2 Radiance in Ch 2 (0.725 – 1.00 휇m)
푅3 Radiance in Ch 3A (1.58 – 1.63 휇m)
푅4 Radiance in Ch 4 ( 10.30 – 11.30휇m)
푅5 Radiance in Ch 5 (11.50 – 12.50 휇m)
푇퐵4 Brightness temperature in Ch 4 (10.30 – 11.30 휇m)
푇퐵5 Brightness temperature in Ch 5 (11.50 – 12.50 휇m)
Angles SAA Sun azimuth angle
SZA Sun zenith angle
VAA Satellite azimuth angle
VZA Satellite zenith angle
Other LC Land cover type
LST LSA SAF land surface temperature (in Celsius)
Δ푇퐵 푇퐵4-푇퐵5
Fig. 1. General flow chart of the Metop/AVHRR snow extent algorithm. The algorithm has two separate phases. Unit 1 processes single satellite
scene (in this case one PDU) and produces intermediate SC1 snow product. After the last scene of the day has been received and processes, Unit 2
merges all SC1 snow products to the global grid in acquisition order. After smoothing based on 3x3 pixel around each pixel, the final daily snow
product (SC2) is generated.
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Fig. 2. The qualitative comparison of different ground types and the water cloud reflectances with the solar AVHRR channels. The reflectances
of ground types are based on Baldridge et al. (2009) and the reflectance of a water cloud is based on an arbitrary image taken on 12 June 2010 02:08
UTC near Barbourville, Kentucky, United States using the hyperspectral Hyperion instrument onboard the Earth Observing-1 (EO-1) satellite. The
effective particle size of fine snow is 24 휇m, the medium snow 82 휇m, and the coarse snow 178 휇m. Note that because ground type and cloud
reflectances are based on different sources, only qualitative comparison is possible.
Fig. 3. The tentative discrimination of (a) "snow" and (b) "no snow" pixels using only the ratios of the solar channels of the AVHRR instrument.
The densities of two land classes "snow" and "no snow", and two cloud classes "ice cloud" and "water cloud" are estimated using the subjective
classification data set.
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Fig. 4. An example of the H SAF H32 snow extent product April 10, 2017. The algorithm catches the general features of the snow cover well,
but the limitations of an optical algorithm can be seen as black irregular patches in cloud covered areas. Unclassified areas near the poles are caused
by low sun elevation and, in the Antarctic, by polar night. There are also some unclassified stripes across the equator where the daytime satellite
swaths do not cover all of the surface.
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Fig. 5. A false-colour MODIS RGB (channels 3/6/7), reprojected false-colour Metop/AVHRR RGB (channels 1/2/3A) and reprojected H SAF
H32 snow extent April 15, 2018. The MODIS image (by NASA Worldview) shows that there is snow (dark red). There are also different clouds
(white or pink) in the area. Metop/AVHRR shows snow in dark yellowish shades and clouds as light blue or light yellow. The general features of
the snow cover are detected, but there are potential misclassifications, especially in regions where snow is presumably melting.
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Table 2. IGBP DISCover Data Set Land Cover Classification System
Class Class name
1 Evergreen Needleleaf Forests
2 Evergreen Broadleaf Forests
3 Deciduous Needleleaf Forests
4 Deciduous Broadleaf Forests
5 Mixed Forests
6 Closed Shrublands
7 Open Shrublands
8 Woody Savannas
9 Savannas
10 Grasslands
11 Permanent Wetlands
12 Cropland
13 Urban and Built-up
14 Cropland/Natural Vegetation Mosaics
15 Snow and Ice
16 Barren
17 Water Bodies
Fig. 6. The number of weather stations used in the validation in 1x2
degree grid cells.
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Table 3. List of special conditions in the algorithm rules. Special condition is true, when the condition in the middle is true.
Name When true Notes
slc LC= 2,5-12,14 IGBP, see Table 2
creg0 lat < -60 or lat > 60 High latitudes
creg1 lat < -45 or lat > 58 or Southern mid-latitudes
(lat > 45 and (lon < -30 or lon > 30)) Mid-latitude non-Europe
cMid h≥ 1500 and (lat < -35 or lat > 35) Mid- or High Latitude highlands
cMo h≥ 3000 Mountains
creg4 month = 1–5 and (lat < -35 or lat > 60 or
(lat > 35 and (lon < -30 or lon > 30)))
creg creg0 or creg1 or cMid or cMo
Scold ((creg0 or creg1 or cMid) and month = 1–5) or cMo
tropic h≤ 3000 and lat < 20 and lat > -20
moderate h≤ 2500 and lat < 40 and lat > -40
for LC= 1–6,8,14 forest by IGBP, see Table 2
nonfor LC= 7,9–13,15– non-forest by IGBP, see Table 2
Table 4. List of classification rules in the SC1 algorithm. If the condition is true, the snow cover status is set to Value (SN = snow, NS = no
snow, PS = partial snow, WA = water, UC = unclassified). These rules are applied sequentially from the top in the order presented and the final
snow cover classification is the value in effect after last rule. For definitions see Tables 1 and 3. Logical AND is marked by ∧ and logical OR by ∨.
Rule condition Value Rule Notes
set default value UC
nonfor∧푅2/푅1 < (−0.2푇퐵5 +57) ∧푅3/푅1 < 0.002푇퐵5 −0.45∧
푇퐵5 < 272.6∧푅2/푅1 > −0.05푇퐵5 +15.5 PS R1 Cold surface, relatively bright
푇퐵4 > 290 NS R2 Too warm for snow
nonfor∧푅3/푅1 > 0.134 NS R3 Open, NIR vs VIS too high for snow
creg∧nonfor∧푅2/푅3 > (−2푇퐵4 +585) ∧푇퐵4 < 277) SN R4 Cold, snow possible, 푅2/푅3 indicate snow
Scold∧nonfor∧푅2/푅3 > (−2푇퐵4 +574) ∧푇퐵4 > 256.5∧푇퐵4 < 269.7 SN R5 Amends R4 in problem cases
Scold∧ for∧푅2/푅1 > (−0.1푇퐵5 +29.5) ∧푅2/푅1 < 2.86∧푇퐵5 < 280 PS R6 Cold forest, ’red edge’ less distinct for snow-free
푅3/푅1 < 0.045∧푇퐵4 > 280 NS R7 Warm, reflectance indicate snow, set no snow
creg4∧ (푅3 −푅2)/(푅3 +푅2) < −0.975∧푇퐵4 < 279∧푇퐵4 > 240 SN R8 Low 푅3/푅2 with cold surf. No coldest clouds
for∧푅3/푅1 > 0.135 NS R9 Forest, distinct ’red edge’, snow highly unlikely
creg∧푅2/푅3 > 120∧푇퐵4 < 276 SN R10 Similar to R8
creg∧ for∧푅2/푅3 > 72∧푇퐵4 > 253 SN R11 North Forest, no ’red edge’, warm for ice clouds
Scold∧ for∧푅2/푅3 > 45∧푇퐵4 > 263 SN R12 North Forest, no ’red edge’, warm for ice clouds
Scold∧ ( (푅2/푅3 > 120∧푇퐵4 < 254) ∨ (푅2/푅3 > 220∧푇퐵4 < 280)∨
(푅2/푅3 > 50∧푇퐵4 > 267∧푇퐵4 < 276∧Δ푇퐵 < 1.5)) SN R13 Snow, filter out clouds
(푇퐵5 > 280∧푅2/푅1 > 2) NS R14 Clear ’red edge’, warm. Snow very unlikely
푇퐵4 < 242∧푅2/푅3 < 68.8 UC R15 Very cold surface with an indistinct 푅2/푅3
Δ푇퐵 > 4∧푅3/푅1 > 0.09∧푅3/푅1 < 0.11 UC R16 Remove misclassifications
VZA > 60 UC R17 Viewing geometry is too challenging
SZA > 80 UC R18 Illumination geometry is too challenging
tropic∧ slc∧ (SN∨PS) UC R19 No snow near-equatorial lowlands
moderate∧ (푇퐵4 +푇퐵5)/2 < 253∧ (SN∨PS) UC R20 Unreliable cold snow surface
LST >= 293.15∧ (SN∨PS) NS R21 Trust LST over snow retrieval
(SN∨PS)∧
푅1 < 1.2/cos2 (SZA) ∧푅2 < 1.2/cos2 (SZA) ∧푅3 < 0.02/cos2 (SZA) UC R22 Unclassify too dark snow pixels
If water pixel in water mask WA R23 No retrieval over water
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Table 5. List of the smoothing rules used in the generation of the daily (SC2) product. The number of classifications in 3x3 grid around a pixel
are counted and the values are used to define the final classification in each pixel. F, W, U, S, P, and N are the numbers of; non-processed, water,
unclassified, snow-covered, partially snow-covered, and snow-free pixels, respectively. These rules are used one after the other from the top, and
the final daily classification is the classification in effect after the last rule. Logical AND is marked by ∧ and logical OR by ∨.
Rule condition Value set Rule
set default value original value D1
푈 +퐹 > 4 UC D2
푆 +푃 < 2∧푁 < 2∧푈 > 2 UC D3
푊 > 3∧푆 +푁 +푃 +푈 = 0 WA D4
푊 +퐹 ≤ 3∧ :
푆 +푃 = 0∧푁 > 2∧푊 +퐹 = 0 NS D5
푆 +푃 > 3∧푁 = 0 SN D6
푆 +푃 = 0∧푁 > 2 NS D7
푆 +푃 > 3∧푁 > 2 PS D8
Fig. 7. Daily classification distributions in the Metop/AVHRR snow extent product from January 2015 to April 2019. Main cause for vertical
stripes and spikes is missing input data on those days. Seasonal snow of the large northern continents dominate the global snow extent.
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Fig. 8. Metop validation measure time series, partial classifications converted to snow-free. Each day is colour coded to indicate whether the
proportion of correct snow-free observations is so large that most of the validation measures degenerate (indicated by light green and in the most
extreme cases by orange). Most of the snow observations are from the northern seasonal snow region which dominates in the time series. The
results are excellent during the northern winter.
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Fig. 9. As in Fig. 8, but partial classifications converted to full snow cover.
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Fig. 10. As in Fig. 8, but partial classifications excluded.
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Table 6. Contingency table of the comparison between two categor-
ical snow analyses. The symbols 푎-푑 represent the number of cases in
each group.
Analysis 2 (baseline)
Analysis 1 Snow No snow
Snow 푎 (Hit) 푏 (False Alarm)
No snow 푐 (Miss) 푑 (Correct Rejection)
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Table 7. Global validation results for the period from January 2015 to March 2019. Global, Europe and Variable regions and all three partial
snow treatments presented. Differences between versions are rather small, even though treating partial snow as snow seem to be slightly worse than
other two options. 푁 is the number of cases, other validation measures are defined in Section 3c.
Global (4240 stations) Europe (2021 stations) Variable (2286 stations)
Partial no snow snow off no snow snow off no snow snow off
푁 1327910 1337570 1328561 727098 729781 725434 948663 955943 949833
BIAS 0.989 0.929 0.964 1.009 0.913 0.962 1.031 0.954 0.990
퐻 0.928 0.884 0.920 0.933 0.857 0.913 0.974 0.918 0.958
퐹 0.009 0.008 0.007 0.005 0.005 0.004 0.006 0.005 0.004
FAR 0.062 0.049 0.045 0.076 0.062 0.051 0.055 0.038 0.032
PC 0.983 0.977 0.983 0.991 0.985 0.991 0.992 0.987 0.992
CSI 0.875 0.845 0.882 0.866 0.811 0.870 0.921 0.886 0.929
HSS 0.924 0.903 0.928 0.923 0.888 0.925 0.955 0.932 0.959
SEDI 0.978 0.963 0.976 0.981 0.957 0.977 0.993 0.977 0.989
Table 8. Some operational snow products available currently with published accuracy estimates. (Disk = Geostationary satellite detection disk,
NH = Northern Hemisphere).
Product Data Source Start
year
Resolution Time
res.
Coverage Reference/Accuracy
H SAF H32 Metop (AVHRR) 2015 0.01◦ Daily Global Described in this paper
H SAF H31 MSG (SEVIRI) 2008 3 km (nadir) Daily Disk The PC against IMS about 99% calcu-
lated over the whole year, but some-
what lower during the NH winter only.
The 퐻 ≈ 80% and 퐹 < 10%. (Siljamo
and Hyvärinen 2011).
VIIRS
snow products
Suomi-NPP
NOAA-20
2012 375 m/0.05◦ Daily Global Comparable toMODIS, but VIIRS has
the potential to map snow cover area
more accurately (Riggs et al. 2017;
Thapa et al. 2019)
MODIS
snow products
Terra (MODIS)
Aqua (MODIS)
2000 500 m/0.05◦ Daily
8-day
monthly
Global The PC against in-situ snow observa-
tions in Collection 5 about 93%, but
lower accuracy is found in forested
areas and complex terrain and when
snow is thin and ephemeral. Very high
PC, up to 99%, may be found in crop-
lands and agricultural areas (Hall and
Riggs 2007). Note that Collection 6
has been published. (Riggs et al. 2017)
NOAA/NESDIS
IMS
Multisource 1998 4 km Daily
8-day
NH Described in Helfrich et al. (2007);
Ramsay (1998). The PC against in-
situ snow observations 80 – 90%, 퐻
≈ 95%, and 퐹 0 – 20% during the
NH winter, but values vary with sea-
son (Brubaker et al. 2005; Chen et al.
2012).
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Information on land surface properties finds applications in a range of areas
related to weather forecasting, environmental research, hazard management and
climate monitoring. Remotely sensed observations yield the only means of supply-
ing land surface information with adequate time sampling and a wide spatial
coverage. The aim of the Satellite Application Facility for Land Surface Analysis
(Land-SAF) is to take full advantage of remotely sensed data to support land,
land–atmosphere and biosphere applications, with emphasis on the development
and implementation of algorithms that allow operational use of data from
European Organization for the Exploitation of Meteorological Satellites
(EUMETSAT) sensors. This article provides an overview of the Land-SAF, with
brief descriptions of algorithms and validation results. The set of parameters
currently estimated and disseminated by the Land-SAF consists of three main
groups: (i) the surface radiation budget, including albedo, land surface tempera-
ture, and downward short- and longwave fluxes; (ii) the surface water budget
(snow cover and evapotranspiration); and (iii) vegetation and wild-fire parameters.
1. Introduction
The Satellite Application Facility for Land Surface Analysis (Land-SAF) is part of
the SAF network, a set of specialized development and processing centres serving the
European Organization for the Exploitation of Meteorological Satellites
(EUMETSAT) Application Ground Segment (Schmetz et al. 2002). The SAF net-
work complements the product-oriented activities at the EUMETSAT Central
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Facility in Darmstadt. The main purpose of the Land-SAF is to take full advantage of
remotely sensed data, particularly those available from EUMETSAT sensors, to
measure land surface variables, which will find applications primarily in meteorology.
The Land-SAF makes use of two main satellite systems: the geostationary series,
Meteosat Second Generation (MSG), and the EUMETSAT Polar System (EPS).
With respect to the previous generation of European geostationary satellites, the
spin-stabilized MSG has an imaging-repeat cycle of 15 min (against 30 min on the
previous system), which provides more timely information. The EPS is Europe’s first
polar orbiting operational meteorological satellite and the European contribution to
a joint polar system with the US. EUMETSAT will have the operational responsi-
bility for the ‘morning orbit’ with Meteorological-Operational (MetOp) satellites, the
first of which was launched successfully on 19 October 2006.
The Spinning Enhanced Visible and Infrared Imager (SEVIRI) radiometer,
onboard MSG, has unique spectral characteristics and accuracy, with a 3 km resolu-
tion (sampling distance) at nadir (1 km for the high-resolution visible channel), and 12
spectral channels (table 1; Schmetz et al. 2002). Its combination with the Advanced
Very High Resolution Radiometer (AVHRR) onboard MetOp permits global cover-
age of the land surface, with AVHRR complementing SEVIRI at high latitudes.
The Land-SAF (figure 1) started its 5-year development phase in September 1999,
and its initial operations in January 2005. During the current phase of the project,
from March 2007 to February 2012, the Land-SAF consortium is pursuing the
consolidation of its operational and user support activities. Emphasis is on the
validation and upgrading of algorithms based on the changing needs of the users
and full exploitation of the capabilities of EUMETSAT sensors. The Land-SAF has
been especially designed to serve the needs of the meteorological community, parti-
cularly Numerical Weather Prediction (NWP). The products retrieved from Meteosat
and EPS satellites can be grouped into (i) Surface Radiation Budget parameters,
which include downward long- (DSLF) and shortwave (DSSF) surface fluxes, albedo
(AL), land surface temperature (LST), and emissivity (EM); and (ii) Biogeophysical
parameters, such as snow cover (SC), soil moisture and evapotranspiration (ET), and
vegetation products (table 2). The growing number of users in agricultural and
Table 1. Characteristics of the Spinning Enhanced Visible and Infrared Imager (SEVIRI)
onboard Meteosat Second Generation (www.eumetsat.int).
Channel Central wavelength (mm) Dynamic range Radiometric noise
VIS0.6 0.635 533 W m-2 sr-1 mm-1 S/N 10 at 1% albedo
VIS0.8 0.81 357 W m-2 sr-1 mm-1 S/N 7 at 1% albedo
NIR1.6 1.64 75 W m-2 sr-1 mm-1 S/N 3 at 1% albedo
IR3.9 3.92 335 K 0.35 K at 300 K
WV6.2 6.25 300 K 0.75 K at 250 K
WV7.3 7.35 300 K 0.75 K at 250 K
IR8.7 8.70 300 K 0.28 K at 300 K
IR9.7 9.66 310 K 1.50 K at 255 K
IR10.8 10.80 335 K 0.25 K at 300 K
IR12.0 12.00 335 K 0.37 K at 300 K
IR13.4 13.40 300 K 1.80 K at 270 K
HRV Broadband (about 0.4–1.1) 460 W m-2 sr-1 mm-1 S/N 1.2 at 0.3% albedo
S/N, Signal-to-noise ratio.
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forestry applications, land use, and the broader topics of climate, environment
monitoring and atmospheric chemistry, have supported the extension of biogeophy-
sical parameters to wild-fire-related products. The Land-SAF generates land surface
variables on a pixel-by-pixel basis, which are provided to users in the satellite nominal
resolution, for most of the products. An indication of the expected accuracy of each
retrieved value is also given, either in the form of quality flags or as an estimated error
range (i.e. estimates of product inaccuracy taking into account known algorithm
uncertainties and propagation of input errors).
User requirements evolve with the availability of improved or new data sources,
and the rise of potential applications for new products. Programmes promoted by the
World Meteorological Organization (WMO) or by the European Commission (EC)
and European Space Agency (ESA), such as the Global Monitoring for Environment
and Security (GMES), have established guidelines for the monitoring of climate and
environment, stressing the need for global, long-term, high quality and reliable
products. The life cycle of EUMETSAT satellites, and the participation of Land-
SAF consortium members in the geoland project (a prototype for the land component
of GMES), put the Land-SAF in a privileged position as a product/service provider
for those programmes. Finally, the proactive relationship with the user community is
expected to be reinforced through cooperation with users regarding validation activ-
ities, and through promotion of workshops to discuss the adequacy of the Land-SAF
list of products, and their respective characteristics (workshop proceedings, with
examples of product application, are available at http://landsaf.meteo.pt/
workshops.jsp).
2. Surface radiation budget
2.1 Products and algorithms
Surface radiation budget-related parameters have been estimated from SEVIRI/
MSG, archived and disseminated on a regular basis since March 2005. Estimations
using AVHRR/MetOp and merging of polar orbiting and geostationary satellite data
are now foreseen for 2009. Polar orbiters will improve spatial coverage at high
latitudes, as well as the angular sampling for a better estimation of surface albedo.
Land surface albedo (AL) is the fraction of incoming solar energy reflected at the
1999 2000
Meteosat-8
(MSG-1)
Meteosat-10
(MSG-3)
Meteosat-11
(MSG-4)
Meteosat-9
(MSG-2)
MetOp-A
MetOp-B MetOp-C
MTG-1
2001 2002 2003 2004 2005 2006 2007 2008 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 (Year)
Figure 1. Project phases: (i) 5-year development period (September 1999 to December 2004);
(ii) initial operations phase (January 2005 to February 2007); and (iii) the continuous develop-
ment and operations phase, which began in March 2007. The schedule for EUMETSAT
satellite launches is also indicated.
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surface. It indirectly quantifies the fraction of the energy that is absorbed and
transformed into surface sensible and latent heat fluxes. Owing to strong feedback
effects, the knowledge of albedo is important for determining weather conditions in
the atmospheric boundary layer (Dickinson 1983). The Land-SAF AL product
(Geiger et al. 2008a) is based on the three shortwave channels at 0.6, 0.8 and 1.6
mm. In the first step of the AL processing chain, cloud-free reflectance observations of
each time-slot are corrected for atmospheric effects using the simplified radiative
transfer code SMAC (Rahman and Dedieu 1994). A linear kernel-driven bidirectional
reflectance distribution function (BRDF) model (Roujean et al. 1992) is then inverted
against daily time series of top-of-canopy reflectance values. The integration of the
BRDF model provides spectral AL values that are then converted into broadband
estimates corresponding to visible (e.g. figure 2(a)), near-infrared, and total
(e.g. figure 2(b)) shortwave ranges. These are available as directional-hemispherical
(‘black-sky’) and bi-hemispherical (‘white-sky’) quantities (Geiger et al. 2008a). Two
temporal AL products are considered: one with an effective temporal scale of 5 days,
updated on a daily basis, and a 30-day composite, updated every 10 days. The
temporal resolution associated with the former reduces the sensitivity to uncorrected
atmospheric effects (e.g. residual cloudiness), while still being able to detect short-
term variations of the surface properties, such as recent snowfall or burnt areas.
Median values of error estimates for the 5-day AL are of the order of 0.005, while
the 90th centile is around 0.010. Nevertheless, the reliability of AL retrievals (both
5-day and 30-day products) may be degraded (i) over regions with persistent cloud
cover, as is often the case in tropical areas during the rainy season; (ii) over areas with
very high aerosol loads, since the current version of the AL algorithm relies on aerosol
climatological data for the atmospheric correction; and (iii) over pixels with recent
snowfall or snow melt. Users may easily identify such cases, associated with larger
error ranges and degraded quality flags.
The monthly composite AL samples (sub-)seasonal time-scales. The Land-SAF
Team is currently working on an improved version of the 30-day AL composite,
which makes use of observations provided by SEVIRI/MSG (for multiple illumina-
tion angles) and AVHRR/MetOp (for different viewing geometries). The
0.0
AL-VI-DH AL-BB-BH
0.1
(a) (b)
0.2 0.3 0.4 0.5 0.0 0.1 0.2 0.3 0.4 0.5
Figure 2. Albedo estimated for 10 July 2006: (a) visible (range 0.4–0.7 mm) black sky; and (b)
total shortwave (range 0.4–4 mm) white sky albedo.
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combination of data sets from geostationary and polar systems is indeed challenging
because it requires some harmonized effort relative to the data preprocessing (cloud
and aerosol removal). The expected improvements in BRDF quality with a better
angular resolution will be operated typically at 3 km spatial resolution. This value
corresponds to a compromise as it represents the SEVIRI subsatellite footprint and an
average resolution for AVHRR between nadir (1 km) and off-nadir (6 km).
Land surface temperature (LST), or directional radiometric temperature of the
surface, provides the best approximation to the thermodynamic temperature based on
a radiance measurements (Norman and Becker 1995). It should be kept in mind,
however, that directional effects are important for heterogeneous and non-isothermal
surfaces, such as a satellite pixels over land (Barroso et al. 2005, Trigo et al. 2008a).
There, thermodynamic temperature would be better represented by the hemispherical
radiometric temperature (Norman and Becker 1995). Currently, the Land-SAF LST
(figure 3(a)) is obtained by correcting top-of-atmosphere (TOA) radiances for the
atmospheric attenuation along the path and the reflection of downward radiance. The
LST algorithm is based on a generalized split window, following the formulation first
proposed by Wan and Dozier (1996) to derive LST from the AVHRR and Moderate
Resolution Imaging Spectroradiometer (MODIS), adapted to SEVIRI data (Trigo
et al. 2008a). Surface temperature is estimated as a linear function of clear-sky, TOA
brightness temperatures for the split-window channels 10.8 mm and 12.0 mm, where
regression coefficients depend explicitly on land surface emissivity for each channel,
and implicitly on atmospheric water vapour content and satellite viewing angle.
Channel and broadband emissivity is estimated as a weighted average of that of
bare ground and vegetation elements within each pixel (Peres and DaCamara 2005,
Trigo et al. 2008b), using the fraction of vegetation cover (FVC), another Land-SAF
product described below. The uncertainty of LST retrievals (figure 3(b)) takes into
account the inaccuracy inherent in the generalized split-windows method and the
propagation of errors in the input variables (Freitas et al. 2010). The field presented in
figure 3(b) depicts well the regions with lower LST accuracy (error ranges above 3 K),
namely: (i) arid areas where the uncertainty in surface emissivity is generally high, and
10 20
(a) (b)
30 40 50 60
(°C) (°C)
0 1 2 3 4
Figure 3. (a) Land surface temperatures (LSTs) estimated for 10 July 2006, 12 UTC and (b)
the uncertainty of the LST retrievals. White areas over continents correspond to cloudy pixels,
where LST was not retrieved.
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where the extreme high brightness temperatures tend to further enhance LST error
ranges; and (ii) regions near the border of the MSG disc, where large optical paths
associated with high viewing angles lead to large LST uncertainties, particularly in the
presence of moist atmospheres.
Information on cloud cover is obtained using the Nowcasting and Very Short
Range Forecasting Satellite Application Facility (SAFNWC) software (http://
www.nwcsaf.org/HD/Main.jsp). Dynamic information on the atmospheric pressure
and total column water vapour comes from the European Centre for Medium-range
Weather Forecasts (ECMWF) NWP model. Cloud data (identification and cloud
type classification) are used in the processing of all Land-SAF products, either to flag
non-processed pixels (e.g. BRDF, LST) or to be used for the estimation of atmo-
spheric absorption/emission within the visible (VIS)/infrared(IR) domain needed for
the estimation of the respective downward fluxes at the surface.
The downwelling surface short- and longwave radiation fluxes (DSSF and DSLF)
refer to the radiative energy flux in the wavelength intervals 0.3–4.0 mm and 4–100 mm,
respectively. Both DSSF and DSLF products are calculated for every second slot of
MSG input data at intervals of 30 min. The estimates are derived for the instanta-
neous acquisition time of each image line. Satellite-derived estimates of radiation
fluxes are valuable tools to validate results from assimilation systems and climate
models (Allan et al. 2004, Harries et al. 2005, Bony et al. 2006) or off-line forcing of
land surface models (Dirmeyer et al. 2006).
The shortwave component, DSSF (figure 4(a)), essentially depends on the solar
zenith angle, cloud cover and, to a lesser extent, atmospheric absorption and surface
albedo. The methodology for the retrieval of DSSF implemented in the Land-SAF
system (Geiger et al. 2008b) relies on the approach developed within the framework of
the Ocean and Sea Ice (OSI) SAF (Brisson et al. 1999). The distinguishing features of
the Land-SAF product are the spatial and temporal resolution, the source of ancillary
input data, and the use of three shortwave SEVIRI channels (0.6, 0.8 and 1.6 mm).
DSSF is strongly anti-correlated with observed TOA reflectances; bright clouds (i.e.
high TOA reflectances) correspond to low solar radiation reaching the surface.
Estimated TOA albedo serves as the most important input information for a simple
0
DSSF DSLF(W  m–2) (W m–2)
250
(a) (b)
500 750 1000 200 260 320 380 440
Figure 4. (a) Shortwave and (b) longwave downwelling fluxes at the surface (W m-2), esti-
mated for 10 July 2006, 12 UTC.
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physical parameterization of the radiation transfer in the cloud–atmosphere–surface
system. In clear-sky conditions DSSF is estimated directly by a parameterization for
the effective transmittance of the atmosphere as a function of the concentration of
atmospheric constituents (Frouin et al. 1989). For cloudy situations, DSSF estimates
rely on a simplified physical description of the radiation transfer in the cloud–atmo-
sphere–surface system (Gautier et al. 1980, Brisson et al. 1999). Important elements of
this scheme are cloud transmittance, cloud albedo, and atmospheric transmittance
between the surface and clouds. Estimates for the cloud properties are derived from
TOA albedo (Geiger et al. 2008b), determined from the satellite measurements by
applying a broadband conversion relationship (Clerbaux et al. 2005) and an angular
dependence model (Manalo-Smith et al. 1998).
The estimation of DSLF (figure 4(b)) combines remotely sensed information on
clouds and atmospheric fields (temperature and humidity) provided by NWP models.
In the Land-SAF approach, DSLF makes use of bulk parameterization schemes
merging formulations derived for clear-sky conditions (e.g. Prata 1996), with schemes
developed for cloudy skies (e.g. Josey et al. 2003). DSLF retrievals benefit from the
signature of clouds and different cloud types on IR and VIS channels, complemented
with information on atmosphere water content and near-surface air temperature
available from NWP fields, also used to estimate atmospheric transmittance in the
DSSF algorithm. It is worth noting that NWP fields, obtained from ECMWF 12- to
24-h forecasts, include information from atmospheric sounders and other observa-
tions, and thus correspond to the best knowledge of atmospheric profiles for each time
slot.
2.2 Validation of radiative parameters
The validation strategy for Land-SAF products focuses on three main aspects: (i)
comparison with similar parameters retrieved from different sensors; (ii) comparison
with in-situ measurements; and (iii) sensitivity studies and assessment of the impact of
input errors on the quality of the Land-SAF products. The latter are the basis for the
estimation of the product error range for each retrieved value, which is disseminated
to users (see, for example, figure 3(b)). Validation of surface radiative fluxes makes
use of the Baseline Surface Radiation Network (BSRN) (http://www.bsrn.awi.de), a
project of the World Climate Research Programme (WCRP) and the Global Energy
and Water Experiment (GEWEX) aimed at detecting important changes in the
Earth’s radiation field (Ohmura et al. 1998). BSRN radiation measurements include
surface downwelling short- and longwave fluxes and more rarely upwelling fluxes. As
a result of a strict quality control, BSRN data have been widely used to validate
radiation schemes in climate modelling and to check the calibration of satellite-
derived radiometric products. To overcome the scarcity of LST ground measurements
within the area covered by Meteosat, the Land-SAF Team carried out exploratory
studies to find suitable LST validation sites and one LST ground-truth station has
already been set up in E´vora (Southern Portugal), in operation since August 2005
(Kabsch et al. 2008). Recently, two other sites have been set up in Africa, in Namibia
and Senegal, respectively.
As an example, figure 5 presents results from different methodologies involved in
the validation of Land-SAF radiation products, including comparison with similar
parameters retrieved from MODIS (LST and albedo), and with in situ measurements
(DSSF and DSLF). Validation exercises not only provide information on product
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Figure 5. Examples of validation exercises carried out for radiation parameters, including
comparison with products from other satellites and in situ observations. (a) Average and
standard deviation (C) differences between SEVIRI and MODIS LST products for two
10  10 boxes in Africa, centred at (i) 10 S, 20 E (Central Africa and (ii) 25 S, 20 E
(Kalahari). The statistics are obtained for the period 25–31 July 2005, for MODIS daytime and
night-time passages (see legend), and for the classes of MODIS satellite zenith angle specified on
the x-axis. (b) Land-SAF broadband bidirectional albedo (y-axis) retrieved (i) over Europe
(10–25 June 2006) and (ii) over Northern Africa (12–27 July 2006), plotted against the equiva-
lent MODIS parameter (x-axis); average (bias) and standard deviation (Stdev) of differences
are also indicated. (c) Scatterplot of Land-SAF DSSF versus in situ measurements for (i) clear-
sky cases observed in Carpentras, France and (ii) cloudy conditions observed in Roissy, France.
The data were collected between 2006 and 2007. (d) Scatterplot of Land-SAF DSLF versus
in situ measurements for same cases as in (c).
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accuracy but also reveal product characteristics and problematic/optimal retrieval
conditions. The comparison between Land-SAF (SEVIRI) and MODIS LST
(figure 5(a)) shows a clear dependence of discrepancies with viewing angles, for
daytime cases. As discussed in detail in Trigo et al. (2008a), these results indicate
clearly the directional character of remotely sensed LST, and also suggest that
comparison of night-time estimates is more suitable for the detection of biases
associated with the algorithm or input data. Overall, SEVIRI LST is higher than
MODIS LST, with night-time systematic differences ranging between 0.5C and
1.0C. Similarly, Land-SAF SEVIRI AL is routinely compared with MODIS AL
(figure 5(b)). The results reveal very good matching between the two parameters. Over
northern Africa, characterized by very bright surfaces, the Land-SAF product gen-
erates higher broadband albedo values (figure 5(b)(ii)). Such overestimation with
respect to MODIS albedo is primarily linked to differences in angular integration of
surface reflectances, due either to the use of different BRDF models or diverse angular
samplings (more details in Geiger et al. 2008a).
Although not shown, the validation of LST and AL products includes evaluation
against in situ measurements. Figures 5(c) and 5(d) show, also as an example, scatter-
plots of Land-SAF downward fluxes for DSSF and DSLF, respectively, versus
ground observations for two stations in France. The results are presented separately
for clear and cloudy-sky conditions, revealing higher discrepancies for the latter, as
expected. In general, the radiative fluxes are within the target accuracy (table 2) for
most retrieved values. Conditions likely to produce lower quality estimates
(e.g. partially clouded pixels, high angle observations) are flagged within the retrieved
products. In addition, DSSF (DSLF) may be overestimated (underestimated) under
very high aerosol loads, as shown by Slingo et al. (2006).
Product validation is essential for assessing whether user requirements (table 2) are
met. The example presented in figure 5 aims to illustrate the ongoing validation of
surface radiation parameters, using both in situ observations and data from other
satellites. Further detailed results on product performance may be found in the Land-
SAF validation reports updated regularly (http://landsaf.meteo.pt; see also Geiger
et al. 2008a,b, Kabsch et al. 2008, Trigo et al. 2008a,b).
3. Biogeophysical parameters
3.1 Water budget
In addition to the surface radiation budget, the Land-SAF has been tasked to provide a
series of biogeophysical products, essential for modelling and understanding land sur-
face processes. SC and ET constitute the first set, related to the surface water budget.
SC relies on different signatures of snow, ice and clouds on the reflectance of
shortwave IR channels onboard SEVIRI/MSG and AVHRR/MetOp to provide
daily fields discriminating snow-free, snow-covered and partially snow-covered pixels
over the whole European area. As the separation between cloud and surface ice/snow
is also crucial for cloud detection, the SC algorithm is based on a thresholding
procedure to distinguish surfaces covered with snow or ice from clouds and snow-
free pixels. The resulting SC (http://landsaf.meteo.pt) product has been generated on
an operational basis and archived since March 2005. An additional set of quality/
processing flags for each pixel is provided to users, giving information on the uncer-
tainty of the classification (further details may be found in the respectiveProduct User
Manual, Land-SAF 2006). Table 3 presents a summary of the Land-SAF SC scores
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using the National Oceanic and Atmospheric Administration (NOAA)/National
Environmental Satellite, Data and Information Service (NESDIS) product as refer-
ence. The statistics corresponding to SC retrievals over the European region, between
July 2007 and February 2009, show good agreement between the two products.
Detection of snow with VIS and IR is generally less reliable for terrains with steep
slopes, or over areas with dense forests with snow under the canopy. These cases are
flagged in the Land-SAF SC product.
Although SC estimations based on IR and VIS channels provide maps with high
spatial resolution, they may be hampered by persistent cloudiness; in this respect, the
high temporal sampling of geostationary satellites provides a clear advantage towards
polar orbiters. The information from both platforms will be used to produce daily SC
maps, which will be particularly useful over the mid- to high latitudes. In regions such
as Central and Eastern Europe or Scandinavia, Meteosat viewing geometry makes the
detection of snow more difficult because of the high satellite zenith angles, and
radiances correspond to coarser spatial resolution pixels (with distances between
pixels reaching 6–12 km). There the better spatial resolution provided by MetOp,
along with observations closer to nadir, will complement the higher observation
frequency of Meteosat. Microwave data are not limited to clear-sky observations,
they are also sensitive to snow water equivalent (e.g. Kongoli et al. 2004, Drusch et al.
2004). However, they have coarser resolution (typically 25–50 km, instead of 1–5 km)
and may present problems in the detection of thin or wet snow (Kongoli et al. 2004).
The accuracy of snow products derived from VIS/IR and from microwave varies
considerably with surface and terrain types and atmospheric conditions. Merging the
two different sources of data will provide the best means to improve accuracy, extend
product availability, and provide information on snow metamorphism (snow ageing,
melting, ice). The Land-SAF Team expects to minimize known sources of errors by
introducing, for example, topographic and land cover corrections (e.g. forests).
One of the aims of the Land-SAF is the estimation of parameters necessary for a
complete description of the energy budget over land surfaces, making use of
EUMETSAT. Within this framework, ET, which combines soil and intercepted
water evaporation with plant transpiration, is essential to the estimation of surface
latent heat flux.
The approach currently followed to derive ET makes use of a soil–vegetation–atmo-
sphere transfer (SVAT) model – a simplified version of the ECMWF TESSEL SVAT
scheme – forced by Land-SAF radiation products (DSSF, DSLF and AL) and
ECMWF meteorology to estimate ET. Soil moisture will be estimated through
Advanced Scatterometer (ASCAT)/MetOp data, through either direct assimilation of
TOA radiances or soil moisture retrievals (provided by EUMETSAT). ET depends on
many local factors and variables (e.g. vegetation type and state, soil moisture, near
surface wind), making its validation particularly difficult. Figure 6 shows a scatterplot
of Land-SAF ET estimates against observations taken in Cabauw (The Netherlands),
Table 3. Land-SAF snow cover product verified against
NOAA/NESDIS (Europe; July 2007–February 2009).
Proportion correct 0.977
Bias 0.863
Probability of detection 0.747
False alarm rate 0.135
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characterized by grassland (Beljaars and Bosveld 1997). The comparison with observa-
tions does not present evident systematic biases. In general, the validation results reveal
good agreement between estimations and observations obtained for stations in areas
dominated by grasslands (figure 6) and mixed forests (not shown; Land-SAF 2008). So
far, validation of ET has been mostly performed for Europe. Flux measurements over
Africa and South America are scarcer but a full assessment of Land-SAF ET estima-
tions over those regions is ongoing.
At a later stage, the Land-SAF Team expects to test alternative approaches to the
estimation of daily ET by exploiting the spectral and temporal resolution of
SEVIRI. Among others, Caparrini et al. (2004) showed that sequential LST data
contain useful information on the partitioning of available surface energy into latent
and sensible surface heat fluxes. Thus, high frequency (e.g. 15-min) fields of LST may
be assimilated into an SVAT model, which can also use other surface radiation
parameters as forcing.
3.2 Vegetation and wild fires
The second set of biogeophysical parameters comprises vegetation and wild fire
indices. Fraction of Vegetation Cover (FVC), Leaf Area Index (LAI), and Fraction
of Absorbed Photosynthetically Active Radiation (FAPAR) are currently retrieved
from SEVIRI; retrievals based on AVHRR and on merged AVHRR and SEVIRI
Figure 6. Comparison of 30-min Land-SAF evapotranspiration (ET_SAF) estimates (mm h-1)
with in-situ measurements (ET_Obs) taken in Cabauw (The Netherlands) over the period
ranging from 1 March to 31 December 2007.
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data will become available later. FVC (figure 7(a)) characterizes the fraction of
vegetation on a flat background; LAI (figure 7(b)) is a dimensionless variable (m2
m-2) defined as one half of the total leaf area per unit ground area, and accounts for
the surface of leaves contained in a vertical column normalized by its cross-sectional
area; and FAPAR (not shown) represents the fraction of solar energy absorbed by
vegetation for photosynthesis. FVC, LAI and FAPAR are relevant parameters for a
wide range of land–biosphere applications, from agriculture and forestry to environ-
mental management and land use. FVC determines the partition between soil and
vegetation contributions, also used for emissivity estimations. For fully and healthy
developed canopies, LAI indicates the amount of green vegetation that absorbs or
scatters solar radiation, and is an important parameter in NWP, climate and SVAT
models. Finally, FAPAR is an indicator of the health and thereby productivity of
vegetation. FAPAR is generally well correlated with LAI, particularly for healthy,
fully developed, vegetation canopies.
The algorithms of the vegetation products rely on the use of BRDF parameters
(Roujean and Lacaze 2002), which contain specific spectral directional signatures of
vegetation reflectances. The normalization of SEVIRI images to a common geometry
minimizes surface anisotropy effects, which constitute one of the main drawbacks of
using geostationary satellites for vegetation monitoring. While FAPAR is based on
simulations of surface reflectances in optimal angular geometries (Roujean and Bre´on
1995), FVC is estimated through the application of a spectral mixture analysis
methodology, developed taking into account the spectral variability of vegetation in
different ecosystems (e.g. Bateson et al. 2000, Garcı´a-Haro et al. 2005), to VIS and
near-IR reflectance values. The algorithm relies on a statistical approach, in which
soil and vegetation components are represented by a multimodal probability density
function. Finally, LAI is estimated from FVC following the methodology developed
by Roujean and Lacaze (2002), which proved to be more effective than traditional
techniques based on spectral vegetation indices.
The high rate of acquisition provided by the SEVIRI instrument guarantees the
availability of spatially consistent cloud-free data for adequately monitoring both the
0.0
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Figure 7. (a) Fraction of Vegetation Cover (FVC) and (b) Leaf Area Index (LAI), correspond-
ing to a 5-day composite, estimated on 10 July 2006.
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seasonality of vegetation and the long-term trends in the state of vegetation. The spatial
and temporal variation of the SEVIRI vegetation products in Southern Africa was
validated using data collected by Privette et al. (2002) and Huemmrich et al. (2005)
along the International Geosphere Biosphere Programme (IGBP) Kalahari Transect. A
representative example of this analysis is presented in figure 8. LAI retrieved from
SEVIRI/MSG captures the phenology in this area, from peak-biomass in March–April
(towards the end of the wet season), to senescence, peak dry season and minimum foliar
biomass in early September, and rapid green-up into the next season. Large product
errors are generally found at high latitudes, particularly over Europe during winter,
since the inputs are derived under suboptimal conditions. Product limitations at high
latitudes are anticipated to be considerably reduced by combining SEVIRI and
AVHRR data. Moreover, the quality of FVC, LAI and FAPAR also tends to be
degraded for areas with persistent cloud, high aerosol loads, or large viewing angles,
as in the case of the AL product. Such degradation is reflected in the product error
range, and in extreme cases (e.g. very large input uncertainties, or traces of snow) the
estimated values are masked out. In the case of FAPAR, values with estimated
uncertainty higher than 0.25 are set to ‘not processed’ in the final product files. The
information on retrieval conditions or on the reasons for ignoring the retrieval is
detailed in the product quality flags. Maps of estimated error ranges for FVC, LAI
and FAPAR (not shown) generally exhibit high values over high latitudes, particularly
during winter, and along the most active areas of the Inter-Tropical Convergence Zone
(ITCZ). Uncertainty estimates, based on the propagation of input errors and on the
theoretical uncertainty of the algorithm, typically range between 0.04 and 0.15 for FVC,
between 0.03 and 0.10 for LAI, and between 0.05 and 0.15 for FAPAR.
Fire-related processes have long been identified as applications with great potential
to be derived from SEVIRI/MSG and AVHRR/MetOp (Pereira and Govaerts 2001,
Boschetti et al. 2003). These applications include the monitoring of vegetation sus-
ceptibility to fire, which is linked to water stress and surface temperature. The merging
Figure 8. Comparison of Land-SAF LAI product (stars; labelled MSG) retrieved from
SEVIRI over a 2-year period (2006–2007) with (non-concomitant) field measurements over
the Mongu site in western Zambia (15.438 S, 23.253 E). The land-cover type at the site is a
Miombo woodland on Kalahari sand (woody savannah). The single time-profile combines all
measurements taken with two different instruments and periods: (i) TRAC instrument (Natural
Resources Canada, Canada Centre for Remote Sensing, Ontario, Canada) over the year 2000
(diamonds) and (ii) LAI-2000 LICOR instrument (Li-COR Biosciences, Lincoln, NE, USA)
over the period 2000–2002 (triangles).
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of such data with meteorological parameters provides indicators of fire risk, fire
detection, monitoring and fire scar identification. Following demands from environ-
ment monitoring and risk management (e.g. GMES requirements), the Land-SAF is
currently exploring (i) the capability of SEVIRI/MSG to detect and monitor active
fires, particularly over Africa, leading to the operational generation, archiving and
dissemination of the Fire Detection and Monitoring (FD&M) product; and (ii)
signals of vegetation water stress on SEVIRI channels (0.8, 1.6 and 3.9 mm), to follow
its variability in space and time, and to produce a meaningful danger of fire rating, or
Risk of Fire Mapping (RFM), for (Southern) Europe. The latter is still under devel-
opment; an operational version is currently foreseen for the end of 2010.
Biomass burning is a significant global source of aerosols, greenhouse gases
(e.g. carbon dioxide and methane) as well as of nitric and carbon monoxides, methyl
bromide and hydrocarbons that lead to acid rain and the photochemical production
of tropospheric ozone and destruction of stratospheric ozone, which impact global
climate (e.g. Crutzen and Andreae 1990). Other impacts of biomass burning relate to
the biogeochemical cycling of nitrogen and carbon compounds, the hydrological
cycle, the reflectivity and emissivity of the land, the stability of ecosystems and
ecosystem biodiversity (e.g. Dwyer et al. 1999). The radiant energy released per unit
time during a vegetation fire is directly related to the amount of biomass burning and
combustion gases emitted to the atmosphere (Wooster et al. 2005). As wild fires are
generally associated with vegetation combustion at temperatures within the
600–1300 K range, they exhibit an emission peak in the mid-IR (3–5 mm), in accor-
dance with Wien’s displacement law. Therefore, the detection of active fires is essen-
tially based on the signature of these events (even with subpixel scales) on the
brightness temperature of channel IR3.9. The algorithm used by the Land-SAF for
fire detection is based on a series of contextual thresholds, derived empirically for
channels IR3.9 and IR10.8, which take into account values of immediate (fire-free)
neighbours (Giglio et al. 2003). The Land-SAF currently produces Fire Radiative
Power (FRP) at the pixel scale (every 15-min; figure 9), and at a coarser resolution
(1 longitude  1 latitude; hourly), following the algorithm described in Wooster
et al. (2005). The rate of radiant energy emitted by a fire (FRP) is estimated using the
Planck function, relating the emitted spectral radiance and the emitter temperature
(Wooster et al. 2003).
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Figure 9. Fire Radiative Power (FRP) corresponding to all fire events detected over Europe
on 23 July 2008. The point over Sicily corresponds to the volcano in Mount Etna.
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Validation of the detection of wild-fire events and corresponding radiative power
obtained from SEVIRI/MSG is mostly based on comparisons with similar MODIS
products. The higher spatial resolution of the MODIS instrument allows the identifica-
tion of significantly more events (weak or small fires) than SEVIRI; for simultaneous
observations SEVIRI misses up to 50–55% of fires detected by MODIS. In addition, the
higher dynamic range of MODIS allows the estimation of higher FRP values than
SEVIRI, which saturates at lower temperatures. However, because of its high (15-min)
sampling rate, SEVIRI is likely to capture a signal from most fire events, in contrast to
MODIS, with only four overpasses per day. SEVIRI is able to observe a significant part
of the life-cycle of wild fires, and thus capture most events when they reach their peak
intensity. Moreover, the FRP estimations using SEVIRI will be far more representative
of the radiative energy released over a day by wild fires than those provided by
instruments on polar orbiters, such as MODIS (Govaerts et al. 2008).
4. Conclusion
After a 5-year development phase and a 2-year period in pre-operation, the Land-
SAF Team has a set of consolidated algorithms, used to generate land surface
products in an operational mode, which are archived and disseminated in near real
time or off-line. These include retrievals of surface radiative components, vegetation
parameters and snow cover. Other algorithms are already in an advanced stage of
development and foreseen to become operational during the current 5-year phase of
the project (2007–2012). All of the products are distributed with quality control
information and for some of them with an error range, indicative of the expected
accuracy of the retrieved fields, on a pixel-by-pixel basis, supported by sensitivity
studies and product validation.
Product validation is an essential component of Land-SAF activities, as the main
source of information on the compliance of generated products with user require-
ments. Only parameters that meet the target accuracy described in table 2 for a
significant number of cases are considered operational (i.e. are distributed to users).
Furthermore, the results of product validation are one of the drivers for further
algorithm development and improvements of the quality of products. Validation
activities basically consist of intercomparison of Land-SAF products and similar
parameters retrieved from other satellite data (e.g. LST retrieved from AATSR on
ENVISAT, LST and AL from MODIS on EOS, vegetation parameters from MERIS
on ENVISAT, MODIS on EOS, snow cover from NOAA/NESDIS and MODIS) and
with ground-truth sites. Such intercomparison exercises are often carried out in
cooperation with existing projects or networks of detailed in situ measurements
(e.g. BSRN, GEWEX). Given the lack of LST ground measurements within the
Meteosat disc, the Land-SAF Team has set up its own sites, which are particularly
dedicated to LST, but that also collect downward surface radiative fluxes and other
meteorological data. The first of these stations has been set up in E´vora (Southern
Portugal), while two others have recently been installed in Namibia and Senegal.
The Land-SAF addresses a wide community, ranging from surface processes
modelling (e.g. NWP, seasonal forecasting and climate models) to agriculture and
forestry applications (e.g. fire hazards, food production) and hydrology. This com-
munity greatly benefits from products generated from a reliable observation system
designed to ensure long-term operations. The MSG programme alone is expected to
provide observations for at least 12 years (e.g. Schmetz et al. 2002), while Meteosat
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Third Generation is already under preparation. Both Meteosat and MetOp series are
important components of the Global Earth Observation System of Systems (GEOSS),
a comprehensive, sustained observation system of the Earth. It is the role of the Land-
SAF, and all SAFs in general, to adapt existing algorithms to forthcoming
(EUMETSAT) sensors, guaranteeing the continuation of current products, and to
develop applications that fully exploit new remote sensing capabilities.
The Land-SAF products, classified as ‘essential’ by EUMETSAT, are available on
a free and unrestricted basis. The data may be requested and downloaded off-line
from the Land-SAF website, while near-real-time users are encouraged to use
EUMETCast, which is the primary distribution means for EUMETSAT image data
and derived products. Additional information on the Land-SAF is available at http://
landsaf.meteo.pt/, while the EUMETSAT website at www.eumetsat.int provides
details on European meteorological satellites and other SAFs.
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ABSTRACT
Snow cover has a strong effect on the surface and lower atmosphere in NWP models. Because the progress
of in situ observations has stalled, satellite-based snow analyses are becoming increasingly important. Currently,
there exist several products that operationally map global or continental snow cover. In this study, satellite-
based snow cover analyses from NOAA, NASA, and the European Organisation for the Exploitation of
Meteorological Satellites (EUMETSAT), and NWP snow analyses from the High-Resolution Limited-Area
Model (HIRLAM) and ECMWF, were compared using data from January to June 2006. Because no analyses
were independent and since available in situ measurements were already used in the NWP analyses, no
independent ground truth was available and only the consistency between analyses could be compared. Snow
analyses from NOAA, NASA, and ECMWF were similar, but the analysis from NASA was greatly ham-
pered by clouds. HIRLAM and EUMETSAT deviated most from other analyses. Even though the analysis
schemes of HIRLAM and ECMWF were quite similar, the resulting snow analyses were quite dissimilar,
because ECMWF used the satellite information of snow cover in the form of NOAA analyses, while
HIRLAM used none. The differences are especially prominent in areas around the snow edge where few in
situ observations are available. This suggests that NWP snow analyses based only on in situ measurements
would greatly benefit from inclusion of satellite-based snow cover information.
1. Introduction
Snow cover and snow depth are important parameters
for numerical weather prediction (NWP) and hydrolog-
ical models, especially in springtime during the melting
period. Essential characteristics include snow water equiv-
alent (SWE), snow depth, and snow covered area. For
hydrology, the maximum SWE prior to the onset of
spring snowmelt is typically the most important snow
characteristic for operational runoff and river discharge
forecasts. In NWP models, the snow cover affects the
surface albedo and the heat flux between the ground and
the atmosphere, and therefore has a strong effect on the
lower part of the atmosphere. The variable inside NWP
models is typically SWE. However, because the SWE can
only be analyzed indirectly from temporally and spatially
sparse snow depth and snow cover observations, the ac-
curacy of analysis is limited. Thus there is a pressing need
for improved snow analysis in numerical models.
In the foreseeable future, there will be no improve-
ments to in situ snow observations, but the satellite
technology is advancing rapidly and the progress in
snow analysis will be based on the increasing use of
satellite products. Snow cover analyses produced from
satellite information have much better spatial coverage,
and both snow and no-snow observations are readily
made. However, methods are often based on visible and
near-infrared channels and suffer from cloud cover and
limited sunlight during the polar winter. On the other
hand, methods based on passive microwave instruments
are not limited by clouds but suffer from coarser spatial
resolution and they work only for dry snow conditions
(Ulaby et al. 1986).
The purpose of the current study was to assess the
current situation: What satellite products are available
and how consistent are their results with each other and
with NWP analyses of snow cover? This study concen-
trated on satellite analyses with methods based on vis-
ible and near-infrared channels, as they are more widely
used in NWP than methods-based microwave instru-
ments [e.g., Advanced Microwave Scanning Radiome-
ter for Earth Observing System (EOS) (AMSR-E)]. With
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methods based on visible and near-infrared channels,
we are in practice restricted to information about the
existence of snow in binary form. However, for many
applications, SWE is a more important parameter than
the snow cover, and therefore developments in this area
will be welcome (e.g., Comiso et al. 2003; Pulliainen
2006). Also, our emphasis is more on operational NWP
use than on climatological studies [for more climato-
logical and SWE-oriented comparison, see, e.g., Frei
et al. (2005)].
Satellite and NWP snow analyses were compared
with each other from January to June 2006, first in the
whole Northern Hemisphere and then concentrating on
northern Europe. The satellite analyses were from the
Interactive Multisensor Snow and Ice Mapping System
(IMS) from the National Oceanic and Atmospheric
Administration (NOAA), Moderate Resolution Imag-
ing Spectroradiometer (MODIS) snow product from the
National Aeronautics and Space Administration (NASA),
and the snow cover analysis of the Land Surface Anal-
ysis (LSA) Satellite Applications Facility (SAF) from
the European Organisation for the Exploitation of
Meteorological Satellites (EUMETSAT). The NWP
analyses were from the High-Resolution Limited-Area
Model (HIRLAM) and European Centre for Medium-
Range Weather Forecasts (ECMWF). HIRLAM uses
only in situ observations for its analysis, while ECMWF
uses both in situ and satellite observations (the analysis
from NOAA). ECMWF and NASA analyses are global,
NOAA covers the Northern Hemisphere, HIRLAM
covers northern Europe, and LSA SAF uses the geo-
stationary satellite instrument and is thus constricted by
the field of view of the instrument.
Numerous studies of snow analyses or comparisons
between analyses and ground truth have been made.
Producers of snow analyses have published validation
studies; for example, Hall and Riggs (2007) reported
that the absolute accuracy [the proportion correct (PC),
as defined below, against in situ observations] of the
MODIS analysis is around 93%, but varied on the land
cover type. Most problems arose from cloud detection
over snow and from very thin (less than 1 cm) snow.
Other studies have compared MODIS snow analyses of
in situ observations in, for example, China (Wang et al.
2008) and Europe (Parajka and Blo¨schl 2006; Sorman
et al. 2007) with comparable results. Brubaker et al.
(2005) compared MODIS and IMS snow analyses with
in situ observations in the United States and reported
that IMS underestimates snow in the transition seasons
but outperforms MODIS analysis in cloudy areas with
new snow and during winter. Drusch et al. (2004) shows
how the inclusion of IMS snow improves the ECMWF
snow analysis. However, to our knowledge, the present
study is novel because comparisons between more than
two snow analyses have not been widely performed.
2. Data
The snow analyses used in this study are called both
products and analyses. The difference between an anal-
ysis and a product is a matter of definition. The term
product emphasizes that the analysis is made for the
general use, while, for example, NWP analyses are more
restricted both in distribution and in intended use. For
consistency in this study, after the introduction of anal-
yses and products, only the term analysis will be used.
a. MODIS snow product
The MODIS instrument onboard the Terra and Aqua
satellites of the EOS satellite series provides daily ob-
servations up to 500-m resolution. The fully automated
MODIS snow-mapping algorithm uses satellite reflec-
tances in MODIS bands 4 (0.545–0.565 mm) and 6
(1.628–1.652 mm) to calculate the normalized difference
snow index (Hall et al. 1995). The MODIS snow pro-
ducts are also equipped with quality assurance infor-
mation tags that indicate where nominal or abnormal
results occurred (Hall et al. 2002).
MODIS snow cover can be accessed in a number of
different data products, differing in projection, resolu-
tion, and spatial and temporal coverage. The swath and
daily tile snow products classify each pixel as snow,
snow-free land, cloud, water, or another condition, but
daily and 8-day global products also offer information
regarding fractional snow cover (Hall et al. 2002). In this
study the daily 0.058 (about 5 km) Climate Modeling
Grid (CMG) product was used. There are two prod-
ucts, one for Terra [earth science data type (ESDT)
MOD10C1] and one for Aqua (ESDT MYD10C1). The
products are constantly improved and reprocessed. At
the time of the present work, version or collection 4 was
the most up-to-date version. Since then, collection 5 has
been released and it is recommended that the most
current collection is used for studies.
b. IMS
NOAA has provided operational snow cover maps for
the Northern Hemisphere since 1966. The recent Inter-
active Multisensor Snow and Ice Mapping System was
developed to provide daily snow and ice information
from the Northern Hemisphere by combining data from
various sensor sources. The main sources are visible and
infrared spectral data from the Polar and Geostationary
Operational Environmental Satellite programs (POES/
GOES) operated by the National Environmental Satel-
lite, Data, and Information Service (NESDIS), Japanese
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geostationary satellites [Geostationary Meteorological
Satellite (GMS) and lately the Multifunctional Transport
Satellite (MTSAT)], and European geostationary satel-
lite (Meteosat). MODIS images, not automatic MODIS
snow products, and the microwave products from the
Defense Meteorological Satellite Program (DMSP) op-
erated by the U.S. Department of Defense are also used.
The combination of data from different sources for
one analysis is done subjectively by analysts at NOAA/
NESDIS. Since there are several other derived snow/ice
products of varying accuracy, such as those from the
National Ice Center (NIC) and National Centers for
Environmental Prediction (NCEP), it is highly desirable
for analysts to be able to interactively compare and con-
trast the products so that a more accurate composite map
can be produced (Ramsay 1998). Analysts prefer to use
visible imagery for snow-extent mapping. Geostationary
data looping is the main source of information, repre-
senting an estimated 60% of snow analysis areas during
winter, and 30% during summer. In summer, polar or-
biting satellites’ visible channels contribute 65% of snow
areas. Even during winter, microwave-derived snow data
represent only 5% of an analysis (Helfrich et al. 2007).
Currently the IMS produces snow/ice analyses at two
resolutions: a lower resolution of 25 km (1024 3 1024
grid) and a higher resolution of 4 km (61443 6144 grid).
Gridded data are available in ASCII format from the
Internet. Because IMS products are daily products with
a major human element, they cannot be reprocessed in
the same manner as MODIS products discussed above.
c. LSA SAF snow cover
EUMETSAT has several dedicated centers for pro-
cessing satellite data. Each of the satellite application
facilities provides products and services on an opera-
tional basis. The main purpose of the Land Surface
Analysis Satellite Applications Facility is to increase the
benefits from Meteosat second-generation (MSG) and
EUMETSAT Polar System (EPS) data related to land,
land–atmosphere interactions, and biophysical applica-
tions by developing techniques, products, and algo-
rithms that will allow a more effective use of data from
the EUMETSAT satellites.
The LSA SAF snow cover is a simple snow presence
product, which classifies every land pixel as snow cov-
ered, partially snow covered, or snow free if the clouds
and lighting conditions allow the classification. The
product is aimed at numerical weather prediction and
similar applications. The area of analysis is shown in
Fig. 1. LSA SAF is primarily concentrated on opera-
tional products, and snow analyses are archived but not
reprocessed when algorithms are improved. This makes
it difficult to use for climatological studies.
During our study period, the LSA SAF snow algo-
rithm was based on the cloud mask of the Nowcasting
and Very Short Range Forecasting (NWC) SAF software
for Spinning Enhanced Visible and Infrared Imager
(SEVIRI) data (Derrien and LeGle´au 2005). These cloud
masks were generated every 15 min. From cloud masks,
only daytime pixels over land classified as cloudy, snow
free, or snow covered were used. Images for one day
were combined to produce the daily snow cover map over
land. This way the impact of short-lived clouds is mini-
mized. The likelihood of finding cloud-free conditions
for a certain pixel during one day is better from images
generated every 15 min by geostationary MSG satellites
than from few images from a polar-orbiting satellite like
Terra.
FIG. 1. Areas of LSA SAF analysis (dotted line), HIRLAM analysis (dashed line), and the area for
comparison (solid line) over northern Europe.
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d. Snow analysis in the HIRLAM model
HIRLAM is a complete NWP system including hy-
drostatic primitive equation model and data assimila-
tion. A detailed description of the whole HIRLAM
system is given in Unde´n et al. (2002) and only the snow
analysis scheme is described here. The HIRLAM data
for this study have been taken from the operational
meso-beta (MBE) suite of the Finnish Meteorological
Institute. MBE HIRLAM covers the area shown in
Fig. 1 with the horizontal resolution of 0.088.
During our study period the snow analysis in MBE
HIRLAM was based on the successive correction
method. The first guess for the snow analysis is a short-
range (6 h) forecast from the previous assimilation cycle
that is blended with the climatology. Thus in areas of
sparse observations the final snow analysis is close to the
short forecast and hence the snow amount is simulated
by the melting and accumulation of snow in the forecast
model. In addition, the blending guarantees that the
final analysis does not drift too far from the climatology
even if there is a systematic drift in the forecast model
and no observations are available.
The only observation type used in the HIRLAM
snow analysis is the snow depth data from synoptic
surface (SYNOP) observations (World Meteorological
Organization 1995). In the SYNOP observation the
snow variable is snow depth, while the corresponding
variable in the HIRLAM model is SWE. The analysis is
done in snow depth and therefore the HIRLAM first
guess must be converted to snow depth. This is done
using monthly mean density values of snow. Hence the
density of the snow depends only on the time of the year
(month) and other properties, like the age of snow, are
not taken into account.
The successive correction method corrects the first
guess by analyzing the deviation between the first guess
and observations. The weights are functions of hori-
zontal and vertical distances between observations and
the grid points. In the horizontal, the weights are in-
versely proportional to the square of the distance. The
maximum influence radius is decreased in four itera-
tions from 600 to 100 km. In the vertical, the weights
depend inversely on the difference of the gridpoint
height and station height, but observations from moun-
tainous areas with height differences of more than 300 m
are not used. The quality control consists of only check-
ing the observations against the first guess and no cross-
checking of observations against each other is per-
formed. After the analysis of snow depth, the conversion
back to SWE is done in the same way as the conversion
to snow depth before the analysis (i.e., using the monthly
mean snow density values).
e. Snow analysis in the ECMWF model
The ECMWF snow analysis is very similar to that of
HIRLAM. The successive correction method is used
and SYNOP observations are the main source of in situ
information. If snow depth observations are not avail-
able, the snow accumulation and melting is simulated by
using the 6-h forecast from the model. The horizontal
and vertical weights are similar to those of HIRLAM.
The analysis contains the same steps as HIRLAM: con-
verting the SWE of snowpack to snow depth, analyzing
the snow depth, and then converting back to SWE. An
important difference is that ECMWF uses IMS snow
information (Drusch et al. 2004).
The IMS analysis is used both in creating the first
guess and in the analysis. If there is no snow in a first
guess grid box, but the area is snow covered in IMS, the
snow depth in the first guess is set to 10 cm. During the
analysis the IMS data help to analyze the snow edge.
Since many SYNOP stations do not report the snow
depth of 0 cm if no snow is present, the snow edge is
difficult to analyze using only SYNOP observations.
The satellite data are used to create pseudo-observations
of 0 cm of snow in the areas of no snow cover.
For this study, data from the Meteorological Archival
and Retrieval System (MARS) at ECMWF were ob-
tained for the Northern Hemisphere with the resolution
of 0.2258.
3. Methods
In this study we concentrate only on binary snow
cover, that is, if the land is snow covered or not. As
detailed above, data are disseminated in a variety of pro-
jections, but first all data were reprojected to Lambert
cylindrical equal-area projection. In this area-preserving
projection, comparisons of analyses extending over large
geographical areas are meaningful. For the compari-
sons of ECMWF, IMS, and MODIS analyses in the
Northern Hemisphere, analyses were reprojected with
a resolution of 25 km. This resolution is close to the
original resolution of ECMWF data. For comparisons
of HIRLAM, ECWMF, IMS, MODIS, and LSA SAF
analyses in northern Europe, analyses were reprojected
with a resolution of 5 km, which is close to the original
resolution of analyses other than ECMWF. All repro-
jections were done using the freely available Geospatial
Data Abstraction Library (GDAL).
Resamplings were done using the simple nearest-
neighbor method.
NWP analyses are for SWE, not snow cover. To
transform this to snow cover, we simply classified grid
boxes with SWE greater than zero as snow covered.
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This may result in a little overestimation of snow in
comparisons. MODIS analyses have the fractional snow
area for each grid point and we classified the fractional
snow area greater than 20% as snow. This may result in
a little underestimation of snow in comparisons. In ad-
dition, only MODIS grid points more than 50% cloud
free were processed.
Snow behaves differently in mountainous areas and
near the sea surface level, and therefore, using the freely
available global topography with 30 arc s resolution
from the U.S. Geological Survey’s (USGS) Center
for Earth Resources Observation and Science (EROS)
(GTOPO30), we divided the land areas into two classes:
lowlands and highlands with a threshold of 600 m.
This threshold is somewhat arbitrary and was selected
so that the same threshold could be used in the Northern
Hemisphere and northern Europe. In the Northern Hemi-
sphere, lowlands will cover 65% of land and highlands
35% (Fig. 2). The area for which the comparison in
northern Europe is done is shown in Fig. 1. Here low-
lands will cover 95% of the chosen area and highlands
5% of the area (Fig. 3).
The treatment of clouds in MODIS and LSA SAF
analyses needs to be considered. As the purpose of this
FIG. 2. Land areas classified by height: lowlands (gray) and highlands (black) in the NH, the threshold being 600 m. The black
rectangle shows the area shown in Fig. 4. The image is in the polar stereographic projection, but the analysis was done in
Lambert cylindrical equal-area projection.
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study was to compare day-to-day analyses, no effort was
made to lessen the impact of clouds, by, for example,
aggregating cloudy analyses from different days. A
simple solution adopted was to compare analyses only
in cloud-free areas and ignore the cloudy area.
To further simplify the comparison, only 1200 UTC
analyses of ECMWF and HIRLAM and only MODIS
Terra snow analyses were used. The amount of snow
varies from one analysis time to the next or between Terra
and Aqua analyses, but we found the difference to be
smaller than the difference between different analyses.
The results of comparison between two analyses can
be shown in a 2 3 2 contingency table (Table 1), where
a is the number of cases where both analyses reported
snow, d is the number of cases where neither analyses
reported snow, b is the number of cases where only the
first analysis reported snow, and c is the number of cases
where only the second analysis reported snow. There is
extensive literature of different measures calculated
from this table (e.g., Jolliffe and Stephenson 2003). The
basic measure is proportion correct, defined as
PC5
a1d
a1 b1 c1 d
. (1)
PC is the fraction of items classified correctly when one
of the analyses represents the truth. The best value for
PC is 1, and the worst value is 0. This measure alone is
not sufficient, in particular when one of the categories
dominates.
Another widely used measure is the Heidke skill
score. HSS is PC adjusted to account for the agreement
between two analyses due to chance. HSS is defined as
HSS 5
2 (ad bc)
(a1 c) (c1d)1 (a1 b) (b1d)
, (2)
and has the same value regardless of whether analysis
1 or analysis 2 is the truth, because the value does not
change if we switch b and c. HSS is important for our
study, as the amount of the snow varies considerably
during our study period and PC can give quite mis-
leading results. HSS has been independently discovered
and named many times. For example, in the remote
sensing community, it is called kappa (Congalton and
Green 1998).
One of the challenges of this study is that there is no
independent ground truth. As analyses use the same
input data or even directly use other analyses, none of
them are independent and none can be said to represent
the truth. IMS uses MODIS and SEVIRI data as input
and is the basis for ECMWF snow. Although HIRLAM
does not use satellite data, it uses the same in situ
SYNOP observations as ECMWF. Had it been possible
to rerun NWP analyses, independent in situ observa-
tions could be done by cross validation (e.g., Wilks
2006) of ground measurements, but rerunning analyses
would require resources not at our disposal. This lack of
ground truth means we cannot assess the accuracy of,
for example, ECMWF compared with IMS, but can only
assess the difference of analyses (e.g., the impact of in
situ measurements on ECMWF).
We cannot rank the analyses with, for example, HSS,
because the ground truth does not exist. Instead of ranking,
we can compare the consistency between analyses by
calculating HSS for each possible analysis pair. There
are however many pairings, and results can be hard to
visualize. One way forward is to note that HSS tells how
similar analyses are and can be considered as a measure
of distance between analyses. This suggests we can use
multidimensional scaling (MDS) (e.g., Ripley 1996) to
construct a simpler two-dimensional mapping of results.
MDS tries to retain the distances between variables,
that is, distances between variables in a map should
be proportional to the actual distances. These measures
of distance, or dissimilarity, do not have to satisfy all
FIG. 3. Land areas classified by height: lowlands (gray) and highlands (black) in northern Europe,
the threshold being 600 m.
TABLE 1. Contingency table of the comparison between two
categorical snow analyses. The variables a–d represent the differ-
ent number of pixels observed to occur in each category.
Analysis 2
Analysis 1 Snow No snow
Snow a b
No snow c d
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requirements for a proper mathematical distance; it is
enough for them to be nonnegative symmetric numbers.
Often MDS is done using the Euclidean distance or the
correlation matrix between variables, but here HSS, or
1 2 HSS in practice, is used. As a perfect match has the
maximum value HSS 5 1, 1 2 HSS is nonnegative. In
addition, 1 2 HSS is symmetric because the score re-
mains the same when the reference and the test datasets
are swapped. There are different methods of how to
implement MDS, and for this study Sammon mapping
(Ripley 1996) was chosen, as it converged most reliably
with the best solution in the current dataset.
Finally, days should be aggregated unless one map-
ping for each day is desired. Using the objective k-means
algorithm (e.g., Ripley 1996), the test period is parti-
tioned into two clusters. Tests with more than two
clusters did not alter the conclusions below, but un-
necessarily complicated the analysis. The clustering was
done using all components of the HSS matrix as fea-
tures, so in the Northern Hemisphere there were three
features and in northern Europe ten features. In the
clustering, no temporal information is used, so clusters
need not be continuous in time. After clustering, Sam-
mon mappings are calculated for the mean values of
each cluster.
In comparisons below, the following plan is followed:
first, images of different analyses for a particular day are
presented. As snow cover changed considerably during
our study period, simple static images are not enough
and time series are needed. Time series of the snow
amount in analyses and values of HSS with IMS as a
baseline are shown. Finally, HSS matrices and derived
Sammon mappings are presented.
4. Comparison of snow analyses in the Northern
Hemisphere
First we compare the IMS analysis with ECMWF and
MODIS analyses in the Northern Hemisphere. An ex-
ample (Fig. 4) shows a comparison of analyses for day
FIG. 4. Comparison between different analyses in day 93, 3 Apr 2006. (a) Actual IMS analysis, (b) comparison
between IMS and ECMWF, and (c) comparison between IMS and Terra MODIS. Color codes are gray for snow in
both analyses, green for no snow in any analyses, purple for snow only in IMS, and orange for snow only in the other
analyses. Clouds and areas of no data are white. The image is in the polar stereographic projection, but the analysis
was done in Lambert cylindrical equal-area projection.
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93, 3 April. ECMWF and IMS agreed for the most part
(Fig. 4b), though ECMWF had more snow. MODIS ap-
peared quite similar to IMS in cloud-free areas (Fig. 4c),
but overall visual comparison was difficult if not impos-
sible, as the area was very much obscured by clouds, even
though this day was chosen because it was relatively
cloud free.
The change of the percentage of snow-covered areas
and cloud-free areas in different analyses and two dif-
ferent height classes, lowlands and highlands, is shown
in Fig. 5. The comparison between ECMWF and IMS is
straightforward because snow cover is available both for
cloudy and cloud-free conditions in ECMWF and there
are no clouds in IMS. As expected, the snow started to
melt as the spring progressed. In the lowlands, melting
started in late February (Fig. 5a). In the highlands,
melting started a little earlier, in late January (Fig. 5b),
probably because large parts of its area, like the Tibetan
Plateau, are rather far south. ECMWF consistently de-
tected more snow than IMS, especially in the highlands.
The proportion of snow-covered area detected in IMS
is almost the same in the highlands and lowlands, but
ECMWF detected more snow in the highlands than in
the lowlands. Most of this extra snow is detected in the
FIG. 5. Percentage of total cloud-free surface (solid line) and snow covered cloud-free surface (dotted line) in analyses for
NH. Red dots show the snow covered area in IMS and black dots show the snow covered area in the other analysis in cloud-free
proportion to the compared analysis (ECMWF 1200 UTC, MODIS Terra). In the comparison of IMS and ECMWF, the cloud-
free proportion remains constant at 100%, but the proportion varies in comparisons with MODIS.
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Tibetan Plateau (Fig. 4b). The Tibetan Plateau is a dif-
ficult area to analyze (Drusch et al. 2004). It is charac-
terized by intermittent and patchy snow cover, which is
problematic for methods based on visible and infrared
measurements from satellite. Also, few reliable real-
time observations are available.
Because of the clouds, MODIS analyses detected
much less surface than ECMWF and IMS analyses
(Figs. 5c,d). In addition, MODIS analyses detected even
less snow. For example, in the lowlands on 1 January,
there was approximately as much snow-free area as
snow-covered area in the IMS analysis (Fig. 5a), but
there was 15 times more snow-free area than snow-
covered area in cloud-free areas of the MODIS analysis
(Fig. 5c). And in MODIS analyses of the lowlands, the
snow area actually increased until the end of May. Thus
the clouds in MODIS analyses are not randomly dis-
tributed, but are more likely to be detected over snow
areas. One possible reason for this is that even when
using the best available instruments and methods, there
is always some uncertainty in discriminating between
low clouds and snow and the cloud mask is designed to
be cloud biased. But in addition to this, there probably
exists a physical reason for this difference in snow cover
in cloud-free and cloudy conditions. This would be an
interesting topic for a future study. In cloud-free areas,
the difference between MODIS and IMS is not as evi-
dent as the difference between ECMWF and IMS.
The absolute differences between analyses are quite
small and PC is over 0.95 for all comparisons, except for
ECMWF and IMS in the highlands where it is slightly
lower, around 0.85 (not shown). These results might be a
little optimistic, and HSS gives a more realistic view. The
HSS for comparison of ECMWF and MODIS against
IMS is shown in Fig. 6. Both ECMWF and MODIS agree
better with IMS in the lowlands (Figs. 6a,c) than in the
highlands (Figs. 6b,d). MODIS agrees with IMS better
than ECMWF both in the lowlands and highlands, even
when there is more scatter in values of MODIS in the
highlands (Fig. 6d). Results are still rather stable, with
some downward trend in the lowlands from the begin-
ning of April (Fig. 6a).
For Sammon mapping, the HSS values are combined
into the HSS matrix. It is almost complete; only HSS
between ECMWF and MODIS is missing and has to be
computed. After that the values are divided into two
clusters using k-means, and the resulting classification of
days is shown in Fig. 6. In the lowlands the first cluster
includes days from the middle of the study period while
the second cluster has days at the start and end of the
period. In the highlands, the first cluster has more days
at the end of the study period and the second cluster at
the start of the period.
With only three members, the HSS matrix is quite
simple, and it is helpful to look at in more detail
how Sammon mapping compares to the matrix before
moving to the more complex HSS matrix in the next
section. In the first cluster of lowlands (Fig. 7a), IMS
and MODIS are very similar (HSS 5 0.97), IMS and
ECMWF are still quite similar (HSS 5 0.93), and even
between ECMWF and MODIS the similarity is high
(HSS 5 0.90). In Sammon mapping this means MODIS
and IMS are nearer to each other than to ECMWF.
The distance in between IMS and MODIS in Sammon
mapping should be 0.03 (i.e., 1 2 0.97), between IMS
and ECMWF 0.07, and between MODIS and ECMWF
0.10. Had all analyses been identical (HSS 5 1), all
points would have collocated at the center. For a more
complex matrix, it cannot be guaranteed that distances
are exactly preserved in lower-dimensional Sammon
mapping. Compared to the first cluster of lowlands, the
similarity of IMS and ECMWF does not change much
(from HSS 5 0.93 to HSS 5 0.90) in the second cluster
of lowlands (Fig. 7b), but the similarity of MODIS with
others drops, especially the similarity of MODIS and
ECMWF (from HSS5 0.90 to HSS5 0.78). In Sammon
mapping, MODIS moves some distance away from IMS
analysis and much farther away from ECMWF. Actu-
ally, in all clusters, the IMS is more similar to ECMWF
and MODIS than ECMWF and MODIS are to each
other. Thus in Sammon mapping, IMS is more or less in
the middle of the other two analyses. Both in the low-
lands (Fig. 7) and highlands (Fig. 8), there is not much
temporal change in the difference between IMS and
ECMWF. The greatest differences and changes in dif-
ferences come from MODIS and ECMWF, which could
not be seen in Fig. 6. In the lowlands, all analyses were
rather similar in the middle of the period as HSS is
greater than 0.90 for all comparison (Fig. 7a), but
MODIS deviates from the other two at the start and
end of the study period as HSS drops from 0.97 (0.90) to
0.89 (0.78) with the comparison with IMS (ECMWF)
(Fig. 7b). In Highlands MODIS came much closer to IMS
and ECMWF at the end of the study period (Fig. 8b).
Both in the lowlands and highlands, the physical inter-
pretation of clusters is that days are partitioned to cases
of lesser and greater agreement between analyses. With
only two clusters, this is the rather obvious solution we
could find by hand, but the use of a clustering algorithm
like k-means is motivated by the fact that the partitioning
can be done objectively and consistently.
5. Comparison of snow analyses in northern Europe
An example (Fig. 9) shows a comparison of analyses
against IMS for day 99, 9 April. Day 99 was subjectively
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chosen as it was relatively cloud free in MODIS with
about half of the snow cover still remaining. ECMWF
and IMS agreed for the most part, even though ECMWF
had more snow (Fig. 9b), especially spotty areas of snow
in central Europe. MODIS looked quite similar to IMS
in cloud-free areas but, again, overall visual comparison
is difficult as the area is very much obscured by clouds
(Fig. 9c). LSA SAF was obscured by clouds to a lesser
degree, but in Scandinavia its analysis had large areas of
no snow where other analyses detected snow (Fig. 9d).
Similarly, HIRLAM had large areas of snow where
there was no snow in IMS as well as areas of no snow
where there was snow in IMS (Fig. 9e). HIRLAM suf-
fers from the unfortunate practice that SYNOP stations
often do not report no-snow conditions, so for large
areas no observations of no-snow are available. In our
example, this can be seen in Baltic countries, where
information of snow observations in the north is spread
too far south.
In contrast to the Northern Hemisphere (Fig. 5),
there is more snow in northern Europe at the start of the
study period and almost no snow at the end of the pe-
riod (Fig. 10: unfortunately, HIRLAM analyses in Jan-
uary 2006 were unavailable, and only days from February
FIG. 6. Temporal evolution of the HSS with IMS as the baseline from January to June 2006 for the NH in the
lowlands and highlands. The gray line is a result of a median filter to values. Up and down triangles mark one of the
clusters to which a day was classified by k-means algorithm.
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onward are shown). Nearly the entire region was covered
by snow before the end of March, so there was little
difference between most analyses, except HIRLAM in
the highlands (Fig. 10h) and LSA SAF (Figs. 10e,f). As
the snow melts away the differences can be more clearly
seen. The snow started to melt in April as the spring
progressed, a little later than in the whole hemisphere
data, and most of the snow was gone by the middle of
May in the lowlands. As in the Northern Hemisphere,
MODIS and LSA SAF analyses with clouds detected
much less surface than snow analyses of IMS, ECMWF,
and HIRLAM with no clouds, and most of the time the
ratio of snow-free and snow-covered areas was higher in
MODIS and LSA SAF analyses than in other analyses.
LSA SAF sees much more cloud-free area than MODIS,
as it aggregates information from all SEVIRI images
for a day. Both in MODIS (Fig. 10c) and LSA SAF
(Fig. 10e), the less cloudy period can be seen in the be-
ginning of May in the lowlands. ECMWF detected more
snow than IMS analyses both in the lowlands (Fig. 10a)
and highlands (Fig. 10b). The small amount of cloud-
free area that MODIS sees, especially in the highlands
(Fig. 10d), makes the behavior of MODIS rather erratic,
and sometimes MODIS and IMS disagree greatly but the
sign of the difference can change from day to day. For the
entire period and in both areas, LSA SAF saw much less
FIG. 7. Similarity matrix of analyses by HSS and its multidimensional scaling plot for the NH in the lowlands. Matrix elements are
shaded by increasing HSS from dark to light.
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snow than IMS. In the highlands (Fig. 10h), HIRLAM
detected less snow than IMS analyses; in the lowlands
(Fig. 10g) this was not as apparent.
Agreement between analyses measured with PC is
good (not shown). For MODIS and ECMWF, PC values
were around 0.8, near an optimum 1.0, as it also was in
the Northern Hemisphere. Disagreement was larger for
HIRLAM and for LSA SAF, but in the lowlands PC
tended to optimum as the snow melted away. Again, PC
was too optimistic, because the dominance of snow in
early spring and snow-free areas in later spring will in-
fluence the results, and HSS gives a more realistic view
(Fig. 11). HSS fluctuated greatly during the study period
and values were lower than in the Northern Hemi-
sphere. All comparisons showed results of no skill in
March in the highlands, when almost the whole area was
snow covered. Additionally, at the end of the study
period in the lowlands, when PC reached optimum
values, HSS had much lower values.
According to HSS, MODIS and ECMWF agreed for
the most part with IMS. For MODIS in the lowlands,
results were good except at the very end of the study
period (Fig. 11c). In the highlands the values were low
at the start of the study period, but improved as the
melting started (Fig. 11d). In both cases the results
fluctuated a lot, probably because only small portions of
FIG. 8. Similarity matrix of analyses by HSS and its MDS plot for the NH in the highlands. Matrix elements are shaded by
increasing HSS from dark to light.
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FIG. 9. Comparison between different analyses in day 99, 9 Apr 2006, in northern Europe. (a) Actual IMS analysis,
and comparisons between IMS and (b)–(e) ECMWF, Terra MODIS, LSA SAF, and HIRLAM. Color codes are gray
for snow in both analyses, green for no snow in any analyses, purple for snow only in IMS, and orange for snow only in
the other analyses. Clouds and areas of no data are white.
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the earth’s surface could be seen because of clouds.
ECMWF had slightly lower values but not as much
noise in the results (Figs. 11a,b). LSA SAF had consis-
tently mediocre results both in the lowlands and high-
lands (Figs. 11e,f). HIRLAM had the biggest differences
in the highlands (Fig. 11h).
Looking at the HSS values of comparisons with IMS
as the baseline (Fig. 11), we can see how the highlands
are easier to subjectively divide into two clusters than
the lowlands. In the highlands HSS had much lower
values before the snow melted than after the melting
started. This kind of behavior is not as easily seen in the
lowlands. The k-means follows this reasoning and two
clusters it found in the highlands are reasonably the
same as what we would choose by hand if we used only
the information in Fig. 11. In the lowlands the second
cluster is much smaller and contains mainly days at the
end of the study period when most of the snow had
melted away. As in the previous section, these HSS
clusters represent the situations of larger and lesser
FIG. 10. Percentage of total cloud-free surface (solid line) and snow covered cloud-free surface (dotted line) in analyses for
northern Europe. Red dots show the snow-covered area in IMS and black dots show the snow-covered area in the other analyses in
cloud-free proportion to the compared analysis (ECMWF 1200 UTC, MODIS Terra, LSA SAF, and HIRLAM 1200 UTC). In
comparisons of IMS with ECMWF and HIRLAM, the cloud-free proportion remains constant at 100%, but the proportion varies
in comparisons with MODIS and LSA SAF.
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agreement between analyses. In the lowlands (Fig. 12)
agreement between analyses is best when the most snow
is present, while in the highlands (Fig. 13) agreement is
highest when most snow had melted away.
With IMS as the baseline, it can be seen how LSA
SAF and HIRLAM deviated most from IMS, while the
other two analyses were close to IMS. The broader view
can be seen with Sammon mapping. In the lowlands, the
larger cluster (Fig. 12a), when most snow was present, has
MODIS, IMS, and ECMWF reasonably close to each
other (HSS . 0.60), while HIRLAM and LSA SAF
deviated more from the other three and from each other
(HSS , 0.60). The second cluster (Fig. 12b) with less
snow represents days where the disagreement between
FIG. 11. Temporal evolution of the HSS with IMS as the baseline from January to June 2006 for northern Europe in the lowlands and
highlands when MODIS, ECMWF, HIRLAM, and LSA SAF analyses are compared with IMS analysis. Only MODIS Terra analysis and
1200 UTC analysis times for NWP are used. The gray line is a result of a median filter to values. Up and down triangles mark one of the
clusters to which a day was classified by k-means algorithm.
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analyses was greatest. Most notably, MODIS that agreed
well with IMS and ECMWF in the first cluster disagreed
with others, and only ECMWF and IMS agreed well with
each other (HSS 5 0.65). In the highlands, at the start of
the study period (Fig. 13a), there was not much consensus
between analyses (HSS , 0.20), and at the end of the
period (Fig. 13b) the agreement was better. The best
agreements (HSS. 0.60) are between IMS and MODIS,
between IMS and ECMWF, and surprisingly, between
MODIS and LSA SAF.
6. Summary
In this paper, satellite-based snow cover analyses were
compared with NWP snow analyses. The major require-
ment of any validation is the independent validation data
or ground truth. However, we did not have any inde-
pendent data for validation. The IMS snow analysis
from NOAA uses data from the MODIS and SEVIRI
instruments; that is the basis for snow analyses from
NASA and LSA SAF. The snow analysis of ECMWF
uses IMS as an input. Although the snow analysis of
HIRLAM does not use any satellite data, it uses the
same SYNOP observations as ECMWF. So we could
only compare the consistency between analyses. To this
end, we calculated the Heidke skill score between all
analyses.
The snow analyses were generally consistent with
each other. IMS and ECMWF analyses were quite sim-
ilar, though ECMWF had more snow. Terra MODIS
FIG. 12. Similarity matrix of analyses by HSS and its MDS plot for northern Europe in the lowlands. Matrix elements
are shaded by increasing HSS from dark to light.
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snow and IMS snow were also quite consistent most of
the time, but MODIS was greatly hampered by clouds.
This seriously decreases the usefulness of MODIS data
in NWP, especially because the cloud problems seem to
be concentrated in snow-covered areas. LSA SAF was
often the least consistent with other analyses. However,
LSA SAF was at the preoperational stage, and im-
proved soon after [preliminary new results have been
presented in Siljamo and Hyva¨rinen (2008)].
Based only on in situ measurements and thus ham-
pered by the lack of observations of no snow, HIRLAM
had problems in defining the snow edge and behaved
rather erratically during the snow melting season. The
surface analysis schemes in ECMWF and HIRLAM are
quite similar and the biggest difference is the use of IMS
in ECMWF. The use of IMS data in ECMWF analysis
helps to analyze more accurately the snow edge. In the
HIRLAM analysis, the snow edge is often analyzed too
far into the no-snow areas because of the practice of not
reporting no snow in the SYNOP reports. This suggests
that the HIRLAM, or any other NWP snow analysis
based only on in situ measurements, would greatly
benefit from the inclusion of satellite-based snow/no-
snow information. This information can be, for exam-
ple, IMS, or at a later stage, the improved LSA SAF
snow cover analysis.
Acknowledgments. We thank Drs. Carl Fortelius,
Sylvain Joffre, and David M. Schultz for providing com-
ments and suggestions on early versions of this manuscript.
FIG. 13. Similarity matrix of analyses by HSS and its MDS plot for northern Europe in the highlands. Matrix elements
are shaded by increasing HSS from dark to light.
JUNE 2009 H Y V A¨ R I N E N E T A L . 1215
We also thank three anonymous reviewers for their
comments on the manuscript.
REFERENCES
Brubaker, K. L., R. T. Pinker, and E. Deviatova, 2005: Evaluation
and comparison of MODIS and IMS snow-cover estimates for
the continental United States using station data. J. Hydro-
meteor., 6, 1002–1017.
Comiso, J., D. Cavalieri, and T. Markus, 2003: Sea ice concentra-
tion, ice temperature, and snow depth using AMSR-E data.
IEEE Trans. Geosci. Remote Sens., 41, 243–252.
Congalton, R. G., and K. Green, 1998: Assessing the Accuracy
of Remotely Sensed Data: Principles and Practices. CRC,
160 pp.
Derrien, M., and H. Le Gle´au, 2005: MSG/SEVIRI cloud mask
and type from SAFNWC. Int. J. Remote Sens., 26, 4707–4732.
Drusch, M., D. Vasiljevic, and P. Viterbo, 2004: ECMWF’s global
snow analysis: Assessment and revision based on satellite
observations. J. Appl. Meteor., 43, 1282–1294.
Frei, A., R. Brown, J. A. Miller, and D. A. Robinson, 2005: Snow
mass over North America: Observations and results from the
second phase of the atmospheric model intercomparison
project. J. Hydrometeor., 6, 681–695.
Hall, D. K., and G. A. Riggs, 2007: Accuracy assessment of the
MODIS snow products. Hydrol. Processes, 21, 1534–1547.
——, ——, and V. V. Salomonson, 1995: Development of methods
for mapping global snow cover using moderate resolution
imaging spectroradiometer data. Remote Sens. Environ., 54,
127–140.
——, ——, ——, N. E. DiGirolamo, and K. J. Bayr, 2002:
MODIS snow-cover products. Remote Sens. Environ., 83 (1–2),
181–194.
Helfrich, S. R., D. McNamara, B. H. Ramsay, T. Baldwin, and
T. Kasheta, 2007: Enhancements to, and forthcoming devel-
opments in the Interactive Multisensor Snow and Ice Map-
ping System. Hydrol. Processes, 21, 1576–1586.
Jolliffe, I. T., and D. B. Stephenson, Eds., 2003: Forecast Verifi-
cation: A Practitioner’s Guide in Atmospheric Science. John
Wiley and Sons, 240 pp.
Parajka, J., and G. Blo¨schl, 2006: Validation of MODIS snow cover
images over Austria. Hydrol. Earth Syst. Sci., 10, 679–689.
Pulliainen, J., 2006: Mapping of snow water equivalent and snow
depth in boreal and subarctic zones by assimilating space-
borne microwave radiometer data and ground-based obser-
vations. Remote Sens. Environ., 101, 257–269.
Ramsay, B. H., 1998: The interactive multisensor snow and ice
mapping system. Hydrol. Processes, 12, 1537–1546.
Ripley, B. D., 1996: Pattern Recognition and Neural Networks.
Cambridge University Press, 403 pp.
Siljamo, N., and O. Hyva¨rinen, 2008: Operational mapping of
snow cover using MSG/SEVIRI data. Proc. EUMETSAT
Meteorological Satellite Conference, Darmstadt, Germany,
European Organisation for the Exploitation of Meteorologi-
cal Satellites. [Available online at http://www.eumetsat.int/
groups/cps/documents/document/pdf_conf_p_s10_39_siljamo_p.
pdf.]
Sorman, A. U., Z. Akyu¨rek, A. Sensoy, A. A. Sorman, and
A. E. Tekeli, 2007: Commentary on comparison of MODIS
snow cover and albedo products with ground observations
over the mountainous terrain of Turkey. Hydrol. Earth Syst.
Sci., 11, 1353–1360.
Ulaby, F. T., R. K. Moore, and A. K. Fung, 1986: From Theory to
Applications. Vol. III, Microwave Remote Sensing, Active and
Passive, Addison Wesley, 1120 pp.
Unde´n, P., and Coauthors, 2002: HIRLAM-5 scientific documenta-
tion. HIRLAM-5 Project Tech. Rep., 146 pp. [Available online
at http://hirlam.org/open/publications/SciDoc_Dec2002.pdf.]
Wang, X., H. Xie, and T. Liang, 2008: Evaluation of MODIS snow
cover and cloud mask and its applications in northern Xin-
jiang, China. Remote Sens. Environ., 112, 1497–1513.
Wilks, D. S., 2006: Statistical Methods in the Atmospheric Sciences.
2nd ed. Academic Press, 627 pp.
World Meteorological Organization, 1995: Manual on codes: Inter-
national codes. Volume I.1, WMO Publication 306, 229 pp.
1216 J O U R N A L O F A P P L I E D M E T E O R O L O G Y A N D C L I M A T O L O G Y VOLUME 48
V© 2014 Wiley and Sons,
Reprinted with permission from Wiley and Sons, License Number 4750181039261
K. Anttila, T. Manninen, T. Karjalainen, P. Lahtinen, A. Riihelä and N. Sil-
jamo (2014). ‘The temporal and spatial variability in submeter scale surface
roughness of seasonal snow in Sodankylä Finnish Lapland in 2009–2010’. J.
Geophys. Res. Atmos. 119: pp. 9236–9252. DOI: 10.1002/2014JD021597

The temporal and spatial variability in submeter
scale surface roughness of seasonal snow
in Sodankylä Finnish Lapland in 2009–2010
Kati Anttila1,2, Terhikki Manninen1, Tuure Karjalainen3, Panu Lahtinen1, Aku Riihelä1,
and Niilo Siljamo1
1Finnish Meteorological Institute, Helsinki, Finland, 2Finnish Geodetic Institute, Kirkkonummi, Finland, 3Mericon Oy, Espoo, Finland
Abstract Seasonal snow surface roughness is an important parameter for remote sensing data analysis
since it affects the scattering properties of the snow surface. To understand the phenomenon, snow
surface roughness was measured near the town of Sodankylä, in Finnish Lapland, during winters 2009 and
2010 using a photogrammetry-based plate method. The images were automatically processed so that an
approximately 1m long horizontal profile was extracted from each image. The data set consists of 669 plate
profiles from different times and canopy types. This large data set was used to study the temporal and
spatial variability of seasonal snow surface roughness. The profiles were analyzed using parameters derived
from the root mean square height (σ) and correlation length (L) as functions of measured length. Also, the
autocorrelation functions were calculated and analyzed. The (σ) and (L) were found to be so strongly
correlated (R2 ~ 0.97) that a more detailed analysis was made using only the scaling parameters derived
from σ. These parameters are related to the distance dependence of the rms height. The results show
that they react to different characteristics of the profiles and are therefore well able to distinguish between
different types of snow. They also show a clear difference between midwinter snow and melting snow,
and the effects of snowfall events and slower melting in forested areas are evident in the data.
1. Introduction
The albedo and extent of the seasonal snow cover react rapidly to the changes in the climate and weather.
These in turn affect the surface albedo and the radiation budget of the Earth. Currently, at the beginning of
the 21st century, half of the Earth’s continental surface is seasonally occupied by snow. Remote sensing
enables studying the change in snow cover properties over large areas [e.g., Takala et al., 2011; Nolin, 2010;
Hall et al., 1995].
Surface roughness is one of the key variables affecting the remote sensing data of snow-covered areas.
According to Williams and Gallagher [1987] the microwave backscatter and emission from wet snow cover
depend mostly on surface roughness. Microwave satellite data are particularly important in the polar regions
because of the cloudiness and the lack of sunlight during the winter. Nagler and Rott [2000] stated that
the strong seasonal variations in the synthetic aperture radar (SAR) backscattering from wet snow are mainly
due to changes in the liquid water content and surface roughness. The bidirectional reflectance distribution
function (BRDF) of snow is also significantly affected by the roughness of the snow surface [Peltoniemi et al.,
2010b;Warren et al., 1998]. In radiative models the albedo of a snow layer is reduced when surface roughness
is taken into account [Zhuravleva and Kokhanovsky, 2011]. Understanding how roughness affects the signal
received by satellite instruments and knowing the connections between surface roughness and the
geophysical properties of the snow pack (for example crystal size and shape, density, specific surface area,
and state of crystal metamorphosis) could support the use of surface roughness information in interpreting the
state of snow cover from remote sensing data, e.g., the level of melting. The surface roughness of snow is
affected by several factors. The type of snow deposited on the surface and the metamorphism of these
crystals by temperature and wind determines the microscale roughness. Löwe et al. [2007] pointed out that
because of cohesion between the snow crystals the falling snow attaches to the surface immediately at
first contact, instead of being rearranged to a position of minimum potential energy. The local climate
and weather conditions near the surface determine the dominating processes affecting the snow
surface features. In areas where the winter air temperatures rise close to freezing point, the snowpack is
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restructured by melting and freezing. In colder climates, where the winter air temperatures stay constantly
below the freezing point, melting only takes place at the end of the snowy season and most of
the surface evolution is caused by wind which redistributes and breaks individual snow crystals
[Sturm et al., 1995].
The landscape, including topography and canopy type, has a clear impact on the snow as well [Eveland
et al., 2013; Deems et al., 2006, Grünewald et al., 2013, Scipión et al., 2013; Schirmer and Lehning, 2011;
Veitinger et al., 2013]. The structure and vicinity of canopy further complicate the surface forming
processes. Tree trunks affect the snow in several ways. For example, snow accumulates less next to the
tree trunks than further away from them because the branches above keep the snow from falling all the
way to the ground and the trunk inhibits transportation by the wind. In addition, at melting
temperatures the snow falling from the branches generates local depressions in the snow surface. The
canopy affects the snow water equivalent (SWE) and depth, and also the density, though less clearly
[Adams, 1976; Winkler et al., 2005]. It decreases the amount of direct solar radiation that reaches the
snow surface and the amount of upwelling radiation from under the trees. It affects the wind speed and
keeps the air temperatures near the surface more stable. All these in turn affect the temporal evolution
of the snowpack [Gelfan et al., 2004]. In open areas wind is often the dominant process affecting the
distribution of snow cover [Lehning et al., 2008]. The changes inside the snow pack affect the surface in
several scales by reforming the bed on which the surface forms. In all, snow surface roughness is
affected by several processes, which makes it a complex feature to model.
There are a large number of established parameters used to describe surface roughness [Church, 1988;Manes
et al., 2008; Manninen, 2003; Fassnacht et al., 2009a; Hollaus et al., 2011; Lacroix et al., 2008; Rees and Arnold,
2006, a good overview in Dong et al., 1992, 1993, 1994a, 1994b]. The material of the surface and the feature
that is crucial for the application of interest defines which parameters are used. For snow surface roughness
studies there are two main motivators with two different sets of parameters typically used. First, surface
roughness affects the interface between atmosphere and snow surface, which has an impact on wind speed
and exchange of chemicals and latent and sensible heat between these two. These studies typically use
atmospheric roughness length as the main parameter since it is used in most models on surface-atmosphere
interaction [Manes et al., 2008; Gromke et al., 2011].
The second motivator is the effect of snow surface roughness on the radiative properties of snow,
which in turn affects the energy budget of the Earth and optical and microwave remote sensing data.
These studies typically use geometrical roughness with correlation length (L) and root mean square
height (σ) as parameters. The problem with using these parameters is that their values depend on the
scale and direction and are thus not fully capable of describing surface roughness if a single scale is
selected [Keller et al., 1987; Church, 1988; Manninen, 1997a; Manninen et al., 1998; Fassnacht and Deems,
2006]. The surface radiative characteristics (incl. BRDF) are affected by surface roughness from scales of
fractions of the used wavelength upward [Rees and Arnold, 2006; Ulaby et al., 1982; Fung, 1994].
Therefore, it is important to take all the necessary scales into account. Some multiscale parameters
have been developed [Manninen, 1997a, 1997b, 2003; Davidson et al., 2000; Löwe et al., 2007; Manes
et al., 2008; Fassnacht et al., 2009a], but the number of attempts to capture the directionality of the
surface roughness is considerably smaller. Herzfeld [2002] investigated the use of higher order vario
functions in snow surface roughness descriptions, and Trujillo et al. [2007] made a directional spectral
analysis on the spatial distribution of snow.
Lacroix et al. [2008] provide an overview of the history of measuring snow surface roughness. The
measurements based on a plate inserted into the snow have first been made in the 1980’s by Rott
[1984] and Williams et al. [1988]. Since then some versions with improvements on the accuracy and
resolution have been made [Rees, 1998; Rees and Arnold, 2006; Löwe et al., 2007; Manes et al., 2008;
Elder et al., 2009; Fassnacht et al., 2009a, 2009b; Gromke et al., 2011; Manninen et al., 2012]. Fassnacht
et al. [2009a] measured the snow surface roughness with a plate method using a fixed optics lens. The
advantage of this approach is that the setup can be calibrated in laboratory conditions. Löwe et al.
[2007] used a plate method to measure the growth and evolution of snow surface during a single
snowfall event. They wanted to study the role of settling snow crystals in surface formations and
therefore made the measurements in conditions where the wind could not affect the snow surface.
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The measurements were made during and after snowfalls that consisted of homogeneous snow
crystals. Gromke et al. [2011] investigated the connection between aerodynamic roughness length and
geometrical roughness using wind tunnel experiments. Manninen et al. [2012] have developed a fully
automatic algorithm for deriving the profile from plate imagery. The optics used in this method had a
zoom lens to enable measuring in various conditions, such as dense forests. The measured surface was
natural snow, including the effects of all the surface forming processes present. This method has been
used in the study presented here.
In addition to the plate measurements some methods based on laser scanning have been developed for
measuring the snow surface roughness. These have larger spatial coverage than the plate methods and
form truly three-dimensional data sets which show great potential for the analyses of the directionality of
snow surfaces. Because these laser scanning methods are non-destructive, measurements can be repeated
in the same area allowing better temporal analysis. However, the resolution and accuracy are typically not
yet as high as with the photogrammetry-based plate methods. Aerial laser scanning and radar-based
measurements have good spatial coverage, but the resolution and accuracy are not very high [Höfle et al.,
2007; Hollaus et al., 2011; Van der Veen et al., 2009; Rees and Arnold, 2006; Lehning et al., 2011]. The
resolution of a typical airborne laser scanning data acquired in a scanning mode is 1m. Terrestrial laser
scanning data have better resolution but can cover only relatively small areas. In addition to these, first
attempts have been made to use mobile laser scanning in obtaining snow surface roughness data [Kukko
et al., 2013; Lacroix et al., 2008]. The preliminary results on snow surface roughness obtained using the
method developed in the Finnish Geodetic Institute [Kukko et al., 2013] were validated using a subset of the
plate measurements presented here.
In this paper, we study the use of multiscale parameters derived from root mean square (rms) height
(σ) and correlation length (L) [Manninen, 1997b, 2003] in describing the effect of metamorphism,
weather, and canopy on seasonal snow surface roughness. The autocorrelation functions (ACF) were
also calculated and analyzed. The reason for choosing these surface roughness parameters is that
they are the surface roughness descriptors used in microwave surface backscattering models
[Ulaby et al., 1982; Fung, 1994]. The plate photography method of Manninen et al. [2012] mentioned
earlier was used in the measurements. The method is based on photographing a black plate with
scales on the sides. The scales are used for calibration and automatic extraction of the profile of
the plate-snow interface profile. The extracted profile is approximately 1m long. This scale is
particularly useful for data from the C-band microwave satellite instruments, such as ERS-1, ERS-2,
Radarsat and Radarsat-2, Sentinel-1, and ENVISAT/ASAR. Because the method is easy to use in the field and
the extraction of the profile from the photograph is automatic, this method enables large data sets to
be gathered and analyzed. The good areal coverage of the ground data is particularly important for
interpreting coarse resolution remote sensing data. The data set consists of 669 plate measurements made
in varying conditions and locations. The data were collected along other daily measurements of snow
geophysical and radiative properties. Standard snow pit measurements were made in all locations to
characterize the snow pack. This data set gives good coverage on temporal, spatial, and scale variability of
the snow of the study area.
The second section of this paper provides details of the algorithms and theoretical background of the
analysis. In the third section we introduce the measurement settings including the locations, measuring
conditions, and methods used. The fourth section presents the results, and in the fifth section we discuss the
results and conclusions in more detail.
2. The Theoretical Basis for Multiscale Surface Roughness Parameters
The parameters used here are based on the root mean square height (σ) and correlation length (L) [Manninen,
1997a, 1997b, 2003, Manninen et al., 1998]. Because the roughness of snow surface is scale dependent,
the parameters were calculated as function of measured length. A single σwas replaced with the mean value
hσi of the measured subprofile of equal length derived along the whole profile at all the measured parts of
the profile. This is performed with a method similar to a sliding window technique where a window/
subprofile of fixed length is moved along a profile, σ is calculated for each location, and in the end the
mean value of all the σ values of the same window size/subprofile length is used.
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The rms height hσii, autocorrelation function hρi (ξ)i, and correlation length hLii of a profile as functions
of measured length are calculated as described above using the following equations [Manninen,
1997b, 2003]:
σih i ¼ 1n in0ð Þ
Xnin0
j¼1 σij; i ¼ 1; …; ni (1)
ρi ξð Þh i ¼
1
n in0ð Þ
Xnin0
j¼1 ρij ξð Þ; i ¼ 1;…; ni (2)
Lih i ¼ ρ1i e1
  
; (3)
where σij is the rms height and ρij(ξ) the autocorrelation function corresponding to a subprofile of in0 points.
Here ξ is a variable of distance. The size of the smallest subprofile is n0, and it is enlarged with an increment of
i so that the size of a subprofile is in0, where i=1,…, ni and ni is the number of different subprofile lengths.
The subprofile is moved from e beginning of the whole profile by an increment of j. The total number of
points in the 1m profile is n. Li is the point where ρi(ξ) gets the value of e
 1, with e being the Napier’s
constant. Here ρ1i denotes the inverse function of ρi. More detailed definitions are available in the
Appendix A.
For natural surfaces the logarithm of the rms height σ is usually linearly dependent on the logarithm of the
length x for which it is determined [Keller et al., 1987], which gives
σ xð Þ ¼ eaxb (4)
where a and b are constant parameters. They will be used as the basis of surface roughness analysis
[Manninen, 1997b].
Correlation length of natural surfaces is typically linearly dependent on the length x for which it is determined
[Church, 1988]:
L ¼ αþ βx (5)
where α and β are regression parameters. For an ideal Brownian fractal surface α=0 and the correlation length
L= LB , which is related to the surface roughness parameter b (equation (4)) according to [Manninen, 2003]
LB ¼ 2b
2
1þ 4b x: (6)
With short subprofiles the number of points in each subprofile is so low that it causes statistical uncertainty.
On the other hand, for very long subprofiles the number of different subprofiles derived from the profile
is small. Consequently, when the length of the subprofile exceeds 60% of the maximum length of the profile
the individual values for correlation length are not statistically reliable. This can be seen in the behavior
of correlation length values for different subprofile lengths. Due to these inner and outer scale effects the
values of a and b calculated using σ values for the first 60% of the maximum profile length were found to be
the most representative [Manninen et al., 1998] for the whole profile.
3. Data
3.1. Campaign
The snow surface roughness measurements were made as part of the SNORTEX (Snow Reflectance Transition
Experiment) campaign [Roujean et al., 2010; Manninen and Roujean, 2014] in the Sodankylä region in the
Finnish Lapland (67.4°N, 26.6°E). During the field measurement periods the base of the campaign was in the
premises of the Arctic Research Centre of Finnish Meteorological Institute (FMI-ARC). The campaign was led
by the Finnish Meteorological Institute (FMI) and Météo-France. Other institutes involved were the Finnish
Geodetic Institute (FGI), University of Helsinki, University of Eastern Finland, the Laboratoire de Glaciologie et
Géophysique de l’Environnement (LGGE), and the Finnish Environment Institute (SYKE). The aim of the
campaign was to study how various snow-related parameters affect boreal forest albedo during the melting
season. Extensive airborne and ground-based measurements were carried out [Karjalainen, 2010; Peltoniemi
et al., 2009, 2010a, 2010b; Domine et al., 2010; Hakala et al., 2010; Anttila et al., 2011; Kaasalainen et al., 2011;
Manninen et al., 2012; Kukko et al., 2013].
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In 2009 the snow measurements were carried out in more than 50 locations in the campaign area of 10 km
in diameter [Manninen and Roujean, 2014]. Each day the measurement team moved to a predefined test
site and conducted the daily ground-based measurements including the plate and tachymeter (total station)
profiles of surface roughness and snow pits for snow properties. Values for snow depth, density, and SWE
were obtained. Profiles of snow temperature, volumetric moisture content, density, and grain size were
also obtained at each location. Most of the places were measured twice, first in March 2009, then in April
2009. In April, albedo and spectrometer measurements were also carried out in the test sites. In 2010
more than 20 of these places were remeasured. The plate measurement test sites (Figure 1) were of
varying land cover classes including open and semi-open bogs, several types of forests with varying densities
and undergrowth, and snow-covered lake ice.
The weather conditions varied from sunny to snow fall and from +9.6°C to 29.6°C. Table 1 shows the
locations of the measurements, and Table 2 shows the measurement days and overall weather conditions
for the days. In 2009 the study area was first covered by snow in 8 October 2009. The temperatures before
the campaign in March were colder than freezing, and some 2 cm of new snow had fallen 2 March 2009.
In 2010 first snow of the season fell 24 October 2010. The air temperatures in February varied from 5°C to
38°C. There were several snowfall events at the beginning of the month and one at 14 and 15 of February
Figure 1. Map of snow surface roughness measurement sites. The indices correspond to the indices in Table 1. The location of the Sodankylä area is shown in the
blue subimage of Finland. The meteorological station is located at index 10.
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that each added snow depth with a few centimeters. In March the air temperatures varied between 35°C
and melting point having a strong diurnal cycle caused by the warming effect of the sun during the day and
radiative cooling during the nights. The average temperature was well colder than freezing. At the beginning
of April 2009 the air temperatures remained similar to March, but from 10 April onward the air temperatures
varied around melting point. There were no significant snowfall events during the month, and the snow
Table 1. The Plate Measurement Sites of SNORTEX and NoSREx With Coordinates and Canopy Typesa
Index Name Coordinate N Coordinate E Canopy Other
1 Kommattivaara 6725.3 2647.7 Pine forest Sandy soil
2 Ravirata 6724.4 2640.4 Cultivated pine forest Sandy soil
3 Hirviäkuru 6722.6 2651.3 Mixed forest Steep topography
4 Kommattilampi 6725.8 2643.4 Pine forest On a hillside
5 Siurunmaa 6726.9 2649.2 Birch forest
6 Melalampi 6723.6 2643.8 Semi-open bog Peat soil
7 Korppiaapa 6726.4 2641.9 Open bog Peat soil
8 Mantovaaranaapa 6724.0 2643.8 Open bog Peat soil
9 Orajärvi 6722.4 2651.9 Lake ice
10 Tähtelä 6721.8 2637.9 Open with small pines Sandy soil, flat
11 Halssiaapa 6722.0 2638.9 Open bog Peat soil
aThe indices correspond to the ones in Figure 1. The coordinates are in EUREF-FIN (~WGS84). The trees in sites 1, 2, 4, 6,
and 10 are pines (Pinus sylvestris), in site 5 birch (Betula pubescens), and for site 3 a mixture of these two with pine as the
dominant species. For the open bogs the vegetation is typical aapa mire vegetation.
Table 2. The Measuring Days and Corresponding Test Sites Indicated With Same Indices As in Table 1 and Figure 1a
Date
Index in
Figure 1
Daily Max Air
T(°C)
Daily Min Air
T(°C)
Daily Mean Air
T(°C)
Snowfall
Observed
Snow Depth
(mm, 8 pm Local Time)
Number of
Profiles
2009
March 11 1 6.8 24.4 14.2 No 60 41
March 12 2 2.8 11.9 6.1 No 60 39
March 13 3 0 4.3 2 No 60 34
March 14 4 0.6 2.6 1.1 No 60 25
March 15 5 1.2 1.3 0.1 No 59 15
March 16 6 0.6 2.3 0.9 Yes 59 40
March 17 7 3.7 10.9 3.5 Yes 60 20
March 18 8 2.1 15.5 5.4 No 58 29
March 19 10 1,7 15,4 7,1 No 60 2
April 20 1 0.5 7.2 3.4 No 48 11
April 21 6 5.1 7 0.4 No 47 24
April 22 8 9 4.8 3.5 No 46 27
April 23 7 9.5 3.1 3.8 No 43 33
April 24 4 8.4 3.3 3.2 No 41 25
April 25 3 9.7 2.3 5 No 38 18
April 26 5 9.6 1.7 5.7 No 36 15
April 27 2 6.6 2.7 2.3 No 33 15
April 28 10 4.3 0.6 2.1 No 34 3
2010
February 23 10 16.6 29.6 23.8 No 70 54
February 24 11 14.2 27.6 18.1 Yes 71 42
March 16 10 6 35 19.3 No 78 23
March 17 8 3.7 27.4 15.3 No 78 22
March 18 6 3.7 29.6 17.4 No 77 13
March 19 4 3.3 28.8 13.8 No 77 12
March 20 2 3.2 6.3 5.8 Yes 81 6
March 21 9 2.3 17.5 9.9 No 83 10
March 22 7 2 20.7 8.5 No 82 10
March 23 No measurements 0.7 6.5 4.1 No 82 0
March 24 9, 3 0.6 14.8 7.8 No 81 3
aIn addition to these measurements were made at the end of each day in Tähtelä. The weather data are from the Finnish Meteorological Institutes weather
station located at Tähtelä. The snowfall information is based on in situ observations made by the field team.
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c) 
Figure 2
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depth started to drop at 10 April continuing to drop for the rest of the month. The snow in the Sodankylä
region is typical taiga snow with thick layers of depth hoar at the bottom of the snow pack and
metamorphosed crystals on the top with wind having only a limited role in the metamorphosis of the crystals
[Sturm et al., 1995].
3.2. Small-Scale Surface Roughness Measurements
The snow surface roughness measurements weremade alongside other daily field measurements in different
test sites every day (Figure 1). Several profiles were measured at all test sites to have better spatial and
statistical coverage, since one single profile is not fully capable of capturing the 3D surface characteristics of
the measurement area even below the 1meter scale. A single profile may also be dominated by some
random features of the surface, such as snow that has fallen from a tree, footsteps of animals, or uneven
melting caused by an individual piece of vegetation that has fallen to the snow surface. Since the location of
the measurements changed daily, a set of surface roughness measurements was repeated every day at
Tähtelä (site number 10 in Figure 1) near the FMI-ARC premises. These measurements were made as the last
measurements of the day. The Tähtelä time series gives information on the temporal evolution of the
surface structure.
In 2009 the plate profiles were measured along tachymeter profiles. The tachymeter data will be
introduced here only to give an idea of the plate profile measurement settings. The data itself will
not be analyzed in this article in more detail. In each location two to five tachymeter lines were
measured resulting in 75 lines for the whole campaign. The lines at each site were perpendicular to
each other and were typically about 100m long. Due to the field conditions in some cases the lines
were reduced to 50 or 25m. This has been the case if the vegetation did not permit a clear line of
100m or the snow had already melted in some parts of a profile. Due to the roads and trees present,
the length of the Tähtelä tachymeter line was reduced to 80meters. The orientation of the tachymeter
lines determined also the orientation of the plate profiles, which were measured every 10 or 20m
along the 100m lines, every 10m along the 50m lines and every 5m along the 25m lines. Since no
tachymeter data were measured in March 2010, the plate measurements were made in the vicinity of
the other daily measurements (next to snow pits, spectrometer, albedometer, unmanned aerial vehicle
(UAV), and bidirectional reflectance function (BRF) measurements) and along mobile laser scanning
routes [Kukko et al., 2013]. Some additional plate measurements were made as transections in two
locations (sites 10 and 11) near FMI-ARC during the Nordic Snow Radar Experiment (NoSREx)
[Lemmetyinen et al., 2010] in February 2010. In total, the snow surface roughness data set consist of 459
plate profiles and 75 tachymeter lines measured in March and April 2009, 96 plate profiles measured
in February 2010, and 114 plate profiles measured in March 2010. In March 2009, February 2010, and
March 2010 the air temperatures stayed colder than freezing and little or no melting taking place in
the snowpack. In April 2009 the temperatures varied from 6.8°C to +9.5°C, the melting was already
rapid and the snow cover was patchy.
The plate measurements were made using a black board of 1.06m×0.4m with scales on the sides. The black
area from which the profile is extracted is 1m wide [Manninen et al., 2012]. The plate is a layered 3mm thick
aluminum plate, and the surface of the plate is covered with a matt black tape. The plate was carefully
inserted into the snow so that the snow surface was altered as little as possible. The plate with the snow-plate
interface was photographed with a Canon PowerShot G10 digital pocket camera. The camera has a sensor of
4416 by 3312 pixels and a zoom lens from 6.1 to 30.5 mm having an optical image stabilizer. Three images
were taken of every profile to ensure good image quality and correct focus. Figure 2 shows the plate with
three examples of plate images having different kinds of snow characteristics. Figure 2a shows a fresh snow
surface with dry snow, Figure 2b shows a typical melting season surface with irregular shapes and smoother
Figure 2. Plate photographs with enlargements of each image including the captured surface profile for closer detail.
Each image represents a different type of snow surface. The images are from (a) Tähtelä, site index 10, 16 March 2010 with
fresh snow, (b) Ravirata, site index 2, 27 April 2009 with melting season snow, and (c) Melalampi, site index 6, 16 March
2009, with wind formed ripples at an open marsh. Photos of the snow crystals were taken from the surface layers at snow
pits near the profiles. The scale of the grids at the images is 1mm.
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surface at crystal level, and Figure 2c shows an
image taken at a marshland with wind induced
ripples. Crystal images of snow surfaces taken at
snow pits near the profiles have also been
included in the figures.
The images were later automatically analyzed in
the office, and the profile from the snow-plate
interface was extracted using an automatic
algorithm. The algorithm first finds the black area
of the plate, then the corner points. The images
go through several corrections including the
barrel distortion of the lens used and the errors
caused by the orientation and location of the
plate in the image. This was made by fitting
polynomials to the grids on the sides of the plate
by first finding the corner points of the plate and
then using the corner points of the vertical and
horizontal 5mm scales surrounding the plate in
fitting the polynomials. The resolution of the
profiles depends on how close to the plate the
image was taken but was on average 0.27mm. A
thorough description of how the profile is
extracted from the photograph as well as
validation analysis of the photogrammetric
method can be found in Manninen et al. [2012].
4. Results
We studied the use of multiscale parameters
derived from L and σ in describing the temporal
and spatial change and canopy effect on
seasonal snow surface roughness. Examples of σ
and L as function of measured length for three
different profiles are shown in Figure 3. They
show that the measured values depend heavily
on the measured length and that the shape of
the curves depends on the type of the surface.
The reason to restrict the use of the profile to
60% of the total measured length can be seen in
the behavior of the σ and L values. The
restrictions related to the shortest lengths are
also evident (see section 2).
4.1. Correlation Length and Autocorrelation Functions
We compared the calculated values of L (the distance L at which ACF(L) = e 1) from the plate profiles to the
theoretical values of LB. The results are shown in Figure 4a. It seems that short correlation lengths of snow
surfaces before the start of the spring melting have a Brownian character (the values of L and LB are close), but
for longer correlation length values, as well as melting snow, the surface is not purely Brownian. This may imply
that the surface structures caused by crystals and their metamorphosis form Brownian structure, but for longer
scales, with structures causedmainly by melting andwind, the surface is not Brownian. A closer look at the data
reveals that the fresh snow surfaces have very small values for L. As the snow starts to age the range of the
values for L grows, but the range of the values for LB grow even faster and eventually surface profiles lose the
Brownian character completely. This can be seen in Figure 4b, which shows the L values for profiles of three
different days in March 2009. These days represent surfaces before and after a snow fall. The snowfall event
a)
b)
Figure 3. Examples of (a) rms height (σ) and (b) correlation
length (L) variation with distance of profiles extracted from
plate photographs from 16 March 2010, 27 April 2009, and 16
March 2009 presented in Figure 2. The rms height and correla-
tion length have been standardized using the values for 0 and
60% of maximum measured length and distance using the
minimum and maximum measured length.
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started gradually at the evening of 15 March,
continued until 17 of March and added 5 cm of
fresh snow to the snow pack.
The autocorrelation functions for the profiles were
also calculated. They were compared with three
commonly used ACF types both in single scale
and multiscale form. Table 3 shows the number of
experimental autocorrelation functions that fit
best to each type tested. The fitting was made by
minimizing the rms error by using linear
regression, and the case having the highest value
of the coefficient of determination R2 was
considered the best alternative. The part of the
ACF included in the regression covered the
distance from zero to the correlation length. In
midwinter (February and March) the
autocorrelation functions of most of the profiles
were of the multiscale exponential type
[Manninen, 2003]. In March 2009 the multiscale
Gaussian ACF was equally common as the single
scale exponential, whereas in 2010 the single
scale exponential was more typical. At the
melting time (April) the single scale Gaussian type
ACF was the most common and the multiscale
Gaussian the second most common ACF type.
Only a few profiles of the melting period showed
exponential (single or multiscale) type
autocorrelation. The multiscale power law
ACF was the best fitting in only a few cases, and
no profile showed single scale power law
autocorrelation characteristics. The differences in
R2 between the best fit and the second best fit
were typically small (<0.01). Examples of the
most common ACF types are shown in Figure 5.
Even though the differences in the R2 values
are small the difference between two ACF types
can be significant due to the locations of large
root mean square errors. For instance, if the
experimental ACF curve deviates markedly from
the ideal ACF curve at the shortest distances
when the ACF is close to unity, it can have a
significant role in modeling the scattering behavior of snow surface. The change of snow characteristics with
time is also manifested in Figure 5 as the distance needed for decreasing the ACF value to 1/e (~0.37) is
about five times longer in April than in March.
a)
b)
Figure 4. The measured values of L for the profiles compared
to a Brownian surface correlation length LB. Figure 4a shows all
the profiles. The blue circles are the values for March 2009, red
squares for April 2009, grey crosses for February 2010, and
green triangles for March 2010. Figure 4b shows the L values
for the profiles measured in 15 March 2009 (before snow fall,
red squares), 17 March 2009 (after snowfall, blue diamonds),
and 19 March 2009 (after snowfall, black triangles).
Table 3. Number of ACFs of Measured Profiles That Best Fit Each ACF Type Testeda
Exponential
Multiscale
Exponential Gaussian
Multiscale
Gaussian
POWER
LAW
Multiscale Power
Law
March 2009 58 134 7 62 0 3
April 2009 22 9 88 73 0 3
March 2010 25 67 9 12 0 1
February 2010 16 67 0 13 0 0
aThe total number of profiles is 669 (2009 March: 264, 2009 April: 195, 2010 March: 114, 2010 February: 96).
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4.2. Rms Height
4.2.1. Sensitivity to Changes in the Snow Surface
The measured values of L proved to be strongly correlated with the measured values of σ (R2 ~ 0.97).
Therefore, the remaining analysis will concentrate on the parameters derived from σ. The chosen parameters
a and b (equation (4)) react differently to the changes in the surface characteristics. The higher the values are,
the rougher the surface is. The parameter a is more sensitive to the shorter wavelength/scale variation and b
to the regularity of the surface structure. Therefore, a reacts rapidly to crystal size changes. Fresh snow
crystals form a surface with more crystal level height variation than older snow surfaces which consist of old
rounded crystals or wind broken and packed crystals. This causes fresh snow surfaces to get higher values for
a. Parameter b reacts to longer wavelength
characteristics and the irregularity of their
position along the profile. Its value is restricted to
be in the range 0 … 1, because the fractal
dimension of the profile equals 2 b [Manninen,
2003]. Older snow surfaces have more irregular
shapes caused by, e.g., melting of the snow,
impurities, and scars made by animals. These
features are typically unevenly distributed on the
surface, and therefore the values for b tend to be
higher for older snow, such as snow during the
melting season, at least in the boreal forest zone.
During snowfalls and directly after them new
fallen snow tends to be redistributed by wind so
that it gathers in pits of the surface and thus
smoothens the irregular features. This as well
causes the values of b to be lower for fresh snow
surfaces than for the same surface just before the
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Figure 5. Examples of common autocorrelation function shapes measured in March 2009, April 2009, and March 2010. The
best fit curves of single and multiscale exponential and Gaussian types are shown for comparison. The example for mul-
tiscale exponential type is from 16March 2009 (Tähtelä, site 10), for Multiscale Gaussian from 23 April 2009 (Tähtelä, site 10)
for exponential from 18 March 2010 (Melalampi site 6), and for Gaussian from 21 April 2009 (Melalampi, site 6).
Figure 6. Temporal variation of snow surface roughness para-
meters of equation (4) for 60% of the maximum length.
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snow fall. All metamorphic processes
that affect the height variation affect
also the values of these parameters.
Sintering between crystals and the
rounding of crystal gaps cannot be
seen using data with this resolution
before it starts to affect the crystals in
millimeter scale.
4.2.2. Fresh Snow Versus
Melting Snow
The temporal change of snow surface
roughness can be seen in Figure 6. The
profiles for April 2009 get higher values
for b corresponding to 60% of the
maximum length than the March 2009
profiles. This is because in March 2009
the weather and snow conditions were
typical for midwinter with temperatures
colder than freezing, whereas in April
2009 the melting had already started.
During the melting season irregular
shapes begin to form on the snow as a
consequence of faster melting and
larger amount of liquid water in the
snow pack. In February 2010 the air
temperature was permanently colder
than freezing and the Sun caused hardly
any melting in the snowpack. In March
2010 there was some melting but not as
much as in April 2009. Figure 7 shows
the distributions of σ and parameters a
and b for different months. The values
were determined for 60% of the profile
length. Here it can be seen again that
the values of σ and b differ between the
melting season and midwinter, but the
values of a show no clear difference for
the different months. The data sets for
the different months differ considerably
in size, the data sets of 2010 being smaller than the data sets of 2009. This can affect the standardized
distributions. Since parameter a reacts faster to the changes in roughness, it may seem that using parameter
b is not necessary. However, using only parameter a, or b, it would not be possible to distinguish between the
midwinter and melting season surfaces as the values of both a and b overlap for the two snow surface types.
4.2.3. Effect of Snowfall
The large distribution of a and b can be explained by a single snow fall event. Figure 8 shows the values
for parameters a and b for Tähtelä (site 10) for March and April 2009. At the beginning of the field
measurements in March 2009 the snow was aging. In the evening of 15 March it began to snow in short
periods continuing until the morning of 18 March. This causes the values of parameter a to increase
and parameter b to decrease, as fresh snow adds microscale edginess and evens out the larger scale
irregularities of the surface. After the snowfall, as the surface snow begins to age, the values of parameter a
gradually decrease and b increase. The values for a for March 2009 get values between 4 and 0.5.
This is also the distribution of a for all the profiles measured in all locations in March 2009. Since the values
of a in one location in a few days cover the whole variation range of a, it can be said that the weather
conditions alone can, to a large extent, explain the distribution of a. The role of weather on the values for b is
a)
b)
c)
Figure 7. Standardized frequencies of (a) σ (equation (4)), (b) parameter
a, and (c) parameter b values for 60% of the maximum length.
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similar. The absolute values and
magnitude of the change depend on the
type of crystals that fall, the duration and
amount of snow fall, and the conditions of
the underlying snow pack (for example
temperature, amount of liquid water and
original roughness).
4.2.4. Canopy
The test sites were selected to feature
different canopy types to better study
how canopy affects the snow surface
roughness. The measurements, other
than Tähtelä, were made in one location
(having one canopy type) per day. For the
analysis, the different canopy types have
been classified to two main categories:
open and forest. The Tähtelä (open area)
measurements have been excluded from
these and form a separate class. All the test sites are in the vicinity of Tähtelä. Therefore, it can be assumed
that the weather conditions at the test sites are similar to the conditions in Tähtelä and the time series of all
the locations should show a similar trend to the time series of Tähtelä. Figure 9 shows a growing trend for the
σ values for all three classes (Tähtelä, forest, open) supporting the view that all the test sites have similar
weather conditions.
The slower melting of forested sites can be seen while comparing the parameters a and b of the
measurements at forested test sites to the time series measured at Tähtelä (Figure 10). The median values of
parameter a for forested and open areas is below the trend of daily averages of Tähtelä in March 2009,
whereas in April it shifts above it (Figure 10a). A similar shift can be seen with parameter b, only in the
opposite direction (Figure 10b). The measurements at open areas are so few that they are not used in further
analysis. The difference between the parameter value evolution at the forested sites and the Tähtelä time
series can be explained by the slower melting of the forested sites. The canopy keeps the temperatures more
stable at the surface level by preventing the incoming solar radiation from reaching the surface and
hindering the thermal outflow and radiative cooling. This also keeps the temperature gradients in forested
sites less steep and slows down the melting in spring, which causes slower changes in the parameter values
toward the melting season values in forested sites than in open areas. That is, the values of a decrease, and
Figure 8. Temporal variation of parameters of equation (4) in Tähtelä
from 11 March 2009 to 28 April 2009.
Figure 9. The values of σ for 60% of the maximum length for daily measurements per day in 2009. The values for forested
sites are marked with green markers with fill, and the lighter grey markers are sites with open canopy. The measurements
carried out in Tähtelä are shown in orange rhombuses.
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the values of b increase later in the
forested sites than in the open areas. A
similar trend cannot be detected in the
evolution of σ. The behavior of the
parameters showed no other
connections to the weather data (air
temperature and humidity) than the
one with snow fall and the difference
between the forested and open areas.
5. Discussion
Natural surfaces have different
roughness characteristics in different
scales. Therefore, using σ of one single
scale is not appropriate for describing
the surface. The multiscale roughness
parameters a and b used in this study
include information on all the scales
measured. They are independent of the
plate method and can be modified to
be used in 3D analysis of snow surface
roughness, such as made in Kukko et al.
[2013]. They can be directly used for
profiles of different lengths. Using a
smaller plate with better resolution
shows great potential for studying
microscale metamorphosis processes.
However, since the profile can be
measured only once from each exact spot a statistical approach to the analysis seems more applicable. For
remote sensing this is often the more desired way, since data sets with large areal coverage are needed
instead of small details of one spot. The parameters a and b can also be used to further study the snow
surface roughness in different parts of the world. The applicability of their absolute values for the snow
geophysics presented in this paper for other types of snow in different areas of the world should be studied
further. The snow cover in the Alps for instance is somewhat different of the taiga snow.
So far the plate measurement method has been used only at daylight, but possibly replacing the white paint
used in the scales with a highly reflecting paint would enable measurements also in darkness. Preliminary
studies have shown that a smaller plate and higher resolution photos can be used to capture the fine scale
micro structural evolution of the crystals, which may be one significant difference between forested and
open areas. It can also be used to study the relationship between falling snow flake types and the surface they
form. The whole evolution of snow surface from snow fall to melting could be measured using a combination
of different methods, such as the plate photography and mobile laser scanning, to obtain information on
different scales. This would make it possible to study the whole range of scales and their scaling behavior, as
well as the directionality of the surface features.
The effect of canopy on snow surface roughness provides a number of questions to study in the future. It is
difficult to determine when an area should be defined as open or forested. Is one tree or shrub enough to
make a forest from the snow surface roughness point of view? What is the role of the tree/shrub height and
shape? What distance to a forest still has an effect on the snow accumulation and metamorphosis? Does a
power line pole have a similar effect as a tree? The Tähtelä test site, for instance, is a relatively small opening
with small pines surrounded by pine forest. It can be argued whether this site should have been classified as
open or forested site. Similar problems exist also with the other open test sites, since there was some
vegetation even at the most open sites. However, the sites classified as forested sites in Figures 9 and 10 have
clearly more trees than present at Tähtelä. Therefore, the effect of canopy should be stronger at sites
a)
b)
Figure 10. The median values for parameters (a) a and (b) b of equation
(4) for daily measurements in 2009 using the length 60% of the maxi-
mum. The sites are classified as open or forested, and Tähtelä values are
excluded from the other two classes. For Tähtelä, average values are used
instead of median.
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classified as forests. Other remaining questions related to canopy are the role of the type of canopy, including
the different species, the shape and leaf type of the trees, the forest density, etc. Also, the distance to tree
trunks affects snow accumulation and melting. Understanding the canopy effect better would provide
valuable information for interpreting remote sensing data used to monitor the snow cover in boreal forest
zone that includes different types of vegetation from thick forests to open marshlands.
Satellite data often cover large areas with different snow types. Therefore, it is important to gain knowledge
on the spatial variation of snow surface features and their effect on the radiative properties. The differences in
surface roughness characteristics also affect the Earth’s energy budget via albedo and therefore climate. The
parameters used here can be incorporated in radiation models and thus help improve the interpretation of
remote sensing data. This in turn can give knowledge on the snow-climate interactions and improve the
climate and weather models.
6. Conclusions
Microscale seasonal snow surface roughness was measured with a method based on plate photography
to study spatial and temporal variation of the surface roughness. The method is easy to apply and use
wherever measurements need to be made. The results show that the rms height variation values of
seasonal snow surface roughness vary significantly depending on the scale used. The parameters of
equation (4), a and b, determined from the rms height values, bring additional information on the
surface evolution as compared to using only rms values. Using both the parameters together gives
additional information on the surface.
1. The results show a clear difference in snow surface roughness between the melting season and
midwinter.
2. The aging of the snow shows decreasing values for parameter a and increasing values for b.
3. A snowfall event causes the values for parameter a to increase and parameter b to decrease.
4. The canopy effect is less clear, but the slower evolution toward melting season in forested sites is visible
when using the multiscale parameters derived from the rms height variation.
More information is needed on the relationship between falling snow crystal types and the roughness of the
surface formed. The usability of the parameters tested here should be studied in other regions of the world.
Having parameters that are able to distinguish between different types of snow gives means to further study
the geophysical features of snow and better interpret the properties of snow-covered areas observed by
remote sensing means.
Appendix A: Definitions for Multiscale Root Mean Square Height Variation and
Autocorrelation Function Types
The rms height σij of the subprofile ij consisting of in0 points and starting from point j of the whole profile is
defined as
σij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
in0
Xin01
k¼0
yjþk  y
 2
vuut
where yj+k is the height of point xj+k, y is the average height of the subprofile ij, and n0 is the increment of
points in successive subprofile lengths. The autocorrelation function ρij(ξ) of the subprofile ij depends on
distance ξ according to
ρij ξð Þ ¼
1
in01nξ
Xin01n
k¼0 y xjþk þ ξ
  y  y xjþk  y 
1
in0
Xin01
k¼0 y xjþk
  y 2
where y(xj+k) = yj+k is the height of point xj+k and y(xj+ k+ ξ) is the height of point xj+ k+ ξ. Here nξ is the
number of points corresponding to length ξ .
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Common one-dimensional single scale autocorrelation function types and the corresponding semi-infinite
multiscale autocorrelation functions are [Manninen, 2003]
Gaussian, single scale ρ(ξ) = exp[ξ2/L2]
Gaussian, multiscale ρ ξð Þ ¼ 12 1þ 2bð Þ ξ
2
k20x
2
0
 1
2þb
Γ  12 b; ξ
2
k20x
2
0
 
Exponential, single scale ρ ξð Þ ¼ exp 
ffiffiffiffiffiffiffiffiffiffiffi
ξ2=L2
q	 

Exponential, multiscale ρ ξð Þ ¼ 1þ 2bð Þ
ffiffiffi
ξ2
p
k0x0
 1þ2b
Γ 1 2b;
ffiffiffi
ξ2
p
k0x0
 
Transformed exponential, single scale ρ(ξ) = 1/[1 + ξ2/L2]3/2
Transformed exponential, multiscale ρ ξð Þ ¼ 1þ2bð Þ2 2þbð Þ ξ
2
k20x
2
0
 32
2F1 32 ; 2þ b; 3þ b;
k20x
2
0
ξ2
 
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