Abstract: A robust nonlinear model predictive control (NMPC) scheme is proposed for batch processes with multiple types of uncertainties. Recently, economic MPC (eMPC) has attracted significant attention, particularly for batch process control given its flexibility in the cost function while addressing the nonlinear constrained multivariable dynamics seen in most batch processes. However, in the presence of various uncertainties such as parameter errors, external disturbances, and noise, performance of eMPC can deteriorate significantly as it tends to drive the system to limits of constraints. To achieve constraint satisfaction in the presence of common uncertainties, we propose a robust NMPC method based on multistage scenarios, state estimation, and back-off constraints. Performance of the proposed robust NMPC scheme is evaluated through an example of anionic propylene oxide polymerization reactor.
INTRODUCTION
Batch (or semi-batch) processes are widespread in the chemical process industry for producing low-volume, high value-added products, including polymers and specialty chemicals. Batch processes pose some inherent challenges brought by 1) transient operation and strongly nonlinear process dynamics, 2) presence of both path and end-point constraints, and 3) insufficient intra-batch measurements, esp. on product quality. Most batch operations are based on executing fixed, conservative recipes with some minor adjustments from batch to batch.
In this context, process control research has mostly focused on the problem of executing a given recipe in a precise manner, e.g., following pre-specified reference trajectories using concepts like iterative learning control (ILC) to achieve batchto-batch improvements in the tracking performance (J. H. Lee & Lee, 2007) . In addition, batch-to-batch recipe adjustments have been studied to satisfy end product quality specifications in the presence of repeating errors, particularly in the context of processes in semiconductor manufacturing, using various run-to-run control techniques (Wang, Gao, & Doyle, 2009) . Model based control techniques that combine real-time feedback control and ILC have also been proposed (K. S. Lee, Chin, Lee, & Lee, 1999) , which were later extended to include end product quality control by further incorporating the concepts of run-to-run control and inferential control (Chin, Lee, & Lee, 2000) . A number of researchers have studied the application of nonlinear model predictive control (NMPC) to batch processes, so that nonlinear constrained multivariable dynamics of batch processes can be addressed explicitly (Russell, Robertson, Lee, & Ogunnaike, 1998) .
Increased competition has forced the chemical industry to consider real-time optimization (RTO) to enhance profitability while meeting various product/process constraints. Improvements in computing hardware and mathematical programming have made the use of optimization based on a detailed, rigorous first-principles model feasible and industrial applications have begun appearing. For example, model-based optimization has been used to improve the operating recipe of a semi-batch polymerization reactor, e.g., to minimize the batch processing time while satisfying the constraints for product quality and process safety (Nie, Biegler, Villa, & Wassick, 2013) . More recently, RTO has been developed for the same polymerization reactor using economic MPC (eMPC) (Jung, Nie, Lee, & Biegler, 2015) . eMPC uses a more general cost function (e.g. minimizing batch time) that represents the process economics rather than the tracking error (Idris & Engell, 2012) .
In general, various types of uncertainties exist for industrial batch processes; these can be largely classified into three types: parameter errors, external disturbances and noises. Parameter errors include mismatched values in kinetic parameters, mass/heat transfer coefficients, etc. External disturbances include variations in the utility conditions and feed conditions, which manifest as state initialization errors. Noises include measurement noises in sensing devices. In the presence of these uncertainties, performance of eMPC can deteriorate significantly. One important feature of eMPC is that it typically drives the system to an intersection of its constraints (Lucia, Andersson, Brandt, Diehl, & Engell, 2014) . This, together with various uncertainties, can lead to severe violations of constraints, which can adversely impact product quality and process safety.
The issue of uncertainty has been studied extensively by the robust control community and within the specific context of MPC as well. Initial literature on the latter adopted an openloop min-max formulation, which calculates control inputs that minimize the worst-case cost with respect to the defined bounded set of parameters (Campo & Morari, 1987) . This approach, however, turned out to be not only conservative but also not robust due to the mismatch between the open-loop control assumption and the actual closed-loop implementation. To overcome this problem, closed-loop min-max formulations have been studied, but with limited success due to the inherent computational complexity (J. H. Lee & Yu, 1997) . Tube-based MPC was proposed as an alternative, which uses an ancillary controller to ensure that the real uncertain system stays within a tube (Mayne, Kerrigan, Van Wyk, & Falugi, 2011) . It can guarantee stability and constraint satisfaction in the presence of uncertainties, but does not address the issue of optimal performance. Recently, multi-stage NMPC has been suggested based on the idea of scenario branching and stochastic programming (Lucia, Finkler, & Engell, 2013) . In this scheme, uncertainties are modeled using a scenario tree and the future control inputs are optimized as recourse variables to reduce the conservativeness of the solution.
In this paper, we propose a robust NMPC scheme based on multi-stage NMPC (or multi-stage eMPC) with additional features to deal with multiple types of uncertainties. It is an extended version of our previous work, which considered the constraint satisfaction against noise using a back-off approach (Jung, et al., 2015) . Multi-stage NMPC is adopted to guarantee the constraint satisfaction in the presence of modeled parameter errors. Batch least-squares estimation (LSE) method is implemented for estimating the uncertain parameters and states while filtering the measurement noise. In addition to this, the back-off approach is used to account for noises, which are not handled by the batch LSE. Performance of the proposed scheme is evaluated through an example of a large-scale anionic polymerization of propylene oxide (PO) process with end product specifications and safety constraints.
ROBUST NMPC SCHEME
In this paper, a robust NMPC scheme for batch (or semi-batch) processes is proposed as described in Fig. 1 .
Fig. 1. A framework of robust NMPC scheme for batch processes
During each batch run, multi-stage NMPC calculates the control inputs at each time to minimize the batch time and satisfy the path and end-point constraints given the state and parameter estimates from batch LSE. The back-off margins obtained from closed-loop simulations with a given controller and expected uncertainties are introduced to tighten the constraints. NMPC uses a shrinking horizon (spanning from the current time to the final time) while LSE uses an expanding horizon (from the starting time to current time).
The multi-stage NMPC and batch LSE problems are converted to nonlinear programming (NLP) problems using the simultaneous collocation approach with uniform finite elements. This approach offers several advantages over the sequential approach in terms of treating nonlinear dynamics as well as path constraints (Biegler, 2010) . The control inputs are assumed to be held constant within each finite element, while the state variables are further discretized using the orthogonal collocation points.
Multi-stage NMPC
Multi-stage NMPC generates a scenario tree, the branches of which represent the possible progressions of deterministic parameter errors, as shown in Fig. 2 . Fig. 2 . A representation of scenario tree for multi-stage NMPC at the current stage A notable feature of this stochastic programming formulation is that the future control inputs are optimized as recourse variables that can take different values based on the realized scenario. This reduces the conservativeness of the solution. All control inputs that branch from the same node are set equal because the uncertainties that branch from that node are unknown, but are assumed to be resolved at the next stage, so that a branch is enabled to the next stage. These so-called nonanticipativity constraints are shown below in (11).
The multi-stage NMPC is formulated as
where is the state (column) vector, is the input (column) vector, is the scenario index with = 1, … , ( ), is the time (or stage) index with = , … , , and is the current stage. Note that, in Fig. 2 , ( ) = 3 , ( + 1) = 9 , ( + 2) = 27, etc. ℒ( +1 , ) is the stage-wise cost of the th stage for the th scenario defined by,
Constraints are given as,
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is a nonnegative slack variable for the end-point constraint relaxation to guarantee feasibility of the optimization. And is the weight parameter for the relaxation which should be chosen significantly greater than 1. ( ( ) , , ) represents the discrete-time transition function from the nonlinear differential equation of the process model, where ( ) is the previous state of parent ( ) and is the parameter vector assigned in the branch . For simplicity, each node of the scenario tree is assumed to have the same number of branches, given by { 1 , … , } . ( , ) = 0 collects the equality constraints, and ( , ) ≤ 0 and ( , −1 ) ≤ are the path and end-point constraints, respectively. and are the feasible domains for the state and control inputs, respectively.
Batch LSE
Batch LSE is chosen to estimate the uncertain parameters and states from the measurements containing noise (Robertson, Lee, & Rawlings, 1996) . For this, the state vector is augmented with the parameter vector :
Given an initial estimate ̅ 1 and ̅ 1 , outputs for = 1, … , − 1, and the model, the objective is to estimate the error in the initial estimate ̃1 and the unknown noise sequence for = 1, … , − 1. The optimization problem for this state estimation is given as follows, (12) subject to:
̃∈ ′ (15)
and are errors in the measurement and augmented state vectors, respectively. ℎ( , ) and ( , , ) are the measurement model and state model, respectively. and are positive definite weighting matrices representing quantitative measures of our confidence in the measurement model and state model, respectively. ′, and are feasible domains for the augmented states, inputs and measurements, respectively. The confidence level ̅ 1 for the initial estimate ̅ 1 is low.
Back-off constraints
Batch LSE can provide poor estimates of the states, which can lead to poor control inputs resulting in the violation of important path and end-point constraints. To ensure the satisfaction of the constraints, some margins can be included in enforcing the constraints. The approach is called back-off constraints:
and are the standard deviations of the system constraints multiplied by a constant . These represent confidence margins for the constraints and allow us to give added robustness for path and end-point constraints (Heine, Kawohl, & King, 2006) . However, determining an appropriate back-off level is challenging; system nonlinearities and uncertainties make it difficult to calculate the margin analytically. A more practical way is to use closed-loop simulations with the given controller and expected noises (assuming Gaussian noises), and to determine an appropriate back-off level based on the magnitudes of constraint violations observed from the simulations.
CASE STUDY: POLYMERIZATION REACTOR

Polymerization reactor model
As case study, we apply the proposed robust control scheme to a semi-batch polymerization reactor that produces polyol product from propylene oxide (PO), as shown in Fig. 3 . ( ) is the feeding rate of pure monomer PO, ( ) is the reactor volume, ( ) is the reactor temperature, and are the growing and dormant product chains of length n, respectively, and are the growing and dormant unsaturated chains of length n, respectively, is water, is the monomer.
First, the starter is formed by mixing the alcohol, catalyst and water in an appropriate ratio. After the starter is generated, pure monomer PO is continuously fed into the reactor to grow polymers. During the polymerization process, each polymer chain undergoes the initiation, propagation, and cationexchange and proton-transfer reactions (Fig. 3) . External heat can be provided in the start-up stage, but later significant heat released from the polymerization reactions should be removed for safety reasons. IFAC DYCOPS-CAB, 2016 June 6-8, 2016 In this study, a detailed kinetic model is used for the modelbased control of the polymerization reactor. The model includes a first-principles dynamic model based on the moment balance equations of polymer chains and monomers, overall mass balance and energy balance equations. Relevant key parameters in this study are summarized in Table 1 and other details are introduced in (Nie, et al., 2013) . 
Control problem
By using the robust NMPC scheme, the main goal is to revise the set-point trajectories and the batch processing time given by the recipe on-line to satisfy the path and end-point constraints under multiple types of uncertainties. In this case study, an error is assumed for the kinetic parameter of propagation reaction , which is one of the most critical parameters affecting the polymerization progression as well as the temperature. True parameter value is assumed to be 10% lower than the model assigned value. In addition, some noise is added to all measurements. Normal distributions are used with standard deviations set to 2% of the nominal values for the initial states and measurement noise. In this study, it is assumed that all states can be measured.
Manipulated variables are reactor temperature ( ) and monomer feeding rate ( ). End-point constraints are product specification constraints which include final number-average molecular weight (NAMW) of the product, maximum unsaturation value and final unreacted PO level. Path constraints are assigned on the maximum heat removal duty level and upper limit of the adiabatic end temperature. The constraints are summarized in Table 2 and more details can be found in (Nie, et al., 2013) . Operating conditions Heat removal duty ≤ Allowed maximum cooling capacity:
RESULTS AND DISCUSSION
The proposed robust NMPC scheme is implemented in the GAMS and all computations are performed on the desktop (Intel ® Core TM i3-2100 CPU @ 3.10GHz and 8.00GB memory). The optimization package IPOPT is selected to solve the multi-stage NMPC and batch LSE problems. We choose 24 finite elements and three Gauss-Radau collocation points to consider reasonable sampling time in our process (> 10 minutes). Since appropriate initial points are critical for solving NLPs, we first initialized the optimization problems by using an element-by element technique for multi-stage NMPC and by focusing on updated data for batch LSE.
In multi-stage NMPC formulation, we set weight parameters as = 10 6 . To avoid the exponential growth of the scenario tree, we assume that the branching of the scenario tree is up to a certain stage (called robust horizon) and then, the uncertainty remains constant until the end. In this study, the robust horizon is set to one which provides a good solution with a lower computational cost (Lucia, et al., 2013) . In batch LSE formulation, the weight matrices are same as the inverses of the covariance matrices for the state and measurement errors. The weight for the parameter error is set as 10 −14 and that for the initialization error ̅ 1 is set as 10 −16 . The NLP for the multi-stage MPC has at maximum 8,759 equations and 8,462 variables at = 1. NLP for the LSE has at maximum 3,026 equations and 2,918 variables at = .
Before testing the proposed robust scheme, a standard NMPC is applied as a reference to see the effect of various uncertainties on the control performance. In the case of the parameter error (Fig. 4a) , the control inputs drive the system to the limit of adiabatic end temperature, which is violated frequently. In the presence of the measurement noise, the control inputs become oscillatory and the adiabatic end temperature constraint is also violated (Fig. 4b) . When the uncertainties exist together, the fluctuation of the control inputs and the violation of the adiabatic end temperature constraint become more pronounced (Fig. 4c) .
However, problems appear when all types of uncertainties exist in the system. As shown in Fig. 5c , just combining the multi-stage NMPC and batch LSE does not guarantee the satisfaction of the adiabatic end temperature constraint. The reason is that poor estimates of parameters and states lead wrong calculation of control inputs. In this case, the back-off constraints can give some margin for preventing the constraint violation arose from wrong estimates (or undetected uncertainties). In Fig. 6 , by using appropriate back-off constraints, the constraint violation is avoided. From the closed-loop simulations with additional Gaussian noises, we assign a back-off margin to the adiabatic end temperature constraint (1.3 °C lower than the limit).
The standard MPC algorithm with back-off constraints handling all the uncertainties is also tried as a reference case. In this case, additional back-off margins are needed. From the closed-loop simulations with the parameter error and the Gaussian noises, the margins are assigned to the adiabatic end temperature (6.6 °C lower than the limit), the final unsaturation value (0.002 mmol/g polyol lower), the final unreacted PO (400 ppm lower), and the final NAMW (1.3 g/mol higher than the limit). Fig. 4 . Performance of the standard NMPC with a) the parameter error, b) the measurement noise and, c) both.
In addition, Table 3 shows that the standard NMPC violates all end-point constraints while, the standard NMPC with back-off constraints and robust scheme satisfies all end-point constraints in the presence of uncertainties. The average computation time for performing the robust NMPC scheme for one time step is 8.77 CPU seconds (maximum 33.48 CPU seconds) which is much less than the assumed sampling time. Compared to the optimal recipe calculated without considering the uncertainties, the robust scheme extends the final batch time from 397.17 to 538.63 minutes. However, this is apparently needed to satisfy both the path and end-point constraints with stable control input profiles given the uncertainties. The final batch time for the standard NMPC with back-off constraints is 588.68 minutes, which is longer than the robust scheme. The back-off constraint plays a very important role when the parameter error and measurement noise exist together in the system. However, unnecessarily big back-off margin should be avoided because the tightened constraints can unnecessarily degrade economic control performance.
CONCLUSIONS
We proposed a robust NMPC scheme to deal with multiple types of uncertainties in batch (or semi-batch) processes. The robust NMPC scheme employs multi-stage NMPC, batch LSE and back-off constraints. Parameter errors are considered by scenario-based branching in the multi-stage NMPC formulation. Initial state errors and measurement noise are estimated and filtered by the LSE method. Lastly, constraints are "backed-off" to avoid violations caused by various other uncertainties that cannot be dealt with explicitly. Performance of the proposed robust NMPC scheme was evaluated through an example of anionic propylene oxide polymerization reactor. The results showed that the proposed robust scheme can help in satisfying path and end-point constraints to ensure process safety and product quality in the presence of multiple types of uncertainties.
In a real industrial batch reactor, on-line measurements of all states are not available typically. Therefore, our future work will be to integrate a state estimator that can estimate the state based on on-line measurements such as pressure, temperature, and if available, concentrations in the reactor.
