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A computer program which computes fiducial confidence 
intervals for reliability by Monte Carlo simulation has been 
written. The program has the capability of computing these 
intervals for general systems of series, parallel, and mixed 
series and parallel subsystems which have failure time dis-
tributions which are either exponential, Weibull, gamma, 
normal, or lognormal. 
Comparison of the simulation technique with a Bayesian 
technique for computing confidence intervals in the case 
of a series of exponentially distributed components shows 
that the two methods agree quite well when a fiducial prior 
distribution for reliability is used in the Bayesian tech-
nique. A uniform prior distribution gives results which are 
consistently lower than those obtained by simulation. 
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The concept of reliability may be intuitively thought 
of as the likelihood that a piece of equipment will operate 
without failing. Since equipment does not "last forever" 
the reliability must be expressed as a function of the length 
of time which the equipment is supposed to function. This 
is known as the mission time, t . The reliability is then 
m 
the probability that the equipment will survive a specified 
mission time. If f(t) · is the probability density function 
of the time until failure for the equipment, then the re-
liability is expressed mathematically as 
R(t ) 
m = J: f(t)dt . m (1) 
· Although it is possible to estimate the reliability 
without assuming a particular distribution for f(t) (known 
as the nonparametric, binomial, or distribution-free case), 
this paper will be concerned only with the situation where 
f(t) has a defined distribution and component test data is 
available for estimating the unknown distribution parameters. 
Specifically the exponential, Weibull, gamma, normal, and 
the lognormal distributions will be treated. 
It is desirable to be able to estimate the system reli-
ability on the basis of subsystem test data because in many 
situations it is infeasible to wait until the system is 
developed before beginning testing. In situations where the 
total system must attain a specific reliability it may be 
necessary to increase the reliability of particular components 
in order to achieve this goal. Obtaining reliability esti-
mates based on component test data makes these changes 
possible in the design phase. 
Based on the estimated distribution parameters a point 
estimate for the reliability can be computed. However 
different sets of failure times will yield different esti-
mators for the distribution parameters, and thus there 
exists a range of values which the reliability can assume. 
Depending on the size of this range one can be confident 
to a varying degree that this range will include a new 
value of the reliability based on another set of test 
data. Assigning a numerical value to this confidence and 
numerical limits on this range is the essence of confidence 
interval estimation and the subject of this paper. 
A Monte Carlo simulation model of confidence intervals 
for system reliability based on subsystem test data has 
been developed and example problems are presented. Results 
from the simulation model are compared with results ob-
tained by an exact Bayesian technique for the exponential 
failure time distribution. 
2 
II. GENERAL THEORETICAL BACKGROUND 
There are three general approaches to interval esti-
mation, each of which will be discussed briefly as it 
relates to establishing confidence intervals for relia-
bility. 
The classical method for obtaining confidence inter-
vals is based on the frequency theory of probability, 
and has been detailed by Kendall and Stuart (1961) . Given 
a distribution with an unknown parameter e, a random sample 
of n values x 1 , x 2 , • . . x from the population, a n 
statistic t dependent on the values of x, and the con-
fidence coefficient (1-~) the following statement can be 
made: 
P(6 < t) = 1-~. (2) 
Here e is not a random variable, but t will vary from 
sample to sample and (2) is interpreted to mean tpat if 
we assert that 6 is less than or equal to t for each 
value oft, in the long run we shall be correct 100(1-a)% 
of the time. In applying the above to reliability interval 
estimation we would find confidence limits on the parameter 
6 and substitute these limits into the reliability equation 
describing the subsystem. 
In the fiducial approach to interval estimation, 
discussed by Fraser (1961) and Kendall and Stuart (1961), 
3 
e above is considered to be the random variable. The dis-
tribution of values that e can take on given the sufficient 
statistic t is called the fiducial distribution, and it 
expresses the intensity of our belief in the various pos-
sible values of e. Thus under the fiducial approach, (2) 
is interpreted to mean that for a particular value of e we 
can be 100(1-a)% sure that this value of e is less than or 
equal to t, the statistic based on the observed x's. The 
values of e can be substituted into a reliability equation 
to obtain the fiducial distribution of the reliability. 
In the Bayesian approach to reliability estimation, 
as explained by Springer and Thompson (1967), the relia-
bilities R. themselves are treated as the random variables. 
1 
It is assumed that we have some prior knowledge of the 
distribution of R. Using Bayes theorem the posterior 
density for subsystem reliability is 
f.(R.IT.,t.,r.) = 
1 1 1 1 1 
g. (T. I R. , r . , t. ) p. (R. ) . 
1 1 1 1 ~ ~ 1 
J 
1 
g . ( T. j R. , r . , t. ) p . ( R. ) dR. 
~ ~ 1 1 1 1 1 1 
0 
where p. (R.) is the aforementioned prior density for 
1 1 
reliability, and g. (T. jR.,r.,t.) is the conditional 
1 1 1 1 1 
distribution of the estimator for T. given the random 
1 
reliability, number of failures, and mission time. A 
general expression for the prior probability density 





( ln 1/R . ) r i 0 
.l. 
where riO is the number of failures previously observed 
for the subsystem, and T. 0;t. is the ratio of total .l. .l. 
( 4) 
accumulated test time to mission time for the subsystem. 
Using this prior density, the resulting general posterior 
pdf is 
f.(R.IT.,t.,r.) = 
.l. .l. .l. .l. .l. 
r.+r. 0 +1 (T./t.+T. 0/t.+l) 
1 1 
.l. .l. .l. .l. 
r(r.+r. 0+1) .l. .l. 
T./t.+T.
0
/t. * R .l. .l. .l. .l. r.+r. 0 (ln 1/R.) 1 1 
.l. 
Integrating the posterior pdf yields the cumulative re-
(5) 
liability distribution from which confidence limits can be 
read at a particular confidence level. 
The classical confidence and fiducial methods often 
give equivalent results for simple problems and for a time 
were thought to be different expressions for the same 
method. The fiducial and Bayesian methods are similar in 
their treatment of the distribution parameter as a random 
variable. R. A. Fisher (1956), the originator of fiducial 
5 
probability, states that the fiducial method is appropriate 
only when there is no a priori knowledge of the distribution. 
Many Bayesian statisticians consider the uniform distribu-
tion, i.e., T. 0;t. = r. 0 = 0, appropriate for situations 1 1 1 
when no prior knowledge is available. Mann (1970) has 
stated that a prior distribution with T. 0;t. = r. 0 = -l 1 1 1 
corresponds to the fiducial method. 
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III. REVIEW OF LITERATURE 
Exact classical upper confidence limits for the 
parameters of two binomial components in parallel were 
derived by Buehler (1957) who assumed small probabilities 
of failure, moderate sample sizes, and used a Poisson 
approximation to the binomial distribution. Steck (1957) 
extended Buehler's results tom binomial parameters, and 
Lipow (1958) considered the same problem for k subsystems 
in series. 
Madansky (1965) developed an approximate classical 
method based on the fact that -2 ln L(p 0 ) is approximately 
x2 distributed with one degree of freedom, where L(p 0 ) is 
the likelihood ratio statistic of the reliability. This 
method is applicable only for large sample sizes and 
reliabilities that are not extremely high. 
Breipohl, Prairie and Zimmer (1965) gave a method 
for computing exact Bayesian confidence intervals using 
the uniform and beta distributions as prior distributions. 
Their method involves finding the joint posterior density 
of the reliabilities of each of the system components, 
which can be difficult for systems with more than a few 
components. 
Springer and Thompson (1966) have used the Mellin 
integral transform for the product of independent random 
variables in deriving exact Bayesian confidence limits for 
a series system whose components have the binomial 
7 
distribution. They point out that a uniform prior distri-
bution for reliability yields a posterior beta density. 
By using the product of Mellin transforms a closed form 
solution for this posterior density can be obtained, and 
when integrated the resulting posterior distribution 
function can be tabulated and confidence limits for re-
liability can be read from this table at any confidence 
level. 
Lentner and Buehler (1963) have derived exact optimum 
confidence bounds for the reliability of a series of two 
components with exponentially distributed failure times. 
It is assumed that nj prototypes of the j subsystems are 
tested until r. (r. < n.) failures occur. The method is 
J J = J 
also applicable for components with the Weibull distribution 
if the shape ·parameter a is known and is the same for the 
populations of both components. El Mawaziny (1965) extended 
their method to k subsystems, k > 2. 
Kraemer (1963) developed an exact method for use with 
a small number of failures or when the mean lifetimes are 
nearly equal. Her method gives very conservative confidence 
intervals when these conditions are not met because it 
depends on min(r.,e.) where r. and e. are the number of . ~ ~ ~ ~ 
~ 
failures and mean time between failures, respectively, of 
the i-th subsystem. 
El Mawaziny and Buehler (1967) have suggested an 
approximate method wh.ich requires a large number of failures 
for every component. Myhre and Saunders (1971) have 
8 
extended a method they developed for the binomial distri-
bution involving the log likelihood ratio statistic to the 
exponential case also. 
Recent work by Grubbs (1971) and Mann and Grubbs (1972) 
has focused on deriving approximate confidence bounds for a 
series system with exponentially distributed times to 
failure. Grubbs obtains approximate fiducial bounds by 
noting that a sum of x2 variates weighted by a function 
of the mean and variance of the sum can be approximated 
2 by a single x variate. This approximation is not very 
accurate for a small number of failures per component or 
small sample sizes. Mann and Grubbs derive their approxi-
mate bounds by finding the first two moments of the con-
ditional distribution of a transformation involving the 
observed number of failures and mean times to failure. 
Comparisons with exact bounds calculated by the Lentner-
Buehler-El Mawaziny method show that this approximation 
appears to work quite well, even for subsystems with a 
small number of failures. 
Springer and Thompson have applied the Mellin trans-




Using the prior density 
(6) 
9 
they have studied series systems (Springer and Thompson, 
1967) and parallel systems when tests are terminated after 
one failure (Springer and Thompson, 1968). Springer and 
Byers (1971) further considered the case of a series of 
subsystems where some have the exponential and others the 
10 
nonparametric distribution. The choice of a prior distribu-
tion when no prior information is available is arbitrary. 
Springer and Thompson (1967) suggest the uniform distribu-
tion as a logical choice in the spirit of Bayes theorem. 
Fertig (1972) has shown that there do not exist prior 
distributions for subsystem reliability which are independent 
of the current data and still yield the optimum classical 
bounds. 
As will be seen from the development in the following 
sect-ion the reliability of a series of two exponentially 
distributed components is 
which is a one parameter distribution in ~- Confidence 
limits can be found on ~ and substituted into the relia-
bility equation to obtain confidence limits on R. This 
can always be done when the function is monotonic in one 
parameter. The reliability of two exponentially distri-
buted components in parallel is 
R = 1- [1-exp(-t /8 1 )1 Il-exp(-t /8 2 )1 ml m2 
(8) 
which cannot be expressed as a function of one parameter. 
It is apparently for this reason that although much work 
has been done in the area of obtaining confidence intervals 
for reliability based on subsystem test data, there still 
exist no exact methods which apply to complex (non-serial) 
systems, or systems with failure times distributed other 
than exponentially. For these cases one must rely on Monte 
11 
Carlo simulation of the subsystem reliabilities as suggested 
by Burnett and Wales (1961) and Levy and Moore (.1967). 
Burnett and Wales developed the method for exponentially 
distributed failure times and Levy and Moore extended it 
for the Weibull, gamma, normal, and lognormal distributions 
as well, and wrote a number of computational programs for 
the IBM 1620. Lannon (1972) has recently developed a 
program which computes the maximum likelihood estimators 
of the parameters of the Weibull distribution and uses the 
joint distribution of these estimators together with a 
Monte Carlo technique to obtain confidence intervals for 
reliability. Mann (1970) used the Monte Carlo method 
together with a Bayesian approach in some of her attempts 
to determine the optimum prior distribution for reliability. 
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IV. DEVELOPMENT OF RELIABILITY EQUATIONS 
The development of the reliability equations which 
follows in this section often parallels the work of Levy 
and Moore (1967), but with a number of additions and 
explanations to help clarify important points. 
A. EQUATIONS FOR SINGLE COMPONENTS 
1. Exponential Distribution 
The exponential pdf is defined as 
f(t) = 1/8 exp(-t/8), 8>0. ( 9) 
Reliability is defined as the probability of surviving a 
given mission time t • Thus m 
R(tm) = J: f(t)dt 
m 
(10) 
which is equivalent to 1-F(t), where F(t) is the cumulative 
distribution function. In the exponential case 
R(trn) = 1 - J:rn 1/8 exp(-t/8)dt 
t 
= 1 - [exp(-t/8) j
0
rn] 
= 1 + exp(-t /8) - 1 m 
The parameter e is often called the mean time between 
failures (MTBF) • 
(11) 
It is now necessary to find an estimator for e based 
on the sample observations. Epstein and Sobel {1953) give 
the maximum likelihood estimator for e when the test is 
13 








(n-m) x m 
(12) 
Application of the Monte Carlo simulation technique to 
obtaining confidence intervals for reliability requires a 
known relationship between the parameters of the time to 
failure distribution and some other probability distribution 
from which random deviates can be generated. Epstein and 
Sobel {1953) also show that iE~/e is distributed as chi 
2 square with 2r degrees of freedom, x {2r) • It follows that 
14 
1/8 is distributed as x 2 (2r)/2re. By treating 1/8 as a 
random variable fiducial confidence intervals for relia-
bility can be obtained. Thus an estimate for the relia-
bility is given by 
R(t ) m 
2 A 
= exp(-tmx (2r)/2r8). (13) 
If random deviates from the x2 (2r) distribution are 
generated and the resulting values of R(tm) are ordered in 
descending order an approximate distribution for the re-
liability is obtained and from this confidence intervals 
can be determined at any desired confidence level. 
The exponential distribution has a special "forget-
fulness" property which means that the probability of 
surviving a given mission time is the same regardless of 
whether the component is new or used. That is, the exponen-
tial distribution does not account for wearout and is 
applicable only in situations where all failures can be 
attributed to chance. This will not be the case with the 
other distributions to be discussed. 
FORTRAN subroutine EXPON, listed in Appendix A, is 
used to generate random reliabilities having the exponential 
distribution. 
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2. Weibull Distribution 
Components with the Weibull failure distribution have 
the pdf 
f (t) a>O, (3>0. (14) 
The Weibull reliability equation is given by the condi-
tional probability that the system will survive a specified 






(3 IT+t (3 IT = [ 1 - ( exp (-at ) 
0 
m) ] I [ 1 - ( exp (-at ) 
0
) ] 
= exp (-a [ (T+t ) (3 -T8 ]). 
m 
(15) 
When the component is new, i.e., T = 0, this equation 
reduces to 
R(t ) = exp{-at B). m m 
16 
(16) 
The maximum likelihood estimators for a and B when all 
items are tested until they fail are given by Lloyd and 
Lipow (1962) as 







e = n 




e n ln t. - I ln t. ~ i=l ~ 
(18) 
The simultaneous solution of these two equations can be 
found by employing an iterative technique. 
When the shape parameter B is known and we let 
y = t 6 it can be shown that y has the exponential distri-
bution with MTBF = 1/a. It has already been noted that 
2ra/a is distributed as x2 (2r) and therefore a is distri-
2 A 
buted as x (2r)a/2r. Substituting this into the Weibull 
reliability equation we have 
R(t ) m 
2 A e e 
= exp(-x (2r)a/2r [(T+t) -T ]) . m (19) 
The operating life of a component subject to aging 
is described by a bathtub shaped curve. Early or burn-in 
failures are described by the part of the curve with a 
negative slope, chance failures by the part with a zero 
slope, and wearout failures by the part of the curve where 
the age is increased and the slope becomes positive. The 
Weibull distribution may be used to represent all three 
phases of component life by varying the shape parameter 
S. Values of S < 1 are used during the burn-in period, 
and values of S > 1 describe the wearout period. When 
S = 1 the Weibull distribution is equivalent to the 
exponential distribution and this is used during the chance 
failure period. 
The subroutine which generates reliabilities from the 
Weibull distribution, FORTRAN subroutine WEIBUN, is listed 
in Appendix A. 
3. Gamma Distribution 
The equation for the gamma pdf is 
f (t) 
= Sata-1exp (-f3t) 
r (a) a.>O I (3>0. 





oo a a-1 
S t exp(-St)dt 
T+t rn = 
Letting u St and changing variables, 
R (trn j T) J
oo 
a-1 u exp(-u)du 
_S(T+trn) 
J
oo ua-l exp(-u)du 
ST 
When T = 0 this reduces to 
1 = r (a) 
a-1 u exp(-u)du 
where the integral is an expression for the incomplete 
gamma function, that is 





This cannot be integrated to a closed form solution, but 
18 
an asymptotic expansion has been given by Davis in Abramowitz 
and Ste gun (1964) 
r (a , z ) ~ z a - 1 exp (- z ) [ 1 + a~ 1 + (a -l ) ~a- 2 ) + • . • ] • ( 2 5 ) 
z 
Recalling that f(a) = (a-1)! for integer a, and after some 
algebraic manipulation (23) becomes 
a-1 
R(tm) = exp (-z) [1 + z + ••• + (~- 1 ) 1 ] ,a integer (26) 
where z = St . The same principles apply to the more com-
m 
19 
plicated expression for R(tmjT> when z equals the respective 
lower limits of integration. 
Maximum likelihood estimators, given by Lloyd and 
Lipow (1962), are 
n 





S = exp(~(a) - 1/n I 
i=l 
where ~(a), the psi-function, is 
~(a) 






These equations must be solved simultaneously by iteration. 
Lloyd and Lipow also state that 2naS/S is distributed 
2 2 A x (2na), so Sis distributed as X (2na)S/2na when a is 




= exp(-x (2na)St /2na) * 
m 
2 A 1 2 A a-1 
[1 + X (2na) S/2na + ••. + (a-l) 1 <x (2na) S/2na) ] . 
( 3 0) 
This equation holds only for integer values of a. For non-
integer a, R(t ) may be found by interpolating between the m 
two values of R(t ) evaluated at the nearest integers. m 
The gamma failure distribution is sometimes used to 
describe wearout failures. 
FORTRAN subroutine GAMMAN is used to generate relia-
bilities having a gamma distribution. It use·s FORTRAN 
function GAMREL which computes the expression for the in-
complete gamma function. Both subprograms are listed in 
Appendix A. 
4. Normal and Lognormal Distributions 
The normal pdf is defined as 
f (t) = 
1 1 t 2 exp [- -
2 
( --=:J:!.) ] - oo < 11 < oo, o > 0 . 
o 12n ° ' 
( 31) 
The reliability equation is 
R(tmiT) ( 32) 
20 








where z = ( m ) • cr This last integral is the cumulative 
distribution function for the standard normal distribution, 
and a series approximation for it has been given by Zelen 
and Severo in Abramowitz and Stegun (1964). 
The unbiased maximum likelihood estimators for 11 and 
o 2 , given by Lloyd and Lipow (1962), are 
1 n 
11 = I t. 
n i=l 1 
"'2 cr 
1 n "' 2 
= - I ct.-11> 




and cr is taken as the positive square root of cr . Proofs 
can be found in standard mathematical statistics texts 
2 "'2 2 
that 11 is distributed as N(11,cr /n) and (n-l)cr /cr is 
distributed as x2 (n-l). Inverting these two relation-
ships yields 
21 
2 "2 2 
a = (n-l)o /x (n-1) (36) 
and 
l.l = 11 z(o/v'n) (3 7) 
where z is the standard normal deviate with distribution 
N(O,l). A random deviate is generated from x2 (n-l) and 
used to form o 2 . The positive square root of a 2 together 
with a deviate generated from the standard normal dis-
tribution are used to form 11, and when these values are 
substituted into (33) an estimate for the reliability is 
obtained. 
The above method for a component with the normal 
failure distribution is completely applicable for the 
lognormal distribution under the following conditions: 
and 
1 n 
l.l = I ln t. n i=l 1 
"2 1 n 
0 = n-1 I (ln t. -i=l 1 
t = ln(mission time). 
m 
A 2 
l.l) ( 3 8) 
Both the normal and the lognormal distributions are 
used to describe wearout failures. 
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FORTRAN subroutine LOGNON computes random reliabili-
ties from the normal or lognormal distributions, and is 
listed in Appendix A. It utilizes subroutine NDTR, found 
in the IBM Scientific Subroutine Package, which computes 
the area und~r the normal distribution function curve. 
B. EQUATIONS FOR SYSTEMS 
The previous section has dealt with the computation 
of the reliability of a single component with a given 
distribution. This section will show how to find the 
reliability of a system of components arranged in series, 
parallel, or a combination of series and parallel. 
Throughout it is assumed that components fail indepen-
dently of each other. 
A series system is one in which the components are 
arranged so that the failure of any one component causes 
the entire system to fail. Figure 1 shows three components 
arranged in series. The probability that this system will 
not fail is the probability that component 1 will not fail 
and component 2 will not fail and component 3 will not 
fail, which is the product of the reliabilities of the 
three components. In general then, for a series system 
the reliability is 









------------~_c_1~--------~ __ c_2~--------~l c3~1----------




Figure 2. Block Diagram for Components in Parallel 
For components arranged in a parallel configuration 
only one component must succeed for the system to be 
successful. Figure 2 shows three components arranged in 
parallel. The probability that this system will not fail 
is the probability that component 1 will not fail or 
component 2 will not fail or component 3 will not fail. 
For parallel configurations it is easier to deal with 
component unreliability which is 
U. = 1- R .• 
1. 1. 
For parallel systems the reliability is then 1 minus the 
product of the unreliabilities, 
N 










( 4 0) 
The reliability of a more complex system such as that 
25 
shown in Figure 3 is obtained by taking products of component 
reliabilities with the aid of formulas (39) and (40). Using 
( ) to enclose parallel analysis and [ ] to enclose series 
analysis the reliability of the system in Figure 3 is 
where R. represents the reliability of component C .. 
1. 1. 
A computer program which computes the mean and 






Figure 3. Block Diagram for Components Arranged in 
Series-Parallel Combination 
26 
has been presented by Byers and Skeith (1972). Two sub-
routines from this program which analyze the structure of 
a block diagram and reduce it down to an equation similar 
to (41) have been used in the Monte Carlo simulation 
program. 
27 
V. CONFIDENCE INTERVALS OBTAINED BY SIMULATION 
In this section a discussion and examples of obtain-
ing confidence intervals by Monte Carlo simulation is 
presented. 95% lower confidence limits have been calcu-
lated since lower limits are most useful in reliability 
analysis. The upper confidence limit is taken to be 1. 
The technique, however, is general and one-sided or two-
sided confidence limits can be calculated at any confidence 
level. A description of the input data to the simulation 
program is given in Appendix B. All calculations were 
performed on an IBM 360 model 50. 
In using the Monte Carlo technique it is assumed that 
life test data is available for each of the subsystems, 
and that the components fail independently of each other. 
If the probability distribution for the component failures 
is unknown, a distribution must be hypothesized and veri-
fied by a "goodness-of-fit" test. After the distribution 
has been determined the life test data is used to estimate 
the parameters of that distribution. Maximum likelihood 
estimators have been derived for many distributions and 
these should be used whenever possible. 
The reliability equations for various distributions 
have been given in a previous section. In each case, 
generating a Monte Carlo fiducial interval for reliability 
involves generating random deviates from a Chi-Square 
distribution with specified degrees of freedom. The 
28 
method of computing x2 deviates with even degrees of free-





= -2 ln( II 
i=l 
X.) 1. ( 4 2) 
where x. is a random value from a uniform distribution over 1. 
the interval 0 to 1. FORTRAN function CHISQE, listed in 
A d . t 2 d . . h d f ppen 1.x A, genera es X ev1.ates w1.t even egrees o 
freedom. FORTRAN function RANDX, also listed in Appendix 
A, has been used to generate uniform random deviates. This 
subprogram has been subjected to tests for uniformity, for 
independence between two successive random values, and for 
runs above and below the mean. It gave acceptable results 
in all these tests. 
Box (1958) suggested the method used for generating 







= X E{M-1) ( 4 3) 
where z is a standard normal deviate. The formula for 
computing z, given by Muller (1959), is 
(44) 
where x 1 and x 2 are uniform random deviates. FORTRAN 
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functions CHISQO and Z are listed in Appendix A. 
After random values for the system reliability have 
been generated according to the formulas previously 
defined in section IV, they are arranged in ascending 
order from smallest to largest. It should be emphasized 
that it is the system reliabilities, not the component 
reliabilities, which are ordered. From the theory of order 
statistics it is known that n order statistics partition 
the range of the reliability into n+l intervals, and that 
the probability of an additional value of the reliability 
being less than the k-th order statistic is k/n+l. For 
the examples presented here n, the Monte Carlo sample 
size, was chosen to be 999 so that an order statistic 
would exist which would give an exact 95% Monte Carlo 
lower confidence limit. The fiftieth order statistic 
produces this limit and the upper confidence limit is 
taken to be 1. 
Either of several methods for obtaining the desired 
999 values of reliability could be used. One method is 
to examine the system structure 999 times generating one 
value of reliability each time. This method uses a 
minimum amount of core storage but is more expensive in 
computer time. Another approach is to examine the system 
structure once, generating 999 reliability values for each 
component while proceeding through the network. This 
method is most economical with respect to computer time, 
but can require large amounts of core storage. A compromise 
30 
was reached by building an "in core" model which handles up 
to 15 components and 5 parallel structures. It is recog-
nized that these limits would be too restrictive for many 
practical cases, but they were sufficient for the examples 
presented here. Some effort was devoted to developing a 
model which examined the system structure once and stored 
the reliability values on a peripheral storage device, 
but this was much slower than the "in core" model and 
was abandoned. The method may, however, deserve further 
consideration if one wishes to examine very large struc-
tures, since it should still be faster than examining 
the system 999 times. 
The system shown in Figure 3 (hereafter referred to 
as System A) has been analyzed under a variety of condi-
tions. Tables I through V present the results of cal-
culations where all subsystems had failure time distri-
butions which were either exponential, gamma, Weibull, 
normal, or lognormal. Table VI presents the results for 
a mixture of these five distributions. 
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TABLE I. System A With All Exponential Components 
MISSION NUMBER MEAN 
COMPONENT AGE TIME FAILURES m BRANCH R 
1 10 5 100. .9048 
2 10 3 200. .9512 
3 10 6 60. .8465 
4 10 10 25. .6703 
5 10 7 40. .7788 
6 10 4 100. .9048 
exact mean system reliability: .8789 
simulated mean system reliability: .8805 
95% lower confidence limit RL: .8014 
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TABLE II. System A With All Gamma Components 
MISSION NUMBER MEAN 
COMPONENT AGE TIME FAILURES s BRANCH R 
1 1 10 3 1.2 .03 .7850 
2 0 10 7 1.0 .01 .9048 
3 3 10 15 4.5 .25 .6844 
4 4 10 8 3.2 .20 .5352 
5 8 10 4 2.5 .10 .6776 
6 0 10 10 1.7 .07 .7399 
exact mean system reliability: .6958 
simulated mean system reliability: .7097 
95% lower confidence limit RL: .5474 
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TABLE III. System A With All Weibull Components 
MISSION NUMBER MEAN 
COMPONENT AGE TIME FAILURES Ct s BRANCH R 
1 0 10 3 .01 1.0 .9048 
2 4 10 5 .20 0.5 • 7059 
3 5 10 8 .003 2.0 .5488 
4 2 10 6 .025 1.0 .7788 
5 0 10 10 .05 1.1 .5329 
6 1 10 15 2.0 0.01 .9526 
exact mean system reliability: .7424 
simulated mean system reliability: .7492 
95% lower confidence limit RL: .6297 
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TABLE IV. System A With All Normal Components 
MISSION NUMBER MEAN 
COMPONENT AGE TIME FAILURES a BRANCH R 
1 2.5 10 30 20. 4.5 .9523 
2 2 10 75 10. 4.0 .3157 
3 0 10 52 12. 3.0 • 74 75 
4 1 10 37 15. 5.0 .7902 
5 8 10 31 25. 6.8 .8537 
6 5 10 48 16. 8.0 .6005 
exact mean system reliability: .6269 
simulated mean system reliability: .6199 
95% lower confidence limit RL: .5504 
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TABLE V. System A With All Lognormal Components 
MISSION NUMBER MEAN 
COMPONENT AGE TIME FAILURES 11 a BRANCH R 
1 0 10 30 3.0 1.0 . 7 57 2 
2 2 10 23 2.5 3.0 .6910 
3 0 10 18 4.5 5.0 .6698 
4 0 10 12 6.0 6.0 . 7 311 
5 4 10 12 7.5 2.5 .9715 
6 5 10 15 5.0 2.0 .9153 
exact mean system reliability: .7262 
simulated mean system reliability: .7168 
95% lower confidence limit RL: .6125 
TABLE VI. System A With Mixed Components 
MISSION NUMBER PARAMETERS 
COMPONENT AGE TIME FAILURES 1 2 
1 ganuna 2 1 10 4.0 
2 vleibull 2.5 1 8 0.2 
3 Weibull 0 1 5 0.05 
4 log-
normal 1.5 1 15 1.0 
5 expo-
nential 0 1 4 10.0 
6 normal 1 1 20 5.0 
exact mean system reliability: 
simulated mean system reliability: 


















VI. COMPARISON OF SIMULATION AND BAYESIAN TECHNIQUES 
One purpose of this study was to compare lower con-
fidence limits resulting from the Monte Carlo fiducial 
approach with results from utilizing a Bayesian approach. 
A FORTRAN computer program which utilizes multiprecision 
subroutines to evaluate Bayesian confidence limits for a 
series of exponential subsystems has been discussed in 
the literature by Springer and Byers (1971). 
Input to the Bayesian program includes yi = ri 0+ri 
and s. = (T. 0+T.)/t., where r. =number of failures ~ 1 ~ 1 1 
observed for the i-th subsystem, T. = total subsystem test 
1 
time, ti = subsystem mission time, and riO and TiO are 
values of r and T associated with previous experience with 
this subsystem or a similar one. Choice of values for 
riO and TiO specifies the prior distribution for relia-
bility to be used in the Bayesian calculations. 
When riO = 0 and Ti 0;ti = 0 are substituted into 
equation (4) the flat uniform prior distribution is ob-
tained. That is p. (R.) = 1. This yields a posterior 
1 1 
density for R. of the form 
1 
f. (R. I s. , y. ) = 











(ln 1/R.) . 
1 
( 4 5) 
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p. < e . ) = 1/ e . , o < e . < oo 
1 1 1 1 
or in terms or R. 
1 
p. (R . ) 
1 1 
-1 = 1/R. ( ln 1/R. ) , 
1 1 




This function is concave upward, extending to infinity at 
l -1 R. = 0 and R. = 1, and having a minimum of e at R. = e 
1 1 1 
A graph of the uniform and fiducial prior densities is 
shown in Figure 4. The fiducial posterior density is 
f.(R.,S.,y.) 
1 1 1 1 
y. 
s. 1 s.-1 y.-1 
= 
1 R. 1 (ln 1/R.) 1 
~) 1 1 
1 
( 4 8) 
which is equivalent to equation (5) with riO = -1 and 
T. 0/t. = -1. Both the uniform and fiducial prior distri-1 1 
butions have been used in the comparisons with the Monte 
Carlo method. 
To facilitate comparison with the Bayesian program 
the subroutine for computing the reliability of an 
exponential subsystem, described previously as 
R = exp(-t/m), has been modified to be R = exp(-r/S). 

















0.6 0.8 1.0 
Figure 4. Graph of Uniform and Fiducial Prior Density 
Functions 
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R = exp(-t/m) = exp(-t/ T/r) 
= exp(rt/T) = exp(-r/6) (49) 
because m is by definition T/r and 6 is T/t. 
Table VII presents a comparison of 95% lower confidence 
limits obtained by simulation, the Bayesian method with a 
uniform prior distribution, and the Bayesian method with 
a fiducial prior distribution for two exponential com-
ponents in series. Table VIII presents the same f or several 
series of 5 components, and Table IX the same for two series 
of 10 components. 
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TABLE VII. 95% Lower Confidence Limit RL For Two Exponential 
Components in Series 
r 6 r 6 -r 6 
4 20 3 100 1 100 
7 15 5 15 3 150 
RLl = .3570 RL1 = .8531 RLl = .9419 
RL2 = .3304 RL2 = .8295 RL2 = .9213 
RL3 = .3564 RL3 = .8525 RL3 = .9430 
r 6 - r 6 r 6 
5 10 3 15 2 20 
6 6 7 25 4 50 
RL1 RL1 = .4645 RLl = .7060 = .1005 
RL2 = . 4 248 RL2 = .6612 RL2 = .0971 
RL3 = .4657 RL3 = .7173 RL3 = .0962 
RL1 : computed by Monte Carlo simulation 
RL 2 : computed by Bayesian method with uniform prior 
distribution 
RL 3 : computed by Bayesian method with fiducial prior 
distribution 
TABLE VIII. 95% Lower Confidence Limit RL For Five 























































































rABLE IX. 95% Lower Confidence Limit RL for Ten Exponential 
Components in Series 
r f3 r f3 
3 50 2 210 
4 60 2 250 
3 100 1 100 
5 100 1 250 
2 40 7 1000 
1 30 1 150 
4 75 2 225 
5 200 5 1200 
2 20 2 100 
4 150 1 175 
RL1 = .5036 RLl = .8933 
RL2 = .4101 RL2 = .8433 
RL3 = .5031 RL3 = .8823 
VII. CONCLUSIONS AND SUGGESTIONS FOR FURTHER RESEARCH 
The results given in Tables I-VI reveal that the mean 
of the simulated reliability distribution agrees very well 
with the computation of the exact mean derived from the 
mean branch reliabilities. The agreement is at least to 
within one digit in the second decimal place and in some 
instances to within three digits in the third decimal 
place. While this does not prove that the actual and 
simulated distributions also correspond in the region of 
the 95% lower confidence limit, it leads one to have some 
faith in the appropriateness of the simulation approach. 
The general program presented in this paper can thus be 
an important tool in reliability analysis. 
The comparison of 95% lower confidence limits given 
in Tables VII-IX shows that the Bayesian technique with a 
fiducial prior reliability distribution produces a value 
of RL which agrees more closely w~th the value obtained 
by Monte Carlo simulation. The two values agree to within 
one digit in the second decimal place in every case, and 
often agree to three decimal places. The value of RL 
obtained when using a uniform prior distribution is lower 
than the simulated value in every case. 
The Monte Carlo simulation program is considerably 
faster than the computer program of the Bayesian technique 
For a typical example of five components the simulation 
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program took 35 seconds of computer time while the Bayesian 
program took 255 seconds on the IBM 360 model 50. Thus 
for computing fiducial confidence intervals the simulation 
method has a definite advantage over the Bayesian method. 
It is fortunate that the simulation program is relatively 
fast since it is presently the only method for obtaining 
confidence intervals for systems which are non-serial or 
non-exponential. 
Further research in this area could involve doing 
similar calculations with larger and smaller Monte Carlo 
sample sizes. A relatively small number of failures 
per component was used for the comparisons between the 
simulation and Bayesian techniques because the computer 
time needed to do the Bayesian calculations goes up con-
siderably with increasing failures. More calculations 
with higher numbers of failures could be done. Comparisons 
of the confidence limits presented here with limits cal-
culated by classical methods would also be valuable. 
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APPENDIX A 
LISTINGS OF COMPUTER SUBPROGRAMS 
SUBROUTINE EXPON 
c 
C SUBROUTINE TO GENERATE RELIABILITIES HAVING AN 
C EXPONENTIAL DISTRIBUTION 
c 
c 
COMMON B (15, 3) ,T (15, 2) ,RNl (50) ,RELl (50) ,Rl (50), 











C SUBROUTINE TO GENERATE RELIABILITIES HAVING A 
C WEIBULL DISTRIBUTION 
c 
















C SUBROUTINE TO GENERATE RELIABILITIES HAVING A NORMAL 
C DISTRIBUTION OR LOGNORMAL DISTRIBUTION 
c 
c 
COMMON B ( 15, 3) , T ( 15 , 2) , RN1 (50) , REL1 (50) , R1 (50) , 
















DO 30 I15=1,NSIM 
IF(IG0)99,12,10 
10 S2S=RS2/CHISQE (NM12, IX) 






C NDTR IS SUBROUTINE FROM IBM SCIENTIFIC SUBROUTINE 
C PACKAGE WHICH FINDS THE AREA UNDER THE NORMAL 
C CURVE FROM -INFINITY TO Z. IT USES AN APPROXIMATION 
C GIVEN IN 'HANDBOOK OF MATHEMATICAL FUNCTIONS', 
























COMMON B (15,3),T(15,2),RN1 (50) ,REL1 (50) ,R1 (50) I 

























C SUBROUTINE CALCULATES AREA UNDER GAMMA CURVE FROM Z 
C TO INFINITY. IT USES AN APPROXIMATION TO THE 
C INCOMPLETE GAMMA FUNCTION GIVEN IN 'HANDBOOK OF 
C MATHEMATICAL FUNCTIONS', US DEPT OF COMMERCE, 
C FORMULA 6.5.32 FOR NON-INTEGER VALUES OF THE 
C ARGUMENT OF THE GAMMA FUNCTION THE RELIABILITY 
C IS COMPUTED AT THE NEAREST INTEGERS SURROUNDING 
C THE ARGUMENT AND LINEAR INTERPOLATION IS USED 






















30 PRINT 100 




C FUNCTION GENERATES CHI SQUARE DEVIATE WITH N=M/2 
C DEGREES OF FREEDOM, 












C FUNCTION GENERATES CHI SQUARE DEVIATE WITH N DEGREES 







FUNCTION Z (IX) 
c 









C FUNCTION GENERATES DEVIATES UNIFORM BETWEEN ZERO 












DESCRIPTION OF INPUT DATA TO SIMULATION PROGRAM 
card type 1: 
card type 2: 
card type 3: 
card type 4: 




Nl - identifying point on block diagram 
before the component 
N2 - identifying point on block diagram 
after the component 
FORMAT (2I3) 
K - number identifying the type of failure 
distribution (!=exponential, 2=gamma, 
3=Weibull, 4=normal, S=lognormal) 
Tl - component age (always = 0 for exponential) 
T2 - mission time for component 
R - number of failures for component 
Bl, B2 - parameters for failure time 
distribution 
exponential: Bl = m B2 = 0 
gamma: Bl = a B2 = B 
Weibull: Bl = a B2 = B 
normal: Bl = ll B2 = a 
lognormal: Bl = ll B2 = a 
FORMAT(IS,SX,SE10.6) 
Repeat card types 3 and 4 for as many components as 
the system contains. 
card type 5: blank to indicate end of system input 
Several systems may be done in one computer run 
by repeating card types 1-5 as often as necessary. 
A run is terminated by a negative value for the 
random number in card type 1. 
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