Abstract. Let H be a Krull monoid with class group G, G P ⊂ G the set of classes containing prime divisors and D(G P ) the Davenport constant of G P . We show that the finiteness of the Davenport constant implies the Structure Theorem for Sets of Lengths. More precisely, if D(G P ) < ∞, then there exists a constant M -for which we derive an explicit upper bound in terms of D(G P ) -such that the set of lengths of every element a ∈ H is an almost arithmetical multiprogression with bound M .
Theorem 4.4). Moreover, we derive an explicit upper bound for the constant M in terms of the Davenport constant. Such an explicit upper bound was not previously known even in the setting of a finite class group G.
The paper is organized as follows. After fixing notation in Section 2, we study transfer homomorphisms and pattern ideals in Section 3. It is well known that, if all pattern ideals of a monoid H are tamely generated (and some further very mild finiteness conditions are satisfied), then sets of lengths in H are AAMPs (see Proposition 3.4) . In Section 3, we show that if θ : H → B is a transfer homomorphism with a global bound on the tame degrees in the fibres, then patterns ideals of H are tamely generated if and only if pattern ideals of B are tamely generated. In Section 4, we apply this to a Krull monoid H and its block homomorphism -which is a transfer homomorphism -β : H → B(G P ), where B(G P ) is the monoid of zero-sum sequences over the set of classes containing prime divisors. These general algebraic concepts reduce the question on the structure of sets of lengths to a combinatorial problem on zero-sum sequences (first statement of Proposition 4.3). In Remark 4.5, we discuss some striking features of our main result and some open questions. The proof of the crucial Proposition 4.3 is postponed to Section 5.
Preliminaries
Our notation and terminology is consistent with [14] . We briefly gather some key notions. We denote by N the set of positive integers, and we put N 0 = N ∪ {0}. For real numbers a, b ∈ R we set [a, b] = {x ∈ Z | a ≤ x ≤ b}, and we define sup ∅ = max ∅ = min ∅ = 0.
Let A, B ⊂ Z be finite nonempty subsets. Then A + B = {a + b | a ∈ A, b ∈ B} is their sumset, and we use diam (A) = max A − min A to denote the diameter of A. A set A ⊂ Z is called an interval of A if A is nonempty and A = A ∩ [min A , max A ]. We denote by ∆(A) the set of (successive) distances of A, that is, if A = {a 1 , . . . , a t } with t ∈ N and a 1 < . . . < a t , then ∆(A) = {a ν+1 − a ν | ν ∈ [1, t − 1]}). Moreover, we set ∆(∅) = ∅. • almost arithmetical multiprogression (AAMP for short) with difference d, period D, length l and bound M , if
where L * is an AMP with difference d (whence L * = ∅), period D and length l such that min
We call y + L the initial part, y + L * the central part and y + L the end part of L.
Note that an AAMP is a finite nonempty subset of Z, and a finite nonempty subset L ⊂ Z is an arithmetical progression with difference d ∈ N if and only if it is an AAMP with period {0, d}, difference d and bound 0. The interested reader is referred to [14] for more information on the structure of AAMPs. By a monoid, we always mean a commutative semigroup with identity which satisfies the cancelation law (that is, if a, b, c are elements of the monoid with ab = ac, then b = c follows). If R is an integral domain and R • = R \ {0} its multiplicative semigroup of non-zero elements, then R • is a monoid. Let H be a monoid. We denote by H × the set of invertible elements of H, and we say that H is reduced if H × = {1}. Let H red = H/H × = {aH × | a ∈ H} be the associated reduced monoid, and q(H) a quotient group of H. For a subset H 0 ⊂ H, we denote by [H 0 ] ⊂ H the submonoid generated by H 0 .
For elements a, b ∈ H, we say that a divides b (and we write a | b) if there is an element c ∈ H such that b = ac.
A monoid F is called free (abelian, with basis P ⊂ F ) if every a ∈ F has a unique representation in the form a = p∈P p vp (a) with v p (a) ∈ N 0 and v p (a) = 0 for almost all p ∈ P .
We set F = F(P ) and call |a| F = |a| = p∈P v p (a) the length of a .
Next we recall some basic arithmetical notions from factorization theory. We denote by A(H) the set of atoms of H, and we call Z(H) = F(A(H red )) the factorization monoid of H. Further, π : Z(H) → H red denotes the natural homomorphism. For a ∈ H, the set Z(a) = Z H (a) = π −1 (aH × ) ⊂ Z(H) is called the set of factorizations of a, L(a) = L H (a) = |z| z ∈ Z(a) ⊂ N 0 is called the set of lengths of a, and L(H) = {L(a) | a ∈ H} is called the system of sets of lengths of H .
The monoid H is called
• atomic if Z(a) = ∅ for all a ∈ H (equivalently, every non-unit of H may be written as a finite product of atoms of H).
• half-factorial if |L(a)| = 1 for all a ∈ H.
• a BF-monoid (a bounded factorization monoid) if L(a) is finite and nonempty for all a ∈ H.
All v-noetherian monoids (these include Krull monoids) are BF-monoids. If H is a BF-monoid, then
denote the set of distances of H and the elasticity of H.
We recall the concept of the distance of two factorizations and the concept of local tameness, which is a basic finiteness property in factorization theory. Let z, z ∈ Z(H). Then we can write
We call d(z, z ) = max{m, n} ∈ N 0 the distance of z and z . For a factorization x ∈ Z(H) and a ∈ H, we define the tame degree t(a, x) to be the smallest N ∈ N 0 ∪ {∞} with the following property:
For any subsets H ⊂ H and X ⊂ Z(H), we set t(H , X) = sup{t(a, x) | a ∈ H , x ∈ X}. The monoid H is called locally tame if it is atomic and t(H, u) < ∞ for all u ∈ A(H red ), and it is called tame if it is atomic and
Every locally tame monoid is a BF-monoid ([14, Theorem 1.6.7]).
Transfer homomorphisms and arithmetical properties
Definition 3.1. A monoid homomorphism θ : H → B is called a transfer homomorphism if it has the following properties:
(T 2) If u ∈ H, b, c ∈ B and θ(u) = bc, then there exist v, w ∈ H such that u = vw, θ(v) b and θ(w) c.
The following lemma gathers the main properties of transfer homomorphisms which will be used in the sequel without further mention (see [14, Proposition 3.2.3] ).
Lemma 3.2. Let θ : H → B be a transfer homomorphism and u ∈ H.
1. u is an atom of H if and only if θ(u) is an atom of B.
2. There is a unique homomorphism θ :
This map is surjective and has the following properties :
(c) If z ∈ Z(u) and y ∈ Z(θ(u)), then there exists some y ∈ Z(u) such that θ(y) = y, θ(gcd(z, y)) = gcd(θ(z), y) and d(z, y) = d(θ(z), y).
H is atomic if and only if B is atomic, and if this holds, then L(H) = L(B).
The homomorphism θ : Z(H) → Z(B) occurring in Lemma 3.2.2 is called the extension of θ to the factorization monoids. Definition 3.3. Let H be atomic, a ⊂ H and A ⊂ Z be a finite nonempty subset.
1. We say that a subset L ⊂ Z contains the pattern A if there exists some y ∈ Z such that y + A ⊂ L. We denote by Φ(A) = Φ H (A) the set of all a ∈ H for which L(a) contains the pattern A.
2. a is called a pattern ideal if a = Φ(B) for some finite, nonempty subset B ⊂ Z.
3.
A subset E ⊂ H is called a tame generating set of a if E ⊂ a and there exists some N ∈ N with the following property: for every a ∈ a, there exists some e ∈ E such that e | a , sup L(e) ≤ N and t(a, Z(e)) ≤ N .
In this case, we call E a tame generating set with bound N , and we say that a is called tamely generated.
4. If a is tamely generated, then we denote by ϕ(a) the smallest N ∈ N 0 such that a has a tame generating set with bound N . Otherwise, we define ϕ(a) = ∞, and we set ϕ(A) = ϕ Φ(A) .
The significance of tamely generated pattern ideals stems from the following result whose proof can be found in [14, Theorem 4.3.11] .
Proposition 3.4. Let H be a BF-monoid with finite nonempty set of distances ∆(H), and suppose that all pattern ideals of H are tamely generated. Then there exists a bound M ∈ N 0 such that every L ∈ L(H) is an AAMP with some difference d ∈ ∆(H) and bound M . More precisely, for every θ ∈ N with θ ≥ 2 max ∆(H) − 1, let
and
M (θ) = 2M 1 + 2M 2 + max ∆(H) . Then, for every a ∈ H, the set L(a) is an AAMP with some difference d ∈ ∆(H) and bound M (θ), and if
is an AAMP with some difference d ∈ ∆(H) and bound M 1 .
We continue with some results on tame monoids. Proposition 4.1 will reveal that Krull monoids with finite Davenport constant are tame. But this class of monoids also includes all finitely generated monoids and certain weakly Krull domains which are not Krull (see [14, Theorem 3.7 .1]).
Lemma 3.5. Let H be a tame monoid and a ⊂ H an s-ideal. Then the following statements are equivalent :
(a) a is tamely generated.
We set E = {e ∈ a | max L(e) ≤ M } and have to verify that E is a tame generating set of a. Let a ∈ a. Then there is an e ∈ E such that e | a and max L(e) ≤ M . By [14, Lemma 1.6.5.7] , it follows that t(a, Z(e)) ≤ 2 min L(e)t(H) ≤ 2M t(H) . Thus E is a tame generating set of a with bound 2M t(H).
Next we recall the definition of the successive distance, a strong arithmetical invariant introduced by A. Foroutan in [7] , and further studied by A. Foroutan and W. Hassler in [8, 21] . Definition 3.6. Let H be atomic and π : Z(H) → H red the factorization homomorphism.
and there is no m ∈ L(a) lying strictly between k and l. 2. For z ∈ Z(H), we denote by δ(z) the smallest N ∈ N 0 with the following property:
if k ∈ N is such that k and |z| are adjacent lengths of π(z), then there exists some y ∈ Z(H)
By definition, we have δ(H) = 0 if and only if H is half-factorial.
Lemma 3.7. Let H be atomic, a ∈ H, z, z ∈ Z(a), and l = |z| − |z | . Then there exists some z ∈ Z(a) such that |z | = |z | and d(z, z ) ≤ lδ(H).
and thus all pattern ideals are tamely generated.
Proof. Since ρ(H) ≤ max{1, t(H)} (see [14, Theorem 1.6 .6]), the right hand side of the asserted inequality is indeed finite. Let A ⊂ Z be a finite nonempty subset and a = Φ(A). By Lemma 3.5, we have to show that, for
we have EH = a. If |A| = 1, then a = H, M = 0, E = H × , and clearly the required property is satisfied. Suppose that |A| ≥ 2. Let a ∈ a and x ∈ Z be such that {m 1 , . . . ,
Let i ∈ [2, l] and suppose that z i−1 ∈ Z(a) is already defined. Then, by Lemma 3.7, there is a z i ∈ Z(a)
We continue with the following assertion:
Suppose that A holds and set
Proof of A. We proceed by induction on i. Setting v 1 = x 1 and t 1 = |v 1 | − m 1 , we get the assertion for i = 1. Let i ≥ 2. By induction hypothesis, z i−1 = v i−1 w = x i−1 y and z i = x i y, where w, y ∈ Z(H) .
, and z i = x i v i−1 y , with y ∈ Z(H) .
We define
and
.
and thus, because π( 
, with all conventions as in (2.1). Without restriction we may assume y 1 = y 2 = 0. Then
it follows from the definition of α that x < α (since min{a, b} ≤ α and max{a, b} ≤ d). Thus, by definition of α, we see L * 0 is an AMP with difference d and period
It remains to show that α is sufficiently large.
Observe
. Let us denote them by P di and Q dj , where d i ∈ D 1 \{d} is the first term in P di and d j ∈ D 2 \{d} is the first term in Q dj . From the definitions of t i and length of an AMP, we have
for all P di and Q dj , and that
Thus the length l of L * 0 is at least l 1 + l 2 − 2, as claimed. We consider three cases.
Then (3.5) and (3.7)). In view of (3.5), we have
Furthermore, since t 1 > t 1 and t 2 > t 2 , we have
As a result, α ≥ (l 1 + l 2 − 1)d + t 1 + t 2 + 1, and hence
Thus, in view also of (3.4), we see that
CASE 2: Suppose β = d + max(P t 1 + Q t 2 ) with t 1 ≤ t 1 and t 2 ≤ t 2 .
Then β = (l 1 +l 2 +1)d+t 1 +t 2 (in view of (3.5) and (3.7)), and so α ≥ max(
. Without loss of generality, t 1 > t 1 and t 2 ≤ t 2 .
Then β = (l 1 +l 2 )d+t 1 +t 2 (in view of (3.5) and (3.7)), and so α ≥ max(
Thus, in view also of (3.4), we see that 
, with all conventions as in (2.1), and recall that
and so, taking
, and the proof is complete. So we may assume min{l 1 , l 2 } ≥ 1. 
and the proof is complete.
On the other hand, if
and thus the result follows taking L 1 = L 1 and L 2 = L 2 , which completes the proof.
Let all notations be as in the following Theorem 3.11 and suppose that condition (b) holds. Then Theorem 3.11 and Proposition 3.4 imply that there exists a bound M ∈ N 0 such that every L ∈ L(H) is an AAMP with some difference d ∈ ∆(H) and bound M . Thus, since Proof. Without restriction we may suppose that H is reduced, and it suffices to consider the case n = 2.
Obviously, H is a BF-monoid if and only if both H 1 and H 2 are BF-monoids, and by [14, Proposition 1.4.5] ∆(H) is finite if and only if ∆(H 1 ) and ∆(H 2 ) are finite. Suppose that H 1 , H 2 and H are BF-monoids with finite sets of distances. If all pattern ideals of H are tamely generated, then the same is true for all divisor-closed submonoids, and hence all pattern ideals of H 1 and of H 2 are tamely generated. Now suppose that all pattern ideals of H 1 and of H 2 are tamely generated. We have to show that all pattern ideals of H are tamely generated. Let A ⊂ Z be a finite, nonempty subset. We start with the following assertion.
A. There exists some s ∈ N and, for every i ∈ [1, s], finite nonempty subsets
Since the ideals Φ Hj (A i,j ) are tamely generated for all j ∈ [1, 2] and i ∈ [1, s], the ideal Φ H (A) is tamely generated by [14, Proposition 4.3.3] . Proof of A. Let A 1 , A 2 ⊂ Z be finite nonempty subsets such that A 1 + A 2 contains the pattern A.
Conversely, let a = a 1 a 2 ∈ Φ H (A) with a i ∈ H i . Then L(a 1 ) and L(a 2 ) are finite subsets of Z whose sumset contains the pattern A.
and bound M . By Lemma 3.10, there exists a constant N (depending on M , A and ∆(H 1 ) ∪ ∆(H 2 )) and
, the number of required sets is finite (bounded by 2 N +1 ), and thus Φ H (A) allows the required representation.
Next we need the tame degree in the fibres. Its significance for the investigation of pattern ideals will become clear in Proposition 3.14 and then in Theorem 4.4.1.
Definition 3.12. Let θ : H → B be a transfer homomorphism of atomic monoids and θ : Z(H) → Z(B) its extension to the factorization monoids.
For a ∈ H and x ∈ Z(H), we denote by t(a, x, θ) the smallest N ∈ N 0 ∪ {∞} with the following property:
Lemma 3.13. Let θ : H → B be a transfer homomorphism, θ : Z(H) → Z(B) its extension to the factorization monoids, a ∈ H and x, x 1 , x 2 ∈ Z(H).
Proof. Without restriction we may suppose that H is reduced.
. Then there exists a factorization
. Thus a has the form a = a 1 b, where a 1 , b ∈ H with x 1 ∈ Z(a 1 ), y ∈ Z(b), and clearly we get θ(z) = θ(x 1 )θ(y). Hence
3. If a ∈ H and x = u 1 · . . . · u l with l ∈ N and u 1 , . . . , u l ∈ A(H), then 2. implies that
and hence the assertion follows. Proposition 3.14. Let θ : H → B be a transfer homomorphism of atomic monoids.
1. If a ⊂ H and E ⊂ a is a tame generating set with bound N ∈ N, then θ(E) is a tame generating set of θ(a) with bound N . 2. Suppose that sup{t(H, u, θ) | u ∈ A(H red )} < ∞. If a ⊂ B and E ⊂ a is a tame generating set with bound N ∈ N, then θ −1 (E) is a tame generating set of θ −1 (a) with bound
3. Let A ⊂ Z be a finite, nonempty subset.
δ(H) = δ(B).
Proof. Without restriction we may suppose that H is reduced, and we denote by θ : Z(H) → Z(B) the extension of θ to the factorization monoids.
1. Let E ⊂ a ⊂ H and N ∈ N be such that for every a ∈ a there exists some
We pick an element α ∈ θ(a). Thus there exists an a ∈ H such that θ(a) = α and an element b ∈ E with the above properties. Then
2. Let E ⊂ a ⊂ B and N ∈ N such that for every α ∈ a there exists some β ∈ E such that
We pick an element a ∈ θ −1 (a). Then there exists an element β ∈ E ⊂ a and an element γ ∈ B such that θ(a) = βγ, sup L B (β) ≤ N and t(θ(a), Z B (β)) ≤ N . Since θ is a transfer homomorphism, there exist b, c ∈ H such that a = bc, θ(b) = β and θ(c) = γ.
3. Since for every a ∈ H we have L H (a) = L B θ(a) (by Lemma 3.2.2), it follows that
Thus the remaining assertions follow from 1. and 2. 4.(a) We assert that δ(H) ≤ δ(B), and for this we have to show that δ(z) ≤ δ(B) for all z ∈ Z(H). Let z ∈ Z(H), a ∈ H with z ∈ Z(a), and k ∈ N such that k and |z| are adjacent lengths of a. Then k and |θ(z)| are adjacent lengths of θ(a). Thus there is a y ∈ Z θ(a) with |y| = k and d(y, θ(z)) ≤ δ(B). By Lemma 3.2.2(c), there is a y ∈ Z(a) such that θ(y) = y and
We assert that δ(B) ≤ δ(H), and for this we have to show that δ(Z) ≤ δ(H) for all Z ∈ Z(B). Let Z ∈ Z(B), α ∈ B with Z ∈ Z(α), and k ∈ N such that k and |Z| are adjacent lengths of α. Then there are a ∈ H and z ∈ Z(a) such that θ(a) = α and θ(z) = Z. Since k and |z| = |Z| are adjacent lengths of a, there is a y ∈ Z(a) such that |y| = k and d(z, y) ≤ δ(H). This implies that
Krull monoids
The monoid H is called a Krull monoid if H red is a saturated submonoid of a free monoid. If H is a reduced Krull monoid such that H ⊂ F = F(P ) is a saturated submonoid, then
is called the set of classes containing prime divisors.
Many arithmetical problems in general Krull monoids can be reduced to the Krull monoid of zero-sum sequences over subsets of abelian groups (see Proposition 4.1). We shall use this relationship. Let G be an additive abelian group, G 0 ⊂ G a subset, and F(G 0 ) the free monoid with basis G 0 . According to the tradition of combinatorial number theory, the elements of F(G 0 ) are called sequences over
where v g (S) is the g-adic value of S (also called the multiplicity of g in S), and v g (S) = 0 for all
is the length of S, and we set −S = (−g 1 ) · . . . · (−g l ).
We call supp(S) = {g 1 , . . . , g l } the support of S, σ(S) = g 1 + . . . + g l the sum of S, and
The monoid B(G 0 ) = {S ∈ F(G 0 ) | σ(S) = 0} is called the block monoid or the monoid of zero-sum sequences over G 0 , and we have B(G 0 ) = B(G) ∩ F(G 0 ). Its elements are called zero-sum sequences over G 0 , and its atoms are the minimal zero-sum sequences (that is, zero-sum sequences without a proper zero-sum subsequence).
For every arithmetical invariant * (H) defined for a monoid H, we write * (G 0 ) instead of * (B(G 0 )). In particular, we set A(G 0 ) = A(B(G 0 )) and ∆(G 0 ) = ∆(B(G 0 )). We define the Davenport constant
is a central invariant in zero-sum theory (see [10] , and also [12] for its relevance in factorization theory).
Clearly, B(G 0 ) ⊂ F(G 0 ) is saturated, and hence B(G 0 ) is a Krull monoid. Furthermore, B(G 0 ) ⊂ F(G 0 ) is cofinal if and only if for every g ∈ G 0 there exists some B ∈ B(G 0 ) with v g (B) > 0. Suppose that this holds. Then the submonoid [G 0 ] ⊂ G is even a subgroup of G, and there is a group isomorphism Ψ : Let H be a reduced Krull monoid such that H ⊂ F = F(P ) is a saturated submonoid. The homomorphism β : H → B(G P ), defined by β(p) = [p] for all p ∈ P , is called the block homomorphism of H ⊂ F . Now we formulate some of the main properties of Krull monoids needed in the sequel. Recall that for every k ∈ N,
denotes the union of all sets of lengths containing k.
Proposition 4.1. Let H be a reduced Krull monoid, F = F(P ) a free monoid such that H ⊂ F is a saturated and cofinal submonoid, and G = F/H. Let G P ⊂ G be the set of all classes containing prime divisors and suppose that D(G P ) < ∞.
1. The block homomorphism β : H → B(G P ) is a transfer homomorphism.
max ∆(H)
≤ max{0, D(G P ) − 2}. 3. t(H) ≤ 1 + D(G P )(D(G P )−1) 2 .
4.
There is a bound M ∈ N such that for all k ∈ N, V k (H) is an AAP with difference min ∆(H) and bound M . In the following proposition, we give explicit upper bounds for the tame degree in the fibres. Let all notations be as in Proposition 4.2. Note that in order to get the result in 4.2.2, an assumption of that type is necessary. Indeed, if every class in G P contains precisely one prime divisor, then by definition we get t(H, u, β) = 0. Proposition 4.2. Let H be a reduced Krull monoid, F = F(P ) a free monoid such that H ⊂ F is a saturated and cofinal submonoid, and G = F/H. Let G P ⊂ G be the set of all classes containing prime divisors and β : H → B(G P ) the block homomorphism of H ⊂ F .
2. If G P = −G P and every class contains at least two distinct prime divisors, then t(H, u, β) = 1+|u| for all u ∈ A(H) with |u| ≥ 3, and thus if
Proof. 1. It suffices to show that, for every a ∈ H and every u ∈ A(H), we have t(a, u, β) ≤ 1 + |u|. Let u = p 1 · . . . · p l ∈ A(H), where l = |u| and p 1 , . . . , p l ∈ P , let a ∈ uH, let z = u 0 u 1 · . . . · u m ∈ Z(a), where m ∈ N and u 0 , . . . , u m ∈ A(H), and let β(z)
2. Suppose that G P = −G P and that every class contains at least two distinct prime divisors. Let u = p 1 · . . . · p l ∈ A(H) with |u| = l ≥ 3 and p 1 , . . . , p l ∈ P . It suffices to show that 1 + |u| ≤ t(H, u, β).
and hence, by the choice of q i and p i , no 
In particular, the pattern ideal Φ(A) ⊂ B(G 0 ) is tamely generated with bound
Theorem 4.4. Let H be a reduced Krull monoid, F = F(P ) a free monoid such that H ⊂ F is a saturated and cofinal submonoid, and G = F/H. Let G P ⊂ G be the set of all classes containing prime divisors and suppose that D(G P ) < ∞.
1. All pattern ideals of H are tamely generated.
2. There exists a bound M ∈ N such that every L ∈ L(H) is an AAMP with some difference d ∈ ∆(H) and bound M . Moreover, the bound M depends only on D(G P ). If D(G P ) ≥ 3 and L ∈ L(H) is sufficiently large, then L is an AAMP with some difference d ∈ ∆(H) and bound
Proof. 1. By Proposition 4.1, the block homomorphism β : H → B(G P ) is a transfer homomorphism, and by Proposition 4.3, all pattern ideals of B(G P ) are tamely generated. Thus Propositions 3.14 and 4.2 imply that pattern ideals of H are tamely generated.
2. This follows from 1. and from Proposition 3.4. In order to give an explicit bound, note that it suffices to do this for B(G P ). Suppose that D(G P ) ≥ 3. Then Proposition 4.1 implies max ∆(G 0 ) ≤ D(G p )−2, and we may apply Proposition 3.4 with H = B(G P ) and θ = 2D(G P ) − 5 ≥ 1. We calculate the bound M 1 . Then all L ∈ L(H) with diam (L) > M (θ) are AAMPs with bound M 1 . Using Propositions 3.4 and 4.3, we obtain that
3. Suppose that G P is finite. Then B(G P ) is a reduced and finitely generated monoid, and thus δ(G P ) is finite by [14, Theorems 3.1.4 and 3.4.2]. Thus Propositions 3.14 and 4.1 imply that δ(H) < ∞. 
. . , V k+d ∈ A(G P ), such that max{k, k + d} ≤ N . Suppose that δ(H) < ∞. Then, by Proposition 3.8, all pattern ideals of H are tamely generated, and moreover, H is monotone tame and its monotone catenary degree is finite (apply Lemmas 3.5 and 3.7 in [7] with Y = Z(H)).
If G P is finite, then δ(H) < ∞ by Theorem 4. 6. If G P is finite, then every set of lengths is an AAMP with difference
The set ∆ * (G) has found considerable interest (see [14, Sections 4.3 and 6.8] , [23, 3] ), and in general, ∆ * (G) is a proper subset of ∆(H). If G P is infinite, then the occurring differences of the AAMPs are actually in ∆(H) and not in the subset ∆ * (G P ) (see [14, Example 4.8.10] ).
Example 4.6. Let G be a direct sum of cyclic groups, say G = ⊕ n≥0 e n , such that ord(e 0 ) < ∞, and define G 0 = {e n | n ≥ 0} ∪ {−e 0 − e n | n ≥ 1} . 1. [G 0 ] = G, and B(G 0 ) is neither finitely generated nor a product of non-trivial submonoids. 2. The following statements are equivalent :
There is an N ∈ N such that N g = 0 for all torsion elements g ∈ G 0 .
Proof. 1. Obviously, [G 0 ] = G, and since, for every n ≥ 1, U n = e 0 (−e 0 − e n )e n ∈ A(G 0 ) , B(G 0 ) is not finitely generated.
Suppose that B(G 0 ) = H 1 × H 2 where H 1 , H 2 are submonoids of B(G 0 ). Then each H i is a divisorclosed submonoid of B(G). Thus by [14 
. This implies that lcm{ord(g) | g ∈ G 0 with ord(g) < ∞} is an integer with the required property.
(b) ⇒ (a) We pick a U ∈ A(G 0 ). After renumbering if necessary, it can be written in the form
where s 0 , s 1 , . . . , s l , t 1 , . . . , t l ∈ N 0 , e 1 , . . . , e k are torsion elements and ord(e k+1 ) = . . . = ord(e l ) = ∞. Clearly, we have s 0 ≤ N . For every i ∈ [k + 1, l], we have s i = t i . Since N e 0 = 0, it follows that l i=k+1 t i ≤ N, and hence
would be a proper zero-sum subsequence of U . Thus we get k ≤ N ,
This shows that D(G 0 ) ≤ 3N + 2N 2 .
Proof of Proposition 4.3
We start with a simple lemma. 
Hence, beginning with the single term 0, one may construct a sequence 0R 0 with R 0 ∈ F(B − 0 ), |0R 0 | ≤ N and Σ ψ(0R 0 ) = Z/N Z. Consequently, |R 0 | ≤ N − 1 and Σ(R 0 ) ∪ {0} contains a full system of representatives modulo N . Now let α ∈ [−M, M ] be given. Since Σ(R 0 ) ∪ {0} contains a full system of representatives modulo N , we can add at most N − 1 terms from −R 0 to α such that the sum α satisfies α ∈ N Z and
Consequently, (5.1) and (5.3) follow by taking R = R 0 N β (−N ) β , and since all terms of R 0 are negative, (5.2) holds using R = R 0 N β .
Proof of Proposition 4.3. Let S ∈ Φ(A) be given. If
, and we could work in B(G 1 ) instead of B(G 0 ). Thus, changing notation if necessary, we may suppose without restriction that for every g ∈ G 0 there is a B ∈ B(G 0 ) with g | B. Thus B(G 0 ) ⊂ F(G 0 ) is saturated and cofinal, and hence all statements of Proposition 4.1 hold for B(G 0 ) ⊂ F(G 0 ). In particular, B(G 0 ) is tame with bound
If D(G 0 ) ≤ 2, then Proposition 4.1.2 implies that B(G 0 ) is half-factorial, and thus |A| = 1. If |A| = 1, then Φ(A) = B(G 0 ), the trivial sequence S = 1 with |S | = 0 has the required property, and Φ(A) is tamely generated with bound ϕ(A) = 0.
Thus we may suppose that |A| ≥ 2 and D(G 0 ) ≥ 3. Since 0 −v0(S) S ∈ Φ(A), we may suppose without restriction that v 0 (S) = 0.
Suppose that we have found a subsequence S of S satisfying (4.1), and let M 0 denote the upper bound on |S | from (4.1).
where we have used that D(G 0 ) ≥ 3, M 0 ≥ 4, and
Thus the proof is complete. So it remains to establish (4.1).
Since Φ(A) = Φ(y + A) for all y ∈ Z, we may suppose that
where s, d 1 , . . . , d s ∈ N and |A| = s + 1. We set d 0 = 0, and for i ∈ [0, s], we choose factorizations
We have to find a zero-sum subsequence S of S such that |S | ≤ M 0 and n + A ⊂ L(S ) for some n ∈ Z. The proof is divided into three parts.
Part 1: The setting and key ideas
We set
For a sequence T ∈ F(G 0 ), let ∆ cat (T ) be all those integers d ∈ [−N, N ] for which there exists a zerosum subsequence T 0 of T such that |T 0 | ≤ D 2 and |z| − |z | = d for some z, z ∈ Z(T 0 ). By symmetry, we have
For a sequence T ∈ F(G 0 ) and some t ∈ N 0 , we say that
In view of (5.5), it follows that d is t-deficient if and only if −d is t-deficient.
For a subsequence T of S and z, z ∈ Z(S), a catenary chain C from z to z that greedily eats T is an ordered sequence of factorizations of S, say z = z 0 , z 1 , z 2 , . . . , z r = z , where each z j is obtained from the previous z j−1 = z by the following process. For j ∈ [1, r], set z j−1 = x j−1 y j−1 and z = x j−1 y j−1 , where x j−1 = gcd(z j−1 , z ) and y j−1 , y j−1 ∈ Z(G 0 ) .
, and otherwise such that g | π(y j−1 ). Furthermore, choose an atom
nj ∈ A(G 0 ) with
Since V (j) x j−1 | x j , we see that |x j−1 | < |x j |, and hence the process terminates with some z r = z , and we set x r = z . Let |C| = r denote the length of the chain C, and let the truncation number tr(C) be the smallest j ∈ [0, r] such that T | π(x j ). Let T int = gcd(T, π(x 0 )), and let n 0 ∈ N 0 be minimal such that there are U
Let j ∈ [1, r]. Since v 0 (S) = 0, D ≥ 3 and V (j) y j−1 , we obtain that
We define (5.13) and continue with the following assertion.
A1. T | π(T R(C))
Proof of A1. Clearly, A1 can be seen by a close look at the construction, but we also offer a formal proof. Since
Thus T R (C) is the product of all those atoms of z that have been involved in one of the first tr(C) iterations. Consequently, we see that
and that
As a result (in view of (5.12) and (5.13)), we find that (5.14) T R (C) divides T R (C) .
int is relatively prime with π(gcd(z, z ))T −1 int (this follows from the definition of T int ), and since
int (this follows from the definition of tr(C)), we see that
and the assertion follows from (5.14).
Now observe (in view of (5.6), (5.8) and (5.7)) that
For α, β ∈ [0, r] with α ≤ β, we will use C[α, β] to refer to the ordered subsequence of C given by z α , z α+1 , . . . , z β , and we let C[α] = z α . We associate to C[α, β] the sequence Di • C[α, β] ∈ F(Z) defined as (in view of (5.10) and (5.11))
Moreover, from the definitions of C and Di • C[α, β], we have that
Let T be a subsequence of S, z, z 1 , . . . , z s ∈ Z(S), and for every i ∈ [1, s], let C i be a catenary chain from z to z i that greedily eats T . For C = {C 1 , . . . , C s }, we define
In view of (5.7) and (5.15), we have tr(C) ≤ |T | and (5.18)
where for (5.19) we use that T | π(T R(C i )) for all i ∈ [1, s]. (We remark, as a technical point, that to conclude (5.19), we must actually assume the C i were chosen so that the 'same' sequence T was eaten by each C i ; that this is always possible is trivially obvious if one considers all sequences ordered. However, for such a minor and subtle point, only affecting the value of the constants computed, mentioning more details would only exacerbate notation already complicated enough.) Part 2: The definition of the sequence S We now set t −1 = 0, and for j ∈ [0, N ], we define t j ∈ N 0 recursively as follows:
Furthermore, since D ≥ 3 and s ≥ 1, we have
when M ≥ 2 or N ≥ 2. We continue with the following assertion:
with |B | = k, and a subsequence T of S with |T | = t k−1 , such that the following two conditions are satisfied: If |S| < t N , then we define S = S. Otherwise, let k, B and T be as given by A2. We define
and we apply Lemma 5.1 using B, M and N in place of B, M and N . Let R = r 1 · . . . · r l and R = r 1 · . . . · r l be the resulting sequences (for k = N , take R and R to be trivial). We distinguish two cases.
be maximal with the following property:
for every i ∈ [1, r], there exist S i ∈ B(G 0 ) and
Suppose r < |R |. Since r is maximal, it follows that
, a contradiction. So we conclude that r = |R |.
We define S = S 1 · . . . · S r and w = z 1 · . . . · z r ∈ Z(S ) .
Note, by the same arguments used for (5.26) , that
For a subset I ⊂ [1, r], let w I ∈ Z(S ) be obtained from w by replacing z i by z i for each i ∈ I, i.e.,
By (5.4) and (5.2), it follows that (recall d = 1 and M = M )
Thus, letting
, we see (in view of (5.28)) that the factorizations w , w I1 , . . . , w Is ∈ Z(S ) show that |w | − m + A = {|w |, |w
Let C = {C 1 , . . . , C s } be a family of catenary chains C i from w 0 to w i that each greedily eats the subsequence T of S for every i ∈ [1, s]. Let
and let , which completes the proof.
