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Abstract
For graphs G,H , a homomorphism from G to H is an edge-preserving mapping from V (G) to
V (H). In the list homomorphism problem, denoted by LHom(H), we are given a graph G, whose
every vertex v is equipped with a list L(v) ⊆ V (H), and we need to determine whether there exists
a homomorphism from G to H which additionally respects the lists L. List homomorphisms are a
natural generalization of (list) colorings.
Very recently Okrasa, Piecyk, and Rzążewski [ESA 2020] studied the fine-grained complexity of the
problem, parameterized by the treewidth of the instance graphG. They defined a new invariant i∗(H),
and proved that for every relevant graph H , this invariant is the correct base of the exponent in the
running time of any algorithm solving the LHom(H) problem.
In this paper we continue this direction and study the complexity of the problem under different
parameterizations. As the first result, we show that i∗(H) is also the right complexity base if the
parameter is the size of a minimum feedback vertex set of G, denoted by fvs(G). In particular, for
every relevant graphH , the LHom(H) problem
• can be solved in time i∗(H)fvs(G) · |V (G)|O(1), if a minimum feedback vertex set of G is given,
• cannot be solved in time (i∗(H)− ε)fvs(G) · |V (G)|O(1), for any ε > 0, unless the SETH fails.
Then we turn our attention to a parameterization by the cutwidth ctw(G) of G. Jansen and Ned-
erlof [ESA 2018] showed that List k-Coloring (i.e., LHom(Kk)) can be solved in time O∗
(
cctw(G)
)
for an absolute constant c, i.e., the base of the exponential function does not depend on the number
of colors. Jansen asked whether this behavior extends to graph homomorphisms. As the main result
of the paper, we answer the question in the negative. We define a new graph invariant mim∗(H),
closely related to the size of a maximum induced matching inH , and prove that for all relevant graphs
H , the LHom(H) problem cannot be solved in time O∗
(
(mim∗(H)− ε)ctw(G)
)
for any ε > 0, unless
the SETH fails. In particular, this implies that there is no constant c, such that for every odd cycle the
non-list version of the problem can be solved in time O∗
(
cctw(G)
)
.
Finally, we generalize the algorithm of Jansen and Nederlof, so that it can be used to solve LHom(H)
for every graph H ; its complexity depends on ctw(G) and another invariant of H , which is constant
for cliques.
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1 Introduction
The k-Coloring problem, which asks whether an input graph G admits a proper coloring with k colors,
is arguably one of the best studied computational problems. The problem is known to be notoriously hard:
it is polynomial-time solvable (and, in fact, very simple) only for k 6 2, and NP-complete otherwise, even
in very restricted classes of graphs [25, 31, 32, 39].
When dealing with such a hard problem, an interesting direction of research is to study its fine-grained
complexity depending on some parameters of input instances, in order to understand where the boundary
of easy and hard cases lies. Such investigations usually follow two paths in parallel. On one hand, we
extend our algorithmic toolbox in order to solve the problem efficiently in various settings. On the other
hand, we try to show hardness of the problem, using appropriate reductions. This way we can show some
lower bounds for the algorithms solving the problem.
In order to obtain meaningful lower bounds, the basic assumption of the classical complexity theory,
i.e., P 6= NP, is not strong enough. The usual assumptions used in this context are the Exponential Time
Hypothesis (ETH) and the Strong Exponential Time Hypothesis (SETH), both formulated by Impagliazzo
and Paturi [34, 35]. Let us point out that the SETH is indeed stronger than the ETH, i.e, the former implies
the latter one [14].
Conjecture 1 (ETH). There exists δ > 0, such that 3-Sat with n variables cannot be solved in time 2δ·n ·
nO(1).
Conjecture 2 (SETH). CNF-Sat with n variables and m clauses cannot be solved in time (2 − ε)n · (n +
m)O(1) for any ε > 0.
In case of k-Coloring, the most natural parameter is the number of vertices. While the brute-force
approach to solve the problem on an n-vertex instance takes time kn · nO(1), it is known that this can be
improved, so that the base of the exponential function does not depend on k. The currently best algorithm is
due to Björklund, Husfeldt, and Koivisto [4] and has complexity 2n ·nO(1). On the other hand, the standard
hardness reduction shows that the problem cannot be solved in time 2o(n), unless the ETH fails [14].
Similarly, we can ask how the complexity depends on some parameters, describing the structure of
the instance. The most famous structural parameter is arguably the treewidth of the graph, denoted by
tw(G) [2, 6, 48]. Intuitively, treewidth measures how tree-like the graph is. Thus, on graphs with bounded
treewidth, we can mimick the bottom-up dynamic programming algorithms that works very well on trees.
In case of the k-Coloring problem, the complexity of such a straightforward approach is ktw(G) · nO(1),
where n is the number of vertices of of an instance graph G, provided that G is given along with its tree
decomposition of width tw(G). One might wonder whether this could be improved, in particular, if one
can design an algorithm with running time ctw(G) · nO(1), where c is a constant that does not depend on
k, as it was possible in the case if the parameter is n. Lokshtanov, Marx, and Saurabh [43] proved that this
is unlikely, and an algorithm with running time (k − ε)tw(G) · nO(1), for any ε > 0, would contradict the
SETH. This lower bounds holds even if we replace treewidth with pathwidth pw(G); the latter result is
stronger, as we always have tw(G) 6 pw(G).
Another way to measure how close a graphG is to a tree or forest is to analyze the size of a minimum
feedback vertex set, i.e., the minimum number of vertices that need to be removed from G to break all
cycles. This parameter is denoted by fvs(G). If G is given with a minimum feedback vertex set S, we
can easily solve k-Coloring by enumerating all possible colorings of S, and trying to extend them on the
forestG−S using dynamic programming. The running time of such a procedure is kfvs(G) ·nO(1). This is
complemented by a hardness result of Lokshtanov, Marx, and Saurabh [43], who showed that the problem
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cannot be solved in time (k− ε)fvs(G) ·nO(1) for any ε > 0, unless the SETH fails. Let us point that pw(G)
and fvs(G) are incomparable parameters, so this result is incomparable with the previously mentioned
lower bound. These two lower bounds were later unified by Jaffke and Jansen [36], who considered the
parameterization by the distance to a linear forest.
The above examples show a behavior which is typical for many other parameters: the running time
of the algorithm depends on the number k of colors and this dependence is necessary under standard
complexity assumptions [26, 36, 40]. Thus, it was really surprising that Jansen and Nederlof [38] showed
that for any k, the k-Coloring problem can be solved in time cctw(G) · nO(1), where c is an absolute
constant and ctw(G) is the cutwidth of G. Intuitively, we can imagine ctw(G) as follows. We fix some
permutation of the vertices of G and place them on a horizontal line in this ordering. The edges of G are
drawn as arcs above the line; we do not care about intersections. Now, the width of this arrangement is
the maximum number of edges that can be cut by a vertical line. The cutwidth is the minimum width over
all linear arrangements of vertices of G. The substantial difference between cutwidth and the previously
mentioned parameters is that cutwidth corresponds to the number of edges, not the number of vertices,
and, in particular, ctw(G) is not upper-bounded by |V (G)|. Also, it is known that pw(G) 6 ctw(G) [5].
To be more specific, Jansen and Nederlof [38] presented two algorithms for k-Coloring, parameterized
by the cutwidth. The first one is deterministic and has running time 2ω·ctw(G) · nO(1), where ω < 2.373 is
the matrix multiplication exponent, see Coppersmith, Winograd [12] and Vassilevska-Williams [51]. The
second algorithm is randomized and works in time 2ctw(G) · nO(1). Also, the authors show that the latter
complexity is optimal under the SETH, even for 3-Coloring.
Let us point out that all the algorithms mentioned above work also for the more general List k-
Coloring problem, where each vertex v of G is equipped with a list L(v) ⊆ {1, 2, . . . , k}, and we ad-
ditionally require that the assigned color comes from this list. The general direction of our work is to
investigate how further the techniques developed for k-Coloring can be generalized.
Graph homomorphisms. A rich family of graph problems that generalize k-Coloring comes from
considering graph homomorphisms. A homomorphism from a graph G to a graph H (called target) is
an edge-preserving mapping from V (G) to V (H). In the Hom(H) problem we ask if the input graph G
admits a homomorphism to H , which is usually treated as a fixed graph. Observe that if H is Kk , i.e., a
complete graph on k vertices, then Hom(H) is equivalent to k-Coloring. The complexity classification
of Hom(H) was provided by the seminal paper by Hell and Nešetřil [29]: the problem is polynomial-time
solvable if H is bipartite or has a vertex with a loop, and NP-complete otherwise. This problem can also
be considered in a list setting, where every vertex v ofG is equipped with a list L(v) ⊆ V (H), and we ask
for a homomorphism from G toH , which additionally respects lists L. The corresponding computational
problem is denoted by LHom(H).
The complexity dichotomy for LHom(H) was proven in three steps: first, for reflexive graphs H (i.e.,
where every vertex has a loops) by Feder and Hell [20], then for irreflexive graphs H (i.e., with no loops)
by Feder, Hell, and Huang [21], and finally, for all graphs H , again by Feder, Hell, and Huang [22]. The
problem appears to be polynomial-time solvable if H is a so-called bi-arc graph. We will now skip the
definition of this class and return to it in Section 2. Let us also mention a special case ifH is irreflexive and
bipartite: then the LHom(H) problem is in P if the complement ofH is a circular-arc graphs, and otherwise
the problem is NP-complete. This special case will play a prominent role in our paper.
Let us point out that despite the obvious similarity of Hom(H) and LHom(H), the methods used to
prove lower bounds are very different. In case of the Hom(H), all hardness results use some algebraic
tools, which allow us to capture the structure of the whole graphH at once. On the other hand, hardness
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proofs for LHom(H) are purely combinatorial and are based on the analysis of some small subgraphs of
H .
The study of the complexity of Hom(H), LHom(H), and their variants led to many interesting algo-
rithms and lower bounds [8, 9, 15, 17, 18, 23, 30]. Let us mention few of them, that are most relevant to
our results. For more information about the combinatorics and complexity of graph homomorphisms, we
refer the reader to the comprehensive monograph by Hell and Nešetřil [28].
A brute-force approach to solving Hom(H) (and LHom(H)) has complexity |V (H)|n · nO(1). This
can be improved if H has some special structure: several algorithms with running time f(H)n · nO(1)
were obtained, where f is a function of some structural parameter of H . Among possible choices of this
parameter we can find the maximum degree (folklore), treewidth [24], clique-width [50], or bandwidth of
the complement [49]. A natural open question was whether one can obtain a cn algorithm, where c is a
constant that does not depend onH [50]. This question was finally answered in the negative by Cygan et
al. [13], who proved that the brute force algorithm is essentially optimal under the ETH.
If we are interested in the complexity, parameterized by the treewidth of G, then both Hom(H) and
LHom(H) can be solved in time |V (H)|tw(G) ·nO(1) by a naive dynamic programming (again, provided that
G is givenwith a tree decomposition). The fine-grained complexity of theHom(H) problem, parameterized
by the treewidth of G, was studied recently by Okrasa and Rzążewski [47]. Using mostly algebraic tools,
they were able obtain tight bounds, conditioned on two conjectures from algebraic graph theory from early
2000s.
The analogous question for the LHom(H) problemwas first investigated byEgri, Marx, and Rzążewski [19]
for reflexive graphs H , and then by Okrasa, Piecyk, and Rzążewski [45, 46] for the general case. The au-
thors defined a new graph invariant i∗(H), and proved the following, tight bounds (recall that always
tw(G) 6 pw(G)).
Theorem 1 (Okrasa, Piecyk, Rzążewski [45, 46]). Let H be a connected, non-bi-arc graph.
a) Even if H is given in the input, every instance (G,L) of LHom(H) can be solved in time i∗(H)tw(G) ·
(|V (G)| · |V (H)|)O(1) , provided that G is given along with a tree decomposition of width tw(G).
b) Even if H is fixed, there is no algorithm that solves every instance (G,L) of LHom(H) in time (i∗(H)−
ε)pw(G) · |V (G)|O(1) for any ε > 0, unless the SETH fails.
To the best of our knowledge, the complexity depending on other structural parameters of G was not
investigated. In this paper, we make some progress to fill this gap. In particular, our main motivation is
the following question by Jansen [37], repeated by Okrasa, Piecyk, Rzążewski [45, 46].
Question 1 (Jansen [37]). Is there a universal constant c, such that for every H , every instance G of the
Hom(H) problem can be solved in time cctw(G) · |V (G)|O(1)?
Our results. As our first result, we complement the recent result of Okrasa et al. [45, 46] and show tight
complexity bounds, parameterized by the size of a minimum feedback vertex set of the instance graph.
Theorem 2. Let H be a connected, non-bi-arc graph.
a) Even if H is given in the input, every instance (G,L) of LHom(H) can be solved in time i∗(H)fvs(G) ·
(|V (G)| · |V (H)|)O(1) , provided that G is given along with a feedback vertex set of size fvs(G).
b) Even if H is fixed, there is no algorithm that solves every instance (G,L) of LHom(H) in time (i∗(H)−
ε)fvs(G) · |V (G)|O(1) for any ε > 0, unless the SETH fails.
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Let us point out that the algorithmic part of the theorem, i.e., the statement a), follows directly from
Theorem 1 a), as given a graph G and its feedback vertex set S, we can in polynomial time construct a
tree decomposition of G with width |S| + 1 (see also Section 2). The proof of the lower bound follows
the general direction of the hardness proof for k-Coloring by Lokshtanov et al. [43]. However, as we
are showing hardness for all relevant graphs H , the gadgets are significantly more complicated. In their
construction we use some machinery developed by Okrasa et al. [45, 46]. Furthermore, similarly to the
proof of Theorem 1 b), the proof of Theorem 2 is split into two parts: first we prove hardness for the
special case ifH is bipartite, and then we reduce the general case to the bipartite one.
Then we turn our attention to the setting, where the parameter is the cutwidth of the instance graph.
Recall that ctw(G) > pw(G) > tw(G). Furthermore, given a linear layout of G with width w, we can in
polynomial time construct a tree decomposition of G with width at most w [5]. Thus by Theorem 1 a) we
know that LHom(H) can be solved in time (i∗(H))ctw(G) · |V (G)|O(1) . On the other hand, we know that
this algorithm cannot be optimal for all H , as i∗(Kk) = k, while List k-Coloring, i.e., LHom(Kk), can
be solved in deterministic time 2ω·ctw(G) · |V (G)|O(1) or in randomized time 2ctw(G) · |V (G)|O(1) , using
the algorithms of Jansen and Nederlof [38].
We introduce another graph parameter,mim∗(H), which is closely related to the size of a maximum
induced matching in H , and show two lower bounds, assuming, respectively, the SETH and the ETH.
Theorem 3. Let H be the class of connected non-bi-arc graphs. For g ∈ N, let Cg be the class of subcubic
bipartite graphs G with girth at least g, such that vertices of degree 3 in G are at distance at least g.
a) For every H ∈ H, there is no algorithm that solves every instance (G,L) of LHom(H), where G ∈ Cg , in
time (mim∗(H)− ε)ctw(G) · |V (G)|O(1) for any ε > 0, unless the SETH fails,
b) There exists a constant 0 < δ < 1, such that for every H ∈ H, there is no algorithm that solves every
instance (G,L) of LHom(H), where G ∈ Cg , in timemim
∗(H)δ·ctw(G) · |V (G)|O(1) , unless the ETH fails.
As a sanity check, we point out that mim∗(Kk) = 2, so our lower bounds are consistent with the
results of Jansen and Nederlof [38].
Let us highlight that the lower bounds from Theorem 3 hold even for very restricted instances, and
this statement captures some important graphs classes. In particular, for a fixed graph F , we say that G
is F -free if it does not contain F as an induced subgraph. Recently Chudnovsky et al. [10] studied the
complexity of Hom(Ck) and LHom(Ck) for F -free graphs. Among other results, they proved that if F
has a connected component that is not a path nor a subdivided claw, then for any k > 5, the LHom(Ck)
problem is NP-complete and cannot be solved in subexponential time in F -free graphs, unless the ETH
fails. One can immediately verify that the class Cg from Theorem 3 for g = |V (F )| + 1 is contained in
the class of F -free graphs. Thus we obtain the following corollary from Theorem 3, which significantly
generalizes the result of Chudnovsky et al. [10], as cycles with at least 5 vertices are not bi-arc graphs [21],
Corollary 4. Let F be a fixed graph, which has a connected component that is not a path nor a subdivided
claw. Let H be the class of connected non-bi-arc graphs.
a) For every H ∈ H, there is no algorithm that solves every instance (G,L) of LHom(H), where G is F -free,
in time (mim∗(H)− ε)ctw(G) · |V (G)|O(1) for any ε > 0, unless the SETH fails,
b) There exists a universal constant 0 < δ < 1, such that for every H ∈ H, there is no algorithm that solves
every instance (G,L) of LHom(H), where G is F -free, in timemim∗(H)δ·ctw(G) · |V (G)|O(1) , unless the
ETH fails.
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Next, we focus on the non-list variant of the problem, i.e., Hom(H). Note that here we only consider
graphs H that are irreflexive and non-bipartite, as otherwise the problem is polynomial-time solvable.
Furthermore, we restrict our attention to graphs H that are projective cores. The definition of projective
cores is postponed to Section 4.3, but let us point out that many graphs fall into this class. We say that a
property Π is satisfied by almost all graphs, if the probability, that a graph chosen uniformly at random
from the set of all graphs with n vertices, satisfies Π, tends to 1 as n grows. It is well-known that almost
all graphs are non-bipartite and connected [1]. Hell and Nešetřil [28] proved that almost all graphs are
cores, while Łuczak and Nešetřil [44] showed that almost all graphs are projective. All these results imply
that almost all graphs are connected non-bipartite projective cores, see also [47]. For this class of graphs
H , we show the following lower bounds, answering Question 1 in the negative.
Theorem 5. Let H be the class of connected non-bipartite projective cores with at least three vertices.
a) For every H ∈ H, there is no algorithm that solves every instance G of Hom(H) in time (mim∗(H) −
ε)ctw(G) · |V (G)|O(1) for any ε > 0, unless the SETH fails,
b) There exists a universal constant 0 < δ < 1, such that for every H ∈ H, there is no algorithm that solves
every instance G of Hom(H) in timemim∗(H)δ·ctw(G) · |V (G)|O(1), unless the ETH fails.
In particular, it is well known that odd cycles are projective cores [41]. Furthermore, for any odd cycle
Ck it holds thatmim
∗(Ck) = ⌊2k/3⌋. Thus, we obtain the following as a corollary from Theorem 5. Note
that here we do not treat C as a fixed graph.
Corollary 6. Let C be the family of odd cycles. Then for C ∈ C, there is no algorithm that solves Hom(C)
for instances G in time 2o(log |V (C)|·ctw(G)) · |V (G)|O(1) , unless the ETH fails.
In particular, there is no universal constant c, such that Hom(C) can be solved in time cctw(G) · |V (G)|O(1)
for every C ∈ C and every instance G.
Finally, in Section 6 we have a closer look at the algorithm by Jansen and Nederlof [38], and try to
generalize it to the LHom(H) problem for non-complete targetsH . We define yet another graph invariant
γ∗(H) and show the following result.
Corollary 7. Let H be a graph with possible loops and let (G,L) be an instance of LHom(H), where G is
given with a linear layout of width k. Then (G,L) can be solved in time 2γ
∗(H)·ω·k · (|V (G)| · |V (H)|)O(1) .
Let us point out that γ∗(Kk) = 1, so our result covers the result by Jansen and Nederlof [38]. Actually,
we define our algorithm for the so-called Binary Constraint Satisfaction Problem (BCSP), which is a further
generalization of LHom(H) (the definition of BCSP is quite technical, so we postpone it to Section 6).
This approach allows us to obtain an algorithm for another natural problem, called DP-coloring [3, 16],
see Section 6.3 for the definition. This problem, being a special case of BCSP, was introduced by Dvořak
and Postle as a generalization of list coloring.
We conclude the paperwith comparison of the discussed parameters, i.e., i∗(H),mim∗(H), and γ∗(H),
and pointing out some open questions and directions for future investigations.
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2 Notation and preliminaries
For a positive integer n, we define [n] := {1, . . . , n}. For a set X , by 2X we denote the set of all subsets
of X . Unless explicitly stated otherwise, all logarithms are of base 2, i.e., log x := log2 x.
Let G be a graph. For a set S ( V (G), by G − S we denote the graph induced by V (G) \ S. For a
vertex v ∈ V (G), by NG(v) we denote the set of neighbors of v. If the graph G is clear from the context,
we write N(v) instead of NG(v). Note that v ∈ N(v) if and only if v is a vertex with a loop. We say
that two vertices u, v ∈ V (G) are incomparable if N(u) 6⊆ N(v) and N(v) 6⊆ N(u). A set S ⊆ V (G) is
incomparable if all its vertices are pairwise incomparable. Equivalently, we can say that for every distinct
u, v ∈ S, there is a vertex u′ ∈ N(u) \N(v). A set S ⊆ V (G) is strongly incomparable if for every u ∈ S
there exists u′ ∈ N(u), such that u′ is non-adjacent to every vertex in S \ {u}. Such a vertex u′ is called
a private neighbor of u. Clearly a strongly incomparable set is in particular incomparable.
The degree of a vertex v, denoted by deg(v), is the number of vertices in N(v). For u, v ∈ V (G), by
dist(u, v) we denote the length (i.e., the number of edges) of a shortest path from u to v. By girth(G) we
denote the length of a shortest cycle in G.
Let G,H be graphs. A mapping ϕ : V (G) → V (H) is a homomorphism from G to H if for every
edge uv ∈ E(G) it holds that ϕ(u)ϕ(v) ∈ E(H). By H-lists we mean an assignment L : V (G)→ 2V (H).
For a graph G withH-lists L, list homomorphism is a homomorphism ϕ from G toH , which additionally
respects lists L, i.e., for every v ∈ V (G) it holds ϕ(v) ∈ L(v). To denote that ϕ is a list homomorphism
from G to H we will write ϕ : (G,L) → H . By (G,L) → H we denote that some list homomorphism
ϕ : (G,L)→ H exists. In the Hom(H) problem the instance is a graphG and we ask whetherG→ H . In
the LHom(H) problem the instance is a pair (G,L), whereG is a graph and L areH-lists, and ask whether
(G,L)→ H .
For a set S ⊆ V (G) we define L(S) :=
⋃
v∈S L(v). If it does not lead to confusion, for a set V such
that V (G) ⊆ V and H-lists L : V → 2V (H), we will denote the instance (G,L|V (G)) by (G,L), in order
to simplify the notation.
Let H be a graph. A walk P in H is a sequence p1, . . . , pℓ of vertices of H such that pipi+1 ∈ E(H)
for i ∈ [ℓ− 1]. We define the length of a walk P = p1, . . . , pℓ as ℓ− 1 and denote it by |P|. We also write
P : p1 → pℓ to emphasize that P starts in p1 and ends in pℓ. Let us define a relation that is crucial for
building our gadgets.
Definition 8 (Avoiding). For walks P = p1, . . . , pℓ and Q = q1, . . . , qℓ of equal length, such that p1 is
in the same bipartition class as q1, we say P avoids Q if p1 6= q1 and for every i ∈ [ℓ − 1] it holds that
piqi+1 6∈ E(H).
By P we denote walk P reversed, i.e., if P = p1, . . . , pℓ, then P = pℓ, . . . , p1. It is straightforward to
observe that if P avoids Q, thenQ avoids P .
2.1 Graph parameters
Treewidth and pathwidth. LetG be a graph. A tree decomposition ofG is a pair (T , (Xt)t∈V (T )) such
that:
1. T is a tree,
2. (Xt)t∈V (T ) is a family of subsets of V (G),
3. every v ∈ V (G) is contained in at least one Xt,
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4. for every uv ∈ E(G) there isXt such that {u, v} ⊆ Xt,
5. for every v ∈ V (G) the graph induced by {t ∈ V (T ) | v ∈ Xt} in T is connected.
We call setsXt for t ∈ V (T ) bags. Thewidth of a tree decomposition (T , (Xt)t∈V (T )) ismaxt∈V (T ) |Xt|−
1. The minimum width over all tree decompositions of G is called the treewidth of G and we denote it by
tw(G). Similarly, we define a path decomposition (P, (Xt)t∈V (T )) of G as a tree decomposition, in which
the tree P is a path. The minimum width over all path decompositions of G is called the pathwidth of G
and we denote it by pw(G). Clearly tw(G) 6 pw(G).
Feedback vertex set. A set F ⊆ V (G), such thatG−F does not contain any cycle, is called a feedback
vertex set of G. We denote the size of a minimum feedback vertex set in G by fvs(G).
Observe that if F is a feedback vertex set ofG, we can obtain a tree decomposition of G by taking the
tree decomposition of G− F (of width 1), and adding F to every bag. This gives the following.
Proposition 9. Let G be a graph given along with its feedback vertex set F of size s. Then there exists a
tree decomposition (T , (Xt)t∈V (T )) of G of width s + 1. Moreover, (T , (Xt)t∈V (T )) can be constructed in
polynomial time.
In particular this implies that for every graph G we have tw(G) 6 fvs(G) + 1. Let us point out that
the parameters pw(G) and fvs(G) are incomparable. Indeed, if G is a complete binary tree on n vertices,
then fvs(G) = 0 and pw(G) = Θ(log n). On the other hand, if G is a collection of n/3 disjoint triangles,
then fvs(G) = n/3 and pw(G) = 2.
Cutwidth. Let π = (v1, . . . , vn) be a linear ordering of vertices of G, we will call it a linear layout
of G or a linear arrangement of G. A cut of π is a partition of V (G) into two subsets: {v1, . . . , vp} and
{vp+1, . . . , vn}, for some p ∈ [n]. We say that an edge vivj , where i < j, crosses the cut ({v1, . . . , vp}, {vp+1, . . . , vn}),
if i 6 p and j > p. The width of the linear layout π is the maximum number of edges that cross any cut of
π. Finally, we define the cutwidth ctw(G) of G as the minimum width over all linear layouts of G.
It is known that pw(G) 6 ctw(G). Furthermore, given a linear layout of G with width k, we can in
polynomial time construct a path decomposition of G with width at most k [5]. On the other hand, for
every graph G it holds that ctw(G) 6 pw(G) ·∆(G) [11]. As we also have that ctw(G) > ∆(G)/2, we
can intuitively think that ctw(G) is bounded if and only if both∆(G) and pw(G) are bounded.
2.2 Hard instances of LHom(H)
In this section we briefly discuss the structure of graphs H , for which the LHom(H) problem is NP-
complete. Those graphs will be our focus in this paper.
Bipartite graphsH . First let us discuss the case ifH is bipartite. Recall that Feder, Hell, and Huang [21]
proved that in this case the LHom(H) problem is polynomial-time solvable if H is a complement of a
circular-arc graph and NP-complete otherwise. Moreover, they provided a characterization of this class
of graphs in terms of forbidden subgraphs: a bipartite graph H is not the complement of a circular-arc
graph if and only if H contains an induced cycle of length at least 6 or a structure called a special edge
asteroid. We omit the definition of a special edge asteroid, as it is quite technical and not relevant to our
paper. Instead, we will rely on the following structural result, obtained by Okrasa et al. [45, 46].
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Lemma 10 (Okrasa et al. [45, 46]). Let H be a bipartite graph, whose complement is not a circular-arc
graph. Let X be one of bipartition classes in H . Then there exists a triple (α, β, γ) of vertices inX such that:
1. there exist α′, β′ ∈ V (H), such that the edges αα′, ββ′ induce a matching in H ,
2. vertices α, β, γ are pairwise incomparable,
3. there exist walks X ,X ′ : α→ β and Y,Y ′ : β → α, such that X avoids Y and Y ′ avoids X ′,
4. at least one of the following holds:
a) H contains an induced C6 with consecutive vertices w1, . . . , w6 and α = w1, β = w5, γ = w3,
b) H contains an induced C8 with consecutive vertices w1, . . . , w8 and α = w1, β = w5, γ = w3,
c) the set {α, β, γ} is strongly incomparable and for any a, b, c, such that {a, b, c} = {α, β, γ}, there
exist walks Xc : α→ a and Yc : α→ b, and Zc : β → c, such that Xc,Yc avoid Zc and Zc avoids
Xc,Yc.
Furthermore, Okrasa et al. [45, 46] observed that in order to understand the complexity of LHom(H),
it is sufficient to focus on the so-called consistent instances.
Definition 11 (Consistent instance). Let H be a bipartite graph with bipartition classes X,Y and let
(G,L) be an instance of LHom(H). We say that (G,L) is consistent if the following conditions hold:
1. G is connected and bipartite with bipartition classesXG, YG,
2. L(XG) ⊆ X,L(YG) ⊆ Y ,
3. for every v ∈ V (G), the set L(v) is incomparable.
Indeed, if G is not connected, then we can solve the problem for each connected component of G
independently. If G is not bipartite, then we can immediately report a no-instance. If some list contains
two vertices x, y, such thatN(x) ⊆ N(y), then we can safely remove x from the list. Finally, note that in
every homomorphism fromG toH , eitherXG is mapped to vertices ofX , and YG is mapped to vertices of
Y , orXG is mapped to vertices of Y , and YG is mapped to vertices ofX . We can consider these two cases
separately, reducing the problem to solving two consistent instances, without changing the asymptotic
complexity of the algorithm.
General graphs H . Recall that for general graphs H , Feder, Hell, and Huang [22] showed that the
LHom(H) problem is polynomial-time solvable if H is a bi-arc graph, and NP-complete otherwise. They
defined the class of bi-arc graphs in terms of some geometric representation, but for us it will be more
convenient to show an equivalent definition.
For a graph H , the associated bipartite graph H∗ is the graph with vertex set V (H∗) = {v′, v′′ | v ∈
V (H)}, whose edge set contains those pairs u′v′′, for which uv ∈ E(H). Note that if H is bipartite, then
H∗ consists of two disjoint copies of H .
Feder, Hell, and Huang [22] observed that H is a bi-arc graph if and only if H∗ is the complement
of a circular-arc graph. Furthermore, an irreflexive graph is bi-arc if and only if it is bipartite and its
complement is a circular-arc graph. Thus “hard” cases of LHom(H) correspond to the “hard” cases of
LHom(H∗). This observation yields the following, useful proposition.
Proposition 12 ([45, 46]). Let H be a graph and let (G,L) be a consistent instance of LHom(H∗). Define
L′ : V (G)→ 2V (H) as L′(x) := {u : {u′, u′′}∩L(x) 6= ∅}. Then (G,L)→ H∗ if and only if (G,L′)→ H .
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Figure 1: Bipartite decomposition (D,N,R). Circles denote indepenent sets. A black line denotes that
there are all possible edges between sets, an orange one that there might be some edges, and the lack of a
line denotes that there are no edges between sets.
2.3 Incomparable sets, decompositions, and main invariants
In this section we introduce the main invariants, i∗(H) andmim∗(H). First, let us define parameters i(H)
and mim(H).
Definition 13 (i(H) andmim(H)). LetH be a bipartite graph. By i(H) (resp. mim(H)) we denote the
maximum size of an incomparable set (resp. strongly incomparable set) in H , which is fully contained in
one bipartition class.
Let S be a strongly incomparable set, contained in one bipartition class, and let S′ be the set of private
neighbors of vertices of S. We observe that the set S ∪ S′ induces a matching in H of size |S|. On the
other hand, ifM is an induced matching, then the endpoints of edges fromM contained in one bipartition
class form a strongly incomparable set of size |M |. Thusmim(H) can be equivalently defined as the size
of a maximum induced matching in H .
Before we define i∗(H) andmim∗(H), we need one more definition.
Definition 14 (Bipartite decomposition). Let H be a bipartite graph with bipartition classes X,Y . A
partition of V (H) into an ordered triple of sets (D,N,R) is a bipartite decomposition if the following
conditions are satisfied (see Figure 1)
1. N is non-empty and separatesD and R,
2. |D ∩X| > 2 or |D ∩ Y | > 2,
3. N induces a biclique in H ,
4. (D ∩X) ∪ (N ∩ Y ) and (D ∩ Y ) ∪ (N ∩X) induce bicliques inH .
If H does not admit a bipartite decomposition, then H is undecomposable.
Let us point out that if H is not the complement of a circular-arc graph, then it contains an induced
subgraph, which is not the complement of a circular-arc graph and is undecomposable, see e.g. [45, Theo-
rem 46]. Now we are ready to define the following.
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Definition 15 (i∗(H) andmim∗(H) for bipartiteH). LetH be a connected bipartite graph, whose com-
plement is not a circular-arc graph. Define
i∗(H) := max{i(H ′) : H ′ is an undecomposable, connected, induced
subgraph ofH, whose complement is not a circular-arc graph},
mim∗(H) := max{mim(H ′) : H ′ is an undecomposable, connected, induced
subgraph ofH, whose complement is not a circular-arc graph}.
It remains to extend the definitions of i∗(H) and mim∗(H) to general graphs H . Recall that if H is
bipartite, thenH∗ consists of two disjoint copies ofH . Thus for bipartiteH it holds that i∗(H∗) = i∗(H)
andmim∗(H∗) = mim∗(H). In the other case, ifH is non-bipartite and additionally connected, thenH∗
is connected. This motivates the following extension of the definition of i∗ andmim∗ to non-bipartiteH .
Definition 16 (i∗(H) andmim∗(H)). LetH be a non-bi-arc graph. Define:
i∗(H) :=i∗(H∗),
mim∗(H) :=mim∗(H∗).
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3 Parameter: the size of a minimum feedback vertex set
3.1 Lower bound for bipartite target graphs
First, we will prove the bipartite version of Theorem 2 b), i.e., the case thatH is bipartite.
Theorem 17. Let H be a connected, bipartite graph, whose complement is not a circular-arc graph. Even if
H is fixed, there is no algorithm that solves every instance (G,L) of LHom(H) in time (i∗(H) − ε)fvs(G) ·
|V (G)|O(1) for any ε > 0, unless the SETH fails.
In order to prove Theorem 17 it is sufficient to prove the following.
Theorem 18. Let H be a connected, bipartite, undecomposable graph, whose complement is not a circular-
arc graph. Even if H is fixed, there is no algorithm that solves every instance (G,L) of LHom(H) in time
(i(H) − ε)fvs(G) · |V (G)|O(1) for any ε > 0, unless the SETH fails.
Let us show that Theorem 17 and Theorem 18 are equivalent.
(Theorem 17 → Theorem 18) Assume the SETH and suppose that Theorem 17 holds and Theorem 18
fails. Then there exists a connected, bipartite, udecomposable graphH , whose complement is not a circular-
arc graph and an algorithm that solves LHom(H) for every instance (G,L) in time (i(H) − ε)fvs(G) ·
|V (G)|O(1) for some ε > 0. The properties ofH imply that i∗(H) = i(H). Thus LHom(H) can be solved
for every instance (G,L) in time (i∗(H)− ε)fvs(G) · |V (G)|O(1) . Observe thatH satisfies the assumptions
of Theorem 17. Therefore, by Theorem 17, we get a contradiction with the SETH.
(Theorem 18 → Theorem 17) Assume the SETH and suppose that Theorem 18 holds and Theorem 17
fails. Then there exist a connected, bipartite graph H , whose complement is not a circular-arc graph, and
an algorithm that solves LHom(H) for every instance (G,L) in time (i∗(H) − ε)fvs(G) · |V (G)|O(1) for
some ε > 0. Let H ′ be an induced subgraph of H such that H ′ is connected, undecomposable, is not a
complement of a circular-arc graph, and i(H ′) = i∗(H). Observe that any instance (G,L) of LHom(H ′)
can be seen as an instance of LHom(H) such that only vertices ofH ′ appear on lists L. Thus we can solve
any instance (G,L) of LHom(H ′) in time (i∗(H)− ε)fvs(G) · |V (G)|O(1) = (i(H ′)− ε)fvs(G) · |V (G)|O(1) ,
which by Theorem 18 contradicts the SETH.
Gadgets needed for hardness reduction. From now on we assume thatH is a bipartite graph, whose
complement is not a circular-arc graph and (α, β, γ) is the triple given by Lemma 10. In order to prove
Theorem 18 we will need two gadgets. The first one is a graph called an assignment gadget and has two
special vertices. Its main goal is to ensure that a certain coloring of one special vertex forces a certain
coloring of the other special vertex.
Definition 19 (Assignment gadget). Let S be an incomparable set in H contained in the same biparti-
tion class as α, β, γ and let v ∈ S. An assignment gadget is a graph Av with H-lists L and with special
vertices x, y, such that:
(A1.) L(x) = S and L(y) = {α, β, γ},
(A2.) for every u ∈ S and for every a ∈ {α, β} there exists a list homomorphism ϕ : (Av , L)→ H such
that ϕ(x) = u and ϕ(y) = a,
(A3.) there exists a list homomorphism ϕ : (Av, L)→ H such that ϕ(x) = v and ϕ(y) = γ,
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(A4.) for every list homomorphism ϕ : (Av, L)→ H it holds that if ϕ(y) = γ, then ϕ(x) = v,
(A5.) Av − {x} is a tree,
(A6.) deg(x) = (|S| − 1)2 and deg(y) = |S| − 1,
(A7.) the degree of every vertex of Av , possibly except x and y, is at most 3.
The second gadget is called a switching gadget. It is a path T with a special internal vertex q, whose
list is {α, β, γ}, and endvertices with the same list {α, β}. Coloring both endvertices of T with the same
color, i.e., coloring both with α or both with β, allows us to color q with one of α, β, but “switching sides”
from α to β forces coloring q with γ.
Definition 20 (Switching gadget). A switching gadget is a path T of even length with H-lists L, end-
vertices p, r, called respectively the input and the output vertex, and one special internal vertex q, called a
q-vertex, in the same bipartition class as p, r, such that:
(S1.) L(p) = L(r) = {α, β} and L(q) = {α, β, γ},
(S2.) for every a ∈ {α, β} there exists a list homomorphism ϕ : (T,L)→ H , such that ϕ(p) = ϕ(r) = a
and ϕ(q) 6= γ,
(S3.) there exists a list homomorphism ϕ : (T,L)→ H , such that ϕ(p) = α, ϕ(r) = β, and ϕ(q) = γ,
(S4.) for every list homomorphism ϕ : (T,L)→ H , if ϕ(p) = α and ϕ(r) = β, then ϕ(q) = γ.
Note that in a switching gadget we do not care about homomorphisms that map p to β and r to α.
Later, when discussing assignment and switching gadgets, we will use the notions of x-, y-, p-, q-, and
r-vertices to refer to the appropriate vertices introduced in the definitions of the gadgets.
The following two lemmas show that both, the assignment gadget and the switching gadget, even with
some additional restrictions, can be constructed. Since their proofs are quite technical, they are postponed
to Section 5.
Lemma 21 (Construction of the assignment gadget). Let H be an undecomposable, connected, bipar-
tite graph, whose complement is not a circular-arc graph. Let (α, β, γ) be the triple from Lemma 10. Let S
be an incomparable set in H contained in the same bipartition class as α, β, γ, such that k := |S| > 2. Let
g ∈ N. Then for every v ∈ S there exists an assignment gadget Av such that girth(Av) > g and for any
distinct vertices a, b inAv of degree at least 3 it holds that dist(a, b) > g, dist(a, x) > g, dist(a, y) > g, and
dist(x, y) > g.
Lemma 22 (Construction of the switching gadget). Let H be an undecomposable, connected, bipartite
graph, whose complement is not a circular-arc graph. Let (α, β, γ) be the triple from Lemma 10 and let g ∈ N.
Then there exists a switching gadget T with special vertices p, q, r such that dist(p, q) > g2 and dist(r, q) >
g
2 .
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Reduction. Suppose that we can construct both, the assignment gadget and the switching gadget. Let
us show that this is sufficent to prove Theorem 18. The proof is an extension of the construction of Lok-
shtanov, Marx, and Saurabh for the special case if H is a complete graph, i.e., the List k-Coloring prob-
lem [43].
Proof of Theorem 18. Let φ be an instance of CNF-Sat with n variables and m clauses. Let ε > 0 and
k = i(H). Let S be a maximum incomparable set contained in one bipartition class of H , i.e., |S| = k.
Let α, β, γ be the vertices of H , in the same bipartition class as S, given by Lemma 10. Let α′, β′ be the
vertices such that edges αα′, ββ′ induce a matching in H , they exist by Lemma 10. Observe that k > 3,
since vertices α, β, γ are pairwise incomparable. Moreover, we define λ := logk(k − ε). Observe that
λ < 1. We choose an integer p sufficiently large so that λ pp−1 < 1 and define t :=
⌈
n
⌊log kp⌋
⌉
=
⌈
n
⌊p·log k⌋
⌉
.
We will construct a graph G withH-lists L such that:
1. there exists a list homomorphism ϕ : (G,L)→ H if and only if φ is satisfiable,
2. the size of a minimum feedback vertex set in G is at most t · p,
3. |V (G)| = (n +m)O(1).
We partition the variables of φ into t sets F1, . . . , Ft called groups, such that |Fi| 6 ⌊log k
p⌋. For
each i ∈ [t] we introduce p vertices xi1, . . . , x
i
p and for every s ∈ [p] we set L(x
i
s) := S. Each coloring
of these vertices will be interpreted as a truth assignment of variables in Fi. Note that there are at most
2⌊log k
p⌋ 6 kp possible truth assigments of variables in Fi and there are k
p possible colorings of xi1, . . . , x
i
p,
respecting lists L. Thus we can define an injective mapping that assigns a distinct coloring of vertices
xi1, . . . , x
i
p to each truth assignment of the variables inFi, note that some coloringsmay remain unassigned.
For every clause C of φ we introduce a path PC constructed as follows. Consider a group Fi that con-
tains at least one variable fromC , and a truth assignment of Fi that satisfiesC . Recall that this assignment
corresponds to a coloring f of vertices xi1, . . . , x
i
p. We introduce a switching gadget T
i,f
C , whose q-vertex
is denoted by qi,fC . We fix an arbitrary ordering of all switching gadgets introduced for the clause C . For
every switching gadget but the last one, we identify its output vertex with the input vertex of the succesor.
We add vertices xC with L(xC) = {α
′} and yC with L(yC) = {β
′}. We add an edge between xC and
the input of the first switching gadget, and between yC and the output of the last switching gadget. This
completes the construction of PC .
Now consider a switching gadget T i,fC introduced in the previous step. Recall that C is a clause of φ,
and f is a coloring of xi1, . . . , x
i
p corresponding to a truth assignment of variables in Fi, which satisfies C .
Let us define vs := f(x
i
s) for s ∈ [p]. For every s ∈ [p], we call Lemma 21 to construct the assignment
gadget Avs . Here we do not care about the girth of this gadget, so g can be chosen arbitrarily. We identify
the x-vertex of Avs with x
i
s and the y-vertex with q
i,f
C . This completes the construction of (G,L) (see
Figure 2), note that the construction is performed in time (n+m)O(1).
Let us show that (G,L) satisfies the desired properties.
Claim 18.1. φ is satisfiable if and only if (G,L)→ H .
Proof of Claim. First assume that there exists a list homomorphism ϕ : (G,L) → H . For each i ∈ [t]
consider the coloring ϕ restricted to vertices xi1, . . . , x
i
p. If this coloring does not correspond to any truth
assignment of the variables inFi, we set all these variables to false. Otherwise, we set the values of variables
in Fi according to the truth assignment corresponding to ϕ|{xi1,...,xip}
. Let us prove that the obtained truth
assignment satisfies φ.
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Figure 2: The path PC for a clause C and vertices x
i
s for i ∈ [t], s ∈ [p].
Consider any clauseC ofφ. Sinceϕ is a list homomorphism, we know thatϕ(xC) = α
′ andϕ(yC) = β
′.
Thus ϕ maps the input vertex of the first switching gadget on PC , i.e., the unique vertex adjacent to xC ,
to α. Indeed, the list of this vertex is {α, β}, and β is non-adjacent to α′ inH . Similarly, the output vertex
of the last switching gadget on PC , i.e., the only vertex that is adjacent to yC , must be mapped to β. That
implies that on PC there is at least one switching gadget T
i,f
C , whose input is mapped to α and the output
is mapped to β. By the property (S4.) in Definition 20 (of a switching gadget), it holds that ϕ(qi,fC ) = γ.
Recall that in the construction of (G,L) we added T i,fC for a truth assignment of variables in Fi, which
satisfies C , and f is a coloring of xi1, . . . , x
i
p corresponding to that assignment. Moreover, the q-vertex of
T i,fC , i.e., q
i,f
C , was identified with y-vertices of assignment gadgets Avs , where vs = f(x
i
s) for s ∈ [p]. On
the other hand, the x-vertex of Avs is x
i
s. By the definition of an assignment gadget (property (A4.) in
Definition 19), if the y-vertex of Avs is mapped to γ, then the x-vertex must be mapped to vs. Thus for
every s ∈ [p] it holds that ϕ(xis) = vs = f(x
i
s). Since the values of the variables in Fi were assigned
according to the homomorphism ϕ and f corresponds to an assignment that satisfies C , the clause C is
satisfied.
Now assume that there exists a satisfying assignment w of φ. Recall that for every i ∈ [t], the as-
signment w restricted to Fi corresponds to some coloring fi of the vertices x
i
1, . . . , x
i
p. So we can define
ϕ(xis) := fi(x
i
s) for every s ∈ [p] and i ∈ [t]. Now for every clause C we choose one group Fi that
contains a variable satisfying φ in the assignment w, it exists since every clause is satisfied by w. Since
w restricted to Fi satisfies C , we observe that there is a switching gadget T
i,fi
C introduced for the triple
(C, i, fi) and the q-vertex of this gadget is q
i,fi
C . We set ϕ(q
i,fi
C ) := γ and extend ϕ on PC in a way that:
a) ϕ(xC) := α
′,
b) all input and output vertices of switching gadgets between xC and T
i,fi
C on PC are mapped to α,
c) the input vertex of T i,fiC is mapped to α and the output vertex is mapped to β (recall that q
i,fi
C is already
mapped to γ)
d) inputs and outputs of all remaining switching gadgets on PC are mapped to β,
e) ϕ(yC) := β
′.
We extend ϕ to all remaining vertices of switching gadgets mentioned in b) and d). We do it in a way, that
every q-vertex is mapped to α or β (it is possible by property (S2.) in Definition 20). Next, we can extend
ϕ to remaining vertices of T i,fiC . Note that this is possible by property (S3.) in Definition 20.
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It only remains to extend ϕ to the vertices from assignment gadgets. Observe that if for some assign-
ment gadgetAvs for s ∈ [p] its y-vertex is mapped to one of {α, β} and x-vertex is mapped to u ∈ S, then
we can always extend ϕ to all remaining vertices ofAvs by property (A2.) in Definition 19. So assume that
the y-vertex ofAvs is mapped to γ. Recall that the only q-vertex on PC that was mapped to γ is q
i,fi
C , where
fi corresponds to the assignment w restricted to Fi. Thus if the y-vertex of the assignment gadget Avs is
mapped to γ, then that y-vertex is exactly qi,fiC and by the construction of (G,L) it holds that vs = fi(x
i
s).
Moreover, for every s ∈ [p], the y-vertex of the assignment gadget Afi(xis) is q
i,fi
C , again it follows from
the construction of (G,L). Thus all assignment gadgets whose y-vertex is mapped by ϕ to γ are exactly
Afi(xis) for s ∈ [p]. Since x-vertices of these gadgets, i.e., x
i
1, . . . , x
i
p, are already mapped according to fi,
we can also extend ϕ to all vertices of the gadgets by the property (A3.) in Definition 19. 
Claim 18.2. The set
⋃t
i=1{x
i
1, . . . , x
i
p} is a feedback vertex set in G.
Proof of Claim. First observe thatG consists of: pairwise disjoint pathsPC , the independent set
⋃t
i=1{x
i
1, . . . , x
i
p},
and assignment gadgets Av . Moreover, every assignment gadget Av has exactly one common vertex with
exactly one path PC , and x-vertices of all assignment gadgets are contained in
⋃t
i=1{x
i
1, . . . , x
i
p}. By
the definition of an assignment gadget, every cycle entirely contained in Av contains the x-vertex of Av
(property (A5.) in Definition 19). Thus, every cycle in G contains a vertex from
⋃t
i=1{x
i
1, . . . , x
i
p}. 
Suppose that the instance (G,L) of LHom(H) can be solved in time (k − ε)fvs(G) · |V (G)|O(1). By
Claim 18.2 there is a feedback vertex set in G of size t · p and thus fvs(G) 6 t · p. Moreover, |V (G)| =
(n + m)O(1). Hence, (k − ε)fvs(G) · |V (G)|O(1) 6 (k − ε)t·p · (n + m)O(1). By Claim 18.1 solving the
instance φ of CNF-Sat is equivalent to solving the instance (G,L) of LHom(H) and thus CNF-Sat can be
solved in time:
(k−ε)t·p·(n+m)O(1) = klogk(k−ε)·p·t·(n+m)O(1) = kλ·p·t·(n+m)O(1) = k
λ·p·
⌈
n
⌊p·log k⌋
⌉
·(n+m)O(1). (1)
Let us analyze the exponent more carefully:
λ·p·
⌈ n
⌊p · log k⌋
⌉
6 λ·p·
(
n
⌊p · log k⌋
+1
)
6 λ·p·
(
n
p · log k − 1
+1
)
6 λ·p·
(
n
(p− 1) · log k
+1
)
. (2)
By the choice of p it holds that:
λ · p ·
(
n
(p − 1) · log k
+ 1
)
= λ ·
p
p− 1
·
n
log k
+ λ · p 6 δ′ ·
n
log k
+ λ · p, (3)
where δ′ < 1. Recall that p and λ do not depend on n andm. Thus the instance φ of CNF-Sat can be
solved in time:
kδ
′· n
log k
+λ·p · (n+m)O(1) = kδ
′· n
log k · (n+m)O(1) = 2δ
′·n · (n+m)O(1) = (2− δ)n · (n+m)O(1) (4)
for some δ > 0, which contradicts the SETH.
Let us point out that the pathwidth of the graph constructed in the proof of Theorem 18 is bounded
by t · p + f(H), for some function f of H (see also [43]). Furthermore, we note that the constructed
instance satisfies conditions 1. and 2. of Definition 11. Moreover, in any instance of LHom(H), if a list
L(v) contains vertices x, y such that N(x) ⊆ N(y), then we can safely remove x from the list. Thus we
actually proved the following.
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Remark 23. Theorem 17 and Theorem 18 hold, even if we assume that the instance (G,L) is consistent.
3.2 Lower bound for general target graphs
In this section we extend our results from Theorem 17 to the general case, i.e., we do not assume that the
graphH is bipartite. In particular, we allow loops inH . Recall that byH∗ we denote a graph whose vertex
set is V (H∗) = {v′, v′′ | v ∈ V (H)} and there is an edge v′u′′ in H∗ if and only if vu ∈ E(H).
Theorem 2 b). Let H be a connected non-bi-arc graph. Even if H is fixed, there is no algorithm that solves
every instance (G,L) of LHom(H) in time (i∗(H) − ε)fvs(G) · |V (G)|O(1) for any ε > 0, unless the SETH
fails.
Proof. For contradiction, suppose that there exists a connected non-bi-arc graphH , a constant ε > 0, and
an algorithmA that solves LHom(H) for every instance (G,L) in time (i∗(H)− ε)fvs(G) · |V (G)|O(1). We
can assume thatH is non-bipartite, otherwise by Theorem 17 we get a contradiction with the SETH.
Consider a consistent instance (G,L) of LHom(H∗). Let (G,L′) be an instance of LHom(H) obtained
as in Proposition 12, clearly it can be constructed in polynomial time. Recall that if H is a non-bipartite,
connected, non-bi-arc graph, thenH∗ is connected bipartite graph, whose complement is not a circular-arc
graph and thusH∗ satifies the assumptions of Theorem 17. Moreover, i∗(H) = i∗(H∗).
We can use the algorithm A to solve the instance (G,L′) of LHom(H) in time (i∗(H) − ε)fvs(G) ·
|V (G)|O(1) , which, by Proposition 12, is equivalent to solving the instance (G,L) of LHom(H∗) in time
(i∗(H∗)− ε)fvs(G) · |V (G)|O(1) . By Theorem 17 and Remark 23 it is a contradiction with the SETH.
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4 Parameter: cutwidth
4.1 Lower bounds for LHom(H), bipartite target graphs
Similarly as for feedback vertex set let us first prove Theorem 3 in bipartite case. Recall that for a positive
integer g, by Cg we denote the class of all graphs G that are bipartite, with maximum degree 3, girth at
least g, and all vertices of degree 3 in G are pairwise distance at least g.
Theorem 24. LetH be the class of connected, bipartite graphs, whose complement is not a circular-arc graph,
and let g ∈ N.
a) For every H ∈ H, there is no algorithm that solves every instance (G,L) of LHom(H), where G ∈ Cg , in
time (mim∗(H)− ε)ctw(G) · |V (G)|O(1) for any ε > 0, unless the SETH fails.
b) There exists a universal constant 0 < δ < 1, such that for every H ∈ H, there is no algorithm that solves
every instance (G,L) of LHom(H), where G ∈ Cg , in time mim
∗(H)δ·ctw(G) · |V (G)|O(1), unless the
ETH fails.
Similarly to the case of Theorem 17, it is sufficient to show the following.
Theorem 25. Let H′ be the class of connected, undecomposable, bipartite graphs, whose complement is not
a circular-arc graph, and let g ∈ N.
a) For every H ∈ H′, there is no algorithm that solves every instance (G,L) of LHom(H), where G ∈ Cg , in
time (mim∗(H)− ε)ctw(G) · |V (G)|O(1) for any ε > 0, unless the SETH fails.
b) There exists a universal constant 0 < δ < 1, such that for every H ∈ H′, there is no algorithm that solves
every instance (G,L) of LHom(H), where G ∈ Cg , in time mim
∗(H)δ·ctw(G) · |V (G)|O(1), unless the
ETH fails.
It can be shown that Theorem 24 a) is equivalent to Theorem 25 a) and that Theorem 24 b) is equivalent
to Theorem 25 b). Since the proofs of the equivalence are analogous, let us show only one of them.
(Theorem 24 a)→Theorem 25 a))Assume the SETHand suppose that Theorem 24 a) holds and Theorem 25 a)
fails. Then there exist a connected, bipartite, udecomposable graphH , whose complement is not a circular-
arc graph, g ∈ N, ε > 0, and an algorithm A that solves every instance (G,L) of LHom(H) such that
G ∈ Cg in time (mim(H)− ε)
ctw(G) · |V (G)|O(1) . The properties ofH imply thatmim∗(H) = mim(H).
Thus every instance (G,L) of LHom(H) such that G ∈ Cg can be solved in time (mim
∗(H) − ε)ctw(G) ·
|V (G)|O(1) . By Theorem 24 a) we get a contradiction with the SETH.
(Theorem 25 a)→Theorem 24 a))Assume the SETHand suppose that Theorem 25 a) holds and Theorem 24 a)
fails. Then there exist a connected, bipartite graph H , whose complement is not a circular-arc graph,
g ∈ N, ε > 0, and an algorithm A that solves every instance (G,L) of LHom(H) such that G ∈ Cg in
time (mim∗(H)− ε)ctw(G) · |V (G)|O(1) . Let H ′ be an induced subgraph of H such thatH ′ is connected,
undecomposable, is not a complement of a circular-arc graph, and mim(H ′) = mim∗(H). Observe that
any instance (G,L) of LHom(H ′) can be seen as an instance of LHom(H) such that only vertices of H ′
appear on listsL. Thus we can use the algorithmA to solve any instance (G,L) of LHom(H ′)withG ∈ Cg
in time (mim∗(H)−ε)ctw(G) · |V (G)|O(1) = (mim(H ′)−ε)ctw(G) · |V (G)|O(1) , which, by Theorem 25 a),
contradicts the SETH.
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Now we will show how to modify the reduction from Theorem 18 to prove Theorem 25. To get an
intuition about what needs to be done, recall that in order to obtain a bound on the cutwidth, we need
to bound the pathwidth and the maximum degree. Also, as we already observed, the pathwidth of the
instance constructed in Theorem 18 is upper-bounded by the correct value, so we need to take care of
vertices of large degree.
Lemma 26. Let g ∈ N and letH be a connected, bipartite, undecomposable graph, whose complement is not
a circular-arc graph. Let k := mim(H). Let φ be an instance of CNF-Sat with n variables and m clauses.
Let p be a positive integer and let t :=
⌈
n
⌊p·log k⌋
⌉
. Then there exists an instance (G˜, L˜) of LHom(H) which
satisfies the following properties.
(1.) (G˜, L˜)→ H if and only if φ is satisfiable,
(2.) ctw(G˜) 6 t · p+ f(g,H), where f is some function of g and H ,
(3.) G˜ ∈ Cg,
(4.) |V (G˜)| = (n+m)O(1).
Moreover, (G˜, L˜) can be constructed in polynomial time in (n+m).
Proof. Let S be a strongly incomparable set in H of size k = mim(H), contained in one bipartition class.
Let S′ be a set such that S ∪ S′ induces a matching of size k in H , and let (α, β, γ) be the triple given
by Lemma 10, such that α, β, γ are in the same bipartition class as S. We repeat the construction of the
instance (G,L) of LHom(H), such that (G,L) → H if and only if φ is satisfiable, from the proof of
Theorem 18. This is possible since S is in particular incomparable. Furthermore, in the construction of
(G,L) we did not use the fact that S was maximum, we only needed that |S| > 2, which is the case as
{α, β} is strongly incomparable. Although in the proof of Theorem 18 we did not care about girth of the
gadgets and distances between vertices of degree 3, now in the construction of (G,L), while introducing
gadgets from Lemma 21 and Lemma 22, we introduce such assignment gadgets in which:
• the girth is at least g,
• the distance of vertices of degree at least 3 is at least g,
• the distance between the x-vertex and the y-vertex is at least g,
• every vertex of degree at least 3 is at distance at least g from the x-vertex and the y-vertex.
Similarly, we introduce such switching gadgets with special vertices p, q, r, in which dist(p, q) > g2 and
dist(r, q) > g2 . We are going to modify the instance (G,L) into the instance (G˜, L˜) with the properties
listed in the statement of the lemma.
However, before we do that, let us fix an arbitrary ordering of clauses C1, . . . , Cm in φ, which implies
the ordering of paths PC in G. Then we can fix an ordering of all q-vertices in G, so that a q-vertex q1
precedes a q-vertex q2, if:
• q1 belongs to the path PCi and q2 belongs to the path PCj , such that i < j, or
• q1 and q2 belong to the same path PC , and q1 precedes q2 on PC (the order of the vertices of each
path PC is such that xC is the first vertex and yC is the last vertex).
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Figure 3: The switching gadget T and the group of vertices xis for s ∈ [p] before the step of splitting
q-vertices (left) and after the step in the case that {α, β, γ} is a strongly incomparable set (right).
Finally, let us fix an ordering of the assignment gadgets inG as follows. Recall that every q-vertex qi,fC
is a y-vertex of p assignment gadgets whose x-vertices are, respectively, xi1, . . . , x
i
p. We fix an ordering of
the assignment gadgets so that the assignment gadget A1 precedes the assignment gadget A2 if:
• the y-vertex of A1 precedes the y-vertex of A2 in the fixed order of the q-vertices, or
• A1 andA2 have the same y-vertex q
i,f
C and x-vertices ofA1 andA2 are, respectively, x
i
j and x
i
s, with
j < s.
Now we are ready to modify the instance (G,L). It turns out that we only need to take care of q-
vertices and x-vertices, as their large degree forces large cutwidth. The construction of (G˜, L˜)will be thus
performed in two steps.
Step 1. Splitting q-vertices. Recall that every q-vertex of a switching gadget is a y-vertex of p assign-
ment gadgets and the degree of each y-vertex in the assignment gadget is k − 1. For every q-vertex q,
in order to reduce its degree, we will split q into p · (k − 1) vertices q1, . . . , qp·(k−1). In this step, the
construction depends on the structure of H . Let us consider two cases.
Case I. The set {α, β, γ} is strongly incomparable. Letα, β, γ be vertices such that edgesαα, ββ, γγ
induce a matching inH . We split every q-vertex q from a path PC into p · (k− 1) vertices q1, . . . , qp·(k−1),
each for every neighbor of q inside assignment gadgets. After this operation we remove q from the graph.
For every j ∈ [p · (k − 1) − 1] we introduce a path Qj of even length which is at least g, with lists of
consecutive vertices {α, β, γ}, {α, β, γ}, . . . , {α, β, γ}, and we identify its endvertices with qj and qj+1.
In the same way, we introduce paths Q0 and Qp·(k−1) and we identify endvertices of Q0 with q1 and the
vertex preceding q on PC , and we identify endvertices of Qp·(k−1) with qp·(k−1) and the vertex following
q on PC (see Figure 3). Finally, let us fix an ordering a1, a2, . . . , ap·(k−1) of neighbors of q in assignment
gadgets such that for j ∈ [p − 1] vertices of the assignment gadget with the x-vertex xij precede vertices
of the assignment gadget with the x-vertex xij+1. The order of the neighbors from the same assignment
gadget is arbitrary. For every j ∈ [p · (k − 1)] we add an edge between qj and aj (see Figure 3). This
completes the step of splitting q-vertices in this case.
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q{w1, w3, w5} {w2, w6} {w3, w5}
q1
{w3, w5}
q2
{w3, w5} {w2, w6} {w2, w6}
qp·(k−1)
{w3, w5}
Q1 Q2
q
{w1, w3, w5} {w2, w6, w8} {w3, w7} {w2, w6} {w3, w5}
q1
{w3, w5}
q2
{w3, w5}
qp·(k−1)
{w3, w5}
Q1 Q2
(a) The construction of the pathQ in case thatH contains an induced C6 with consecutive vertices w1, . . . , w6 and
α = w1, β = w5, γ = w3 (above) and in case that H contains an induced C8 with consecutive vertices w1, . . . , w8
and α = w1, β = w5, γ = w3 (below).
{w3, w5} {w2, w6} {w3, w5} {w2, w6} {w2, w6} {w3, w5}
Qj =
(b) The construction of each subpathQj , for j = 0, . . . p · (k−1), used in the construction ofQ. The length of each
Qj is at least g.
Figure 4: The construction of the path Q from the step of splitting q-vertices, case 2. The new q-vertices
are marked gray.
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Figure 5: The switching gadget T and the group of vertices xis for s ∈ [p] before the step of splitting
q-vertices (left) and after introducing the path Q in the case that {α, β, γ} is not strongly incomparable
(right).
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Case II: The set {α, β, γ} is not strongly incomparable. By Lemma 10 this means thatH contains
an induced C6 with consecutive vertices w1, . . . , w6 and α = w1, β = w5, γ = w3, or an induced C8 with
consecutive vertices w1, . . . , w8 and α = w1, β = w5, γ = w3.
In this case we leave each q-vertex q in the graph, but we introduce a pathQ withH-lists L, with q as
one of endvertices, p · (k − 1) special vertices qj for j ∈ [p · (k − 1)], with list L(qj) = {β, γ} and such
that:
• for every list homomorphism ϕ : (Q,L) → H , if q is mapped to γ, then for every j ∈ [p · (k − 1)]
the vertex qj is mapped to γ.
• there exists a list homomorphism ϕ : (Q,L) → H such that ϕ(q) = γ and ϕ(qj) = γ for every
j ∈ [p · (k − 1)].
• for every c ∈ {α, β} there exists a list homomorphism ϕ : (Q,L) → H such that q is mapped to c
and for every j ∈ [p · (k − 1)] the vertex qj is mapped to β,
• for every distinct j, s ∈ [p·(k−1)], the distance between the vertices qj and qs is at least g. Moreover,
the distance between qj and q is at least g.
The construction of the path Q is shown on Figure 4. Again, for each neighbor aj of q (the neighbors of
qi,fC are ordered as in the previous case) we add an edge qjaj and remove the edge qaj (see Figure 5).
This completes the Step 1. In both cases we will refer to the newly introduced vertices qj as q-vertices.
Step 2. Splitting x-vertices. The only vertices that might still have degree larger than 3 are vertices
from {xij | i ∈ [t], j ∈ [p]}. More precisely, the degree of the x-vertex in an assignment gadget is (k− 1)
2,
and thus the degree of an x-vertex x is d = d(x) · (k − 1)2, where d(x) is the number of the assignment
gadgets, whose x-vertex is x. We split the vertex x into d vertices x1, . . . , xd, each with list S. We remove
x from the graph. For every s ∈ [d−1]we introduce a pathXs of even length at least g, lists of consecutive
vertices S, S′, . . . , S, and we identify its endvertices with xs and xs+1, respectively. We fix an ordering
b1, . . . , bd of neighbors of x, such that if bi and bj belong, respectively, to assignment gadgets Ai and Aj ,
and Ai precedes Aj in the fixed order of the assignment gadgets, then bi precedes bj . The order of the
neighbors from the same assignment gadget is arbitrary. For every s ∈ [d] we add an edge bsxs. We will
refer to the new vertices xj introduced in this step also as x-vertices. This completes the construction of
(G˜, L˜).
Now let us verify that (G˜, L˜) satisfies desired properties. First, let us show the property (1.).
Claim 26.1. (G˜, L˜)→ H if and only if φ is satisfiable.
Proof of Claim. Recall that (G,L) → H if and only if φ is satisfiable. Thus it is sufficient to show that
(G˜, L˜) → H if and only if (G,L) → H . So suppose first that there exists a list homomorphism ϕ :
(G,L)→ H . We consider two cases, depending on which case in Step 1. was applied.
If the first case in Step 1. was applied, we define ϕ˜ : (G˜, L˜) → H as follows. For every vertex v of G
that is not a q-vertex or an x-vertex (note that these vertices are also vertices of G˜), we set ϕ˜(v) = ϕ(v).
For every x-vertex xj that was introduced in Step 2. for some x-vertex x in G, we set ϕ˜(xj) := ϕ(x)
and we extend ϕ˜ on the path Xj : we map odd vertices from Xj to ϕ(x) and even vertices to the private
neighbor of ϕ(x) from S′. Similarly, we extend ϕ˜ on the new q-vertices: for every q-vertex qj that was
introduced for a q-vertex q in G, we set ϕ˜(qj) := ϕ(q) and we extend ϕ˜ to the other vertices of Qj . This
completes the definition of ϕ˜ in this case.
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If the second case in Step 1. was applied, we define ϕ˜(v) := ϕ(v) for every vertex v ofG that is a vertex
of a path PC , again, these vertices are also vertices of G˜. Then for every q-vertex q, if ϕ(q) ∈ {α, β}, we
extend ϕ˜ to the vertices of the pathQ introduced for q in Step 1., so that every q-vertex qj onQ is mapped
to β. Otherwise, if q is mapped to γ, then we extend ϕ˜ toQ so that every q-vertex qj is mapped to γ. Then
we define ϕ˜(xj) := ϕ(x) for every vertex xj that was introduced for an x-vertex x in Step 2. and we
extend ϕ˜ to the vertices of the pathsXj . Finally, we extend ϕ˜ to the remaining vertices of the assignment
gadgets. Note that this is possible by the way of defining ϕ˜ on the x-vertices and q-vertices, and by the
properties (A2.) and (A3.) from Definition 19. This completes the definition of ϕ˜. It is straightforward to
verify that in both cases ϕ˜ is a list homomorphism from (G˜, L˜) toH .
Suppose now that there exists a list homomorphism ϕ˜ : (G˜, L˜)→ H . Again we consider two cases.
If the first case in Step 1. was applied, we construct a list homomorphism ϕ : (G,L) → H as follows.
For every v fromG that is not a q-vertex, or an x-vertex, we set ϕ(v) := ϕ˜(v). Observe now that for every
x-vertex x from the graph G, all the new x-vertices xj that were introduced for x must be mapped by ϕ˜
to the same vertex ofH . That follows from the construction of the pathsXj , as lists of their vertices are S
and S′, and for every s ∈ S there is exactly one s′ ∈ S′ adjacent to s. Similarly, the new q-vertices qj that
were introduced for the same q-vertex q must be mapped by ϕ˜ to the same vertex of H . Thus for every
x-vertex x in G we set ϕ(x) := ϕ˜(x1), where x1 is the first x-vertex introduced for x in the Step 2., and
for every q-vertex q we set ϕ(q) := ϕ˜(q1), where q1 is the q-vertex introduced for q in the Step 1. This
completes the definition of ϕ in this case.
If the second case in Step 1. was applied, we define ϕ(v) := ϕ˜(v) for every vertex v of a path PC . Then
for every x-vertex x from the graphGwe setϕ(x) := ϕ˜(x1), where x1 is the first x-vertex introduced for x
in Step 2. Finally, we extendϕ to all remaining vertices of the assignment gadgets. Note that in this case all
q-vertices qj introduced for the same q-vertex q aremapped by ϕ˜ to the same vertex. Moreover, if ϕ˜(q) = γ,
then ϕ˜(qj) = γ for every qj , and if ϕ˜(q) ∈ {α, β}, then ϕ˜(qj) = β for every qj , and ϕ(x) = ϕ˜(xj) for
every xj introduced for x. Therefore, extending ϕ to the remaining vertices of the assignment gadgets is
possible. It is straightforward to verify that in both cases ϕ is a list homomorphism from (G,L) toH . 
Now let us verify the property (2.).
Claim 26.2. The cutwidth of G˜ is at most t · p+ f(g,H), where f is some function of g andH .
Proof of Claim. We construct a linear layout of G˜ as follows. First we order the original paths PC (those
from graphG) according to the fixed order of clauses. Then we order vertices of those paths in a way that
vertices from PCj precede vertices of PCj+1 , and vertices on each path PC are ordered in a natural way
(the vertex xC is the first one and the vertex yC is the last one). Then, depending on the case applied in
Step 1., we either replace each q-vertex q with vertices qj and vertices of paths Qj in the following order:
Q0, q1, Q1, . . . , qp·(k−1), Qp·(k−1) (if Case 1. was applied), or we insert the vertices from the path Q just
after q, in the natural order with q being the first one.
It only remains to place the new x-vertices (i.e., vertices introduced in Step 2.), and the vertices from
the assignment gadgets. Consider an arbitrary assignment gadget, whose x-vertex before Step 2. was x
and the y-vertex before Step 1. was q. Observe that in G˜ the vertices adjacent to the vertices of the gadget
are xℓ, . . . , xℓ′ and qs, . . . , qs′ , for some ℓ and s, and where ℓ
′ = ℓ + (k − 1)2 − 1 and s′ = s + k − 2.
The vertices qs, . . . , qs′ are consecutive q-vertices introduced for q in Step 1. and the vertices xℓ, . . . , xℓ′
are consecutive x-vertices introduced for x in Step 2. We insert the vertices from the gadget, x-vertices
xℓ, . . . , xℓ′ and the pathsXℓ, . . . ,Xℓ′ (also introduced in Step 2. for x), just before the group of q-vertices
qs, . . . , qs′ . The order of the vertices from the gadget is abitrary. The x-vertices are ordered xℓ, . . . , xℓ′
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and the vertices from the paths Xℓ, . . . ,Xℓ′ are in the order of appearing on the path, with xj being the
first one from Xj . This completes the construction of the linear layout of G˜.
Consider an arbitrary cut of the layout. The edges that can possibly cross this cut are:
• at most one edge from a path PC ,
• at most one edge from a path Q,
• edges from at most one assignment gadget (together with (k − 1)2 edges from the new x-vertices
and k − 1 edges from the new q-vertices to that gadget)
• for each i ∈ [t], j ∈ [p] at most one edge from the pathXℓ that was introduced for the x-vertex x
i
j .
Thus for each cut the number of edges crossing this cut is at most a constant depending on g and H , let
us denote it by f(g,H), and at most t · p edges from the pathsXℓ. 
Now let us verify that G˜ ∈ Cg . Note that the fact that G˜ is bipartite follows directly from the construc-
tion. It remains to show the remaining conditions of the class Cg .
Claim 26.3. The maximum degree of G˜ is 3.
Proof of Claim. Observe that the only vertices ofG that might have degree larger than 3 are q-vertices and
vertices xij for i ∈ [t], j ∈ [p] – that follows from the definitions of the gadgets and the construction of
G. In the first step we reduce the degrees of q-vertices by splitting them into vertices of degree at most 3.
In the second step we repeat this for vertices xij for i ∈ [t], j ∈ [p]. Thus the maximum degree of G˜ is at
most 3. 
Claim 26.4. Vertices of degree 3 in G˜ are pairwise at distance at least g.
Proof of Claim. First observe that in all introduced gadgets the distance between the vertices of degree at
least 3 is at least g, and the applied steps did not change it. Moreover, the q-vertices in G˜ are at distance
at least g, and the x-vertices are at distance at least g. Finally, internal vertices of degree 3 from distinct
gadgets are at distance at least g, since they are at distance at least g from the special vertices of those
gadgets and only special vertices of the gadgets are adjacent to any vertices outside the gadgets. 
Claim 26.5. The girth of G˜ is at least g.
Proof of Claim. Recall that a switching gadget is a path, so it cannot contain a cycle. Furthermore, every
assignment gadget that we introduced in the construction of G˜ has girth at least g. Every other cycle in G˜,
which is not fully contained in an assignment gadget, must contain at least two distinct x-vertices, or at
least two distinct q-vertices, or at least one q-vertex and at least one x-vertex. All x-vertices and q-vertices
are pairwise at distance at least g, so the claim follows. 
By previous observations and Claim 26.3, Claim 26.4, and Claim 26.5, the property (3.) is satisfied. The
property (4.) follows directly from the construction of (G˜, L˜). Obviously, (G˜, L˜) can be constructed in
polynomial time.
Nowwe will use the construction introduced in Lemma 26 to prove Theorem 25. The proof is split into
two parts – first we will prove the statement a), and then the statement b).
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Proof of Theorem 25 a). Let ε > 0, let H be an undecomposable, bipartite graph, whose complement is
not a circular-arc graph, and let g ∈ N. Suppose now that LHom(H) can be solved in time (mim(H) −
ε)ctw(G) · |V (G)|O(1) for every instance (G,L) such that G ∈ Cg. Let φ be an instance of CNF-Sat with
n variables andm clauses. Let k := mim(H), observe that since H is not a complement of a circular-arc
graph, by Lemma 10 1., it holds that k > 2. Let λ := logk(k − ε), note that λ < 1, and let p be sufficently
large so that λ · pp−1 < 1. Let t :=
⌈
n
⌊p·log k⌋
⌉
.
We call Lemma 26 forH , g, φ, and p to construct in polynomial time the instance (G˜, L˜) of LHom(H).
By Lemma 26 (1.) solving the instance (G˜, L˜) of LHom(H) is equivalent to solving the instance φ of CNF-
Sat. Moreover, by Lemma 26 (4.) it holds that |V (G˜)| = (n +m)O(1). Thus we can solve the instance φ
in time:
(k − ε)ctw(G˜) · |V (G˜)|O(1) = (k − ε)ctw(G˜) · (n+m)O(1) 6 (k − ε)t·p+f(g,H) · (n+m)O(1) =
(k − ε)t·p · (k − ε)f(g,H) · (n+m)O(1) = (k − ε)t·p · (n+m)O(1),
where the first inequality follows from Lemma 26 (2.) and the last equality follows from the fact that g
and |H| are constant. Similarly to equations (1), (2), (3), and (4) we can deduce that the above implies that
CNF-Sat can be solved in time (2− δ)n · (n+m)O(1) for some δ > 0, which contradicts the SETH.
Proof of Theorem 25 b). Assume the ETH and let 0 < δ′ < 1 be such that 3-Sat cannot be solved in time
2δ
′·n · nO(1) for every instance φ with n variables andm clauses. Define δ := δ
′
2 . Suppose that there is an
undecomposable, bipartite graph H , whose complement is not a circular-arc graph, and an algorithm A
that solves LHom(H) for every instance (G,L) withG ∈ Cg in timemim(H)
δ·ctw(G) · |V (G)|O(1) . Let φ
be an instance of 3-Sat with n variables andm clauses. Let k := mim(H), again note that k > 2. Define
ε′ > 0 such that ε′ < kδ
′
− kδ and ε := k − kδ
′
+ ε′. Observe that λ := logk(k − ε) < δ
′. We choose
p sufficently large so that λ · pp−1 6 δ
′ and define t :=
⌈
n
⌊p·log k⌋
⌉
. As 3-Sat is a special case of CNF-Sat,
we can call Lemma 26 for H , g, p, and φ to obtain an instance (G˜, L˜) of LHom(H). Moreover, for any
instance of 3-Sat with n variables andm clauses, we can assume thatm = nO(1). By Lemma 26, solving
the instance (G˜, L˜) is equivalent to solving the instance φ of 3-Sat. Thus φ can be solved in time:
kδ·ctw(G˜) · |V (G˜)|O(1) = kδ·ctw(G˜) · nO(1) < (kδ
′
− ε′)ctw(G˜) · nO(1) = (k − ε)ctw(G˜) · nO(1).
By Lemma 26 (2.) the running time is at most (k − ε)t·p · nO(1). We can provide similar computations
as in equations (1), (2) and (3); recall that λ · pp−1 6 δ
′ so (3) applies. So we can solve any instance of 3-Sat
with n variables in time:
k
δ′· n
log k
+λ·p · nO(1) = kδ
′· n
log k · kλ·p · nO(1) = kδ
′· n
log k · nO(1) = 2δ
′·n · nO(1),
which, by the choice of δ′, contradicts the ETH.
Observe that the instance (G˜, L˜) constructed in Lemma 26 satisfies conditions 1. and 2. of Definition 11.
Similarly as in Remark 23, we conclude the following.
Remark 27. Theorem 24 and Theorem 25 hold, even if we assume that the instance (G,L) is consistent.
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4.2 Lower bounds for LHom(H), general target graphs
Now, similarly as in the proof of Theorem 2 b), we will show that Theorem 24 implies Theorem 3.
Theorem 3. Let H be the class of connected non-bi-arc graphs. For g ∈ N, let Cg be the class of subcubic
bipartite graphs G with girth at least g, such that vertices of degree 3 in G are at distance at least g.
a) For every H ∈ H, there is no algorithm that solves every instance (G,L) of LHom(H), where G ∈ Cg , in
time (mim∗(H)− ε)ctw(G) · |V (G)|O(1) for any ε > 0, unless the SETH fails,
b) There exists a constant 0 < δ < 1, such that for every H ∈ H, there is no algorithm that solves every
instance (G,L) of LHom(H), where G ∈ Cg , in timemim
∗(H)δ·ctw(G) · |V (G)|O(1) , unless the ETH fails.
Proof. First, assume the SETH and suppose that Theorem 3 a) fails. Then there exists a connected, non-bi-
arc graphH , a constant ε > 0, g ∈ N, and an algorithmA that solves LHom(H) for every instance (G,L),
such that G ∈ Cg, in time (mim
∗(H) − ε)ctw(G) · |V (G)|O(1). We can assume that H is non-bipartite,
as otherwise the result follows immediately from Theorem 24. Consider a consistent instance (G,L) of
LHom(H∗) such that G ∈ Cg . Let (G,L
′) be an instance of LHom(H) obtained as in Proposition 12,
clearly it can be constructed in polynomial time. Recall that ifH is a non-bipartite, connected, non-bi-arc
graph, then H∗ is connected, bipartite graph, whose complement is not a circular-arc graph and thus H∗
satifies the assumptions of Theorem 24. Moreover,mim∗(H) = mim∗(H∗).
We can use A to solve the instance (G,L′) of LHom(H) in time (mim∗(H) − ε)ctw(G) · |V (G)|O(1) ,
which by Proposition 12 is equivalent to solving the instance (G,L) of LHom(H∗) in time (mim∗(H∗)−
ε)ctw(G) · |V (G)|O(1), which, by Theorem 24 and Remark 27, contradicts the SETH. That completes the
proof of the statement a).
Now assume the ETH and let δ be the constant from Theorem 24 b). Suppose there exists a connected
non-bi-arc graphH and an algorithm A that solves LHom(H) for any instance (G,L), such that G ∈ Cg ,
in time (mim∗(H))δ·ctw(G) · |V (G)|O(1) . Again, we can assume that H is non-bipartite. Let (G,L) be a
consistent instance of LHom(H∗) such that G ∈ Cg and let (G,L
′) be the instance of LHom(H) given
by Proposition 12. As mim∗(H) = mim∗(H∗), we can use the algorithm A to solve the instance (G,L′)
of LHom(H), and thus the instance (G,L) of LHom(H∗) in time mim∗(H∗)δ·ctw(G) · |V (G)|O(1). By
Theorem 24 and Remark 27, this contradicts the ETH. That completes the proof of the statement b).
Finally, let us point that that in the proofs of Theorem 25 and Theorem 3, we did not claim that the
linear layout we constructed is an optimal one, we only cared that its width is upper-bounded by a correct
value. Thus the proof actually yields the following, slightly stronger statement.
Theorem 28. Let H be the class of connected non-bi-arc graphs. For g ∈ N, let Cg be the class of subcubic
bipartite graphs G with girth at least g, such that vertices of degree 3 in G are at distance at least g.
a) For every H ∈ H, there is no algorithm that solves every instance (G,L) of LHom(H), where G ∈ Cg ,
given with a linear layout of width w, in time (mim∗(H) − ε)w · |V (G)|O(1) for any ε > 0, unless the
SETH fails.
b) There exists a constant 0 < δ < 1, such that for every H ∈ H, there is no algorithm that solves every
instance (G,L) of LHom(H), whereG ∈ Cg , given with a linear layout of width w, in timemim
∗(H)δ·w ·
|V (G)|O(1), unless the ETH fails.
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4.3 Lower bounds forHom(H)
In this section we extend Theorem 3 to the non-list case, i.e., we prove Theorem 5.
Theorem 5. Let H be the class of connected non-bipartite projective cores with at least three vertices.
a) For every H ∈ H, there is no algorithm that solves every instance G of Hom(H) in time (mim∗(H) −
ε)ctw(G) · |V (G)|O(1) for any ε > 0, unless the SETH fails,
b) There exists a universal constant 0 < δ < 1, such that for every H ∈ H, there is no algorithm that solves
every instance G of Hom(H) in timemim∗(H)δ·ctw(G) · |V (G)|O(1), unless the ETH fails.
First, let us define the graph class mentioned in the statement. Recall that by the result of Hell and
Nešetřil [29], theHom(H) problem is NP-hard ifH nonbipartite and has no loops. In particular, this implies
that H has at least three vertices. We say that a graph H is a core if every homomorphism ϕ : H → H
is an automorphism, i.e., is injective and surjective. It is well-known that in order to understand the
complexity of Hom(H), it is sufficient to consider the case ifH is a core [27, 28]. The following observation
is straightforward.
Observation 29. Let H be a core. Then every two distinct vertices ofH are incomparable.
The class considered in Theorem 5 are the so-called projective graphs. The definition of these graphs
is technical, so we will skip it (see e.g. Hell, Nešetřil [28, Section 2.7]). The following equivalent character-
ization is much more relevant to our paper, see also [47].
Theorem 30 (Larose, Tardif [42]). Let H be graph with at least three vertices. The following are equiva-
lent:
1. H is projective.
2. For every L ⊆ V (H) there exist a tuple (x1, . . . , xℓ) of vertices inH and a graph FL with a tuple of its
vertices (y0, y1, . . . , yℓ) such that L = {ϕ(y0) | ϕ : FL → H, such that ϕ(y1) = x1, . . . , ϕ(yℓ) = xℓ}.
Now we are ready to prove Theorem 5.
Proof of Theorem 5. Let H be a non-bipartite projective core without loops. Note that H contains an in-
duced odd cycle Cs for s > 3 and thus H
∗ contains an induced cycle of length 2s > 6, so H∗ is not a
complement of a circular-arc graph, and thereforeH is not a bi-arc graph.
We will reduce from LHom(H), whose hardness was proven in Theorem 3. Actually, we will use the
stronger version stated in Theorem 28. Let (G,L) be an instance of LHom(H), and letπ = (v1, . . . , v|V (G)|)
be a linear layout of G of width w. Consider an instance G˜ of Hom(H) constructed as follows. For every
vi ∈ V (G) we call Theorem 30 to obtain the tuple (x
(i)
1 , . . . , x
(i)
ℓi
) of vertices inH and a graph FL(vi) with
special vertices y
(i)
0 , . . . , y
(i)
ℓi
. For every vi we introduce a copy H
(i) of the graph H and identify vertices
y
(i)
1 , . . . , y
(i)
ℓi
, respectively with x
(i)
1 , . . . , x
(i)
ℓi
in the copy H(i). Moreover, we identify y
(i)
0 with vi. Finally,
for every i ∈ [|V (G)| − 1] we add edges between the copiesH(i) andH(i+1) as follows. For every vertex
z(i) inH(i) and its corresponding copy z(i+1) inH(i+1) we add all edges between z(i) andNH(i+1)(z
(i+1)).
This completes the construction of G˜.
Let us show the following properties of G˜:
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(1) (G,L)→ H if and only if G˜→ H ,
(2) ctw(G˜) 6 w + g(H), where g is some function of H ,
(3) |V (G˜)| = |V (G)|O(1),
(4) G˜ can be constructed in polynomial time.
To see property (1), consider a list homomorphism ϕ : (G,L) → H . We define ϕ˜ : G˜ → H for
every vi ∈ V (G) as ϕ˜(vi) := ϕ(vi). Since ϕ is a list homomorphism, for every vi ∈ V (G) it holds
ϕ(vi) ∈ L(vi). Observe that by Theorem 30 we can extend ϕ˜ to the rest vertices of FL(vi) so that ϕ˜(y
(i)
1 ) =
x
(i)
1 , . . . , ϕ˜(y
(i)
ℓi
) = x
(i)
ℓi
. Then we can extend ϕ˜ to every copy H(i) as the identity function. Observe that
the edges between distinct copies of H are preserved by ϕ˜ and thus ϕ˜ is a homomorphism from G˜ toH .
So suppose now that there exists a homomorphism ϕ˜ : G˜ → H . We define ϕ := ϕ˜|V (G). Recall
that since H is a core, the mapping ϕ˜ restricted to each copy of H is an automorphism. By Theorem 30,
in order to show that ϕ respects lists L, it is sufficent to show that every copy of H is colored by ϕ˜
according to the same automorphism. Consider copiesH(i) andH(i+1) for some i ∈ [|V (G)| − 1]. Let z(i)
be an arbitrary vertex of H(i) and let z(i+1) be its corresponding vertex in H(i+1), and suppose that for
s := ϕ˜(z(i)) and u := ϕ˜(z(i+1)) we have s 6= u. Since H is a core, ϕ˜ is an automorphism on H(i+1) and
thus the image ofNH(i+1)(z
(i+1)) is precisely the setNH(u). Moreover, as z
(i) is adjacent to every vertex
inNH(i+1)(z
(i+1)), we observe that all vertices of the image ofNH(i+1)(z
(i+1))must be adjacent to s inH .
This means NH(u) ⊆ NH(s), which, by Observation 29, contradicts thatH is a core.
Now let us show the property (2). We modify the linear layout π of G to obtain a linear layout π˜ of G˜
as follows. For every vi ∈ V (G) we insert the vertices of FL(vi) and the copy H
(i) just after v (the order
of these vertices is arbitrary). Consider an arbitrary cut of π˜. The edges crossing the cut might be:
• at most w edges from G,
• edges from at most one gadget FL(v) and at most two copies of H (including edges between copies
and between the gadget and a copy).
Recall that the size of FL(v) for v ∈ V (G) depends only on H and there might be at most 2
|H| different
lists L(v). Thus there is some function of H bounding the size of each gadget FL(v). Thus we conclude
that ctw(G˜) 6 w + g(H), where g is some function ofH .
Properties (3) and (4) follow directly from the construction of G˜.
Now suppose that Hom(H) can be solved for every instance G′ in time (mim∗(H) − ε)ctw(G
′) ·
|V (G′)|O(1) for some ε > 0. Then, for an instance (G,L) of LHom(H) with a linear layout π of width
w, we can construct in polynomial time the instance G˜ of Hom(H) as above. We solve the instance G˜ in
time:
(mim∗(H)− ε)ctw(G˜) · |V (G˜)|O(1) 6 (mim∗(H)− ε)w+g(H) · |V (G)|O(1) =
(mim∗(H)− ε)w · (mim∗(H)− ε)g(H) · |V (G)|O(1) = (mim∗(H)− ε)w · |V (G)|O(1),
which is equivalent to solving the instance (G,L) with a linear layout π of width w in time (mim∗(H)−
ε)w · |V (G)|O(1) . By Theorem 28 a) it contradicts the SETH, so the statement a) follows.
Now let δ be the constant from Theorem 3 (note that δ does not depend on H) and suppose that
Hom(H) can be solved for every instance G′ in time (mim∗(H))δ·ctw(G
′) · |V (G′)|O(1). Again, in order
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to solve an instance (G,L) of LHom(H) with a linear layout π of width w, we can solve the constructed
instance G˜ of Hom(H) in time:
(mim∗(H))δ·ctw(G˜) · |V (G˜)|O(1) 6 (mim∗(H))δ·(w+g(H)) · |V (G)|O(1) =
(mim∗(H))δ·w · (mim∗(H))δ·g(H) · |V (G)|O(1) = (mim∗(H))δ·w · |V (G)|O(1),
which is equivalent to solving the instance (G,L) with π in time (mim∗(H))δ·w · |V (G)|O(1) . By
Theorem 28 b) it contradicts the ETH, so the statement b) follows.
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5 Construction of the gadgets
In this section we show how to construct the gadgets that we used in our hardness reductions. First, let
us show how we use walks for building gadgets. For a set D = {Di}
k
i=1 of walks of equal length ℓ > 1,
let P(D) be the path with ℓ+ 1 vertices p1, . . . , pℓ+1, equipped withH-lists, such that the list of pi is the
set of i-th vertices of walks in D. The vertex p1 will be called the input vertex and pℓ+1 will be called the
output vertex.
Lemma 31 ([45, 46]). Let D = {Di}
k
i=1 be a set of walks Di : si → ti of equal length ℓ > 1. Let A,B
be a partition of D into two non-empty sets. Moreover, for C ∈ {A,B}, define S(C) = {si : Di ∈ C} and
T (C) = {ti : Di ∈ C}. Suppose that S(A) ∩ S(B) = ∅ and T (A) ∩ T (B) = ∅, and every walk in A
avoids every walk in B. Then P(D) with the input vertex x, the output vertex y, and lists L, has the following
properties:
(a) L(x) = S(A) ∪ S(B) and L(y) = T (A) ∪ T (B),
(b) for every i ∈ [k] there is a list homomorphism fi : P(D)→ H , such that fi(x) = si and fi(y) = ti,
(c) for every list homomorphism f : P(D)→ H , if f(x) ∈ S(A), then f(y) /∈ T (B).
Furthermore, if every walk in B avoids every walk in A, we additionally have
(d) for every list homomorphism f : P(D)→ H , if f(x) ∈ S(B), then f(y) /∈ T (A).
Let P1,P2 be gadgets defined as above, such that lists of the output vertex of P1 and the input vertex
of P2 are equal. We define a composition of P1 and P2 as the graph P obtained by identifying the output
vertex of P1 and the input vertex of P2. The input and output of P are respectively the input of P1 and the
output of P2.
LetH be a graph and let R ⊆ V (H)k be a k-ary relation on V (H). We define an R-gadget as a graph
F withH-lists L and k special vertices x1, . . . , xk , called interface vertices, such that:
R = {(f(x1), . . . , f(xk)) | f : (F,L)→ H}.
LetH be a bipartite graph, whose complement is not a circular-arc graph and let (α, β, γ) be the triple
of vertices inH given by Lemma 10. We will consider two special k-ary relations: ORk = {α, β}
k \ {α}k
and NANDk = {α, β}
k \ {β}k . The intuition behind the names is that we think of α as false and of β as
true. We will use the ORk- and the NAND2-gadgets to construct the assignment gadget.
The existence of the ORk- and NAND2-gadgets was proved in [45, 46]. However, we will show a
sligthly different proof to obtain certain structure of the gadgets.
Lemma 32 ([45, 46]). LetH be a bipartite graph, whose complement is not a circular-arc graph, let (α, β, γ)
be defined as in Lemma 10, and let g ∈ N. For every k > 2 there exists an ORk-gadget, and an NAND2-
gadget such that:
(1.) The NAND2-gadget is a path of length at least g with endvertices as interface vertices.
(2.) The ORk-gadget is a tree and every interface vertex of the ORk-gadget is a leaf.
(3.) The maximum degree of the ORk-gadget is at most 3.
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x1 x2 xk−2
y z
xk−1
xk
NAND2
ORk−1 OR3
Figure 6: Construction of the ORk-gadget with interface vertices x1, x2, . . . , xk−2, xk−1, xk .
(4.) For any distinct vertices a, b in the ORk-gadget such that deg(a) = deg(b) = 3 it holds dist(a, b) > g.
Proof. First, note that an OR2-gadget with interface vertices x1, x2 can be obtained from an OR3-gadget
with interface vertices x1, x2, x3 by removing β from the list of x3. Moreover, observe that if we are
able to construct an ORk−1-, an OR3-, and a NAND2-gadgets for some k > 3, then we can obtain an
ORk-gadget. Indeed, consider an ORk−1-gadget with interface vertices x1, x2, . . . , xk−2, y, a NAND2-
gadget with interface vertices y′, z′, and anOR3-gadget with interface vertices z, xk−1, xk . We obtain the
ORk-gadget by identifying vertices: y with y
′ and z with z′. The interface vertices of the constructed
OR3-gadget are x1, . . . , xk (see Figure 6).
Moreover, if the ORk−1-gadget and the OR3-gadget are both trees and the NAND2-gadget is a path,
then theORk-gadget is a tree, since we only join two trees with a path (see Figure 6). The interface vertices
x1, . . . , xk of the ORk-gadget are leaves as they were in the ORk−1- and OR3-gadgets. The maximum
degree of the ORk is at most 3 since the only vertices whose degree increased by 1 are y, z which were
leaves and thus in the ORk-gadget their degree is 2. Finally, if (4.) is satisfied for both, the OR3-gadget
and theORk−1-gadget, and theNAND2-gadget is a path of length at least g, then for any distinct vertices
a, b in the ORk-gadget with degree 3 it holds dist(a, b) > g. So it is sufficent to construct a NAND2- and
an OR3-gadget.
Construction of a NAND2-gadget. First, we show how to construct the NAND2-gadget. Observe
that if we are able to construct the NAND2-gadget as a path of length ℓ < g, then we can easily obtain
the NAND2-gadget of length at least g. Indeed, we can introduce a path with H-lists L, of even length
ℓ′ > g− ℓ, with consecutive vertices p1, . . . , pℓ and lists L(pi) = {α, β} for odd i and L(pi) = {α
′, β′} for
even i, where α′, β′ are taken from Lemma 10. We identify one endvertex of theNAND2-gadget with one
endvertex of the path to obtain another NAND2-gadget of length at least g. Since edges αα
′, ββ′ induce
a matching in H , in any list homomorphism both endvertices must be mapped to the same vertex, either
α or β, and thus the properties of a NAND2-gadget are preserved by that operation.
Now let show how to construct the NAND2-gadget. If there is an induced C6 in H with consec-
utive vertices w1, . . . , w6 such that α = w1, β = w5, γ = w3, then the NAND2-gadget is a path of
length 4 with lists of consecutive vertices: {w1, w5}, {w2, w6}, {w1, w3}, {w2, w4}, {w1, w5}. Similarly, if
there is an induced C8 in H with consecutive vertices w1, . . . , w8 such that α = w1, β = w5, γ = w3,
then the NAND2-gadget is a path of length 4 with lists of consecutive vertices: {w1, w5}, {w2, w4, w8},
{w1, w3, w7}, {w2, w6}, {w1, w5}. It is straightforward to verify that in both cases the constructed graph
is indeed aNAND2-gadget. So now assume thatH does not contain an inducedC6 or an induced C8 with
α = w1, β = w5, γ = w3. Then by Lemma 10 we obtain walks:
• Xγ : α→ α,Yγ : α→ β,Zγ : β → γ such that Xγ ,Yγ avoid Zγ and Zγ avoids Xγ ,Yγ ,
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{α, β} {α, β, γ} {α, β}α
β
α
β
γ
β
α
α
β
γ
P({Xγ ,Yγ ,Zγ}) P({Xα,Yα,Zα})
Figure 7: The NAND2 gadget as the composition of P({Xγ ,Yγ ,Zγ}) and P({Xα,Yα,Zα}). Blue lines
inside the gadgets denote possible mappings of the input and the output vertex. Interface vertices are
marked gray.
• Xα : α→ β,Yα : α→ γ,Zα : β → α such that Xα,Yα avoid Zα and Zα avoids Xα,Yα.
As theNAND2-gadgetwe take the composition ofP({Xγ ,Yγ ,Zγ}) andP({X α,Yα,Zα}) (see Figure 7).
Note that the constructed graph is a path. It follows from properties of the walks and Lemma 31 that it is
indeed a NAND2-gadget.
Construction of anOR3-gadget. Now it remains to construct theOR3-gadget. In order to do that, for
every c ∈ {α, β, γ} we construct an Rc-gadget, where Rc =
(
{α, β} × {α, β, γ}
)
\ {(α, c)}. Moreover,
the Rc-gadget will be a path with endvertices x, y such that L(x) = {α, β} and L(y) = {α, β, γ} as
interface vertices. Observe that if we identify y-vertices of the Rα-, Rβ-, and Rγ-gadget, then we obtain
theOR3-gadget with x-vertices of the gadgets as interface vertices. Furthermore, in theOR3-gadget there
is only one vertex of degree 3 and all other vertices are of degree smaller than 3.
So we only need to construct the Rc-gadget for every c ∈ {α, β, γ}. If there is an induced C6 in
H with consecutive vertices w1, . . . , w6 such that α = w1, β = w5, γ = w3, then for example the Rβ-
gadget is a path of length 4 with consecutive lists {w1, w5}, {w2, w4}, {w3, w5}, {w2, w6}, {w1, w3, w5}.
The construction of the other Rc-gadgets and the case of C8 is similar (see Figure 8 where y-vertices of
the gadgets are already identified). Now let {a, b, c} = {α, β, γ} and assume that H does not contain an
induced C6 or an induced C8 with α = w1, β = w5 and γ = w3. Then by Lemma 10 there exist the
following walks:
• X : α→ β,Y : β → α, such that X avoids Y ,
• Xa : α→ b,Ya : α→ c,Za : β → a, such that Xa,Ya avoid Za and Za avoids Xa,Ya,
• Xc : α→ a,Yc : α→ b,Zc : β → c, such that Xc,Yc avoid Zc and Zc avoids Xc,Yc.
Nowwe set theRc-gadget as the composition of the gadgets: P({X ,Y}), P({Xa,Ya,Za}), P({X c,Yc,Zc}),
and P({Xc,Yc,Zc}) (see Figure 9). It follows from the definition of those walks and Lemma 31 that the
constructed graph is indeed an Rc-gadget. This completes the proof.
The next gadget we will use to construct the assignment gadget is called distiguisher and was con-
structed in [45, 46]. It is a graph Da/b, for distinct vertices a, b in H , with H-lists L and two special
vertices x, y. The lists of the special vertices are L(x) = S, for an incomparable set S such that a, b ∈ S,
and L(y) = {α, β}. InDa/b we can distingiush a and b by mapping y to β, i.e., if x is mapped to a, then y
must be mapped to α and it is possible to map x to b and y to β.
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Figure 8: The OR3-gadget in case that H contains an induced C6 (left) and an induced C8 (right). Recall
that the consecutive vertices of those cycles are denoted by (w1, w2, . . .). The sets next to vertices indicate
lists. Interface vertices are marked gray. The figure is taken from [45, 46].
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Figure 9: Construction of the Rc-gadget. Blue lines inside the gadgets denote possible mappings of the
input and the output vertex. The dashed line indicates a mapping that might exist but not necessarily.
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Lemma 33 (Construction of the distinguisher gadget [45, 46]). LetH be a connected, bipatrite, unde-
composable graph whose complement is not a circular-arc graph. Let α, β be defined as in Lemma 10. Let S be
an incomparable set inH , such that |S| > 2 and {α, β}∪S is contained in one bipartition class ofH . Let a, b
be distinct vertices of S. Then there exists a distinguisher gadget which is a pathDa/b with two endvertices x
(called input) and y (called output), and H-lists L such that:
(D1.) L(x) = S and L(y) = {α, β},
(D2.) there is a list homomorphism ϕa : (Da/b, L)→ H , such that ϕa(x) = a and ϕa(y) = α,
(D3.) there is a list homomorphism ϕb : (Da/b, L)→ H , such that ϕb(x) = b and ϕb(y) = β,
(D4.) for any c ∈ S \ {a, b} there is ϕc : (Da/b, L)→ H , such that ϕc(x) = c and ϕc(y) ∈ {α, β},
(D5.) there is no list homomorphism ϕ : (Da/b, L)→ H , such that ϕ(x) = a and ϕ(y) = β.
Now we introduce a detector gadget which will be useful in the construction of an assignment gadget.
It is a graph F˜u withH-lists L and two special vertices xu, cu. It will be used to detect if xu is colored with
u as then cu must be colored with β, and for every other coloring of xu, the vertex cu can be colored with
α.
Definition 34 (Detector gadget). Let H be a bipartite graph, whose complement is not a circular-arc
graph. Let α, β be defined as in Lemma 10. Let S be a set of vertices in H contained in one bipartition
class, let k := |S| > 2, and let u ∈ S. A detector gagdet is a graph F˜u with special vertices xu and cu, with
H-lists L, such that:
(F˜1.) L(xu) = S and L(cu) = {α, β},
(F˜2.) for every s ∈ S there exists a list homomorphism ϕ : (F˜u, L) → H such that ϕ(xu) = s and
ϕ(cu) = β,
(F˜3.) for every s ∈ S \ {u} there exists a list homomorphism ϕ : (F˜u, L)→ H such that ϕ(xu) = s and
ϕ(cu) = α,
(F˜4.) for every list homomorphism ϕ : (F˜u, L)→ H , if ϕ(xu) = u, then ϕ(cu) = β,
(F˜5.) F˜u − {xu} is a tree,
(F˜6.) deg(xu) = k − 1 and deg(cu) = 1,
(F˜7.) the degree of every vertex in F˜u, possibly except xu, is at most 3.
The gadget was first constructed in [45] (the first step in the proof of Lemma 4), but we repeat the
construction to obtain a certain structure of the gadget.
Lemma 35 (Construction of the detector gadget [45]). Let H be a connected, bipatrite, undecompos-
able graph whose complement is not a circular-arc graph. Let α, β be defined as in Lemma 10. Let S be an
incomparable set inH , such that |S| > 2 and {α, β}∪S is contained in one bipartition class ofH . Let g ∈ N
and let u ∈ S. Then there exists a detector gadget F˜u, such that girth(F˜u) > g and for any distinct a, b in F˜u
of degree at least 3 it holds that dist(a, b) > g and dist(a, xu) > g.
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ORk
Du/v1 Du/vi−1 Du/vi+1 Du/vk
Figure 10: The graph F˜u for S = {v1, . . . , vk} and u = vi.
Proof. For every w ∈ S \ {u} we call Lemma 33 for S, u,w to obtain a distinguisher gadget Du/w with
input xu,w and output yu,w. We can assume that every distinguisher Du/w is a path of length at least
g. Otherwise, if there is any distinguisher Du/w that is a path of length ℓ < g, then similarly as in the
proof of Lemma 32 (construction of the NAND2-gadget) we can append to the vertex yu,w a path of even
length ℓ′ > g−ℓwith lists of consecutive vertices {α, β}, {α′ , β′}, . . . , {α, β}, whereα′, β′ are taken from
Lemma 10, and the properties of the distinguisher gadget are preserved. We identify all input vertices into
one vertex xu. Then we call Lemma 32 to construct an ORk gadget and identify k − 1 of its k interface
vertices with the output vertices of distinguishers. Let us call the remaining k-th interface vertex of the
ORk gadget cu and the constructed graph F˜u (see Figure 10).
Now let us verify, that the constructed graph is indeed a detector gadget. Property (F˜1.) is obviously
satisfied by the construction of F˜u. To show (F˜2.), consider a list homomorphism ϕ such that ϕ(xu) = s
and ϕ(yu,w) ∈ {α, β} for every w ∈ S \ {u}. It exists by the definition of a distinguisher (properties
(D2.), (D3.), and (D4.)). We set ϕ(cu) := β and then we can extend ϕ to all vertices of the ORk-gadget.
Property (F˜3.) follows from the fact that there exists a list homomorphism ϕ : (Du/s, L) → H such
that ϕ(yu,s) = β (property (D3.)). By (D4.) we can extend ϕ to Du/w for every w ∈ S \ {u, s} so that
ϕ(yu,w) ∈ {α, β}. We can set ϕ(cu) = α and extend ϕ to remaining vertices of the ORk-gadget. To show
(F˜4.), consider a list homomorphism ϕ : (F˜u, L) → H , such that ϕ(xu) = u. Then by (D5.) it holds that
ϕ(yu,w) = α for every w ∈ S \ {u}. Since at least one of interface vertices of the ORk-gadget must be
mapped to β, we conclude that ϕ(cu) = β. Property (F˜5.) follows from the fact that each distinguisher
gadget is a path and all distinguishers share one common vertex, which is xu. Moreover, the ORk-gadget
is a tree and every distinguisher has one common vertex (endvertex) with the ORk-gadget. Thus if we
remove xu from F˜u, then we obtain a tree (theORk-gadget) and pairwise disjoint paths added to that tree
by identifying single vertices, so F˜u − {xu} is a tree (see Figure 10). Properties (F˜6.) and (F˜7.) follow
directly from the construction of F˜u. First we join k − 1 paths by identifying their endvertices into one
vertex xu and thus deg(xu) = k−1. Then we introduce anORk-gadget whose maximumdegree is at most
3 and we identify its interface vertices, whose degrees are all 1, with the other endvertices of the paths,
so the degree of each vertex, possibly except xu, is at most 3. Moreover, we do not modify the interface
vertex cu of the ORk-gadget, so its degree remains 1. Thus F˜u is indeed a detector gadget. So it remains
to show that the girth of F˜u is at least g, the vertices of degree at least 3 are pairwise at distance at least g
and at distance at least g from xu (note that we consider xu separately, since for |S| 6 3 the degree of xu
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is less than 3). First observe that the only vertices of degree at least 3might be xu and some vertices of the
ORk-gadget, and in theORk-gadget any two distinct vertices of degree at least 3 are at distance at least g.
Moreover, xu is at distance at least g from any vertex of the ORk-gadget since every distinguisher gadget
has length at least g. Therefore, vertices of degree at least 3 in F˜u are at distance at least g and at distance
at least g from xu. Finally, girth(F˜u) > g since every cycle in F˜u contains xu, whose every adjacent edge
belongs to one of k − 1 induced paths, each of length at least g.
Nowwe are ready to show how to construct the assignment gadget, but first let us remind the definition.
Definition 19 (Assignment gadget). Let S be an incomparable set in H contained in the same biparti-
tion class as α, β, γ and let v ∈ S. An assignment gadget is a graph Av with H-lists L and with special
vertices x, y, such that:
(A1.) L(x) = S and L(y) = {α, β, γ},
(A2.) for every u ∈ S and for every a ∈ {α, β} there exists a list homomorphism ϕ : (Av , L)→ H such
that ϕ(x) = u and ϕ(y) = a,
(A3.) there exists a list homomorphism ϕ : (Av, L)→ H such that ϕ(x) = v and ϕ(y) = γ,
(A4.) for every list homomorphism ϕ : (Av, L)→ H it holds that if ϕ(y) = γ, then ϕ(x) = v,
(A5.) Av − {x} is a tree,
(A6.) deg(x) = (|S| − 1)2 and deg(y) = |S| − 1,
(A7.) the degree of every vertex of Av , possibly except x and y, is at most 3.
Lemma 21 (Construction of the assignment gadget). Let H be an undecomposable, connected, bipar-
tite graph, whose complement is not a circular-arc graph. Let (α, β, γ) be the triple from Lemma 10. Let S
be an incomparable set in H contained in the same bipartition class as α, β, γ, such that k := |S| > 2. Let
g ∈ N. Then for every v ∈ S there exists an assignment gadget Av such that girth(Av) > g and for any
distinct vertices a, b inAv of degree at least 3 it holds that dist(a, b) > g, dist(a, x) > g, dist(a, y) > g, and
dist(x, y) > g.
Proof. The construction of the assignment gadget Av will be done in three steps.
Step I. The first step is the construction of a path Pu with H-lists L, and endvertices c, y with L(c) =
{α, β}, L(y) = {α, β, γ}, satisfying the following properties:
(P1.) for every a ∈ {α, β} and for every b ∈ {α, β} there exists a list homomorphism ϕ : (Pu, L) → H
such that ϕ(c) = a and ϕ(y) = b,
(P2.) there exists a list homomorphism ϕ : (Pu, L)→ H such that ϕ(c) = α and ϕ(y) = γ,
(P3.) there is no list homomorphism ϕ : (Pu, L)→ H such that ϕ(c) = β and ϕ(y) = γ.
(P4.) the length of Pu is at least g.
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Figure 11: The pathPu. Blue lines inside each gadget denote possible mappings of the input and the output
vertex of the gadget.
First observe that we can assume that the last property holds. Otherwise, as in the previous constructions
we can append a path of appropriate length with consecutive lists {α, β}, {α′ , β′}, . . . , {α, β} to the path
Pu by identifying one endvertex with c. Since αα
′ and ββ′ induce a matching in H , adding such a path
preserves the other desired properties of the path Pu.
So let us show how to construct Pu, which satisfies properties (P1.), (P2.), and (P3.). First, consider the
case thatH containsC6 as an induced subgraphwith consecutive verticesw1, . . . , w6 andα = w1, β = w5,
γ = w3. Thenwe set asPu a path of length 2with lists of consecutive vertices {w1, w5}, {w2, w6}, {w1, w3, w5}.
If H contains an induced C8 with consecutive vertices w1, . . . , w8 and α = w1, β = w5, γ = w3, then we
set asPu a path of length 4with lists of consecutive vertices {w1, w5}, {w2, w6}, {w1, w3, w7}, {w2, w4, w6, w8}, {w1, w3, w5}.
It is straightforward to verify that in both cases Pu satisfies the required properties. IfH does not contain
C6 or C8 as an induced subgraph with α = w1, β = w5, and γ = w3, then by Lemma 10, the following
walks exist in H :
• Xα : α→ β,Yα : α→ γ,Zα : β → α, such that Xα,Yα avoid Zα and Zα avoids Xα,Yα,
• Xγ : α→ α,Yγ : α→ β,Zγ : β → γ, such that Xγ ,Yγ avoid Zγ and Zγ avoids Xγ ,Yγ .
As the pathPuwe take the composition of gadgets: P({Xα,Yα,Zα}),P({Xγ ,Yγ ,Zγ}),P({Xγ ,Yγ ,Zγ})
(see Figure 11).
Step II. The next step is the construction of a graph Fu. For every u ∈ S \ {v} we call Lemma 35 for
H,S, u, g to construct a detector gadget F˜u. Then, for every u ∈ S \ {v}, we join the path Pu with the
graph F˜u by identifying vertices c and cu. Let us call the constructed graph Fu and the vertex y from the
path Pu let us call yu.
Observe that the graph Fu satisfies the following properties:
(F1.) L(xu) = S and L(yu) = {α, β, γ}.
(F2.) For every s ∈ S and every a ∈ {α, β} there exists a list homomorphism ϕ : (Fu, L)→ H such that
ϕ(xu) = s and ϕ(yu) = a.
(F3.) For every s ∈ S \ {u} there exists a list homomorphism ϕ : (Fu, L)→ H such that ϕ(xu) = s and
ϕ(yu) = γ.
(F4.) There is no list homomorphism ϕ : (Fu, L)→ H such that ϕ(xu) = u and ϕ(yu) = γ.
(F5.) Fu − {xu} is a tree.
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(F6.) deg(xu) = k − 1 and deg(yu) = 1.
(F7.) The degree of every vertex except xu in Fu is at most 3.
(F8.) Vertices of degree at least 3 are at distance at least g.
(F9.) girth(Fu) > g.
(F10.) yu and xu are at distance at least g from each other and from any vertex of degree at least 3.
Property (F1.) follows directly from the construction of Fu. Property (F2.) follows from property (F˜2.)
of F˜u and property (P1.) of Pu. Property (F3.) follows from properties (F˜3.) and (P2.). To show (F4.)
consider a list homomorphism ϕ : (Fu, L)→ H such that ϕ(xu) = u. By the property (F˜4.) it holds that
ϕ(cu) = β, which by the property (P3.) implies that ϕ(yu) 6= γ. Property (F5.) follows directly from (F˜ 5.),
since we only joined F˜u with a path by identyfing their single vertices. Properties (F6.) and (F7.) follow
from properties (F˜6.), (F˜7.), and the fact that we added a path to the graph F˜u by identifying an endvertex
with a vertex of degree 1. Properties (F8.) and (F9.) follow from the fact that by Lemma 35, every F˜u has
girth at least g and the vertices of degree at least 3 are at distance at least g. Property (F10.) follows from
property (P4.) of Pu and the fact that we constructed F˜u such that xu is at distance at least g from any
vertex of degree at least 3.
Step III. Finally, we are able to construct an assignment gadgetAv . For every u ∈ S \ {v} we introduce
the gadget Fu with special vertices xu, yu and we identify all xu’s into a single vertex x and all yu’s into
a single vertex y. That completes the construction of Av . It only remains to show that Av is indeed an
assignment gadget with girth at least g and vertices of degree at least 3 pairwise at distance at least g.
Properties (A1.), (A2.), and (A3.) from the Definition 19 follow directly from, respectively, properties (F1.),
(F2.) and (F3.) of Fu. To show (A4.) consider a list homomorphism ϕ : (Av, L) → H such that ϕ(y) = γ.
By the property (F4.), for every u ∈ S \ {v}, it holds that ϕ(x) 6= u, so the only possible mapping of
x is ϕ(x) = v. Property (A5.) follows from the property (F5.) of Fu and the fact that we joined Fu’s
by identifying xu’s into one vertex x and yu’s into one vertex y. Properties (A6.) and (A7.) follow from
properties (F6.) and (F7.) of Fu since we joined k− 1 graphs Fu (one for every u ∈ S \ {v}) by identifying
vertices xu, each of degree k− 1, into one vertex x of degree (k − 1)
2 and identifying vertices yu, each of
degree 1, into one vertex y of degree k − 1. Degrees of the other vertices did not change. Finally, let us
show that girth(Av) > g, the vertices of degree at least 3 are pairwise at distance at least g, at distance
at least g from x, y, and dist(x, y) > g. By property (F9.) we have girth(Fu) > g and by property (F10.)
the vertex yu is at distance at least g from xu. Thus by identifying xu’s and yu’s we obtain a graph with
girth at least g. Moreover, by the property (F8.), in every Fu any two vertices of degree at least 3 are at
distance at least g and by the property (F10.), we have dist(xu, yu) > g and xu, yu are at distance at least
g from any vertex of degree at least 3. Therefore, for any distinct a, b in Av of degree at least 3, it holds
that dist(a, b) > g, dist(a, x) > g, and dist(a, y) > g. That completes the proof.
Now we will show the construction of a switching gadget. Let us remind its definition first.
Definition 20 (Switching gadget). A switching gadget is a path T of even length with H-lists L, end-
vertices p, r, called respectively the input and the output vertex, and one special internal vertex q, called a
q-vertex, in the same bipartition class as p, r, such that:
(S1.) L(p) = L(r) = {α, β} and L(q) = {α, β, γ},
37
{α, β} {α, β, γ} {α, β} {α, β}
p q rβ
α α
γ
β
β
α
α
γ
β α
β α
β
P({Xβ,Yβ ,Zβ}) P({Xα,Yα,Zα}) P({X ′,Y ′})
Figure 12: The switching gadget T . Blue lines inside each gadget denote possible mappings of the input and
the output vertex of the gadget. The dashed line denotes a mapping that might exists but not necessarily.
(S2.) for every a ∈ {α, β} there exists a list homomorphism ϕ : (T,L)→ H , such that ϕ(p) = ϕ(r) = a
and ϕ(q) 6= γ,
(S3.) there exists a list homomorphism ϕ : (T,L)→ H , such that ϕ(p) = α, ϕ(r) = β, and ϕ(q) = γ,
(S4.) for every list homomorphism ϕ : (T,L)→ H , if ϕ(p) = α and ϕ(r) = β, then ϕ(q) = γ.
Finally, let us proceed to the proof.
Lemma 22 (Construction of the switching gadget). Let H be an undecomposable, connected, bipartite
graph, whose complement is not a circular-arc graph. Let (α, β, γ) be the triple from Lemma 10 and let g ∈ N.
Then there exists a switching gadget T with special vertices p, q, r such that dist(p, q) > g2 and dist(r, q) >
g
2 .
Proof. First, consider the case that there is an induced C6 with consecutive vertices w1, . . . , w6 or an
induced C8 with consecutive vertices w1, . . . , w8 in H such that α = w1, β = w5, and γ = w3. Define T
as a path of length 4 with consecutive vertices x1, x2, x3, x4, x5 and lists {w1, w5}, {w2, w4}, {w1, w3, w5},
{w2, w4}, {w1, w5}. It is straightforward to verify that in both cases T with p := x1, q := x3, and r := x5
is a switching gadget.
So now we assume that H does not contain an induced C6 or an induced C8 with α = w1, β = w5,
and γ = w3. Then by Lemma 10 there exist the following walks:
• X ′ : α→ β,Y ′ : β → α such that Y ′ avoids X ′,
• Xα : α→ β,Yα : α→ γ and Zα : β → α, such that Xα,Yα avoid Zα and Zα avoids Xα,Yα,
• Xβ : α→ α,Yβ : α→ γ and Zβ : β → β, such that Xβ,Yβ avoid Zβ and Zβ avoids Xβ,Yβ .
We set as T the composition of gadgets: P({Xβ ,Yβ,Zβ), P({X α,Yα,Zα}), and P({X
′,Y ′}) (see
Figure 12). Let p1, . . . , pℓ be consecutive vertices of T and let p := p1, q := ps, r := pℓ, where s is the
number of vertices of Xβ . By the definition, L(p) = L(r) = {α, β} and L(q) = {α, β, γ}. Remaining
properties of the switching gadget are satisfied by the properties of used walks (see Figure 12).
Finally, observe that we can always assume that in every switching gadget it holds that dist(p, q) > g2
and dist(r, q) > g2 . Otherwise, as in the proofs of Lemma 32 and Lemma 21 we can introduce paths of
appropriate even lengths with lists of consecutive vertices {α, β}, {α′ , β′}, . . . {α, β}, where α′, β′ are
taken from Lemma 10. We append each path to one of endvertices of the switching gadget. Since the
edges αα′, ββ′ induce a matching in H , adding those paths to the gadget preserves its properties. That
completes the proof.
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6 Algorithm for LHom(H) parameterized by cutwidth
In this section we will show how to generalize the algorithm for k-Coloring by Jansen and Nederlof [38],
so that it works for all target graphsH . Actually, we will present a more general result, i.e., the algorithm
that solves the so-called Binary Constraint Satisfiaction Problem.
Let us start with some definitions. In the Binary Constraint Satisfaction Problem (BCSP) we are given
a triple I = (V,D,C) such that V is the set of variables, D is family of domains (Dv)v∈V and C is the
set of binary constraints. Each constraint c is a tuple (u, v, Sc), where u, v ∈ V are distinct variables and
Sc ⊆ Du×Dv . We will identify the constraints (u, v, Sc) and (v, u, S
′
c), where S
′
c = {(b, a) | (a, b) ∈ Sc},
and treat them as the same constraint. Thus we can assume that for every pair u, v there is at most one
constraint c ∈ C , which contains variables u, v. We have to decide whether there exists a mapping w
that assigns a value from Dv to every v ∈ V so that for each constraint c = (u, v, Sc) ∈ C it holds that
(w(u), w(v)) ∈ Sc. We will always assume that each domainDv is a finite subset of N+, and byDmax we
will denote the size of a maximum setDv ∈ D.
For an instance I = (V,D,C) of BCSP a primal graph P is a graph with vertex set V and there is
an edge uv in P if there exists a constraint c ∈ C containing both variables u and v. We also define the
instance graph G(I) as a graph with vertex set {(v, d) | v ∈ V, d ∈ Dv} and there is an edge (v, dv)(u, du)
if there is a constraint c = (u, v, Sc) with (du, dv) ∈ Sc. Observe that solving an instance I of BCSP is
equivalent to finding a copy of the primal graph P inG(I), such that each u ∈ V (P ) = V is chosen from
the set {(u, du) | du ∈ Du}.
Note that an instance (G,L) of LHom(H) can be seen as an instance I = (V,D,C) of BCSP, where
the set of variables V = V (G), the domainDv = L(v) for every v ∈ V (G) and the set of constraints C is
the set of all triples (u, v, Sc) such that uv ∈ E(G) and (a, b) ∈ Sc if and only if a ∈ L(u), b ∈ L(v), and
ab ∈ E(H). The primal graph of this instance is exactlyG.
For an instance I = (V,D,C) of BCSP we define:
K(I) := max
uv∈E(P )
max
a∈Dv
|{b ∈ Du | ∃(u,v,Sc)∈C (b, a) /∈ Sc}|.
We aim to show the following theorem, recall that ω < 2.373 is the matrix multiplication exponent.
Theorem 36. Let I = (V,D,C) be an instance of BCSP and let P be its primal graph, given with the linear
ordering π = (v1, . . . , vn) of V of width k. Then the instance I can be solved in time 2
ω·K(I)·k ·(Dmax ·n)
O(1).
6.1 General setting and auxiliary results
Let I = (V,D,C) be an instance of BCSP. Let P be its primal graph and let K := K(I). For every edge
uv ∈ E(P ) we defineK mappings σ
(i)
uv : Dv → Du ∪{0}, for i ∈ [K], such that for every a ∈ Dv it holds
that
(
σ
(i)
uv (a), a
)
/∈ Sc, where c = (u, v, Sc) ∈ C .
Observe that by the definition ofK(I) it is possible that every forbidden pair of values of u, v appears
in at least one mapping. Moreover, if for any uv and a value a ∈ Dv there is no forbidden value for u,
then we can always set σ
(i)
uv (a) := 0. Note that for every uv ∈ E(P ), if we assign to u, v, respectively the
values xu ∈ Du ,yv ∈ Dv , the constraint c = (u, v, Sc) ∈ C is satisfied if and only if for every i ∈ [K] it
holds that xu 6= σ
(i)
uv (yv).
Let us fix disjoint sets of variablesX,Y ⊆ V . We define X to be the the set of all tuples x = (xu)u∈X ,
where xu ∈ Du for every u ∈ X . Similarly, Y is the set of all tuples y = (yv)v∈Y , where yv ∈ Dv for
every v ∈ Y . Let E ⊆ E(P ) be the set of edges with one endpoint inX and the other in Y . We will treat
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these edges as directed from X to Y , i.e., whenever we write uv ∈ E, we mean that u ∈ X and v ∈ Y .
Let us define a matrixM , whose rows are indexed by tuples x ∈ X, columns are indexed by tuples y ∈ Y,
and the values are:
M [x,y] :=
∏
uv∈E
K∏
i=1
(
xu − σ
(i)
uv (yv)
)
=
K∏
i=1
∏
uv∈E
(
xu − σ
(i)
uv (yv)
)
. (5)
Observe thatM [x,y] 6= 0 if and only if assigning the value xu to every u ∈ X and yv to every v ∈ Y
satisfies every constraint that contains one variable from X and one variable from Y . We will call such a
pair of tuples (x,y) a good pair.
Fix i ∈ [K] and let us analyze the factors that appear in equation (5). To simplify the notation, for a
vertex u and a set of edges Z , by degZ(u) we denote the number of edges in Z that contain u.
∏
uv∈E
(xu − σ
(i)
uv (yv)) =
∑
Z⊆E
( ∏
u∈X
(xu)
degZ(u)
)
·
( ∏
uv∈E\Z
(
− σ(i)uv (yv)
))
=
=
∑
(du∈{0,...,degE(u)})u∈X
( ∏
u∈X
xduu
)
·
( ∑
Z⊆E
∀u∈X degZ (u)=du
∏
uv∈E\Z
(
− σ(i)uv (yv)
))
.
(6)
To simplify the notation, by D we will denote the set of all tuples d = (du)u∈X , such that for every
u ∈ X it holds that du ∈ {0, . . . ,degE(u)}. For d ∈ D, x ∈ X, y ∈ Y, and i ∈ K , let us denote:
f(d,x) :=
∏
u∈X
xduu ,
g(i,d,y) :=
∑
Z⊆E
∀u∈X degZ(u)=du
∏
uv∈E\Z
(
− σ(i)uv (yv)
)
. (7)
For d ∈ DK , where d = (d(1), . . . ,d(K)), let us define the matrices L and R:
L[x,d] :=
K∏
i=1
f(d(i),x),
R[d,y] :=
K∏
i=1
g(i,d(i),y).
(8)
The rows of L are indexed by all tuples x ∈ X and the columns are indexed by all tuples d ∈ DK , and the
rows of R are indexed by all tuples d ∈ DK and columns by all tuples y ∈ Y. Note that the number of
columns of L (and thus the number of rows of R) is equal to
∣∣DK ∣∣ = |D|K = (∏u∈X(degE(u) + 1))K .
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By applying (6), (7), and (8) to (5), we can writeM [x,y] as:
M [x,y] =
K∏
i=1
∑
d
(i)∈D
f(d(i),x) · g(i,d(i),y) =
=
( ∑
d
(1)∈D
(
f(d(1),x) · g(1,d(1),y)
))
· . . . ·
( ∑
d
(K)∈D
f(d(K),x) · g(K,d(K),y)
)
=
=
∑
d
(1)∈D
. . .
∑
d
(K)∈D
(
K∏
i=1
f(d(i),x) · g(i,d(i),y)
)
=
=
∑
d
(1)∈D
. . .
∑
d
(K)∈D
(
K∏
i=1
f(d(i),x)
)
·
(
K∏
i=1
g(i,d(i),y)
)
=
=
∑
d∈DK
(
K∏
i=1
f(d(i),x)
)
·
(
K∏
i=1
g(i,d(i),y)
)
=
∑
d∈DK
L[x,d] · R[d,y].
(9)
Observe that nowM is expressed as the product of matrices L and R defined in (8).
Now we extend the definition of representing sets, introduced by Jansen and Nederlof [38].
Definition 37. Let S be a subset of X and let S′ ⊆ S. We say that S′ is an (X-Y )-representative of S (or
(X-Y )-represents S) if for every tuple y ∈ Y it holds that:
There exists x ∈ S such that (x,y) is good if and only if there exists x′ ∈ S′ such that (x′,y) is good.
In the following lemma we show that for a given S ⊆ X we can compute a small set S′ ⊆ S, which
(X-Y )-represents S.
Lemma 38. There is an algorithm that for a set S ⊆ X outputs in time
( ∏
u∈X
(degE(u) + 1)
)K·(ω−1)
· |S| ·
(
K ·
(
|X|+ |Y |
))O(1)
a set S′ ⊆ S such that |S′| 6
(∏
u∈X(degE(u) + 1)
)K
and S′ is an (X-Y )-representative of S.
Proof. We compute L[S, •], i.e., the submatrix of L consisting of the rows of the matrix L, whose indices
belong to the set S. The submatrix L[S, •] can be computed in time |S| · |D|K ·
(
K · (|X|+ |Y |)
)O(1)
. We
find a row basis of L[S, •], what can be done in timeO(|S| · |D|K·(ω−1)) [7, 33]. Let S′ = {x(1), . . . ,x(ℓ)}
be the set of indices of the rows from the basis. Since the number of columns of L is |D|K , the rank of L
is at most |D|K and hence |S′| 6 |D|K =
(∏
u∈X(degE(u) + 1)
)K
.
So let us verify that S′ is an (X-Y )-representative of S. Let y ∈ Y and let x ∈ S. Since S′ is the set
of indices of the rows from the basis, we can express the row L[x, •] as a linear combination of the rows
indexed by elements of S′:
L[x, •] =
|S′|∑
i=1
λi · L[x
(i), •],
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for some λ1, . . . , λ|S′| ∈ R. ThusM [x,y] can be expressed as follows:
M [x,y] =
( |S′|∑
i=1
λi · L[x
(i), •]
)
· R[•,y] =
|S′|∑
i=1
λi ·
(
L[x(i), •] ·R[•,y]
)
=
|S′|∑
i=1
λi ·M [x
(i),y].
Now if (x,y) is good, then M [x,y] is non-zero and thus there must be x(i) ∈ S′ such that M [x(i),y] is
non-zero. That means that for every y ∈ Y, if there is x ∈ S such that (x,y) is good, then there exists
x(i) ∈ S′, such that (x(i),y) is good. Therefore, S′ is an (X-Y )-representative of S.
6.2 Algorithm
Let I = (V,D,C) be an instance of BCSP and let P be its primal graph. Fix an ordering v1, . . . , vn of the
variables in V . For every i ∈ [n], let us define:
Vi := {v1, . . . , vi},
Xi := {u ∈ Vi | ∃v∈V \Vi uv ∈ E(P )},
Yi := {v ∈ V \ Vi | ∃u∈Vi uv ∈ E(P )}.
(10)
We also set V0, X0, and Y0 as empty sets. Note that for every i ∈ [n] it holds that if j < i and vj ∈ Xi,
then vj ∈ Xi−1, so Xi ⊆ Xi−1 ∪ {vi}. Similarly, Yi−1 ⊆ Yi ∪ {vi}.
Let V ′ ⊆ V . We say that a tuple (xu)u∈V ′ is good (on V
′) if xu ∈ Du for every u ∈ V
′ and for every
constraint (u1, u2, Sc) ∈ C , where u1, u2 ∈ V
′, it holds that (xu1 , xu2) ∈ Sc. For V
′′ ⊆ V ′ and a tuple
x = (xu)u∈V ′ , by x|V ′′ we denote the tuple x
′ = (x′u)u∈V ′′ such that x
′
u = xu for every u ∈ V
′′. By Xi we
denote the set of all tuples (xu)u∈Xi such that xu ∈ Du for every u ∈ Xi and by Yi we denote the set of
all tuples (yv)v∈Yi such that yv ∈ Dv for every v ∈ Yi. For every i ∈ [n]∪{0}, by T [i] we denote the set of
all tuples x = (xu)u∈Xi , which can be extended to a good tuple on Vi. In particular, T [0] = {∅}, where ∅
denotes the 0-tuple. In the following lemma we show how to construct for every i ∈ [n] a set T ′[i] ⊆ T [i],
which is an (Xi-Yi)-representative of T [i].
Lemma 39. Let i ∈ [n] and let T ′[i−1] ⊆ T [i−1] be an (Xi−1-Yi−1)-representative of T [i−1]. We define:
T ′[i] :=
{
x ∈ Xi | ∃x′∈T ′[i−1] ∃a∈Dvi((
x|Xi−1∩Xi = x
′|Xi−1∩Xi
)
∧
(
∀(vj ,vi,Sc)∈C: vj∈Xi−1 (x
′
vj , a) ∈ Sc
)
∧
(
vi ∈ Xi ⇒ xvi = a
))}
.
Then T ′[i] ⊆ T [i] and it is an (Xi-Yi)-representative of T [i]. Moreover, T
′[i] can be computed in time |T ′[i−
1]| · |Dvi | · n
O(1).
Proof. First, let us show that T ′[i] is a subset of T [i]. Let x = (xu)u∈Xi be a tuple from T
′[i]. Let x′ =
(x′u)u∈Xi−1 ∈ T
′[i− 1] and a ∈ Dvi be the values that justify that x ∈ T
′[i], i.e., they satisfy:
a) x|Xi−1∩Xi = x
′|Xi−1∩Xi ,
b) for every constraint (vj , vi, Sc) ∈ C with vj ∈ Xi−1, it holds that (x
′
vj , a) ∈ Sc,
c) if vi ∈ Xi, then xvi = a.
Since T ′[i− 1] ⊆ T [i− 1], the tuple x′ can be extended to a good tuple z′ on Vi−1. Recall thatXi \ {vi} ⊆
Xi−1. Moreover, for every vj ∈ Xi−1 such that (vj , vi, Sc) ∈ C it holds that (x
′
vj , a) ∈ Sc. Thus x can be
extended to a good tuple z = (zu)u∈Vi , such that zu := z
′
u for every u ∈ Vi−1 and zvi = a, and therefore
x ∈ T [i].
Now it remains to show that T ′[i] is an (Xi-Yi)-representative of T [i]. Let y = (yv)v∈Yi be a tuple
in Yi and suppose that there exists a tuple x = (xu)u∈Xi ∈ T [i], such that the pair (x,y) is good. Let
z = (zu)u∈Vi be a good tuple that extends x on Vi. Note that the pair (z,y) is good. Let us define
y′ = (y′v)v∈Yi−1 such that y
′|Yi−1∩Yi = y|Yi−1∩Yi and if vi ∈ Yi−1, then y
′
vi := zvi . Note that y
′ is well-
defined, as Yi−1 ⊆ Yi ∪ {vi}. Define z
′ := z|Xi−1 . Now observe that the pair (z
′,y′) is good. Moreover, by
the definition, the tuple z′ can be extended to a good tuple on Vi−1, so z
′ ∈ T [i− 1].
Recall that T ′[i − 1] is an (Xi−1-Yi−1)-representative of T [i − 1]. Thus there exists a tuple x
′′ =
(x′′u)u∈Xi−1 ∈ T
′[i − 1], such that the pair (x′′,y′) is good. Define x′ = (x′u)u∈Xi such that x
′|Xi−1∩Xi :=
x′′|Xi−1∩Xi and if vi ∈ Xi, then we set x
′
vi := zvi . By the definition of T
′[i] it holds that x′ ∈ T ′[i].
Moreover, the pair (x′,y) is good. Therefore, T ′[i] is an (Xi-Yi)-representative of T [i], which completes
the proof.
Now we are ready to prove Theorem 36.
Proof of Theorem 36. Let I = (V,D,C) be an instance of BCSP, let P be its primal graph and let K :=
K(I). Let π = (v1, . . . , vn) be a linear layout of vertices of P of width k. For every i ∈ [n], by Ei we
denote the set of edges in P with one endpoint in Xi and the other in Yi.
For every i ∈ [n], we will construct a set T ′[i] that is an (Xi-Yi)-representative of T [i]. Note that the
sets Xn and Yn are empty. Thus T [n], which is the set of all tuples (xu)u∈Xn that can be extended to a
good tuple (xu)u∈Vn , is either empty or contains a 0-tuple ∅. The latter one holds if and only if there exists
an assignment of values to all variables in V that satisfies every constraint in C . Therefore, the instance
(V,D,C) is a yes-instance of BCSP if and only if T [n] is non-empty. Moreover, the set T [n] is non-empty
if and only if its representing set T ′[n] is non-empty. So in order to solve the instance (V,D,C), it is
sufficent to compute a set T ′[n] that is an (Xn-Yn)-representative of T [n].
Recall that T [0] = {∅} and thus we set T ′[0] := {∅}. For every i ∈ [n] we proceed as follows. Since
we have already computed a set T ′[i − 1], which is an (Xi−1-Yi−1)-representative of T [i − 1], we can
call Lemma 39 to construct a set T ′[i], that is an (Xi-Yi)-representative of T [i]. Then we call Lemma 38
for S = T ′[i] to obtain another set, T ′′[i], that is an (Xi-Yi)-representative of T
′[i] and its size is at most(∏
u∈Xi(degEi(u)+1)
)K
. Since the relation of representing is transitive, T ′′[i] is an (Xi-Yi)-representative
of T [i]. We replace T ′[i] with T ′′[i] and proceed to the next value of i.
Let Λ := maxi∈[n]
(∏
u∈Xi(degEi(u) + 1)
)
. Observe that if the width of π = (v1, . . . , vn) is k, then
for every i ∈ [n], it holds that
∏
u∈Xi(degEi(u) + 1) 6 2
k by the AM-GM inequality. Therefore, Λ 6 2k .
ComputingK(I) can be done in time (Dmax ·n)
O(1). Every T ′[i] from Lemma 39 can be computed in
time |T ′′[i− 1]| · |Dvi | ·n
O(1). Since every set T ′′[i] was obtained by Lemma 38, |T ′′[i− 1]| 6 ΛK and the
set T ′[i] from Lemma 39 can be computed in time ΛK ·Dmax · n
O(1). The time of applying Lemma 38 to
every T ′[i] is at most ΛK·(ω−1) · ΛK ·Dmax · (K · n)
O(1) = ΛK·ω · (Dmax · n)
O(1). So the total time is at
most ΛK·ω · (Dmax · n)
O(1) 6 2k·K·ω · (Dmax · n)
O(1). That completes the proof.
6.3 Application: DP-coloring
Let us start with a formal definition of the DP-coloring problem. A cover a of graphG is a pairH = (L,H),
whereH is a graph and L : V (G)→ 2V (H) is a function, satisfying the following:
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(1) the family {L(v) | v ∈ V (G)} is a partition of V (H),
(2) for every v ∈ V (G), the graphH[L(v)] is complete,
(3) for every uv ∈ E(G), the set of edges joining the sets L(u) and L(v) in H is a matching,
(4) for every uv /∈ E(G), there are no edges in H with one endpoint in L(u) and the other in L(v).
We are interested in determining the existence of anH-coloring of G, which is an independent set inH of
size |V (G)|. Note that this independent set corresponds to choosing for each v ∈ V (G) one vertex (color)
in L(v), so that no two adjacent vertices are mapped to the neighbors in H .
Let us show that this problem is a special case of BCSP. Indeed, for an instance (G,H = (L,H)) of
DP-coloring, let us define an instance I = (V,D,C) as follows. Let V = V (G). For each v ∈ V , we set
Dv := L(v). For every uv ∈ E(G), we add a constraint (u, v, Sc), whereSc = {(a, b) ∈ L(u)×L(v) | ab /∈
E(H)}. It is straightforward to verify thatG admits anH-coloring if and only if I is a yes-instance of BCSP.
Furthermore, the primal graph P of the instance I is exactly the graph G, andK(I) = 1, by condition (3)
in the definition of a cover. Thus Theorem 36 immediately yields the following corollary.
Corollary 40. Let G be a graph given with a linear ordering of vertices of width k. Every instance (G,H =
(L,H)) of DP-coloring can be solved in time 2ω·k · (|V (H)| · |V (G)|)O(1) .
6.4 Application: LHom(H)
Recall that every instance (G,L) of LHom(H) can be seen as an instance I = (V,D,C) of BCSP, where
V = V (G), for each v ∈ V (G) we have Dv = L(v), and C consists of all tuples (u, v, Sc), where
uv ∈ E(G), and Sc = {(a, b) ∈ L(u)× L(v) | ab ∈ E(H)}. The primal graph of I is precisely G.
Our algorithm is based on the following result of Okrasa et al. [45].
Theorem 41 (Okrasa et al. [45]). Let H be a graph. In time |V (H)|O(1) we can construct a family H of
O(|V (H)|) connected graphs such that:
(1) H is a bi-arc graph if and only if every H ′ ∈ H is a bi-arc graph,
(2) if H is bipartite, then each H ′ ∈ H is an induced subgraph of H , and is either the complement of a
circular-arc graphs or is undecomposable,
(3) otherwise, for eachH ′ ∈ H, the graphH ′∗ is an induced subgraph ofH∗ and at least one of the following
holds:
(a) H ′ is a bi-arc graph, or
(b) the vertex set ofH ′ can be partitioned into two sets P,B, such that P induces a reflexive clique and
B is independent1 , or
(c) (H ′)∗ is undecomposable,
(4) for every instance (G,L) of LHom(H) with n vertices, the following implication holds:
1The statement of this condition in [45] is more involved, but the simpler version we present here is sufficient for our appli-
cation.
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If there exists a non-decreasing, convex function fH : N → R, such that for every H
′ ∈ H, for every
induced subgraph G′ ofG, and for every H ′-lists L′ onG′, we can decide whether (G′, L′)→ H ′ in time
fH(|V (G
′)|), then we can solve the instance (G,L) in time
O
(
|V (H)|fH(n) + n
2 · |V (H)|3
)
.
The graphs in the family H are called factors of H . So in order to solve the LHom(H) problem, it is
sufficient to give an algorithm for LHom(H ′) for every factorH ′ of H .
Before we proceed to the proof, let us discuss first a special case whenH is bipartite. Then we will lift
this result to all target graphs.
Bipartite target graphs. Let H be bipartite and let H be the family of its factors. Let (G,L) be an
instance of LHom(H), where G is given with a linear layout of width k. Consider H ′ ∈ H. If H ′ is the
complement of a circular-arc graph, then we can solve the LHom(H ′) problem in polynomial time. Other-
wise, by Theorem 41 (2), we know thatH ′ is a connected induced subgraph ofH , and it is undecomposable.
Consider an instance (G′, L′) of LHom(H ′), where G′ is an induced subgraph of G. Clearly, a linear
layout ofG with width k induces a linear layout ofG′ with width at most k. Let I be the instance of BCSP
corresponding to (G′, L′). By Theorem 36 we can solve it in time 2K(I)·ω·k · (|V (G′)| · |V (H ′)|)O(1).
Let us estimate the value ofK(I). Recall that without loss of generality we can assume that (G′, L′) is
consistent. Furthermore, for every edge uv of G′ and every a ∈ L′(u), we may assume that a is adjacent
in H ′ to some vertex in L′(v), as otherwise we can safely remove a from L′(u). Thus K(I) is upper-
bounded by γ(H ′), which is defined as the maximum over pairs of incomparable sets S1, S2 ⊆ V (H
′),
each contained in a different bipartition class of H ′, such that for every x ∈ S1 there is y ∈ S2 ∩NH′(x),
and for every y ∈ S2 there is x ∈ S1 ∩NH′(y), of the value
max
x∈S1
|{y | xy /∈ E(H ′)}|.
So we conclude that every instance (G′, L′) of LHom(H ′), whereG′ is an induced subgraph of G, can
be solved in time 2γ(H
′)·ω·k · (|V (G′)| · |V (H ′)|)O(1).
Now let us define a new parameter γ∗(H). If the complement of H is not a circular-arc graph, we
define γ∗(H) as the maximum value of γ(H ′) over all connected undecomposable induced subgraphs H ′
ofH , which are not the complement of a circular-arc graph. IfH is the complement of a circular-arc graph,
we define γ∗(H) = γ(H) := 1.
Now observe that for every H ′ ∈ H, every instance (G,L′) of LHom(H ′), where G′ is an induced
subgraph of G, can be solved in time 2γ
∗(H)·ω·k · (|V (G′)| · |V (H ′)|)O(1). As this function is convex and
non-decreasing, Theorem 41 yields the following.
Corollary 42. LetH be a bipartite graph and let (G,L) be an instance of LHom(H), where G is given with
a linear layout of width k. Then (G,L) can be solved in time 2γ
∗(H)·ω·k · (|V (G)| · |V (H)|)O(1).
General target graphs. Let H be a non-bi-arc graph. As usual, we extend the definition of γ∗ to all
graphs by setting γ∗(H) := γ∗(H∗).
LetH be the family of factors of H and let (G,L) be an instance of LHom(H), where G is given with
a linear layout with width k. Again, we need to solve LHom(H ′) for every H ′ ∈ H on instances (G′, L′),
where G′ is an induced subgraph of G. Recall that the linear layout for G with width k induces a linear
layout σ for G′ with width at most k. Let us discuss the complexity of solving (G′, L′). Consider three
cases corresponding to the options in Theorem 41 (3).
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(a) If H ′ ∈ H is a bi-arc graph, then every instance of LHom(H ′) can be solved in polynomial time.
(b) If the vertex set ofH ′ can be partitioned into a reflexive clique P and an independent set B, we follow
the argument by Okrasa et al. [46]. Let H˜ be the bipartite graph obtained from H ′ by removing all
edges with both endpoints in P (including loops). We note that H˜ is an induced subgraph of (H ′)∗,
and thus also an induced subgraph of H∗, so γ∗(H˜) 6 γ∗(H).
Observe that for every p ∈ P and b ∈ B it holds that NH′(b) ⊆ NH′(p). Since we may assume
that each list is a non-empty incomparable set, we can partition the vertex set of G′ into two subsets:
P ′ := {v | L′(v)∩P 6= ∅} andQ′ := {v | L′(v)∩Q 6= ∅}. Observe that ifQ′ is not independent, then
we can immediately report that (G′, L′) is a no-instance. So let G′′ be the graph obtained from G′ by
removing all edges with both endpoints in P ′. Clearly G′′ is bipartite, and, as observed by Okrasa et
al. [46], (G′, L′) is a yes-instance of LHom(H ′) if and only if (G′′, L′) is a yes-instance of LHom(H˜).
Finally, as that G′′ was obtained from G′ by deleting edges, σ is a linear layout for G′′ width width at
most k. So applying Corollary 42 to (G′′, L′), we conclude that the instance (G′, L′) can be solved in
time
2γ
∗(H˜)·ω·k · (|V (G′′)| · |V (H˜)|)O(1) 6 2γ
∗(H)·ω·k · (|V (G′)| · |V (H ′)|)O(1).
(c) Finally, suppose that H ′ is a connected non-bi-arc graph and (H ′)∗ is an undecomposable induced
subgraph of H∗. Observe that if H ′ is bipartite, then we are done by Corollary 42. So let us assume
otherwise, so in particular H ′∗ is connected. Then γ∗(H ′) = γ∗((H ′)∗) = γ((H ′)∗) 6 γ∗(H∗) =
γ∗(H).
Consider an instance (G′, L′) of LHom(H ′). Following Feder et al. [22], we define an associated instance
(G′∗, L′∗) of LHom(H ′∗), so that for v ∈ V (G′) and x ∈ V (H ′) it holds that x ∈ L′(v) if and only if
x′ ∈ L′∗(v′) if and only if x′′ ∈ L′∗(v′′). A list homomorphism ϕ : (G′∗, L′∗) → H ′∗ is clean if for
every v ∈ V (G′) and x ∈ V (H ′), it holds that ϕ(v′) = x′ if and only if ϕ(v′′) = x′′. As observed by
Okrasa et al. [46] (although the original idea comes from Feder et al. [22]), it holds that (G′, L′)→ H ′
if and only if (G′∗, L′∗) admits a clean homomorphism to H∗.
So let us solve the instance (G′, L′) of LHom(H ′) by looking for a clean homomorphism from (G′∗, L′∗)
toH ′∗. We need to adapt the algorithm given in Section 6.2. As the adaptation is rather straightforward
and technical, we will just point out the differences to the version presented above.
First, observe that if G′ is given with a linear layout σ = (v1, . . . , v|G′|) of width at most k, then in
polynomial time we can construct the linear layout σ∗ = (v′1, v
′′
1 , . . . , v
′
|G′|, v
′′
|G′|) of G
′∗ with width
at most 2k. We compute the sets T ′[i] similarly as in the proof of Theorem 36, but this time by Vi we
denote the set {v′1, v
′′
1 , . . . , v
′
i, v
′′
i }, i.e., we either include both v
′
i, v
′′
i , or none of them. The definitions
of the other sets, i.e.,Xi, Yi, T [i], and T
′[i], are updated in an analogous way.
Moreover, as we are looking for clean homomorphisms, we will only consider the colorings of tuples
x and y, such that vertices v′j , v
′′
j are mapped, respectively, to x
′ and x′′ for some x ∈ V (H). Thus the
size of the set obtained by Lemma 39 does not increase. Finally, when we apply Lemma 38 to T ′[i], and
thus to some set of colorings of Xi, it is enough to construct a matrixM [x,y], so that x is a coloring
of vertices in Xi ∩ {v
′ | v ∈ V (G′} and y is a coloring of vertices in Yi ∩ {v
′′ | v ∈ V (G′)}, as they
imply the colorings of all vertices in Xi and Yi. Therefore, although the upper bound for the width
of the linear layout σ∗ is 2k, we only consider half of the edges crossing a cut. We conclude that the
time of finding a clean homomorphism from (G′∗, L′∗) to H ′∗, and thus solving the instance (G′, L′)
of LHom(H ′), is at most 2k·γ(H
′∗)·ω · (|V (H ′∗)| · |V (G′∗)|)O(1) 6 2k·γ
∗(H)·ω · (|V (H ′)| · |V (G′)|)O(1).
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Similarly to the case thatH is bipartite, by Theorem 41 we obtain the following corollary.
Corollary 7. Let H be a graph with possible loops and let (G,L) be an instance of LHom(H), where G is
given with a linear layout of width k. Then (G,L) can be solved in time 2γ
∗(H)·ω·k · (|V (G)| · |V (H)|)O(1) .
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7 Conclusion
7.1 Comparison of parameters
In this section we will compare parameters mim∗(H), i∗(H), and γ∗(H). We will only consider con-
nected, bipartite, undecomposable graphsH , whose complement is not a circular-arc graph, and thus only
the parametersmim(H), i(H), γ(H), as any inequalities for i(H), mim(H), and γ(H) imply the same
inequalities for i∗,mim∗, and γ∗ for general target graphs.
First let us show that mim(H) − 1 6 γ(H) 6 i(H) − 1. To see the first inequality, consider a
strongly incomparable set S1 ⊆ V (H), contained in one bipartition class, such that |S1| = mim(H). Let
S2 ⊆ V (H) be a set of private neighbors of S2, i.e., the setS1∪S2 induces amatching inH . Let s ∈ S1. The
number of vertices in S2 non-adjacent to s is |S2|−1 = mim(H)−1. Since S1, S2 are both incomparable
sets, each contained in different bipartition class of H , for every s1 ∈ S1 it holds that N(s1) ∩ S2 6= ∅,
and for every s2 ∈ S2 it holds that N(s2) ∩ S1 6= ∅, we conclude that γ(H) > mim(H)− 1. The second
inequality follows from the fact that the sets S1, S2 from the definition of γ(H) are incomparable and for
every s ∈ S1 (resp. S2) at least one vertex in S2 (resp. S1) is adjacent to s.
Now let us show that the differences betweenmim(H) and γ(H), and between γ(H) and i(H) can be
arbitrarily large. First, consider H which is a bicliqueKr,r with a perfect matching removed. Note that if
r > 3, thenH contains an induced C6 and thusH is not a complement of a circular-arc graph. Moreover,
H is undecomposable and every bipartition class ofH is an incomparable set. Therefore i(H) = r. On the
other hand, for every v ∈ V (H) there is only one vertex in the other bipartition class that is non-adjacent
to v, and hence γ(H) = 1.
To show that γ(H) might be arbitrarily larger than mim(H), we start with a biclique Kr+1,r+1 and
again we remove from the graph a perfect matching. Let u1, u2 be non-adjacent vertices from different
bipartition classes. We add to the graph two new vertices, v1, v2, and we add edges u1v2, v1v2, and v1u2.
That completes the construction of H . It can be verified thatH is undecomposable and if r + 1 > 3, then
H is not a complement of a circular-arc graph. Moreover, both bipartition classes of H are incomparable
sets, and the number of vertices in the other bipartition class than v1 that are non-adjacent to v1 is r. Thus
γ(H) > r. The size of any induced matching inH is at most three, since there could be at most two edges
from the biclique and at most one of three added edges u1v2, v1v2, v1u2.
Finally, let us point out that although we have the inequality γ(H) 6 i(H) − 1 and the difference
between γ(H) and i(H) can be arbitrarily large, for some H it holds that i(H) 6 2ω·γ(H). Indeed, in the
second example of H we have i(H) = r + 2 and γ(H) > r, so for r > 2, it holds that i(H) < 2ω·γ(H).
Therefore, our algorithm solving LHom(H) in time 2ω·γ(H)·ctw(G) ·nO(1) and the algorithm from [46] that
solves LHom(H) in time i(H)tw(G) · nO(1) 6 i(H)ctw(G) · nO(1) are incomparable.
7.2 Further research directions
As a main problem of the paper, we were investigating the fine-grained complexity of the LHom(H) prob-
lem, parameterized by the cutwidth of the instance graph. We provided a lower bound and two upper
bounds, incomparable to each other. A natural open question is to close the gap between lower and upper
bounds, and provide a full complexity classification.
As a concrete problem, we believe that a good starting point is to understand the complexity of
LHom(Ck), where k > 5. Recall that we have a lower bound (mim
∗(Ck))
ctw(G) · |V (G)|O(1) and an
upper bound (i∗(Ck))
ctw(G) · |V (G)|O(1) (the bound from Corollary 7 is worse in this case). The value of
mim∗(Ck) is ⌊k/3⌋ if k is even, and ⌊2k/3⌋ is k is odd. On the other hand, i
∗(Ck) is k/2 is k is even, and
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k if k is odd. Where does the truth lie? To be even more specific, what is the complexity of LHom(C6)?
Another research direction that we find exciting is to study the complexity of Hom(H) and LHom(H),
depending on different parameters of the instance graph. In particular, Lampis [40] showed that k-Coloring
on a graphG can be solved in time (2k−2)cw(G)·|V (G)|O(1), where cw(G) is the clique-width ofG. Further-
more, an algorithmwith a running time (2k−2−ε)cw(G) · |V (G)|O(1) , for any ε > 0, would contradict the
SETH. We believe it is exciting to investigate how these results generalize to non-complete target graphs
H .
49
References
[1] Noga Alon and Joel H. Spencer. The Probabilistic Method, Third Edition. Wiley-Interscience series in
discrete mathematics and optimization. Wiley, 2008.
[2] Stefan Arnborg and Andrzej Proskurowski. Linear time algorithms for NP-hard problems restricted
to partial k-trees. Discret. Appl. Math., 23(1):11–24, 1989.
[3] Anton Bernshteyn, Alexandr V. Kostochka, and Xuding Zhu. DP-colorings of graphs with high chro-
matic number. Eur. J. Comb., 65:122–129, 2017.
[4] Andreas Björklund, Thore Husfeldt, and Mikko Koivisto. Set partitioning via inclusion-exclusion.
SIAM J. Comput., 39(2):546–563, 2009.
[5] H. L. Bodlaender. Classes of graphs with bounded tree-width. Bulletin of EATCS, pages 116–128, 1988.
[6] Hans L. Bodlaender and Arie M. C. A. Koster. Combinatorial optimization on graphs of bounded
treewidth. Comput. J., 51(3):255–269, May 2008.
[7] James R. Bunch and John E. Hopcroft. Triangular factorization and inversion by fast matrix multipli-
cation. Mathematics of Computation, 28(125):231–236, 1974.
[8] Hubie Chen, Radu Curticapean, and Holger Dell. The exponential-time complexity of counting (quan-
tum) graph homomorphisms. In Ignasi Sau and Dimitrios M. Thilikos, editors, Graph-Theoretic Con-
cepts in Computer Science - 45th International Workshop, WG 2019, Vall de Núria, Spain, June 19-21,
2019, Revised Papers, volume 11789 of Lecture Notes in Computer Science, pages 364–378. Springer,
2019.
[9] Rajesh Chitnis, László Egri, and Dániel Marx. List H-coloring a graph by removing few vertices.
Algorithmica, 78(1):110–146, 2017.
[10] Maria Chudnovsky, ShenweiHuang, Paweł Rzążewski, Sophie Spirkl, andMingxian Zhong. Complex-
ity of Ck-coloring in hereditary classes of graphs. In Michael A. Bender, Ola Svensson, and Grzegorz
Herman, editors, 27th Annual European Symposium onAlgorithms, ESA 2019, September 9-11, 2019, Mu-
nich/Garching, Germany, volume 144 of LIPIcs, pages 31:1–31:15. Schloss Dagstuhl - Leibniz-Zentrum
für Informatik, 2019.
[11] Fan R. K. Chung and Paul D. Seymour. Graphs with small bandwidth and cutwidth. Discret. Math.,
75(1-3):113–119, 1989.
[12] Don Coppersmith and Shmuel Winograd. Matrix multiplication via arithmetic progressions. J. Symb.
Comput., 9(3):251–280, 1990.
[13] Marek Cygan, Fedor V. Fomin, Alexander Golovnev, Alexander S. Kulikov, Ivan Mihajlin, Jakub Pa-
chocki, and Arkadiusz Socala. Tight lower bounds on graph embedding problems. J. ACM, 64(3):18:1–
18:22, 2017.
[14] Marek Cygan, Fedor V. Fomin, Łukasz Kowalik, Daniel Lokshtanov, Dániel Marx, Marcin Pilipczuk,
Michał Pilipczuk, and Saket Saurabh. Parameterized Algorithms. Springer, 2015.
50
[15] Víctor Dalmau, László Egri, Pavol Hell, Benoît Larose, and Arash Rafiey. Descriptive complexity of
list H -coloring problems in logspace: A refined dichotomy. In 30th Annual ACM/IEEE Symposium on
Logic in Computer Science, LICS 2015, Kyoto, Japan, July 6-10, 2015, pages 487–498. IEEE Computer
Society, 2015.
[16] Zdenek Dvořák and Luke Postle. Correspondence coloring and its application to list-coloring planar
graphs without cycles of lengths 4 to 8. J. Comb. Theory, Ser. B, 129:38–54, 2018.
[17] László Egri, Pavol Hell, Benoit Larose, and Arash Rafiey. Space complexity of list H -colouring: a di-
chotomy. In Chandra Chekuri, editor, Proceedings of the Twenty-Fifth Annual ACM-SIAM Symposium
on Discrete Algorithms, SODA 2014, Portland, Oregon, USA, January 5-7, 2014, pages 349–365. SIAM,
2014.
[18] László Egri, Andrei A. Krokhin, Benoît Larose, and Pascal Tesson. The complexity of the list homo-
morphism problem for graphs. Theory Comput. Syst., 51(2):143–178, 2012.
[19] László Egri, Dániel Marx, and Paweł Rzążewski. Finding list homomorphisms from bounded-
treewidth graphs to reflexive graphs: a complete complexity characterization. In Rolf Niedermeier
and Brigitte Vallée, editors, 35th Symposium on Theoretical Aspects of Computer Science, STACS 2018,
February 28 to March 3, 2018, Caen, France, volume 96 of LIPIcs, pages 27:1–27:15. Schloss Dagstuhl -
Leibniz-Zentrum fuer Informatik, 2018.
[20] Tomás Feder and Pavol Hell. List homomorphisms to reflexive graphs. Journal of Combinatorial
Theory, Series B, 72(2):236 – 250, 1998.
[21] Tomás Feder, Pavol Hell, and Jing Huang. List homomorphisms and circular arc graphs. Combinator-
ica, 19(4):487–505, 1999.
[22] Tomás Feder, Pavol Hell, and Jing Huang. Bi-arc graphs and the complexity of list homomorphisms.
Journal of Graph Theory, 42(1):61–80, 2003.
[23] Jirí Fiala and Jan Kratochvíl. Locally injective graph homomorphism: Lists guarantee dichotomy. In
Fedor V. Fomin, editor, Graph-Theoretic Concepts in Computer Science, 32nd International Workshop,
WG 2006, Bergen, Norway, June 22-24, 2006, Revised Papers, volume 4271 of Lecture Notes in Computer
Science, pages 15–26. Springer, 2006.
[24] Fedor V. Fomin, Pinar Heggernes, and Dieter Kratsch. Exact algorithms for graph homomorphisms.
Theory Comput. Syst., 41(2):381–393, 2007.
[25] M.R. Garey, D.S. Johnson, and L. Stockmeyer. Some simplified NP-complete graph problems. Theo-
retical Computer Science, 1(3):237 – 267, 1976.
[26] Petr A. Golovach, Daniel Lokshtanov, Saket Saurabh, and Meirav Zehavi. Cliquewidth III: the odd
case of graph coloring parameterized by cliquewidth. In Artur Czumaj, editor, Proceedings of the
Twenty-Ninth Annual ACM-SIAM Symposium on Discrete Algorithms, SODA 2018, New Orleans, LA,
USA, January 7-10, 2018, pages 262–273. SIAM, 2018.
[27] Pavol Hell and Jaroslav Nešetřil. The core of a graph. Discrete Mathematics, 109(1-3):117–126, 1992.
[28] Pavol Hell and Jaroslav Nešetřil. Graphs and homomorphisms. Oxford University Press, 2004.
51
[29] Pavol Hell and Jaroslav Nešetřil. On the complexity of H -coloring. J. Comb. Theory, Ser. B, 48(1):92–
110, 1990.
[30] Pavol Hell and Arash Rafiey. The dichotomy of list homomorphisms for digraphs. In Dana Randall,
editor, Proceedings of the Twenty-Second Annual ACM-SIAM Symposium on Discrete Algorithms, SODA
2011, San Francisco, California, USA, January 23-25, 2011, pages 1703–1713. SIAM, 2011.
[31] Ian Holyer. The NP-completeness of edge-coloring. SIAM J. Comput., 10(4):718–720, 1981.
[32] Shenwei Huang. Improved complexity results on k-coloringPt-free graphs. Eur. J. Comb., 51:336–346,
2016.
[33] OscarH. Ibarra, ShlomoMoran, and RogerHui. A generalizationof the fast LUPmatrix decomposition
algorithm and applications. J. Algorithms, 3(1):45–56, 1982.
[34] Russell Impagliazzo and Ramamohan Paturi. On the complexity of k-SAT. Journal of Computer and
System Sciences, 62(2):367 – 375, 2001.
[35] Russell Impagliazzo, Ramamohan Paturi, and Francis Zane. Which problems have strongly exponen-
tial complexity? J. Comput. Syst. Sci., 63(4):512–530, 2001.
[36] Lars Jaffke and Bart M. P. Jansen. Fine-grained parameterized complexity analysis of graph coloring
problems. In Dimitris Fotakis, Aris Pagourtzis, and Vangelis Th. Paschos, editors, Algorithms and
Complexity - 10th International Conference, CIAC 2017, Athens, Greece, May 24-26, 2017, Proceedings,
volume 10236 of Lecture Notes in Computer Science, pages 345–356, 2017.
[37] Bart M. P. Jansen. Personal communication.
[38] Bart M. P. Jansen and Jesper Nederlof. Computing the chromatic number using graph decompositions
via matrix rank. Theor. Comput. Sci., 795:520–539, 2019.
[39] Sanjeev Khanna, Nathan Linial, and Shmuel Safra. On the hardness of approximating the chromatic
number. Combinatorica, 20(3):393–415, 2000.
[40] Michael Lampis. Finer tight bounds for coloring on clique-width. In Ioannis Chatzigiannakis, Christos
Kaklamanis, Dániel Marx, and Donald Sannella, editors, 45th International Colloquium on Automata,
Languages, and Programming, ICALP 2018, July 9-13, 2018, Prague, Czech Republic, volume 107 of
LIPIcs, pages 86:1–86:14. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2018.
[41] Benoît Larose. Families of strongly projective graphs. Discuss. Math. Graph Theory, 22(2):271–292,
2002.
[42] Benoit Larose and Claude Tardif. Strongly rigid graphs and projectivity. Multiple-Valued Logic, 7:339–
361, 2001.
[43] Daniel Lokshtanov, Dániel Marx, and Saket Saurabh. Known algorithms on graphs of bounded
treewidth are probably optimal. ACM Trans. Algorithms, 14(2):13:1–13:30, 2018.
[44] Tomasz Łuczak and Jaroslav Nešetřil. Note on projective graphs. Journal of Graph Theory, 47(2):81–86,
2004.
52
[45] Karolina Okrasa, Marta Piecyk, and Paweł Rząażewski. Full complexity classification of the list ho-
momorphism problem for bounded-treewidth graphs. CoRR, abs/2006.11155, 2020.
[46] Karolina Okrasa, Marta Piecyk, and Paweł Rzążewski. Full complexity classification of the list homo-
morphism problem for bounded-treewidth graphs. In FabrizioGrandoni, GrzegorzHerman, and Peter
Sanders, editors, 28th Annual European Symposium on Algorithms, ESA 2020, September 7-9, 2020, Pisa,
Italy (Virtual Conference), volume 173 of LIPIcs, pages 74:1–74:24. Schloss Dagstuhl - Leibniz-Zentrum
für Informatik, 2020.
[47] KarolinaOkrasa and Paweł Rzążewski. Fine-grained complexity of graph homomorphism problem for
bounded-treewidth graphs. In Proceedings of the 2020 ACM-SIAM Symposium on Discrete Algorithms,
pages 1578–1590, 2020.
[48] Neil Robertson and Paul D. Seymour. Graph minors. II. algorithmic aspects of tree-width. J. Algo-
rithms, 7(3):309–322, 1986.
[49] Paweł Rzążewski. Exact algorithm for graph homomorphism and locally injective graph homomor-
phism. Inf. Process. Lett., 114(7):387–391, 2014.
[50] Magnus Wahlström. New plain-exponential time classes for graph homomorphism. Theory Comput.
Syst., 49(2):273–282, 2011.
[51] Virginia VassilevskaWilliams. Multiplyingmatrices faster than Coppersmith-Winograd. In Howard J.
Karloff and Toniann Pitassi, editors, Proceedings of the 44th Symposium on Theory of Computing Con-
ference, STOC 2012, New York, NY, USA, May 19 - 22, 2012, pages 887–898. ACM, 2012.
53
