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Abstract: Derivative expansion and large-D expansion are two perturbation tech-
niques, which are used to generate dynamical black-brane solutions to Einstein’s
equations in presence of negative cosmological constant. In this note we have com-
pared these two techniques and established the equivalence of the gravity solutions
generated by these two different techniques in appropriate regime of parameter space
up to first non-trivial order in both the perturbation parameters for Einstein-Maxwell
systems, generalizing the earlier works of [1, 2] for non-charged systems. An one-to-
one map between dynamical black-brane geometry and AdS space, which also exists
at finite number of dimensions, has also been established.
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1 Introduction :
Over the last few years, it has been demonstrated that Black hole dynamics at large
number of space-time dimensions (denoted as D here) is dual to the dynamics of
a co-dimension one non-gravitational membrane propagating in a background that
solves Einstein’s equations. Emparan, Suzuki and Tanabe [3–8] have observed that
at large number of space-time dimensions the black holes have two effective length
scales; one is the radius of the horizon rH and the other is the thickness of the region
over which the gravitational force is non trivial. Beyond this region the space-time,
to a good approximation, could be described the asymptotic geometry itself (for our
purpose this is going to be the AdS space). It turns out that in the limit of large
D, this thickness is of the order of O (rH
D
)
around the horizon and within this region
Einstein equations could simply be solved in a perturbation in inverse powers of di-
mension.
Within this perturbation scheme, the effective dynamics of these black hole horizons
can be described by a co-dimension one massive membrane with dynamical degrees
of freedom as charge density, shape and a divergence-free velocity field moving in the
background space. This duality has been studied for both asymptotically flat and
AdS/dS background and also for Einstein-Maxwell systems in [9–14].
On the other hand ‘derivative expansion’, which is a perturbation technique in
boundary derivative expansion [15–25], generates dynamical black-brane solutions
of Einstein’s equations in the bulk with negative cosmological constant. These dy-
namical black brane solutions are dual to an arbitrary fluid dynamical solutions in
the boundary. In other words, for every solution to the relativistic generalization of
Navier-Stokes’ equation in the boundary, one can construct an asymptotically AdS
black hole type solution equivalent to a boundary fluid flow. These solutions thus
generated are characterized by a local temperature field, a unit normalized velocity
field and charge density living on the boundary.
The questions that we would like to address in this note are the following.
• Is there any interconnection between these two perturbation techniques
• Can we apply these two techniques simultaneously in any regime of parameter
space
• Are the solutions generated by these two techniques equivalent in any regime
of parameter space?
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These questions have been answered in [1, 2] for pure gravity systems and here
we shall extend their work to Einstein-Maxwell systems. We shall show that the
gravity solutions generated by these two perturbation techniques are equivalent also
for Einstein-Maxwell systems in an appropriate regime of parameter space.
On physical grounds this equivalence is not surprising. Since we can use the
same space-time geometry as the starting point for both the techniques and since
given a starting point both the techniques generate the solutions uniquely, it follows
that in the regime where both the techniques are applicable, the solutions should be
same. But this is not at all manifest and it involves a series of intricate gauge and
variable transformations. Just in [1, 2] here also the heart of the paper lies in these
set of subtle calculations.
1.1 Strategy
In this subsection we will discuss briefly the procedure we have used to show the
equivalence of the two gravity solutions and refer to [1, 2] for any logical discussion
and proof. As we know the metric WAB generated in large-D technique are writ-
ten in a split form, a background metric W¯AB and W
(rest)
AB . The metric W¯AB is the
metric of the asymptotic geometry (in our case it is pure AdS metric) and W
(rest)
AB is
written in a way such that contraction of a certain null geodesic OA∂A (not affinely
parametrized) with it is zero to all order. But the hydrodynamic metric is not writ-
ten in such split form. So it is obvious that to compare the solutions generated by
these two techniques the first step should be to split the hydrodynamic metric into
background and ‘rest’. We will do it by the following steps
At first we determine an affinely parametrized null geodesic field O¯A∂A, which
passes through the event horizon of the full space-time. Then we pick up a coordinate
system Y A ≡ {ρ, yµ}, where the background of the hydrodynamic metric can be
written in the following form
ds2background = G¯ABdY
AdY B =
dρ2
ρ2
+ ρ2ηµνdy
µdyν (1.1)
And determine the mapping function fA(X) that relates Y A to the XA ≡ {r, xµ} (in
which the hydrodynamic metric is written) coordinates by the following equation
O¯AGAB|{X} = O¯A ∂f
C
∂XA
∂fC
′
∂XB
G¯CC′ |{X} (1.2)
where GAB is the full metric written in XA coordinates and the subscripts {X} refer
to the fact that all the terms in the left and right are calculated in XA coordinates.
However it cannot fix fA completely and we require some conformal type sym-
metry on the background metric to fix it.
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After determining the mapping function we can split the hydrodynamic metric
into background plus ‘rest’. Then we take the large-D limit of the hydrodynamic
metric.
The next step is to write the large-D data in terms of fluid data. The metric and
gauge field generated in large-D technique are written in terms of a smooth function
ψ (such that ψ−D is a harmonic function w..r.t the background), a charge field Q˜ and
a non-affinely parametrized null geodesic OA. It will turn out that OA is related to O¯A
(determined from the hydrodynamic metric) by an overall normalization constant.
At first we determine ψ and then OA and Q˜ in terms of fluid data. After that
we substitute these expressions in the large-D metric and gauge field and write those
in terms of fluid data. Then it is easy to check that the metric and gauge field in
large-D side matches with those in fluid side up to appropriate orders in both the
perturbation parameters.
But the hydrodynamic data and large-D data cannot be chosen arbitrarily, they
have to satisfy some constraint equations, named as fluid equations and membrane
equations respectively for the metric and gauge field to be a solution of Einstein’s
equations. So to show the equivalence of the gravity solutions generated by these
two techniques the final step would be to show the equivalence of these constraint
equations.
The organisation of this note is as follows.
In section §2 we review the hydrodynamic metric and gauge field up to first order in
derivative in arbitrary dimensions. In section §3 we have noted the gravity solutions
for Einstein-Maxwell systems in large-D technique. In section §4 we have rewritten
the large-D data in terms of fluid data and compared the two gravity solutions. And
finally in section §5 we have concluded.
2 Review of Hydrodynamics from charged black-branes in
arbitrary dimensions :
In this section we will review the work on fluid-gravity correspondence for charged
black-branes [18, 19, 26] by determining the metric and gauge field dual to charged
fluid configuration up to first order in boundary derivative expansion for all D ≥ 3.
The results of this section were previously recorded in [26] in a bit different language.
As our lagrangian and notations are slightly different from the authors of [26], we
will redo everything with our lagrangian and notations.
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We start with the D dimensional action1
S =
1
16piGD
∫
dDx
√−g
[
R− 2Λ− FMNF
MN
4
]
with negative cosmological constant Λ =
(D − 1) (D − 2)
2
λ
(2.1)
By varying the above action we will get the D dimensional Einstein-Maxwell equa-
tions with negative cosmological constant
RAB − 1
2
R gAB − (D − 1)(D − 2)
2
gAB +
1
2
FACF
C
B +
1
8
gABFCDF
CD = 0
∇BFAB = 0⇒ 1√−g∂B
(√−g FAB) = 0 (2.2)
where gAB is the D dimensional metric tensor and FAB = ∂AAB − ∂BAA.
We know that these equations (2.2) admit an AdS-Reisner-Nordstrom ‘boosted
black-brane solutions’, which we write in ingoing Eddington-Finkelstein coordinates
as
ds2 = −2uµdxµdr − r2V (r,m,Q) uµuνdxµdxν + r2Pµνdxµdxν
A =
√
3 Q
2rD−3
uµdx
µ
(2.3)
with
V (r,m,Q) = 1− m
rD−1
+
1
4
3(D − 3)
2(D − 2)
Q2
r2(D−2)
, P µν = ηµν + uµuν
uv =
1√
1− β2 , u
i =
βi√
1− β2 , β
2 = βiβ
i
(2.4)
Like in the metric described above we will use coordinates XA ≡ {r, v, xi}︸ ︷︷ ︸
D
for our
bulk spaces, on the other hand coordinates xµ ≡ {v, xi}︸ ︷︷ ︸
D−1
parametrize our boundary
and r is the radial coordinate.
Now we allow the temperature, velocity and charge field in the black-brane metric
(2.3) to vary slowly in the boundary coordinates and determine the metric and gauge
field in boundary derivative expansion. To start we will take the ansatz as
gMN = g
(0)
MN + g
(1)
MN + g
(2)
MN + · · ·
AN = A
(0)
N + A
(1)
N + A
(2)
N + · · ·
(2.5)
1We will use the Latin indices {M,N, · · · } to denote the bulk indices while the Greek indices
{µ, ν, · · · } refer to the boundary indices. And the {µ, ν, · · · } indices are raised and lowered by the
Minkowaski metric ηµν . And for our case λ = −1.
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where the leading order ansatz g
(0)
MN and A
(0)
N are given by
g(0) = −2uµdxµdr − r2V (r,m,Q)uµuνdxµdxν + r2Pµνdxµdxν
A(0) =
√
3 Q
2rD−3
uµdx
µ
(2.6)
and g
(k)
MN , A
(k)
N , which are corrections to the bulk metric and gauge field, are deter-
mined by solving Einstein-Maxwell equations order by order in derivative expansion.
To solve these equations by our perturbation technique it is useful to work in a
particular gauge. Following[18] we work in the following gauge
grr = 0 , grµ = −uµ , Tr
[(
g(0)
)−1
g(k)
]
= 0 , Ar = 0 (2.7)
Here one should note that in the relativistic case the energy flow between different
fluid elements also leads to transport of mass and momentum. Hence we cannot define
the velocity field uniquely unless we work in a particular frame. In this context it
is useful to work in Landau frame defined by uµT
µν
(k) = 0, where T
µν
(k) is the k
th order
stress tensor with k ≥ 1 and in the proper frame of a fluid element the longitudinal
component of the stress tensor to the fluid velocity give the local energy density in
the fluid.
In this section our goal is to find out the metric and gauge field up to first order in
derivative expansion. To implement our perturbation technique we set our velocity
field uµ to be {1, 0, 0, · · · } by a boundary Lorentz transformation at a boundary
point xµ and solve these equations about this special point. Since our perturbation
procedure is ultra-local we can easily write the result thus obtained in covariant
form with respect to the boundary metric. Our velocity, temperature and charge
field expanded in taylor series about this special point xµ in terms of boundary
derivatives as
βi = x
µ∂µβ
(0)
i + · · ·
m = m(0) + xµ∂µm
(0) + · · ·
Q = Q(0) + xµ∂µQ
(0) + · · ·
(2.8)
Using the expressions written above if we expand the 0th order ansatz up to first
order in derivative we have
ds2(0) =2 dv dr − r2V (0)(r) dv2 + r2dxi dxi
− 2r2 (1− V (0)(r))xµ∂µβ(0)i dxi dv − 2xµ∂µβ(0)i dxidr
−
(
−x
µ∂µm
(0)
rD−3
+
1
4
3(D − 3)
2(D − 2)
2Q(0)xµ∂µQ
(0)
r2(D−3)
)
dv2
A =−
√
3
2rD−3
[(
Q(0) + xµ∂µQ
(0)
)
dv −Q(0)xµ∂µβ(0)i dxi
]
with V (0)(r) = 1− m
(0)
rD−1
+
1
4
3(D − 3)
2(D − 2)
Q(0)
2
r2(D−2)
(2.9)
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Obviously this metric and gauge field of equation (2.9) will not solve the Einstein-
Maxwell’s equations up to the order we are interested. We need to add corrections
containing first order derivatives to solve these equations. While solving these equa-
tions we find that the bulk Einstein-Maxwell equations decompose into constraint
equations and dynamical equations. The constraint equations are equivalent to the
conservation of boundary stress energy-momentum tensor and conservation of bound-
ary current density. On the other hand the dynamical equations are inhomogeneous
differential equations on the unknown parameters added to the metric and gauge
field. By solving these differential equations and imposing regularity at the future
event horizon and appropriate fall off at infinity, we can determine the unknown
parameters. Thus we get an unique solution to the Einstein-Maxwell equations
parametrized by the charge, temperature and (D − 1) dimensional velocity fields.
Since the background metric have the SO(D−2) symmetry, the Einstein-Maxwell
equations will split into scalar, vector, and traceless symmetric two tensor sector and
we can solve each sector separately.
2.1 Scalars at first order
The scalar components of the added correction of the first order metric and gauge
field are parametrized by h1(r), k1(r) and w1(r) and we can write these as
g(1)vv (r) =
k1(r)
r2
g(1)vr (r) = −
(D − 2)
2
h1(r)∑
i
g
(1)
ii (r) = (D − 2) r2 h1(r)
A(1)v (r) = −
√
3 w1(r)
2 rD−3
(2.10)
Here one should note that the metric corrections g
(1)
ii and g
(1)
vr are related to each other
by the gauge choice Tr
[(
g(0)
)−1
g(1)
]
= 0. At first we determine the constraint equa-
tions. These equations are determined by taking dot product of Einstein-Maxwell
equations with the vector dual to the one form dr. We have these equations as follows
∂vm
(0)
m(0)
+
(D − 1)
(D − 2)∂iβ
(0)
i = 0 (2.11)
which is identical to the conservation of the stress tensor in the boundary
∂µT
µν
(0) = 0 (2.12)
The other constraint equation is given by
∂vQ
(0)
Q(0)
+ ∂iβ
(0)
i = 0 (2.13)
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which is equivalent to the conservation of boundary current density.
∂µJ
µ
(0) = 0 (2.14)
In the scalar sector we have 6 differential equations, the rr, vv, rv component of the
Einstein tensor along with the trace over the boundary spatial part and the r and
v components of the Maxwell equations. Among these 6 equations we have to use
only 3 equations to determine the three unknown parameters h1, k1 and w1. The
solutions thus obtained should satisfy the rest equations. Solving these equations
and demanding the appropriate normalizability at infinity we have the following
solutions
h1(r) = 0
w1(r) = 0
k1(r) = 2 r
3 ∂iβ
(0)
i
D − 2
(2.15)
Finally we have the first order metric and gauge field in the following form
g(1)vv (r) = 2r
(
∂iβ
(0)
i
D − 2
)
g(1)vr (r) = 0∑
i
g
(1)
ii (r) = 0
A(1)v (r) = 0
(2.16)
2.2 Vectors at first order
The vector components of first order metric and gauge field are parametrized by
g
(1)
i (r) and j
(1)
i (r) as
g
(1)
vi (r) = r
2 (1− V (r)) j(1)i (r)
A
(1)
i (r) = −
√
3Q(0)
2rD−3
j
(1)
i (r) + g
(1)
i (r)
(2.17)
Here also at first we determine the constraint equation which is given by
∂im
(0)
m(0)
+ (D − 1)∂vβ(0)i = 0 (2.18)
This follows from the conservation of boundary stress tensor.
The dynamical equations in the vector sector are the ri, vi components of the
Einstein tensor and i th component of the Maxwell equation. Solving these equations
with appropriate boundary conditions (regularity at the future event horizon and
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appropriate fall off at boundary) we have the following expressions for j(1)(r) and
g(1)(r).
j
(1)
i (r) =
r ∂vβ
(0)
i
r2 (1− V (r)) +
3(D − 3) r2 Q(0)
(
∂iQ
(0) + (D − 2) Q(0) ∂vβ(0)i
)
R2(D−1) r2 (1− V (r)) R F1(ρ,M)
g
(1)
i (r) =
4
2(D − 3)√3Q(0)
(
−rD−2∂vβ(0)i + (D − 1)m(0)j(1)i (r) +
(
1
4
3(D − 3)
2(D − 2)
Q(0)
2
rD−4
−m(0)r
)
dj
(1)
i (r)
dr
)
(2.19)
Now plugging these g
(1)
i (r) and j
(1)
i (r) in the (2.17) we have the corrected first order
metric and gauge field in the vector sector as
g
(1)
vi (r) = r ∂vβ
(0)
i +
3(D − 3) r2 Q(0)
(
∂iQ
(0) + (D − 2) Q(0) ∂vβ(0)i
)
R2(D−1)
R F1(ρ,M)
A
(1)
i (r) = −2
√
3
rD
R2(D−1)
(
∂iQ
(0) + (D − 2) Q(0) ∂vβ(0)i
)
F
(1,0)
1 (ρ,M)
(2.20)
where F1 is given by
F1(ρ,M) =
1
4(D − 2)
(
1 +
1
4
3(D − 3)
2(D − 2)
Q21
ρ2(D−2)
− M
ρD−1
)
F3(ρ,M)
where F3(ρ,M) =
∫ ∞
ρ
dp
1(
1 + 1
4
3(D−3)
2(D−2)
Q21
p2(D−2)
− M
pD−1
)2( 1p2(D−1) − c1p2D−3)
(2.21)
with
c1 =
D − 2
D − 1
(
1 +
2
M(D − 3)
)
(2.22)
Where we have used the following rescaled variables
ρ =
r
R
,M =
m
RD−1
, Q1 =
Q
RD−2
, and Q21 = 4
2(D − 2)
3(D − 3)(M − 1) (2.23)
And then the Hawking temperature is given by
T =
(D − 1)R
4pi
(
1−
(
D − 3
D − 1
)
(M − 1)
)
(2.24)
where R is the radius of the outer horizon. In terms of these rescaled variables the
outer horizon is given by ρ+ ≡ 1.
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2.3 Tensors at first order
The tensor component of the metric at first order can be parametrized by pi
(1)
ij (r) as
g
(1)
ij = r
2pi
(1)
ij (r) (2.25)
This unknown parameter pi
(1)
ij can be determined by solving the dynamical equation
obtained from the ij component of Einstein equation, which is given by
d
dr
(
rDV (r,m,Q)
dpi
(1)
ij (r)
dr
)
= −2(D − 2)rD−3σ(0)ij (2.26)
where
σ
(0)
ij =
∂iβ
(0)
j + ∂jβ
(0)
i
2
− ∂kβ
(0)
k
D − 2δij
(2.27)
Demanding regularity at the future event horizon and appropriate fall off at boundary
the solution to the equation (2.26) is given by
pi
(1)
ij (r) =
2
R
σij F2 (ρ,M) (2.28)
where
F2 (ρ,M) =
∫ ∞
ρ
ρD
(
ρD − ρ2)
ρ2 (ρ2D −MρD+1 + (M − 1)ρ4)dρ (2.29)
2.4 The global metric and gauge field at first order
We have done our computation about a special point xµ = 0 in the boundary.
However, our perturbation procedure is ultralocal and we could set any arbitrary
velocity uµ to be {1, 0, · · · } by a boundary coordinate transformation. So we could
do our computation about any arbitrary point on the boundary. Hence the results
recorded in the previous subsections contain enough information to write down the
metric and gauge field in covariant form w.r.t the boundary metric. we have the
following covariant form of the metric and gauge field
ds2 =gABdx
AdxB
=− 2uµdxµdr − r2V (r,m,Q)uµuνdxµdxν + r2Pµνdxµdxν
− 2uµdxµ r
[
uλ∂λuν − ∂λu
λ
D − 2uν
]
dxν +
2r2
R
F2(ρ,M)σµνdx
µdxν
− 2uµdxµ
[
3 (D − 3) Q r2
R2D−3
Pλν (DλQ)F1(ρ,M)
]
dxν + · · ·
A =
[ √
3Q
2 rD−3
uµ − 2
√
3rD
R2(D−1)
Pλµ (DλQ)F (1,0)1 (ρ,M)
]
dxµ + · · ·
(2.30)
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where
Pλµ (DλQ) = Pλµ (∂λQ) + (D − 2)
(
uλ∂λuµ
)
Q (2.31)
and
σµν = PαµPβν
[
∂αuβ + ∂βuα
2
− ηαβ
(
Θ
D − 2
)]
(2.32)
And the constraint equations can be written in covariant form as
(u · ∂)Q
Q
+ ∂ · u = 0
(u · ∂)m
m
+ (D − 1) ∂ · u
D − 2 = 0
Pαµ ∂αm
m
+ (D − 1)uλ∂λuµ = 0
(2.33)
2.5 The boundary stress tensor and the charge current
In this section we write down the expressions for the stress tensor and charge current
dual to the metric and gauge field up to first order in derivative expansion. By using
AdS/CFT correspondence we can determine the boundary stress tensor from the
bulk space-time metric. Here we have to add suitable counter terms to the action
to regularise the divergence arising from integrating the full space-time volume. The
expression for the boundary stress tensor dual to the metric presented in the previous
subsection can be obtained by the prescription of [27].
To calculate this stress tensor we need to know the asymptotic expansion of the
function F2(ρ,M), present in the tensor sector of the metric up to O
(
1
rD
)
. This
expansion is given by
F2(r,M) =
R
r
− R
D−1
(D − 1)rD−1 −
MRD
D rD
+ · · · (2.34)
The stress tensor for the metric up to first order in derivative expansion is given by
T µν = p (ηµν + (D − 1)uµuν)− 2η σµν
where p =
M RD−1
16 pi GD
and η =
RD−2
16 pi GD
(2.35)
The charge current Jµ can be obtained from the gauge field by using the following
expression
Jµ = lim
r→∞
rD−3Aµ
8 pi GD
(2.36)
So the charge current for the gauge field is given by
Jµ = n uµ −D PνµDνn (2.37)
where the charge density n and diffusion constant D are given by
n =
√
3Q
16 pi GD
and D =
(D − 3)M + 2
R M (D − 1)(D − 3) (2.38)
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2.6 Hydrodynamic metric and gauge field up to first order in derivative
The metric dual to hydrodynamics in arbitrary dimension D is written in terms
of fluid variable u, a charge field and a temperature field T living on the (D − 1)
dimensional boundary of the space-time. The independent data in first order is
written in table (1). We will write the hydrodynamic metric and the constraint
equations in the following way
Table 1. Data at 1st order in derivative
Independent Data
Scalar Θ
D−2 ≡ ∂·uD−2
Vector aµ ≡ (u · ∂)uµ , Pλµ∂λQC
Tensor σµν = PαµPβν
[
∂αuβ+∂βuα
2
− ηαβ
(
Θ
D−2
)]
The constraint equations can be written as
(u · ∂)QC
QC
= 0
(u · ∂) rH
rH
+
Θ
D − 2 = 0
Pαµ ∂αrH
rH
+ aµ + f(QC)Pαµ ∂αQC = 0
(2.39)
where
f(QC) =
6 (D−3)
D−1 QC
8(D − 2) + 3(D − 3)Q2C
(2.40)
We write metric and gauge field in two part as
dS2 = dS20 + dS
2
1 (2.41)
where
0th Order Piece:
dS20 =− 2uµ dxµ dr − r2V (r) uµuν dxµ dxν + r2Pµνdxµdxν
Pµν = ηµν + uµuν
(2.42)
1st Order Piece:
dS21 = −r (uµBν + uνBµ) dxµ dxν +
2r2
rH
F2(ρ,M) σµν dx
µ dxν
where
Bµ = aµ −
(
Θ
D − 2
)
uµ +
3 (D − 3) r QC
r2H
Pλµ (∂λQC)
[
1− (D − 2)QC f(QC)
]
F1(ρ,M)
(2.43)
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where
Pλµ (DλQ) = r(D−2)H
[
1− (D − 2)QC f(QC)
]
Pλµ (∂λQC) (2.44)
The gauge field up to first order in derivative expansion can be written as
A = A0 + A1 (2.45)
where
0th Order Piece:
A0 =
√
3 r QC
2
(rH
r
)D−2
uµdx
µ (2.46)
1st Order Piece:
A1 = −2
√
3
(
r
rH
)D [
1− (D − 2)QC f(QC)
]
F
(1,0)
1 (ρ,M) Pλµ (∂λQC) dxµ (2.47)
where,
V (r) = 1−
(
1 +
1
4
3(D − 3)
2(D − 2)Q
2
C
)(rH
r
)D−1
+
1
4
3(D − 3)
2(D − 2)Q
2
C
(rH
r
)2(D−2)
(2.48)
And r = rH is the position of the outer event horizon of the space-time.
3 The large D metric, gauge field and membrane equations:
In this section we simply quote the results of large D metric and gauge field as in
paper [13].
The metric in the large D expansion is written in a split form as W¯AB plus W
(rest)
AB .
WAB = W¯AB +W
(rest)
AB
W¯AB is the metric of the nonsingular asymptotic geometry. In our case it would
be the metric of just pure AdS. In general, W¯AB is any smooth solution (where all
components of the Riemann tensor are of order O(1) in terms of large D counting) to
Einstein’s equations with cosmological constant and vanishing electromagnetic field.
W
(rest)
AB captures the effect of black hole and singularity. Using the large D technique
one can determine W
(rest)
AB and in this case also the gauge field AM order by order in
an expansion in inverse powers of D. In other words the metric an the gauge field
will have the following form
W
(rest)
AB =W(0)AB +
(
1
D
)
W(1)AB + · · ·
AM = A
(0)
M +
(
1
D
)
A
(1)
M + · · ·
(3.1)
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The final solution is expressed in terms of a null geodesic field OA∂A and two scalar
fields ψ and Q˜. ψ is a smooth function with ψ = 1 as event horizon of the full
space-time and harmonic w.r.t the background W¯AB. Q˜ is also a smooth function
satisfying
n · ∂Q˜ = 0 , and Q˜|ψ=1 = 1√
2
(
UMAM
) |ψ=1 (3.2)
where nA is the unit normal to the constant ψ slices and U is the membrane velocity
defined by U = n− O.
The gauge is fixed by demanding that to all orders
OAW
(rest)
AB = 0 and O
MAM = 0
Now we shall present the final solutions upto the first subleading order in O ( 1
D
)
i.e., the explicit expressions for W(0)AB , A(0)M and W(1)AB , A(1)M
W(0)AB = fOAOB
A
(0)
M =
√
2 f˜OM
W(1)AB = Z(s1)OAOB +
(
Z(v)A OB + Z(v)B OA
)
+ Z(T )AB
and A
(1)
M = A(s)OM +A(v)M
(3.3)
where
f =
(
1 + Q˜2
)
ψ−D , f˜ = Q˜ψ−D (3.4)
and
Z(s1) =
NS∑
i=1
S
(i)
1 (ζ)S(i) , Z(s2) =
NS∑
i=1
S
(i)
2 (ζ)S(i) , A(s) =
NS∑
i=1
a(i)s (ζ)S(i)
Z(v)A =
NV∑
i=1
V(i)(ζ)V (i)A , A(v)A =
NV∑
i=1
a(i)v (ζ)V
(i)
A , Z(T )AB =
NT∑
i=1
T (i)(ζ)t(i)AB
(3.5)
Here OA dX
A is a null one-form with respect to both the background metric W¯AB
and full metric WAB. This is dual to the geodesic vector field O
A∂A mentioned be-
fore. The function ψ and Q˜ are already defined (see the discussion around equation
(3.2)).
Now both the functions ψ and Q˜ admit 1
D
expansion in the ‘membrane region’
- the region where the gravitational field is non trivial in the limit of large D. It
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follows that upto first order in 1
D
, the function f and f˜ can be written as
f(W ) =
(
1 + Q˜2
)
e−W − Q˜2 e−2W +
(
1
D
)
f˜(W ) = Q˜ e−W +
(
1
D
) (3.6)
where the parameter W is a O(1) variable, defined by W = D (ψ − 1).
And then the solution up to first order in metric and gauge field can be written
as
V(i)(y) = −2
∫ ∞
y
dx e−x Q˜ a(i)v (x)− e−yKvector − 2
(
D
K
)∫ ∞
y
dx e−x
∫ x
0
dt
et v
(i)
metric(t)
1− f(t)
where Kvector = −2
∫ ∞
0
dx e−x Q˜ a(i)v (x)− 2
(
D
K
)∫ ∞
0
dx e−x
∫ x
0
dt
et v
(i)
metric(t)
1− f(t)
(3.7)
and
a(i)v (t) = −et(f − f˜ 2)
∫ ∞
t
dx
e−3x
(1− f)(f − f˜ 2)2
∫ x
0
dy M (i)(y)
+
(
2
∫ ∞
0
dz f˜ a(i)v (z)
)
et(f − f˜ 2)
∫ ∞
t
dx
e−3x
(1− f)(f − f˜ 2)2
∫ x
0
dy ey f˜ (f − f˜ 2)
(3.8)
where
M (i)(x) =
∫ x
0
dx e2x
(
f − f˜ 2
)(
f˜ e−x
(
−2D
K
)∫ ∞
0
dz e−z
∫ z
0
dt
et v
(i)
metric(t)
1− f(t) −
1
N
v
(i)
gauge(x)
+ 2 f˜
(
D
K
)
e−x
∫ x
0
dt
et v
(i)
metric(t)
1− f(t)
)
(3.9)
and ∫ ∞
0
dt f˜ a(i)v =
A
B
where B = 1− 2
∫ ∞
0
dz Q˜ (f − f˜ 2)
∫ ∞
z
dx
e−3x
(1− f)(f − f˜ 2)2
∫ x
0
dy ey f˜ (f − f˜ 2)
And A = −
∫ ∞
0
dz Q˜ (f − f˜ 2)
∫ ∞
z
dx
e−3x
(1− f)(f − f˜ 2)2
∫ x
0
dy M (i)(y)
(3.10)
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and
a(i)s (y) = −e−y
(
1
N
)∫ ∞
0
dρ e−ρ
∫ ρ
0
dζ eζ s(i)gauge(ζ) +
(
1
N
)∫ ∞
y
dρ e−ρ
∫ ρ
0
dζ eζ s(i)gauge(ζ)
(3.11)
and
S
(i)
1 (y) = −4
∫ ∞
y
dρ f˜ a(i)s (ρ)− e−y Ascalar +
(
2
N
)∫ ∞
y
dρ e−ρ
∫ ρ
0
dζ eζ s
(i)
metric(ζ)
where Ascalar = −4
∫ ∞
0
dρ f˜ a(i)s (ρ) +
(
2
N
)∫ ∞
0
dρ e−ρ
∫ ρ
0
dζ eζ s
(i)
metric(ζ)
(3.12)
and correction to the tensor sector
T (W ) = 2D
K
log
[
1− Q˜2e−W
]
(3.13)
where
v
(1)
metric =
f˜ 2 − f
2
, v
(2)
metric = v
(4)
metric =
f
2
, v
( 3)
metric = −
f˜ 2
2
v
(1)
gauge = f˜ , v
(2)
gauge = −f˜ , v( 4)gauge = −f˜
(3.14)
and
s
(1)
metric =
N
2
(
V˙(2) + V˙(3) + V˙(4)
)
− f˜ 2 , s(2)metric =
N
2
(
−V˙(2) + V˙(3)
)
+ f˜ 2
s
(3)
metric =
f − f˜ 2
2
, s
(4)
metric =
N
2
V˙(1) , s(5)metric =
(
Q˜f˜ − f˜ 2
)
, s
(6)
metric = 0
s
(7)
metric = −f˜ 2 , s(8)metric =
N
2
(
−V˙(2) + V˙(3)
)
s(1)gauge = N
(
f˜V(2) + fa˙(2)v + f˜V(4) + fa˙(4)v
)
, s(2)gauge = N
(
−f˜V(2) − fa˙(2)v + f˜V(3) + fa˙(3)v
)
s(4)gauge = N
(
f˜V(1) + fa˙(1)v
)
, s(6)gauge = f˜ , s
(3)
gauge = s
(5)
gauge = s
(7)
gauge = 0
s(8)gauge = N
(
−f˜V(2) − fa˙(2)v + f˜V(3) + fa˙(3)v
)
+ f˜
(3.15)
3.1 The dual system
The large-D gravity solutions, described in the previous subsection, are dual to
a co-dimension one, massive and charged, membrane embedded in the asymptotic
geometry (AdS for our purpose). The membrane is characterized by a velocity field
U , named as ‘membrane velocity’, a charge field Q˜ and a shape function ψ (the same
– 16 –
Table 2. Membrane Data
Scalar Vector Tensor
S(1) ≡ (U ·∇)K
K
V
(1)
A ≡ PCA
(∇CK
K
)
tAB ≡ PCA PC′B
[(
∇COC′+∇C′OC
2
)
− PCC′
D
(∇ ·O)
]
S(2) ≡ U ·K · U V (2)A ≡ PCA (U · ∇)OC
S(3) ≡ ∇ˆ · U V (3)A ≡ PCA (U · ∇)UC
S(4) ≡ ∇ˆ2K
K2
V
(4)
A ≡ PCA
(
∇ˆ2UC
K
)
S(5) ≡ U ·
(
∇Q˜
Q˜
)
S(6) ≡ 1
K
∇ ·
(
∇Q˜
Q˜
)
S(7) ≡ K
D
S(8) ≡ Ruu
K
scalar fields that appear in the bulk metric and gauge fields). The function ψ is a
harmonic function with respect to the background geometry. Just like in fluid gravity
correspondence, here also the velocity field U and the shape function ψ cannot be
chosen arbitrarily. They have to satisfy some constraint equations, which we shall
refer to as membrane equations. For every solution to these membrane equations,
we have one solution to Einstein’s equations. The membrane equations are given by
PAC
[
∇̂2UA
K
−
(
1 + Q˜2
) ∇̂AK
K
+ UBKBA −
(
1 + Q˜2
)(
U · ∇̂UA
)]
= O
(
1
D
)
∇ˆ · U = O
(
1
D
)
∇̂2Q˜
K
− U · ∇̂Q˜− Q˜
[
U · ∇̂K
K
− U ·K · U − Ruu
K
]
= O
(
1
D
)
(3.16)
where
PAB = W¯AB − nAnB + UAUB , Ruu = UAR¯ABUB , and R¯AB = (D − 1)λW¯AB
(3.17)
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4 Comparing fluid-gravity and membrane-gravity dualities :
In this section we compare the two perturbation techniques, ‘derivative expansion’
and ‘large-D expansion’ which are used to generate dynamical black-brane solutions
to Einstein equations.
‘Derivative expansion’ is used to solve Einstein’s equations with negative cosmologi-
cal constant, whereas large-D expansion technique is used to solve Einstein equations
with or without cosmological constant. ‘Derivative expansion’ generate gravity solu-
tions that are dual to the relativistic Navier-Stokes equations of fluid dynamics. On
the other hand large-D expansion techniques generate solutions that are dual to a
co-dimension one dynamical membrane embedded in some background space. Like in
the previous papers [1, 2], here also our goal is to compare these two gravity solutions
along with their dual systems for the charged case. We will show that in appropriate
regime of parameter space there exists an overlap regime between these two different
looking gravity solutions generated by two different perturbation techniques, which
we can see after a coordinate transformation.
4.1 The split of the hydrodynamic metric
As we have mentioned earlier, the metric generated in large-D expansion technique
are written in a split form, background plus ‘rest’. Here we have a null geodesic,
which when contracted with the ‘rest’ part vanishes to all order in 1
D
. This is not
the case for hydrodynamic metric.
So to compare these two solutions, the first step would be to split the hydrodynamic
metric into background plus ‘rest’.
We shall do it in the following way.
First we find out an affinely parametrized null geodesic O¯A∂A w.r.t the full space-
time metric which passes thorough the event horizon of the space-time. This null
geodesic vector is normalized in a way such that OAnA = 1 (OA is related to O¯A
by an overall normalization constant), everywhere in the background, where nA is
the unit normal to the constant ψ hypersurfaces. Now the hydrodynamic metric is
written in a gauge where Grr = 0, and Grµ = −uµ to all order in derivative expansion.
In this gauge kA∂A = ζ(x)∂r is an affinely parametrized null geodesic to all order
in derivative expansion. However we have to normalize this null geodesic and hence
we can set ζ(x) to be one. Ultimately we will find that O¯A∂A = ∂r is the null
geodesic which split the hydrodynamic metric as we want. After that we will choose
a coordinate system Y A ≡ (ρ, yµ) where the background of hydrodynamic metric
take the following form
dS2background = G¯ABdY
AdY B =
dρ2
ρ2
+ ρ2ηµν (4.1)
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The Y A coordinates are related to XA ≡ (r, xµ) coordinate by the mapping f
Y A = fA (X) (4.2)
We can determine this mapping function by the following equation
O¯AGAB|{X} = O¯A
(
∂fC
∂XA
)(
∂fC
′
∂XB
)
G¯CC′|{X} (4.3)
If we use the fact that O¯A∂A = ∂r, then (4.3) can be written as
G(rest)rB = 0 (4.4)
where G(rest)AB =
(GAB − G¯AB), all written in {XA} coordinates. As previously noted
the hydrodynamic metric metric is written in a particular gauge Grr = 0, and Grµ =
−uµ to all order in derivative expansion. We will find that coordinate transformation
of the form
ρ = r + χ(x) and yµ = xµ +
uµ
r + χ(x)
+ ζµ(x) (4.5)
where uµ∂νζ
µ = 0, keep the hydrodynamic metric in this required gauge. Further it
will turn out that for the exact matching of the two metric and gauge field we should
have ζµ = 0 and χ(x) = − Θ
D−2 . So finally we have
2
ρ = r − Θ
D − 2 and y
µ = xµ +
uµ
r − Θ
D−2
(4.6)
If we apply these coordinate transformations, the background metric in {XA} coor-
dinate can be written as3
G¯rr = 0
G¯µr = −uµ
G¯µν = r2 (Pµν − uµuν)− r (uµaν + uνaµ) + 2rσµν + 2r Θ
D − 2uµuν +O
(
∂2
) (4.7)
Once we know the background metric in {XA} coordinates, by subtracting it from
the full metric we can determine G(rest)AB . Now by our construction G(rest)rr and G(rest)rµ
are identically zero to all order in derivative expansion and the G(rest)µν component
2For a detail discussion see [2].
3The inverse of the background metric and the christoffel symbols w.r.t background metric are
give in Appendix B
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can be written as
G(rest)µν = G(S1)uµuν + G(S2)Pµν +
(G(V )µ uν + G(V )ν uµ)+ G(T )µν
where,
G(S1) = r2
(
1− V (r)
)
G(S2) = O (∂2)
G(V )µ = −
3(D − 3) r2 QC
r2H
[
1− (D − 2)QCf(QC)
]
F1(ρ,M) Pλµ (∂λQC)
G(T )µν = 2r
(
r
rH
F2 (ρ,M)− 1
)
σµν
(4.8)
4.2 Membrane data in terms of fluid data
In derivative expansion the solutions are characterized by a velocity filed u, called
fluid velocity, a temperature field T and a charge field Q, whereas in large-D expan-
sion characterising data are the shape function ψ, the charge Q˜ and the membrane
velocity U . The number of data does match on both sides, as it should be. But
these variables are not the same and we need to rewrite one in terms of the other, to
perform a comparison. In this subsection we rewrite the characterising data of the
membrane in terms of the fluid variables.
4.2.1 Determining ψ
As we have described before, ψ is a scalar function, harmonic with respect to the
background geometry. The hypersurface ψ = 1 is identified with the dynamical
horizon of the black brane solution. So we have to solve the differential equation
∇2ψ−D = 0 in this background geometry order by order order in both the perturba-
tion parameters.
After solving we find the following expression for the function ψ (see appendix-B
of [1] for the details of the calculation)
ψ (r, xµ) = 1 +
(
1− 1
D
)(
r
rH
− 1
)
+O
(
∂2,
1
D3
)
(4.9)
4.2.2 Determining UA
Once we have the ψ field everywhere, we could compute the unit normal to the
constant ψ surfaces.
nr =
1
r
+O (∂2) nµ = − Θ
D − 2uµ + aµ + f(QC)P
α
µ ∂αQC +O
(
∂2
)
nr = r − Θ
D − 2 +O
(
∂2
)
nµ =
uµ
r
+
f(QC)
r2
Pµα ∂αQC +O
(
∂2
)
(4.10)
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Now UA is defined as follows
UA = nA −OA (4.11)
After properly normalizing our null geodesic field by OA = O¯
A
(nA·O¯A)
, we have
Or = 0 Oµ = −ruµ +O
(
∂2
)
Or = r +O (∂2) Oµ = 0 (4.12)
Then we can find out the membrane velocity UA as
Ur =
1
r
Uµ = ruµ − Θ
D − 2uµ + aµ + f(QC)P
α
µ∂αQC +O
(
∂2
)
U r = − Θ
D − 2 +O
(
∂2
)
Uµ =
uµ
r
+
f(QC)
r2
Pµα ∂αQC +O
(
∂2
)
(4.13)
4.2.3 Determining Q˜
Next our goal is to write the smooth function Q˜ present in the large D metric and
gauge field in terms of fluid data. This function satisfies the subsidiary condition
(n · ∇) Q˜ = 0. The boundary condition which fix it completely is given by
Q˜|ψ=1 = 1√
2
(
UMAM
) |ψ=1
= − 1√
2
√
3Q
2 rD−2
|ψ=1
= −
√
3Q
2
√
2 rD−2H
(4.14)
We want to solve Q˜ such that (n · ∂) Q˜ = 0 and for that we will take the following
expansion in Q˜.
Q˜ = Q˜0 + Q˜1 (r − rH) + · · ·
where Q˜0 = −
√
3Q
2
√
2 rD−2H
(4.15)
Collecting coefficients of (r − rH)0 after applying (n · ∂) Q˜ = 0 and using the fact
that (n · ∂) Q˜0 =
√
3Q
2
√
2 r rD−2
H
(
(u·∂)Q
Q
+Θ
)
= 0, we have Q˜1 = 0. So we have
Q˜ = −
√
3Q
2
√
2 rD−2H
+O (∂2)
and finally we have
Q˜ = −
√
3 QC
2
√
2
+O (∂2) (4.16)
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4.2.4 Relevant derivatives of the basic data
Large-D metric is determined in terms of the basic functions ψ, Q˜ and UA and
their derivatives with respect to the induced coordinates on the membrane. In this
subsection we shall convert these ‘membrane derivatives’ of the basic ‘membrane
data’ in terms of the fluid data.
One of the key structure that arises repeatedly in large-D construction is the
extrinsic curvature of the membrane, viewed as a hypersurface embedded in the
background. The expressions for extrinsic curvature can be re-expressed in terms of
fluid variables as
Krr = − 1
r2
+O (∂2)
Krµ = −uµ + 1
r
(
Θ
D − 2uµ − aµ
)
+O (∂2)
Kµν = r
2 (Pµν − uµuν) + 2 r
(
Θ
D − 2uµuν −
uµaν + uνaµ
2
+ σµν
)
+O (∂2)
K = (D − 1) +O (∂2)
(4.17)
where KAB is defined as
KAB = Π
C
A ∇C nB
with ΠAB = G¯AB − nA nB
(4.18)
The rest of the data that are relevant for our purpose are presented in the tables
-(3), (4) and (5). Here ∇ˆ is defined for a general n index tensor XA1A2···An as
∇ˆAXA1A2···An = ΠCAΠC1A1ΠC2A2 · · ·ΠCnAn∇CXC1C2···Cn (4.19)
4.3 Comparing the metrics and gauge fields
In this subsection we shall take the large D limit of the fluid metric and gauge field
and match with the metric and gauge field in large D side after expressing them in
terms of fluid data.
4.3.1 Comparing the gauge fields
At first we decompose the fluid gauge field into scalar and vector components. As
from the gauge condition Ar component of the gauge field is zero to all order in
derivative, we write only the components in the boundary directions.
A(fluid)µ = B(S) uµ + B(V )µ (4.20)
where
B(S) =
√
3 r QC
2
(rH
r
)D−2
B(V )µ = −2
√
3
(
r
rH
)D [
1− (D − 2)QC f(QC)
]
F
(1,0)
1 (ρ,M) Pλµ (∂λQC)
(4.21)
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The gauge field in large-D side is given as
AM =
√
2
[
f˜ OM +
1
D
A
(1)
M +O
(
1
D
)2]
where A(1)M = A(s)OM +A(v)M
(4.22)
Also in this case the radial component of the gauge field vanishes and only the
components in boundary directions are non-zero. We decompose this into scalar and
vector components as follows
A(D)µ = Y (S) uµ + Y (V )µ (4.23)
where
Y (S) = −
√
2 r
(
f˜ +
1
D
A(s)
)
+O
(
1
D
)2
Y (V )µ =
1
D
√
2 A(v)µ +O
(
1
D
)2 (4.24)
A(s) is defined as follows
A(s) =
Ns∑
i=1
a(i)s (Y ) S(i)
=
(
a(2)s (Y ) S(2) + a(7)s (Y ) S(7) +K a(Ruu)s (Y ) S(8)
)
=
(−a(2)s (Y ) + a(7)s (Y ) +K a(Ruu)s (Y ))
= a(total)s (Y )
(4.25)
where Y = D(ψ − 1).4
where
a(total)s (Y ) = −e−Y
(
1
N
)∫ ∞
0
dρ e−ρ
∫ ρ
0
dζ eζ s(total)gauge (ζ) +
(
1
N
)∫ ∞
Y
dρ e−ρ
∫ ρ
0
dζ eζ s(total)gauge (ζ)
(4.26)
And s
(total)
gauge is defined as
s(total)gauge = −s(2)gauge + s(7)gauge + s(Ruu)gauge
= f˜
= Q˜ e−Y +O
(
1
D
) (4.27)
4Here one should note that the integrations in the large-D side are parametrized by W =
D(ψ − 1). On the other hand we can define another parameter R˜ = D
(
r
rH
− 1
)
to expand other
functions in inverse power of dimensions. But it is easy to check that W = R˜+O ( 1
D
)
. And hence
up to the order we are interested the two parameters are just equal and we simply denote both of
them by the O(1) parameter Y without any further confusion.
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Substituting (4.27) into (4.26) we have
a(total)s (Y ) = Y Q˜ e
−Y (4.28)
Putting this in (4.25) we have
A(s) = Y Q˜ e−Y (4.29)
The vector component calculated up to leading order in large-D as
A(v)µ =
Ns∑
i=1
a(i)v (Y ) V
(i)
µ
= f (QC)
(
a(2)v (Y )− a(3)v (Y )− a(4)v (Y )
)Pλµ (∂λQC)
= O
(
1
D
) (4.30)
So finally we have
Y (S) = −
√
2 r
(
f˜ +
1
D
Y Q˜ e−Y
)
+O
(
1
D
)2
Y (V )µ = O
(
1
D
)2 (4.31)
Now we have from A.1
F
(1,0)
1
(
1 +
Y
D
,M
)
=
(
1
D
)2
(4.32)
Now if we expand both large-D and fluid gauge field up to O ( 1
D
)
by substituting
r = rH
(
1 + Y
D
)
, we find
Y (S) − B(S) = O
(
1
D
)2
Y (V )µ − B(V )µ = O
(
1
D
)2 (4.33)
So within the membrane region, the two gauge fields are equivalent to one another.
4.3.2 Comparing the metric
As we have discussed earlier we can determine G(rest)µν , by simply subtracting the
background piece from the full hydrodynamic metric once we know the background
metric in XA coordinates. After decomposing G(rest)µν into scalar, vector and tensor
components, we can write it as follows
G(rest)µν = G(S1)uµuν + G(S2)Pµν +
(G(V )µ uν + G(V )ν uµ)+ G(T )µν (4.34)
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where
G(S1) = r2
(
1− V (r)
)
G(S2) = O (∂2)
G(V )µ = −
3(D − 3) r2 QC
r2H
[
1− (D − 2)QCf(QC)
]
F1(ρ,M) Pλµ (∂λQC)
G(T )µν = 2r
(
r
rH
F2 (ρ,M)− 1
)
σµν
(4.35)
Now we will write the large D metric in terms of fluid data. The large D metric up
to first order in 1
D
can be written as
WAB = W¯AB + fOAOB +
1
D
W(1)AB +O
(
1
D
)2
where W(1)AB = Z(s1)OAOB +
(
Z(v)A OB + Z(v)B OA
)
+ Z(T )AB
(4.36)
Subtracting the background part from this full large-D metric, we will get, W
(rest)
AB .
Now from the construction of this metric W
(rest)
rr and W
(rest)
rµ vanishes, and we only
have W
(rest)
µν , which we decompose into scalar, vector and tensor components as
follows
W (rest)µν =W(S1)uµuν +W(S2)Pµν +
(W(V )µ uν +W(V )ν uµ)+W(T )µν (4.37)
where
W(S1) = r2
(
f +
1
D
Z(s1)
)
+O
(
1
D
)2
W(S2) = O
(
1
D
)2
W(V )µ = −
1
D
r Z(v)µ +O
(
1
D
)2
W(T )µν =
1
D
Z(T )µν +O
(
1
D
)2
(4.38)
So at first we determine Z(s1) in terms of fluid variables. We write the leading order
expressions in large D expansion by substituting r = rH
(
1 + Y
D
)
.
Z(s1) =
Ns∑
i=1
S
(i)
1 (Y ) S(i)
=
(
S
(2)
1 (Y ) S(2) + S(7)1 (Y ) S(7) +K S(Ruu)1 (Y ) S(8)
)
=
(
−S(2)1 (Y ) + S(7)1 (Y ) +K S(8)1 (Y )
)
= S
(total)
1s (Y )
(4.39)
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where
S
(total)
1s (y) = −4
∫ ∞
y
dρ f˜ a(total)s (ρ)− e−y A(total)scalar +
(
2
N
)∫ ∞
y
dρ e−ρ
∫ ρ
0
dζ eζ s
(total)
metric(ζ)
where A
(total)
scalar = −4
∫ ∞
0
dρ f˜ a(total)s (ρ) +
(
2
N
)∫ ∞
0
dρ e−ρ
∫ ρ
0
dζ eζ s
(total)
metric(ζ)
(4.40)
and s
(total)
metric is defined as
s
(total)
metric = −s(2)metric + s(7)metric + s(Ruu)metric
= −2f˜ 2
= −2Q˜2 e−2 Y +O
(
1
D
) (4.41)
Substituting (4.41) into (4.40), we have
A
(total)
scalar = −3Q˜2
S
(total)
1s (Y ) = Q˜
2e−2Y
(
1− 2Y − eY ) (4.42)
And hence we have
Z(s1) = Q˜2e−2Y (1− 2Y − eY )+O( 1
D
)
(4.43)
Now we will calculate Z(V )µ component
Z(v)µ = f (QC)
(V(2) − V(3) − V(4))Pλµ (∂λQC)
= O
(
1
D
)
(4.44)
And the tensor component Z(T )µν is given by
Z(T )µν = −2r
(
D
K
)
log
(
1− Q˜2e−Y
)
σµν +O
(
1
D
)
(4.45)
So finally we have
W(S1) = r2
[
f +
1
D
(
Q˜2e−2Y
(
1− 2Y − eY ))]+O( 1
D
)2
W(S2) = O
(
1
D
)2
W(V )µ = O
(
1
D
)2
W(T )µν = −r
(
2
K
)
log
(
1− Q˜2e−Y
)
σµν +O
(
1
D
)2
(4.46)
– 26 –
From A.1, we have
F1
(
1 +
Y
D
,M
)
= O
(
1
D
)3
(4.47)
hence
G(V )µ = O
(
1
D
)2
(4.48)
and from A.2, we have
G(T )µν = −r
(
2
D
)
log
(
1− Q˜2e−Y
)
σµν +O
(
1
D
)2
(4.49)
So finally we have
G(S1) = r2
(
1− V (r)
)
G(S2) = O (∂2)
G(V )µ = O
(
1
D
)2
G(T )µν = −r
(
2
D
)
log
(
1− Q˜2e−Y
)
σµν +O
(
1
D
)2
(4.50)
So, now if we subtract the fluid metric from the large-D metric both expanded up
to O ( 1
D
)2
, we will find that in the membrane region the two metric matches.
4.4 Comparing the evolution of two sets of data
In the previous subsection we have seen that the metric and gauge fields of both the
perturbation techniques are equivalent in their overlap regime. However, our inten-
tion is to show that the solutions generated by these two perturbation techniques are
equivalent. Hence we also have to show the equivalence of the differential equations
that govern the time evolution of the defining data of both the systems. But the
defining data of hydrodynamic metric and large-D metric are constrained by two
different looking sets of differential equations. For hydrodynamic metric these equa-
tions are given by the equations in (2.39), on the other hand the constraint equations
for the large-D case are given by equations in (3.16). To show the equivalence of
these two gravity solutions we have to show that once ‘membrane equations’ are
satisfied, the constraint equations in hydrodynamics are also satisfied. One of these
equations is given by5
PAC
[
∇̂2UA
K
−
(
1 + Q˜2
) ∇̂AK
K
+ UBKBA −
(
1 + Q˜2
)(
U · ∇̂UA
)]
= O
(
1
D
)
(4.51)
5It is well known that fluid equations can be written as conservation equations of a stress tensor
and charge current living on (D− 1) dimensional flat space. Also from paper [28, 29] we know that
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We have calculated the different components of these equations in terms of fluid data
as follows
PAC
∇̂2UA
K
= −f (QC)Pλµ∂λQC
PAC
∇̂AK
K
= 0
PAC U
BKBA = O
(
∂2
)
PAC
(
U · ∇̂UA
)
= −f (QC)Pλµ∂λQC
(4.52)
Substituting these in the L.H.S of equation (4.51) evaluate to
= −f (QC)Pλµ∂λQC −
(
1 + Q˜2
) (−f (QC)Pλµ∂λQC)
= Q˜2 f (QC)Pλµ∂λQC
=
3
8
Q2C f (QC)Pλµ∂λQC
= O
(
1
D
) (4.53)
As f (QC) = O
(
1
D
)
, so our membrane velocity and shape function satisfies (4.51).
The second constraint equation is
∇ˆ · U = O
(
1
D
)
(4.54)
now ∇ˆ · U = O (∂2). So up to the order we are interested our membrane velocity
satisfies this equation.
And the third equation is given by
∇̂2Q˜
K
− U · ∇̂Q˜− Q˜
[
U · ∇̂K
K
− U ·K · U − Ruu
K
]
= O
(
1
D
)
(4.55)
The large-D structures appeared in this equation can be calculated in terms of fluid
we can define a stress tensor and charge current on the membrane order by order in inverse power
of dimensions such that the membrane equations is simply the conservation equations of this stress
tensor and charge current. So it would be interesting and easier to show that the conservation of
membrane stress tensor and charge current follows from the conservation equations of fluid stress
tensor and charge current. But unfortunately at this time we do not have the expressions for the
stress tensor and charge current for a charged membrane propagating in AdS space. Hence we are
forced to check the equivalence of the two different looking sets of constraint equations, namely
membrane equations and fluid equations.
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data as
∇̂2Q˜
K
= 0
U · ∇̂Q˜ = 0
U · ∇̂K
K
= 0
U ·K · U = −1
Ruu
K
= −λ
(4.56)
Substituting these the L.H.S of (4.55) we can check that (4.55) is also satisfied. So up
to the order we are interested our membrane velocity satisfies this equation. So we
have shown that our membrane equations follow as a consequence of fluid constraint
equations.
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Table 3. Scalar large-D Data in terms of fluid Data
Large-D Data Corresponding Fluid Data
S(1) ≡ (U ·∇)K
K
= 0
S(2) ≡ U ·K · U = −1
S(3) ≡ ∇ˆ · U = ΠAB(∇AUB) = 0
S(4) ≡ ∇ˆ2K
K2
= 0
S(5) ≡ U ·
(
∇Q˜
Q˜
)
= 0
S(6) ≡ 1
K
∇ ·
(
∇Q˜
Q˜
)
= 0
S(7) ≡ K
D
= 1− 1
D
S(8) ≡ Ruu
K
= −λ
Table 4. Vector large-D Data in terms of fluid Data
Large-D Data Corresponding Fluid Data
V
(1)
A dX
A ≡ PCA
(∇CK
K
)
= 0
V
(2)
A dX
A ≡ PCA (U · ∇)OC = f (QC)Pλµ∂λQC dxµ
V
(3)
A dX
A ≡ PCA (U · ∇)UC = −f (QC)Pλµ∂λQC dxµ
V
(4)
A dX
A ≡ PCA
(
∇ˆ2UC
K
)
= −f (QC)Pλµ∂λQC dxµ
Table 5. Tensor large-D Data in terms of fluid Data
Large-D Data Corresponding Fluid Data
tAB ≡ PCA PC′B
[(
∇COC′+∇C′OC
2
)
− PCC′
D
(∇ · O)
]
=
− rσµν + 1
D
(
r2Pµν + 2rσµν
+ rf (QC)
(
uµPλν ∂λQC + uνPλµ∂λQC
) )
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5 Conclusons and future directions :
In this note, we have compared two different perturbation techniques - namely deriva-
tive expansion and expansion in inverse powers of dimension, in the regime where
both techniques are applicable.
We have considered the case, when these techniques are used to generate asymptot-
ically AdS, dynamical black hole type solutions of Einstein-Maxwell systems. We
have shown that in the appropriate regime of the parameter space, the two solutions
are equivalent to one another upto the first non-trivial order in both the perturbation
parameters. It turns out that after a series of gauge transformation and field redefi-
nitions, the metrics and the gauge fields generated by these two different techniques
are exactly same upto the order the solutions are known on both sides.
This work could be extended to many directions. Below we are listing few of them.
As mentioned before, this equivalence is very much expected on physical grounds.
Still we believe it is important to chart out the subtle details of the redefinitions and
transformation it involves. If we know how and when the two perturbation techniques
generate the same solution, it will help us to find out when they are really different
where one is generating new set of dynamical black hole solutions that could not be
generated from the other. So once we identified and studied the overlapping regime of
the parameter space, it would be interesting to look at the non-overlapping regimes.
Because of the very generic nature of the physical intuition that asserts this
equivalence, we believe that it exists not only for pure Einstein systems or Einstein-
Maxwell systems but also for Einstein-dilaton systems, higher-derivative gravity the-
ory [30–33] or any other systems where we can apply both the perturbation tech-
niques. However, our explicit calculations are very much system-specific, which some-
how obscures this genericity. It would be interesting to set these calculations more
physically or abstractly, without using too much details of a given theory.
In some sense, this note is also describing a duality between the dynamics of a
(D − 1) dimensional charged and massive membrane, embedded in D dimensional
AdS space and that of charged fluid, living on the boundary of the AdS space. The
basic variables of charged fluids are temperature (T ), velocity (uµ) and charge den-
sity (Q); whereas any charged dynamical membrane would be characterized by the
embedding function (ψ), the charge density field (Q˜) and the velocity field (UA)6.
The statement of the duality could be as follows.
If it is possible to have an all order completion for both the membrane equations
and the relativistic fluid equations, then they are actually the same equations, just
written in terms of two different set of variables.
In this note, we have worked out this variable redefinition (see equations (4.9),(4.12)
6Just like the velocity field in fluids, the membrane velocity UA captures the charge or mass
redistribution within the membrane.
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and (4.13)), needed to show the equivalence, upto the order the equations are known
on both sides.
As it is clear from all previous discussions, the key reason for this equivalence is
simply the fact that both the systems are dual to the same gravity solution in the
overlap regime of the two perturbation parameters. Still it might be possible to
formulate the duality, removing the gravity altogether, because once we know the
appropriate variable redefinition, that is enough to show the equivalence of the mem-
brane and fluid equations. However, we should emphasize that at this stage it is a
duality between a very specific membrane and a very specific fluid, the ones that
could have gravity duals. It would be really interesting to see if we can extend such
duality to more generic fluids and membranes. It will provide new ways to analyze
the unsolved problems in both sets of equations.
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A The Large-D limit of the integrations appearing in hydro-
dynamic metric
In this section we will try to do the integrations appearing in the fluid metric and
we will do those integrals in 1
D
expansion.
A.1 Analysis of the integral in the function F1
The integral appearing in F1 is given by
F3(ρ,M) =
∫ ∞
ρ
dp
1(
1 + 1
4
3(D−3)
2(D−2)
Q21
p2(D−2)
− M
pD−1
)2( 1p2(D−1) − c1p2D−3)
=
∫ ∞
ρ
dp
1(
1 + (M−1)
p2(D−2)
− M
pD−1
)2( 1p2(D−1) − c1p2D−3)
(A.1)
Though it is difficult to do the integral for general M , it is easier to do the integral
for M = 1. Hence we have done the integration by expanding M around 1 as
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M = 1+ δM in a power series of δM . It is easy to do the integrals appearing in each
coefficient in the power series of δM and if we do those integrals and expand each of
the results of those integrals in 1
D
as ρ = 1 + Y
D
we will find that
F3(1 +
Y
D
,M) =
(
1
D
)2
(A.2)
A.2 Analysis of the integral in the function F2
The integral appearing in F2 is given by
F2(ρ,M) =
∫ ∞
ρ
pD
(
pD − p2)
p2 (p2D −MpD+1 + (M − 1)p4)dp (A.3)
This integration is also difficult to do other than M = 1 and hence by pursuing
the previous method at first we expand the integrand around M = 1 by putting
M = 1 + δM . Then the integrand becomes
pD
(
pD − p2)
p2 (p2D −MpD+1 + (M − 1)p4) =
pD−2 − 1
p (pD−1 − 1) +
(
pD − p3) (pD − p2)
pD+1 (pD − p)2 δM
+
(
pD − p3)2 (pD − p2)
p2D (pD − p)3 δM
2 + · · ·
(A.4)
If we do each of these integrals for each of the coefficients of δM, δM 2, · · ·
and then expand those results in 1
D
by replacing ρ = 1 + Y
D
, we will get terms like
e−Y
(
δM
D
)
, e−2Y
(
δM2
2D
)
, e−3Y
(
δM3
3D
)
, · · · . If we combine all those terms for power of
δM ≥ 1 we will get − 1
D
log[1 − Q˜2e−Y ] and for the 0th order term in δM following
the appendix A of [1] we have 1 +
(
1
D
)2
.
B The inverse of the background metric and christoffel sym-
bols w.r.t background metric
We can find out the inverse of the background metric order by order in derivative
expansion. These expressions are given by
G¯rr = r2 − 2r Θ
D − 2 +O
(
∂2
)
G¯µr = uµ − a
µ
r
+O (∂2)
G¯µν = 1
r2
Pµν − 2
r3
σµν +O (∂2)
(B.1)
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Having these expression for the background metric we have the christoffel symbols
for the background metric as
Γ¯rrr = 0
Γ¯αrr = 0
Γ¯rµr = r uµ −
Θ
D − 2uµ
Γ¯αµr =
1
r
Pαµ −
1
2 r2
(uµa
α − aµuα) + 1
2 r2
(∂αuµ − ∂µuα)− 1
r2
σαµ
Γ¯rαµ = −r3 (Pαµ − uαuµ) + r2 (uαaµ + uµaα)− 2 r2σαµ + r2
Θ
D − 2Pαµ − 3r
2 Θ
D − 2uαuµ
Γ¯βαµ = u
β
(
−r (Pαµ − uαuµ) + (uαaµ + uµaα)− 2σαµ − Θ
D − 2uαuµ −
Θ
D − 2Pαµ
)
+ aβ (Pαµ − uαuµ)
(B.2)
C Notation
In this section we write down the various symbols we have used throughout this note.
G¯AB : Background metric in Y
A ≡ {ρ, yµ} coordinates
G¯AB : Background metric in XA ≡ {r, xµ} coordinates
GAB : Full metric in XA ≡ {r, xµ} coordinates
W¯AB : Background metric in arbitrary coordinates
WAB : Full metric in arbitrary coordinates
ηµν : The boundary metric
uµ : Fluid velocity
UA : Membrane velocity
Q : Charge field in hydrodynamic metric
Q˜ : Charge field in large-D metric
ΠAB : Projector perpendicular to nA
PAB : Projector perpendicular to both nA and UA
Pµν : Projector perpendicular to uµ
∇A : Covarient derivative w.r.t background metric
∇ˆ : Covarient derivative projected along the membrane
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