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The simplest problem in the olletive dynamis of neural networks:
Is synhrony stable?
Mar Timme and Fred Wolf
Max Plank Institute for Dynamis and Self-Organization,
Bernstein Center for Computational Neurosiene, and
University of Göttingen, Bunsenstr. 10, 37073 Göttingen, Germany
For spiking neural networks we onsider the stability problem of global synhrony, arguably the
simplest non-trivial olletive dynamis in suh networks. We nd that even this simplest dynamial
problem  loal stability of synhrony  is non-trivial to solve and requires novel methods for its
solution. In partiular, the disrete mode of pulsed ommuniation together with the ompliated
onnetivity of neural interation networks requires a non-standard approah. The dynamis in the
viinity of the synhronous state is determined by a multitude of linear operators, in ontrast to a
single stability matrix in onventional linear stability theory. This unusual property qualitatively
depends on network topology and may be negleted for globally oupled homogeneous networks.
For generi networks, however, the number of operators inreases exponentially with the size of the
network.
We present methods to treat this multi-operator problem exatly. First, based on the Gershgorin
and Perron-Frobenius theorems, we derive bounds on the eigenvalues that provide important infor-
mation about the synhronization proess but are not suient to establish the asymptoti stability
or instability of the synhronous state. We then present a omplete analysis of asymptoti stability
for topologially strongly onneted networks using simple graph-theoretial onsiderations.
For inhibitory interations between dissipative (leaky) osillatory neurons the synhronous state
is stable, independent of the parameters and the network onnetivity. These results indiate that
pulse-like interations play a profound role in network dynamial systems, and in partiular in
the dynamis of biologial synhronization, unless the oupling is homogeneous and all-to-all. The
onepts introdued here are expeted to also failitate the exat analysis of more ompliated
dynamial network states, for instane the irregular balaned ativity in ortial neural networks.
Keywords: Synhronization, networks, graph theory, random matri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ortial 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uits
I. INTRODUCTION
Understanding the olletive dynamis of biologial neural networks represents one of the most hallenging problems
in urrent theoretial biology. For two distint reasons, the study of synhronization in large neuronal networks plays
a paradigmati role in theoretial studies of neuronal dynamis. Firstly, synhrony is an ubiquitous olletive feature
of neural ativity. Large-sale synhronous ativity has been observed by spatially oarse methods suh as eletro-
or magnetoenephalography. Complementing experiments of parallel reordings of spiking ativity of individual ells
have shown that the synhronization of ring times of indiviual units is often preise with a temporal satter of the
order of a few milliseonds [1, 2℄. This preise loking has been observed over signiant distanes in the ortex
and even aross hemispheres [3℄. Synhronous ativity also plays an important role in pathologial state suh as
epilepti seizures [4℄. Seondly, the synhronous state is arguably the simplest non-trivial olletively oordinated
state of a network dynamial system. Mathematially, it is therefore one of the most throroughly investigated states
in the dynamis of biologial neural networks. Following the paradigm set by the seminal works of Winfree and
Kuramoto on the dynamis of biologial osillators, most studies of synhronization have utilized either temporal or
population averaging tehniques to map the pulse-oupled dynamis of biologial neural networks to eetive models
of phase-oupled osillators or density dynamis [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22℄.
While this approah has proven to be very informative, it provides exat results only under highly restritive
onditions. In fat, studies approahing the dynamis of biologial neural networks using exat methods [7, 23, 24,
25, 26, 27, 28, 29, 30, 31, 32, 33, 34℄, have over the past deade revealed numerous examples of olletive behaviours
that obviouslly are outside the standard repertoir of behaviours expeted from a smoothly oupled dynamial system.
These inlude several new and unexpeted phenomena suh as unstable attrators [23, 24, 35℄, stable haos [23, 24,
36℄, topologial speed limits to oordinating spike times [31, 32℄, and extreme sensitivity to network topology [37℄.
The ourene of these phenomena may signal that the proper theoretial analysis of olletive neuronal dynamis
mathematially represents a muh more hallenging task than is urrently appreiated.
In this artile, we study the impat of pulse-oupling, delayed interations and ompliated network onnetivity
on the exat mirosopi dynamis of neural networks and expose the mathematial omplexity that emerges already
when onsidering the seemingly simple problem of neuronal synhronization. Utilizing the Mirollo-Strogatz phase
representation of individual units, we present an analytial treatment of nite networks of arbitrary onnetivity.
2The results obtained unearth an unantiipated subtlety of the nature of this stability problem: It turns out that
a single linear operator is not suient to represent the loal dynamis in these systems. Instead, a large number
of linear operators, depending on rank order of the perturbation vetor, is needed to represent the dynamis of
small perturbations. We present methods to haraterize the eigenvalues of all operators arising for a given network.
Universal properties of the stability operators lead to exat bounds on the eigenvalues of all operators and also provide
a simple way to prove plain but not asymptoti stability for any network. We then show for topologially strongly
onneted networks that asymptoti stability of the synhronized state an be demonstrated by graph-theoretial
onsiderations. We nd that for inhibitory interations the synhronous state is stable, independent of the parameters
and the network onnetivity. A part of this work that onsiders plain (non-asymptoti) stability without networks
onstraints has been briey reported before for the ase of inhibitory oupling [38℄.These results indiate that pulse-
like interations play a profound role in network dynamial systems, and in partiular in the dynamis of biologial
synhronization, unless the oupling is homogeneous and all-to-all. They highlight the need for exat mathematial
tools that an handle the dynami omplexity of neuronal systems at the mirosopi level.
II. THE PHASE REPRESENTATION OF PULSE-COUPLED NETWORKS
We onsider networks of N pulse-oupled osillatory units, neurons, with delayed interations. A phase-like variable
φj(t) ∈ (−∞, 1] speies the state of eah osillator j at time t suh that the dierene between the phases of two
osillators quanties their degree of synhrony, with idential phases for ompletely synhronous osillators. The free
dynamis of osillator j is given by
dφj
dt
= 1. (1)
Whenever osillator j reahes a threshold
φj(t) = 1 (2)
the phase is reset to zero
φj(t
+) = 0 (3)
and a pulse is sent to all other post-synapti osillators i ∈ Post(j). These osillators i reeive this signal after a delay
time τ . The interations are mediated by a funtion U(φ) speifying a 'potential' of an osillator at phase φ. The
funtion U is assumed twie ontinuously dierentiable, monotonially inreasing,
U ′ > 0, (4)
onave (down),
U ′′ < 0, (5)
and normalized suh that
U(0) = 0 and U(1) = 1. (6)
For a general U(φ) we dene the transfer funtion
Hε(φ) = U
−1(U(φ) + ε) (7)
that represents the response of an osillator at phase φ to an inoming sub-threshold pulse of strength ε. Depending
on whether the input εij reeived by osillator i from j is sub-threshold,
U(φ) + εij < 1, (8)
or supra-threshold,
U(φ) + εij ≥ 1, (9)
the pulse sent at time t (Eq. (2)) indues a phase jump after a delay time τ at time t+ τ aording to
φi((t+ τ)
+) =
{
Hεij (φi(t+ τ)) if U(φi(t+ τ)) + εij < 1
0 if U(φi(t+ τ)) + εij ≥ 1
. (10)
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Figure 1: An inoming pulse of strength ε indues a phase jump φ+1 := φ1(t
+) = U−1(U(φ1(t)) + ε) = Hε(φ1) that depends
on the state φ1 := φ1(t) of the osillator at time t of pulse reeption. Due to the urvature of U , an exitatory pulse (ε > 0)
indues an advaning phase jump. If the inoming pulse puts the potential above threshold (U(φ1) + ε > 1), the phase is reset
to zero (φ+1 = 0). An inhibitory pulse (ε < 0) would indue a regressing phase jump suh that the phase may assume negative
values (not shown).
In the seond ase also a pulse is emitted by osillator i . The phase jump (Fig. 1) depends on the phase φi(t+τ) of the
reeiving osillator i at time t+τ after the signal by osillator j has been sent at time t, the eetive oupling strength
εij , and the nonlinear potential funtion U . The interation from unit j to unit i is either exitatory (εij > 0) induing
advaning phase jumps (f. Fig. 1) or inhibitory (εij < 0) induing retarding phase jumps. If there is no interation
from j to i, we have εij = 0 and . There are two immediate dierenes between inhibitory and exitatory inputs.
First, while inhibitory input εij < 0 is always sub-threshold, exitatory input εij > 0 may also be supra-threshold
and thus indue an instantaneous reset to zero aording to Eq. (10). Seond, in response to the reeption of an
inhibitory pulse, the phases of the osillators may assume negative values whereas for exitatory oupling they are
onned to the interval [0, 1]. We remark here that we do not onsider the dynamis (and perturbations) of variables
that enode the spikes in transit, i.e. spikes that have been sent but not yet reeived at any instant of time. These
additional variables make the system formally higher-dimensional. However, under the onditions onsidered below,
in partiular for networks of idential neurons with inhibitory interations, earlier rigorous work [35℄ shows that these
spike time variables lok to the phase variables one all spikes present in the system initially have arrived and every
neuron has emitted at least one spike thereafter (whih takes nite total time). Thus, for our purposes, we onsider
the dynamis and perturbations of the phase variables only.
Choosing appropriate funtions U the dynamis of a wide variety of pulse oupled systems an be represented. In
partiular, any dierential equation for an individual neural osillator of the form
V˙i = f(Vi) + Si(t) (11)
together with the threshold ring ondition
Vi(t) = 1 ⇒ Vi(t
+) = 0 (12)
where
Si(t) =
∑
j,m
εijδ(t− tj.m) (13)
is the synapti urrent from the network and tj,m is the time of the m
th
ring of neuron j. As long as the free
(Si(t) ≡ 0) dynamis has a periodi solution V (t) with period T and negative urvature, the funtion U an be taken
as the saled solution,
U(φ) := V (φT ). (14)
Thus a general lass of pulse-oupled osillator networks, dened by Eq. (11-13), an be mapped onto the normalized
phase representation (Eqs. (1)(10)).
In this paper, we onsider a system of N oupled Mirollo-Strogatz osillators whih interat on direted graphs
by sending and reeiving pulses. The struture of this graph is speied by the sets Pre(i) of presynapti osillators
that send pulses to osillator i. For simpliity we assume no self-interations, i /∈ Pre(i). The sets Pre(i) ompletely
determine the topology of the network, inluding the sets Post(i) of postsynapti osillators that reeive pulses from
i. The oupling strength between osillator j and osillator i is given by εij suh that
εij 6= 0 if j ∈ Pre(i)
εij = 0 otherwise.
(15)
4Thus a onnetion is onsidered to be present if the onnetion strength is non-zero. All analytial results presented are
derived for the general lass of interation funtions U introdued above. The struture of the network is ompletely
arbitrary exept for the restrition that every osillator has at least one presynapti osillator.
III. REGULAR AND IRREGULAR DYNAMICS IN PULSE-COUPLED NETWORKS
The synhronous state in whih
φi(t) = φ0(t) for all i (16)
is arguably one of the simplest ordered states a network of pulse-oupled osillators may assume. This synhronous
state exists if and only if the oupling strengths are normalized suh that∑
j∈Pre(i)
εij = ε. (17)
One should keep in mind that this state whether stable or not is typially not a global attrator in omplex networks.
To illustrate this point let us briey onsider a spei example. Figures (Fig. 2 and 3) show numerial results
from a in a randomly onneted network of integrate-and-re osillators where U(φ) = U
IF
(φ) = I(1 − e−φTIF) and
T
IF
= ln(I/(I − 1)) with strong interations. This network exhibits a balaned state (f. [16, 39, 40℄) haraterized
by irregular dynamis. In this balaned state, found originally in binary neural networks [39, 40℄, inhibitory and
exitatory inputs anel eah other on average but utuations lead to a variability of the membrane potential and
a high irregularity in ring times (see also [16℄). Figures 2a,b display sample trajetories of the potentials U(φi)
of three osillators for the same random network, making obvious the two distint kinds of oexisting dynamis.
Whereas in the synhronous state all osillators display idential periodi dynamis, in the balaned state osillators
re irregularly, asynhronous, and in addition dier in their ring rates.
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Figure 2: Coexistene of (a) synhronous and (b) irregular dynamis in a random network (N = 400, p = 0.2, I = 4.0,
ε = −16.0, τ = 0.035), f. [38℄. (a),(b): Trajetories of the potential U(φi) of three osillators (angular bars: time sale
(horizontal) ∆t = 8; potential sales (vertial) (a) ∆U = 8, (b) ∆U = 2 ; spikes of height ∆U = 1 added at ring times).
(),(d): Distributions () pν of rates and (d) pCV of the oeient of variation, displayed for the irregular (dark gray) and
synhronous (light gray) dynamis. Figure modied from [38℄.
The latter dynamial dierene is quantied by a histogram pν of osillator rates (Fig. 2)
νi =
(
〈ti,n+1 − ti,n〉n
)−1
, (18)
the reiproal values of the time averaged inter-spike intervals. Here the ti,n are the times when osillator i res
the nth time. The temporal irregularity of the ring-sequene of single osillators i is measured by the oeient of
variation
CVi =
(
ν2i
〈
(ti,n+1 − ti,n)
2
〉
n
− 1
) 1
2 , (19)
5dened as the ratio of the standard deviation of the inter-spike intervals and their average. A histogram pCV of the
CVi shows that the irregular state exhibits oeients of variation near one, the oeient of variation of a Poisson
proess. Suh irregular states our robustly when hanging parameters and network topology.
Figure 3 illustrates the bistability of these qualitatively dierent states by swithing the network dynamis form
one state to the other by external perturbations. A simple mehanism to synhronize osillators that are in a state of
irregular ring is the delivery of two suiently strong external exitatory (phase-advaning) pulses that are separated
by a time ∆t ∈ (τ, 1), f. Fig. 3. The rst pulse then leads to a synhronization of phases due to simultaneous supra-
threshold input, f. (7). If there are traveling signals that have been sent but not reeived at the time of the rst
pulse, a seond pulse after a time ∆t > τ is needed that synhronizes the phases after all internal signals have been
reeived. In this network the synhronous state is not aeted by small random perturbations, whereas large random
perturbations lead bak to irregular dynamis (Fig. 3). These features learly suggests that the synhronized states
is an asymptotially stable loal attrator. However, with the exeption of speial ases no exat treatment of this
proposition exists. Below we will expose that a general treatment of the stability of apparently simple synhronous
state reveals an unexpetedly omplex mathematial setting.
t60 300
(i) (ii) (iii)
Figure 3: Swithing between irregular and synhronous dynamis (N = 400, p = 0.2, I = 4.0, ε = −16.0, τ = 0.14). Firing
times of ve osillators are shown in a time window ∆t = 240. Vertial dashed lines mark external perturbations: (i) large
exitatory pulses lead to synhronous state, (ii) a small random perturbation (|∆φi| ≤ 0.18) is restored, (iii) a suiently large
random perturbation (|∆φi| ≤ 0.36) leads to an irregular state. Bottom: Time evolution of the spread of the spike times after
perturbation (ii), total length ∆t = 0.25 eah. Figure modied from [38℄.
IV. CONSTRUCTING STROBOSCOPIC MAPS
We perform a stability analysis of the synhronous state
φi(t) = φ0(t) for all i (20)
in whih all osillators display idential phase-dynamis φ0(t) on a periodi orbit suh that φ0(t + T ) = φ0(t). The
period of the synhronous state is given by
T = τ + 1− α (21)
where
α = U−1(U(τ) + ε). (22)
For simpliity, we onsider the ases where the total input ε is sub-threshold, U(τ) + ε < 1 suh that α < 1. A
perturbation
δ(0) =: δ = (δ1, . . . , δN ) (23)
to the phases is dened by
δi = φi(0)− φ0(0) . (24)
If we assume that the perturbation is small in the sense that
max
i
δi −min
i
δi < τ (25)
6this perturbation an be onsidered to aet the phases of the osillators at some time just after all signals have been
reeived, i.e. after a time t > t0 + τ if all osillators have red at t = t0. This implies that in every yle, rst eah
neuron sends a spike before any neuron reeives any spike. Suh a perturbation will aet the time of the next ring
events beause the larger the perturbed phase of an osillator is, the earlier this osillator reahes threshold and sends
a pulse. In priniple, there one may onsider other perturbations, in whih, for instane, a pulse is added or removed
at a ertain time. As suh perturbations are not relevant for questions of asymptoti stability, we do not onsider
them here.
To onstrut the strobosopi period-T map, it is onvenient to rank order the elements δi of δ in the following
manner: For eah osillator i we label the perturbations δj of its presynapti osillators j ∈ Pre(i) (for whih εij 6= 0)
aording to their sizes
∆i,1 ≥ ∆i,2 ≥ . . . ≥ ∆i,ki (26)
where
ki := |Pre(i)| (27)
is the number of its presynapti osillators, alled in-degree in graph theory. The index n ∈ {1, . . . , ki} ounts the
reeived pulses in the order of their suessive arrival. Thus, if jn ≡ jn(i) ∈ Pre(i) labels the presynapti osillator
from whih i reeives its nth signal during the period onsidered, we have
∆i,n = δjn(i) . (28)
For later onveniene, we also dene
∆i,0 = δi . (29)
For illustration, let us onsider an osillator i that has exatly two presynapti osillators j and j′ suh that
Pre(i) = {j, j′} and ki = 2 (Fig. 4a,d). For ertain perturbations, osillator i rst reeives a pulse from osillator j
′
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Figure 4: Two signals arriving almost simultaneously indue dierent phase hanges, depending on their rank order. The gure
illustrates a simple ase where Pre(i) = {j, j′} and δi = 0, (a)() for δj′ > δj and (d)(f) for δj > δj′ . (a), (d) Loal path
of the network displaying the reeption times of signals that are reeived by osillator i. Whereas in (a) the signal from j′
arrives before the signal of j, the situation in (d) is reversed. (b), (e) Idential oupling strengths indue idential jumps of the
potential U but (),(f) the phase jumps these signals indue are dierent and depend on the order of the inoming signals. For
small |δi| ≪ 1, individual phase jumps are enoded by the pi,n.
and later from osillator j. This determines the rank order, δj′ > δj , and hene ∆i,1 = δj′ and ∆i,2 = δj (Fig. 4a).
Perturbations with the opposite rank order, δj > δj′ , lead to the opposite labeling, ∆i,1 = δj and ∆i,2 = δj′ (Fig. 4d).
We now onsider a xed, arbitrary, perturbation, the rank order of whih determines the ∆i,n aording to the
inequalities (26). Using the phase shift funtion Hε(φ) (see (7)) and denoting
Di,n := ∆i,n−1 −∆i,n (30)
7for n ∈ {1, . . . , ki} we alulate the time evolution of phase-perturbations δi satisfying (25). Without loss of generality,
we hoose an initial ondition near φ0(0) = τ/2 . The strobosopi time-T map of the perturbations, δi 7→ δi(T ), is
obtained from the sheme given in Table I. The time to threshold of osillator i, whih is given in the lower left of
t φi(t)
0
τ
2
−∆i,1
τ
2
−∆i,2
.
.
.
τ
2
−∆i,ki
τ
2
−∆i,ki + 1− βi,ki
τ
2
+ δi =:
τ
2
+∆i,0
U−1(U(τ +Di,1) + εij1) =: βi,1
U−1(U(βi,1 +Di,2) + εij2) =: βi,2
.
.
.
U−1(U(βi,ki−1 +Di,ki) + εijki ) =: βi,ki
reset: 1 7→ 0
Table I: Time evolution of osillator i in response to ki suessively inoming signals from its presynapti osillators jn,
n ∈ {1, . . . , ki}, from whih i reeives the n
th
signal during this period. The right olumn gives the phases φi(t) at times t
given in the left olumn. The time evolution is shown for a part of one period ranging from φi ≈ τ/2 to reset, 1→ 0, suh that
φi = 0 in the last row. The rst row gives the initial ondition φi(0) = τ/2 + δi . The following rows desribe the reeption
of the ki signals during this period whereby the phases are mapped to βi,n after the n
th
signal has been reeived. The last
row desribes the reset at threshold suh that the respetive time T
(0)
i = τ/2−∆i,ki + 1− βi,ki gives the time to threshold of
osillator i.
the sheme,
T
(0)
i :=
τ
2
−∆i,ki + 1− βi,ki (31)
is about φ0(0) = τ/2 smaller than the period T . Hene the period-T map of the perturbation an be expressed as
δi(T ) = T − T
(0)
i −
τ
2
= βi,ki − α+∆i,ki (32)
where α is given by Equation (22).
Equation (32) denes a map valid for one partiular rank order of perturbations. In general, the perturbations of
all ki presynapti osillators of osillator i lead to ki! dierent possibilities of ordering. Thus the number of possible
maps, µ, is bounded by (
max
i
ki
)
! ≤ µ ≤ (N − 1)! . (33)
Here the minimum is assumed, µ = (maxi ki)!, if only one osillator has exatly µ presynapti osillators and all other
osillators have exatly one presynapti osillator. The maximum, µ = (N − 1)! , is assumed if the osillators are
oupled all-to-all suh that all onnetions are present, εij 6= 0 for all i and j 6= i. If the oupling is all-to-all and
in addition homogeneous, εij = ε/(N − 1) for all i and j 6= i, all maps are equivalent in the sense that for any pair
of maps there is a permutation of osillator indies that transforms one map onto the other. For general network
onnetivities, however, there is no suh permutation equivalene. For instane, in random networks with N verties
and edges that are independently hosen with idential probability p, the number of maps inreases strongly with N .
V. MULTI-OPERATOR DYNAMICS OF SMALL PERTURBATIONS
In order to perform a loal stability analysis, we onsider the rst order approximations of the maps derived in the
previous setion. Expanding βi,ki for small Di,n ≪ 1 one an proof by indution (see Appendix) that to rst order
βi,ki
.
= α+
ki∑
n=1
pi,n−1Di,n (34)
where
pi,n :=
U ′(U−1(U(τ) +
∑n
m=1 εijm))
U ′(U−1(U(τ) + ε))
(35)
8for n ∈ {0, 1, . . . , ki} enodes the eet of an individual inoming signal of strength εijn . The statement x
.
= y means
that x = y +
∑
i,nO(D
2
i,n) as all Di,n → 0. Substituting the rst order approximation (34) into (32) using (30) leads
to
δi(T )
.
=
ki∑
n=1
pi,n−1(∆i,n−1 −∆i,n) + ∆i,ki (36)
suh that after rewriting
δi(T )
.
= pi,0∆i,0 +
ki∑
n=1
(pi,n − pi,n−1)∆i,n (37)
to rst order in all ∆i,n. Sine ∆i,n = δjn(i) for n ∈ {1, . . . , ki} and ∆i,0 = δi aording to Eqs. (28) and (29), this
represents a linear map
δ(T )
.
= Aδ (38)
where the elements of the matrix A are given by
Aij =


pi,n − pi,n−1 if j = jn ∈ Pre(i)
pi,0 if j = i
0 if j /∈ Pre(i) ∪ {i}.
(39)
Beause jn in (39) identies the n
th
pulse reeived during this period by osillator i, the rst order operator depends
on the rank order of the perturbations, A = A(rank(δ)). The map Aδ onsists of a number of linear operators, the
domains of whih depend on the rank order of the spei perturbation. Thus Aδ is pieewise linear in δ. This map
is ontinuous but not in general dierentiable at the domain boundaries where δi = δj for at least one pair i and j
of osillators. In general, signals reeived at similar times by the same osillator indue dierent phase hanges: For
the above example of an osillator i with exatly two presynapti osillators j and j′ and equal oupling strengths,
εi,j = εi,j′ , the rst of the two reeived signals has a larger eet than the seond, by virtue of the onavity of U(φ).
For small |δi| ≪ 1, this eet is enoded by the pi,n (see Eq. (35) and the Appendix for details). Sine the matrix
elements Eq. (39) are dierenes of these pi,n the respetive matrix elements Ai,j and Ai,j′ have in general dierent
values depending on whih signal is reeived rst. This is indued by the struture of the network in onjuntion
with the pulse oupling. For networks with homogeneous, global oupling dierent matries A an be identied by
an appropriate permutation of the osillator indies. In general, however, this is impossible.
VI. BOUNDS ON THE EIGENVALUES
The above onsideration establish that for many network strutures when onsidering the stability of the syn-
hronous state one is faed with the task of haraterizing a large number of operators instead of a single stability
matrix. Fortunately it is possible to haraterize spetral properties ommon to all operators by studying bounds on
their eigenvalues.
A. General properties of matrix elements
It is important to observe that the matrix elements dened by Eqs. (38) and (39) are normalized row-wise,
N∑
j=1
Aij = Aii +
N∑
j=1
j 6=i
Aij (40)
= Aii +
ki∑
n=1
Aijn (41)
= pi,0 +
ki∑
n=1
(pi,n − pi,n−1) (42)
= pi,ki (43)
= 1 (44)
9for all i. Here the seond last equality holds beause the telesope sum equals pi,ki − pi,0 . Therefore, every matrix A
has the trivial eigenvalue
λ1 = 1 (45)
orresponding to the eigenvetor
v1 = (1, 1, . . . , 1)
T
(46)
reeting the time-translation invariane of the system. In addition, the diagonal elements
Aii = pi,0 =
U ′(τ)
U ′(U−1(U(τ) + ε))
=: A0 (47)
are idential for all i. Sine U is monotonially inreasing, U ′(φ) > 0 for all φ, the diagonal elements are positive,
A0 > 0 . (48)
One should note that the matries A have the properties (40)(48) independent of single neuron parameters, the
network onnetivity, and the spei perturbation onsidered. Due to the above properties of the stability matries,
bounds on the eigenvalues of a spei matrix A an be obtained from the Gershgorin theorem [41℄ (see also [42℄).
Theorem VI.1 (Gershgorin) Given an N ×N matrix A = (Aij) and disks
Ki := {z ∈ C| |z −Aii| ≤
N∑
j=1
j 6=i
|Aij |} (49)
for i ∈ {1, . . . , N}. Then the union
K :=
N⋃
i=1
Ki (50)
ontains all eigenvalues of A.
Let us remark that for real matries A the disks Ki in the omplex plane are entered on the real axis at Aii = A0.
B. Eigenvalues for inhibitory oupling
As an appliation of this theorem to the above eigenvalue problem, we onsider the lass of networks of inhibitorily
oupled osillators, where all εij ≤ 0 and ε < 0. In these ases, all nonzero matrix elements Aij are positive: Sine
U(φ) is monotonially inreasing, U ′ > 0, and onave (down), U ′′ < 0, its derivative U ′ is positive and monotonially
dereasing. Thus all pi,n (Eq. (35)) are positive, bounded above by one,
0 < pi,n ≤ 1, (51)
and inrease with n,
pi,n−1 < pi,n . (52)
Hene the nonzero o-diagonal elements are positive, Aijn = pi,n − pi,n−1 > 0 suh that
Aij ≥ 0 (53)
for all i, j ∈ {1, . . . , N} and
0 < A0 < 1. (54)
As a onsequene, for inhibitorily oupled osillators,
N∑
j=1
j 6=i
|Aij | =
N∑
j=1
Aij −Aii = 1−A0 (55)
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Figure 5: Eigenvalues in the omplex plane for inhibitory oupling. The Gershgorin disk, that ontats the unit disk from
the inside, ontains all eigenvalues of the stability matries A. Blak dots show eigenvalues of a spei stability matrix for
a network of N = 16 osillators (in whih every onnetion is present with probability p = 0.25) with oupling strengths
εij = ε/ki , ε = −0.2, τ = 0.15, and a partiular rank order of the perturbation.
suh that all Gershgorin disks Ki are idential and the disk
Ki = K = {z ∈ C| |z −A0| ≤ 1−A0} (56)
ontains all eigenvalues of A. This disk K ontats the unit disk from the inside at the trivial eigenvalue z = λ1 = 1
(Fig. 5).
Sine the unit irle separates stable from unstable eigenvalues and strutural perturbations may move any but the
trivial unit eigenvalue, it is interesting to examine whether the unite eigenvalues may be degenerate. For strongly
onneted networks the Perron-Frobenius theorem implies that this eigenvalue is unique demonstrating the strutural
stability of the onnement of eigenvalues to the unit irle.
If the network is strongly onneted, the resulting stability matrix A is irreduible suh that the Perron-Frobenius
theorem [43, 44, 45, 46℄ (see also [47, 48℄) is appliable (we only state the theorem partially).
Theorem VI.2 (Perron-Frobenius) Let A be an N × N irreduible matrix with all its elements real and non-
negative. Then
• A has a real positive eigenvalue λ
max
, the maximal eigenvalue, whih is simple and suh that all eigenvalues λi
of A satisfy |λi| ≤ λmax.
The Perron-Frobenius theorem implies, that the eigenvalue that is largest in absolute value, here λ1 = 1, is unique for
strongly onneted networks. The Gershgorin theorem guarantees that eigenvalues λ of modulus one are degenerate,
λ = λ1 = 1. Taken together, for strongly onneted networks, the non-trivial eigenvalues λi satisfy
|λi| < 1 (57)
for i ∈ {2, . . . , N}. This suggests that the synhronous state is stable for inhibitory ouplings. As pointed out below
( Se. VII a proof of stability, however, requires further analysis.
C. Eigenvalues for exitatory oupling
Let us briey disuss the ase of exitatorily oupled osillators, where all εij ≥ 0 and ε > 0. Here the analysis
proeeds similar to the ase of inhibitory oupling. Due to the monotoniity and onavity of U(φ), we obtain
pi,n ≥ 1 (58)
as well as a derease with n,
pi,n−1 > pi,n , (59)
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suh that Ai,jn = pi,n − pi,n−1 < 0 and thus
Aij ≤ 0 (60)
for i ∈ {1, . . . , N} and j 6= i and
Aii = A0 > 1. (61)
Consequently, for exitatorily oupled osillators,
N∑
j=1
j 6=i
|Aij | = −
N∑
j=1
j 6=i
Aij = A0 − 1 (62)
suh that again all Gershgorin disks Ki are idential and
Ki = K = {z ∈ C| |z −A0| ≤ A0 − 1}. (63)
Sine A0 > 1, the disk K ontats the unit disk from the outside at z = λ1 = 1 (Fig. 6). If the network is strongly
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Figure 6: Eigenvalues in the omplex plane for exitatory oupling. Gershgorin disk, that ontats the unit disk from the
outside, ontains all eigenvalues of the stability matries A. Blak dots show eigenvalues of a spei stability matrix for
a network of N = 16 osillators (in whih every onnetion is present with probability p = 0.25) with oupling strength
εij = ε/ki ,ε = 0.2, τ = 0.15) and a partiular rank order of the perturbation.
onneted, λ1 = 1 is again unique by the Perron-Frobenius theorem for irreduible matries beause it is the largest
eigenvalue (in absolute value) of the inverse A−1 of A, if the inverse exists. This result indiates that the fully
synhronous state is unstable for exitatory ouplings.
VII. STABILITY
In Se. VI, we found analytial bounds on the eigenvalues of the stability matries. However, even if only eigenvalues
λ with |λ| ≤ 1 are present, a growth of perturbations might seem to be possible beause (i) the eigenspaes of
the (asymmetri) matries A annot be guaranteed to be orthogonal, and (ii) in general, dierent matries A are
suessively applied to a given perturbation. Due to the non-orthogonality (i) the length ‖δ‖ of a given perturbation
vetor δ might inrease during one period. Sine the stability matrix and the set of eigenvetors may hange due to
(ii), the length of the perturbation vetor might inrease in the subsequent period as well. Sine this proedure may
be iterated, the eigenvalues λi of the stability matries, although satisfying |λi| < 1 for i ∈ {2, . . . , N} and λ1 = 1,
are not suient to ensure the stability of the synhronous state.
Thus, the eigenvalues of the dynamially hanging stability matries guide the intuition about the stability of the
synhronous state as well as about the speed of onvergene (in ase of stability) or divergene (in ase of instability).
Nevertheless, stability annot be diretly inferred from the set of eigenvalues. In the following we illustrate the nal
proof of stability in the simple ase of inhibitory oupling where all Aij ≥ 0 (53).
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A. Plain stability for inhibitory oupling
For inhibitory networks, the proof of plain (non-asymptoti) stability is simple. Given the fat that for inhibition∑N
j=1Aij = 1 and Aij ≥ 0, the synhronous state is stable beause a given perturbation δ = δ(0) satises
‖δ(T )‖ := max
i
|δi(T )| (64)
= max
i
∣∣∣∣∣∣
N∑
j=1
Aijδj
∣∣∣∣∣∣ (65)
≤ max
i
∑
j
|Aij ||δj | (66)
≤ max
i
∑
j
|Aij |max
k
|δk| (67)
= max
i
∑
j
Aij max
k
|δk| (68)
= max
k
|δk| (69)
= ‖δ‖ . (70)
In this setion, we use the vetor norm
‖δ‖ := max
i
δi . (71)
Thus the length of a perturbation vetor an not inrease during one period implying that it does not inrease asymp-
totially. This result is independent of the onnetivity struture of the network, the speial hoie of parameters,
εij ≤ 0, τ > 0, the potential funtion U(φ), and the rank order of the perturbation.
B. Asymptoti stability in strongly onneted networks
Asymptoti stability an be established for networks of inhibitorily oupled osillators assuming that the network
satises the ondition of strong onnetivity. A direted graph is alled strongly onneted if that every vertex an be
reahed from every other vertex by following the direted onnetions. Thus a network is strongly onneted, if every
osillator an ommuniate with eah osillator in the network at least indiretly. It is lear that in a disonneted
network only the onneted omponents may synhronize ompletely in the long-term, but these omponents an not
be synhronized by mutual interations. In the proof given below, we do not onsider networks that are disonneted.
We do also not onsider networks that are weakly onneted (but not strongly onneted) suh as two globally oupled
sub-networks whih are linked by unidiretional onnetions from one sub-network to the other.
The synhronous state may be haraterized by a perturbation δ ≡ δ(0) that represents a uniform phase shift,
δ = c1v1 = c1(1, 1, . . . , 1)
T
(72)
where c1 ∈ R, |c1| ≪ 1, and v1 is the eigenvetor of A orresponding to the eigenvalue λ1 = 1 (46). Suh a perturbation
satises
δ(T ) = Aδ = δ (73)
for all matries A = A(rank(δ)) independent of the rank order rank(δ) and thus
‖δ(T )‖ = ‖δ‖ . (74)
Now onsider a δ that does not represent the synhronous state,
δ 6= c1v1 (75)
for all c1 ∈ R. Then one might guess that
‖δ(T )‖ < ‖δ‖ . (76)
13
We assume that (i) δ is not the synhronous state (75) and that (ii) all single-osillator perturbations are non-negative,
δi ≥ 0. The latter assumption is made without loss of generality, beause otherwise a vetor proportional to v1 an
be added suh that δi ≥ 0 is satised. The assumption (ii) implies that the omponents of the perturbation stay
non-negative for all times, beause δi(T ) =
∑N
j=1Aijδj ≥ 0 for all i suh that δi(lT ) ≥ 0 for all i and all l ∈ N.
For onveniene, we dene the largest omponent of the perturbation
δM := max
i
δi (77)
and the seond largest omponent
δm := max{δi | δi < δM} (78)
suh that δm < δM . We also dene the index set of maximal omponents
M := {j ∈ {1, . . . , N} | δj = δM} (79)
whih is always non-empty. We write j /∈ M if j ∈ {1, . . . , N} \M. With these denitions we nd
δi(T ) =
N∑
j=1
Aijδj (80)
=
∑
j∈M
Aijδj +
∑
j /∈M
Aijδj (81)
≤
∑
j∈M
AijδM +
∑
j /∈M
Aijδm (82)
+
∑
j /∈M
AijδM −
∑
j /∈M
AijδM (83)
= δM
N∑
j=1
Aij − (δM − δm)
∑
j /∈M
Aij (84)
= δM − (δM − δm)
∑
j /∈M
Aij . (85)
Hene if
∑
j /∈MAij > 0 the norm of the perturbation vetor dereases in one period,
‖δ(T )‖ = max
i
δi(T ) < δM = max
i
δi = ‖δ‖ . (86)
There are, however, also perturbations that imply Aij = 0 for (at least) one spei i and all j /∈ M suh that∑
j /∈MAij = 0. This is the ase if and only if there is an osillator i that reeives input only from osillators j with
maximal omponents, δj = δM , and itself has maximal omponent, δi = δM . So suppose that
∃ i ∈ {1, . . . , N} ∀ j ∈ Pre(i) ∪ {i} : δj = δM , (87)
i.e. Pre(i) ∪ {i} ⊂M. Then δi(T ) = δM for this osillator i and hene
max
i
δi(T ) = δM (88)
suh that the norm of the perturbation vetor does not derease within one period.
Nevertheless, if the network is strongly onneted, the norm of the perturbation vetor is redued in at most N − 1
periods: We know that if and only if there is no osillator i satisfying (87), the norm will be redued (86) beause∑
j /∈MAij > 0 for all i by (85). So to have maxi δi(T ) = δM one needs one osillator i that satises (87), i.e. i and
Pre(i) have to have maximal omponents. If the vetor norm stays maximal another period,
max
i
δi(2T ) = δM , (89)
not only all j ∈ {i} ∪ Pre(i) but also all j ∈ Pre(Pre(i)) have to have maximal omponents, δj = δM . Iterating this l
times, leads to the ondition
maxi δi(lT ) = δM ⇔
∃ i ∀ j ∈ {i} ∪ Pre(i) ∪ Pre(2)(i) ∪ . . . ∪ Pre(l)(i) : δj = δM
(90)
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where
Pre(l)(i) := Pre ◦ Pre ◦ . . . ◦ Pre︸ ︷︷ ︸
l times
(i) (91)
is the set of osillators, that is onneted to osillator i via a sequene of exatly l direted onnetions.
Sine for a strongly onneted network the union of all presynapti osillators and their respetive presynapti
osillators is the set of all osillators
{i} ∪ Pre(i) ∪ Pre(2)(i) ∪ . . . ∪ Pre(l)(i) = {1, . . . , N} (92)
for l ≥ N − 1, this leads to the onlusion that
max
i
δi((N − 1)T ) = δM ⇒ ∀j : δj = δM (93)
suh that
δ = δMv1 (94)
ontrary to the assumption (75). Note that for a given network onnetivity, the ondition (92) is satised for any
l ≥ lc where lc is the diameter of the underlying network, the longest direted onnetion path between any two
osillators in the network. The diameter is maximal, lc = N − 1, assumed for a ring of N osillators.
Hene, after at most lc periods, the norm of the perturbation vetor dereases,
‖δ(lT )‖ < ‖δ‖ (95)
for l ≥ lc. Sine ‖δ(mlcT )‖ is stritly monotonially dereasing with m ∈ N and bounded below by zero, the limit
δ
∞ := lim
m→∞
δ(mlcT ) (96)
exists. If δ
∞ 6= c1v1 the vetor norm would be redued as implied by the above onsiderations. Thus we nd that
δ
∞ = c1v1 (97)
beause the uniform omponents c1v1 of the original perturbation δ does not hange under the dynamis (see Eq. (73)).
This ompletes the demonstration that the synhronous state is asymptotially stable for any strongly onneted
network of inhibitorily oupled osillatory units.
VIII. SUMMARY AND DISCUSSION
We analyzed the stability of synhronous states in arbitrarily onneted networks of pulse-oupled osillators. For
generally strutured networks, the intriate problem of multiple stability operators arises. We analyzed this multi-
operator problem exatly. For both inhibitory and exitatory ouplings, we determined analytial bounds on the
eigenvalues of all operators. Given the multi-operator property, stability annot be dedued by onsidering the
eigenvalues only. We therefore ompleted the stability analysis on two levels For networks with inhibitory ouplings
(εij ≤ 0) we found plain (Lyapunov) stability of the synhronous state; under mild onstraints (strong onnetivity of
the network), graph theoretial arguments show that it is also asymptotially stable, independent of the parameters
and the details of the onnetivity struture.
Let us point out that the stability results obtained here are valid for arbitrarily large nite networks of general
onnetivity. In ontrast to ordinary stability problems, the eigenvalues of the rst order operators do not diretly
determine the stability here, beause dierent linear operators may at subsequently on a given perturbation vetor.
Thus the eigenvalues and eigenvetors of an individual matrix alone do not dene the loal dynamis of the system.
For network dynamial systems of pulse-oupled units that exhibit more omplex luster states, with two or more
groups of synhronized units, an analogous multi-operator problem arises [23, 24, 35℄. Methods to bound their spetra
and the graph theoretial approah presented above to prove asymptoti stability are appliable to these luster states
in a similar way, provided the stability problem is originally formulated in an event-based manner. Further studies
(e.g., [29℄) show that the stable synhrony in omplex networks is not restrited to the lass of models onsidered
here. Together with other works, e.g. [31, 32, 34℄, this also indiates robustness of the synhronous state against
strutural perturbations, i.e. onditions neessary to ensure that the loal dynamis stays qualitatively similar if the
time evolution of the model is weakly modied.
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It has been hypothesized (see e.g. [49, 50℄) that the experimentally observed preisely timed ring patterns in
otherwise irregular neural ativity might be generated dynamially by the erebral ortex. As a by-produt, our
results learly demonstrate that states in whih units re in a temporally highly regular fashion and states with
irregular asynhronous ativity may be oexisting attrators of the same reurrent network, f. [38℄. This already
applies to random networks. More speially strutured networks may possess a large variety of dynamial states in
whih ring times are preisely oordinated. A promising diretion for future researh is thus to adopt the methods
developed here for investigating the stability of suh states. In partiular, methods adapted from the ones developed
here may reveal dynamial features of networks in whih the oupling strengths are not only strutured but highly
heterogeneous and preise temporal ring patterns our in plae of a simple synhronous state [29, 34, 36℄. More
generally, our methods may help to understand properties of stability and robustness in various network dynamial
systems with pulsed interations. They may thus be relevant not only for networks of nerve ells in the brain oupled
via hemial synapses but also for ells in heart tissue oupled eletrially and even for populations of reies and
hirping rikets that interat by sending and reeiving light pulses and sound signals, respetively.
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IX. APPENDIX: EXACT DERIVATION OF THE EXPANSION (34)
We prove a generalization of the rst order expansion (34) used above,
βi,m
.
= αi,m +
m∑
n=1
pi,n−1,mDi,n for m ∈ {1, . . . , ki}, (98)
by indution over m for arbitrary xed i ∈ {1, . . . , N}. As in the main text, here the statement x
.
= y means that
x = y +
∑
i,nO(D
2
i,n) as all Di,n → 0. The quantities βi,m were dened in Table I . The quantities (98) appear in
the derivation of the map (32) for m = ki. As an extension of the notation in setion IV, we denote here
αi,m = U
−1
(
U (τ) +
m∑
n=1
εijn
)
for m ∈ {0, . . . , ki}, (99)
Di,n = ∆i,n−1 −∆i,n for n ∈ {1, . . . , ki} , (100)
and
pi,n,m =
U ′(αi,n)
U ′(αi,m)
for 0 ≤ n ≤ m ≤ ki . (101)
Here the prime denotes the derivative of the potential funtion U with respet to its argument. The latter denition
implies the identity
pi,n,l pi,l,m = pi,n,m . (102)
For the ase m = 1, the indution basis, expression (98) holds beause
βi,1 = U
−1(U(τ +Di,1) + εij1) (103)
.
= U−1(U(τ) + εij1) (104)
+
[
∂
∂D
U−1(U(τ +D) + εij1)
]
D=0
Di,1
= αi,1 +
U ′(τ)
U ′(U−1(U(τ) + εij1 ))
Di,1 (105)
= αi,1 +
U ′(αi,0)
U ′(αi,1)
Di,1 (106)
= αi,1 + pi,0,1Di,1 (107)
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where the third last equality holds beause the derivatives of inverse funtions are given by ∂/∂xU−1(x) =
1/U ′(U−1(x)). The indution step, m 7→ m+ 1, is proven by
βi,m+1 = U
−1(U(βi,m +Di,m+1) + εijm+1) (108)
.
= U−1
(
U
(
αi,m +
m∑
n=1
pi,n−1,mDi,n +Di,m+1
)
+ εijm+1
)
(109)
.
= U−1
(
U (αi,m) + εijm+1
)
(110)
+
[
∂
∂D
U−1(U(αi,m +D) + εijm+1)
]
D=0
(
m∑
n=1
pi,n−1,mDi,n +Di,m+1
)
= U−1
(
U (αi,m) + εijm+1
)
+
U ′(αi,m)
U ′(αi,m+1)
(
m∑
n=1
pi,n−1,mDi,n +Di,m+1
)
(111)
= αi,m+1 + pi,m,m+1
(
m∑
n=1
pi,n−1,mDi,n +Di,m+1
)
(112)
= αi,m+1 +
m+1∑
n=1
pi,n−1,m+1Di,n (113)
where we used U(αi,m) + εijm+1 = U(αi,m+1) in the seond last step and the identity (102) in the last step. This
ompletes the proof of the rst order expansion (98).
Note that beause of the normalization
∑ki
n=1 εijn =
∑N
j=1 εij = ε for all i, the quantity αi,ki = U
−1(U(τ)+ ε) = α
is independent of i. In addition, pi,n,ki = pi,n for all i and all n. Hene, theorem (98) in the ase m = ki yields
expression (34).
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