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IntroductIon
Concept hierarchies used in most of the contem-
porary digital libraries are created and maintained 
manually. One of the most subtle problems with 
the manual approach is that the engineering and 
subsequent maintenance processes are time-
consuming. The manually created hierarchies are 
also prone to suffer from obsolescence as research 
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ABStrAct
The problem of learning concept hierarchies and terminological ontologies can be divided into two sub-
tasks: concept extraction and relation learning. The authors of this chapter describe a novel approach 
to learn relations automatically from unstructured text corpus based on probabilistic topic models. The 
authors provide definition (Information Theory Principle for Concept Relationship) and quantitative 
measure for establishing “broader” (or “narrower”) and “related” relations between concepts. They 
present a relation learning algorithm to automatically interconnect concepts into concept hierarchies 
and terminological ontologies with the probabilistic topic models learned. In this experiment, around 
7,000 ontology statements expressed in terms of “broader” and “related” relations are generated using 
different combination of model parameters. The ontology statements are evaluated by domain experts 
and the results show that the highest precision of the learned ontologies is around 86.6% and structures 
of learned ontologies remain stable when values of the parameters are changed in the ontology learn-
ing algorithm.
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advances (e.g., invention of new techniques). 
Consequently, emergence of new terminologies in 
various research areas can not be easily reflected 
in such static concept hierarchies. It is also diffi-
cult to construct concept hierarchies with broader 
and deeper coverage, which can help users on 
query suggestion and expansion, browsing, and 
navigation. Unsupervised approaches for learning 
knowledge are perceived as promising approaches 
to alleviate these problems, minimising human 
involvement and effort.
The Semantic Web (Berners-Lee, Hendler, & 
Lassila, 2001) has been bringing more research 
attention towards knowledge acquisition using 
automated approaches. There have been a number 
of existing works that aim to learn different types 
of ontologies from unstructured text corpus using 
techniques from Natural Language Processing 
(Hearst, 1992, Cimiano & Staab, 2004, Cimiano, 
Pivk, Schmidt-Thieme, & Staab, 2005), Informa-
tion Extraction (Cunningham, 2005, Cimiano & 
Völker, 2005, Kiryakov, Popov, Terziev, Manov, 
& Ognyanoff, 2004), and Machine Learning 
(clustering and classification) (Maedche, Pekar, 
& Staab, 2002, Biemann, 2005). An important 
and plausible assumption is that given sufficient 
amount of text in a domain, coverage of knowledge 
in that domain can be ensured (Cimiano, 2006). 
Although learned ontologies are less accurate than 
those created manually, the advantages of being 
inexpensive, time-saving, and resistant to obsoles-
cence make the automated approaches attractive, 
especially in domains where semi-structured data 
is not available or cannot be directly transformed 
to structured form.
A concept hierarchy or topic hierarchy can be 
viewed as a simple form of a terminological ontol-
ogy in which concepts are not only organised us-
ing more general/specific relations, but also other 
types of relations, such as “related” (introduction 
on the “related” and “broader” relations can be 
found in Section “SKOS Ontology Model” and 
“Information Theory Principle for Concept Rela-
tionship”) defined in the SKOS ontology model1. 
In this chapter we explore a novel approach for 
learning terminological ontologies with respect to 
the SKOS model using Latent Dirichlet Allocation 
(Blei, Ng, & Jordan, 2003, Steyvers & Griffiths, 
2005). The main objective is to establish “broader” 
and “related” relations between concepts using an 
unsupervised approach. The learned ontologies 
can be used to extend and expand existing topic 
hierarchies deployed in digital libraries and search 
engines, for different purposes such as facilitating 
search, browsing, query suggestion, and document 
annotation. The rest of the chapter is organised 
as follows. Section “Related Work” provides a 
short introduction on ontology categorisation and 
ontology learning tasks. It also gives an overview 
of existing methods for ontology learning from 
unstructured text. Section “Introduction to Latent 
Dirichlet Allocation” presents some background 
knowledge on the Latent Dirichlet Allocation, in 
particular the generative process, model repre-
sentation and parameter estimation of the model. 
Section “Learning Relations in Terminological 
Ontologies” elaborates our approach for learning 
“broader” and “related” relations to construct ter-
minological ontologies. We focus on the definition 
of concept relationship principle and an iterative 
algorithm for organising concepts into ontologies 
with the SKOS relations. Section “Experiment” 
describes the experiment conducted on a dataset 
which consists of abstracts of publications in the 
Semantic Web research area. Using the ontology 
learning algorithm with different parameters, 
around 7,000 ontology statements are generated. 
Results of evaluation in terms of recall, precision 
and F1 measures are demonstrated in Section 
“Evaluation”. Section “Discussion and Future 
Work” concludes the chapter and describes the 
future work.
reLAted Work
In this section we first provide some background 
knowledge on ontology categorisation and on-
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tology learning processes in order to define the 
specific problem that our approach aims to solve. 
We briefly review prevailing ontology learning 
approaches which use techniques from Natural 
Language Processing (Hearst, 1992, Cimiano 
& Staab, 2004, Cimiano et al., 2005), Informa-
tion Extraction (Cunningham, 2005, Cimiano & 
Völker, 2005, Kiryakov et al., 2004), Machine 
Learning (Maedche et al., 2002), and simple Data 
Co-occurrence Analysis (Sanderson & Croft, 
1999, Diederich & Balke, 2007) (A detailed survey 
on ontology learning methods can also be found 
in (Biemann, 2005)).
ontoLogy cAtegorISAtIon
The philosophical word “ontology” is borrowed by 
computer science or more recently by the Semantic 
Web to denote a specification of conceptualisation 
(Gruber, 2003). The word has become one of the 
most fundamental concepts in the Semantic Web 
research. The following provides a taxonomy for 
types of ontology2 which receives consensus.
1.  Formal Ontology: a terminological ontol-
ogy whose categories are distinguished by 
axioms and definitions stated in logic or in 
some computer-oriented language that could 
be automatically translated to logic.
2.  Prototype-based Ontology: a termino-
logical ontology whose categories are dis-
tinguished by typical instances or prototypes 
rather than by axioms and definitions in 
logic.
3.  Terminological Ontology: an ontology 
whose categories are not fully specified by 
axioms and definitions.
A formal ontology explicitly defines mecha-
nisms (i.e., axioms) for logical inference, whereas 
a prototype-based ontology consists of categories 
which are formed by collecting instances exten-
sionally. In a terminological ontology, concepts 
can be organised in a tree-like structure using sub-
sumption or “broader” (or “narrower”3) relations 
as well as other types of relations (e.g., “related” 
in the SKOS model). The ACM classification tree4 
and Medical Subject Headings (MeSH)5 are two 
well-known examples of concept hierarchy. One 
limitation with tree-based representation is that 
(“fuzzy”) relations to more specific concepts can-
not be modelled. The presence of the additional 
relations is one of the major differences between a 
terminological ontology and a concept hierarchy.
SkoS ontology Model
SKOS (Simple Knowledge Organisation Sys-
tem) provides a model for expressing the basic 
structure and content of concept schemes such as 
thesauri, classification schemes, subject heading 
lists, taxonomies, folksonomies, and other types 
of controlled vocabulary. The SKOS is an ideal 
model for representing relations between con-
cepts or topics (often in a form of noun-phrases) 
in scientific research, for example, advance in 
research accelerates co-operations between differ-
ent disciplines: to solve a problem in one research 
area (e.g., ontology learning in Semantic Web) 
one often utilises techniques from others areas, 
such as natural language processing and machine 
learning. Another advantage of knowledge rep-
resentation using SKOS ontology compared to 
traditional concept hierarchy is that it is able to 
represent emerging concepts and relations. This 
chapter shows how to learn SKOS relations based 
on probabilistic topic models which are originally 
developed for document modelling.
ontology Learning tasks
Cimiano (Cimiano, 2006) identifies six subtasks 
for learning ontologies. The subtasks are organised 
in a “layered cake” which is composed of learning 
terms, synonyms, concepts, concept hierarchies, 
relations, and rules, from bottom to top. Learn-
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ing of terminological ontology can be divided to 
learning two sub-tasks, concepts or terms6.
ontology Learning from text
Existing methods for learning ontologies of differ-
ent types can be classified into four main categories 
as discussed in (Biemann, 2005): Lexico-syntatic 
based approach (Hearst, 1992, Cimiano & Staab, 
2004, Cimiano et al., 2005), Information Extrac-
tion (Cimiano & Völker, 2005, Kiryakov et al., 
2004), Clustering and Classification (Maedche 
et al., 2002), and Data Co-occurrence Analysis 
(Sanderson & Croft, 1999, Diederich & Balke, 
2007).
Lexico-Syntatic Based Approach
Lexico-syntatic method uses natural language 
processing techniques to extract regular expres-
sions that occur repeatedly in human languages, 
for example, the so-called Hearst-patterns (Hearst, 
1992) are originally used to acquire hyponyms of 
some words from large text corpus. One of the limi-
tations of this method is that the Hearst-patterns 
may not occur frequently in the text corpus which 
results in very low recall. Cimiano et al (Cimiano 
& Staab, 2004, Cimiano et al., 2005) attempt to 
explore the potential of large Web search engines to 
extract more occurrence of the language patterns, 
calling the method “Learning by Googling”. In 
ontology learning, the technique is often used to 
learn instances of pre-defined concepts.
Information extraction
Information Extraction (IE) (Cunningham, 2005) 
techniques, in particular, Named Entity Recog-
nition (NER) is used to automatically populate 
knowledge base (Cimiano & Völker, 2005, 
Kiryakov et al., 2004). The most significant limi-
tation is that the current NER technology is only 
effective for extracting instances of some general 
concepts such as “People”, “Location”, “Organisa-
tion” and their corresponding sub-concepts. This 
method, together with the Lexico-syntatic based 
approach have been primarily used for learning 
terms and concepts.
clustering and classification
Clustering is used to populate prototype-based 
ontology or to learn ontologies from scratch 
(corresponds to the learning concept hierarchies 
sub-task), whereas classification is used to aug-
ment a thesaurus (or extend concept hierarchies) 
with new lexical terms (Maedche et al., 2002). 
In methods based on these statistical learning 
techniques, terms are represented by vectors of 
terms in the vicinity. The representation is often 
based on an assumption called Harris’ distribu-
tional hypothesis, which states that similar words 
tend to occur in similar contexts (Harris, 1968). 
Similarity or dissimilarity functions are then used 
to determine to which clusters or classes a new 
term or object is assigned.
data co-occurrence Analysis
Data Co-occurrence Analysis is a simple while 
effective approach for learning concept hierar-
chies by exploiting first-order or high-order co-
occurrence7 of data. Sanderson et al (Sanderson 
& Croft, 1999) assume that “a term A subsumes 
B if the documents in which B occurs are (or 
nearly) a subset of the documents in which A 
occurs”. Another method uses a variation of the 
PageRank algorithm (Brin & Page, 1998) called 
GrowBag (Diederich & Balke, 2007) to analyse 
high-order data co-occurrence for constructing 
concept hierarchies. The learned concept hierarchy 
has been deployed in the FacetedDBLP8 browser 
to help users browsing and retrieving scientific 
publications.
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IntroductIon to LAtent 
dIrIchLet ALLocAtIon
Latent Dirichlet Allocation (LDA) (Blei et al., 
2003, Steyvers & Griffiths, 2005) is an instance 
of statistical topic models in which semantic 
properties of words and documents are represented 
with probabilistic (latent) topics. LDA, together 
with the probabilistic Latent Semantic Analysis 
(pLSA) (Hofmann, 1999a, 1999b), are originally 
developed as probabilistic extension of the Latent 
Semantic Analysis (LSA) (Deerwester, Dumais, 
Landauer, Furnas, & Harshman, 1990) for docu-
ment modelling and topic extraction. Similar as 
its predecessors LSA and pLSA, LDA can also 
be used as an efficient dimension reduction tech-
nique. For example, in document clustering and 
classification, a document can be represented 
with a vector of topics in a low dimension space 
instead of vector of words in a high dimension to 
compute similarity with other documents. Before 
we elaborate the procedure of learning termino-
logical ontologies using LDA, we provide some 
background knowledge of LDA in this section.
LAtent SeMAntIc AnALySIS
The basic idea of LSA (Deerwester et al., 1990) is 
to reform document representation in high dimen-
sion word space to low dimension latent semantic 
space in order to capture implicit associations 
between words and documents. The low dimen-
sion latent space is obtained by decomposing a 
large term-document matrix using Singular Value 
Decomposition, a technique in linear algebra. An 
attractive characteristic of LSA is its capability 
to alleviate two classical Information Retrieval 
problems of synonymy (i.e., different words refer 
to the same meaning) and polysemy (i.e., one 
word has different meanings). One of the limita-
tions of the technique is that although words and 
documents can be represented as points in the 
Euclidean space, the semantics of the model is 
difficult to be explicitly interpreted (Hofmann, 
1999a, 1999b).
ProBABILIStIc LAtent 
SeMAntIc AnALySIS
Probabilistic Latent Semantic Analysis (pLSA) 
(Hofmann, 1999a, 1999b) is a probabilistic exten-
sion of the LSA model. It is a statistical generative 
model for analysing general co-occurrence data us-
ing probabilistic theories. pLSA specifies a simple 
generative process for a word in a document:
1.  choose a document d  with a prior probability 
P d( ) ,
2.  choose a latent class z  from the document 
with probability P z d( | ) ,
3.  choose a word w  from the latent class dis-
tribution with probability P w z( | ) .
Parameters (i.e., P w z( | ) , P d z( | )  and P(d)9) 
in pLSA are estimated using the Expectation 
Maximisation (EM) algorithm (Hofmann, 1999a, 
1999b).
LAtent dIrIchLet ALLocAtIon
While pLSA is a significant step toward proba-
bilistic modelling of text, it is incomplete in that 
it provides no probabilistic model at the level of 
documents, in other words, pLSA does not make 
any assumptions about how the mixture weights 
p z d( | ) are generated (Blei et al., 2003). Conse-
quently, the number of parameters need to be 
estimated grows linearly with the size of the 
corpus, which leads to a serious problem of over-
fitting (Blei et al., 2003); and it is also difficult 
to test generalisability of the model to new docu-
ments (Steyvers & Griffiths, 2005).
In the original LDA model (Blei et al., 2003) 
a Dirichlet prior is introduced on document-topic 
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distribution. As a conjugate prior for multinomial 
distributions (D’Agostini, 2003), Dirichlet prior 
simplifies the problem of statistical inference. 
Steyvers and Griffiths (Steyvers & Griffiths, 2005, 
T. L. Griffiths & Steyvers, 2004, T. Griffiths & 
Steyvers, 2002) modify the original LDA model 
by introducing another symmetric Dirichlet prior 
on topic-word distribution. They also show how 
to perform parameter estimation using Gibbs 
sampling, one form of the Markov Chain Monte 
Carlo (Andrieu, Freitas, Doucet, & Jordan, 2003).
generative Process
In LDA, each word w  in a document d  is gener-
ated by sampling a topic z  from topic distribution, 
and then sampling a word from topic-word dis-
tribution. The probability of any particular word 
token is defined by Equation (1):
P w P w z j P z j
i
j
T
i i i
( ) ( | ) ( )= = =
=
∑
1
 
where P z j
i
( )=  is the probability that j th 
topic is sampled for the i th word token, 
P w z j
i i
( | )=  is the probability of sampling w
i
 
under topic j , and T  is the number of hidden 
topics. Let f( ) ( | )j P w z j= =  refer to multino-
mial distribution over words for the topic j , and 
q( ) ( )d P z=  refer to multinomial distribution over 
topics in the document d . The complete genera-
tive process can be expressed as:
w z Discrete
i i
z zi i| , ~ ( )( ) ( )f f  
φ β~ ( )Dirichlet  
z d Discrete d
i i i
| ( ) ~ ( ( ))q q  
θ α~ ( )Dirichlet  
Parameter estimation
The original LDA paper (Blei et al., 2003) uses 
variational inference with EM algorithm to esti-
mate parameters. In this work, we adopt the pa-
rameter estimation method using Gibbs sampling 
because of its simplicity as discussed in (Steyvers 
& Griffiths, 2005, T. L. Griffiths & Steyvers, 
2004). In parameter estimation using Gibbs sam-
pling, instead of directly estimating the topic-word 
p w z( | )  and document-topic p z d( | )  distribu-
tions, one estimates the posterior probability 
distribution over latent variable z  given the ob-
served data conditioned on topic assignment for 
all the other word tokens using Equation (2) (See 
(T. Griffiths & Steyvers, 2002, T. L. Griffiths & 
Steyvers, 2004, Steyvers & Griffiths, 2005) for 
details).
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The first term in the right side of Equation (2) 
indicates the probability of a word w  under 
topic j , whereas the second term indicates the 
probability of topic j  in the document d . The 
intuition of this equation is that once many tokens 
of a word have been assigned to a topic j  (across 
documents), it will increase the probability of 
assigning any particular token of that word to 
topic j ; once a topic j  has appeared many times 
in a document, it will increase the probability of 
any word tokens from that document will be as-
signed to topic j . Therefore, the assignment of 
a word to a topic depends on not only how likely 
the word is for a topic, but also how dominant a 
topic is in a document (Steyvers & Griffiths, 
2005).
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The Gibbs sampling algorithm starts with ran-
dom assignment of word tokens to topics. Each 
Gibbs sample consists of topic assignments to all 
of the word tokens in the corpus. Samples before 
the “burn-in”10 period are discarded due to poor 
estimates of the posterior probability. After the 
“burn-in” period, successive Gibbs samples start 
to approximate the posterior distributions over 
topic assignments. A number of Gibbs samples 
are preserved at regular intervals to prevent cor-
relations between samples (T. Griffiths, 2002, 
T. L. Griffiths & Steyvers, 2004, Steyvers & 
Griffiths, 2005).
The word-topic f  and topic-document q  
distribution can be obtained using Equation (3) 
and (4):
(ˆ )
( )
()
φ
β
βj
w j
w
j
n
n W
=
+
+
 
(ˆ )
( )
.
( )
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αj
d j
d
d
n
n T
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The values correspond to the predictive dis-
tributions of sampling a new word token w  from 
a topic j , and sampling a new word token w  
from a topic j  in a document d  (For detailed 
derivation of the Equation (2), (3), and (4) refer 
to (T. Griffiths, 2002)).
LeArnIng reLAtIonS In 
terMInoLogIcAL ontoLogIeS
The task of learning terminological ontology can 
be divided to two sub-tasks: learning concepts 
and relations. The problem of learning concepts 
in various domains has been well studied in exist-
ing work as discussed in Section “Related Work”, 
whereas relation learning is less discussed. The 
main method for relation learning in existing work 
is the Data Co-occurrence Analysis: in (Sanderson 
& Croft, 1999) the method establishes subsump-
tion relation based on a simple assumption to 
exploit first-order co-occurrence; in (Diederich 
& Balke, 2007) the method constructs concept 
hierarchies based on identifying high-order data 
co-occurrence. In a sense, both of the methods 
attempt to build concept hierarchies without con-
tent analysis and rely solely on the co-occurrence 
of data or concepts, making them ineffective in 
situations where desired concepts do not co-occur 
with each other frequently.
In contrast, our method first represents con-
cepts (e.g., concepts in computer science literature) 
identified in the underlying corpus as documents11 
and then performs content analysis using Latent 
Dirichlet Allocation which has been proved as 
a superior model for document modelling. By 
using it as an effective dimension reduction 
technique, concept representation is reduced to 
a vector of topics extracted by LDA. Finally, 
the concepts are organised into terminological 
ontologies using an iterative algorithm based on 
the “broader” relation definition. The definition 
is named as “Information Theory Principle for 
Concept Relationship”. The intuition is that by 
exploiting superior performance of topic models, 
semantic relations between words and documents 
can be captured in terms of probabilistic topics. 
Since concepts in our methods are represented as 
documents, semantic relations between concepts 
can then be captured based on modelling relations 
between topic distributions of the documents.
Throughout the paper, we limit the scope of our 
discussion to learning terminological ontologies in 
the domain of scientific research, and in particu-
lar, computer science, though it can be naturally 
applied to other research areas such as medical 
science. Differing from the work developed in 
(Diederich & Balke, 2007, Zavitsanos, Paliouras, 
Vouros, & Petridis, 2007) which exclusively learns 
concept hierarchies, our objective is to learn on-
tologies with respect to two SKOS relations (i.e., 
“broader” and “related”).
136
Learning SKOS Relations for Terminological Ontologies from Text
concePt rePreSentAtIon
Concepts in various scientific research areas of-
ten have a form of noun-phrase in which several 
words together form a specific meaning that is 
often well understood by human. For example, 
we understand that “Support Vector Machines” 
and “Latent Dirichlet Allocation” are two specific 
techniques from Artificial Intelligence, where the 
former is widely adopted for classification and the 
latter for document modelling. However, the task 
of understanding meanings of these concepts and 
distinguishing between similar concepts is difficult 
for machines because they do not possess human 
cognition. Though the probabilistic topic models 
pLSA and LDA, as well as LSI, provide means 
for computing similarities between individual 
word tokens, they are not suitable to be applied to 
concepts in form of noun-phrases. Decomposing 
a noun-phrase representation of a concept into 
individual word tokens destroys the intentional 
meaning of that concept. The concept “Artificial 
Neural Network” denotes a specific technique in 
Artificial Intelligence, developed by computer 
scientists inspired by network of neurons which 
work together to perform some functions in human 
body. The word “Neural” means “relating to the 
nervous system”, and “Network” is an ambiguous 
term (polysemy) and has different interpretations 
in different contexts such as Social Science, Com-
puter Science, or Medical Science. The meaning 
of a concept is often completely different from 
the combined meanings of its constituents (i.e., 
individual tokens).
We represent concepts using the documents 
which are annotated by the concept mentions in 
the text corpus. Collectively, those word mentions 
(across documents) form a stable context which 
is able to explain the meaning of a concept. The 
idea is in line with the so-called “distributional 
hypothesis” (Harris, 1968) which states that similar 
words tend to appear in similar contexts. This is 
also similar to the idea of “Word Window” where 
words within a fixed size window centered on a 
particular word are used as “context” of that word.
In some applications using LDA, the learned 
topic-word distributions are directly interpreted 
as topics (T. L. Griffiths & Steyvers, 2004, Za-
vitsanos et al., 2007). For the purpose of learning 
ontology or concept hierarchy, the problem with 
direct interpretation is that one has to manually 
associate labels to those learned topics in order 
to provide meaningful interpretation. Some of 
the learned topics are expressed as distribution 
of intuitive word tokens, making the topic-label 
matching straightforward. While for other topics 
the label matching is difficult because the topics 
are expressed in distribution of general, non-sense, 
or even ambiguous word tokens. Intuitively, less 
latent topics generate more general concepts (and 
more topics generate more specific concepts), 
however, relations between topics learned us-
ing different number of latent classes can not be 
established in a precise way. Furthermore, the 
relations are often difficult to establish using 
automated approaches. On the contrary, represent-
ing concepts as documents does not suffer from 
these problems. Once the concepts are represented 
using documents, relations between them can be 
approximated by the relations between the rep-
resenting documents in the low-dimension latent 
semantic space.
InforMAtIon theory PrIncIPLe 
for concePt reLAtIonShIP
As mentioned earlier, the SKOS model provides 
a convenient framework for expressing scientific 
terms in an ontological form, differing from tra-
ditional concept hierarchies in which concepts 
are organised in a tree-like structure. Our objective 
is to learn two relations: “broader” (“narrower” 
is the inverse property of “broader”), and “re-
lated” defined in SKOS. The “broader” relation 
can be interpreted as “more general than” (“nar-
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rower” as “more specific than”) and is learned 
using a top-down approach. The mechanism for 
establishing “broader” relation between two con-
cepts, called “Information Theory Principle for 
Concept Relationship” is defined based on Infor-
mation Theory (MacKay, 2003). Before we give 
the definition of the principle, we provide some 
prerequisite definitions (for simplicity, these 
definitions are presented in mathematical form): 
Cosine similarity, Kullback-Leibler divergence 
(KL divergence, D P Q
KL
( || ) ) and Jason-Shannon 
Divergence (JS divergence, D P Q
JS
( || ) ) (MacK-
ay, 2003). In the following definitions, P  and Q  
are two probability distributions. The subscript i  
is used to denote the i th element in a distribution.
Definition: The Cosine similarity between two 
vectors with same dimension (could be probability 
distributions) is defined as:
COS P Q
P i Q i
P i Q i
i
i i
( , )
( ) • ( )
( ) • ( )
= ∑
∑ ∑2 2
 
Definition: The Kullback-Leibler divergence 
or relative entropy between two probability dis-
tributions P x( )  and Q x( )  is defined as:
D P Q P i P i
Q iiKL
( ) ( )log
( )
( )
=∑  
The KL divergence is an asymmetric function, 
which means that D P QKL( )  is not equal to 
D Q PKL( ) . As such, the function is not a real 
metric and cannot be used as dissimilarity mea-
sures. Following the Gibbs inequity (MacKay, 
2003), all values of KL divergence D
KL
> 0 . 0
Definition: The Jason-Shannon divergence 
between two probability distributions P x( )  and 
Q x( )  is defined as:
D P Q D P Q D Q PJS KL KL( ) ( ) ( )|| || ||= +
1
2
1
2
 
The JS divergence is a symmetric function 
defined over the KL divergence and is a popular 
metric for calculating dissimilarity measures.
We define the “Information Theory Principle 
for Concept Relationship” as the following (Wang, 
Barnaghi, & Bargiela, 2009):
definition: A concept C
p
 is broader than a 
concept C
q
 if the following two conditions hold:
1.  (Similarity condition) the similarity measure 
between them is greater than certain thresh-
old TH
S
 (or divergence measure is less than 
certain threshold TH
D
), and
2.  (Divergence difference condition) the differ-
ence between Kullback-Leibler divergence 
measures
D P Q D Q P
KL KL
( || ) ( || )− < 0 .
In the context of this paper, P  and Q  stand 
for probabilistic distributions of latent topics for 
concepts C
p
 and C
q
 respectively. The similarity 
or divergence measures can be calculated using 
Cosine similarity or Jensen-Shannon divergence 
measures.
connectIon to other theorIeS
In most of the work reported in literature, the 
symmetric metric JS divergence is used for com-
paring dissimilarity between two vectors (or 
probability distributions) (Maedche et al., 2002, 
Biemann, 2005). Due to its asymmetry, KL di-
vergence is less utilised for quantitative measures. 
One of explanations for the KL divergence 
D P Q
KL
( || )  is that P  normally represents the 
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“true” distribution of data, while Q  represents a 
practical approximation of P . In other words, it 
is the average “surprise” of an incoming message 
drawn from distribution Q  when it is expected 
that it comes from the true distribution P . The 
second condition or the divergence difference 
condition states that given the similarity condition 
h o l d s ,  i f  t h e  K L  d i v e r g e n c e 
D P Q D Q P
KL KL
( || ) ( || )− < 0 , then the concept 
C
p
 is said to be a broader concept of C
q
. An 
example would provide an intuitive explanation: 
a source transmits an message to a receiver who 
has been informed that the topic of the message 
is about “Ontology”. The receiver is then expect-
ing that the message is about the broad research 
topic “Ontology”. However, after inspecting its 
content the receiver realises that exact topic is 
“Ontology Learning” (for example, ontology 
learning using Natural Language Processing 
techniques which is more related to Natural Lan-
guage Processing rather than ontology). The re-
ceiver has an amount of “surprise”, however, the 
quantity of the “surprise” is less than the amount 
after s/he observes that the paper is on “Ontology” 
while he has been told that the paper is about 
“Ontology Learning”.
We exploit the asymmetry of KL divergence 
measure between two probability distributions 
to determine whether the “broader” relation 
holds between two concepts. Compared to the 
assumption made by Sanderson et al (Sanderson 
& Croft, 1999) in which “a term A subsumes B if 
the documents in which B occurs are (or nearly) a 
subset of the documents in which A occurs”, our 
definition can be explained intuitively by the In-
formation Theory (MacKay, 2003) and provides a 
probabilistic foundation for quantitative measure. 
Recently, the theory of “surprise” proposed in 
(Itti & Baldi, 2006) provides another method for 
measuring “surprise” of information. The quan-
tity is defined as the KL divergence of prior and 
posterior distribution of a random variable. Our 
definition is similar to the theory, while it measures 
the difference between two divergence values of 
“true” and “observed” distributions and does not 
involve calculation of posterior probability.
In practice, the divergence difference condition 
cannot be satisfied exactly and the rigorous con-
dition results in low recall. In our experiment, we 
assume there exists certain amount of noise in the 
input data. Thus, another empirical parameter 
TH
N
 (called the noise factor) is introduced into 
the second inequity to balance the effect of the 
n o i s e ,  r e s u l t i n g  i n  t h e  e q u a t i o n 
D P Q D Q P TH
KL KL N
( || ) ( || )− < . The intro-
duction of the constant TH
N
 increases the recall, 
while the precision is only reduced slightly (The 
recall, precision, and F1 measures of the experi-
mental results are illustrated in Section “Evalua-
tion”).
ontoLogy LeArnIng ALgorIthM
The “related” function defined in the SKOS 
model is rather ambiguous and in this paper it is 
interpreted as follows: if similarity between two 
concepts satisfies the similarity condition while 
not the divergence difference condition, the two 
concepts are said to be related. The intuition is 
that even though a “broader” relation cannot be 
established between them, they are very similar 
to each other. Together with the principle for es-
tablishing “broader” relationship defined in the 
previous section, the next step is to automatically 
organising concepts into hierarchies and then ter-
minological ontologies. An additional constraint 
on the concept hierarchy to be learned is that a 
node can only have one parent.
We have developed a recursive algorithm 
which is named as Global Similarity Hierarchy 
Learning (GSHL). In another work, we also 
developed an algorithm called Local Similarity 
Hierarchy Learning (LSHL) which is only able 
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to learn concept hierarchies. Comparison of the 
two algorithms can be found in (Wang et al., 
2009). To learn “broader” relations, the algo-
rithm recursively searches for the most similar 
concepts of the current “root” concept (the root 
node is specified by users) and eliminates those 
do not fulfill the divergence difference condition. 
The criteria for termination is either pre-defined 
number of iterations is reached or all concepts 
have been organised into an ontology. There are 
some parameters defined in the algorithms whose 
values can be modified to generate different ontol-
ogy structures. Effect of these parameter values 
on precision of learned ontologies are discussed 
in Section “Evaluation”. The parameters defined 
in the algorithm are listed as follows:
1.  N
c
 — The number of topics or classes used 
to learn parameters in LDA model.
2.  M
c
 — The maximum number of designated 
sub-nodes for a particular node.
3.  TH
S
 and TH
D
 — The thresholds for simi-
larity and divergence measures.
4.  TH
N
 — The noise factor, which is the 
threshold for the difference between two KL 
divergence measures D P Q
KL
( || )  and 
D Q P
KL
( || ) .
5.  I  — Maximum number of iterations.
The constant parameters TH
S
, TH
D
, TH
N
 
can be modified to generate different results and 
they have direct effect on recall, precision and F1 
measures. The parameter N
c
 defines the dimen-
sion of the semantic space and is used to identify 
appropriate number of latent classes in LDA 
learning. The parameter M
c
 is defined to assess 
the optimum number of sub-nodes of a particular 
node. In our experiment the number is assumed 
to be between 5 to 10. The result shows that the 
constant has no effect on those concepts which 
have less than 5 sub concepts (concepts which 
have more than 10 sub concepts are rare in our 
sample dataset). In addition, three pair-wise 
similarity and divergence matrices (denoted using 
M ) are pre-calculated to improve performance 
of the algorithms.
global Similarity hierarchy Learning
The ontology learning algorithm first specifies 
the root concept and adds it into the Processing 
Vector, V . The vector V
temp
 stores most similar 
concepts of the current “root” node using either 
Cosine similarity measure or JS divergence mea-
sure. Then the algorithm eliminates those concepts 
following a two-step procedure: first, those con-
cepts whose KL divergence values with the current 
“root” do not satisfy the divergence difference 
condition are removed from V
temp
. Then, for each 
concept left in the V
temp
, only if the similarity 
value between the concept and the current “root” 
is greater than similarity value between the con-
cept and any of the siblings of the current “root”, 
a “broader” relation statement is asserted. Other-
wise, a “related” relation statement is asserted. 
The pseudo-code is given in Figure 1.Algorithm 
1:where the function Sim a b( , )  returns similarity 
(i.e., Cosine similarity) or divergence (JS diver-
gence) values between concepts a  and b . The 
function Sibling root( )  returns the siblings of the 
current “node”. To establish “broader” relation 
between two concepts, the algorithm searches for 
the most similar concepts “globally” because of 
which we name it as Global Similarity Hierarchy 
Learning algorithm. After testing the divergence 
difference condition for a topic and the current 
root topic, the algorithm will conduct another 
search for the most similar topics among siblings 
of the current root. The time complexity of GSHL 
algorithm is O m n( · )2 2 , where m M
c
= , n N= , 
and n M
c
 . In (Wang et al., 2009), we also 
analysed the time complexity of another ontology 
learning approach (O n( )3 ) (Zavitsanos et al., 
2007) and reported that our algorithm is more 
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efficient. In our experiment, the best precision is 
achieved using GSHL with 40 classes for LDA 
training (see Section “Evaluation” for evaluation 
details). The best precision for statements of 
“broader” relation is about 86% and for “related” 
relation is up to 90%.
eXPerIMent
The experiment of using the GSHL algorithm to 
learn terminological ontologies with LDA models 
consists of the following four steps:
1.  Dataset preparation and concepts extraction,
2.  Learning LDA models with different number 
of classes,
3.  Folding-in documents of concepts to learned 
LDA models,
4.  Running GSHL algorithms to learn termi-
nological ontologies.
Each of the steps is elaborated in the subse-
quent sections.
dAtASet PrePArAtIon And 
concePt eXtrActIon
Around 5,000 Web pages containing abstracts 
of published work (conference paper, journal 
articles, and book chapters) in the Semantic Web 
research area are collected from the ACM digital 
library12. A Web page scraper is developed using 
the NekoHTML13 HTML parser to extract relevant 
information, such as abstract, category annotation 
using terms from the ACM classification tree, user 
specified keywords, and related bibliographic in-
formation. Annotations of an article in a Web page 
normally consists of three types of terms: terms 
from the ACM classification tree, general terms 
(such as “Algorithm” and “Experiment”), and user 
supplied keywords. The ACM classification tree 
is maintained manually and seems a bit outdated 
for some research areas, for example, the term 
Figure 1.
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“Semantic Web” does not exist in the tree. By using 
the user specified keywords the classification tree 
can be extended to deeper levels and expanded to 
broader range. The concept extraction process is 
done using a simple statistics on these keywords, 
that is, keywords appeared more than ten times in 
the whole corpus are regarded as stable concepts 
to be organised in the ontology. The approach for 
extracting concepts is similar to the one used in 
(Diederich & Balke, 2007). To increase recall of 
concepts extraction, a simple syntactical method is 
used to identify synonyms and plural form of some 
keywords, for example, ontology and ontologies. 
In total 80 concepts are extracted.
The corpus is further processed using some 
shallow natural language processing techniques. 
The standard English stopwords as well as a list 
of customised stopwords (which consists of words 
such as “1977” and “1st”) are removed. The 
Stanford Log-linear Part-Of-Speech Tagger14 is 
used to POS-tag all documents in the corpus and 
only nouns, verbs, and adjectives are preserved 
for training LDA models. All words are also 
stemmed using the Porter’s stemmer15 packaged 
in the Apache’s Lucene Java16, resulting in ap-
proximately 7000 unique words in total.
The extracted concepts are represented using 
documents which are annotated by the concepts. 
There are two main reasons for doing this. First, 
LDA is an efficient dimension reduction tech-
nique for documents, and it is able to capture the 
semantic relations between words, topics, and 
documents. A new document can be conveniently 
folded-in to the LDA model and represented using 
topic distributions. Second, as discussed earlier, a 
document represents a concrete context in which 
a concept is mentioned and explained.
LeArnIng LdA ModeLS
We use the Gibbs sampling algorithm provided 
by LingPipe17 to learn LDA models (LingPipe 
is a Java library for linguistic analysis). In the 
experiment, seven LDA models are trained using 
different number of classes (i.e., from 30 to 90) 
in order to find out reasonable number of classes 
that can achieve better precision measures. The 
values of parameters for training LDA models 
are set as follows:
a = 0 1. , 
b = 0 01. , 
numberofGibbssamples = 1000 , 
burn inepochs− = 1000 , 
SampleLag = 1 . 
The values of a  and b  are selected according 
to the experiment presented in (Steyvers & 
Griffiths, 2005) which shows satisfying results. 
The Gibbs sampling algorithm starts with random 
assignment of a topic to every word token in the 
corpus, every subsequent assignment of topic is 
determined by keeping previous assignments fixed 
(a complete Gibbs sample consists of topic as-
signment to every word token in the corpus). The 
algorithm is then run for specified number of 
times (2000 in our experiment). The first 1000 
Gibbs samples are discarded due to poor estimates 
of the target distribution. After the “burn-in” 
period (assume after the first 1000 Gibbs samples), 
the subsequent Gibbs samples start to approach 
the target distribution. Another 1000 Gibbs 
samples are saved at regular intervals to prevent 
correlations between samples (T. Griffiths, 2002, 
T. L. Griffiths & Steyvers, 2004, Steyvers & 
Griffiths, 2005). The probability values of 
p w z( | ) , and p z d( | )  are saved for purpose of 
folding in new documents, i.e., the documents 
which represent concepts.
Figure 2 shows the LDA model learned using 
30 topics. Only the top-10 words with highest 
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topic-word probability values are shown. The 
first column is the index of word in the corpus, 
the second column is the stemmed word, and the 
third column is the topic-word probability. Four 
topics (topic 2, 5, 10, and 25) are excerpted from 
all the topic-word distributions and shown here. 
Topic 2 can be interpreted as “Agent” and Topic 
5 is about “Ontology”. However, it is difficult to 
associate concepts or literal labels to the Topic 10 
and 25. Figure 3 shows the LDA model learned 
using 90 topics. Topic 0 is related to “Information 
Retrieval”, or more precisely “Ranking”. Topic 
2 is about “Web Service”. As the topics learned 
using 30 classes, it is confusing to associate 
meaningful labels or extracted concepts to the 
Topics 12 and 87.
Similar to the examples, among all topic mod-
els learned, there are always some topics that can 
be interpreted using the extracted concepts or 
labels easily, while others are difficult to be in-
terpreted in the Semantic Web research area. By 
representing concepts as documents, our method 
does not suffer from such a problem. Through 
folding-in these concept documents and using the 
“Information Theory Principle for Concept Re-
lationship”, concepts can be organised into hier-
archies or ontologies in an unsupervised manner.
foLdIng-In docuMentS 
of concePtS
The concept of document “folding-in” is first in-
troduced in the original LSA papers (Deerwester 
et al., 1990, Berry, Dumais, & O’Brien, 1995) in 
order to represent previously unseen documents 
(also referred to as “pseudo-documents” or query) 
in the reduced latent semantic space. In conven-
tional information retrieval models, a document 
is represented using a vector of all indexed words 
(i.e., the vector space model) (Baeza-Yates & 
Ribeiro-Neto, 1999), while in LSA, a document 
is approximated by a vector which can be viewed 
as coordinates in the reduced latent dimension 
space (Deerwester et al., 1990, Berry et al., 1995). 
The similarity between documents can then be 
calculated using their low dimension vector 
representations. While the vectors of words are 
often sparse, the vectors in the low dimension 
space are dense (i.e., without zero values). Thus, 
to a great extent the problem of data sparseness 
or “zero-frequency” can be resolved. As such, 
LSA is often regarded as an effective technique 
to deal with the synonym and polysemy problems 
in information retrieval (Manning, Raghavan, & 
Schôtze, 2008).
In probabilistic topic models (i.e., LDA) 
(Steyvers & Griffiths, 2005), the document 
“folding-in” process follows a similar idea, which 
is, to calculate a lower dimension representation 
of previously unseen documents. In pLSA, a new 
document is folded in by a similar procedure as 
in the model learning phase using the EM algo-
rithm. The difference is that in the folding-in 
phase, the EM algorithm is conditioned on the 
parameter p w z( | )  (i.e., keeping p w z( | )  fixed).
Similarly, the “fold-in” process in LDA is 
performed using the Gibbs sampling algorithm as 
in the learning phase18. A new document is folded 
into a learned LDA model by running the Gibbs 
sampling in which the topic-word distribution are 
kept constant and assigning topics to every word 
token in the new document.
The documents which represent the extracted 
concepts are treated as new documents19. We wrote 
a program using the Gibbs sampling to calculate 
document-topic distributions conditioned on 
the learned topic-word distributions for all new 
documents. Parameters settings are same as those 
used during LDA training. Document-topic dis-
tributions for all new documents are then used to 
compute pair-wise similarity (Cosine similarity) 
and divergence values (JS and KL divergence) 
before running the ontology learning algorithms.
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Figure 2. Topic-word distributions learned using 30 classes
Figure 3. Topic-word distributions learned using 90 classes
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LeArnIng terMInoLogIcAL 
ontoLogIeS
Ontology learning using GSHL is straightforward 
once the LDA models are learned and concept 
documents are folded-in. The algorithm is exe-
cuted using different parameter values (for ex-
ample, the number of classes used for training 
LDA, similarity and divergence threshold values 
and maximum number of sub-nodes) to find op-
timum parameter combinations. According to our 
experiment, satisfying results are achieved by 
setting the range of similarity threshold 
TH
S
Ì [ . , . ]0 5 0 75 , the divergence threshold 
TH
D
Ì [ . , . ]0 25 0 45 , and the noise factor 
TH
N
Ì [ . , . ]0 3 0 5 . The best result in terms of 
precision is achieved when Cosine similarity 
measure and 40 classes (for training LDA) are 
used. In (Wang et al., 2009), we reported that in 
terms of “broader” relation learning, the GSHL 
algorithm performs slightly better than LSHL in 
almost all cases. Another finding is that in most 
cases, the GSHL algorithm performs better when 
Cosine similarity measure is used, while the LSHL 
algorithm performs better with JS divergence 
measure. In a different experiment, we used the 
GSHL algorithm to learn a number of ontologies 
based on another topic model, pLSA, using same 
number of classes. The results show that overall 
precision of the ontological statements learned 
using LDA model is higher than those learned 
using pLSA.
We have re-implemented the concept hierarchy 
construction algorithms proposed in (Sanderson 
& Croft, 1999, Zavitsanos et al., 2007). The algo-
rithms were then applied to the same dataset with 
similar parameter settings. The results produced 
using the algorithms (COO is the algorithm used 
in (Sanderson & Croft, 1999) and CIT is the 
algorithm used in (Zavitsanos et al., 2007)) are 
compared to ours, i.e., GSHL combined with the 
LDA. The precision curves are shown in Figure 
3. As can be seen, our method performs notably 
better than the other two in terms of recall, preci-
sion, and F1 measures.
An example of a learned ontology is provided 
in the following with parameter settings: GSHL 
algorithm, Cosine similarity measure, LDA 
model with 40 classes, and the maximum number 
of sub-nodes equal to 8. The top level concept 
“Semantic Web” is predicted by the algorithm 
being broader than the following seven concepts: 
“Ontology”, “RDF”, “OWL”, “Semantic Annota-
tion”, “Semantic Web Services”, “Web”, “Reason-
ing”. All of the sub-concepts are correctly pre-
dicted except “Web”, the reason is that there are 
few documents whose topics are directly related 
to “Web” in the corpus. Therefore, a problem of 
the method is that it is unable to exclude a concept 
which is not subsumed by the top concept. Al-
though it can be eliminated during the concept 
extraction phase, for example, manually exclusion 
of such concepts, we aim to solve the problem 
using an automated approach in the future work.
Figure 5 shows a snippet of the automatically 
generated ontology20 centering on the concept 
“Semantic Web” with “broader” relations only. The 
concept “Ontology” is one of the sub-concepts of 
“Semantic Web”. In this particular case, the GSHL 
algorithm predicts that “Ontology” is a broader 
concept of “Ontology Evolution”, “Information 
Integration”, “Ontology Mapping”, “Semantic 
Interoperability”, and “Knowledge Acquisition”. 
The diagrams (Figure 5 and 6) are generated using 
Protege21 with “OntoViz” plugin.
Figure 6 shows a snippet of the ontology cen-
tering on the concept “Reasoning” with both 
“broader” and “related” relations. The GSHL 
algorithms predicts that “Reasoning” is related to 
“Ontology Mapping”, “Knowledge Acquisition”, 
“Ontology Evolution”, and “Knowledge Repre-
sentation”.
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Figure 4. Precision measures between COO, CIT, GSHL+LDA, and GSHL+pLSA
Figure 5. A snippet of the learned ontology centering on the concept “Semantic Web” with “broader 
than” relations
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eVALuAtIon
The learned ontologies are transformed into the 
RDF format with respect to the SKOS model 
and evaluated by domain experts. The following 
sections report the evaluation results and also 
discuss the effect of different parameter values 
on the results.
eVALuAtIon MethodS
We use recall, precision and F1 measures (Manning 
et al., 2008) to assess the correctness of learned 
ontology statements. These metrics are popular 
measures of search performance for text retrieval. 
For our evaluation purpose, these metrics are 
defined as follows:
R
n
N
tc
cs
=  
where n
tc
 is the number of correct learned state-
ments given by the algorithms, N
cs
 is the total 
number of correct statements. We assume that a 
concept can only have one broader concept, thus 
the value of Ncs is equal to Nc-1, where Nc is the 
total number of topics.
Precision is defined as:
P
n
N
tc
ls
=  
where n
tc
 is the number of correct learned state-
ments, N
ls
 is the total number of learned state-
Figure 6. A snippet of the ontology centering on the concept “Reasoning” which is a sub-concept of 
“Semantic Web” with “broader” and “related” relations
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ments by the algorithms. The results are marked 
as true, only if all domain experts give positive 
confirmation of the result, otherwise the statement 
is regarded as false. The difference with the pre-
cision measure used in Information Retrieval is 
that ranking of results does not need to be taken 
into account. For this reason, ad-hoc measures 
such as precision at n  and average precision 
which are widely used to measure the ranking of 
relevant results are not used.
The F1 measure is defined as a harmonic mean 
of recall and precision to balance effects of both, 
same as the one used in information retrieval.
F
R P
R P
1
2
=
+
* *
 
eVALuAtIon of reSuLtS for 
“BroAder” reLAtIonS
Seven LDA models are trained using different 
number of latent classes (i.e., 30, 40, 50, 60, 70, 
80, and 90). For each model, ontologies are learned 
using different maximum number of sub-nodes 
(i.e., from 5 to 10). The two algorithms LSHL 
Table 1. Precision of ontology statements generated using different parameter values 
Algorithm Settings\LDA classes 30 40 50 60 70 80 90 Average
5 LSHL COS 0.684 0.694 0.645 0.737 0.685 0.743 0.815 0.715
JS 0.813 0.653 0.657 0.788 0.667 0.721 0.661 0.709
GSHL COS 0.697 0.791 0.693 0.73 0.806 0.767 0.734 0.745
JS 0.787 0.746 0.746 0.828 0.769 0.738 0.729 0.763
6 LSHL COS 0.697 0.764 0.724 0.724 0.671 0.716 0.815 0.73
JS 0.828 0.625 0.589 0.833 0.689 0.662 0.621 0.692
GSHL COS 0.684 0.866 0.763 0.743 0.778 0.681 0.781 0.757
JS 0.787 0.803 0.697 0.81 0.761 0.738 0.767 0.766
7 LSHL COS 0.724 0.75 0.724 0.803 0.685 0.743 0.723 0.736
JS 0.844 0.712 0.644 0.773 0.608 0.647 0.593 0.689
GSHL COS 0.684 0.851 0.684 0.733 0.792 0.694 0.703 0.734
JS 0.803 0.789 0.703 0.857 0.746 0.742 0.783 0.775
8 LSHL COS 0.724 0.778 0.684 0.816 0.685 0.73 0.769 0.741
JS 0.875 0.685 0.644 0.776 0.649 0.706 0.576 0.702
GSHL COS 0.71 0.866 0.737 0.787 0.792 0.681 0.683 0.751
JS 0.816 0.764 0.697 0.833 0.731 0.723 0.767 0.762
9 LSHL COS 0.724 0.736 0.671 0.789 0.685 0.73 0.776 0.73
JS 0.859 0.712 0.603 0.806 0.608 0.691 0.55 0.69
GSHL COS 0.71 0.866 0.763 0.829 0.792 0.792 0.646 0.771
JS 0.803 0.736 0.697 0.848 0.716 0.723 0.783 0.758
10 LSHL COS 0.724 0.75 0.697 0.803 0.658 0.73 0.761 0.732
JS 0.828 0.698 0.616 0.806 0.568 0.643 0.55 0.673
GSHL COS 0.789 0.836 0.75 0.803 0.75 0.806 0.785 0.788
JS 0.803 0.722 0.716 0.848 0.735 0.754 0.78 0.765
Averge 0.767 0.758 0.689 0.796 0.709 0.721 0.715 -
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and GSHL are tested with Cosine similarity and 
JS divergence measures respectively (details of 
the LSHL algorithm can be found in (Wang et al., 
2009)). The precision values for all ontological 
statements learned are shown in Table 1.
In our previous work, ontologies learned based 
on the pLSA and LDA models have been compared 
in terms of recall, precision, and F1 (Wang et al., 
2009). The results show that the highest precision 
measure of pLSA is 81.1% for the “broader” rela-
tion, and the lowest precision is about 31.5%. 
Precision with LDA has the highest value (87.5%) 
when 30 clasess are used in training, the lowest 
precision is about 55% when 90 classes are used 
in training. Overall precision measure of ontolo-
gies learned using the LDA model is higher than 
those learned using the pLSA model. Another 
finding is that structure and precision measure of 
the ontologies learned using LDA are not af-
fected as significantly as using pLSA when num-
ber of training classes are changed.
The performance difference between the two 
probabilistic topic models probably attributes to 
the difference of their capability of generalising to 
new documents. In a sense, the pLSA is incomplete 
because it does not provide probabilistic model-
ling at the document level. New documents are 
assumed to have similar semantic structures as the 
training documents, which is not always true in 
many situations, resulting in poor topic modelling 
for those new documents. In contrast, LDA is a 
well defined probabilistic model and generalises 
easily to previously unseen documents.
eVALuAtIon of reSuLtS for 
“reLAted” reLAtIonS
The establishment of “broader” relations among 
concepts forms a concept hierarchy, which can be 
seen as the “back bone” of a terminological ontol-
ogy. The presence of “related” relation intercon-
nect concepts on same or different levels, forming 
a graph structure. In fact, research (especially 
in computer science) in one area (i.e., Semantic 
Web) often utilises techniques from others, such 
as artificial neural network borrows ideas from 
biological science, and computational linguistics 
emerges from joint research of computer science 
and natural language processing. Intuitively, 
concepts are also interconnected with and often 
dependent on each other. A terminological ontol-
ogy is able to reflect the interaction and model 
the hierarchical information in a more complete 
manner than a typical concept or topic hierarchy.
The “related” relation defined in the SKOS 
model is an ambiguous term which is not for-
mally defined. In our method, we interpreted 
the “related” relation as being hold between two 
concepts if the similarity condition in Definition 
holds while the divergence difference condition 
does not. The idea is that related concepts tend to 
have certain amount of similarity (for example, 
two concepts are mentioned in a similar context), 
even if the “subsumption” relation can not be 
established between them.
Statements of “related” relation between con-
cepts are only generated by the GSHL algorithm 
because the LSHL algorithm does not perform a 
“global” similarity search. In the GSHL algorithm, 
if a concept is more similar to its current parent 
node’s sibling, the “subsumption” relation between 
the concept and its parent is substituted with a “re-
lated” relation. The evaluation of “related” relation 
is similar to the evaluation of the “broader” rela-
tion. As expected, the GSHL algorithm combined 
with Cosine measure performs better in most of 
the cases and the highest precision is about 90%.
effect of nuMBer 
of SuB-nodeS
Another important parameter in ontology learning 
algorithms is the maximum number of sub-nodes, 
which is used to predict the possible number of 
concepts that a concept subsumes (in our experi-
ment, we set the parameter values from 5 to 10). 
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In particular, we would like to assess the effect 
of the parameter on the precision of statements 
as well as the number of same statements across 
ontologies. The evaluation shows that precision 
measure with the LDA model is not sensitive to 
variation of this parameter (as shown in the Table 
1 the precision difference is less than 5%). Fur-
ther, the ontological statements generated using 
different maximum number of sub-nodes vary 
slightly. In the learned ontologies, there are many 
cases where one concept is only more general 
than exactly one other concept. This overcomes 
the problem in (Zavitsanos et al., 2007) in which 
one concept has to subsums at least two other 
concepts, if there are any.
dIScuSSIon And future Work
Learning of concept hierarchy or terminologi-
cal ontology is in fact a process of automated 
knowledge acquisition in which the main task is 
to extract concepts and then connect concepts us-
ing specified relations. The current work provides 
an alternative method for learning two ontology 
relations, “broader” and “related” as specified in 
the SKOS ontology model. It is based on a well 
defined probabilistic model for analysing and 
exploring intrinsic relations between words and 
documents.
The first step in learning relations is to provide 
a reasonable measure that specifies conditions 
based on which a relation can be established. 
We propose such an assumption inspired by the 
information theory, calling it “Information Theory 
Principle for Concept Relationship”. The principle 
stipulates that two conditions, the similarity condi-
tion and divergence difference condition, must be 
satisfied in order to establish a “broader” relation 
between any two concepts. The principle borrows 
ideas from the information theory and specifies a 
quantitative measure in terms of Kullback-Leibler 
divergence. Another feature that distinguishes 
our work from existing work is that our method 
is able to learn a terminological ontology instead 
of traditional concept hierarchies.
The extracted concepts are represented using 
documents which are then folded into the learned 
LDA models using the Gibbs sampling algorithm. 
Based on the concept relationship principle and 
the trained LDA models, the ontology learning 
algorithm is then used to connect concepts with 
“broader” and “related” relations. An extensive 
evaluation using recall, precision, and F1 measures 
has been performed by domain experts. The results 
show that overall accuracy of the learned ontology 
statements is above 70%. In the best situations, 
the precision is around 85%. The learned ontology 
statements in terms of “broader” and “related” 
relations are stable when parameter values are 
changed, such as the maximum number of sub-
nodes of a concept.
The proposed approach is not dependent on 
any specific domains since the underlying LDA 
model is also domain-independent. The evaluation 
shows that it has achieved encouraging results with 
a dataset constructed from documents related to the 
Semantic Web research area. The future work will 
involve applying the method into other domains 
such as medical research, where terminological 
ontologies also have important applications. The 
current implementation of the method utilises a 
simple approach for extracting concepts from user 
annotated keywords in the corpus. Other methods 
such as information extraction (Cunningham, 
2005) or machine learning based methods for iden-
tifying key phrases proposed in (Frank, Paynter, 
Witten, Gutwin, & Nevill-Manning, 1999) can 
be used to improve concept extraction from full 
text. This will not only increases the number of 
concepts that can be extracted, but also will help 
producing better concept representation.
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key terMS And defInItIonS
Ontology Learning: is the task to build 
ontologies from scratch, enriching adapting an 
existing ontology in (semi)automatic fashion us-
ing information from different sources.
Terminological Ontologies: is an ontology 
whose categories need not be fully specified by 
axioms and definitions.
SKOS: is an area of work developing specifica-
tions and standards to support the use of knowledge 
organization systems such as thesauri, classifica-
tion schemes, subject heading lists and taxonomies 
within the framework of the Semantic Web.
Semantic Web: describes methods and tech-
nologies to allow machines to interpret meaning 
or “semantics” of data on the World Wide Web. 
According to Tim Berners-Lee (Berners-Lee et 
al., 2001), the Semantic Web is not a separate 
Web but an extension of the current one, in which 
information is given well-defined meaning, bet-
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ter enabling computers and people to work in 
cooperation.
Probabilistic Topic Model: are models based 
on Bayesian inference for various applications, 
in particular, document modelling.
Latent Dirichlet Allocation: is a statistical 
generative model for analysing latent topics in 
documents.
Information Theory Principle for Concept 
Relationship: is a principle for establishing rela-
tions, in particular, SKOS relations, for the purpose 
of learning terminological ontologies.
Gibbs Sampling: is an algorithm to generate 
a sequence of samples from the joint probability 
distribution of two or more random variables.
endnoteS
1  http://www.w3.org/TR/skos-primer/
2  http://www.jfsowa.com/ontology/gloss.htm
3  In Semantic Web terminology “broader” and 
“narrower” relations are said to be inverse 
properties with each other.
4  http://www.acm.org/class/1998/
5  http://www.nlm.nih.gov/mesh/
6  In Cimiano’s publication (Cimiano, 2006), 
the word “concept” is used to denote “class”, 
where “term” denotes instance. In a tradi-
tional concept hierarchy, no explicit distinc-
tiveness has been made between “class” and 
“instance”.
7  High-order co-occurrence is often used to 
analyse strong associations between words 
even though they do not co-occur in the same 
documents (Lemaire & Denhière, 2006).
8  http://dblp.l3s.de/
9  These parameters are derived from the pa-
rameters specified in the generative process 
using the Bayes’ rule. Derivation of equa-
tions on parameter estimation in pLSA can 
be found in (Hofmann, 2001).
10  In Gibbs samplers, it is difficult to determine 
when the chain approaches stationarity. In 
practice, one often discards an initial set of 
samples (e.g., 1000) to avoid starting biases 
(Andrieu et al., 2003).
11  A document constructed from words in the 
vicinity of the concept is a better repre-
sentation for that concept. In a sense, the 
document is able to explain the concept and 
can be viewed as a collection of context in 
which the concept is mentioned. This in 
fact coincides with Harris’ “distributional 
hypothesis” assumption.
12  http://portal.acm.org
13  http://sourceforge.net/projects/nekohtml
14  http://nlp.stanford.edu/software/tagger.
shtml
15  http://tartarus.org/:$\sim$:>>martin/Porter-
Stemmer/
16  http://lucene.apache.org/
17  http://alias-i.com/lingpipe/
18  If the LDA model learning uses variational 
inference algorithms as proposed in the origi-
nal LDA paper (Blei et al., 2003), one can 
condition on the distributions over words for 
the topics and run the variational algorithm 
to infer the distribution over topics for the 
query.
19  The documents representing the concepts 
are not the original documents used in the 
LDA training; thus they are treated as new 
documents and folded-in to the trained LDA 
models.
20  Due to the large number of concepts and 
concept relations, it is not possible to provide 
visualisation of the whole ontology.
21  http://protege.stanford.edu/
