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Abstract
This paper establishes some new maximum principles for second order dynamic equations on time scales,
including: a strong maximum principle; a generalized maximum principle; and a boundary point lemma.
The new results include, as special cases, well-known ideas for ordinary differential equations and differ-
ence equations.
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1. Introduction
The strong maximum principle for second order ordinary differential equations and its variants
are well known and have many applications. They yield a priori bounds which can be used to
establish existence and uniqueness of solutions for initial and boundary value problems as well
as to establish oscillation results. The basic strong maximum principle is as follows.
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914 P. Stehlik, B. Thompson / J. Math. Anal. Appl. 331 (2007) 913–926Theorem 1. (Protter and Weinberger [8, Theorem 1]) Suppose u ∈ C2(a, b) satisfies the differ-
ential inequality
u′′ + g(x)u′  0 (1)
for a < x < b, where g is a bounded real-valued function. If u attains a local maximum value,
M, at an interior point of (a, b), then u(x) ≡ M.
Recently Mawhin, Tonkes and Thompson [7] established discrete analogues of the results of
Protter and Weinberger and applied their results to answer some uniqueness questions posed in
Thompson [10].
Dynamic equations on time scales is a relatively new, rapidly expanding area of research
which unifies and extends the discrete and continuous calculus. See, for example, the books by
Bohner and Peterson [1] and [2], together with the references therein.
In the literature recently there has been a number of results on the existence of multiple solu-
tions for second order differential and difference equations as well as for dynamic equations on
time scales which have been based on lower and upper solutions.
This raises the question: what conditions guarantee uniqueness for second order dynamic
equations on time scales? Thus it is natural to study maximum principles in this context. The
importance of maximum principles is further highlighted by the fact that the method of lower
and upper solution is based on a weak version of the maximum principle. Henderson, Peterson
and Tisdell [5] partially answered this question via the use of maximum principles, however their
methods did not involve the concepts of lower and upper solutions.
Simple maximum principles for time scales have been already used by Drábek, Henderson,
Tisdell [4] to prove the existence of multiple solutions and by Stehlík [9] to construct monotone
sequences.
In this paper we establish time scales analogues of the results of [7] and [8] as well as ana-
logues of other maximum principles. In a forthcoming paper we will apply these to obtain a priori
bounds, uniqueness and oscillation results for boundary value problems for second order dynamic
equations on time scales. In particular we show under fairly weak assumptions on the coefficients
that if x is a solution of
xΔΔ + g1xΔ + g2xΔσ + h2xσ  0
on a time scale [a, b]T, then x cannot have a nonnegative interior maximum unless x is identi-
cally constant.
Our results unify and generalize the results of Mawhin, Tonkes and Thompson [7] and those
given in Protter and Weinberger [8].
2. Preliminaries
To understand the notation used and the notion of a time scale some preliminary definitions
are needed.
Definition. A time scale T is a nonempty closed subset of the real numbers R.
Since a time scale need not be connected, the concept of jump operators is suitable to over-
come this difficulty.
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t > infT) is defined by
σ(t) = inf{τ > t : τ ∈ T} (ρ(t) = sup{τ < t : τ ∈ T}).
For simplicity and clarity set σ 2(t) = σ(σ (t)) and yσ (t) = y(σ (t)).
If T = R then σ(t) = t = ρ(t). If T = Z then σ(t) = t + 1 and ρ(t) = t − 1.
Throughout this work it is assumed that T has the topology that it inherits from the standard
topology on the real numbers R. Also it is assumed throughout that a < b are points in T with
[a, b]T = {t ∈ T: a  t  b}.
The jump operators σ and ρ allow the following classification of points in a time scale. If
σ(t) > t then call the point t right-scattered; while if ρ(t) < t then call t left-scattered. If σ(t) = t
then call the point t right-dense; while if ρ(t) = t then call t left-dense. We shall also use the
notation μ(t) := σ(t) − t, where μ is called the graininess function.
If T has a left-scattered maximum m then define Tk = T \ {m}. Otherwise Tk = T.
Definition. Fix t ∈ Tk and let y :T → R. Define yΔ(t) to be the number (if it exists) with the
property that given  > 0 there is a neighborhood U of t with∣∣[y(σ(t))− y(s)]− yΔ(t)[σ(t) − s]∣∣ ∣∣σ(t) − s∣∣, for all s ∈ U.
Call yΔ(t) the derivative of y(t). Define the second derivative by yΔΔ = (yΔ)Δ.
The following theorem is due to Hilger [6].
Theorem 2. Assume that f :T → R and let t ∈ Tk .
(i) If f is differentiable at t then f is continuous at t .
(ii) If f is continuous at t and t is right-scattered then f is differentiable at t with
f Δ(t) = f (σ (t)) − f (t)
σ (t) − t .
(iii) If f is differentiable and t is right-dense then
f Δ(t) = lim
s→t
f (t) − f (s)
t − s .
(iv) If f is differentiable at t then f (σ (t)) = f (t) + (σ (t) − t)f Δ(t).
Definition. If FΔ(s) = f (s) for all s ∈ [a, t]T then define the delta integral by
t∫
a
f (s)Δs = F(t) − F(a).
Definition. Let f :T → R. Define and denote f ∈ Crd(T;R) as right-dense continuous if for
each t ∈ T:
lim
s→t+
f (s) = f (t), if t ∈ T is right-dense,
lim
s→t−
f (s) exists and is finite if t ∈ T is left-dense.
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[1, Example 1.56]. However, it is right-dense continuous.
3. Derivatives—only maximum principles
We now present the weak version of the maximum principle for operators which do not con-
tain non-derivative terms.
Lemma 3. Assume that the functions g1, g2 : [a, b]T → R satisfy
μg1  1, (2)
μg2 −1. (3)
If x satisfies the dynamic inequality
L1[x] := xΔΔ + g1xΔ + g2xΔσ > 0, for t ∈ [a, b]T, (4)
and attains a maximum M at an interior point of (a, σ 2(b))T, then x ≡ M.
Remark 4. All quantities in the above and subsequent results are assumed to exist. For example,
since x satisfies (4), xΔΔ is defined on [a, b]T, x is defined and continuous on [a,σ 2(b)]T and
xΔ is defined and continuous on [a,σ (b)]T. In particular if b < σ(b) = σ 2(b), then we assume
that xΔ(σ 2(b)) exists. This may appear strange at first as one usually works with one-sided
derivatives at end points in the continuous case.
Proof of Lemma 3. Assume that x is not a constant function. Let us choose c ∈ (a, σ 2(b))T
such that x(c) = M. Let us divide our proof into three parts:
(i) c is left- and right-dense. In this case the maximality of x at c provides xΔ(c) = 0 = xΔσ (c)
and xΔΔ(c) 0 so that (4) reduces to
xΔΔ(c) > 0,
a contradiction.
(ii) c is left-dense and right-scattered. If xΔ(c) = 0 then the above conditions imply that
0 xΔΔ(c) = x
Δ(σ (c))
μ(c)
,
and consequently xΔ(σ (c)) 0. Multiplying (4) at c by μ(c) yields a following contradiction
μ(c)
(
xΔΔ(c) + g2(c)xΔ
(
σ(c)
))= xΔ(σ(c))(1 + μ(c)g2(c)) 0.
Since μ(c)xΔΔ(c) = limt→c(xΔ(σ (c)) − xΔ(t)) = xΔ(σ (c)) − xΔ(c), if xΔ(c) < 0 it follows
that there is δ > 0 such that xΔ(t) < 0 for (c − δ, c)T. Thus x(t) > M on (c − δ, c)T, a contra-
diction.
(iii) c is left-scattered and either right-dense or right-scattered. The necessary condition in
these cases is
xΔ(c) 0, xΔ
(
ρ(c)
)
 0.
These immediately give xΔΔ(ρ(c)) 0. Multiplying (4) by μρ(c) and using (2) and (3) we have
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(
xΔΔ
(
ρ(c)
)+ gρ1 (c)xΔ(ρ(c))+ gρ2 (c)xΔ(c))
= xΔ(c)(1 + gρ2 (c)μρ(c))+ xΔ(ρ(c))(gρ1 (c)μρ(c) − 1) 0,
a contradiction.
Thus x ≡ M. 
We give a variant of the above lemma where we weaken the inequality (4) and strengthen the
inequalities (2) and (3).
Theorem 5. Assume that the functions g1, g2 : [a, b]T → R satisfy
μg1 < 1, (5)
μg2 > −1, (6)
and
k = g1 + g2
1 + g2μ is bounded. (7)
If x satisfies the dynamic inequality
L1[x] 0, for t ∈ [a, b]T, (8)
and attains a maximum M at t ∈ (a, σ 2(b))T, then x ≡ M .
Proof. Assume the result is false. Thus we may choose c ∈ (a, σ 2(b))T such that x(c) = M.
Since x(t) ≡ M there is d ∈ (a, b)T such that x(d) < M. Let us assume first that c < d. Let us
take arbitrary α > 0 such that
α > − g1 + g2
1 + g2μ,
and let us define a function z by
z(t) := eα(t, c) − 1,
where eα(·, c) is an exponential function on T (see [1, Section 2]). Exploiting the way α was
chosen and the positivity of eα we obtain
L1[z] = zΔΔ + g1zΔ + g2zΔσ
= (α2 + g1α + g2α(1 + μα))eα(·, c)
= α(g1 + g2 + α(1 + μg2))eα(·, c)
> 0.
Let us define a function w by
w(t) := x(t) + βz(t),
where β > 0 is chosen so that
β <
M − x(d)
z(d)
.
Since eα(ξ, c) < 1 for any ξ ∈ (a, c)T we have
w(ξ) < M.
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w(d) = x(d) + βz(d) < x(d) + M − x(d) = M.
Finally, eα(c, c) = 1 provides
w(c) = M.
It follows that w has a maximum inside the interval (ξ, d)T. However
L1[w] = L1[x] + βL1[z] > 0,
which contradicts the statement of Lemma 3.
A more complicated situation occurs if x(t) = M for all t  c so that d < c (note that e−α is
not generally positive). In this case, we define
m := inf{s  a: x(ξ) = M and s  ξ  c}.
If m is left-scattered then xΔ(m) 0, and xΔ(ρ(m)) > 0 and multiplying L1(ρ(m)) by μ(ρ(m))
we get
L1
(
ρ(m)
)
μ
(
ρ(m)
)= xΔ(ρ(m))(gρ1 (m)μρ(m) − 1)< 0,
a contradiction and the result follows. As in the proof of Lemma 3, if m is left-dense, then
xΔ(m) = 0. Similarly, as in the previous case we define functions z and w by
z(t) = e−α(t,m) − 1 and w(t) = x(t) + βz(t),
where α,β are positive constants satisfying
α >
g1 + g2
1 + g2μ and β <
M − x(d)
z(d)
.
Thus, we can choose d1 so that 1 −μα > 0 and consequently e−α(t,m) > 0 for all t ∈ [d1,m)T.
Therefore, on this interval we have
L1[z] =
(
α2 − g1α − g2α(1 − μα)
)
e−α(·, c)
= α(−g1 − g2 + α(1 + μg2))e−α(·, c)
> 0.
Using Lemma 3 we see that the maximum of w must occur at boundary points of [d1,m]T. Since
w(d1) < M = w(m), we see that w attains its maximum at m. Thus
0wΔ(m) = xΔ(m) + βzΔ(m).
Taking into account zΔ(m) = −α < 0 we see that xΔ(m) > 0 which contradicts the maximality
of x at m. The result follows. 
We include a simple example on T = Z to illustrate that the assumptions (5), (6) cannot be
improved.
Example 6. Let us assume that T = Z and that x is defined by
x(t) =
{
t, t  4,
4, t > 4.
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xΔΔ + xΔ  0, t ∈ [0,10]Z,
but x attains its local maximum at t = 4. This does not contradict Theorem 5 since μg1 = 1 in
this case.
Similarly, y defined by
y(t) =
{4, t  4,
8 − t, t > 4,
attains a local maximum at t = 4, even if it satisfies
xΔΔ − xΔσ  0, t ∈ [0,10]Z.
Note that μg2 = 1 now.
The presence of both xΔ and xΔσ in (4) is motivated by the desire to obtain the most general
result. However, in Remark 7(v) will indicate that this case can be transformed to that of an
operator where only one of these derivatives is present.
Remark 7. Following Protter and Weinberger [8], we make the following observations.
(i) Theorem 5 shows that a function x satisfying the dynamic inequality (8) cannot have a
strict local maximum in (a, b)T. Indeed if x has such a local maximum at c ∈ (a, b)T, then there
is d < c < e ∈ (a, b)T such that x has an absolute maximum in [d, e]T at c so that x ≡ x(c),
a contradiction.
(ii) A function x satisfying the dynamic inequality (8) cannot have two strict local minima in
(a, b)T. If it did then there would be a strict local maximum between the local minima, a contra-
diction.
(iii) If in place of the dynamic inequality (8) in Theorem 5 we assume that
L1[x] 0, for t ∈ [a, b]T, (9)
then we obtain the corresponding minimum principle that if a function x attains a nonpositive
minimum m at t ∈ (a, σ 2(b))T, then x ≡ m.
(iv) An examination of the proof of Theorem 5 shows that it is sufficient that k is bounded
on every closed subinterval of (a, b)T. This local boundedness of k = g1+g21+g2μ is necessary for the
conclusion of Theorem 5. In the case T = R, g2 ≡ 0, and
g1(t) =
{− 5
t
, for t = 0,
0, for t = 0,
x(t) = 1 − t6 is a solution of (8) on [−1,1] which has a maximum at t = 0.
(v) Assuming that (6) holds and using the fact that xΔσ = xΔ + μxΔΔ, one can rewrite (8)
(or similarly (4)) as
xΔΔ + g1 + g2
1 + μg2 x
Δ  0.
Note, that in this case (5) is equivalent to
μ
g1 + g2
< 1.
1 + μg2
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the converse is not true. To see this let [a, b]T = [−1,1]T and T = {±2−n: n ∈ N} ∪ {0} so
that μ(2−n) = 2−n. If g1(2−n) = n − 1 and g2(2−n) = −n + 1, then g1+g21+g2μ is bounded however
neither g1 nor g2 is bounded.
4. Full maximum principles
We extend the above results to operators which also contain non-derivative terms.
Lemma 8. Assume that the functions g1, g2, h2 : [a, b]T → R satisfy (2), (3) and
h2  0. (10)
Moreover, let x satisfy the dynamic inequality
L2[x] := xΔΔ + g1xΔ + g2xΔσ + h2xσ > 0, for t ∈ [a, b]T. (11)
If x attains a nonnegative maximum M at t ∈ (a, σ 2(b))T, then x ≡ M.
Proof. The proof is similar to Lemma 3 and thus omitted. 
Theorem 9. Assume that the functions g1, g2, h2 : [a, b]T → R satisfy (5)–(7), (10) and
h2
1 + g2μ is bounded. (12)
Moreover, let x satisfy the dynamic inequality
L2[x] 0, for t ∈ [a, b]T. (13)
If x attains a nonnegative maximum M at t ∈ (a, σ 2(b))T, then x ≡ M .
Proof. The proof follows that of Theorem 5. If d > c it suffices to choose α > 0 large enough,
such that
α2(1 + g2μ) + α(g1 + g2) + h2
(
1 + μα − e	α(t, c)
)
> 0.
Note that this is possible by (3) and (7) since h2  0.
In the case when d < c, we again define m by
m := inf{s  a: x(ξ) = M and s  ξ  c}.
If m is left-scattered then
L2
(
ρ(m)
)
μ
(
ρ(m)
)= xΔ(ρ(m))(gρ1 (m)μρ(m) − 1)− h2(m)gρ1 (m)M < 0.
If m is left-dense, we can follow the argument from Theorem 5, except for choosing large enough
α > 0 so that
L2[z] =
(
α2(1 + g2μ) − α(g1 + g2) + h2
(
1 − μα − e	−α(·, c)
))
e−α(·, c)
> 0,
for all t ∈ [d1,m)T, where d1 is close enough to m. The same argument as above yields that
xΔ(m) > 0, a contradiction. 
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Since xΔΔ(t) depends on x(t), xσ (t) and xσσ (t) a more natural form of operator for the full
maximum principle is
L3[x] := xΔΔ + g1xΔ + g2xΔσ + h1x + h2xσ + h3xσσ .
In the spirit of Remark 7 we transform L3 into L2 and then apply Theorem 9.
Corollary 10. Assume that the functions gi , i = 1,2, and hj , j = 1,2,3, satisfy
μ(g1 − h1μ) < 1, (14)
μ
(
g2 + h3μσ
)
> −1, (15)
h1 + h2 + h3  0, (16)
and that
(g1 − h1μ) + (g2 + h3μσ )
1 + (g2 + h3μσ )μ is bounded, (17)
and that
h1 + h2 + h3
1 + (g2 + h3μσ )μ is bounded. (18)
If x satisfies the inequality
L3[x] 0, (19)
and attains its nonnegative maximum M at t ∈ (a, σ 2(b))T, then x ≡ M .
Proof. It is easy to see that
x = xσ − μxΔ, (20)
and
xσσ = μσxΔσ + xσ . (21)
Thus one can rewrite (19) in the form
xΔΔ + (g1 − h1μ)xΔ +
(
g2 + h3μσ
)
xΔσ + (h1 + h2 + h3)xσ  0, (22)
that is, the form of (13). The assumptions (14)–(18) ensure that the operator (22) satisfies the
assumptions of Theorem 9 and the result follows. 
6. Generalized maximum principles
In this section we extend Theorem 9 also to the case where condition (12) is not satisfied, that
is, h(t) > 0 for some t ∈ [a, b]T. We consider here the operator
L˜2[x] := xΔΔ + gxΔ + hxσ , for t ∈ [a, b]T. (23)
Thanks to Remark 7, L˜2 and L2 can be transformed into each other. We assume that there exists
a function w such that on [a, b]T,
w > 0, for t ∈ [a,σ 2(b)] (24)
T
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L˜2[w] 0, while (25)
gw + wΔ + wσΔ
wσ + μwσΔ and (26)
L˜2[w]
wσ + μwσΔ are bounded. (27)
Let us define v by
v = x
w
, for t ∈ [a,σ 2(b)]
T
.
Differentiating x, one obtains
xΔ = vwΔ + wσvΔ,
xΔΔ = vσwΔΔ + wΔvΔ + wσvΔΔ + vΔσwσΔ,
on [a, b]T. Substituting these into (23) provides
L˜2[x] = wσvΔΔ + vΔ
(
gw + wΔ)+ vΔσwσΔ + vσ L˜2[w] 0.
Dividing by wσ yields
L2[v] := vΔΔ + vΔ gw + w
Δ
wσ
+ vΔσ w
σΔ
wσ
+ vσ L˜2[w]
wσ
 0, for t ∈ [a, b]T.
Defining auxiliary functions g1, g2 and h2 by
g1 := gw + w
Δ
wσ
, g2 := w
σΔ
wσ
, h2 := L˜2[w]
wσ
,
we see that
L2[v] = vΔΔ + g1vΔ + g2vΔσ + h2vσ  0, for t ∈ [a, b]T.
Lemma 11. Let us suppose that
μg < 1, for t ∈ [a, b]T, (28)
and that w satisfies (24)–(26). Then on [a, b]T
(a) h2  0,
(b) μg1 < 1,
(c) μg2 > −1, and
(d) g1+g21+g2μ is bounded.
Proof. By continuity of w, w  c > 0 on [a,σ 2(b)]T so that wσ  c > 0 on (a, σ 2(b))T. Thus
(d) is an immediate consequence of (26). If μ(t) = 0, then (b) and (c) are trivially satisfied at t,
so we assume that μ(t) > 0.
(a) Nonpositivity of h2 is an immediate consequence of (24) and (25).
(b) (28) and (24) yield that
0 > (μg − 1)w = μgw − w.
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μ
(
gw + wσ )< wσ ,
which is equivalent to
μg1 = μgw + w
Δ
wσ
< 1.
(c) Finally,
g2(t) = w
σΔ
wσ
= w
σσ − wσ
wσμ
.
Thus
μ(t)g2(t) = w
σσ (t) − wσ (t)
wσ (t)
> −1,
since wσ (t) > 0 and wσσ (t) > 0 on [a, b]T. 
Combining Lemma 11 and Theorem 9 we obtain the generalized maximum principle.
Theorem 12. Assume that there exists w satisfying (24)–(27). Moreover, let g satisfy (28). If x is
such that L˜2[x] 0 and xw attains a local maximum at t ∈ (a, σ 2(b))T, then xw is a constant.
Remark 13. The assumption (26) is always satisfied if σΔ exists and is bounded. Indeed, if μ = 0
then the statement follows from (24) since wσΔ = wΔσσΔ exists and so g2 is bounded and g1 is
bounded. If μ > 0, then assumption (26) is equivalent to gw+wΔ+wσ (σ(t))−wσ (t)
wσ (σ (t))
bounded which
follows from the assumptions on g and w.
We refer the interested reader to [3, Section 5], where the existence of wσΔ is further dis-
cussed.
This raises the question as to whether or not the generalized maximum principle requires the
existence of wσΔ.
Finally, we give some conditions, under which there exists a suitable function w.
Lemma 14. If g,h satisfy the assumption of Theorem 12, σΔ exists and is bounded, b > a and
σ 2(b) − a is sufficiently small, then there exists a function w satisfying (24)–(26).
Proof. We show that under the stated assumptions the function
w(t) =
(
1 − β
t∫
a
( s∫
a
Δq
)
Δs
)
(29)
is the solution of (24)–(26).
To see that (24) and (25) are satisfied note that
wΔΔ + gwΔ + hwσ = −β
(
1 + g
t∫
Δs + h
t∫ ( s∫
Δq
)
Δs
)
+ h 0a a a
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1 + g
t∫
a
Δs + h
t∫
a
( s∫
a
Δq
)
Δs > 0
and w > 0 for any β > 0 provided b − a is correspondingly small. To see that (26) is satisfied
note that w, wΔ, wσΔ(t) = wΔσ (t)σΔ(t) = −β ∫ σ(t)
a
ΔsσΔ(t), and g are bounded and wσ +
μwσΔ = wσσ  k > 0 for a constant k. 
Note that in the case T = R then (29) gives w(t) = 1 − β(t − a)2/2 as in Protter and Wein-
berger [8], while if T = hZ and [a, b]T = {0, h,2h, . . . , hn} then (29) gives wk = 1 − βk[2]/2 as
in Mawhin, Tonkes, Thompson [7].
7. Boundary point lemma
All of the above results investigate the behaviour of the function inside the considered interval.
In this final section we complete the description by providing the information about the boundary
points.
Lemma 15. Assume that the functions g1, g2 and h2 satisfy (5)–(7), (10) and (12). Moreover,
assume that x is a nonconstant function satisfying
L2[x] 0,
on [a, b]T. If x attains a nonnegative maximum at a, then xΔ(a) < 0. If x attains a nonnegative
maximum at σ 2(b), then xΔ(ρ(σ 2(b))) > 0.
Proof. Assume that the result is false.
First assume that a is right-scattered. Then xσ (a)  x(a) = M, which contradicts the state-
ment of Theorem 9. Similarly if σ(b) is right-scattered (or b is right-scattered and σ(b) is
right-dense) then xσ (b) x(σ 2(b)) = M (or x(b) x(σ (b)) = M) which again contradicts the
statement of Theorem 9.
If a is right-dense, then we choose d close enough to a and define w and z by
z(t) = eα(t, a) − 1 and w(t) = x(t) + βz(t),
where β satisfies
0 < β <
x(a) − x(d)
z(d)
,
and α > 0 is big enough to ensure that
α2(1 + g2μ) + α(g1 + g2) + h
(
1 + μα − e	α(t, a)
)
> 0. (30)
Then L2[z] > 0 for t ∈ (a, d]T and Lemma 8 and w(d) < x(a) = w(a) imply that
0wΔ(a) = xΔ(a) + βzΔ(a).
Now since zΔ(a) = α > 0 we obtain the desired result xΔ(a) < 0. The proof for the other end is
similar. 
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ness of considered functions. We sum up this reasoning in the following refinement of the above
boundary point lemma.
Lemma 16. Let g1, g2 and h2 satisfy (5), (6), (10) and that
g1 + g2
1 + μg2 and
h2
1 + μg2
are bounded on every closed subinterval of (a, b)T. Let x be a nonconstant function satisfying
L2[x] 0,
on (a, b)T.
(i) If a is right-dense and x has a nonnegative maximum at a and the function
ka = g1 + g2 + h2(t + μ − a)1 + μg2
is bounded from below in a neighborhood of a, then xΔ(a) < 0.
(ii) Similarly, if b is right- and left-dense and x has a nonnegative maximum at b and the function
kb = g1 + g2 + h2(b − t − μ)1 + μg2
is bounded from above in a neighborhood of b, then xΔ(b) > 0.
Proof. We prove only the part (i). As in the previous case, assume the result is false. Since x is
nonconstant we may choose d close enough to a so that x < x(a) and ka is bounded from below
in (a, d]T. Then for α > 0 and t ∈ (a, d)T we have the following inequality
1 − e	α(t, a)− 	 α(t − a) α(t − a).
Thus, for a large α > 0 the inequality (30) becomes (note that thanks (10) we have h 0)
α2(1 + g2μ) + α(g1 + g2) + h2
(
1 + μα − e	α(t, a)
)
 α2(1 + g2μ) + α(g1 + g2) + αh2(t + μ − a)
= α2(1 + g2μ) + α
(
g1 + g2 + h2(t + μ − a)
)
> 0.
And the argument follows that of Lemma 15. Similarly, we get the statement for the other
case. 
Remark 17. We have the following variant of Lemma 15 where we weaken the assumptions on
g1, g2 and h2 while strengthening the assumptions on L2.
Assume that the functions g1, g2 satisfy (2), (3) while the function h2 satisfies (10). Moreover,
assume that x is a nonconstant function satisfying
L2[x] > 0,
on [a, b]T. If x attains a nonnegative maximum at a, then xΔ(a) < 0. If x has a nonnegative
maximum at σ 2(b), then xΔ(ρ(σ 2(b))) > 0.
As in the real line case (see Protter and Weinberger [8]) a function x cannot have a point of
horizontal inflection at c ∈ (a, b)T. In particular, there cannot exist d < c < e ∈ (a, b)T such that
926 P. Stehlik, B. Thompson / J. Math. Anal. Appl. 331 (2007) 913–926x is strictly increasing on [d, e]T while xΔ(c) = 0. Indeed if x has a point of inflection then x
has maximum in [c, e]T at c while xΔ(c) = 0, a contradiction.
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