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Abstract 
Cortelazzo, G., C. De Simone and G.A. Mian, An algorithm for simultaneous magnitude and phase approxima- 
tion of bivariate rational polynomials, Journal of Computational and Applied Mathematics 34 (1991) 145-160. 
An algorithm is presented for simultaneous magnitude and phase approximation of bivariate rational polynomi- 
als. The algorithm is reminiscent of the original differential correction (ODC) algorithm (Barrodale et al. (1972)) 
for real rational minimax approximation, however the basic iteration of the presented algorithm is not linear but 
quadratic in the optimization parameters. The stability and the convergence of the algorithm are proven and its 
application is exemplified. 
Keywords: Complex rational approximation, two-dimensional transfer function design, two-dimensional digital 
filters. 
1. Introduction 
This work considers the simultaneous approximation in both magnitude and phase of a 
continuous complex target T(z) by a complex rational polynomial R( p, z). The bivariate case is 
considered in detail, however the application of the given results to different dimensional 
situations is straightforward. 
Simultaneous magnitude and phase approximation of transfer functions has recently received 
considerable attention both for the univariate and the bivariate case, see, for instance, [1,2,6,13]. 
A related problem has also been extensively studied [5,9,10]. Other problem formulations based 
on complex approximation methods have been presented by various authors, for instance, 
[4,7,11,15,16]. 
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Notation: z = [zr, z2], 
G4(4 = I m I) 
M,.M, 
P(a, z) = c u,jz;z;l/, Q( b, z) = Nf2 b,,z;z& 
i, j=O I, j=O 
U,j, b;j E Iw, 1 b;j 1 < ‘3 
f+, 4 
R(P, z) = Q(b, z> Y P= ia, d. 
The addressed problem can be formalized as the minimization with respect to p of quantity 
~~-$W’I&)-IR(P~ z)I I7 &"dz) -arg[R(p, z)] I} 0) 
subject to 
Q(b, z)+O, ZED, (2) 
where DA {(z,, z2): ]z,]G~,]z,]G~(} and ul, u2 are real numbers, called weights. 
Note that for system-theoretic applications, where R(p, z) represents the transfer function of 
a stable linear system, condition (2) is a necessary and sufficient stability condition for bivariate 
systems without essential singularities of the second kind on the unit torus C b {( zr, z2): 
l~,l=LIz*l=1} 1141. 
The interest of problem (1) comes from many fields where linear system theory is used 
(engineering, biology, economics, etc.) and users commonly think in terms of magnitude and 
phase of system transfer functions. Transfer function magnitude is typically required to control 
the input signal components in an on-off mode (filtering) or in a boost-dump mode (magnitude 
equalization). Transfer function phase is usually designed to keep the “mutual alignment” 
between the input signal components within prescribed values (for instance, time alignment for 
time signals or space alignment for spatial signals). 
An important feature of formulation (1) is its possibility to trade-off between magnitude error 
and phase error by the appropriate usage of weights u, and u2. Such a feature is very important 
in practice because good magnitude behaviour is typically associated with poor phase behaviour, 
and vice versa. Therefore the possibility of “a priori” determining the trade-off between these 
two quantities is very powerful. Problem (1) is a multiple criterion optimization problem having 
magnitude error and phase error as optimization objectives [13]. 
The existence and the characterization of the solution of problem (1) are not straightforward 
and we do not know any theoretical result concerning them. 
This work presents an algorithm for the solution of an approximation of problem (1) and 
demonstrates its properties. 
The paper is organized in two main parts. Section 2 introduces a problem companion to (l), 
namely the minimization with respect to p of the maximum of real and imaginary parts of 
complex error 
E(P, z> = T(z) -R(P, z), zED> (3) 
and develops an algorithm for its solution. The convergence of the algorithm is proven. Section 3 
discovers the ties between problem (1) and its companion version, and applies the results of 
Section 2 to the solution of an approximation of problem (1). Some application examples are 
given in Section 4. Section 5 contains the concluding remarks. 
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2. Simultaneous approximation of real and imaginary part 
This section presents an algorithm, called Algorithm I, suitable to mimimize with respect to p, 
quantity 
mn; { IRe[%) -R( P, z>l I3 IIdTb) - R(P, z>l I > 
subject to 
Q(b, z)#O, ZED. 
The algorithm produces a sequence R( pk, z) whose maximum error 
P(a,, z) ’ ’ Ill I Go 4Qh z) ’ Irn T(z) - Q(b,, z) 
converges to the infimum of (4) which will be denoted as Aopt. 
Algorithm I. 
(i) k = 0; take p. such that Q(b,, z) # 0 for z E D; 
(ii) find pk+ , minimizing 
UP) = yz; I IR&‘%) IQ@, z> 12-J’( a, z)Q*(b, z)] I-&IQ@, z) I23 IQ&o z) I 2 7 
IImTT(z) _ IQ@ z> 
where ( .) * denotes conjugation; 
(iii) if 
uPk+J >O, 
set uOrt = uk, boPt = b, and stop, 
I 2- Pb, z)Q*(b, z,] 
IQ@,, z) I2 
lO(b, z) 
otherwise set k = k + 1 and go to (ii). 
(4) 
(5) 
(6) 
(7) 
(8) 
Iteration (ii) is reminiscent of the iteration of the original differential correction (ODC) 
algorithm of Cheney and Loeb [3,8]. It can be motivated by the same argument used in [3], i.e., 
the Taylor series expansion of A. ] Q(b, z) 1 2 around quantities Ak and 1 Q(bk, z) I 2. The 
Taylor series expansion needs to be considered both for the real error and the imaginary part of 
the error E(p, z) defined in (3). 
The major difference between the ODC iteration and step (ii) of Algorithm I is that the former 
is linear in the optimization parameters while the latter is quadratic. 
The stability and convergence of Algorithm I can be proven by arguments similar to those of 
[3,15]. Theorem 1 proves that if Q(b,,z) # 0, z E D, is satisfied by the starting point, i.e., k = 0, 
it will remain satisfied at every iteration of the algorithm. The actual claim is that instability can 
be attained, but only after convergence has been reached. 
Theorem 1. If at iteration k + 1 
Q@,+,, zo) = 0 for some z0 E D, 
R( pk, z) is a solution of problem (4), (5). 
(9) 
148 G. Cortelazzo et al. / Approximation of biuariate rational polynomials 
Proof. If, by contradiztion, R( pk, z) is not the optimal solution of problem (4), (5), there exists 
an R( j, z), with Q( 6, z) # 0, z E D, such that the corresponding maximum error A satisfies 
(10) d-cd,. 
Since 6,(p) is minimized by R(p,,,, z), the following inequality holds: 
uPk+l) G UP) = [ Ire%) - R(iL 41 I-A,] it:;, ‘), 
2 
, 
[ IIm[T(z) - R(F, z)] I -A,] 
2<o 
. W-4 
Therefore, if R(p,, z) is not a solution, then 6,( pk+ 1) is negative. However, also 
‘k(Pk+l) 
~ 
i 
IRe[T(z) I Q@k+l, z> I * - Pb,,,, z)Q*h+u z,] I -Ak I Q@,+,, z> I * 
lQ(b Z> l2 
> 
ilm[T(z) l Qh+n Z> l* - P(ak+l> Z)Q*@k+p Z,] 1- f& I Q(&+l, Z> 1 2 
IQ@‘,, Z> I 2 
> 
(lib) 
from which one obtains that S,( pk+ 1) > 0 at points z,, where hypothesis (9) is satisfied. 
Therefore, the assumption that R( pk, z) is not a solution of problem (4), (5) leads to a 
contradiction. •I 
Corollary. If Ak # Aopt, then 
A k+l (‘k. (12) 
Proof. From (lla) and (lib), applied to generic iteration k, since Q(bk+r, z) # 0, z E D, one 
obtains 
from which (12) follows. q 
The following theorem rules out the possibility that a monotonically decreasing sequence A, 
does not converge to the infimum of (3), i.e., AoPt. Therefore, sequence R( pk, z) converges to a 
solution R ( popt , z) when such a solution exists. 
Theorem 2. If A, # A,,,, Vk (i.e., S( pk+l ) < 0 Vk), the sequence A, converges to the optimal value 
A opt and the convergence is at least linear. 
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Proof. Since sequence A, is nonnegative and monotonically decreasing, its convergence to some 
limit value L is ensured. Clearly L < A.,, does not hold; there is then possibly an approximant 
R( p, z) for which 2 < L. However, in this case from (lla) and (13) would follow: 
(A k+l -'k) 
which leads to a contradiction as k + co. 
As for the second part of the theorem, the same argument used for (14) leads to 
(A k+l - 'k> max Tad 1 ‘;;;:;.I;) /I G (‘opt -'k)Ey 
with rn = min, E D ] Q( b,+, z) ] * and M = rnaxe(+) maxz,,IQ(~,, z)12< 00 as the compo- 
nents of vector b, are bounded by unity. Since 
for arbitrary 6 > 0 and large enough k, 
(A k+l -A,)(1 +c) d (A,,,-A,);. 05) 
From (15), 
A k+l -Ao,t~ ('k-'opt) m 1 M(l+e) ’ 06) 
which implies a convergence rate at least linear for large values of k. 0 
Observe that the minimization of (7) at each iteration of Algorithm I requires the solution of a 
minimax problem which can be formulated as a minimization problem with a linear objective 
and quadratic constraints. Therefore practical implementation of Algorithm I must resort to 
nonlinear programming techniques. Sequential quadratic programming [18] has been found very 
effective in experimental work with Algorithm I concerning the design of one-dimensional 
systems [12]. 
Variations of Algorithm I, substituting (7) of iteration (ii) with a related linearized problem are 
very appealing because they lead to algorithms that can be solved by linear programming. 
Unfortunately, we have not been able to prove the global convergence of any of these variations 
of Algorithm I. One of the most interesting variations considered substitutes problem (7) of 
iteration (ii) with the minimization with respect to the numerator coefficients a and to 
coefficients 6 of magnitude squared denominator Q( 6, z) = Q( b, z)Q*( b, z) of the quantity 
max 
IRe[T(z)o(i, Z> -P(a, z)Q*(b,, z)] l-AkCj(6, z) 
> 
ZED Q(~kY z) 
IIm[T(z)d(i, z) -f’(a, Z>Q*(b,, z,] I-A,&& z) 
b(s,, z, 
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It should be noted that the usefulness of such an algorithm would be confined to the 
univariate case because only in this case spectral factorization [14] allows to obtain a finite-extent 
polynomial Q(b, z), different from zero in D, such that its magnitude square is Q(6, z). 
Restricted versions of Algorithm I operating on the unit torus C, instead of the unit polydisk 
D, enjoy the convergence but not the stability properties of Algorithm I. The above proofs still 
hold if D is replaced by C. However, Theorem 1 with such a replacement can only guarantee that 
Q( 6, z) f 0, z E C, which is much weaker than Q(b, z) f 0, z E D. 
Maximum modulus theorem is wrongly used in [4] to extend the stability property of the 
algorithm of [15] to its restricted version on C. Such an argument cannot be used to produce a 
result similar to Theorem 1 for a restriction of Algorithm I on C, since the functions we are 
dealing with are neither analytic nor harmonic. 
3. Magnitude and phase approximation 
This section shows how to use the results of Section 2 to produce an algorithm suitable for 
magnitude and phase approximation. Consider the geometrical interpretation of criteria (1) and 
(4). Since the loci of constant 1 T(z) 1 are circles of radius 1 T(z) 1, and the loci of constant 
arg[T( z)] are half-lines through the origin at angle arg[T( z)] with respect to the real axis, the 
locus of points R( p, z) within prescribed maximum magnitude and phase error from T(z), is a 
sector of annular region as sketched in Fig. 1. The corresponding locus of the error according to 
criterion (4) is a square as sketched in Fig. 2. If criterion (4) is extended to include weights (ui, 
u2) so that u, multiplies the real part of the error and u2 multiplies the imaginary part, the locus 
becomes a rectangle as shown in Fig. 2. A comparison of the error loci shapes suggests that for 
small values of 1 E( p, z) 1, the quadrangular error shapes of criterion (4) can approximate the 
error shapes of criterion (1) by means of an appropriate rotation of the error E( p, z) as sketched 
in Fig. 3. Such a rotation is 
E’(P, 
whose real part 
respectively. 
z) = E(p, z) ,-j ~~PJWI, 
(17) 
and imaginary part directly control magnitude and phase approximation, 
Etp,z) 
I i T( z,) 
v, = v2 
Fig. 1. Geometrical interpretation of criterion (1). Fig. 2. Geometrical interpretation of criterion (4). 
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Y’ 
T(z) = '(z') 
b 
x 
Fig. 3. Approximation of criterion (1). 
The above geometrical observation leads to approximate criterion (1) by means of 
$n ~2; { u1 lReb’(pv 41 IT u2 lImb’(~, 41 I} 
= 9 y$; {ul b(z) R@‘(z) - R(p, z>l + B(z) I&%) - Rb, 41 I, 
u2 I - P(z) Re[W - R( P, 41 + 44 ImP(z) - R(p, 41 I}, (18) 
with 
4~) = cos(argIT(z)l), LW = sinbdC41) 0% 
and constraints Q( b, z) # 0, z E D. 
The solution of problem (18) can be obtained by a modification of Algorithm I that will be 
called Algorithm II. Algorithm II is structured exactly as Algorithm I, with step (ii) changed 
into: 
(ii)” set 
A,= y~;{U64 R$‘%-R(P,, 4 +Pb> I~[W-NP~, 41 I3 
u2 I - Pb> R@(z) -NP,, 41 + 44 Im[W - R(P,, z>] I}; 
(20) 
find Pk+l, solution of the following problem: 
a(z) Re[T(z) IQ@, 4 I 2 - J’b, z)Q*@, z)] 
Q(b,, z>’ 
+ P(z) Im[%d IQ@, 4 I 2 - J’h z>Q*(k z)] 
Qh z>’ II 
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ST,, 
-P(z) Im[T(z) I Q(b, z> I2 - P(a, z)Q*(b, z)] 
L 
ll 
LI Q(b,, dL 
+ a(z) R@(z) IQ@, z> I * - J’b> z)Q*(b, z,] 
Qh 2 4’ II 
(21) 
The properties of Algorithm I extend to Algorithm II, since the error rotation does not 
interfere with convergence or stability. Formal proofs of the properties of Algorithm II can be 
obtained repeating the proofs of Theorems 1 and 2. Neither the demonstration technique nor the 
demonstration arguments need to be varied. 
4. Application examples 
This section considers the application of the presented algorithms to the design of bivariate 
transfer functions. The considered design specifications concern the so-called low-pass functions, 
a very typical design case. The specifications are only given on set C, where zT = [ejwl, ej”‘] with 
oi E [0, 27r), i = 1, 2, and are of type 
i 
1, 
G(z)= o 
if (wi, w2) E PB C C, 
(22) 
> if (wi, w2) E SB c C, 
G(z) = r&1 + W2)? if(w,, u,)EPBcC. (23) 
Set PB is called passband and set SB is called stopband. Quantity rd is a positive real constant, 
representing the desired group delay. Let us stress that the target is specified 
C, as any extension of the approximation problem out of this domain, i.e., 
physical meaning. 
If regions PB and SB are of quadrangular shape, i.e., if 
PB = {(ai, a,): 0~(w,(~w,,,0~jw214w,*j, 
SB = {(w,, 02): Wsi<]Oi]<71, O,*=G]~*IG71}, 
with 0 -=c up, -c as, -c 7, i = 1, 2, then a separable bivariate approximant 
R(K z) =R,(fJ,> 3) R*(P*, z2) 
only on subsets of 
on D, would lack 
(24) 
(25) 
can be profitably used. As a matter of fact in this case instead of addressing the bivariate 
approximation problem corresponding to the minimization of (l), one can find R,( pl, zl) and 
R2( p2, z2) by simply minimizing two univariate versions of problem (1). The magnitude and 
phase passband errors of separable approximant R( p, z) are of the order of the sum of the 
corresponding errors of R,(p,, zl) and R,(p,, z2)_ The magnitude error of R( p, z) in the 
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Table 1 
Univariate approximant coefficients for the separable 
transfer function of Fig. 4 
Numerator coefficients Denominator coefficients 
a, = 0.574992234461 b,, = 1.0 
a1 = 0.929072710739 b, = 0.884956519248 
a2 = 0.486520171922 b, = 0.600395334450 
Table 2 
Coefficients of the nonseparable transfer function of 
Fig. 5 
Numerator coefficients Denominator coefficients 
a = 00 0.333740101507 b, = 1.0 
a = ,,, 0.250094446142 b,,, = - 0.055757171075 
a = ,,2 0.006931522077 bo2 = 0.013323017595 
aI0 = 0.253851941649 b,, = - 0.057736320853 
aI1 = 0.141810146539 b,, = - 0.057770606052 
aI2 = 0.013564553436 b,, = 0.014066426623 
a = 2. 0.002711961044 b,, = 0.006904148957 
a = 2, 0.011463673795 b,, = 0.014465167919 
a = 22 -0.030383994453 b,, = - 0.012984240842 
stopband is nearly given by the greater of the corresponding errors of R,(p,, zl) and R,(p,, 
z2). The design of a quadrangular low-pass filter was obtained by adjusting Algorithm II to the 
univariate case in such a way to design R,(p,, z,), i = 1, 2. A design example with a,,/27 = 
w,,/2ll = 0.3, wsl/2a = ~/27r = 0.4, 7d = 0.25, MI = M2 = 2, N, = N2 = 2 is shown in Fig. 4. 
Fig. 4. Frequency response of a separable filter: (a) magnitude perspective plot; (b) phase perspective plot. 
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The symmetry of the target specifications calls for R, = R,. The coefficients p, =p2 of the 
univariate solution are reported in Table 1. Figs. 4(a) and 4(c) show the perspective and the 
contour plot of the magnitude of the transfer function; Figs. 4(b) and 4(d) show the perspective 
and the contour plot of the phase on the passband (the axis values are in terms of normalized 
frequency f = w/27). The maximum values of the magnitude error (computed on a very fine 
grid) are 0.36 in the passband and 0.22 in the stopband. The maximum phase error (in the 
A= 1.30000 B= 1.20000 
c= 1.10000 II= 1.00000 
E= 0.90000 F= 0.80000 
G= 0.70000 H= 0.60000 
I= 0.50000 L= 0.40000 
n= 0.30000 N= 0.20000 
o= 0.10000 
Fig. 4. (continued) (c) magnitude contour plot. 
(f.3 
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passband) is 0.23 rad. The rectangular structure of the approximant is clearly visible in both the 
perspective and contour plots. 
Since the approximation problem in this case is essentially univariate, the design of much 
higher order filters would not be difficult [12]. The order choice MI = M2 = 2, NI = N2 = 2 in the 
separable case amounts to an optimization problem with five parameters, while in the nonsep- 
arable case (next example) to an optimization problem with seventeen parameters. 
-0.3 -0.1 0.1 
normal tzad frwqurncy wl 
0.3 0.5 
A= 0.22000 B= 0.1El000 
c= 0.11$000 D= 0.10000 
E= 0.06000 F= 0.02000 
G= 0.00000 Ii= -0.02000 
r= -0.06000 L= -0.10000 
ll= -0.14000 N= -0.18000 
o= -0.22000 
Fig. 4. (continued) (d) phase contour plot. 
k-0 
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If the low-pass target has circular symmetry, i.e., if 
PB = ((wr> wz): O<I/w:+w:~wp), 
SB = ((+> wz): w,<jw:+w:+ 
(26) 
with 0 < wp < ws < 7, then one cannot resort to separable approximants, and the direct minimiza- 
tion of (1) must be addressed. The solution obtained by means of Algorithm II for w,/27r = 0.3, 
w,/2a = 0.4, rd = 1.9, M1 = M2 = 2, Ni = N2 = 2 is shown in Fig. 5. The coefficients of the 
approximant are in Table 2; magnitude and phase are plotted in Figs. 5(a)-(d). The maximum 
magnitude error occurs near wp and w, and is 0.37 (both in the passband and in the stopband) 
and the maximum phase error arises at wp and is 0.57 rad. The circular structure of the 
approximant is clearly visible from the plots. 
The iteration of Algorithm II, i.e., problem (21), was solved by sequential quadratic program- 
ming [18] using subroutine VF02AD [17] for both the univariate and the bivariate case. Problem 
(22), (23) requires to consider the phase performance only on set PB. Therefore it translates to an 
optimization problem with 4K, constraints on the passband and 2K, constraints on the 
stopband, where K, and K, are the number of grid points on the passband and stopband, 
respectively. It was also found important to constrain the magnitude square of the approximant 
function not to be greater than one on the region of C not belonging to PB or SB (the so-called 
transition region) in order to avoid unwanted “bumps” in this area [13]. 
Approximation sets (24) and (26) were discretized by nonuniform grids. The discretization of 
(26) of approximately 200 points actually used for the last design example is shown in Fig. 6. 
As pointed out earlier, if C is the approximation set, Algorithm II guarantees a solution only 
satisfying Q(b, z) # 0, z E C, and not satisfying (2). Therefore it cannot be guaranteed that the 
obtained approximant is the transfer function of a stable filter. However, it was experimentally 
b) 
Fig. 5. Frequency response of a circularly symmetric filter: (a) magnitude perspective plot; (b) phase perspective plot. 
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found both in the univariate and the bivariate case that if the starting point is a stable transfer 
function (for instance, R,( p, z) = O/l), the resulting approximant is a stable filter. This 
important fact was verified for all the examples tried and it is presently under investigation. 
It is important to note that Algorithm II converges to the infimum of problem (21) only as 
long as iteration (21) is exactly solved every time. Hence numerical methods such as [18] cannot 
ensure the convergence to the global minimum of problem (21). The choice of a “good” starting 
point might be rather important in practice, especially for the bivariate case. (However, almost 
all examples carried out were started from the approximant R,( p, z) = O/l.) 
0.5 
0.3 
r 
2 
5 0.1 
is 
t 
L 
D 
:: 
o-0.1 
f 
P 
-0.3 
-0.5 
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l- 
-0.5 -0.1 0.1 
norno1lz.d frrqurncy a.11 
A= 0.05000 B= 0.10000 
c= 0.20000 D= 0.30000 
E= 0.40000 F= 0.50000 
G= 0.60000 Ii- 0.70000 
I- 0.80000 L= 0.90000 
n= 1.00000 n= 1.10000 
Fig. 5. (continued) (c) magnitude contour plot. 
(d 
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The total run time on a PVax II was approximately 2 and 16 minutes for the examples of Figs. 
4 and 5, respectively. It should also be mentioned that in order to use subroutine VF02AD [17] 
on DEC machines, it is mandatory to use the G-option of the Vax-Fortran compiler (otherwise 
frequent overflows are unavoidable). The G-option is software supported on the machine used. 
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I- 0.10000 L= 0.20000 
n- 0.30000 N= 0.40000 
o= 0.50000 
Fig. 5. (continued) (d) phase countour plot. 
(4 
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b 
NORtlRL[ZED FR 
-0.5 
Fig. 6. Approximation grid for a circularly symmetrical low-pass filter. 
The computation times would have been an order of magnitude smaller on machines supporting 
such a facility by hardware. 
5. Conclusion 
This work has presented two algorithms based on the differential correction strategy, one for 
the simultaneous approximation of real and imaginary part and the other for the simultaneous 
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approximation of a bivariate complex function by rational functions. The second problem is of 
special interest to the design of two-dimensional transfer functions. 
The proposed algorithms enjoy global convergence (at rate at least linear) toward stable global 
solutions of the problem. Major differences with the differential correction algorithm for real 
minimax rational approximation are (i) the convergence rate and (ii) the problems to be solved at 
each iteration are quadratic in the optimization parameters. 
The implementation of the algorithms, based on nonlinear optimization, has been considered. 
Typical examples of recursive two-dimensional transfer function designs have been presented. 
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