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Re´sume´
Cette contribution s’inte´resse a` la notion de recou-
vrement de proble`mes (au sens des CSPs) par des hy-
pergraphes acycliques (ou hyper-arbres). Elle introduit
une me´thode de re´solution fonde´e sur l’exploitation d’en-
semble d’hypergraphes acycliques recouvrants. Ces re-
couvrements peuvent eˆtre assimile´s a` une forme d’ex-
tension de la notion classique de de´composition arbores-
cente de re´seau de contraintes. Nous e´tudions ici les pro-
prie´te´s et les relations de ces recouvrements, puis nous
e´valuons leur inte´reˆt the´orique pour le cas de proble`mes
structure´s. Nous montrons que cette approche rend pos-
sible une gestion dynamique de la structure des CSPs
pendant la re´solution, et facilite ainsi une exploitation ai-
se´e des heuristiques dynamiques d’ordonnancement des
variables. De plus, nous proposons un re´sultat de com-
plexite´ qui ame´liore significativement ceux fournis pre´ce´-
demment dans la litte´rature. Enfin, nous pre´sentons des
re´sultats expe´rimentaux qui donnent une ide´e de l’inte´reˆt
de cette nouvelle approche sur le plan pratique.
1 Introduction
Dans de nombreux domaines de l’Intelligence Ar-
tificielle, il a e´te´ montre´ que les jeux de donne´es, les
informations, ou encore les connaissances repre´sente´es,
posse`dent ge´ne´ralement des proprie´te´s structurelles.
Quand ces donne´es expriment un proble`me, ou bien
s’il s’agit de re´aliser certaines formes de raisonnement
dessus, la connaissance et l’exploitation de ces proprie´-
te´s structurelles s’ave`rent alors cruciales. Par le passe´,
dans diffe´rents domaines ou formalismes, cet inte´reˆt a
souvent e´te´ ve´rifie´ : pour le test de satisfiabilite´ dans
SAT [8, 12, 14], pour la re´solution de CSPs [6], dans
les re´seaux Bayesiens ou probabilistes [2, 4], dans les
bases de donne´es relationnelles [1, 7], ou encore dans
l’optimisation sous contraintes [3, 19]. Des re´sultats
de complexite´ base´s sur des proprie´te´s topologiques de
ces re´seaux ont e´te´ propose´s. Ge´ne´ralement, ces re´sul-
tats sont relatifs aux caracte´ristiques d’une de´compo-
sition arborescente [15] du re´seau conside´re´, de´compo-
sition que l’on peut assimiler a` un hypergraphe acy-
clique (un hyper-arbre) recouvrant le re´seau. La com-
plexite´ en temps des meilleures me´thodes structurelles
est O(exp(w+1)), ou` w est la tree-width de la de´com-
position arborescente. En effet cette complexite´ peut
conside´rablement ame´liorer la complexite´ de base, a`
savoirO(exp(n)) avec w < n, et parfoisw ≪ n. Cepen-
dant, bien que de nombreuses me´thodes et plusieurs
re´sultats the´oriques aient e´te´ propose´s, les avantages
pratiques de ce type d’approche n’ont pas e´te´ prouve´s,
excepte´s dans quelques travaux re´cents, notamment
autour des CSPs Value´s [3, 11, 13]. Ceci est duˆ, essen-
tiellement, au fait que les bornes de complexite´ sont
souvent obtenues au de´triment de l’efficacite´ pratique.
A l’oppose´, quelques me´thodes exploitant la structure
des proble`mes, base´es sur des heuristiques qui ne ga-
rantissent pas de bornes de complexite´ de qualite´, ont
montre´ leur inte´reˆt pratique [12].
Dans cette contribution, nous proposons un com-
promis entre la ve´rification de bornes de complexite´
the´orique de qualite´ et la ne´cessite´ pe´remptoire qu’il y
a a` exploiter des heuristiques efficaces. De ce point de
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vue, le travail pre´sente´ ici peut eˆtre conside´re´ comme
une extension de travaux re´cemment pre´sente´s dans
le cadre du ”AND/OR Branch-and-Bound” pour l’op-
timisation sous contraintes [13], ou dans le cadre des
me´thodes fonde´es sur la de´composition arborescente
[9]. Notre approche qui s’appuie sur la notion de de´-
composition arborescente, constitue de fait une exten-
sion de ces derniers travaux. Toutefois, nous proposons
un cadre diffe´rent conduisant a` de meilleurs re´sultats
the´oriques et a` une validation pratique de cette ap-
proche. En fait, nous pre´fe´rons a` la notion de de´com-
position arborescente, le concept plus ge´ne´ral de recou-
vrement par hypergraphe acyclique. Etant donne´ un
graphe G = (X,C) issu de la repre´sentation graphique
du proble`me traite´, nous conside´rons un recouvre-
ment de ce graphe par un hypergraphe acyclique H =
(X,E) : l’ensemble des sommets est le meˆme alors que,
pour toute areˆte {x, y} ∈ C, il existe une (hyper)areˆte
Ei ∈ E recouvrant {x, y} ({x, y} ⊂ Ei). Maintenant,
nous pouvons de´finir diffe´rentes classes d’hypergraphes
acycliques qui recouvrent H . Ces classes sont de´finies
sur la base de crite`res relatifs a` la nature des recou-
vrements et des relations existant avec les me´thodes
de re´solution : bornes issues de parame`tres du type
de la tree-width, pre´servation des se´parateurs de H ,
fusion d’hyperareˆtes voisines, capacite´ a` l’imple´men-
tation d’heuristiques efficaces (essentiellement dyna-
miques).
Dans un premier temps, ces recouvrements sont
e´tudie´s the´oriquement, de fac¸on a` de´terminer leurs
caracte´ristiques et leurs proprie´te´s. Apre`s cela, nous
montrons qu’ils pre´servent les re´sultats de complexite´
connus, mais permettent en outre d’en ame´liorer cer-
tains. De plus, nous indiquons comment cette no-
tion de recouvrement permet d’offrir un cadre naturel
pour la gestion dynamique de la structure. Ainsi, pen-
dant la re´solution, nous pouvons prendre en compte,
non seulement un recouvrement par hypergraphe acy-
clique, mais aussi un ensemble de recouvrements.
Cette de´marche a pour objet essentiel de faciliter
une gestion dynamique des heuristiques. Graˆce a` ce
cadre formel, nous pre´sentons un nouvel algorithme
pour lequel il est assez facile d’e´tendre les heuristiques
connues. Par exemple, pour l’ordonnancement dyna-
mique des variables, il devient alors possible d’agran-
dir dynamiquement a` ∆ variables supple´mentaires,
l’e´tendue du choix ge´ne´ralement offert et qui porte
sur seulement w + 1 variables. Alors que dans [9] la
complexite´ associe´e a` ce type de de´marche e´tait en
O(exp(2(w + ∆ + 1) − s−)) ou` s− est la taille mi-
nimum des se´parateurs, nous montrons que la com-
plexite´ en temps est limite´e ici a` O(exp(w + ∆ + 2)).
Enfin, nous montrons comment l’imple´mentation est
simplifie´e, nous permettant de mieux appre´cier l’inte´-
reˆt pratique de cette approche.
Pour faciliter sa pre´sentation, ce travail sera pre´-
sente´ dans le cadre des CSPs. Ceci ne restreint pas
la ge´ne´ralite´ du propos, dans la mesure ou` l’objet de
la majorite´ des travaux re´alise´s sur ce type de ques-
tions y a e´te´ de´veloppe´. C’est d’autant moins geˆnant
qu’il serait facile d’e´tendre ce travail a` d’autres forma-
lismes comme par exemple SAT, MAX-SAT, MAX-
CSP, VCSP, ou encore les re´seaux probabilistes.
Dans la seconde partie de cet article, nous introdui-
sons diffe´rentes classes de recouvrements de graphes
par des hypergraphes acycliques et nous e´tudions leurs
relations. La troisie`me partie montre comment ces
classes peuvent eˆtre exploite´es sur le plan algorith-
mique. Elle fournit en outre les bornes de complexite´
qu’elles garantissent. Finalement, nous pre´sentons une
analyse expe´rimentale avant de conclure.
2 Recouvrements par hypergraphes acy-
cliques
Un proble`me de satisfaction de contraintes (CSP)
est de´fini par un triplet (X,D,C). X est un ensemble
de n variables qui doivent eˆtre affecte´es dans des do-
maines finis de valeurs de´finis dans D, ceci en satisfai-
sant un ensemble C de contraintes. Une solution est
une affectation de chaque variable qui satisfait toutes
les contraintes. Dans ce papier, sans manque de ge´ne´-
ralite´, nous conside´rerons uniquement des contraintes
binaires (i.e. des contraintes qui portent sur deux
variables). Ainsi, la structure d’un CSP sera alors
repre´sente´e par le graphe (X,C), appele´ graphe de
contraintes.
Le concept de base qui nous inte´resse ici est la no-
tion d’acyclicite´ des re´seaux. En fait, et de fac¸on sur-
prenante, ce concept est ge´ne´ralement exprime´ par
le biais de la de´composition arborescente de graphes.
Cependant, la de´composition arborescente de graphes
s’ave`re restrictive, contrairement a` celle de recouvre-
ment de graphe par un hypergraphe acyclique. En ef-
fet, e´tant donne´ un graphe de contraintes, il peut exis-
ter plusieurs de´compositions arborescentes qui corres-
pondent a` un meˆme ensemble de clusters structure´s
en arbre, alors que pour ce meˆme ensemble de clusters
il n’existera qu’un unique hypergraphe acyclique. Par
exemple, si l’on conside`re le graphe biparti complet
K1,3, cet (hyper)graphe posse`de plusieurs de´composi-
tions arborescentes. Le choix de l’une d’elles, en vue
de la re´solution, est alors a priori comple`tement arbi-
traire.
Pour rappel, pour un hypergraphe H = (X,E),
X est un ensemble fini de sommets, et E =
{E1, E2, . . . Em} un ensemble d’areˆtes (ou hyper-
areˆtes) qui sont des sous-ensembles non vides deX . Ici,
272
nous ne conside´rerons que des hypergraphes re´duits,
c’est-a`-dire des hypergraphes tels que pour toutes les
areˆtes Ei de H , Ei n’est pas un sous-ensemble d’une
autre areˆte de H . Diffe´rentes de´finitions de l’acycli-
cite´ ont e´te´ propose´es dans la litte´rature. Ici, nous
nous re´fe´rons a` la de´finition classique de l’acyclicite´
d’hypergraphes, historiquement introduite sous le nom
d’α − acyclicity dans [1] (qui correspond a` la notion
d’hyper-arbre dans [5]).
De´finition 1 Soit G = (X,C) un graphe. Un re-
couvrement par un hypergraphe acyclique (CAH) du
graphe G est un hypergraphe acyclique H = (X,E) tel
que pour chaque {x, y} ∈ C, il existe Ei ∈ E tel que
{x, y} ⊂ Ei. La largeur w d’un CAH (X,E) est e´gale
a` maxEi∈E |Ei| − 1. La CAH-largeur w
∗ de G est la
largeur minimale parmi tous les CAHs de G. Enfin,
CAH(G) notera l’ensemble des CAHs de G.
La notion de recouvrement par hypergraphe acy-
clique (appele´ ”hypertree embedding” dans [5]) est
tre`s proche de celle de de´composition arborescente
qu’il est utile de rappeler ici. Une de´composition ar-
borescente de G = (X,C) est un couple (E, T ) ou`
T = (I, F ) est un arbre de nœuds I et d’areˆtes F et
E = {Ei : i ∈ I} est une famille de sous-ensembles de
X , telle que chaque sous-ensemble (appele´ cluster) Ei
est associe´ a` un nœud de T et ve´rifie : (i) ∪i∈IEi = X ,
(ii) pour chaque areˆte {x, y} ∈ C, il existe i ∈ I avec
{x, y} ⊂ Ei, et (iii) pour tous i, j, k ∈ I, si k est
dans une chaˆıne allant de i jusqu’a` j dans T , alors
Ei ∩ Ej ⊂ Ek.
La largeur d’une de´composition arborescente (E, T )
est e´gale a` maxi∈I |Ei| − 1. La largeur arborescente
(nous dirons tree-width) ge´ne´ralement note´e w de G
est la largeur minimale pour toutes les de´compositions
arborescentes de G.
Ainsi, il est facile de voir que pour une de´compo-
sition arborescente (E, T ) de G = (X,C), le couple
(X,E) est un CAH du graphe G. De plus, la CAH-
largeur w∗ de G est e´gale a` la tree-width de G. Cepen-
dant, le concept de CAH s’ave`re moins restrictif. En
effet, pour un graphe donne´ et un CAH de ce dernier,
il peut exister plusieurs de´compositions arborescentes
de´finies sur les hyperareˆtes de ce CAH.
Etant donne´ un CSP dote´ d’un CAH de largeur w,
la complexite´ en temps des meilleures me´thodes struc-
turelles, pour sa re´solution, est O(exp(w+1)) alors que
la complexite´ en espace peut eˆtre re´duite a` O(exp(s))
ou` s est la taille de la plus grande intersection Ei ∩Ej
(qui correspond a` un se´parateur) entre areˆtes voisines
de l’hypergraphe. Dans la suite, e´tant donne´ un graphe
G = (X,C) et l’un de ses CAH H = (X,E), nous e´tu-
dierons plusieurs classes de recouvrements acycliques
























































Fig. 1 – Un graphe de 23 sommets sous un recouvre-
ment par un hypergraphe acyclique (de 15 areˆtes) et
2 de´compositions arborescentes possibles.
vrements d’hyperareˆtes (e´le´ments de E) par d’autres
hyperareˆtes (plus grandes mais a priori moins nom-
breuses), et qui appartiennent a` un hypergraphe de´fini
sur le meˆme ensemble de sommets et qui est acyclique.
Dans tous les cas, ces extensions seront de´finies par
rapport a` un CAH H particulier, appele´ CAH de re´-
fe´rence. Quand le proble`me conside´re´ est exprime´ lui-
meˆme par un hypergraphe, nous conside´rerons alors
son graphe primal G (sa 2-section dans la terminolo-
gie de C. Berge).
De´finition 2 L’ensemble des recouvrements d’un
CAH H = (X,E) d’un graphe G = (X,C) est de´fini
par CAHG,H = {(X,E′) ∈ CAH(G) : ∀Ei ∈ E, ∃E′j ∈
E′ : Ei ⊂ E′j}.
Les classes de recouvrements suivantes seront
des restrictions successives de cette premie`re classe
CAHG,H . Mais avant de de´finir ces classes, nous allons
de´finir les notions d’hyperareˆtes voisines et de chaˆıne
dans un hypergraphe acyclique H = (X,E).
De´finition 3 Soient Eu et Ev deux hyperareˆtes de H.
Eu et Ev sont voisines si : ∄Ei1 , Ei2 , . . . , EiR tel que
R > 2, Ei1 = Eu, EiR = Ev et Eu ∩ Ev ( Eij ∩ Eij+1 ,
pour j = 1, . . . , R− 1.
Une chaˆıne dans H = (X,E) est une se´quence d’areˆtes
(Ei1 , . . . EiR) telle que ∀j, 1 ≤ j < R,Eij et Eij+1 sont
voisines.
Un cycle dans H = (X,E) est une chaˆıne
(Ei1 , Ei2 , . . . EiR) telle que R > 3 et Ei1 = EiR .
La premie`re restriction impose que les areˆtes Ei
recouvertes (e´ventuellement partiellement) par une
meˆme areˆte E′j soient connexes dans H , i.e. mu-
tuellement accessibles par des chaˆınes (dans la me-
sure ou` il n’est pas fait allusion a` une orientation,
nous utiliserons le terme chaˆıne plutoˆt que chemin).
Cette classe est appele´e ensemble des recouvrements-
connexes d’un CAH et sera note´e CAHG,H [C+]. Il
est possible de restreindre cette classe en condi-
tionnant la nature de l’ensemble {Ei1 , Ei2 , . . . EiR}.
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D’une part, on peut limiter l’ensemble des chaˆınes
conside´re´es (classe des recouvrements-chaˆınes d’un
CAH note´e CAHG,H [P+]), et d’autre part en pre-
nant en compte la longueur maximum de connexion
(classe des recouvrements-famille d’un CAH note´e
CAHG,H [F+]). On peut aussi de´finir une classe
(appele´e recouvrements-unique d’un CAH et note´e
CAHG,H [U
+]) qui impose le recouvrement d’une areˆte
Ei par une unique areˆte de E
′. Finalement, il est pos-
sible d’e´tendre la classe CAHG,H dans une autre di-
rection (classe des recouvrements-proches d’un CAH
note´e CAHG,H [B+]), en n’assurant ni la connexite´, ni
l’unicite´ : on peut recouvrir des areˆtes dont l’intersec-
tion est vide mais qui posse`dent une voisine commune.
De´finition 4 Etant donne´ un graphe G et un CAH
H de G :
– CAHG,H [C
+] = {(X,E′) ∈ CAHG,H : ∀E
′
i ∈
E′, E′i ⊂ Ei1 ∪ Ei2 ∪ . . . ∪ EiR avec Eij ∈ E et
∀Eiu , Eiv , 1 ≤ u < v ≤ R, il y a une chaˆıne
reliant Eiu et Eiv dans H de´finie sur les areˆtes
appartenant a` {Ei1 , Ei2 , . . . EiR}}.
– CAHG,H [P+] = {(X,E′) ∈ CAHG,H : ∀E′i ∈
E′, E′i ⊂ Ei1 ∪ Ei2 ∪ . . . ∪ EiR avec Eij ∈ E et
(Ei1 , Ei2 , . . . EiR) est une chaˆıne dans H}.
– CAHG,H [F
+] = {(X,E′) ∈ CAHG,H : ∀E
′
i ∈
E′, E′i ⊂ Ei1 ∪ Ei2 ∪ . . . ∪ EiR avec Eij ∈ E et
∃Eiu ∈ E, ∀Eiv , 1 ≤ v ≤ R,Eiu et Eiv sont voi-
sines }.
– CAHG,H [U+] = {(X,E′) ∈ CAHG,H : ∀Ei ∈
E, ∃!E′j ∈ E
′ : Ei ⊂ E′j}.
– CAHG,H [B+] = {(X,E′) ∈ CAHG,H : ∀E′i ∈
E′, E′i ⊂ Ei1 ∪ Ei2 ∪ . . . ∪ EiR avec Eij ∈ E et
∀Eiu 6= Eiv , ∃Eiw ∈ E\{Eiu , Eiv} : Eiu et Eiw
sont voisines, Eiv et Eiw sont voisines }.
Si ∀E′i ∈ E
′, E′i = Ei1 ∪ Ei2 ∪ . . . ∪ EiR , ces classes
seront note´es CAHG,H [X ] pour X = C,P, F, U ou B.
Le concept de se´parateur est essentiel dans les me´-
thodes exploitant la structure, parce que la complexite´
en espace de´pend directement de leur taille. Ce concept
est introduit ici de sorte a` imposer une nouvelle res-
triction. Cela rendra possible la limitation des se´pa-
rateurs a` un sous-ensemble de ceux qui existent dans
l’hypergraphe de re´fe´rence :
De´finition 5 L’ensemble des recouvrements-base´s-
se´parateur d’un CAH H = (X,E) est de´fini par




j, ∃Ek, El ∈ E, k 6= l : E′i ∩ E
′
j = Ek ∩ El}.
En fait, cette classe impose l’unicite´ et la connexite´.
Elle correspond ainsi aux restrictions des classes [U ] et
[C]. On peut ainsi de´duire que l’unicite´ d’un recouvre-
ment et la connexite´ des areˆtes recouvertes imposent
la conservation des se´parateurs de H :
The´ore`me 1 CAHG,H [S] = CAHG,H [U ] ∩
CAHG,H [C]
Avant de donner la preuve de ce the´ore`me, nous allons
e´noncer le lemme suivant.
Lemme 1 Soient H ′ ∈ CAHG,H [S], Eu, Ev deux hy-
perareˆtes de H telles que ∃E′u′ , E
′
v′ , Eu ⊂ E
′
u′ et






Preuve On va supposer que E′u′ et E
′
v′ ne

















∩ E′jl+1 , pour
l = 1, . . . , R − 1. Puisque Eu ⊂ E′u′ , Ev ⊂ E
′
v′
alors Eu ∩ Ev ⊂ E′u′ ∩ E
′
v′ . Etant donne´ que
H ∈ CAHG,H [S], pour j = 1, . . . , R − 1, ∃Eil , Eil+1
telles que Eil ∩ Eil+1 = E
′
jl
∩ E′jl+1 . Donc pour
l = 1, . . . , R − 1, Eu ∩ Ev ( Eil ∩ Eil+1 . Soit Eil et
Eil+1 sont voisines, soit il existe une chaˆıne dans H
qui les relie parce que H est connexe. On peut donc
construire une chaˆıne qui part de Ei1 a` EiR et dans
laquelle les hyperareˆtes de Eil a` Eil+1 forment une
chaˆıne. Le de´but et la fin de cette chaˆıne e´tant consti-
tue´s d’hyperareˆtes voisines, il existe donc un cycle
dans H . Or H est acyclique donc notre hypothe`se
(E′u′ et E
′
v′ ne sont pas voisines) est fausse. 
Nous allons a` pre´sent donner une preuve du the´ore`me
1.
Preuve On va montrer dans un premier temps que
CAHG,H [S] ⊂ CAHG,H [U ] ∩ CAHG,H [C].
Soit H ′ un hypergraphe recouvrant de CAHG,H [S].
On suppose que H ′ /∈ CAHG,H [U ] alors
∃Ei ∈ E, ∃E′j1 ∈ E
′, ∃E′j2 ∈ E
′ : E′j1 6= E
′
j2
, Ei ⊂ E′j1
et Ei ⊂ E′j2 . Donc Ei ⊂ E
′
j1
∩ E′j2 . Or, Ei n’est
pas une intersection entre hyperareˆtes de H et
donc H ′ /∈ CAHG,H [S]. Ceci e´tant impossible,
on a H ′ ∈ CAHG,H [U ]. De meˆme on suppose que
H ′ /∈ CAHG,H [C] : ∃E′i ∈ E
′, E′i ⊂ Ei1∪Ei2 ∪. . .∪EiR
avec Eij ∈ E et ∃Eiu , Eiv , 1 ≤ u < v ≤ R, il n’y a pas
de chaˆıne dans H de´finie sur les areˆtes appartenant
a` {Ei1 , Ei2 , . . . EiR} reliant Eiu et Eiv . Les hyper-
graphes dans CAHG,H e´tant connexes, il existe dans
H une chaˆıne (Et1 , . . . , EtQ) qui relie Eiu et Eiv , avec
Et1 = Eiu et EtQ = Eiv . Cette chaˆıne contient au
moins une hyperareˆte Etz /∈ {Ei1 , Ei2 , . . . EiR}. Donc
la chaˆıne est recouverte dans H ′ par E′t′
1





= E′i et donc contient Eu et Ev. On
pose E′t′
k
une hyperareˆte contenant Etpk−1 un e´le´ment
de la chaˆıne (Et1 , . . . , EtQ) qui n’est pas inclus dans
E′t′
1
, . . . , E′t′
k−1
. On va montrer par re´currence sur k




, . . . , E′
t′
k
. Soit Etp1 le premier e´le´ment




(existe parce qu’il y a au moins un e´le´ment de
la chaˆıne non inclus dans E′i). Donc il existe une
hyperareˆte E′t′
2







voisines (lemme 1). Soit Etp2 le premier e´le´ment de la


















= (Etp1 ∩Etp1−1)∪ (Etp2 ∩Etp2−1)
qui n’est pas une intersection entre hyperareˆtes de
H . Or H ′ ∈ CAHG,H [S] donc Etp2 n’est pas contenu
dans E′t′
1
. Il existe alors E′t′
3






sont voisines (lemme 1). Soit Etp3 le premier















sont voisines (lemme 1) : H ′ contient un
cycle. Or ce dernier est acyclique, donc Etp3 n’est
pas contenu dans E′t′
1








= (Etp2 ∩ Etp2−1) ∪ (Etp3 ∩ Etp3−1)
qui n’est pas une intersection entre hyperareˆtes
de H . Or H ′ ∈ CAHG,H [S] donc Etp3 n’est pas
contenu dans E′t′
2
. Donc il existe E′t′
4
qui contient
Etp3 . Pour k > 3, on va supposer que notre hypothe`se
est ve´rifie´e pour tout k′ < k et on va le prouver
pour k. Soit Etpk le premier e´le´ment de la chaˆıne





est contenu dans E′t′
1
alors H ′ contient un cycle. Or















= (Etpk−1−1 ∩Etpk−1 )∪(Etpk−1 ∩Etpk ) qui
n’est pas une intersection entre hyperareˆtes de H . Or
H ′ ∈ CAHG,H [S] donc Etpk n’est pas contenu dans
E′t′
2




, avec 1 < l < k − 1,
alors H ′ contient un cycle. Or H ′ est acyclique, donc




. On a donc montre´




, avec 1 ≤ l ≤ k. On vient de montrer
l’existence d’une infinite´ d’hyperareˆtes recouvrant
un ensemble fini d’hyperareˆtes formant la chaˆıne
qui relie Eu et Ev. Ceci e´tant impossible, on a donc
H ′ ∈ CAHG,H [C].
Il nous reste a` montrer que CAHG,H [U ] ∩
CAHG,H [C] ⊂ CAHG,H [S]. Soient un hypergraphe
H ′ ∈ CAHG,H [U ] ∩ CAHG,H [C], E′i et E
′
j deux
hyperareˆtes de H ′. E′i = Ei1 ∪ Ei2 ∪ . . . ∪ EiR ,
{Ei1 , Ei2 , . . . , EiR} e´tant un ensemble connexe tel que
chaque e´le´ment est uniquement recouvert par E′i. De
meˆme E′j = Ej1 ∪Ej2 ∪ . . .∪EjQ , {Ej1 , Ej2 , . . . , EjQ}
e´tant un ensemble connexe tel que chaque e´le´ment
est uniquement recouvert par E′j . Les deux ensembles
sont disjoints. L’intersection entre E′i et E
′
j est
constitue´e des intersections entre les e´le´ments des
deux ensembles. Si toutes ces intersections sont vides :
E′i ∩ E
′
j = ∅. Sinon il existe Eim ∈ {Ei1 , Ei2 , . . . , EiR}
et Ejn ∈ {Ej1 , Ej2 , . . . , EjQ} tels que Eim ∩ Ejn 6= ∅.
S’il existe Eim′ ∈ {Ei1 , Ei2 , . . . , EiR} et
Ejn′ ∈ {Ej1 , Ej2 , . . . , EjQ} tels que Eim′ ∩ Ejn′ 6= ∅.
On construit dans H une chaˆıne forme´e par la chaˆıne
entre Eim et Ejn , celle reliant Ejn et Ejn′ dans
l’ensemble connexe {Ej1 , Ej2 , . . . , EjQ}, Ejn′ , Eim′ , la
chaˆıne reliant Eim′ et Eim dans l’ensemble connexe
{Ei1 , Ei2 , . . . , EiR}. Soit cette chaˆıne forme un cycle
ou bien l’une des deux intersections Eim ∩ Ejn ,
Eim′ ∩ Ejn′ est incluse dans l’autre. H e´tant acy-
clique, alors une intersection contient l’autre :
E′i ∩ E
′




j = Eim′ ∩ Ejn′ . Donc
H ′ ∈ CAHG,H [S]. 
Notons que cette classification n’est pas exhaustive.
Nous pourrions conside´rer d’autres classes, mais dont
l’inte´reˆt (et par voie de conse´quence l’e´tude) serait pro-
bablement limite´. Notons pour finir que le calcul d’un
e´le´ment de ces diffe´rentes classes est facile en termes
de complexite´. Par exemple, e´tant donne´s G et H (H
peut eˆtre obtenu a` partir d’une de´composition arbo-
rescente), nous pouvons calculer H ′ ∈ CAHG,H [S] en


























Fig. 2 – Dans ce recouvrement, ni la connexite´ (E′6 =
E11∪E12), ni l’unicite´ (E5 ⊂ E′4∩E
′
3) et donc les se´pa-
rateurs (e.g. E′4∩E
′
3) ne sont ve´rifie´s. Ce recouvrement































Fig. 3 – Ce recouvrement appartient a` CAHG,H [S].
Dans tous les cas, il est facile de constater que la
valeur de la largeur des hypergraphes s’accroˆıt a` l’inte´-
rieur de ces classes, et qu’elle est donc plus grande que
w, la largeur associe´e a` l’hypergraphe de re´fe´rence H .
En particulier, pour les classes du type CAHG,H [X+],
cet accroissement est assimilable a` un accroissement
additif :
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The´ore`me 2 ∀H ′ ∈ CAHG,H [X+] avec X =
C,P, F, U ou B, ∃∆ ≥ 0 tel que w′ ≤ w +∆.
Concernant les autres classes, l’accroissement est
multiplicatif. En effet, dans chaque cas, le recouvre-
ment est relatif a` la fusion d’areˆtes de (X,E) :
The´ore`me 3 ∀H ′ ∈ CAHG,H [C], ∃δ ≥ 1 tel que w′ ≤
δ(w + 1 − s−) + s−, ou` s− est la taille minimum des
se´parateurs.
Pour les classes CAHG,H [U ] et CAHG,H [B], les
areˆtes peuvent eˆtre de´connecte´es et par conse´quent
avec des intersections vides. Dans ce cas, nous ne pour-
rons pas prendre en compte la taille des se´parateurs :
The´ore`me 4 ∀H ′ ∈ CAHG,H [U ]∪CAHG,H [B], ∃δ ≥
1 tel que w′ ≤ δ(w + 1).
Ces remarques sont utiles parce qu’elles ont des
conse´quences sur la complexite´ des algorithmes qui ex-
ploiteront ces recouvrements. Elles illustrent en parti-
culier le fait que les classes CAHG,H [C] (et donc [P ],
[F ] et [S]) doivent eˆtre privile´gie´es, au de´triment de
classes telles que CAHG,H [U ] ou CAHG,H [B]. Concer-
nant la taille des se´parateurs, on peut observer que
pour la classe CAHG,H [S], la valeur s associe´e a` H
constitue une borne supe´rieure pour tout hypergraphe
H ′ conside´re´. Formellement :
The´ore`me 5 ∀H ′ ∈ CAHG,H [S], s′ ≤ s.
Cette e´tude nous indique les classes les plus promet-
teuses. D’un point de vue the´orique, il semble que la
classe CAHG,H [S] devrait eˆtre la plus utile, a` condi-
tion de limiter la taille des CAH-largeurs induites.
Dans la suite, nous allons exploiter ces concepts au
niveau algorithmique. Aussi, chaque CAH sera main-
tenant dote´ d’une areˆte privile´gie´e - la racine - a` partir
de laquelle les diffe´rentes re´solutions devront de´marrer.
Aussi, les connexions entre areˆtes de l’hypergraphe se-
ront oriente´es. Ainsi, certains concepts introduits plus
haut seront maintenant exprime´s par des mots tels
que ”hyperareˆte pe`re”, ”hyperareˆte fils” ou ”hyperareˆte
fre`re” comme c’est le cas dans les arborescences.
3 Exploitation Algorithmique des CAHs
Plusieurs me´thodes de re´solution ont de´ja` e´te´ pro-
pose´es pour exploiter les proprie´te´s relatives a` l’acycli-
cite´ de re´seaux de contraintes. Ici, nous portons notre
inte´reˆt sur l’extension de BTD [10]. Cette me´thode
a d’une part de´montre´ son inte´reˆt pratique, et d’autre
part, rece`le l’avantage d’eˆtre facile a` e´tendre a` d’autres
formalismes [3, 16, 19].
Cette me´thode a e´te´ introduite en s’appuyant for-
tement sur la notion de de´composition arborescente
de graphe. Nous allons constater que son adaptation
aux hypergraphes acycliques est simple. BTD explore
l’espace de recherche en affectant les variables relati-
vement a` un ordre induit par une de´composition ar-
borescente oriente´e (E, T ). BTD de´termine d’abord un
nœudE1 racine de T , ce qui induit imme´diatement une
orientation. Pour un nœud Ei, P e`re(Ei) de´signera son
nœud pe`re et Fils(Ei) l’ensemble de ses fils. Le sous-
proble`me enracine´ en Ei est le sous-proble`me induit
par les variables des clusters contenus dans le sous-
arbre enracine´ en Ei. BTD re´alise une recherche de
type backtracking, en exploitant un ordre des variables
induit par leur affectation (note´e A). Pendant la re´so-
lution, BTD affectera les variables VEi de Ei. Suppo-
sons que l’extension de l’affectation courante sur ces
variables soit cohe´rente. Si Ei est une feuille de T , la re´-
solution se poursuit sur une autre partie du proble`me.
Si Ei posse`de des fils, BTD continuera la re´solution
sur l’un de ses fils Ej ∈ Fils(Ei).
Notons que l’affectation A[Ei ∩ Ej ] permet de de´-
connecter le proble`me en deux sous-proble`mes inde´-
pendants. L’un de ces sous-proble`mes est localise´ sous
Ei et posse`de pour racine Ej . Il y a alors deux possi-
bilite´s. Soit A[Ei ∩ Ej ] n’a jamais e´te´ calcule´e aupa-
ravant. Dans ce premier cas, la re´solution se poursuit
sur le sous-proble`me enracine´ en Ej . Soit A[Ei ∩ Ej ]
a de´ja` e´te´ calcule´e. Dans ce cas, si le sous-proble`me
enracine´ en Ej posse`de une extension consistante de
A[Ei∩Ej ], cette information aura alors e´te´ enregistre´e
comme good structurel de Ei par rapport a` Ej (i.e. une
affectation consistante du se´parateur Ei ∩Ej qui peut
eˆtre e´tendue de fac¸on consistante a` la totalite´ du sous-
proble`me enracine´ en Ej). Sinon, le sous-proble`me en-
racine´ en Ej ne posse`de pas d’extension consistante de
A[Ei∩Ej ], cette information aura alors e´te´ enregistre´e
comme nogood structurel de Ei par rapport a` Ej (i.e.
une affectation consistante du se´parateur Ei ∩ Ej qui
ne peut eˆtre e´tendue de fac¸on consistante a` la tota-
lite´ du sous-proble`me enracine´ en Ej). Dans chacun
de ces deux cas, la re´solution pourra imme´diatement
eˆtre stoppe´e sur cette partie du proble`me, soit par un
succe`s (cas du good), soit par un e´chec (cas du no-
good). L’efficacite´ de BTD est base´e sur ces principes.
La complexite´ en temps de BTD est O(exp(w+1)). Sa
complexite´ en espace peut eˆtre borne´e par O(exp(s)),
e´tant entendu que cette borne ne sera jamais observe´e
en pratique.
Nous proposons ici une extension de BTD, appe-
le´e BDH pour ”Backtracking sur des recouvrements
Dynamiques par Hypergraphes acycliques”) et qui est
donc base´e sur une exploitation dynamique des CAH.
Cette approche va rendre possible l’inte´gration d’heu-
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ristiques d’ordonnancement des variables qui seront
plus dynamiques. De telles heuristiques sont ne´ces-
saires pour s’assurer une re´solution pratique efficace.
Afin de faciliter l’imple´mentation et de garantir des
bornes de complexite´ inte´ressantes, tant pour le temps
que pour l’espace, nous conside`rerons uniquement des
hypergraphes recouvrants appartenant a` CAHG,H [S],
pour lesquels G est le graphe de contraintes et H l’hy-
pergraphe de re´fe´rence.
En premier lieu, il nous faut conside´rer une orien-
tation dans l’hypergraphe en distinguant une areˆte E1
comme racine. les hyperareˆtes voisines de E1 sont ses
fils et re´cursivement les hyperareˆtes voisines de Ei sont
ses fils a` l’exception de celle qui se trouve de´ja` sur le
chemin de la racine a` Ei qui est en fait son pe`re. Pour
un nœud Ei, P e`re(Ei) de´signera son nœud pe`re et
Fils(Ei) l’ensemble de ses fils. La descendance de Ei
est l’ensemble des variables des hyperareˆtes contenues
dans le sous-hypergraphe acyclique enracine´ en Ei. On
appelle sous-proble`me enracine´ en Ei le sous-proble`me
induit par les variables de la descendance de Ei.
BDH posse`de 4 entre´es : A l’affectation courante,
E′i l’areˆte courante, VE′i l’ensemble des variables non
affecte´es de E′i, H
′ l’hypergraphe courant. Cet hy-
pergraphe est calcule´ re´cursivement. Le choix (heuris-
tique) d’un nouvel hypergraphe recouvrant H ′′ dans
CAHG,H [S] est re´alise´ avant le de´marrage de la re´solu-
tion sur un sous-proble`me. BDH re´sout re´cursivement
les sous-proble`mes enracine´s dans E′i et fournit en re´-
sultat true si A peut eˆtre e´tendue de fac¸on consistante
sur ce sous-proble`me et false sinon. Lors de l’appel
initial, l’affectation A est vide, le sous-proble`me en-
racine´ en E1 correspond a` l’inte´gralite´ du proble`me
et H est l’hypergraphe de re´fe´rence. De manie`re ana-
logue a` BTD, l’ordre dans lequel les variables sont af-
fecte´es est partiellement induit par l’hypergraphe cou-
rant H ′. Pendant la re´solution, l’hypergraphe recou-
vrant est modifie´ pour prendre en compte les e´volu-
tions du proble`me traite´. Tant que VE′
i
n’est pas vide,
BDH choisit une variable x dans VE′
i
(ligne 16) et
une valeur dans son domaine (ligne 18) (s’il n’est pas
vide) qui satisfait toutes les contraintes (en conside´-
rant aussi celles induites par les e´ventuels nogoods).
BDH(A ∪ {x ← v}, E′i, VE′i\{x}, H
′) est appele´ sur
le reste de l’hyperareˆte (ligne 19). Quand toutes les
variables dans E′i sont affecte´es, l’algorithme choisit
un fils E′j de l’hyperareˆte courante (ligne 4) (s’il en
existe un). Si A[E′i ∩ E
′
j ] est un good (ligne 5), nous
savons que A peut alors eˆtre e´tendue de fac¸on consis-
tante sur Desc(E′j) (descendance de E
′
j). De meˆme, si
E′i contient un se´parateur sk = Eku ∩Eku′ de H , avec
Eku′ un fils de Eku , tel que le sous-proble`me enracine´
en E′j est inclus dans celui enracine´ en Eku′ et si A[sk]
est un good (ligne 7), nous savons que A peut eˆtre




Cons ← true ; F ← Sons(E′i)2
while F 6= ∅ and Cons do3
Choose E′j in F ; F ← F\{E
′
j}4
if A[E′j ∩ E
′
i] is a good then Cons ← true5
else6
if ∃sk = Eku ∩ Eku′ in H s.t.7
Ek
u′






and A[sk] is a good then Cons ← true
else8
Choose H′′ induced by H′ and E′j with root9
E′′1








if Cons then Record the good A[E′′1 ∩ E
′
i]11
else Record the nogood A[E′′1 ∩ E
′
i]12
if Cons then ∀Eu ∩ Ev ⊂ E
′




Choose x ∈ VE′
i
; dx ← Dx ; Cons ← false16
while dx 6= ∅ and ¬Cons do17
Choose v in dx ; dx ← dx\{v}18
if A∪ {x ← v} satisfies constraints and nogoods19




e´tendue de fac¸on consistante sur Desc(Eku′ ). Ainsi,
A peut e´galement eˆtre e´tendue de fac¸on consistante
sur Desc(E′j). Par conse´quent, un forward-jump sera
re´alise´ et l’algorithme poursuivra la re´solution sur le
reste du proble`me. Puisque les nogoods sont exploite´s
comme des contraintes, l’affectation A sera stoppe´e
dans E′i si elle contient un nogood. Si E
′
i ne contient
pas de (no)good, alors la re´solution se poursuit sur le
sous-proble`me enracine´ en E′j . Si A admet une exten-
sion consistante sur ce sous-proble`me, A[E′i ∩ E
′
j ] est
enregistre´e comme good (ligne 11) et true est renvoye´
comme re´sultat, sinon A[E′i∩E
′
j ] est enregistre´ comme
nogood (ligne 12) et false est renvoye´. Si BDH e´choue
lors de l’extension de A sur E′i alors, il renvoie false.
Cette extension de BTD rece`le plusieurs avantages.
En premier lieu, elle permet de proposer de nom-
breuses heuristiques puisque l’on est libe´re´ de la struc-
ture initiale H . Par exemple, la future variable a` affec-
ter n’est pas ne´cessairement choisie dans une unique
hyperareˆte Ej . De plus, il est e´galement possible d’ex-
ploiter tous les nogoods de´ja` trouve´s, de meˆme que de
nombreux goods. La complexite´ en espace n’est pas
modifie´e (O(exp(s))) parce que la re´solution s’appuie
sur le meˆme ensemble de se´parateurs que ceux figu-
rant dans H puisque nous conside´rons uniquement des
hypergraphes recouvrants appartenant a` CAHG,H [S].
Enfin, l’imple´mentation est facilite´e toujours du fait
que les hypergraphes conside´re´s sont dans CAHG,H [S]
et que ces hypergraphes seront obtenus par une simple
fusion d’areˆtes voisines dans H .
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The´ore`me 6 BDH est correct, complet et termine.
BDH utilise un sous-ensemble d’hypergraphes de
CAHG,H [S]. En utilisant le the´ore`me 2, on sait qu’il
existe ∆ ≥ 0 tel que pour tout H ′ dans ce sous-
ensemble, w′ ≤ w + ∆. La complexite´ de la me´thode
de´pend e´videmment de ∆. En outre, ce facteur est pa-
rame´trable : il est possible de fixer la valeur de ∆ et
conside´rer uniquement les hypergraphes recouvrants
de CAHG,H [S] dont la largeur est borne´e par w +∆.
Dans tous les cas, la complexite´ de BDH est donne´e
par le the´ore`me suivant.
The´ore`me 7 La complexite´ en temps de BDH est
O(exp(w +∆+ 2)).
Preuve Soient (X,D,C) un CSP, H le CAH de re´fe´-
rence de G = (X,C). Soit V un ensemble de w+∆+2
variables tel que ∃Eu1 , . . . , Eur , une branche dans H
(avec r ≥ 2 puisque |V | = w+∆+2 et w+1 est la taille
maximale des hyperareˆtes de H), V ⊂ Eu1 ∪ . . .∪Eur
et Eu2∪. . .∪Eur−1 ( V (resp. Eu1∩Eu2 ⊂ V ) si r ≥ 3
(resp. r = 2). Dans un premier temps, on va prouver
que toute affectation sur V est ge´ne´re´e une seule fois.
∀H ′ ∈ CAHG,H [S], ∃E′i1 , . . . , E
′
ir′
, une branche, (avec
r′ ≥ 2 puisque la taille maximale des hyperareˆtes dans




E′i2 ∪ . . . ∪ E
′
ir′−1
( V (resp. E′i1 ∩ E
′
i2
( V ) si r′ ≥ 3
(resp. r′ = 2). Soit A une affectation a` e´tendre sur V .
L’ordre dans lequel les variables de A seront instan-
cie´es est induit par H ′ ∈ CAHG,H [S]. On supposera
dans la suite que les hyperareˆtes recouvrant V sont or-
donne´es suivant leur ordre d’affectation : E′ij est affec-
te´e avant E′ij′ si j < j
′. De ce fait Eu1 est la premie`re
areˆte affecte´e parmi celles sur la branche de H recou-










= s1, la re´solution du sous-
proble`me enracine´ en E′i2 avec l’affectation A conduit
a` l’enregistrement d’un (no)good sur le se´parateur s1 :
A[s1]. Soit B une nouvelle affectation a` e´tendre sur V
avec les meˆmes valeurs de A[V ] et H ′′ ∈ CAHG,H [S]
induit l’ordre dans lequel les variables de B sont affec-
te´es. ∃E′′j1 , . . . , E
′′
jr′′
, r′′ ≥ 2, une branche de H ′′ telle
que V ⊂ E′′j1 ∪ . . . ∪ E
′′
jr′′




(resp. E′′j1 ∩ E
′′
j2
⊂ V ) si r′′ ≥ 3 (resp. r′ = 2). Etant




te´e, A[s1] arreˆte l’affectation des variables de V . Alors
A[V ] est ge´ne´re´e une deuxie`me fois sur uniquement
w +∆+ 1 variables de V au pire.







] peut eˆtre e´tendue de manie`re consistante




est enregistre´e comme un good. Puisque s1 ⊂ E′i1 , si
l’affectation courante A peut eˆtre e´tendue de manie`re
consistante sur les variables non instancie´es du sous-
proble`me enracine´ en E′i1 alors A[s1] est enregistre´e
comme un good. Sinon, cette affectation ne peut eˆtre
e´tendue de manie`re consistante sur au moins un sous-
proble`me enracine´ en E′t′ une hyperareˆte de H
′ telle
que E′t′ 6= E
′
il






t′ ] est enregistre´e comme un nogood. Si on
essaie d’e´tendre B sur V , si A[s1] est un good alors
pour les meˆmes raisons qu’auparavant A[V ] est ge´-
ne´re´e une deuxie`me fois sur uniquement w + ∆ + 1
variables de V au pire.
Si A[s1] n’est pas un good alorsA[E′i1∩E
′
t′ ] est enre-
gistre´e comme un nogood. Ne´anmoins, il est possible









. Si B[E′′j1 ∩ E
′′
j2
] peut eˆtre e´ten-
due de manie`re consistante sur le sous-proble`me enra-
cine´ en E′′j2 alors B[E
′′
j1
∩ E′′j2 ] est enregistre´e comme
un good. Puisque s1 ⊂ E′′j1 , soit B[s1] est enregis-
tre´e comme un good soit A[E′′j1 ∩ E
′′
t′′ ] est enregistre´e
comme un nogood, avec E′′t′′ une hyperareˆte de H
′′
telle que E′′t′′ 6= E
′′
jl




B[s1] est un good alors B[V ] est ge´ne´re´e a` nouveau sur
uniquement w +∆+ 1 variables de V au pire.
Si B[E′′j1 ∩ E
′′
t′′ ] est un nogood : deux nogoods sont
enregistre´s sur deux se´parateurs dans V . De`s que le
premier de ces deux se´parateurs est totalement ins-
tancie´, le nogood associe´ a` ce se´parateur arreˆte l’af-
fectation sur V . De ce fait A[V ] n’est pas ge´ne´re´e a`
nouveau.
Si B[E′′j1 ∩ E
′′
j2
] ne peut eˆtre e´tendue de manie`re




] est enregistre´ comme un nogood. Puisque
deux nogoods sont enregistre´s, A[V ] n’est pas ge´ne´re´e
a` nouveau.
Si A[E′i1 ∩ E
′
i2
] ne peut eˆtre e´tendue de manie`re




] est enregistre´e comme un nogood. Si on
essaie d’e´tendre B sur V , il est possible de ge´ne´rerA[V ]
une deuxie`me fois si E′i1 ∩E
′
i2




peut eˆtre e´tendue de manie`re consistante sur le sous-
proble`me enracine´ en E′′j2 alors B[E
′′
j1
∩E′′j2 ] est enregis-
tre´e comme un good. Soit B[s1] est enregistre´e comme
un good, soit B[E′′j1 ∩ E
′′
t′′ ] est enregistre´e comme un
nogood. Dans tous les cas, B[V ] = A[V ] n’est pas ge´-
ne´re´e une nouvelle fois.
Si B[E′′j1 ∩ E
′′
j2
] ne peut eˆtre e´tendue de manie`re




] est enregistre´e comme un nogood. Deux
nogoods e´tant enregistre´s, A[V ] n’est pas ge´ne´re´e une
nouvelle fois.
On a prouve´ donc que toute affectation sur V est ge´-
ne´re´e au pire deux fois. Maintenant, on conside`re que
H est recouvert par un ensemble de Vi ve´rifiant Vi
contient w+∆+2 variables telles que ∃Eu1 , . . . , Eur ,
une branche dans H (avec r ≥ 2), Vi ⊂ Eu1 ∪ . . .∪Eur
et Eu2∪. . .∪Eur−1 ( Vi (resp. Eu1∩Eu2 ( Vi) si r ≥ 3
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(resp. r = 2). Il suffit de recouvrir chaque branche de
H par des Vi (ils peuvent s’intersecter). Sur chacun des
Vi recouvrant H une affectation est produite au plus
deux fois. Le nombre d’affectations possibles sur Vi
est dw+∆+2. Donc le nombre d’affectations possibles
sur l’ensemble des variables du proble`me est borne´
par nombreVi .d
w+∆+2, avec nombreVi le nombre d’en-
sembles Vi recouvrantH . Le nombre de Vi e´tant borne´,
la complexite´ de BDH est en O(exp(w +∆+ 2)). 
4 Etude Expe´rimentale
Dans cette section, nous e´valuons l’efficacite´ pra-
tique de BDH sur les benchmarks pre´sente´s dans
[9]. Ces benchmarks sont des classes de CSP
structure´s avec un certain nombre de parame`tres
(n, d, w, t, s, ns, p) dont les instances sont ge´ne´re´es sui-
vant le mode`le donne´ dans [9]. Une instance est de´finie
par un ensemble n de variables qui ont des domaines
de taille d. Son graphe de contraintes est un arbre de
cliques avec ns sommets de taille au plus w+1 et des
tailles de se´parateurs borne´es par s. t donne le nombre
de couples de valeurs interdits pour chaque contrainte.
p est le pourcentage d’areˆtes retire´es de l’instance ainsi
construite. Les expe´rimentations sont mene´es sur un
PC sur linux avec un processeur Pentium 4 3,2 GHz
et 1 Go de me´moire. Pour chaque classe d’instances, les
re´sultats pre´sente´s sont les moyennes sur un ensemble
de 50 instances. Le temps de re´solution est limite´ a` 30
minutes par instance. Au-dela` le solveur est arreˆte´ et
le proble`me correspondant est conside´re´ comme non
re´solu. Pour ces proble`mes non re´solus, on conside`re
dans le calcul de la moyenne que le temps de re´solu-
tion est de 30 minutes.
L’hypergraphe de re´fe´rence est calcule´ graˆce a` une
triangulation du graphe de contraintes G par la
me´thode MCS [18]. Nous reprenons e´galement les
meilleures heuristiques donne´es dans [9] pour ce qui
concerne le parcours de l’hypergraphe. Elles sont
toutes base´es sur la notion d’espe´rance mathe´matique
du nombre de solutions [17]. On utilise pour le choix
de racine l’heuristique minesp (l’hyperareˆte racine est
celle qui minimise le ratio entre l’espe´rance du nombre
de solutions et la taille des hyperareˆtes) pour l’ordon-
nancement des hyperareˆtes fils minespf (les fils sont
ordonne´s suivant la valeur croissante du ratio entre
l’espe´rance du nombre de solutions et la taille des hy-
perareˆtes).
Pour exploiter efficacement BDH, nous devons mainte-
nant de´finir des heuristiques pour calculer dynamique-
ment des hypergraphes recouvrants. Afin de re´duire
la complexite´ en espace, nous fusionnerons les hyper-
areˆtes avec les heuristiques suivantes, uniquement si
la taille de leur intersection est supe´rieure a` 5 et si la
taille des hyperareˆtes re´sultantes est infe´rieure a` 1, 5w
(∆ est borne´ par 0, 5w). En respectant l’ordre dans
lequel les hyperareˆtes sont conside´re´es, diffe´rents hy-
pergraphes recouvrants sont calcule´s.Br : l’hyperareˆte
courante est fusionne´e avec son premier fils (par rap-
port a`minespf), le premier fils e´tant celui dont le score
est le plus petit et ainsi de suite . . ., si la taille de leurs
se´parateurs est supe´rieure a` 5 et tant que la taille des
hyperareˆtes re´sultantes est infe´rieure a` 1, 5w. Br+vp :
tout d’abord, l’hypergraphe de re´fe´rence est modifie´
de sorte que les hyperareˆtes avec moins de 3 variables
non incluses dans leur parent soient fusionne´es avec.
Ensuite, l’heuristique Br est utilise´e pour calculer dy-
namiquement les hypergraphes recouvrants. La table
1 montre les temps d’exe´cution de BDH avec les heu-
ristiques Br, Br+ vp, avec les heuristiques base´es sur
minesp dans les Classes 3 et 4 de´finies dans [9] (avec un
hypergraphe dont les intersections entre hyperareˆtes,
de taille maximum est borne´e par 5 pour la Classe 4).
La Classe 4 obtient de meilleurs re´sultats que la Classe
3. L’heuristique Br a de tre`s bons re´sultats, proches
de ceux de la Classe 4, et permet de re´soudre toutes les
instances de (250, 20, 20, 99, 10, 25, 10) alors que deux
de ces instances ne sont pas re´solues dans la Classe 4
en moins de 1 800 s.
Disposer d’un meilleur hypergraphe de re´fe´rence, au
sens de la re´solution, permet a` l’heuristique Br + vp
d’obtenir ge´ne´ralement les meilleurs re´sultats. Ces ex-
pe´rimentations mettent en valeur l’importance consi-
de´rable que rece`le la connaissance d’un hypergraphe de
re´fe´rence de qualite´ pour la re´solution. Enfin, une ex-
ploitation dynamique de cette structure d’hypergraphe
conduit a` des ame´liorations significatives.
Il est important de noter que lorsque BDH utilise des
heuristiques de la Classe 3, il est e´quivalent a` BTD. De
ce fait, il obtient des re´sultats similaires a` ceux obte-
nus par BTD dans [9] pour cette classe. En outre, les
me´thodes FC et MAC ne parviennent pas a` re´soudre
la plupart de ces instances en moins de 1 800 s.
5 Conclusion
Dans ce papier, nous avons propose´ un cadre base´
sur un vieux concept : le recouvrement de proble`me
par des hypergraphes acycliques. Nous avons montre´
qu’une telle approche semble eˆtre plus utile que celles
fonde´es sur la de´composition arborescente.
Dans un premier temps, ces recouvrements ont e´te´
e´tudie´s d’un point de vue the´orique, afin de de´terminer
leurs caracte´ristiques et proprie´te´s. Apre`s, nous nous
sommes focalise´s sur une classe de recouvrements par-
ticulie`re, qui conserve les re´sultats de complexite´ en
temps et en espace, et qui permet aussi d’en ame´lio-
rer d’autres. A notre sens, l’un des re´sultats essentiels
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CSP (n, d, w, t, s, ns, p) (a) (b) (c) (d)
(150, 25, 15, 215, 5, 15, 10) 2,04 1,78 1,93 1,76
(150, 25, 15, 237, 5, 15, 20) 8,84 1,23 1,12 1,10
(150, 25, 15, 257, 5, 15, 30) 4,20 1,40 1,30 3,19
(150, 25, 15, 285, 5, 15, 40) 3,08 1,17 0,27 0,23
(250, 20, 20, 107, 5, 20, 10) 14,87 10,49 12,89 13,14
(250, 20, 20, 117, 5, 20, 20) 11,43 6,97 13,18 5,98
(250, 20, 20, 129, 5, 20, 30) 29,24 3,62 2,80 2,87
(250, 20, 20, 146, 5, 20, 40) 12,26 6,99 3,97 7,89
(250, 25, 15, 211, 5, 25, 10) 7,18 4,19 3,79 4,64
(250, 25, 15, 230, 5, 25, 20) 3,86 2,76 1,69 2,36
(250, 25, 15, 253, 5, 25, 30) 3,86 3,73 2,61 2,08
(250, 25, 15, 280, 5, 25, 40) 56,66 13,87 11,88 12,33
(250, 20, 20, 99, 10, 25, 10) 112,88 82,07 78,16 144,20
(500, 20, 15, 123, 5, 50, 10) 7,11 2,23 2,00 3,12
(500, 20, 15, 136, 5, 50, 20) 6,11 3,01 3,23 4,13
Tab. 1 – Temps d’exe´cution (en s) sur des CSP ale´a-
toires partiellement structure´s : (a) Classe 3, (b) Classe
Br, (c) Classe Br + vp et (d) Classe 4.
pre´sente´s dans ce papier porte sur le the´ore`me 7 qui
indique que l’ajout de ∆ variables pour offrir plus de li-
berte´ dans le choix dynamique de l’ordre des variables,
induit une complexite´ en temps limite´, pre´cise´ment
O(exp(w+∆+2)). Cette borne ame´liore significative-
ment les re´sultats connus. De plus, nous avons montre´
que notre approche facilite l’imple´mentation et permet
en outre d’ame´liorer les re´sultats pratiques.
Enfin, pour faciliter sa pre´sentation, ce travail est
expose´ dans le cadre des CSPs. Ne´anmoins, notre ap-
proche est applicable a` d’autres formalismes tels que
SAT et au-dela` MAX-SAT, MAX-CSP, VCSP et les
re´seaux probabilistes.
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