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TRANSLATIONS AND ROTATIONS
DANIEL IRVING BERNSTEIN
Abstract. We characterize the combinatorial types of symmetric frameworks in the plane
that are minimally generically symmetry-forced infinitesimally rigid when the underlying
symmetry group consists of rotations and translations. Along the way, we use tropical
geometry to show how a construction of Edmonds and Rota that associates a matroid to a
submodular function can be used to give a description of the algebraic matroid underlying
a Hadamard product of two linear spaces in terms of the matroids underlying each linear
space. This leads to new, short, proofs of Laman’s theorem, and a theorem of Jorda´n,
Kaszanitzky, and Tanigawa characterizing the minimally generically symmetry-forced rigid
graphs in the plane when the symmetry group contains only rotations.
1. Introduction
A d-dimensional (bar and joint) framework is the structure one gets by assembling a
graph in Rd, treating the edges as rigid struts that are free to move around their incident
vertices. The most basic question one can ask about a framework is whether or not it can
be continuously deformed, i.e. whether or not it is rigid. Asimow and Roth [1] showed that
for each fixed finite graph G, rigidity in Rd is a generic property in the sense that either
almost all d-dimensional frameworks on G are rigid, or almost all d-dimensional frameworks
on G are flexible (i.e. not rigid). Thus it becomes meaningful to ask whether a given graph
G is generically rigid in Rd, i.e. whether or not almost all frameworks on G are rigid. For
d = 1, one can see intuitively that a graph is generically rigid if and only if it is connected.
Generically rigid graphs in R2 were characterized by Hilda Pollaczek-Geiringer in 1927 [29].
Her work was evidently forgotten until recently, since her characterization bears the name
“Laman’s theorem” due to its rediscovery in 1970 by Gerard Laman [23]. Characterizing
generic rigidity in three or more dimensions remains an open problem.
Questions about rigidity of frameworks appear in diverse applications, including sensor
network localization [45], biochemistry [43], civil engineering [22, 40], and crystallography
[41, 35, 16, 19]. Frameworks appearing in the latter two applications, especially in crystallog-
raphy, often have symmetry constraints and this has motivated much recent work studying
the symmetry-forced rigidity of symmetric frameworks.
A d-dimensional symmetric framework consists of a framework and a subgroup S of the
group of Euclidean isometries of Rd such that the framework is symmetric with respect to
S. Such a framework is (symmetry-forced) flexible if it can be continuously deformed in
a way that preserves the S-symmetry, otherwise it is (symmetry-forced) rigid. Symmetric
frameworks are infinite when the symmetry group contains translations. Care must therefore
be taken when adapting the usual linear-algebraic techniques of rigidity theory since some of
the relevant vector spaces are infinite-dimensional. Borcea and Streinu sidestep this problem
by taking quotients modulo this symmetry to recover finiteness [9]; Owen and Power develop
a theory of infinitesimal rigidity for infinite frameworks using functional analysis [27, 30].
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Ross [32] and Malestein and Theran [25] further develop the approach of Borcea and Streinu,
representing a symmetric framework with an S-gain graphs (i.e. directed graphs whose arcs
are labeled by elements of S) with vertices labeled by elements of Rd.
When S is finite or a lattice, rigidity is a generic property of a finite S-gain graph [9, 36, 32].
Ross [34, 33] gives Laman-type theorems characterizing the Z2- and Z3-gain graphs that are
generically rigid in R2 and R3. Malestein and Theran [25] study a generalization of Z2-
forced rigidity that allows the lattice to vary, characterizing generic rigidity in this situation.
Jorda´n, Kaszanitzky, and Tanigawa [21] characterize the S-gain graphs that are generically
rigid when S is a rotation group, or a dihedral group whose rotation subgroup has odd order.
It is unclear whether rigidity is a generic property of a finite gain graph for more com-
plicated infinite subgroups of Euclidean groups. Fortunately however, infinitesimal rigidity,
a stronger notion of rigidity that is generically equivalent to rigidity in all aforementioned
cases, is a generic property of finite S-gain graphs, even when S is infinite. The main result
of this paper, Theorem 5.10, is a combinatorial characterization of the S-gain graphs that
are generically minimally infinitesimally rigid in R2 when S is a subgroup of the Euclidean
isometries of R2 containing only rotations and translations.
We now outline the remainder of this paper. Section 2 provides the necessary background
in matroid theory and algebraic geometry. Section 3 contains Theorem 3.1, the engine be-
hind everything else, and the main result of earlier arXiv versions. It uses a construction
of Edmonds and Rota to describe the algebraic matroid underlying a Hadamard product
of linear spaces. Its proof uses tropical geometry. Theorem 3.2 is Laman’s theorem, which
we show is an easy consequence of Theorem 3.1. Section 4 contains the necessary back-
ground on gain graphs and symmetry-forced rigidity. Definition 4.1 is a symmetric analogue
of the Cayley-Menger variety in the sense that the spanning sets of its algebraic matroid
are the generically infinitesimally symmetry-forced rigid gain graphs. Theorem 4.2 is a re-
sult of Jorda´n, Kaszanitzky, and Tanigawa [21]. It characterizes the S-gain graphs that are
generically minimally rigid in R2 when S is a rotation group. We show how it follows from
Theorem 3.1 in the same way that Laman’s theorem does. The first result of Section 5 is
Theorem 5.7, a generalization of Theorem 3.1. It describes the algebraic matroid underlying
a Hadamard product of affine spaces. We use this to prove the paper’s main result, Theo-
rem 5.10, which characterizes generic minimal infinitesimal rigidity of S-gain graphs in R2
when S consists of translations and rotations.
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2. Preliminaries on matroid theory and algebraic geometry
We assume that the reader is familiar with the basics of matroid theory. Any undefined
matroid-theoretic symbols and terms can be found in [28, Chpaters 1-3].
2.1. Algebraic matroids. Given a set E, we denote its power set by 2E and the complex
vector space whose coordinates are in bijection with E by CE. We let X denote the Zariski
closure of X, i.e. the smallest variety containing X. Each subset S ⊆ E canonically defines
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a coordinate projection piS : CE → CS. The main class of matroids we will consider comes
from parameterized varieties in the following way.
Definition 2.1. Let E,F be sets with F finite, let f : CF → CE be a polynomial map and
define V := f(CF ). The algebraic matroid underlying V , denotedM(V ), has as independent
sets the subsets I ⊆ E such that dim(piI(V )) = |I|.
Matroids arising in Definition 2.1 have finite rank, even when E is infinite. The matroid
of linear independence on the rows of the Jacobian of f is isomorphic to M(V ). Some of
the most well-known examples of matroids arising in this way come from rigidity theory.
Definition 2.2. Let d ≤ n and be integers and let E be the edge set of the complete graph
on n vertices. The Cayley-Menger variety of n points in d dimensions, denoted CMdn, is the
Zariski closure of the set of points z ∈ CE such that
zij =
d∑
k=1
(x
(i)
k − x(j)k )2
where (x(1), . . . , x(n)) ranges over all n-tuples of points in Cd. In other words, CMdn is pa-
rameterized by the pairwise distances among n points in Rd.
The algebraic matroid underlying CMdn is called the d-dimensional rigidity matroid since
the spanning sets are the graphs that are generically rigid in Rd (see e.g. [2, Lemma 1.1]).
Connections between Cayley-Menger varieties and rigidity theory were first noted in [7, 8].
2.2. Matroids from submodular functions. A function f : 2E → Z is the rank function
of a matroid if and only if it is submodular, nonnegative, and satisfies f(S) ≤ f(S ∪ {e}) ≤
f(S) + 1 for all S ⊂ E and e ∈ E \ S [28, Chapter 1]. We now describe a construction of
Edmonds and Rota that derives a matroid from a set function satisfying weaker conditions.
Definition 2.3 ([15]). Let E be a possibly infinite set and assume f : 2E → Z satisfies
(1) f(S ∪ T ) + f(S ∩ T ) ≤ f(S) + f(T ) for all A,B ⊆ E (submodularity),
(2) f(S) ≤ f(T ) whenever S ⊆ T ⊆ E (monotonicity), and
(3) there exists N ∈ Z such that f(S) ≤ N for all S ⊆ E (boundedness).
Then M(f) denotes the matroid on ground set E whose independent sets are
I := {I ⊆ E : I = ∅ or |I ′| ≤ f(I ′) for all I ′ ⊆ I}.
See [28, Chapter 11.1] for a proof that Definition 2.3 indeed defines a matroid when E
is finite. The infinite case easily follows given boundedness. Given a matroid M , we let
rM denote its rank function. Note that M = M(rM). We now provide a more interesting
example illustrating Definition 2.3.
Example 2.4. Let M the graphic matroid underlying the complete graph on n vertices.
ThenM(2rM − 1) is the algebraic matroid underlying CM2n. This was proven in [24] and we
will use our main result to give a new proof of this.
Another matroid construction we will require is the matroid union. Theorem 2.6 below
tells us that the matroid union is a special case of Definition 2.3. It was originally proven
by Pym and Perfect in a more general context [31].
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Definition 2.5. Let M1, . . . ,Mk be matroids on a common ground set E. The union of
M1, . . . ,Mk, denoted M1 ∨ · · · ∨Mk, is the matroid where I ⊆ E is independent if and only
if I = I1 ∪ · · · ∪ Ik where Ii is independent in Mi.
Theorem 2.6 ([42, Chapter 8.3, Theorem 2]). If f, g : 2E → Z are submodular, monotone,
and nonnegative, thenM(f +g) =M(f)∨M(g). In particular, if M1, . . . ,Mk are matroids
on a common ground set E, then M1 ∨ · · · ∨Mk =M(rM1 + · · ·+ rMk).
2.3. Hadamard products of varieties. Hadamard products of varieties were introduced
in [13, 14] to study the algebraic geometry of restricted Boltzmann Machines. Their theory
was further developed in [4, 5] with particular attention to linear spaces. Hadamard products
have since become of more fundamental interest in algebraic geometry [10, 3, 12, 17].
Definition 2.7. The Hadamard product of two points x, y ∈ KE, denoted x ? y, is the point
z ∈ KE such that ze = xeye for all e ∈ E. The Hadamard product of varieties U, V ⊆ KE is
U ? V := {x ? y : x ∈ U, y ∈ V }.
Example 2.8. Let L ⊆ CE(Kn) be the linear space parameterized as duv = xu − xv. The
algebraic matroid underlying L is the graphic matroid of Kn and CM2,n = L ? L. To see
this, note, as in [11], that under the change of parameters
x
(1)
i 7→
x
(1)
i + x
(2)
i
2
x
(2)
i 7→
x
(1)
i − x(2)i
2
√−1
the parameterization given in Definition 2.2 becomes zij = (x
(1)
i − x(1)j )(x(2)i − x(2)j ). Theo-
rem 3.1, says that this is responsible for Example 2.4.
2.4. Tropical geometry. Given a variety V ⊆ CE, let I(V ) denote the ideal of the poly-
nomial ring C[xe : e ∈ E] consisting of the polynomials f such that f(x) = 0 for all x ∈ V .
The ideal of C[xe : e ∈ E] generated by polynomials f1, . . . , fr will be denoted 〈f1, . . . , fr〉.
Given α ∈ ZE, the shorthand xα denotes the monomial ∏e∈E xαee .
Definition 2.9. Let E be a finite set, let f =
∑
α∈J cαx
α ∈ C[xe : e ∈ E], and let ω ∈ RE.
The initial form of f with respect to w is
inωf :=
∑
α∈argmaxβ∈J ω·β
cαx
α.
The initial ideal of an ideal I ⊆ C[xe : e ∈ E] with respect to ω ∈ Rn is
inωI := 〈inωf : f ∈ I〉.
The tropicalization of a variety V ∈ CE is
trop(V ) := {ω ∈ Rn : inωI(V ) contains no monomials}.
The tropicalization of a complex variety is a polyhedral fan. Perhaps the easiest way to
see this is to note that it can be obtained from the Gro¨bner fan of I(V ) by removing the
interiors of all cones corresponding to initial ideals that contain monomials. When V is a
hypersurface, its tropicalization is the polyhedral fan consisting of the codimension-one cones
in the normal fan to the Newton polytope of the generator of the principal ideal I(V ).
GENERIC SYMMETRY-FORCED INFINITESIMAL RIGIDITY: TRANSLATIONS AND ROTATIONS 5
It is tempting to conclude that when I(V ) = 〈f1, . . . , fr〉,
trop(V ) =
r⋂
i=1
{ω ∈ Rn : inωf has no monomials} (1)
but this is in general false. A generating set f1, . . . , fr of I(V ) that does satisfy (1) is called
a tropical basis. It was shown in [6] that a tropical basis exists for every variety V ⊆ CE
(finite E). Tropicalization preserves a lot of information about a variety. In particular, it
preserves the algebraic matroid structure. The following lemma of Yu makes this precise.
Lemma 2.10 ([46]). Let E be a finite set, let V ⊆ CE, and let S ⊆ E. Then dim(piS(V )) =
dim(piS(trop(V ))).
Lemma 2.11 below says that Hadamard products interact cleanly with tropicalization.
Recall that the Minkowski sum of sets A,B ⊆ RE is the set A+B := {a+ b : a ∈ A, b ∈ B}.
Lemma 2.11. Let E be a finite set and let U, V ⊆ CE be irreducible varieties. Then
trop(U ? V ) = trop(U) + trop(V ).
Proof. This is an immediate consequence of Theorem 1.1 in [38]. 
Definition 2.12 below associates a polyhedral fan to each matroid M . Proposition 2.13
tells us that if M is the algebraic matroid underlying a linear space L, then the polyhedral
fan given in Definition 2.12 is the tropicalization of L.
Definition 2.12. Let M be a matroid on ground set E. A flag of flats of M is a set of
nested nonempty flats of M . Given e ∈ M and a flag of flats, let F e denote the minimal
element of F containing e. For each flag of flats F of M , define
KF := {ω ∈ RE : ωe ≤ ωf when F e ( Ff and ωe = ωf when F e = Ff}.
The Bergman fan of a loopless matroid M , denoted B˜(M), is defined to be
B˜(M) :=
⋃
F
KF
where the union is over all flags of flats of M .
Proposition 2.13 ([37, Ch. 9]). Let E be a finite set and let L ⊆ CE be a linear space not
contained in a coordinate hyperplane. Then trop(L) = B˜(M(L)).
3. The algebraic matroid of a Hadamard product of linear spaces
We begin this section with its main result, Theorem 3.1, then show how it implies Laman’s
Theorem. The remainder of the section is devoted to proving Theorem 3.3, the purely
matroid-theoretic generalization of Theorem 3.1.
The closure operator of a matroid M will be denoted by clM . Given a subset I of the
ground set of M , M |I denotes the restriction of M to I.
Theorem 3.1. Let U, V ⊆ CE be finite-dimensional linear subspaces and define M :=M(U)
and N :=M(V ). If neither U nor V is contained in a coordinate hyperplane, then
M(U ? V ) =M(rM + rN − 1).
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Proof. First assume E is finite. Since neither U nor V is contained in a coordinate hyper-
plane, M and N are loopless. Proposition 2.13 and Lemmas 2.10 and 2.11 imply that the
desired result is a special case of Theorem 3.3 below. Now assume E is infinite. Then I ⊆ E
is independent inM(U ?V ) if and only if I is independent inM(U ?V )|I. SinceM(U ?V )
has finite rank andM(piI(U ?V )) =M(U ?V )|I, the finite case implies that I is independent
if and only if |I| ≤ rM(I) + rN(I)− 1. 
Before proving the intermediate results that give us Theorem 3.1, we show how it implies
Laman’s Theorem, originally proven by Pollaczek-Geiringer in [29].
Theorem 3.2 (Laman’s Theorem). Let E be the edge set of the complete graph on n vertices.
Then I ⊆ E is independent in M(CM2n) if and only if for all I ′ ⊆ I,
|I ′| ≤ 2v(I ′)− 3
where v(I ′) is the number of vertices incident to an edge in I ′.
Proof. LetM denote the graphic matroid underlying the complete graph on n vertices. Recall
that the rank function of M is rM(S) = v(S)− c(S) where c(S) is the number of connected
components of the graph with vertex set v(S) and edge set S. As noted in Example 2.8, CM2n
is the Hadamard product of two linear spaces whose underlying matroid is M . Theorem 3.1
therefore implies that M(CM2n) = M(2rM − 1). If I is independent in M(2rM − 1), then
|I ′| ≤ 2rM(I ′) − 1 = 2v(I ′) − 2c(I ′) − 1 ≤ 2v(I ′) − 3 for all I ′ ⊆ I. If I is dependent in
M(2rM − 1), let I ′ ⊆ I be such that |I ′| > 2rM(I ′)− 1. Then there exists some I ′′ ⊆ I ′ such
that the graph on edge set I ′′ is connected and |I ′′| > 2rM(I ′′)− 1 = 2v(I ′′)− 3. 
Theorem 3.3. Let M and N be loopless matroids of finite rank on a common ground set E.
Then I ⊆ E is independent in M(rM + rN − 1) if and only if dim(piI(B˜(M) + B˜(N))) = |I|.
Theorem 3.3 is a direct consequence of Lemmas 3.5 and 3.6 below. Before we state and
prove them, we need the following definition.
Definition 3.4. Let M,N be matroids on a common ground set E. Let F ,G be flags of
flats for M and N , respectively. For each subset S ⊆ E, let HSF ,G be the bipartite graph on
partite sets F ,G with an edge for each e ∈ S connecting F e to Ge.
When M and N have finite rank, HSF ,G will have finitely many vertices, though it could
have infinitely many edges.
Lemma 3.5. Let M and N be matroids of finite rank on a common ground set E and let
S ⊆ E. Then dim(piS(B˜(M) + B˜(N))) is equal to the maximum rank of the graphic matroid
underlying HSF ,G as F and G respectively range over flags of flats of M and N .
Proof. First note that
B˜(M) + B˜(N) =
⋃
F ,G
KF +KG
where the union is taken over all pairs F ,G such that F ,G are respectively flags of flats of
M and N . The linear hull of KF +KG is the column space of the incidence matrix of HEF ,G.
It follows that the projection of the linear hull of KF +KG onto the coordinates indexed by
S ⊆ E is the column space of the adjacency matrix of HSF ,G. The dimension of this linear
space is the rank of the graphic matroid underlying HSF ,G. 
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Lemma 3.6. Let M and N be matroids of finite rank on a common ground set E and let
S ⊆ E. Then S is independent in M(rM + rN − 1) if and only if there exist flags of flats
F ,G of M and N such that HSF ,G is cycle-free.
Proof. First assume there exist F ,G such that HSF ,G is cycle-free. Since HSF ,G has finitely
many vertices, S is finite. For I ⊆ E, define F|I (respectively G|I) to be the flags of flats of
M |I (N |I) obtained by restricting each F ∈ F (G ∈ G) to I. The following argument shows
that S is independent in M(rM + rN − 1). Let ηI : F|I ∪ G|I → F ∪ G be the map that
sends each F ∈ F|I to the minimal element of F containing F , and each G ∈ G|I to the
minimal element of G containing G. Then ηI defines a graph homomorphism from HIF|I,G|I
to HSF ,G that is an injection on edge sets. If I ⊆ S has rM(I) + rN(I) or more elements, then
HF|I,G|I has a cycle. Via ηI , this gives a cycle in HF ,G.
Assume that I is independent inM(rM + rN − 1). Then I is finite. We construct flags of
flats F ,G ofM andN such thatHIF ,G is cycle-free. Since I is also independent inM(rM+rN),
Theorem 2.6 implies I = I1 ∪ I2 for independent sets I1, I2 of M,N . By the augmentation
axiom for independent sets of a matroid, we may assume that I1 and I2 span I in M and N
respectively. Given an ordering of the of the elements of I1 and I2, i.e.
I1 = {e(1)1 , . . . , e(1)rM} and I2 = {e
(2)
1 , . . . , e
(2)
rN
}
define Fi := clM({e(1)1 , . . . , e(1)i }) and Gi := clN({e(2)1 , . . . , e(2)i }) and the flags of flats F :=
{F1, F2, . . . , FrM (I)} and G := {G1, . . . , GrN (I)}.
We now describe an iterative procedure to order I1 and I2 so that the resulting H
I
F ,G is
cycle-free. Since I is independent in M(rM + rN − 1), our spanning assumptions on I1 and
I2 imply |I1 ∩ I2| ≥ 1. We begin at the top, setting e(1)rM (I) = e
(2)
rN (I)
to be an element of
I1 ∩ I2. Now, assume e(1)rM (I), . . . , e
(1)
rM (I)−kM and e
(2)
rN (I)
, . . . , e
(2)
rN (I)−kN have been set for some
kM , kN and define I
′
1 = I1 \ {e(1)rM (I), . . . , e
(1)
rM (I)−kM} and I ′2 = I2 \ {e
(2)
rN (I)
, . . . , e
(2)
rN (I)−kN} to be
the unindexed elements. For 0 ≤ i ≤ kM , define S(1)i by
S
(1)
i := clM({e(1)rM (I)−i, . . . ,e
(1)
rM (I)−kM} ∪ I ′1)\[
{e(1)rM (I)−i} ∪ clM({e
(1)
rM (I)−i−1, . . . , e
(1)
rM (I)−kM} ∪ I ′1)
]
.
Note that S
(1)
i ⊆ I2 \ I1. We will take as an inductive hypothesis that there exists some
0 ≤ i0 ≤ kM such that S(1)i ⊆ I ′2 whenever i ≥ i0, and S(1)i ∩ I ′2 = ∅ otherwise. For each
i0 ≤ i ≤ kM , index S(1)i using the largest available indices in any order. Switch the roles of
I1 and I2 and of M and N , define S
(2)
j analogously for 0 ≤ j ≤ kN and repeat, continuing
until nothing new can be indexed in this way, i.e. when
kM⋃
i=0
S
(1)
i ∩ I ′2 =
kN⋃
i=0
S
(2)
i ∩ I ′1 = ∅.
At this point, no matter how we index I ′1, I
′
2, the induced subgraph of H
I
F ,G whose vertex set
is FkM , . . . , FrM (I), GkN , . . . , GrN (I) is a tree. Moreover, since
kM⋃
i=0
S
(1)
i = I2 \ ({e(2)rN (I)} ∪ clM(I ′1)) and
kN⋃
i=0
S
(2)
i = I1 \ ({e(1)rM (I)} ∪ clM(I ′2)),
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we also have I ′1 ⊆ {e(1)rM (I)} ∪ clN(I ′2) and I ′2 ⊆ {e
(2)
rN (I)
} ∪ clM(I ′1). By definition of I ′1, I ′2,
we know e
(1)
rM (I)
= e
(2)
rN (I)
/∈ I ′1 ∪ I ′2, i.e. that I ′1 ⊆ clN(I ′2) and I ′2 ⊆ clM(I ′1), and therefore
rM(I
′
1∪I ′2)+rN(I ′1∪I ′2) = |I ′1|+ |I ′2|. Independence of I ′1∪I ′2 inM(rM +rN−1) then implies
that either I ′1 ∪ I ′2 = ∅ or I ′1 ∩ I ′2 6= ∅. In the former case, we are done. In the latter, we
repeat this procedure setting I1 to I
′
1 and I2 to I
′
2. Since I1 ∩ I2 = {erM (I)} ∪ (I ′1 ∩ I ′2), this
will eventually terminate with HIF ,G being a forest with |I1 ∩ I2| connected components. 
It would be interesting to see if Theorem 3.1 could be generalized to allow Hadamard
products of more than two linear spaces. To this end, we make the following conjecture.
Conjecture 3.7. If L1, . . . , Ld ⊆ RE are finite-dimensional linear spaces with algebraic
matroids M1, . . . ,Md, then M(L1 ? · · · ? Ld) =M(rM1 + · · ·+ rMd − d+ 1).
4. Gain graphs and symmetry-forced rigidity
Gain graphs describe ordinary graphs modulo free actions of groups. Their use in rigidity
theory originates with Ross [32] and Malestein and Theran [25] (though in [25] they are called
“colored graphs”). In this section, we provide the necessary background on gain graphs and
symmetric frameworks and use this to introduce an analogue of the Cayley-Menger variety
for symmetry-forced rigidity. With all this at our disposal, we use Theorem 3.1 to give a
short proof of [21, Theorem 6.3], restricted to cyclic groups.
4.1. Gain graphs, frame matroids, and symmetry. For a more leisurely introduction
to gain graphs, see [18, Chapter 2]. The vertex and edge sets of a graph G will be denoted
V (G) and E(G). When G is directed, A(G) will denote its arc set and E(G) will denote the
edge set of its underlying undirected graphs. Directed graphs will be allowed to have loops
and parallel arcs but undirected graphs we consider will all be simple. The source and target
of an arc e will be denoted so(e) and ta(e). For S ⊆ E(G), we let V (S) denote the set of
vertices incident to some edge in S, and we let C(S) denote the partition of S by connected
components of the graph (V (S), S).
Given a group S, an S-gain graph, or simply a gain graph, is a pair (G, φ) consisting
of a directed graph G along with an arc-labeling φ : A(G) → S. The gain of a walk in
the undirected graph underlying G is defined to be the product of the arc labels, inverting
whenever an arc is traversed backwards. In this sense, the orientation of G does not really
matter since reversing the direction of an arc e is the same as inverting φ(e). A cycle in
(G, φ) is balanced if its gain is the identity element of S. Given a gain graph (G, φ), the
frame matroid M(G, φ) of (G, φ) is the matroid whose ground set is E(G) where S ⊆ E(G)
is independent whenever every connected component of the subgraph of G on edge set S has
at most one cycle, which is not balanced. For more on frame matroids see [47, 48].
Let G be an undirected simple graph. An automorphism of G is a permutation pi : V (G)→
V (G) such that {u, v} ∈ E(G) if and only if {pi(u), pi(v)} ∈ E(G). The set of automorphism
of G is a group under composition which we denote by Aut(G). Given a group S, an S-
action on G is a group homomorphism ρ : S → Aut(G). An S-action ρ is said to be free
if ρ(g)(v) 6= v unless g is the identity element of S (note that unlike in [18], we do not
require the same condition for the induced action on E(G)). We will say that a graph G is
S-symmetric if there exists a free S-action on G.
We will now describe how S-gain graphs offer a compact way to describe S-symmetric
graphs. Let S be a group and let ρ be a free S-action on a simple undirected graph G. Note
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A
A
Figure 1. The framework on the left is S-symmetric where S is generated
by a ninety-degree rotation A. On the right is a gain graph expressing such a
framework (the identity gain label is suppressed).
that ρ extends to an S-action on E(G) by g{u, v} = {gu, gv}. Let V (G) / ρ and E(G) / ρ
respectively denote the orbits of the action of ρ on V (G) and E(G). The S-orbit of a single
vertex v or edge e will be denoted Sv and Se. Since ρ is free, every edge orbit can be
written as {(gu, ghv) : g ∈ S} for a unique h ∈ S. Viewing each such edge-orbit as an
arc from Su to Sv labeled by the aforementioned h, we obtain a gain graph on vertex set
V (G) / ρ, which we we denote by G / ρ. Conversely, we associate to a gain graph (G, φ) the
covering graph, which is the simple undirected graph with vertex set S × V (G) and edge set
{{(g, u), (gφ(e), v)} : e = (u, v), g ∈ S}. Then S acts freely on the covering graph via the
action ρ defined by ρ(h)(g, u) = (hg, u) and G / ρ is (G, φ).
4.2. Symmetry-forced rigidity and Cayley-Menger varieties. A d-dimensional (bar-
and-joint) framework (G, p) is a simple undirected graph G along with a function p : V (G)→
Rd. We will often view such functions as points in (Rd)V (G) or (Cd)V (G), writing p(u) as p(u)
and p(u)i as p
(u)
i . Let E(d) denote the group of Euclidean isometries of Rd and let S be a
subgroup of E(d). An S-symmetric framework is a framework (G, p) such that there exists
an S-action ρ on G such that for each v ∈ V (G) and g ∈ S, gp(v) = p(ρ(g)(v)). Unless
otherwise stated, the group action corresponding to an S-symmetric framework will be free.
Let S be a subgroup of E(d). An S-gain graph (G, φ) along with a function p : V (G) →
Rd encodes an S-symmetric framework (H, q) on the covering graph H of (G, φ) given by
q((g, v)) = gp(v). Moreover, any S-symmetric framework can be encoded by an S-gain
graph. If (G, p) is an S-symmetric framework with corresponding S-action ρ, then there
exists U ⊆ V (G) containing exactly one element of each S-orbit such that if u ∈ U and
Su→ Sv is an arc of G / ρ with gain h, then {u, hw} is an edge in G where w is the unique
element of U ∩ Sv. Such a U can be constructed by first choosing an element of some S-
orbit in each connected component, then recalling that freeness of ρ implies that each edge
orbit is {{gu, ghv} : g ∈ S} for a unique h ∈ S. One can then determine the S-symmetric
framework (G, p) from the S-gain graph G / ρ and p|U . Given an S-symmetric framework
(G, p), we refer to its representation as the pair (G, p) as its classical representation and its
representation as the triple (H,φ, q) as its gain graph representation. Figure 1 shows the
classical and gain graph representations of an S-symmetric framework where S is the group
generated by a ninety degree rotation. Figure 3 shows examples with wallpaper symmetry.
Given an integer n and a group S, define Kn(S) to be the directed graph with |S| − 1
loops at each vertex, and |S| parallel arcs from i to j whenever i < j. Let ψn be the gain
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function on Kn(S) that associates a distinct element of S to each non-loop edge of Kn(S),
and a distinct non-identity element of S to each loop of Kn(S). We will often abuse notation
and write Kn(S) to mean the gain graph (Kn(S), ψn). When S is finite, matroids of the
form M(Kn(S)) are known as Dowling geometries [39]. When S is infinite, M(Kn(S)) is
an infinite matroid with finite rank.
Definition 4.1. Let n, d be integers and let S a be a subgroup of E(d). Define the map
DSn : (Rd)n → RA(Kn(S)) so that for e ∈ A(Kn(S)),
DSn (x
(1), . . . , x(n))e = ‖x(so(e)) − ψn(e)x(ta(e))‖22.
The S-symmetry-forced Cayley-Menger variety CMSn is the Zariski closure of DSn ((Rd)n).
When S is a subgroup of E(d), each S-gain graph (G, φ) on vertex set {1, . . . , n} can be
viewed as a subset of the coordinates of CMSn . With this in mind, we say that (G, φ) is
generically infinitesimally (S-symmetry forced) rigid if (G, φ) is a spanning set ofM(CMSn).
Strictly speaking, this notion of generic infinitesimal symmetry forced rigidity generalizes
other notions in the literature (e.g. [21, 32, 36]), but the idea is essentially the same in all
cases, the only differences coming from restrictions on the group S. For the reader not
familiar with this literature, we now defend this terminology.
It will help to begin in the non-symmetric setting. A motion of a framework (G, p) in Rd
is a continuous function f : [0, 1] → (Rd)V (G) such that f(0) = p and ‖f(t)(u) − f(t)(v)‖22 =
‖p(u)−p(v)‖22 for all {u, v} ∈ E(G) and t ∈ [0, 1]. Every direct Euclidean isometry of Rd gives
rise to a motion of (G, p). Such motions are called trivial. An infinitesimal motion of (G, p) is
a vector g ∈ (Rd)V (G) such that 〈g(u)−g(v), p(u)−p(v)〉 = 0 for all u, v ∈ E(G). In other words,
an infinitesimal motion assigns a direction to each vertex in a framework such that when
the vertices are moved an infinitesimal amount in the assigned directions, the edges do not
stretch nor contract. If f is a motion of (G, p), then f ′(0) is an infinitesimal motion of (G, p).
When g = f ′(0) for a trivial motion f , then g is said to be a trivial infinitesimal motion.
The set of infinitesimal motions of a framework (G, p) is a linear subspace of (Rd)V (G) that
always contains the set of trivial infinitesimal motions. When the only infinitesimal motions
of a framework are trivial, the framework is said to be infinitesimally rigid. The dimension
of the set of direct Euclidean isometries of Rd, and therefore the dimension of the linear
space of trivial infinitesimal motions, is
(
d+1
2
)
. Thus a framework is infinitesimally rigid if
and only if its linear space of infinitesimal motions has dimension
(
d+1
2
)
.
The above concepts can be recast in the symmetry-forced setting. An S-symmetric motion
of a symmetric framework (G, φ, p) is a continuous function f : [0, 1] → (Rd)V (G) such that
‖f(t)(so(e)) − φ(e)f(t)(ta(e))‖22 = ‖p(so(e)) − φ(e)p(ta(e))‖22 for all e ∈ A(G) and t ∈ [0, 1]. Any
S-symmetric motion of (G, φ, p) that is also a motion of (Kn(S), ψn, q) for all q : V (G)→ Rd
is called trivial. An infinitesimal motion of (G, φ, p) is a vector g ∈ (Rd)V (G) such that
〈g(so(e)) − φ(e)g(ta(e)), p(so(e)) − φ(e)p(ta(e))〉 = 0 for all e ∈ A(G). If f is a motion of (G, φ, p),
then f ′(0) is an infinitesimal motion of (G, φ, p). When g = f ′(0) for a trivial motion f of
(G, φ, p), then g is said to be a trivial infinitesimal motion. The set of infinitesimal motions of
a symmetric framework (G, φ, p) is a linear subspace of (Rd)V (G) that always contains the set
of trivial infinitesimal motions. One says that (G, φ, p) is S-symmetry forced infinitesimally
rigid if all its S-symmetric infinitesimal motions are trivial. Infinitesimal rigidity of (G, φ, p)
is thus equivalent to the condition that its space of S-symmetric infinitesimal motions has
the same dimension as the linear space of trivial infinitesimal motions.
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It is a straightforward computation to see that the set of infinitesimal motions of (G, φ, p)
is the nullspace of the differential of piG,φ ◦ DSn at p. Thus (G, φ, p) is infinitesimally rigid
when the submatrix of the differential of piG,φ ◦ DSn has maximum possible rank as (G, φ)
and p are allowed to vary. For fixed (G, φ), the rank of this differential is maximized at any
p such that at least one maximal non-identically-zero minor of the Jacobian of piG,φ ◦ DSn
does not vanish when p is plugged in. The set of such p is a Zariski-open subset of (Rd)n,
i.e. such p are generic. The dimension of the image of a polynomial map is equal to the rank
of its differential at a generic point, so (G, φ) is spanning inM(CMSn) if and only if (G, φ, p)
is infinitesimally rigid whenever p is generic. Thus it makes sense to call spanning sets of
M(CMSn) generically infinitesimally (S-symmetry forced) rigid.
4.3. Cyclic symmetry groups. One of the main results of [21] is a Laman-like charac-
terization of the minimally generically infinitesimally rigid S-gain graphs when S is a finite
rotation subgroup of E(2). We now offer a short proof of this result using Theorem 3.1.
Theorem 4.2. Let S ⊂ E(2) be a finite rotation subgroup. ThenM(CMSn) =M(2rM(Kn(S))−
1). In particular, if |S| > 1, then an S-gain graph (G, φ) is minimally generically infinitesi-
mally rigid if and only if G has 2|V (G)| − 1 edges, and for all subgraphs G′ of G,
|E(G′)| ≤ −1 +
∑
F∈C(E(G′))
2|V (F )| − 2α(F )
where α(F ) = 0 when the sub gain graph of (G, φ) with edge set F contains an unbalanced
cycle and α(F ) = 1 otherwise.
Proof. Theorem 2.1(j) in [48] tells us that the rank function of the frame matroid M(G, φ)
is rM(G,φ)(S) =
∑
F∈C(S) V (F ) − α(F ). Thus it now suffices to prove the first part of the
theorem, i.e. that M(CMSn) = M(2rM(Kn(S)) − 1). Since S is a finite rotation subgroup of
E(2), we can express it as
S =
{(
cos(θk) − sin(θk)
sin(θk) cos(θk)
)
: θk =
2kpi
|S| , k = 1, . . . , |S|
}
.
Now, we may write
ψn(e) =
(
cos(θe) − sin(θe)
sin(θe) cos(θe)
)
.
If we write the coordinates of the domain (C2)n of DSn as (xi, yi)ni=1, then the parameterization
DSn of CM
S
n tells us that a generic point d ∈ CMSn can be expressed as
de = (xso(e) − cos(θe)xta(e) + sin(θe)yta(e))2 + (yso(e) − sin(θe)xta(e) − cos(θe)yta(e))2.
We apply the following change of variables (letting i denote
√−1)
xu 7→ xu + yu
2
yu 7→ xu − yu
2i
,
so that our parameterization becomes
de = (xso(e) − exp(iθe)xta(e))(yso(e) − exp(−iθe)yta(e)).
Thus we have expressed CMSn as the Hadamard product of two linear spaces L,L
′ ⊆ CA(K(S))
respectively parameterized as de = xso(e) − exp(iθe)xta(e) and de = yso(e) − exp(−iθe)yta(e).
Theorem 3.1 now implies that it suffices to show that M(L) =M(L′) =M(Kn(S)). This
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follows from [28, Lemma 6.10.11] by noting that all the loop edges in KSn incident to a single
vertex form a parallel class. 
5. Symmetry groups with translations
The punchline of this section is Theorem 5.10 which gives a combinatorial characterization
of symmetry-forced infinitesimal rigidity in the case that the symmetry group is a subgroup
of R2 o SO(2), i.e. consists of rotations and translations. The more technical parts of this
section are powered by an extremely lucky coincidence, namely that the action of SO(2) on
R2 can be modeled by complex arithmetic. The corresponding symmetric Cayley-Menger
varieties can be expressed as Hadamard products of affine spaces, but not linear spaces.
Thus, our first order of business is Theorem 5.7, a generalization of Theorem 3.1 that can
handle affine spaces. For this, we will require basic results about elementary lifts of matroids.
5.1. Elementary lifts of matroids. A set of circuits C of a matroid M is called a linear
class if whenever C1 ∪C2 ∈ C satisfy rM(C1 ∪C2) = |C1 ∪C2| − 2, then C3 ∈ C whenever C3
is a circuit satisfying C3 ⊂ C1 ∪ C2. Given a matroid M on ground set E and a linear class
of circuits C, a set S ⊆ E is C-balanced if every circuit contained in S is in C.
An elementary coextension of a matroid M is a matroid N such that N / {e} = M for an
element e in the ground set of N . An elementary lift of M is a matroid of the form N \ {e}
such that M = N / {e}. The following proposition tells us that the elementary lifts of a
given matroid are characterized by its linear classes.
Proposition 5.1 ([44, Proposition 3.1]). Let M be a matroid on ground set E and let C be
a linear class of circuits of M . Then the function r : 2E → Z defined by
rC(S) :=
{
rM(S) if S is C-balanced
1 + rM(S) otherwise
is the rank function of a lift of M . Moreover, every lift of M can be obtained in this way.
Given a matroid M and a linear class C of circuits of M , we let MC denote the elementary
lift of M corresponding to C as in Proposition 5.1.
5.2. Algebraic matroids of Hadamard products of affine spaces. The set of matrices
with entries in a field K whose rows are indexed by a set E and columns indexed by a set F
will be denoted KE×F . When E or F is {1, . . . , r}, we will simply write KE×r or Kr×F .
Let V ⊆ CE be an affine space. Then there exists A(V ) ∈ CE×r and b(V ) ∈ CE such that
b(V )TA(V ) = 0 and V = {A(V )x+ b(V ) : x ∈ Cr}. Since b(V )TA(V ) = 0, b(V ) is uniquely
defined. Only the column span of A(V ) matters to us, so the fact that A(V ) is not uniquely
defined will not be a problem. Define the linear space L(V ) ⊆ CE∪{∗} as follows
L(V ) :=
{(
A(V ) b(V )
0 1
)(
x
λ
)
: x ∈ Cr, λ ∈ C
}
. (2)
Note that M(V ) is the matroid of linear independence on the rows of A(V ), and M(L(V ))
is the matroid of linear independence on the rows of the block matrix defining L(V ) in (2).
It then follows that M(L(V )) is an elementary coextension of M(V ). The corresponding
elementary lift will play such an important role that we give it its own notation.
Definition 5.2. Given an affine space V ⊆ CE, we denote the elementary liftM(L(V ))\{∗}
of M(V ) by ML(V ) and the corresponding linear class of M(V ) by C(V ).
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The following lemma gives an explicit description of C(V ). Given a subset S of the rows
of a matrix M , we let MS denote the row-submatrix of M corresponding to S.
Lemma 5.3. Let V ⊆ CE be an affine space and let C consist of the circuits C of M(V )
such that b(V )C ∈ span(A(V )C). Then C(V ) = C.
Proof. This follows from Proposition 5.1 by noting the presentation of L(V ) in (2). 
For α ∈ C, define Hα ⊆ CE∪{∗} by Hα := {x ∈ CE∪{∗} : x∗ = α}. Then V = piE(H1 ∩
L(V )). Letting rL and rV denote the rank functions of M(L(V )) and M(V ), we have
rL(S) =
{
rV (S) if ∗ /∈ S and b(V )S ∈ span(A(V )S)
1 + rV (S \ {∗}) otherwise.
Lemma 5.4. Let E be a finite set and let V ⊆ CE be an affine space. Then trop(V ) =
piE(trop(L(V )) ∩H0).
Proof. Since trop(H1) = H0 it suffices to show that trop(L(V ))∩H0 is the stable intersection
of trop(L(V )) and H0 ([26], but see [20] for a more elementary presentation). By [20,
Lemma 2.6], it is enough to note that for any cone σ of trop(L(V )), the Minkowski sum
σ+H0 is (|E|+ 1)-dimensional. To see that this is true, note that if σ+H0 is not (|E|+ 1)-
dimensional, then σ ⊆ H0. But this is impossible because the lineality space of every cone
in trop(L(V )) is spanned by the all-ones vector. 
Lemma 5.5. If U, V ⊆ CE are finite-dimensional affine spaces, then
M(U ? V ) =M(L(U) ? L(V )) / {∗}.
Proof. Assume that E is finite. Lemmas 2.11 and 5.4, and Proposition 2.13 imply
trop(U ? V ) = piE(H0 ∩ (B˜(M(L(U))) + B˜(M(L(V ))))).
It follows from this that I is independent inM(U ? V ) if and only if I ∪ {∗} is independent
in M(L(U) ? L(V )).
Now assume E is infinite. Then I is independent inM(U?V ) if and only if I is independent
inM(U?V )|I. SinceM(U?V ) has finite rank, the result now follows from the finite case. 
Lemma 5.6. Let f : 2E → Z be increasing, submodular, and bounded. For e ∈ E, define
ge : 2
E\e → Z by ge(S) = min{f(S), f(S ∪ {e})− 1}. Then M(f) / e =M(ge).
Proof. A subset I ⊆ E is independent in M(f) / e if and only if I ∪ {e} is independent in
M(f). Thus for any subset I ′ ⊆ I, we must have |I ′| ≤ f(I ′) and |I ′ ∪ {e}| ≤ f(I ′ ∪ {e}).
Both conditions are satisfied precisely when |I ′| ≤ ge(I ′). 
Theorem 5.7. Let U, V ⊆ CE be finite-dimensional affine spaces and let M = M(U) and
N =M(V ). Then M(U ? V ) =M(f) where f : 2E → Z is defined by
f(S) =
{
rM(S) + rN(S)− 1 if S is C(U)-balanced and C(V )-balanced
rM(S) + rN(S) otherwise.
Proof. Let tU and tV denote the rank functions of M(L(U)) and M(L(V )). Lemmas 5.5
and 5.6 imply that M(U ? V ) =M(g) where g : 2E → Z is defined by
g(S) = min{tU(S) + tV (S)− 1, tU(S ∪ {∗}) + tV (S ∪ {∗})− 2}.
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Figure 2. Any graph that is a subdivision of one of these graphs is bicyclic.
Subdivisions of the first are called tight handcuffs, of the second loose handcuffs
and of the the third theta graphs.
.
Since M(L(Z)) / {∗} =M(Z) for Z = U, V , this simplifies to
g(S) = min{tU(S) + tV (S)− 1, rM(S) + rN(S)}.
Note that tU(S)+tV (S) ≥ rM(S)+rN(S) with equality precisely when b(Z)S ∈ span(A(Z)S)
for Z = U and Z = V . Lemma 5.3 implies that this is equivalent to S being C(U)- and
C(V )-balanced. Therefore f = g. 
5.3. Matroids for R2oSO(2)-gain graphs. This section contains the specific details that
are needed to state and prove our characterization of generic symmetry-forced rigidity for
two dimensional frameworks whose symmetry groups consist of rotations and translations.
Definition 5.13 defines two matrices that will be used to prove Theorem 5.10. Lemma 5.16
gives the precise relationship between their matroids; it is the technical meat of our main
theorem. The glue that holds this lemma together is Remark 5.12, an extremely lucky
coincidence that lets us model the behavior of our symmetry group using complex arithmetic.
Recall that the Euclidean group E(d) can be expressed as the semidirect product E(d) =
Rd o O(d). More explicitly, the composition rule is (x1, A1)(x2, A2) = (x1 + A1x2, A1A2)
and the inverse of (x,A) is (−A−1x,A−1). The projection maps onto Rd and O(d) will be
respectively denoted pi1 and pi2. Note that only pi2 is a group homomorphism. If S is a
subgroup of O(d), then Rd o S is a subgroup of E(d).
Let (G, φ) be a gain graph whose gain group is a subgroup of R2oSO(2). Then (G, pi2 ◦φ)
is an SO(2)-gain graph. The goal of the rest of this subsection is to define the matroid
ML(G, φ) which will be an elementary lift of M(G, pi2 ◦ φ). In light of Proposition 5.1, it
will be enough to indicate which circuits of M(G, pi2 ◦ φ) are also circuits of ML(G, φ).
A graph is bicyclic if it is a subdivision of one of the three graphs shown in Figure 2.
Subdivisions of the first are called tight handcuffs, of the second loose handcuffs, and of the
third theta graphs. The circuits M(G, φ) for any gain graph consist of the balanced cycles
and the bicyclic subgraphs with no induced balanced cycle [28, Theorem 6.10.5].
Definition 5.8. Let (G, φ) be an S-gain graph and let B be a bicyclic subgraph. A covering
pair of walks is a pair (W1,W2) of closed walks in B, based at the same vertex, such that
every edge of B is visited between one and two times by the concatenation W1W2. We say
that B is Dutch if no cycle in B is balanced, and there exists a covering pair (W1,W2) of
walks such that φ(W1)φ(W2) = φ(W2)φ(W1).
Lemma 5.9. A bicyclic subgraph B of (G, φ) is Dutch if and only if for all covering pairs
(W1,W2) of walks, φ(W1)φ(W2) = φ(W2)φ(W1).
Proof. The “if” direction is trivial. To prove the “only if” direction, let (W1,W2) and
(W ′1,W
′
2) be covering pairs of walks and assume that φ(W1)φ(W2) = φ(W2)φ(W1). Let
v be the basepoint of Wi and v
′ of W ′i . If v = v
′, then {φ(Wi), φ(Wi)−1 : i = 1, 2} =
GENERIC SYMMETRY-FORCED INFINITESIMAL RIGIDITY: TRANSLATIONS AND ROTATIONS 15
{φ(W ′i ), φ(W ′i )−1 : i = 1, 2}. If two elements of a group commute with each other, then they
commute with each others’ inverses and so we may assume v 6= v′. This means that B is not
a tight handcuff. We may then without loss of generality assume that v and v′ have degree
at least three (following the convention that each loop edge contributes two to the degree of
its incident vertex), since if either has degree two, then we may contract one of the incident
edges and compose its gain with the gain of the other incident edge without changing φ(Wi)
or φ(W ′i ). This means that B is either the second or third graph pictured in Figure 2 with
vertex set {v, v′}. In either case, it is easy to check that φ(W1) and φ(W2) commute if and
only if φ(W ′1) and φ(W
′
2) commute. 
Theorem 5.10. Let S be a subgroup of R2 o SO(2) and let (G, φ) be an S-gain graph with
n ≥ 2 vertices. Define α : 2A(G) → {0, 1, 2, 3} as follows
α(F ) =

0 if F has a non-Dutch bicyclic subgraph containing no balanced cycle
3 if every cycle in F is balanced
2 if F has an unbalanced cycle and the gain of each cycle is a translation
1 otherwise.
Then (G, φ) is generically minimally infinitesimally rigid in R2 if and only if |A(G)| =
2|V (G)| − α(A(Kn(S))) and |F | ≤ 2|V (F )| − α(F ) for all F ⊆ A(G).
It is easy to infer α(A(Kn(S))) from the structure of S. If n ≥ 2, then α(A(Kn(S))) = 0
when S is non-Abelian, α(A(Kn(S))) = 1 when S is a rotation group, α(A(Kn(S))) = 2
when S is a translation group, and α(A(Kn(S))) = 3 when S is the trivial group. As a quick
sanity check for Theorem 5.10, note that Theorem 4.2, Laman’s Theorem, and [34, Theorem
5.2] are all immediate consequences.
Example 5.11. We will now consider a symmetric framework whose underlying symmetry
group is the wallpaper group with one degree-four rotation and no reflections nor glide-
reflections. Let {e1, e2} denote the standard basis of R2 and let A denote the matrix of a
counterclockwise rotation ninety degrees about the origin. Let S denote the subgroup of
E(2) generated by (e1, I), (e2, I) and (0, A). Figure 3 shows an S-symmetric framework, in
its classical representation and its gain graph representation. Theorem 5.10 tells us that the
graph underlying this framework is not generically rigid. To see this, note that every cycle
in the sub gain graph on vertices v1 and v2 is unbalanced with a translation gain. If the
entire framework were rigid, this subgraph should have at most two edges, but this is not the
case. If we replace the gain labels on the loops at v1 and v2 by (e1, A) and (e2, A), then the
resulting framework is rigid since then every induced bicyclic subgraph would be non-Dutch.
The remainder of this section proves Theorem 5.10. The main idea, which is fleshed out in
Proposition 5.17, is that when S ⊂ R2oSO(2), we can apply Theorem 5.7 since in this case
CMSn is a Hadamard product of two affine spaces. Definition 5.13 gives us matrices to describe
these affine spaces, and Lemma 5.16 describes their relevant combinatorial properties.
Let T denote the circle group, i.e. the set of unit-modulus complex numbers under multi-
plication. Define t : SO(2)→ T to be the group isomorphism given by t(A) = exp(iθ) where
θ is the angle of rotation of the matrix A. Define c : R2 → C to be the group isomorphism
given by c(x, y) = x+ iy.
Remark 5.12. Given A ∈ SO(2) and x ∈ R2, c(Ax) = t(A)c(x).
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(e1, I) (e2, I)
(0, A)
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Figure 3. Two frameworks with wallpaper symmetry. Here, A denotes
the matrix of a ninety-degree counterclockwise rotation and e1, e2 denote
the standard basis vectors of R2, and p(v1), p(v2), and p(v3) are respec-
tively (0.64, 0.12), (0.70, 0.43), and (0.91, 0.42). The framework below is
symmetry-forced rigid, whereas the framework above is not. One motion
of the framework above that maintains the symmetry comes from rotating
the points Tp(v1) and Tp(v2) counterclockwise about Tp(v3), where T ranges
over the symmetry group. An animation of this can be found at https:
//dibernstein.github.io/Supplementary_materials/symRigid.html.
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Definition 5.13. Let (G, φ) be an R2 o SO(2)-gain graph. Define M(G, φ) ∈ CA(G)×V (G)
by
M(G, φ)e,v :=

1 when e is not a loop and v = so(e)
−t(pi2(φ(e))) when e is not a loop and v = ta(e)
1− t(pi2(φ(e))) when e is a loop
0 otherwise.
Define ML(G, φ) ∈ CA(G)×(V (G)∪{∗}) by
ML(G, φ)e,v =
{
−c(pi1(φ(e))) when v = ∗
M(G, φ)e,v when v 6= ∗.
Remark 5.14. In Definition 5.13, the effect of reversing an arc e of G and inverting φ(e) is to
multiply the corresponding row of M(G, φ) and ML(G, φ) by −t(pi2(φ(e))−1). The statement
for ML(G, φ) follows via Remark 5.12 from the formula for inverting an element of E(d).
Example 5.15. Figure 4 shows an Ro SO(2)-gain graph (G, φ) alongside ML(G, φ).
v1 v2 v3
(x,A)
(y, A)
(0, A)
(y, A−1)
(0, I)

1− epii/2 0 0 −1− i
1− epii/2 0 0 −1 + i
1 −1 0 0
0 1 −epii/2 0
0 −epii/2 1 −1 + i

Figure 4. An R2 o SO(2)-gain graph (G, φ) alongside ML(G, φ). Here A is
the matrix of a pi/2-radian counterclockwise rotation about the origin, x =
(1, 1)T and y = (1,−1)T .
Given a matrix A ∈ KE×S, the matroid given by linear independence on the rows of A
will be denoted M(A). This is the same matroid as M(span(A)), the algebraic matroid
underlying the column span of A. We say that a linear form f : CE → C is supported
on S ⊆ E if the nonzero coefficients of f are at the coordinates indexed by S. Given
a matrix B ∈ CE×F∪{∗}, define Aff(B) := {Bx : x ∈ CF∪{∗} with x∗ = 1}. If A is the
column-submatrix of B consisting of the columns indexed by F , then M(Aff(B)) =M(A).
Lemma 5.16. Let (G, φ) be an R2 o SO(2)-gain graph and let C consist of all balanced
circuits and all Dutch bicyclic subgraphs of (G, φ). Then
(a) M(Aff(ML(G, φ))) =M(M(G, φ)) =M(G, pi2 ◦ φ),
(b) C is a linear class, and
(c) C(Aff(ML(G, φ))) = C; in other words M(G, pi2 ◦ φ)C =M(ML(G, φ)).
Proof. The first equality in (a) is clear and the second follows from [28, Lemma 6.10.11] since
the loops at a given vertex in G form a parallel class inM(G, pi2 ◦ φ). Item (b) follows from
(c). Proposition 5.1 tells us that (c) will follow if we show that for every S ⊆ A(G),
rank(ML(G, φ)S) =
{
rank(M(G, φ)S) if S is C-balanced
1 + rank(M(G, φ)S) otherwise.
(3)
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It is enough to show that (3) holds for every circuit of M(M(G, φ)). Let S be a circuit of
M(M(G, φ)). Up to scaling, there exists a unique linear form fS : CA(G) → C, supported on
S such that fS(z) = 0 whenever z = M(G, φ)x for some x ∈ CV (G). Let z∗ be the column of
ML(G, φ) indexed by ∗. Our task now is to show that S ∈ C if and only if fS(z∗) = 0. By
the second equality in (a), [28, Theorem 6.10.5] implies that S is either a balanced cycle of
(G, pi2 ◦ φ), or a bicyclic subgraph of (G, pi2 ◦ φ) with no balanced cycles.
We now introduce a family of linear forms that we will use to write fS explicitly. Let
W = e1, . . . , ek be a walk in G. Define the linear form gW (z) :=
∑k
i=1 aizei by
ai :=
{
t(pi2(φ(e1)φ(e2) · · ·φ(ei−1))) if ei traversed according to its orientation
−t(pi2(φ(ei)−1φ(e1)φ(e2) · · ·φ(ei−1))) otherwise
Then gW (z) is supported on a subset of W and when z = M(G, pi2◦φ)x, Remark 5.14 implies
gW (z) = xso(e1) − t(pi2(φ(e1) · · ·φ(ek)))xta(ek). (4)
In particular, if W = S is a balanced cycle of (G, pi2 ◦ φ), then (4) is supported on S and
evaluates to zero. Therefore fS = gS. In this case, it is a straightforward computation that
fS(z
∗) = 0 if and only if S is also balanced in (G, φ), i.e. if S ∈ C.
Now assume that S is a bicyclic subgraph of G with no induced cycle that is balanced in
(G, pi2 ◦ φ). Let (W1,W2) be a covering pair of walks of S. We claim that
fS = (1− t(pi2(φ(W2))))gW1 − (1− t(pi2(φ(W1))))gW2 . (5)
It follows from (4) that the above linear form indeed vanishes on all points of the form z =
M(G, φ)x. Moreover it is not identically zero since 1− c(pi2(φ(W2))), 1− c(pi2(φ(W1))) 6= 0,
as no cycles in S are balanced. Thus the claim is proven.
We now need to show that fS(z
∗) = 0 if and only if S is Dutch. Expanding and rearranging
terms in (5) gives
fS(z
∗) = gW1(z
∗) + t(pi2(φ(W1)))gW2(z
∗)− (gW2(z∗) + t(pi2(φ(W2)))gW1(z∗)).
If W is a walk in G, then Remark 5.12 implies gW (z
∗) = −c(pi1(φ(W )). From this, and one
more application of Remark 5.12, for i 6= j ∈ {1, 2} we have
gWi(z
∗) + t(pi2(φ(Wi)))gWj(z
∗) = −c(pi1(φ(Wi)φ(Wj))).
Since SO(2) is Abelian, Lemma 5.9 implies that fS(z
∗) = 0 if and only if S is Dutch. 
Proposition 5.17. Let S be a subgroup of R2oSO(2) and let M =M(Kn(S), pi2 ◦ψn). Let
C be the linear class of M consisting of all cycles that are balanced in (Kn(S), ψn), and all
bicyclic subgraphs of Kn(S) that are Dutch in (Kn(S), ψn). Then M(CMSn) =M(f) where
f : 2A(G) → Z is defined by
f(F ) =
{
2rM(F )− 1 if F is C-balanced
2rM(F ) otherwise.
Proof. We will denote the conjugate of a complex number or matrix z by z. If we apply the
following change of variables (letting i denote
√−1)
xu 7→ xu + yu
2
yu 7→ xu − yu
2i
,
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then the parameterization DSn of CM
S
n becomes
de = (xso(e) − tpi2ψn(e)xta(e) − cpi1ψn(e))(yso(e) − tpi2ψn(e)yta(e) − cpi1ψn(e)).
From this, it follows that CMSn = Aff(M
L(G, φ))?Aff(ML(G, φ)). Since complex conjugation
is a field automorphism, it does not change the underlying matroid. The proposition then
follows from Lemma 5.16 and Theorem 5.7. 
The last thing we need to prove Theorem 5.10 is the following formula for the rank function
of the matroid of a gain graph.
Lemma 5.18 ([48, Theorem 2.1(j)]). Let S be a group and let (G, φ) be an S-gain graph.
The rank function of M(G, φ) is
rM(G,φ)(S) =
∑
F∈C(S)
V (F )− β(F )
where β(F ) = 0 if F contains an unbalanced cycle, and β(F ) = 1 otherwise.
We are now ready to prove Theorem 5.10.
proof of Theorem 5.10. Let C and f be defined as in Proposition 5.17. Define g : 2A(G) → Z
by g(F ) = 2|V (F )| −α(F ). Proposition 5.17 implies that it suffices to showM(f) =M(g).
We begin by assuming that |C(F )| = 1. We will show that in this case f(F ) = g(F ). We
will repeatedly invoke Lemma 5.18 without explicitly saying so. If F is not C-balanced,
then f(F ) = 2rM(F ). In this case, either every cycle in F is balanced in (Kn(S), pi2 ◦ ψn),
or F contains a non-Dutch bicyclic subgraph with no balanced cycle. In the first case,
rM(F ) = |V (F )| − 1 and α(F ) = 2. In the second case, rM(F ) = |V (F )| and α(F ) = 0.
Either way, f(F ) = 2|V (F )|−α(F ). Now assume F is C-balanced. Then f(F ) = 2rM(F )−1.
If every cycle in F is balanced in (Kn(S), pi2 ◦ ψn), then rM(F ) = |V (F )| − 1 and α(F ) = 3.
Otherwise, rM(F ) = |V (F )| and α(F ) = 1. Again, f(F ) = 2|V (F )| − α(F ) in either case.
We now allow |C(F )| ≥ 2. For any F ⊆ E, it is easy to see that ∑F ′∈C(F ) f(F ′) ≤ f(F ).
It is also true that
∑
F ′∈C(F ) g(F
′) ≤ g(F ), and this can be seen as follows∑
F ′∈C(F )
g(F ′) = 2|V (F )| −
∑
F ′∈C(F )
α(F ′)
≤ 2|V (F )| − min
F ′∈C(F )
α(F ′)
= 2|V (F )| − α(F )
= g(F ).
So if F is independent in M(f), then for any F ′ ⊆ F ,
|F ′| =
∑
F ′′∈C(F ′)
|F ′′| ≤
∑
F ′′∈C(F ′)
f(F ′′) =
∑
F ′′∈C(F ′)
g(F ′′) ≤ g(F ′)
so F is independent inM(g). If F is dependent inM(f), then we without loss of generality
assume |F | > f(F ). In this case, some F ′ ∈ C(F ) satisfies |F ′| > f(F ′), since otherwise
|F | =
∑
F ′∈C(F )
|F ′| ≤
∑
F ′∈C(F )
f(F ′) ≤ f(F ).
But if F ′ ∈ C(F ), then f(F ′) = g(G′), thus implying that F is dependent in M(g). 
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