This chapter provides an overview of a series of multiple criteria optimization-based data mining methods, which utilize multiple criteria programming (MCP) 
introduCtion
Data mining has become a powerful information technology tool in today's competitive business world. As the sizes and varieties of electronic datasets grow, the interest in data mining is increasing rapidly. Data mining is established on the basis of many disciplines, such as machine learning, databases, statistics, computer science, and operations research. Each field comprehends data mining from its own perspective and makes its distinct contributions. It is this multidisciplinary nature that brings vitality to data mining. One of the application roots of data mining can be regarded as statistical data analysis in the pharmaceutical industry. Nowadays the financial industry, including commercial banks, has benefited from the use of data mining. In addition to statistics, decision trees, neural networks, rough sets, fuzzy sets, and vector support machines have gradually become popular data mining methods over the last 10 years. Due to the difficulty of accessing the accuracy of hidden data and increasing the predicting rate in a complex large-scale database, researchers and practitioners have always desired to seek new or alternative data mining techniques. This is a key motivation for the proposed multiple criteria optimization-based data mining methods.
The objective of this chapter is to provide an overview of a series of multiple criteria optimization-based methods, which utilize the multiple criteria programming (MCP) to solve classification problems. In addition to giving an overview, this chapter lists some data mining research challenges and opportunities for the data mining community. To achieve these goals, the next section introduces the basic notions and mathematical formulations for three multiple criteria optimization-based classification models: the multiple criteria linear programming model, multiple criteria quadratic programming model, and multiple criteria fuzzy linear programming model. The third section presents some real-life applications of these models, including credit card scoring management, classifications on HIV-1 associated dementia (HAD) neuronal damage and dropout, and network intrusion detection. The chapter then outlines research challenges and opportunities, and the conclusion is presented.
Multiple Criteria optiMization-BaSed ClaSSifiCation ModelS
This section explores solving classification problems, one of the major areas of data mining, through the use of multiple criteria mathematical programming-based methods (Shi, Wise, Luo, & Lin, 2001; Shi, Peng, Kou, & Chen, 2005) . Such methods have shown its strong applicability in solving a variety of classification problems (e.g., Kou et al., 2005; Zheng et al., 2004) .
Classification
Although the definition of classification in data mining varies, the basic idea of classification can be generally described as to "predicate the most likely state of a categorical variable (the class) given the values of other variables" (Bradley, Fayyad, & Mangasarian, 1999, p. 6) . Classification is a two-step process. The first step constructs a predictive model based on training dataset. The second step applies the predictive model constructed from the first step to testing dataset. If the classification accuracy of testing dataset is acceptable, the model can be used to predicate unknown data (Han & Kamber, 2000; Olson & Shi, 2005) .
Using the multiple criteria programming, the classification task can be defined as follows: for a given set of variables in the database, the boundaries between the classes are represented by scalars in the constraint availabilities. Then, the standards of classification are measured by minimizing the total overlapping of data and maximizing the distances of every data to its class boundary simultaneously. Through the algorithms of MCP, an "optimal" solution of variables (so-called classifier) for the data observations is determined for the separation of the given classes. Finally, the resulting classifier can be used to predict the unknown data for discovering the hidden patterns of data as possible knowledge. Note that MCP differs from the known support vector machine (SVM) (e.g., Mangasarian, 2000; Vapnik, 2000) . While the former uses multiple measurements to separate each data from different classes, the latter searches the minority of the data (support vectors) to represent the majority in classifying the data. However, both can be generally regarded as in the same category of optimization approaches to data mining.
In the following, we first discuss a generalized multi-criteria programming model formulation, and then explore several variations of the model.
A Generalized Multiple Criteria Programming Model Formulation
This section introduces a generalized multi-criteria programming method for classification. Simply speaking, this method is to classify observations into distinct groups based on two criteria for data separation. The following models represent this concept mathematically:
Given an r-dimensional attribute vector a=(a 1 ,...a r ), let A i =(A i1 ,...,A ir )∈R r be one of the sample records of these attributes, where i=1,...,n; n represents the total number of records in the dataset. Suppose two groups G 1 and G 2 are predefined. A boundary scalar b can be selected to separate these two groups. A vector X = (x 1 ,...,X r ) T ∈R r can be identified to establish the following linear inequations (Fisher, 1936; Shi et al., 2001 ):
To formulate the criteria and complete constraints for data separation, some variables need to be introduced. In the classification problem, A i X is the score for the i th data record. Let a i be the overlapping of two-group boundary for record A i (external measurement) and β i be the distance of record A i from its adjusted boundary (internal measurement). The overlapping a i means the distance of record A i to the boundary b if A i is misclassified into another group. For instance, in Figure 1 the "black dot" located to the right of the boundary b belongs to G 1 , but it was misclassified by the boundary b to G 2 . Thus, the distance between b and the "dot" equals a i . Adjusted boundary is defined as b-a * or b+a * , while a* represents the maximum of overlapping (Freed & Glover, 1981 , 1986 . Then, a mathematical function f(a) can be used to describe the relation of all overlapping a i , while another mathematical function g(β) represents the aggregation of all distances β i . The final classification accuracies depend on simultaneously minimizing f(a) and maximizing g(β). Thus, a generalized bi-criteria programming method for classification can be formulated as:
Subject to:
where A i , i = 1, …, n are given, X and b are unrestricted, and a= (a 1 ,...a n )
All variables and their relationships are represented in Figure 1 . There are two groups in Figure  1 : "black dots" indicate G 1 data objects, and "stars" indicate G 2 data objects. There is one misclassified data object from each group if the boundary scalar b is used to classify these two groups, whereas adjusted boundaries b-a * and b+a * separate two groups without misclassification.
Based on the above generalized model, the following subsection formulates a multiple criteria linear programming (MCLP) model and a multiple criteria quadratic programming (MCQP) model.
Multiple Criteria Linear and Quadratic Programming Model Formulation
Different forms of f(a) and g(β) in the generalized model will affect the classification criteria. Commonly f(a) (or g(β) ) can be component-wise and non-increasing (or non-decreasing) functions. For example, in order to utilize the computational power of some existing mathematical programming software packages, a sub-model can be set up by using the norm to represent f(a) and g (β) . This means that we can assume f(a) = ||a|| p and g(β) = ||β|| q . To transform the bi-criteria problems of the generalized model into a single-criterion problem, we use weights w a > 0 and w β > 0 for ||a|| p and ||β|| q , respectively. The values of w a and w β can be pre-defined in the process of identifying the optimal solution. Thus, the generalized model is converted into a single criterion mathematical programming model as:
Model 1: Minimize w a ||a|| p -w β ||β|| q Subject to:
where A i , i = 1, …, n are given, X and b are unrestricted, and a = (a 1 ,...,a n )
Based on Model 1, mathematical programming models with any norm can be theoretically defined. This study is interested in formulating a linear and a quadratic programming model. Let 
where A i , i = 1, …, n are given, X and b are unrestricted, and a=(a 1 ,...a n ) 
Remark
There are some issues related to MCLP and MCQP that can be briefly addressed here:
1. In the process of finding an optimal solution for MCLP problem, if some β i is too large with given w a > 0 and w β > 0 and all a i relatively small, the problem may have an unbounded solution. In the real applications, the data with large β i can be detected as "outlier" or "noisy" in the data preprocessing, which should be removed before classification. 2. Note that although variables X and b are unrestricted in the above models, X = 0 is an "insignificant case" in terms of data separation, and therefore it should be ignored in the process of solving the problem. For b = 0, however, may result a solution for the data separation depending on the data structure.
From experimental studies, a pre-defined value of b can quickly lead to an optimal solution if the user fully understands the data structure. 3. Some variations of the generalized model, such as MCQP, are NP-hard problems.
Developing algorithms directly to solve these models can be a challenge. Although in application we can utilize some existing commercial software, the theoretical-related problem will be addressed in later in this chapter.
Multiple Criteria Fuzzy Linear Programming Model Formulation
It has been recognized that in many decisionmaking problems, instead of finding the existing "optimal solution" (a goal value), decision makers often approach a "satisfying solution" between upper and lower aspiration levels that can be represented by the upper and lower bounds of acceptability for objective payoffs, respectively (Charnes & Cooper, 1961; Lee, 1972; Shi & Yu, 1989; Yu, 1985) . This idea, which has an important and pervasive impact on human decision making (Lindsay & Norman 1972) , is called the decision makers' goal-seeking concept. Zimmermann (1978) employed it as the basis of his pioneering work on FLP. When FLP is adopted to classify the 'good' and 'bad' data, a fuzzy (satisfying) solution is used to meet a threshold for the accuracy rate of classifications, although the fuzzy solution is a near optimal solution. According to Zimmermann (1978) , in formulating an FLP problem, the objectives (Minimize Σ i a i and Maximize Σ i β i ) and constraints (
of the generalized model are redefined as fuzzy sets F and X with corresponding membership functions µ F (x) and µ X (x) respectively. In this case the fuzzy decision set D is defined as D = F ∪ X, and the membership function is defined as µ D (x) ={µ F (x), µ X (x)}. In a maximal problem, x 1 is a "better" decision than x 2 if µ D (x 1 ) ≥ µ D (x 2 ) . Thus, it can be considered appropriately to select x
Let y 1L be Minimize Σ i a i and y 2U be Maximize Σ i β i , then one can assume that the value of Maximize Σ i a i to be y 1U and that of Minimize Σ i β i to be y 2L . If the "upper bound" y 1U and the "lower bound" y 2L do not exist for the formulations, they can be estimated. Let F 1 {x: y 1L ≤ Σ i a i ≤ y 1U } and F 2 {x: y 2L ≤ Σ i β i ≤ y 2U }and their membership functions can be expressed respectively by: 
Using the crisp constraint set X = {x: 
is a n efficient solution of a variation of the generalized model when f(a) = Σ i a i and g(β) = Σ i β i . Then, this problem is equivalent to the following linear program (He, Liu, Shi, Xu, & Yan, 2004) :
where A i , y 1L , y 1U , y 2L and y 2U are known, X and b are unrestricted, and a i , β i , ξ ≥ 0.
Note that Model 4 will produce a value of ξ with 1 > ξ ≥ 0. To avoid the trivial solution, one can set up ξ > ε ≥ 0, for a given ε. Therefore, seeking Maximum ξ in the FLP approach becomes the standard of determining the classifications between 'good' and 'bad' records in the database. A graphical illustration of this approach can be seen from Figure 2 ; any point of hyper plane 0 < ξ < 1 over the shadow area represents the possible determination of classifications by the FLP method. Whenever Model 4 has been trained to meet the given thresholdt, it is said that the better classifier has been identified.
A procedure of using the FLP method for data classifications can be captured by the flowchart of Figure 2 . Note that although the boundary of two classes b is the unrestricted variable in Model 4, it can be presumed by the analyst according to the structure of a particular database. First, choosing a proper value of b can speed up solving Model 4. Second, given a thresholdt, the best data separation can be selected from a number of results determined by different b values. Therefore, the parameter b plays a key role in this chapter to achieve and guarantee the desired accuracy ratet. For this reason, the FLP classification method uses b as an important control parameter as shown in Figure 2 .
real-life appliCationS uSing Multiple Criteria optiMization approaCheS
The models of multiple criteria optimization data mining in this chapter have been applied in credit card portfolio management (He et al., 2004; Kou, Liu, Peng, Shi, Wise, & Xu, 2003; Peng, Kou, Chen, & Shi, 2004; Shi et al., 2001; Shi, Peng, Xu, & Tang, 2002; Shi et al., 2005) , HIV-1-mediated neural dendritic and synaptic damage treatment (Zheng et al., 2004) , network intrusion detection (Kou et al., 2004a; Kou, Peng, Chen, Shi, & Chen. 2004b) , and firms bankruptcy analyses (Kwak, Shi, Eldridge, & Kou, 2006) . These approaches are also being applied in other ongoing real-life data mining projects, such as anti-gene and antibody analyses, petroleum drilling and exploration, fraud management, and financial risk evaluation. In order to let the reader understand the usefulness of the models, the key experiences in some applications are reported as below.
Credit Card Portfolio Management
The goal of credit card accounts classification is to produce a "blacklist" of the credit cardholders; this list can help creditors to take proactive steps to minimize charge-off loss. In this study, credit card accounts are classified into two groups: 'good' or 'bad'. From the technical point of view, we need first construct a number of classifiers and then choose one that can find more bad records. The research procedure consists of five steps. The first step is data cleaning. Within this step, missing data cells and outliers are removed from the dataset. The second step is data transformation. The dataset is transformed in accord with the format requirements of MCLP software (Kou & Shi, 2002) and LINGO 8.0, which is a software tool for solving nonlinear programming problems (LINDO Systems Inc.). The third step is datasets selection. The training dataset and the testing dataset are selected according to a heuristic process. The fourth step is model formulation and classification. The two-group MCLP and MCQP models are applied to the training dataset to obtain optimal solutions. The solutions are then applied to the testing dataset within which class labels are removed for validation. Based on these scores, each record is predicted as either bad (bankrupt account) or good (current account). By comparing the predicted labels with original labels of records, the classification accuracies of multiple-criteria models can be determined. If the classification accuracy is acceptable by data analysts, this solution will be applied to future unknown credit card records or applications to make predictions. Otherwise, data analysts can modify the boundary and attributes values to get another set of optimal solutions. The fifth step is results' presentation. The acceptable classification results are summarized in tables or figures and presented to end users. 
Credit Card Dataset
The credit card dataset used in this chapter is provided by a major U.S. bank. It contains 5,000 records and 102 variables (38 original variables and 64 derived variables). The data were collected from June 1995 to December 1995, and the cardholders were from 28 states of the United States. Each record has a class label to indicate its credit status: either 'good' or 'bad'. 'Bad' indicates a bankruptcy credit card account and 'good' indicates a good status account. Among these 5,000 records, 815 are bankruptcy accounts and 4,185 are good status accounts. The 38 original variables can be divided into four categories: balance, purchase, payment, and cash advance. The 64 derived variables are created from the original 38 variables to reinforce the comprehension of cardholders' behaviors, such as times over-limit in last two years, calculated interest rate, cash as percentage of balance, purchase as percentage to balance, payment as percentage to balance, and purchase as percentage to payment. For the purpose of credit card classification, the 64 derived variables were chosen to compute the model since they provide more precise information about credit cardholders' behaviors.
Experimental Results of MCLP
Inspired by the k-fold cross-validation method in classification, this study proposed a heuristic process for training and testing dataset selections. Standard k-fold cross-validation is not used because the majority-vote ensemble method used later on in this chapter may need hundreds of voters. If standard k-fold cross-validation was employed, k should be equal to hundreds. The following paragraph describes the heuristic process.
First, the bankruptcy dataset (815 records) is divided into 100 intervals (each interval has eight records). Within each interval, seven records are randomly selected. The number of seven is determined according to empirical results of k-fold cross-validation. Thus 700 'bad' records are obtained. Second, the good-status dataset (4,185 records) is divided into 100 intervals (each interval has 41 records). Within each interval, seven records are randomly selected. Thus the total of 700 'good' records is obtained. Third, the 700 bankruptcy and 700 current records are combined to form a training dataset. Finally, the remaining 115 bankruptcy and 3,485 current accounts become the testing dataset. According to this procedure, the total possible combinations of this selection equals (C 7 8 ×C 7 41 ) 100 . Thus, the possibility of getting identical training or testing datasets is approximately zero. The across-theboard thresholds of 65% and 70% are set for the 'bad' and 'good' class, respectively. The values of thresholds are determined from previous experience. The classification results whose predictive accuracies are below these thresholds will be filtered out.
The whole research procedure can be summarized using the following algorithm: Step 3: The classification score MCLP i = A i X * against of each observation in the Training set is calculated against the boundary b to check the performance measures of the classification.
Step 4: If the classification result of Step 3 is acceptable (i.e., the found performance measure is larger or equal to the given threshold), go to the next step. Otherwise, arbitrarily choose different values of control parameters (b, a*, β * ) and go to Step 1.
Step 5: Use X * = (x 1 * , x 2 * , . . . , x 64 * ) to calculate the MCLP scores for all A i in the Testing set and conduct the performance analysis. If it produces a satisfying classification result, go to the next step. Otherwise, go back to
Step 1 to reformulate the Training Set and Testing Set.
Step 6: Repeat the whole process until a preset number (e.g., 999) of different X * are generated for the future ensemble method.
End.
Using Algorithm 1 to the credit card dataset, classification results were obtained and summarized. Due to the space limitation, only a part (10 out of the total 500 cross-validation results) of the results is summarized in Table 1 . The columns "Bad" and "Good" refer to the number of records that were correctly classified as "bad" and "good," respectively. The column "Accuracy" was calculated using correctly classified records divided by the total records in that class.
For instance, 80.43% accuracy of Dataset 1 for bad record in the training dataset was calculated using 563 divided by 700 and means that 80.43% of bad records were correctly classified. The average predictive accuracies for bad and good groups in the training dataset are 79.79% and 78.97%, and the average predictive accuracies for bad and good groups in the testing dataset are 68% and 74.39%. The results demonstrated that a good separation of bankruptcy and good status credit card accounts is observed with this method.
Improvement of MCLP Experimental Results with Ensemble Method
In credit card bankruptcy predictions, even a small percentage of increase in the classification accuracy can save creditors millions of dollars. Thus it is necessary to investigate possible techniques that can improve MCLP classification results. The technique studied in this experiment is majority-vote ensemble. An ensemble consists of two fundamental elements: a set of trained classifiers and an aggregation mechanism that organizes these classifiers into the output ensemble. The aggregation mechanism can be an average or a majority vote (Zenobi & Cunningham, 2002 (Dietterich, 2000; Lam, 2000; Parhami, 1994; Bauer & Kohavi, 1999; Kuncheva, 2000) . Previous research has shown that an ensemble can help to increase classification accuracy and stability (Opitz & Maclin, 1999 Step 1: A committee of certain odd number of classifiers X * is formed.
Step 2: The classification score MCLP i = A i X * against each observation is calculated against the boundary b by every member of the committee. The performance measures of the classification will be decided by majorities of the committee. If more than half of the committee members agreed in the classification, then the prediction P i for this observation is successful, otherwise the prediction is failed.
Step 3: The accuracy for each group will be computed by the percentage of successful classification in all observations. End.
The results of applying Algorithm 2 are summarized in Table 2 . The average predictive accuracies for bad and good groups in the training dataset are 80.8% and 80.6%, and the average predictive accuracies for bad and good groups in the testing dataset are 72.17% and 76.4%. Compared with previous results, ensemble technique improves the classification accuracies. Especially for bad records classification in the testing set, the average accuracy increased 4.17%. Since bankruptcy accounts are the major cause of creditors' loss, predictive accuracy for bad records is considered to be more important than for good records.
Experimental Results of MCQP
Based on the MCQP model and the research procedure described in previous sections, similar experiments were conducted to get MCQP results. LINGO 8.0 was used to compute the optimal solutions. The whole research procedure for MCQP is summarized in Algorithm 3:
Algorithm 3
Input: The data set A = {A 1 , A 2 , A 3 ,…, A n }, boundary b Step 1: Generate the Training set and Testing set from the credit card data set.
Step 2 Step 3: The classification score MCQP i = A i X * against each observation is calculated against the boundary b to check the performance measures of the classification.
Step 4: If the classification result of Step 3 is acceptable (i.e., the found performance measure is larger or equal to the given threshold), go to the next step. Otherwise, choose different values of control parameters (b, a * , β * ) and go to Step 1.
Step 5: Use X * = (x 1 * , x 2 * ,..., x 64 * ) to calculate the MCQP scores for all A i in the test set and conduct the performance analysis. If it produces a satisfying classification result, go to the next step. Otherwise, go back to
Step 6: Repeat the whole process until a preset number of different X * are generated.
End.
A part (10 out of the total 38 results) of the results is summarized in Table 3 .
The average predictive accuracies for bad and good groups in the training dataset are 86.61% and 73.29%, and the average predictive accuracies for bad and good groups in the testing dataset are 81.22% and 68.25%. Compared with MCLP, MCQP has lower predictive accuracies for good records. Nevertheless, bad group classification accuracies of the testing set using MCQP increased from 68% to 81.22%, which is a remarkable improvement.
Improvement of MCQP with Ensemble Method
Similar to the MCLP experiment, the majorityvote ensemble discussed previously was applied to MCQP to examine whether it can make an improvement. The results are represented in 
Experimental Results of Fuzzy Linear Programming
Applying the fuzzy linear programming model discussed earlier in this chapter to the same credit card dataset, we obtained some FLP classification results. These results are compared with the decision tree, MCLP, and neural networks (see Tables 5 and 6 ). The software of decision tree is the commercial version called C5.0 (C5.0 2004), while software for both neural network and MCLP were developed at the Data Mining Lab, University of Nebraska at Omaha, USA (Kou & Shi, 2002) . Note that in both Table 5 and Table 6 , the columns T g and T b respectively represent the number of good and bad accounts identified by a method, while the rows of good and bad represent the actual numbers of the accounts.
Classifications on HIV-1 Mediated Neural Dendritic and Synaptic Damage Using MCLP
The ability to identify neuronal damage in the dendritic arbor during HIV-1-associated dementia (HAD) is crucial for designing specific therapies for the treatment of HAD. A two-class model of multiple criteria linear programming (MCLP) was proposed to classify such HIV-1 mediated neuronal dendritic and synaptic damages. Given certain classes, including treatments with brain-derived neurotrophic factor (BDNF), glutamate, gp120, or non-treatment controls from our in vitro experimental systems, we used the two-class MCLP model to determine the data patterns between classes in order to gain insight about neuronal dendritic and synaptic damages under different treatments (Zheng et al., 2004) . This knowledge can be applied to the design and study of specific therapies for the prevention or reversal of neuronal damage associated with HAD.
Database
The data produced by laboratory experimentation and image analysis was organized into a database composed of four classes (G1-G4), each of which • G1: Treatment with the neurotrophin BDNF (brain-derived neurotrophic factor, 0.5 ng/ml, 5 ng/ml, 10 ng/mL, and 50 ng/ml), this factor promotes neuronal cell survival and has been shown to enrich neuronal cell cultures (Lopez et al., 2001; Shibata et al., 2003) .
• G2: Non-treatment, neuronal cells are kept in their normal media used for culturing (Neurobasal media with B27, which is a neuronal cell culture maintenance supplement from Gibco, with glutamine and penicillinstreptomycin).
• G3: Treatment with glutamate (10, 100, and 1,000 M). At low concentrations, glutamate acts as a neurotransmitter in the brain. However, at high concentrations, it has been shown to be a neurotoxin by over-stimulating NMDA receptors. This factor has been shown to be upregulated in HIV-1-infected macrophages (Jiang et al., 2001 ) and thereby linked to neuronal damage by HIV-1 infected macrophages.
• G4: Treatment with gp120 (1 nanoM), an HIV-1 envelope protein. This protein could interact with receptors on neurons and interfere with cell signaling leading to neuronal damage, or it could also indirectly induce neuronal injury through the production of other neurotoxins (Hesselgesser et al., 1998; Kaul, Garden, & Lipton, 2001; Zheng et al., 1999) .
The nine attributes are defined as: The database used in this chapter contained 2,112 observations. Among them, 101 are on G1, 1,001 are on G2, 229 are on G3, and 781 are on G4.
Comparing with the traditional mathematical tools in classification, such as neural networks, decision tree, and statistics, the two-class MCLP approach is simple and direct, free of the statistical assumptions, and flexible by allowing decision makers to play an active part in the analysis (Shi, 2001) .
Results of Empirical Study Using MClp
By using the two-class model for the classifications on {G1, G2, G3, and G4}, there are six possible pairings: G1 vs. G2; G1 vs. G3; G1 vs. G4; G2 vs. G3; G2 vs. G4; and G3 vs. G4. In the cases of G1 vs. G3 and G1 vs. G4, we see these combinations would be treated as redundancies, therefore they are not considered in the pairing groups. G1 through G3 or G4 is a continuum. G1 represents an enrichment of neuronal cultures, G2 is basal or maintenance of neuronal culture, and G3/G4 are both damage of neuronal cultures. There would never be a jump between G1 to G3/G4 without traveling through G2. So, we used the following four two-class pairs: G1 vs. G2; G2 vs. G3; G2 vs. G4; and G3 vs. G4. The meanings of these two-class pairs are:
• G1 vs. G2 shows that BDNF should enrich the neuronal cell cultures and increase neuronal network complexity-that is, more dendrites and arbors, more length to dendrites, and so forth. • G2 vs. G3 indicates that glutamate should damage neurons and lead to a decrease in dendrite and arbor number including dendrite length.
• G2 vs. G4 should show that gp120 causes neuronal damage leading to a decrease in dendrite and arbor number and dendrite length. • G3 vs. G4 provides information on the possible difference between glutamate toxicity and gp120-induced neurotoxicity.
Given a threshold of training process that can be any performance measure, we have carried out the following steps:
Algorithm 4
Step 1 Step 2: The classification score MCLP i = A i X * against of each observation has been calculated against the boundary b to check the performance measures of the classification.
Step 3: If the classification result of Step 2 is acceptable (i.e., the given performance measure is larger or equal to the given threshold), go to Step 4. Otherwise, choose different values of control parameters (b, a * , β * ) and go to Step 1.
Step 4: For each class pair, use X * = (x 1
According to the nature of this research, we define the following terms, which have been widely used in the performance analysis as: TP (True Positive) = the number of records in the first class that has been classified correctly FP (False Positive) = the number of records in the second class that has been classified into the first class TN (True Negative) = the number of records in the second class that has been classified correctly FN (False Negative) = the number of records in the first class that has been classified into the second class The "positive" represents the first-class label while the "negative" represents the second-class label in the same class pair. For example, in the class pair {G1 vs. G2}, the record of G1 is "positive" while that of G2 is "negative." Among the above four measures, more attention is paid to sensitivity or false-positive rates because both measure the correctness of classification on classpair data analyses. Note that in a given a class pair, the sensitivity represents the corrected rate of the first class, and one minus the false positive rate is the corrected rate of the second class by the above measure definitions.
Considering the limited data availability in this pilot study, we set the across-the-board threshold of 55% for sensitivity [or 55% of (1-false positive rate)] to select the experimental results from training and test processes. All 20 of the training and test sets, over the four class pairs, have been computed using the above procedure. The results against the threshold are summarized in Tables  7 to 10 . As seen in these tables, the sensitivities for the comparison of all four pairs are higher than 55%, indicating that good separation among individual pairs is observed with this method. The results are then analyzed in terms of both positive predictivity and negative predictivity for the prediction power of the MCLP method on neuron injuries. In Table 7 , G1 is the number of observations predefined as BDNF treatment, G2 is the number of observations predefined as non-treatment, N1 means the number of observations classified as BDNF treatment, and N2 is the number of observations classified as nontreatment. The meanings of other pairs in Tables  8 to 10 can be similarly explained. In Table 7 Training Table 9 . Classification results with G2 vs. G4 Table 10 . Classification results with G3 vs. G4
for {G1 vs. G2}, both positive predictivity and negative predictivity are the same (61.80%) in the training set. However, the negative predictivity of the test set (98.60%) is much higher than that of the positive predictivity (3.78%). The prediction of G1 in the training set is better than that of the test set, while the prediction of G2 in test outperforms that of training. This is due to the small size of G1. In Table 3 for {G2 vs. G3}, the positive predictivity (68.48%) is almost equal to the negative predictivity (68.68%) of the training set. The positive predictivity (99.32%) is much higher than the negative predictivity (15.79%) of the test set. As a result, the prediction of G2 in the test set is better than in the training set, but the prediction of G3 in the training set is better than in the test set. The case of Table 9 for {G2 vs. G4} is similar to that of Table 8 for {G2 vs. G3}. We see that the separation of G2 in test (80.90%) is better than in training (65.88%), while the separation of G4 in training (66.45%) is better than in test (39.39%). In the case of Table 10 for {G3 vs. G4}, the positive predictivity (80.90%) is higher than the negative predictivity (75.16%) of the training set. Then, the positive predictivity (16.78%) is much lower than the negative predictivity (95.14%) of the test set. The prediction of G3 in training (80.90%) is better than that of test (16.78%), and the prediction of G4 in test (95.14%) is better than that of training (75.16%).
In summary, we observed that the predictions of G2 in test for {G1 vs. G2}, {G2 vs. G3}, and {G2 vs. G4} is always better than those in training. The prediction of G3 in training for {G2 vs. G3} and {G3 vs. G4} is better than those of test. Finally, the prediction of G4 for {G2 vs. G4} in training reverses that of {G3 vs. G4} in test. If we emphasize the test results, these results are favorable to G2. This may be due to the size of G2 (non-treatment), which is larger than all other classes. The classification results can change if the sizes of G1, G3, and G4 increase significantly.
Network Intrusion Detection
Network intrusions are malicious activities that aim to misuse network resources. Although various approaches have been applied to network intrusion detection, such as statistical analysis, sequence analysis, neural networks, machine learning, and artificial immune systems, this field is far from maturity, and new solutions are worthy of investigation. Since intrusion detection can be treated as a classification problem, it is feasible to apply a multiple-criterion classification model to this type of application. The objective of this experiment is to examine the applicability of MCLP and MCQP models in intrusion detection.
KDD Dataset
The KDD-99 dataset provided by DARPA was used in our intrusion detection test. The KDD-99 dataset includes a wide variety of intrusions simulated in a military network environment. It was used in the 1999 KDD-CUP intrusion detection contest. After the contest, KDD-99 has become a de facto standard dataset for intrusion detection experiments. Within the KDD-99 dataset, each connection has 38 numerical variables and is labeled as normal or attack. There are four main categories of attacks: denial-of-service (DOS), unauthorized access from a remote machine (R2L), unauthorized access to local root privileges (U2R), surveillance and other probing. The training dataset contains a total of 24 attack types, while the testing dataset contains an additional 14 types (Stolfo, Fan, Lee, Prodromidis, & Chan, 2000) . Because the number of attacks for R2L, U2R, and probing is relatively small, this experiment focused on DOS.
Experimental Results of MCLP
Following the heuristic process described in this chapter, training and testing datasets were selected: first, the 'normal' dataset (812,813 records) was divided into 100 intervals (each interval has 8,128 records). Within each interval, 20 records were randomly selected. Second, the 'DOS' dataset (247,267 records) was divided into 100 intervals (each interval has 2,472 records). Within each interval, 20 records were randomly selected. Third, the 2,000 normal and 2,000 DOS records were combined to form a training dataset. Because KDD-99 has over 1 million records, and 4,000 training records represent less than 0.4% of it, the whole KDD-99 dataset is used for testing. Various training and testing datasets can be obtained by repeating this process. Considering the previous high detection rates of KDD-99 by other methods, the across-the-board threshold of 95% was set for both normal and DOS. Since training dataset classification accuracies are all 100%, only testing dataset (10 out of the total 300 results) results are summarized in Table 11 (Kou et al., 2004a) . The average predictive accuracies for normal and DOS groups in the testing dataset are 98.94% and 99.56%.
Improvement of MCLP with Ensemble Method
The majority-vote ensemble method demonstrated its superior performance in credit card accounts classification. Can it improve the classification accuracy of network intrusion detection? To answer this question, the majority-vote ensemble was applied to the KDD-99 dataset. Ensemble results are summarized in Table 12 (Kou et al., 2004a) . The average predictive accuracies for normal and DOS groups in the testing dataset are 99.61% and 99.78%. Both normal and DOS predictive accuracies have been slightly improved.
Experimental Results of MCQP
A similar MCQP procedure used in credit card accounts classification was used to classify the KDD-99 dataset. A part of the results is summarized in Table 13 (Kou et al., 2004b) . These results are slightly better than MCLP.
Improvement of MCQP with Ensemble Method
The majority-vote ensemble was used on MCQP results, and a part of the outputs is summarized in Table 14 (Kou et al., 2004b 
Variations and Algorithms of Generalized Models
Given Model 1, if p=2, q=1, it will become a convex quadratic program which can be solved by using some known convex quadratic programming algorithm. However, when p=1, q=2, Model 1 is a concave quadratic program; and when p=2, q=2, we have Model 3 (MCQP), which is an indefinite quadratic problem. Since both concave quadratic programming and MCQP are NP-hard problems, it is very difficult to find a global optimal solution. We are working on both cases for developing direct algorithms that can converge to local optima in classification (Zhang, Shi, & Zhang, 2005) .
Kernel Functions for Data Observations
The generalized model in the chapter has a natural connection with known support vector machines (SVM) (Mangasarian, 2000; Vapnik, 2000) since they both belong to the category of optimization-based data mining methods. However, they differ from ways to identify the classifiers. As we mentioned before, while the multiple criteria optimization approaches in this chapter use the overlapping and interior distance as two standards to measure the separation of each observation in the dataset, SVM selects the minority of observations (support vectors) to represent the majority of the rest of the observations. Therefore, in the experimental studies and real applications, SVM may have a high accuracy in the training set, but a lower accuracy in the testing result. Nevertheless, the use of kernel functions in SVM has shown its efficiency in handling nonlinear datasets. How to adopt kernel functions into the multiple criteria optimization approaches can be an interesting research problem. Kou, Peng, Shi, and Chen (2006) activities that utilize multiple criteria decisionmaking methods to classification problems in data mining. Specifically, this chapter describes a variation of multiple criteria optimization-based models and applies these models to credit card scoring management, HIV-1 associated dementia (HAD) neuronal damage and dropout, and network intrusion detection as well as the potential in various real-life problems.
