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(or replaced!) by the ideas introduced here.
We show that it is easy to extend the existing library software for polynomial f to general f merely by a simple intervention: expanding f as a Chebyshev series and then converting the Chebyshev approximation to an ordinary polynomial. As seen through the lens of Chebyshev polynomials, there is no such thing as a "transcendental" function: all rootfinding problems are polynomial rootfinding problems.
In his book Applied Analysis (1956) [12] , Lanczos published the first example of the "Chebyshevization" of rootfinding. At a time when general polynomial solvers did not exist, he collapsed a cubic equation (hard) to a quadratic (easy!) by expanding the cubic as a Chebyshev series and then neglecting the third degree term.
In an earlier paper [5] , we extended Lanczos's strategy to complicated f (x). However, our earlier work was criticized because it did not provide estimates for the condition number of the conversion-to-powers step. Since Wilkinson's famous example of a very badly conditioned polynomial (well illustrated on pp. 330-331 of [1] ), all rightthinking numerical analysts have cringed at working with a polynomial expressed as a sum of powers of x. In this work, we show that, although there is some ill-conditioning, the convert-to-powers strategy is robust and reliable if the degree of the Chebyshev expansion is restricted to moderate N (i.e., N < 18 or so). By subdividing an interval with many roots into subintervals, and applying a separate Chebyshev expansion to each one, the Chebyshev-to-powers strategy can be applied to almost all functions which are analytic on a desired target interval.
Furthermore, there is an alternative strategy, discussed here for the first time, which allows extraction of roots from a polynomial h2N(Z) whose coefficients are simply those of the Chebyshev series. The ill-conditioning is completely eliminated. However, the degree of h2N (Z) is twice that of the truncated Chebyshev series from whence it came.
Figure 1 schematically summarizes our algorithm. The first issue is, How is the Chebyshev series computed? The answer is that f(x) must be evaluated at a set of discrete points on the target interval; the Chebyshev coefficients are then given by a matrix-vector multiply where the vector holds the set of grid-point values of f(x) and the elements of the matrix are trigonometric functions. The complete procedure is described in the appendix.
The second issue is, How does one determine when the truncation N is large enough? There is a well-established theory for doing this as reviewed in our book [6] and previous article [5] . The most systematic strategy mimics that of the ClenshawCurtis quadrature: the number of points is doubled until the approximation ceases to change; all previously used values of f(x) are reused by finer approximations so that nothing is wasted. We shall briefly review stopping criteria below.
The third issue is, How does one convert a truncated Chebyshev series to an ordinary polynomial? We offer two ways. In the "convert-to-powers" strategy, the coefficients of the powers of x are the product of an upper triangular matrix with the vector of Chebyshev coefficients; the matrix elements are integers computed by a simple recurrence.
The "degree-doubling" algorithm defines an associated polynomial whose degree is twice that of the truncation of the Chebyshev series. However, the real part of the roots of this polynomial which lie on the unit circle in the complex plane are the roots of f(x) on the real interval x e [a, b].
The fourth issue is, Given that the roots of a polynomial are notoriously sensitive to small perturbations to the coefficients of the powers of x, how ill-conditioned is the convert-to-powers algorithm? The answer is that if the Chebyshev degree is restricted, the roots of the polynomial on the target interval will be very good approximations to those of the truncated Chebyshev series, whose zeros are in turn very good approximations to those of the original f(x). Small errors can easily be corrected by one or two secant or Newton iterations with f(x). If the interval is large and has many roots, it may be necessary to subdivide the interval into subdomains and compute a different moderate degree Chebyshev series on each. With these precautions of degree restriction and interval subdivision followed by iteration with f(x) itself, the convert-to-powers algorithm can yield roots to full machine precision. If f(x) is expensive to evaluate, the best strategy is to restrict N to be a power of two. In this case, all previously computed grid-point values of f(x) can be reused when N is doubled so that the maximum number of evaluations of f is never more than the smallest (power-of-two) N for which the "stopping criteria," is met. A similar strategy is employed in the adaptive, spectrally accurate Clenshaw-Curtis quadrature scheme [6] .
As explained in [6] , Chebyshev series for a function f which is analytic on the interval x E [a, b] converge geometrically fast; that is, the jth term (and also the absolute value of the jth coefficient) are bounded by pJ for some p < 1. One can also use a grid-point value criterion which is given here for the first time:
where the difference is calculated for all the points on the grid of (2N + 1) points which are not on the coarser grid of (N + 1) points. (At points common to both grids, both interpolants equal f and therefore each other.) Since the error of fN tends to be a maximum roughly halfway between the points of the coarse grid, the difference at these intermediate points is likely to be quite close to the true maximum pointwise error of fN. Both these stopping criteria are very conservative; f2N will usually have an error much smaller than e with the grid-point criterion, which forces the error of the lower order approximation fN to be less than E. Reliability is built on conservative strategies, however.
Subdivision. As explained in the next section, conversion-to-powers is a well-conditioned process only if N is restricted to moderate degree. What if large N is needed to obtain an accurate Chebyshev approximation?
The answer is that one can divide the interval into subintervals. Our recommendation is to expand f on the entire interval first, even if this requires using large N. If the maximum degree that allows satisfactory conversion-to-powers is Nm,,, the asymptotic theory of Chebyshev expansions [6] suggests that one should subdivide into [N/Nma,] subintervals where the square brackets denote the integer closest to the ratio of N/Nm,,. Cautious arithmurgists are encouraged to use a somewhat larger number of subdivisions.
Once the split into subdomains has been made, the algorithm can be applied on each subinterval without modification. The elements can be computed by recurrence relation: Because the elements are integers, we can eliminate roundoff error in the recurrences by rounding to the nearest integer. Thus, for our purposes, the powers-of-x form is not ill-conditioned. The only difficulty is that the Chebyshev-to-powers matrix multiplication greatly magnifies small errors in the Chebyshev coefficients. Thus, when N is large, an alteration of e in the kth Chebyshev coefficient will produce changes of millions or billions of e in the coefficients of the powers-of-x form. This in turn will produce a comparable change in a simple root.
Scaling. Chebyshev expansions
We conclude that if N is restricted to moderate values, such as N < 18, by subdividing the original interval, then the Chebyshev-to-powers algorithm will be reasonably well-conditioned, where "reasonably" means that we lose no more than six --even decimal places to the ugly condition numbers of the transformation matrices Q -odd Q , and are still able to compute the roots to nine or ten decimal places.
Conversion to a polynomial, II: Degree-doubling.
An alternative method for deriving a polynomial from a truncated Chebyshev series is given by the following. Interpolation in powers around a circle in the complex plane. To generalize our method to the complex plane, the crucial fact is that a power series is optimal for interpolation in a disk in the complex plane in the same way that Chebyshev polynomials are optimal for interpolation on a real interval [9] . Interpolation by a series of Chebyshev polynomials on a real interval is replaced by interpolation of a series of powers of z on a circle in the complex z-plane. By applying interpolation-on-a-circle to many overlapping circles, polynomial rootsolvers can thus be applied to find roots of nontranscendental functions in arbitrary regions of the complex plane. Although they employ a different strategy to find roots within a circle, Delves and Lyness give a good discussion of such regional rootfinding methods [7] . 8. Rootfinding on the whole real axis. If a function f has an infinite numbers of roots on the real axis, it is obviously impractical to find them all numerically. However, it is often possible to find an asymptotic approximation to the roots of large Ix| and then numerically compute the finite number of roots for which lxl is too small for the asymptotic formula to be accurate. We shall not attempt detailed comparisons between our algorithm and theirs. The efficiency of both Kronecker-Picard and Lipschitz-test algorithms strongly depend upon subdivision strategies, numerical quadrature tactics, Lipschitz constant approximation schemes, and so on. These black boxes will significantly improve as further experience allows better "tuning."
Proof. The identity Tj(x) = cos(jt) when x = cos(t) plus cos(t) = (exp(it) + exp(it))/2 implies that N (22) fN(cos(t)) -E aj {exp(it) + exp(-it)} /2. j=o

Define (23) h2N (exp(it)) -2 exp(iNt)fg(cos(t)). Because exp(iNt) never vanishes, the roots of the product are identical with those of fN(cos(t)). Defining z = exp(it) and recalling exp(ijt) = [exp(it)
Instead, we will merely note that these algorithms require a large number of evaluations of f(x) because of the repeated subdivisions and also the numerical quadratures or Lipschitz constant approximations. In principle, the cost of these evaluations could be dramatically reduced by replacing f(x) by its Chebyshev interpolant. It follows that our ideas are perhaps complementary rather than competitive with subdivideand-test methods.
However, our algorithm is completely self-contained. Kronecker-Picard and Lipschitz-test algorithms are useful in an f -* Chebyshev approach only if these algorithms are superior to polynomial rootfinders. Are they? Alternatively, subdivideand-test methods will fail to benefit from replacement of f by its Chebyshev proxy only for problems where f is cheap to evaluate and the subdivide-and-test methods converge faster than polynomial rootfinders. Such comparisons are highly problemdependent and also implementation-dependent. We must leave these as open research questions.
10.
Summary and open problems. Our main conclusion is that by "Chebyshevizing" a function f(x), that is, by replacing f(x) by its Chebyshev interpolant, the availability of robust polynomial rootfinders can be leveraged into reliable software for finding the roots of a smooth, analytic but otherwise arbitrary function f(x) on a given real interval. Our Matlab subfunction that computes the roots using the convert-to-powers method has only 45 executable statements, and the degree-doubling algorithm is even shorter. Automation of subdivision would require a few additional lines, but the overall algorithms are commendably simple: all the complexity is in the polynomial rootfinder, which the user borrows from a software library.
By using an unbounded-interval-to-finite-interval mapping, the method easily generalizes to finding the real-valued roots of a function over the entire real axis if these roots are finite in number and the function is sufficiently smooth as Ix --+ 00 so that the transformed function is C'.
The "degree-doubling" method converts the truncated Chebyshev series of degree N into an ordinary polynomial of degree 2N whose coefficients are the same as the Chebyshev coefficients. This completely eliminates the ill-conditioning problem. However, because the degree is doubled, the computational cost is greater than for the convert-to-powers algorithm.
The convert-to-powers method has the flaw that it is mildly ill-conditioned. This difficulty can be cured by restricting N to moderate degree (less than 18) and subdividing the original target interval into as many subintervals as needed so that f(x) is well-approximated by a Chebyshev series of restricted degree on each subinterval. However, degree restriction and subdivision are annoying complications. The reward is that the polynomial rootfinder is only asked to solve a polynomial of degree N rather than 2N.
The numerical examples show that the convert-to-powers method is not as illconditioned as the norms of the conversion matrices would indicate. The reason is that, for a given problem, the true condition number depends upon the rate of convergence of the Chebyshev series as well as upon the matrix norms. The most extreme example is when f(x) is a polynomial of finite degree k so that all Chebyshev coefficients aj are zero for j > k. In this case, only the upper left (k + 1)/2 x (k + 1)/2 blocks of the transformation matrices have anything to operate on. The effective condition number is determined by these blocks and not by the actual size of N, which may be much larger. For the Bessel function example, the Chebyshev series of Jo is not identically zero for large degree, but the exponentially fast decrease of the Chebyshev coefficients does drastically reduce the effective condition number. An open problem is to develop a refined f-dependent condition number that takes the rate of Chebyshev convergence into account.
Because of the competing virtues and flaws of well-conditioned versus mildly illconditioned, fast versus slow, it is not possible to anoint either the degree-doubling or convert-to-powers algorithm as the "best" choice. What can be said is that both work well.
A minor unsolved problem, discussed at length in [5] but not here, is to find a good multiplicative scaling function when f(x) varies by many orders of magnitude on the search interval x e [a, b]. Because Chebyshev expansions are highly uniform in absolute error, there may be annoyingly large relative errors when f(x) is badly scaled in the sense of having huge maxima on some parts of the interval but only tiny peaks and valleys on other subintervals. In theory, this difficulty can always be solved by subdividing the interval into subintervals and applying the algorithm on each subdomain.
The major unsolved problem is to find a good direct way to find all the roots of a polynomial on a real interval when the polynomial is defined by its Chebyshev coefficients without prior conversion to powers-of-z form. If such an algorithm could be found, then both the convert-to-powers and degree-doubling procedures become unnecessary.
Seen through the lens of Chebyshev polynomial series, there is no such thing as a nonpolynomial function. Every f(x) is a truncated Chebyshev series in disguise. From the Chebyshev perspective, it is as easy to simultaneously find all roots of a function f(x) on a real interval, whether simple zeros or multiple roots, as it is for a polynomial.
