Suicide is a leading cause of death in the United States and is the second leading cause of death in the U.S. military. Previous research suggests that data obtained from social media networks may provide important clues for identifying at-risk individuals. To test this possibility, the social media profiles from 315 military personnel who died by suicide (n = 157) or other causes (n = 158) were coded for the presence of stressful life situations (i.e., triggers), somatic complaints or health issues (i.e., physical), maladaptive or avoidant coping strategies (i.e., behaviors), negative mood states (i.e., emotion), and/or negative cognitive appraisals (cognition). Content codes were subsequently analyzed using multilevel models from a dynamical systems perspective to identify temporal change processes characteristic of suicide death. Results identified temporal sequences unique to suicide, notably social media posts about triggers followed by more posts about cognitions, posts about cognitions followed by more posts about triggers, and posts about behaviors followed by fewer posts about cognitions. Results suggest that certain sequences in social media content may predict cause of death and provide an estimate of when a social media user is likely to die by suicide.
Suicide is a leading cause of death in the United States and is the second most common cause of death in the U.S. military (Nevin & Ritchie, 2013; Ritchie, 2003; Smolensky et al., 2014) . The rise in suicide rates in the U.S. military and general population during the past decade highlights the need for improved prevention. Efforts to date have included expanding access to mental health care and increasing suicide risk screening, especially across military health care settings. Implicit to suicide prevention is the assumption of change: Suicidal behavior emerges from a (prior) lower-risk state that can theoretically be blocked if the process of transition can be identified early enough. Consistent with the ideation-to-action framework (Klonsky & May, 2014) as well as traditional models of suicide, suicidal behaviors are widely presumed to be preceded by suicidal thoughts. This logic undergirds what is arguably the most widespread method for suicide risk screening and detection: assessing for the presence of current (or recent) suicidal thoughts or intentions, which typically occurs within the context of health care visits.
Accumulating data suggest, however, that the majority of individuals who die by suicide deny or do not report suicidal intent during their final visits with health care providers (Busch, Fawcett, & Jacobs, 2003; Coombs et al., 1992; Hall, Platt, & Hall, 1999; Kovacs, Beck, & Weissman, 1976) . Similar trends have been noted among military personnel (Smolensky et al., 2014) , which may be attributable in part to service members' concerns about the potential negative consequences of disclosing suicidal thoughts. Anestis and Green (2015) , for instance, found that a significantly larger proportion of soldiers endorsed suicide ideation on a screening tool when they were told that the screener would not be reviewed by a mental health professional as compared to when they were told that the screener would be reviewed. Epidemiological data further indicate that existing screening methods may be of limited utility because they are predominantly implemented in health care settings, but fewer than half of military personnel who die by suicide visit a health care provider in the month preceding their deaths (Trofimovich, Skopp, Luxton, & Reger, 2012) . The challenges inherent to suicide risk screening are further compounded by the dynamic nature of suicide risk itself (Bryan & Rudd, 2016) . If, for instance, suicide risk screening tools are administered during periods of relative calm, they could "miss" high-risk individuals.
From our perspective, variability in an outcome such as suicide is a function of several interrelated components: (1) stable temporal patterns, (2) the ability to move between stable patterns, and (3) perturbations that act upon the system, all a byproduct of attractor dynamics (Butner, Gagnon, Geuss, Lessard, & Story, 2015) . According to this perspective, systems generally have a point of stability or homeostatic balance over time that they will seek to maintain despite being knocked off balance by external forces (i.e., perturbations). In other words, systems are pulled toward (or attracted to) their homeostatic balance. If, however, the system experiences a large enough perturbation, it can be knocked so far off balance that a new set point for stability or homeostatic balance emerges. Although this new set point could be very different in many ways from the system's previous set point, the concept of attractor dynamics would nonetheless hold: the system would be attracted to this new set point.
As applied to suicide, attractor dynamics would imply that suicidal behavior can be understood as an outcome of both stable and dynamic properties. Individuals therefore tend to gravitate toward a homeostatic balance, but their risk level can fluctuate based on the ebb and flow of internal and external forces (also known as risk and protective factors). This homeostatic balance is often characterized by low risk for suicide. If an individual experiences a sufficiently strong combination of risk factors, however, they can be knocked very far from their homeostatic set point and become attracted to a different homeostatic set point characterized by high suicide risk. When this occurs, the individual experiences a stronger pull or attraction toward suicidal behavior. As an individual gets closer and closer to making a suicide attempt, the ebb and flow of their risk and protective factors should differ from the ebb and flow of these same risk and protective factors when in the original, lower-risk state, akin to the differences in the flow of water that characterizes a river (i.e., smooth, slow) as compared to the flow of water that characterizes a waterfall (i.e., turbulent, fast). Differences in the ebb and flow of risk and protective factors between low-risk and highrisk states could therefore provide important information about an individual's trajectory toward and proximity to suicidal behavior.
The concept of attractor dynamics aligns conceptually with the fluid vulnerability theory of suicide (Rudd, 2006) , which posits that suicide risk is best understood as a two-dimensional construct that is comprised of both baseline and acute dimensions of risk. Whereas baseline risk refers to the dimension of risk that persists over time, the acute dimension of risk refers to the dimension of risk that fluctuates on a moment-to-moment basis. Because of its emphasis on the process of suicide risk over time, the fluid vulnerability theory provides a model for understanding a critical 414 SOCIAL MEDIA AND SUICIDE RISK knowledge gap in suicide prevention: knowing when an individual is likely to attempt suicide and/or die by suicide. From a prevention and intervention perspective, the fluid vulnerability theory and attractor dynamics provide a basis for triaging an individual's level of risk and, by extension, implementing suicide prevention interventions that appropriately match the individual's point along the trajectory to suicide. For example, individuals with change patterns suggesting they are on a trajectory toward suicide but are relatively far from making the attempt (e.g., 12 months prior to death) may benefit from a relatively lowintensity intervention that enacts a small but important change in their overall trajectory. In contrast, individuals with change processes suggesting they are likely to make the attempt in the very near future (e.g., 1 month or less prior to death) may require a more intensive and aggressive intervention such as outpatient psychological treatment. By extension, individuals reporting or displaying suicide risk factors who manifest change processes suggesting they are not on a trajectory to suicide may be targeted for noncrisis interventions that may be better suited to their unique needs. In summary, the fluid vulnerability theory provides a conceptual basis for determining who should get which interventions when. The fluid vulnerability theory and attractor dynamics therefore provide a practical model for identifying and conceptualizing "warning signs" for suicide, which serve as indicators of short-term elevations in suicide risk, but have almost no empirical support (Rudd et al., 2006) . Our best clinical and prevention approaches are based on lists of risk factors with predictive time frames that can extend out 20 years (e.g., Brown, Beck, Steer, & Grisham, 2000) , but the notion of the warning sign implies short-term or imminent risk, on the order of days or weeks. Among military personnel, recent scientific progress indicates that the expression of suicidespecific beliefs such as perceived burdensomeness, perceived distress intolerance, and self-hatred are better predictors of suicide attempts than self-reported suicide ideation and could potentially signal near-term suicidal behavior (Bryan et al., 2014) . Despite these advances, there are no scientific studies that have identified reliable warning signs for suicide within time frames of greatest interest and relevance to clinicians and the general public (e.g., weeks to months). This is arguably the most significant gap in our current understanding of suicidal behaviors and is the single largest barrier to effective suicide prevention efforts. Innovative risk detection methods that do not depend on health care utilization or self-disclosure of suicidal thinking are therefore needed. One possible method for identifying and monitoring high-risk individuals is via social media networks (Luxton, June, & Fairall, 2012; Robinson et al., 2015) .
Some suicidal individuals post content about suicidal thoughts and other risk factors on their social media profiles (Cash, Thelwall, Peck, Ferrell, & Bridge, 2013) . Further, U.S. states with higher suicide rates also have higher rates of Twitter posts containing suicide-related content (Jashinsky et al., 2014) . Suicidal individuals also use the internet to share their suicidal thoughts and emotions with others and to seek informal support from others at a peer-to-peer level (Eichenberg, 2008; Scherr & Reinemann, 2016) . Thus, social media activity may hold particular promise as an indicator of suicide risk because its content can potentially reveal risk and protective factors that can be otherwise unobservable or difficult to assess, such as thoughts, feelings, health symptoms, relationship problems, and life stressors. As such, social media can potentially provide a uniquely large volume of data about multiple risk and protective factors. Furthermore, social media networks provide an avenue for users to post information in real-time, oftentimes with minimal restrictions or parameters, which can allow for observations at much greater frequency than typical in traditional research settings (e.g., dozens of observations per day as compared to one observation every few months). Social media data might therefore provide information about which individuals are following a trajectory toward suicide and, more importantly, provide information about where in that trajectory they are at a given point in time. In other words, social media data may be able to provide information about who is likely to die by suicide as well as when their suicide is likely to occur. Because many social media users engage in online behaviors on a daily, weekly, or monthly basis, social media provide a unique data set with sampling frequencies that are sufficiently high to model risk trajectories with much greater nuance and precision than the typical study.
The primary aim of this study was to describe and compare temporal change processes evident in military service members' social media posts in the year preceding their deaths. We specifically hypothesized that nonlinear change processes would (1) be different for those who died by suicide and (2) estimate the relative proximity of death. To accomplish this objective, we used data extracted from the social media accounts of service members who had died by suicide and service members who had died for reasons other than suicide. Both suicide and nonsuicide cases were included in order to identify change processes that may be unique to suicide. The analytic approach adopted in this study was based on dynamical systems theory (Butner et al., 2015) . Dynamical systems theory is an especially well-suited analytic approach for this study because it assumes emergence of a construct over time; it is therefore especially well-suited for testing hypotheses regarding who and when suicide occurs, as well as describing the temporal processes that lead up to suicide.
METHOD

Participants and Procedures
Participants included U.S. military service members who died between January 1, 2010, and December 31, 2011, and whose information was contained in the Suicide Data Repository (SDR), a database containing data from the National Death Index (NDI) and the Defense Casualty Analysis System (DCAS). A total of 700 records of service members who died by suicide and a total of 700 records of service members who died by a manner other than suicide (e.g., accident, natural causes, homicide) were extracted. Records in which the manner of death was difficult to determine (e.g., accidental discharge of firearms, accidental poisoning, or overdose) were excluded from the study to minimize the possibility of misclassification of cases. Demographic data, which were obtained from the Defense Manpower Data Center statistics, are reported in Table 1 for the suicide and control groups. Of the 1,400 identified participants, 482 (34.4%) had one or more social network profiles and 315 (22.5%) had publically available social media data that were able to be used for data analyses due to a lack of privacy restrictions. As compared to the full sample, the subsample with publically available social media data were significantly more likely to be married, v 2 (5) = 23.85, p < .001; in the Regular (vs. Reserve or National Guard) component of the military, v 2 (2) = 13.56, p < .001; and junior enlisted in rank, v 2 (4) = 40.00, p < .001. The suicide and control groups did not differ from each other on any demographic variable in the full sample or the subsample with social media profiles.
Personally identifiable information (PII) was collected from the NDI and DCAS, as well as personnel files from the Defense Manpower Data Center (DMDC). PII was sent to a social media vendor to conduct searches for publicly available online content from 22 distinct online sources: social networks (e.g., Facebook, Myspace, LinkedIn), microblogs (e.g., Twitter, Pinterest, Reddit), and blogs (e.g., Tumblr, LiveJournal). The most commonly used online platform, accounting for more than half of all the available data, was Facebook. For this effort, publicly available refers to information returned in searches that is not meaningfully restricted. No usernames or passwords were provided to the vendor; therefore, none of the information used in 416 SOCIAL MEDIA AND SUICIDE RISK this study was secured behind a password or required log-in or special access. The vendor used PII to gather as much publicly available content as possible through multiple mechanisms, including search engines, custom web crawlers, and social media aggregators. Although the vendor had access to participant identifiers, they did not receive information regarding each participant's manner of death. After the data were aggregated, the vendor leveraged its proprietary identity resolution process to indicate how the returned data are matched to the individual they searched. Data collected from online sources were restricted to information posted by participants during the year prior to their deaths. A social media report was next generated for each participant, at which point names and faces were redacted and all identifiable information were removed by the social media vendor. De-identified social media reports were subsequently sent to researchers at the National Center for Veterans Studies (NCVS) at The University of Utah for content coding. The information provided to coders included raw text and all images, similar to "screenshots" of participants' social media profiles with all names and faces redacted. A total of 15 undergraduate and graduate students were trained to review and code each social media entry for the presence or absence of 36 risk factors for suicide (see description that follows). Codes were based on all available information, including raw text and images. If, for example, a user posted text describing alcohol consumption, the post was coded for alcohol use content. Similarly, if a user posted a picture of him-or herself drinking alcohol, the post was coded for alcohol use content. Each participant's social media report was reviewed by two coders, who reviewed each report independently and then compared their scores. Discrepancies in codes were discussed and resolved by the two coders. Where discrepancies could not be resolved, a final decision was made by a designated master coder. Interrater reliability coefficients ranged from 0.67 to 1.00, with a mean of 0.97 (SD = 0.06) and a median of 0.99: only two of the 36 variables achieved kappa coefficients lower than 0.90. To minimize bias, coders and all researchers at the NCVS were blind to manner of death. Upon completion of coding, manner of death was linked to each participant. . These 36 variables were rationally organized into five higher-order variables selected to align with the fluid vulnerability theory of suicide (Rudd, 2006) : triggers, cognition, behavior, physical symptom, and emotion. The 36 codes and five higher-order variables are listed in Table 2 , along with the operational definitions for the higher-order variables.
For this study, values for the five higher-order variables were created for each individual post by summing the scores of the lower-order variables, such that a larger value for a higher-order variable indicated the presence of multiple lower-order constructs in a single post. For example, a post containing content describing a significant loss and hopelessness would result in the following scores: trigger = 1, cognition = 1, behavior = 0, physical symptom = 0, and emotion = 0. A second post containing content describing alcohol use, insomnia, agitation, and anger would result in the following scores: trigger = 0, cognition = 0, behavior = 1, physical = 2, and emotion = 1. Scores from all posts within a calendar day were then summed, such that the resulting variables represented the total number of posts per day that contained each content domain. For example, if the two preceding examples were the only two posts on social media by a participant, his or her scores for the day would be trigger = 1, cognition = 1, behavior = 1, physical = 2, and emotion = 1. These daily values served as the primary unit of analysis.
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Data Analytic Approach
To describe stable and dynamic change processes across all five variables simultaneously while controlling for change within an individual participant from change between participants over time, we used a multilevel modeling approach informed by dynamical systems theory (Butner, Dyer, Malloy, & Kranz, 2014) . Specifically, we constructed a single multilevel model with a single outcome variable named change and specified an indicator variable for each of the five variables. As the outcome variable, change reflects the raw difference score between two adjacent time points (i.e., the score at the current time point subtracted from the score at the next time point). The use of indicator To test our hypothesis that the temporal relationships among the five variables could change as the date of death approached, we recentered the multilevel model with respect to the following time frames: 6 months, 3 months, 1 month, and 1 week prior to death, in order to ease interpretation. To accomplish this analyses, we subtracted the date of each individual social media post from the date of death. To account for the fact that social media posts can occur at irregular intervals of time, we additionally conducted these analyses with log-transformed dates. Results based on the log-transformed and nontransformed time values were nearly identical.
RESULTS
As expected for multiple domains of suicide risk, the five variables had moderateto-high intercorrelations (see Table 3 ). None of the five variables were significantly correlated with manner of death, however (rs < |.09|). Results of the multilevel models, centered at 6 months, 3 months, and 1 month prior to death, are summarized in Table 4 . Several patterns emerged. First, the effects for all five variables as predictors of change in themselves (designated by bold text) were statistically significant and negative in value, which indicates that each variable demonstrated temporal stability. Individual users therefore tended to "settle in" to a stable pattern of social media activity over time. The strength of this homeostatic pull toward stability was comparable among suicide and control cases.
Temporal Patterns that Differentiate Suicide from Control Cases
The following temporal patterns significantly differentiated suicide from control cases: cognition content predicting subsequent change in trigger content [sequence A; F(1, 31,430) = 9.44, p = .002], trigger content predicting subsequent change in cognition content [sequence B; F(1, 31,433) = 69.15, p < .001], physical content predicting subsequent change in cognition content [sequence C; F(1, 31,433) = 7.84, p = .005], cognition content predicting subsequent change in behavior content [sequence D; F(1, 31,398) = 9.10, p = .003], cognition content predicting subsequent change in physical Specifically, sequences A, B, and F tended to characterize suicide cases whereas sequences C, D, E, and G tended to characterize control cases. These differences are apparent in Figure 1 , which plots the simulated change processes associated with each of these seven sequences. In these figures, the y-axis depicts the predicted content of subsequent social media posts over time following a post containing a given content code. For example, sequence A is characterized by a peak at time point 2 among suicide cases, but is characterized by a relatively flat profile among control cases. This suggests that when participants who died by suicide posted negative appraisals (i.e., cognition), their posts on the following day tended to contain descriptions of stressful events (i.e., trigger). By contrast, when participants who died by nonsuicide causes posted negative appraisals, their posts on the next day tended to not describe stressful events. Of note, sequences A and B, specific to the suicide group, and sequences C and E, specific to the control group, entailed reciprocal change processes (i.e., variable 1 preceding change in variable 2 and variable 2 preceding change in variable 1). This suggests that participants who died by suicide showed a strong coupling between triggers and cognitions whereas participants who died of other causes showed a strong coupling between physical symptoms and cognitions. Finally, a very strong trend toward significance was observed for a previously unobserved sequence: behavior content predicting subsequent change in cognition content [sequence H; F(1, 31,050) = 3.45, p = .063]. As can be seen in for sequences B and F became increasingly positive among suicide cases as the date of death approached and the coefficient values for sequences C, E, and G became increasingly positive among control cases as the date of death approached. Taken together, these findings indicate that the in-phase temporal relationships characteristic of each group become more pronounced as the date of death nears. In Figure 1 , this strengthening among coupled variables is depicted by the increasing magnitude of peaks. The relative strength of these sequences might therefore signal both the likely manner of death (i.e., suicide vs. nonsuicide) as well as the relative imminence of death. In contrast to these sequences, sequence H (i.e., behavior predicting change in cognition) became increasingly negative among suicide cases as the date of death approached. This suggests an antiphase temporal change process, which means that when a participant posted content describing maladaptive coping strategies (i.e., behavior), their posts on the following day were less likely to contain negative appraisals (i.e., cognition). This particular sequence emerged approximately 1 month prior to suicide (see Table 4 ), but was not observed in the control group. The strengthening antiphase relationship of sequence H is depicted in Figure 1 by the increasingly deep valley among suicide cases. In contrast, control cases demonstrated a relatively flat profile, suggesting no temporal relationship between behavior and cognition.
DISCUSSION
Results of the present study indicated that, in a sample of U.S. military personnel, user-generated content on social media networks significantly differed according to manner of death (suicide vs. nonsuicide) and relative proximity to suicide death. These findings support the utility of social media data as a potential tool for identifying at-risk military personnel and estimating the imminence of their suicide risk, and provide important and practical clues about the process that leads up to suicide. With respect to the stable dimension of suicide risk, all five risk variables investigated in the present study (triggers, cognitions, emotions, behaviors, and physical symptoms) showed patterns of temporal stability around their individual set points, meaning that days with a high number of posts containing a given variable tended to be followed by days with a lower number of posts containing that same variable. Likewise, days with a low number of posts containing a given variable tended to be followed by days with a higher number of posts containing that same variable. In other words, social media posts containing content about triggers, cognitions, emotions, physical symptoms, and behaviors remained fairly constant over time, neither increasing nor decreasing among suicide cases. A similar pattern of stability was found for controls. Taken together, these findings indicate that service members tended to "settle in" to reasonably stable patterns of posting on social media networks, regardless of their manner of death. This aligns with a central premise of the fluid vulnerability theory, which is that suicide risk has stable properties over time (Rudd, 2006) . In contrast to these findings, several differences between suicides and controls were evident when considering the dynamic interplay among multiple risk variables during different time frames relative to the date of death. This also aligns with the fluid vulnerability theory, which further posits that suicide risk also has dynamic properties over time.
The first difference between suicides and controls was specific to the temporal relationships among triggers, emotions, and cognitions. Specifically, suicide cases were characterized by the following temporal sequences: descriptions of negative appraisals (cognitions) preceding descriptions of stressful life events (triggers), stressful life events (triggers) preceding descriptions of negative appraisals (cognitions), and stressful life events (triggers) preceding descriptions of negative mood states (emotions). These coupling relationships strengthened as users approached their death by suicide, such that posts containing trigger content were more frequently followed by posts containing cognition and emotion content as the user approached his or her suicide. These findings suggest that days on which social media posts about stressful life situations are followed by days with extreme or severe negative appraisals and emotions may signal a trajectory toward suicide. Our results further suggest that an increase in the frequency of posts containing negative appraisals and emotions that follow posts about stressful life situations may signal the approach of death by suicide, which suggests a destabilizing effect of triggers on cognitions and emotions (Butner et al., 2015) . In other words, as suicide neared, social media users tended to express a greater amount of psychological distress after talking about stressful life situations. This may reflect elevated reactivity and/or struggles with emotion regulation, two vulnerabilities associated with suicidal behavior (Antypa, Van der Does, & Penninx, 2010; Gratz & Gunderson, 2006) , in the final months, weeks, and days of life.
The second potential signal for eventual suicide entailed the reciprocal pattern between cognition and triggers: posts that described stressful life situations preceded posts containing negative appraisals and posts that contained negative appraisals also preceded posts describing stressful life situations. This suggests a positive feedback loop involving cognition and triggers among participants who died by suicide. These participants tended to post about a stressful situation then expressed negative beliefs within the next few days. If they posted about negative beliefs, they tended to subsequently post additional content about stressful situations, after which they tended to express even more about negative mood and beliefs. This "downward spiral" of triggers, emotions, and cognitions was evident as early as 6 months prior to suicide and became more pronounced as users approached their death by suicide. By contrast, control cases showed a positive feedback loop involving physical and cognition content, suggesting that these participants tended to describe somatic experiences then expressed negative beliefs soon after. If they posted about negative beliefs, they tended to subsequently post additional content about somatic experiences, after which they tended to describe more somatic experiences. It is possible that this temporal coupling of physical and cognitive content is due to the inclusion of participants who died of medical illness and other health conditions in the control group. Additional research is needed to further examine this possibility.
Our results also suggest that the temporal relationship of posts describing maladaptive behaviors followed by posts describing negative appraisals may signal imminent (i.e., within 1 month) death by suicide. Of note, this particular coupling sequence differed considerably from all other observed sequences in that behavior and cognition content during the month immediately before death by suicide showed an antiphase relationship, which means that posts about maladaptive behaviors were followed by fewer negative appraisals. Once this antiphase sequence emerged within the last month of life, it continued to strengthen up until day of the suicide. For example, users who typically express hopelessness or perceived burdensomeness but decrease or stop posting these sentiments immediately after describing alcohol use may be at significantly increased risk for suicide in the near future. This sequence aligns with the notion of automatic negative reinforcement, which refers to behaviors that serve the purpose of reducing or alleviating unpleasant psychological states (Nock & Prinstein, 2004 , 2005 . Among military personnel, recent studies indicate that automatic negative reinforcement is the primary motive for suicidal behavior (Bryan, Rudd, & Wertenberger, 2013) and increases the risk for repeated suicidal behavior following a first suicide attempt (Bryan, Rudd, & Wertenberger, 2016) . This sequence might therefore reflect an escalation of maladaptive coping in the final weeks of life.
Overall, results of the present study suggest that social media may be a useful tool for identifying individuals who subsequently die by suicide. Our results further 426 SOCIAL MEDIA AND SUICIDE RISK suggest that nonlinear change processes that are evident in user-generated social media content may be able to provide information about when suicidal behavior is likely to emerge, consistent with the core assumptions of the fluid vulnerability theory (Bryan & Rudd, 2016) . Our finding that specific temporal sequences of data may be applicable to algorithmic approaches based on automated analytic methods (e.g., machine learning), which will likely be necessary for scalable solutions in risk detection and monitoring. Specifically, the accuracy of automated methods could potentially be improved by enabling computerized algorithms to consider and/or identify particular temporal sequences in data points, as multiple data points may contain more information than individual data points considered in isolation. Because temporal sequencing could entail both positional adjacency (e.g., one post immediately before a second post) and/or temporal adjacency with positional separation (e.g., one post on Monday and a second post on Tuesday, with multiple posts occurring in between), additional research would be required to determine how different forms of temporal sequencing might influence the accuracy and performance of automated methods.
Conclusions based on these findings should be made cautiously in light of several limitations. First, the data used for the present study were limited to only those deceased service members who (1) had social media accounts, (2) used these social media accounts with some amount of frequency, (3) did not restrict public access to these social media accounts, and (4) had social media accounts that were not deleted after their deaths. Results therefore may not generalize to social media users more broadly. It is possible, for instance, that service members who use privacy control features on their social media accounts (e.g., limiting access to other, "friended" users) behave in different ways from those who do not use any privacy control features. Additional research is needed to determine the generalizability of results to the larger community of social media users. A second limitation of the present study relates to the restriction of data to the calendar years 2010 and 2011. Although these data are less than 5 years old, online social networks are characterized by rapid change and innovation. As a result, patterns of user behavior on social media platforms such as Facebook or Twitter may differ today as compared to 5 years ago. In addition, many social network platforms that are very popular today did not exist or were not in widespread use from 2010 to 2011 (e.g., Snapchat, Instagram). Conversely, other social media platforms in use 5 years ago are rarely used today and/or no longer exist (e.g., Myspace). The present study should be considered preliminary until it can be replicated using data obtained from a different period of time and/or different social media platforms.
Another limitation relates to the relatively small sample size. Although sufficient to detect meaningful results, larger samples are needed to examine more nuanced temporal patterns. For instance, change patterns associated with suicide may differ between men and women in meaningful ways. Similarly, differences in temporal trajectories may vary across different age groups. Larger samples are needed to determine whether the observed change processes are influenced by other relevant factors and variables. Fourth, results of the present study are based on a sample comprised entirely of deceased service members. Change processes associated with suicide were therefore identified in comparison with change processes associated with other manners of death as opposed to change processes associated with living controls. It is possible, for instance, that service members who died as a result of a disease behave in different ways on social media than service members who do not die. Fifth, our analyses were restricted to user-generated data only. Because social media networks allow for interactions among multiple individuals, it is possible that additional information regarding eventual suicide could be contained in the communications and posts of third parties (e.g., family, friends) who interact with or otherwise post content on users' social media profiles.
Finally, the present study did not employ cross-validation procedures to test the accuracy of the predictive model in an independent sample or a subsample of participants. Cross-validation was not used for two primary reasons, the first of which was the small sample size. Cross-validation in a subset of participants could have reduced our ability to detect meaningful patterns. Second, the primary purpose of this study was to determine whether data analyses based on a dynamic systems approach could predict manner of death and imminence of death; it was not to establish a predictive model for implementation in actual social media networks. In other words, the primary purpose was "proof of concept," not algorithm development. Nonetheless, cross-validation would have been a useful method for testing the validity of obtained results. Future studies are needed to further test the method used and evaluate the results.
Despite these limitations, the present study suggests that information about eventual suicide can be enhanced by considering the specific content of social media posts as well as the specific temporal sequencing of such data. In addition, modeling of nonlinear change processes may provide unique opportunities for (1) identifying service members at risk for dying by suicide and (2) determining how close they are to suicide. The present results provide a foundation for using social media data to determine who will die by suicide as well as when their suicide is likely to occur. 
