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VANISHING THEOREMS FOR THE HALF-KERNEL OF A DIRAC
OPERATOR
MAXIM BRAVERMAN
Abstract. We obtain a vanishing theorem for the half-kernel of a Dirac operator on a
Clifford module twisted by a sufficiently large power of a line bundle, whose curvature
is non-degenerate at any point of the base manifold. In particular, if the base manifold
is almost complex, we prove a vanishing theorem for the half-kernel of a spinc Dirac
operator twisted by a line bundle with curvature of a mixed sign. In this case we also
relax the assumption of non-degeneracy of the curvature. These results are generalization
of a vanishing theorem of Borthwick and Uribe. As an application we obtain a new proof
of the classical Andreotti-Grauert vanishing theorem for the cohomology of a compact
complex manifold with values in the sheaf of holomorphic sections of a holomorphic
vector bundle, twisted by a large power of a holomorphic line bundle with curvature of
a mixed sign.
As another application we calculate the sign of the index of a signature operator
twisted by a large power of a line bundle.
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1. Introduction
One of the most fundamental facts of complex geometry is the Kodaira vanishing the-
orem for the cohomology of the sheaf of sections of a holomorphic vector bundle twisted
by a large power of a positive line bundle. In 1962, Andreotti and Grauert [AG] ob-
tained the following generalization of this result to the case when the line bundle is not
necessarily positive. Let L be a holomorphic line bundle over a compact complex n-
dimensional manifold M . Suppose L admits a holomorphic connection whose curvature
FL has a least q negative and at least p positive eigenvalues at any point of M . Then the
Andreotti-Grauert theorem asserts that, for any holomorphic vector bundle W over M ,
the cohomology Hj(M,O(W ⊗ Lk)) of M with coefficients in the sheaf of holomorphic
sections of the tensor product W ⊗ Lk vanishes for k ≫ 0, j 6= q, q + 1, . . . , n − p. In
particular, if FL is non-degenerate at all points of M , then the number q of negative
eigenvalues of FL is independent of x ∈ M , and the Andreotti-Grauert theorem implies
that the cohomology Hj(M,O(W ⊗Lk)) vanishes for k ≫ 0, j 6= q.
If M,W and L are endowed with metrics, then the cohomology H∗(M,O(W ⊗Lk)) is
isomorphic to the kernel of the Dolbeault-Dirac operator
√
2(∂¯ + ∂¯
∗
) : A0,∗(M,W ⊗Lk)→ A0,∗(M,W ⊗Lk).
Here A0,∗(M,W ⊗ Lk) denotes the space of (0, ∗)-differential forms on M with values
in W ⊗ Lk. The Andreotti-Grauert theorem implies, in particular, that the restriction
of the kernel of the Dolbeault-Dirac operator on the space A0,odd(M,W ⊗ Lk) (resp.
A0,even(M,W ⊗ Lk)) vanishes provided the curvature FL is non-degenerate and has an
even (resp. an odd) number of negative eigenvalues at any point of M .
The last statement may be extended to the case when the manifold M is not complex.
First step in this direction was done by Borthwick and Uribe [BU], who showed that, ifM
is an almost Ka¨hler manifold and L is a positive line bundle over M , then the restriction
of the kernel of the spinc-Dirac operator Dk : A0,∗(M,Lk) → A0,∗(M,Lk) on the space
A0,odd(M,W ⊗Lk) vanishes for k ≫ 0. Moreover, they showed that, for any α ∈ KerDk,
“most of the norm” of α is concentrated in A0,0(M,Lk). This result generalizes the
Kodaira vanishing theorem to the case of an almost Ka¨hler manifolds.
One of the results of the present paper is the extension of the Borthwick-Uribe theorem
to the case when the curvature FL of L is not positive. In other words, we extend the
Andreotti-Grauert theorem to almost complex manifolds.
More generally, assume that M is a compact oriented even-dimensional Riemannian
manifold and let C(M) denote the Clifford bundle of M , i.e., a vector bundle whose fiber
at any point is isomorphic to the Clifford algebra of the cotangent space. Let E be a
self-adjoint Clifford module over M , i.e., a Hermitian vector bundle over M endowed with
a fiberwise action of C(M). Then (cf. Subsection 2.3) E possesses a natural grading
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E = E+⊕E−. Let L be a Hermitian line bundle endowed with a Hermitian connection ∇L
and let E be a Hermitian vector bundle overM endowed with an Hermitian connection ∇E .
These data define (cf. Section 2) a self-adjoint Dirac operatorDk : Γ(E⊗Lk)→ Γ(E⊗Lk).
The curvature FL of ∇L is an imaginary valued 2-form on M . If it is non-degenerate at
all points of M , then iFL is a symplectic form on M , and, hence, defines an orientation
of M . Our main result (Theorem 3.2) states that the restriction of the kernel of Dk to
Γ(E− ⊗ Lk) (resp. to Γ(E+ ⊗ Lk)) vanishes for large k if this orientation coincides with
(resp. is opposite to) the given orientation of M .
Our result may be considerably refined when M is an almost complex 2n-dimensional
manifold and the curvature FL is a (1, 1)-form onM . In this case, FL may be considered as
a sesquilinear form on the holomorphic tangent bundle toM . LetW be a Hermitian vector
bundle over M endowed with an Hermitian connection. Then (cf. Subsection 2.7) there
is a canonically defined Dirac operator Dk : A0,∗(M,W ⊗ Lk) → A0,∗(M,W ⊗ Lk). We
prove (Theorem 3.13) that if FL has at least q positive and at least p negative eigenvalues
at every point of M , then, for large k, “most of the norm” of any element α ∈ KerDk
is concentrated in
⊕n−p
j=q A0,j(M,W ⊗ Lk). In particular, if the sesquilinear form FL is
non-degenerate and has exactly q negative eigenvalues at any point of M , then “most
of the norm” of α ∈ KerDk is concentrated in A0,q(M,W ⊗ Lk), and, depending on
the parity of q, the restriction of the kernel of Dk either to A0,odd(M,W ⊗ Lk) or to
A0,even(M,W ⊗ Lk) vanishes. These results generalize both the Andreotti-Grauert and
the Borthwick-Uribe vanishing theorems. In particular, we obtain a new proof of the
Andreotti-Grauert theorem.
As another application of Theorem 3.2, we study the index of a signature operator
twisted by a line bundle having a non-degenerate curvature. We prove (Corollary 3.7)
that, if the orientation defined by the curvature of L coincides with (resp. is opposite to)
the given orientation of M , then this index is non-negative (resp. non-positive).
The proof of our main vanishing theorem (Theorem 3.2) is based on an estimate of the
square D2k of the twisted Dirac operator for large values of k. This estimate is obtained in
two steps. First we use the Lichnerowicz formula to compare D2k with the metric Laplacian
∆k =
(
∇E⊗Lk
)∗
∇E⊗Lk . Then we use the method of [GU, BU] to estimate the large k
behavior of the metric Laplacian.
Contents. The paper is organized as follows:
In Section 2, we briefly recall some basic facts about Clifford modules and Dirac oper-
ators. We also present some examples of Clifford modules which are used in the rest of
the paper.
In Section 3, we formulate the main results of the paper and discuss their applications.
The rest of the paper is devoted to the proof of these results.
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In Section 4, we present the proof of Theorem 3.2 (the vanishing theorem for the half-
kernel of a Dirac operator). The proof is based on two statements (Propositions 4.3 and
4.4) which are proven in the later sections.
In Section 5, we prove an estimate on the Dirac operator on an almost complex mani-
fold (Proposition 3.14) and use it to prove Theorem 3.13 (our analogue of the Andreotti-
Grauert vanishing theorem for almost complex manifolds). The proof is based on Propo-
sitions 4.4 and 5.1 which are proved in later sections.
In Section 6, we prove the Andreotti-Grauert theorem (Theorem 3.9).
In Section 7, we use the Lichnerowicz formula to prove Propositions 4.3, 5.1 and 5.4.
These results establish the connection between the Dirac operator and the metric Lapla-
cian. They are used in the proofs of Theorems 3.2, 3.13 and 3.9.
Finally, in Section 8, we apply the method of [GU, BU] to prove Proposition 4.4 (the
estimate on the metric Laplacian).
Acknowledgments. This paper grew out of our joint effort with Yael Karshon to under-
stand the possible applications and generalizations of the results of [BU]. I would like to
thank Yael Karshon for drawing my attention to this paper and for her help and support
during the work on this project. Many of the results of the present paper were obtained
in our discussions with Yael.
I would like to thank Joseph Bernstein and Gideon Maschler for valuable discussions.
2. Clifford modules and Dirac operators
In the first part of this section we briefly recall the definitions and some basic facts
about Clifford modules and Dirac operators. We refer the reader to [BGV, Du, LM] for
details. In our exposition we adopt the notations of [BGV].
In the second part of the section we present some examples of Clifford modules, which
will be used in the subsequent sections.
2.1. The Clifford bundle. Suppose (M, g) is an oriented Riemannian manifold of di-
mension 2n. For any x ∈M , we denote by C(T ∗xM) = C+(T ∗xM)⊕C−(T ∗xM) the Clifford
algebra of the cotangent space T ∗xM , cf. [BGV, §3.3].
The Clifford bundle C(M) of M (cf. [BGV, §3.3]) is the Z2-graded bundle over M ,
whose fiber at x ∈M is C(T ∗xM).
The Riemannian metric g induces the Levi-Civita connection ∇ on C(M) which is
compatible with the multiplication and preserves the Z2-grading on C(M).
2.2. Clifford modules. A Clifford module on M is a complex vector bundle E on M
endowed with an action of the bundle C(M). We write this action as
(a, s) 7→ c(a)s, where a ∈ Γ(M,C(M)), s ∈ Γ(M, E).
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A Clifford module E is called self-adjoint if it is endowed with a Hermitian metric such
that the operator c(v) : Ex → Ex is skew-adjoint, for any x ∈ M and any v ∈ T ∗xM .
A connection ∇E on a Clifford module E is called a Clifford connection if it is compatible
with the Clifford action, i.e., if for any a ∈ Γ(M,C(M)) and X ∈ Γ(M,TM),
[∇EX , c(a)] = c(∇Xa).
In this formula, ∇X is the Levi-Civita covariant derivative on C(M), and [∇EX , c(a)]
denotes the commutator of the operators ∇EX and c(a).
Suppose E is a Clifford module and W is a vector bundle over M . The twisted Clifford
module obtained from E by twisting with W is the bundle E ⊗ W with Clifford action
c(a)⊗ 1. Note that the twisted Clifford module E ⊗W is self-adjoint if and only if so is
E .
Let ∇W be a connection on W and let ∇E be a Clifford connection on E . Then the
product connection
∇E⊗W = ∇E ⊗ 1 + 1⊗∇W (2.1)
is a Clifford connection on E ⊗W.
2.3. The chirality operator. The natural grading. Let e1, . . . , e2n be an oriented
orthonormal basis of C(T ∗xM) and consider the element
Γ = in e1 · · · e2n ∈ C(T ∗xM)⊗ C. (2.2)
This element is independent of the choice of the basis, anti-commutes with any v ∈ T ∗xM ⊂
C(T ∗xM), and satisfies Γ
2 = −1, cf. [BGV, §3.2]. This element Γ is called the chirality
operator. We also denote by Γ the section of C(M) whose restriction to each fiber is equal
to the chirality operator.
Let E be a Clifford module, i.e. (cf. Subsection 2.2), a vector bundle over M endowed
with a fiberwise action of C(M). Set
E± = {v ∈ E : Γ v = ±v}. (2.3)
Then E = E+⊕E− is a graded module over C(M) in the sense that C+(M) · E± ⊂ E± and
C−(M) · E± ⊂ E∓.
We refer to the grading (2.3) as the natural grading on E . Note that this grading is
preserved by any Clifford connection on E . Also, if E is a self-adjoint Clifford module
(cf. Subsection 2.2), then the chirality operator Γ : E → E is self-adjoint. Hence, the
subbundles E± are orthogonal with respect to the Hermitian metric on E . In this paper
we endow all our Clifford modules with the natural grading.
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2.4. Dirac operators. The Dirac operator associated to a Clifford connection ∇E is
defined by the following composition
Γ(M, E) ∇E−−−→ Γ(M,T ∗M ⊗ E) c−−−→ Γ(M, E). (2.4)
In local coordinates, this operator may be written as D =
∑
c(dxi)∇E∂i . Note that D
sends even sections to odd sections and vice versa: D : Γ(M, E±)→ Γ(M, E∓).
Suppose that the Clifford module E is endowed with a Hermitian structure and consider
the L2-scalar product on the space of sections Γ(M, E) defined by the Riemannian metric
on M and the Hermitian structure on E . By [BGV, Proposition 3.44], the Dirac operator
associated to a Clifford connection ∇E is formally self-adjoint with respect to this scalar
product if and only if E is a self-adjoint Clifford module and ∇E is a Hermitian connection.
We finish this section with some examples of Clifford modules, which will be used later.
2.5. Spinor bundles. Assume that M is a spin manifold and let S = S+ ⊕ S− be a
spinor bundle over M (cf. [BGV, §3.3]). It is a minimal Clifford module in the sense
that any other Clifford module E may be decomposed as a tensor product
E = S ⊗W, (2.5)
where W = HomC(M)(S, E) and the action of the Clifford bundle C(M) is trivial on
the second factor of (2.5). In this case, the natural grading E = E+ ⊕ E− is defined by
E± = S± ⊗W.
The Riemannian metric on M induces the Levi-Civita connection ∇S on S, which is
compatible with the Clifford action. Moreover, a connection ∇E on the twisted Clifford
module E = S ⊗W is a Clifford connection if and only if
∇E = ∇S ⊗ 1 + 1⊗∇W (2.6)
for some connection ∇W on W.
Note that locally the spinor bundle and, hence, the decompositions (2.5), (2.6) always
exist. In particular, suppose that S˜ is a Clifford module whose fiber dimension is equal
to dimS = 2n. Then locally S˜ = S ⊗W for some locally defined complex line bundle W.
In this case S˜ is called a spinc vector bundle over M ([Du, Ch. 5], [LM, Appendix D]).
A Dirac operator on a spinc vector bundle is called a spinc Dirac operator.
2.6. The exterior algebra. Consider the exterior algebra ΛT ∗M =
⊕
iΛ
iT ∗M of the
cotangent bundle T ∗M . There is a canonical action of the Clifford bundle C(M) on ΛT ∗M
such that
c(v)α = v ∧ α − ι(v)α, v ∈ Γ(M,T ∗M), α ∈ Γ(M,ΛT ∗M). (2.7)
Here ι(v) denotes the contraction with the vector v∗ ∈ TxM dual to v.
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The chirality operator (2.2) coincides in this case (cf. [BGV, §3.6]) with the Hodge
∗-operator. Hence, the usual grading ΛT ∗M = ΛevenT ∗M ⊕ ΛoddT ∗M is not the natural
grading in the sense of Subsection 2.3. We will always consider ΛT ∗M with the natural
grading. The positive and negative elements of Γ(M,ΛT ∗M), with respect to this grading,
are called self-dual and anti-self-dual differential forms respectively.
The action (2.7) is self-adjoint with respect to the metric on ΛT ∗M defined by the Rie-
mannian metric on M . The connection induced on ΛT ∗M by the Levi-Civita connection
on T ∗M is a Clifford connection. The Dirac operator associated with this connection is
equal to d + d∗ and is called the signature operator, [BGV, §3.6]. If the dimension of M
is divisible by four, then its index is equal to the signature of the manifold M .
2.7. Almost complex manifolds. Assume that M is an almost complex manifold with
an almost complex structure J : TM → TM . Then J defines a structure of a complex
vector bundle on the tangent bundle TM . Let hTM be a Hermitian metric on TM ⊗ C.
The real part gTM = RehTM of hTM is a Riemannian metric on M . Note also that J
defines an orientation on M .
Let Λq = Λq(T 0,1M)∗ denote the bundle of (0, q)-forms on M and set
Λ+ =
⊕
q even
Λq, Λ− =
⊕
q odd
Λq.
Let λ1/2 be the square root of the complex line bundle λ = det T 1,0M and let S be the
spinor bundle over M associated to the Riemannian metric gTM . Although λ1/2 and S are
defined only locally, unless M is a spin manifold, it is well known (cf. [LM, Appendix D])
that the products S± ⊗ λ1/2 are globally defined and
Λ± = S± ⊗ λ1/2.
It follows that Λ is a spinc vector bundle over M (cf. Subsection 2.5). In particular, the
grading Λ = Λ+ ⊕ Λ− is natural.
The Clifford action of C(M) on Λ may be described as follows: if f ∈ Γ(M,T ∗M)
decomposes as f = f 1,0 + f 0,1 with f 1,0 ∈ Γ(M, (T 1,0M)∗) and f 0,1 ∈ Γ(M, (T 0,1M)∗),
then the Clifford action of f on α ∈ Γ(M,Λ) equals
c(f)α =
√
2
(
f 0,1 ∧ α − ι(f 1,0)α) . (2.8)
Here ι(f 1,0) denotes the interior multiplication by the vector field (f 1,0)∗ ∈ T 0,1M dual to
the 1-form f 1,0. This action is self-adjoint with respect to the Hermitian structure on Λ
defined by the Riemannian metric gTM on M .
The Levi-Civita connection ∇TM of gTM induces a Hermitian connection on λ1/2 and
on S. Let ∇M be the product connection (cf. Subsection 2.2),
∇M = ∇S ⊗ 1 + 1⊗∇λ1/2 .
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Then ∇M is a well-defined Hermitian Clifford connection on the spinc bundle Λ. Hence,
it gives rise to a self-adjoint spinc Dirac operator.
More generally, assume that W is a Hermitian vector bundle over M and let ∇W be
a Hermitian connection on W. Consider the twisted Clifford module E = Λ ⊗W. The
product connection ∇E = ∇Λ⊗W determines a Dirac operator D : Γ(M, E)→ Γ(M, E).
2.8. Ka¨hler manifolds. If (M,J, gTM) is a Ka¨hler manifold, then (cf. [BGV, Proposi-
tion 3.67]) the Dirac operator defined in (2.4) coincides with the Dolbeault-Dirac operator
D =
√
2
(
∂¯ + ∂¯
∗)
. (2.9)
Here ∂¯
∗
denotes the operator adjoint to ∂¯ with respect to the L2-scalar product on
A0,∗(M,W). Hence, the restriction of the kernel of D to A0,i(M,W) is isomorphic to
the cohomology H i(M,O(W)) of M with coefficients in the sheaf of holomorphic section
of W.
3. Vanishing theorems and their applications
In this section we state the main theorems of the paper. The section is organized as
follows:
In Subsection 3.1, we formulate our main result – the vanishing theorem for the half-
kernel of a Dirac operator (Theorem 3.2).
In Subsection 3.3, we briefly indicate the idea of the proof of Theorem 3.2.
In Subsection 3.5, we apply this theorem to calculate the sign of the signature of a
vector bundle twisted by a high power of a line bundle.
In Subsection 3.8, we refine Theorem 3.2 for the case of a complex manifold. In particu-
lar, we recover the Andreotti-Grauert vanishing theorem for a line bundle with curvature
of a mixed sign, cf. [AG, DPS].
Finally, in Subsection 3.12, we present an analogue of the Andreotti-Grauert theorem
for almost complex manifolds. This generalizes a result of Borthwick and Uribe [BU].
3.1. Twisting by a line bundle. The vanishing theorem. Suppose E is a self-adjoint
Clifford module over M . Recall from Subsection 2.3 that E = E+⊕E− denotes the natural
grading on E . Let L be a Hermitian line bundle over M , and let ∇L be a Hermitian
connection on L. The connection ∇E⊗Lk (cf. (2.1)) is a Hermitian Clifford connection on
the twisting Clifford module E ⊗ Lk. Consider the self-adjoint Dirac operator
Dk : Γ(M, E ⊗ Lk) → Γ(M, E ⊗ Lk)
associated to this connection and let D±k denote the restriction of Dk to the spaces
Γ(M, E± ⊗Lk).
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The curvature FL = (∇L)2 of the connection ∇L is an imaginary valued closed 2-form
on M . If it is non-degenerate, then iFL is a symplectic form on M and, hence, defines an
orientation of M . Our main result is the following
Theorem 3.2. Let E be a self-adjoint Clifford module over a compact oriented even-
dimensional Riemannian manifold M . Let ∇E ,L, ∇L, Dk be as above. Assume that the
curvature FL = (∇L)2 of the connection ∇L is non-degenerate at all points of M . If the
orientation defined by the symplectic form iFL coincides with the original orientation of
M , then
KerD−k = 0 for k ≫ 0. (3.1)
Otherwise, KerD+k = 0 for k ≫ 0.
The theorem is a generalization of a vanishing theorem of Borthwick and Uribe [BU],
who considered the case whereM is an almost Ka¨hler manifold,D is a spinc-Dirac operator
and L is a positive line bundle over M .
The theorem is proven in Section 4. Here we only explain the main ideas of the proof.
3.3. The scheme of the proof. Our proof of Theorem 3.2 follows the lines of [BU]. It
is based on an estimate from below on the large k behavior of the square D2k of the Dirac
operator. Using this estimate we show that, if the orientation defined by iFL coincides
with (resp. is opposite to) the given orientation of M , then, for large k, the restriction of
D2k to E−⊗Lk (resp. to E+⊗Lk) is a strictly positive operator and, hence, has no kernel.
This estimate for D2k is obtained in two steps. First we use the Lichnerowicz formula
(cf. Subsection 7.3) to compare D2k with the metric Laplacian ∆k = ∇E⊗Lk(∇E⊗Lk)∗.
Then it remains to study the large k behavior of the metric Laplacian ∆k. This is done
in Section 8. In fact, the estimate which we need is essentially obtained in [BU, GU].
Roughly speaking it says that ∆k grows linearly in k.
The proof of the estimate for ∆k also consists of two steps. First we consider the
principal bundle Z → M associated to the vector bundle E⊗L, and construct a differential
operator ∆˜ (horizontal Laplacian) on Z, such that the operator ∆k is “equivalent” to a
restriction of ∆˜ on a certain subspace of the space of L2-functions on the total space of
Z. Then we apply the a priory Melin estimates [Me] (see also [Ho, Theorem 22.3.3]) to
the operator ∆˜.
Remark 3.4. It would be very interesting to obtain an effective estimates of a minimal
value of k which satisfies (3.1) at least for the simplest cases (say, when E is a spinor
bundle over a spin manifold M). Unfortunately, such an estimate can not be obtained
using our method. This is because the Melin inequalities [Me], [Ho, Theorem 22.3.3] (see
also Subsection 8.3), used in our proof, contain a constant C, which can not be estimated
effectively.
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We will now discuss applications and refinements of Theorem 3.2. In particular, we will
see that Theorem 3.2 may be considered as a generalization of the vanishing theorems of
Kodaira, Andreotti-Grauert [AG] and Borthwick-Uribe [BU].
3.5. The signature operator. Recall from Subsection 2.6 that, for any oriented even-
dimensional Riemannian manifoldM , the exterior algebra ΛT ∗M of the cotangent bundle
is a self-adjoint Clifford module. The connection induced on ΛT ∗M by a Levi-Civita
connection on T ∗M is a Hermitian Clifford connection and the Dirac operator associated
to this connection is the signature operator d+ d∗.
Consider a twisted Clifford module E = ΛT ∗M ⊗W, where W is a Hermitian vector
bundle over M endowed with a Hermitian connection ∇W .
Let L be a Hermitian line bundle over M and let ∇L be an Hermitian connection on
L. The space Γ(M, E ⊗ Lk) of sections of the twisted Clifford module E ⊗ Lk coincides
with the space A∗(M,W ⊗ Lk) of differential forms on M with values in W ⊗ Lk. The
positive and negative elements of A∗(M,W⊗Lk) with respect to the natural grading are
called the self-dual and the anti-self-dual differential forms respectively.
Let Dk : A∗(M,W ⊗ Lk) → A∗(M,W ⊗Lk) denote the Dirac operator corresponding
to the tensor product connection ∇W⊗Lk on W ⊗Lk. Then
Dk = ∇W⊗Lk +
(
∇W⊗Lk
)∗
, (3.2)
where
(
∇W⊗Lk
)∗
denotes the adjoint of ∇W⊗Lk with respect to the L2-scalar product on
W ⊗Lk. The operator (3.2) is called the signature operator of the bundle W ⊗Lk.
LetD+k andD
−
k denote the restrictions ofDk on the spaces of self-dual and anti-self-dual
differential forms respectively.
As an immediate consequence of Theorem 3.2, we obtain the following
Theorem 3.6. SupposeM is a compact oriented even-dimensional Riemannian manifold.
Let W,∇W ,L,∇L, D±k be as above. Assume that the curvature FL = (∇L)2 of the
connection ∇L is non-degenerate at any point x ∈ M . If the orientation defined by iFL
coincides with the given orientation of M , then KerD−k = 0, for k ≫ 0.
Otherwise, KerD+k = 0, for k ≫ 0.
The index
indDk = dimKerD
+
k − dimKerD−k
of the Dirac operator Dk is called the signature of the bundle W ⊗Lk and is denoted by
sign(W⊗Lk). It depends only on the manifold M , its orientation and the bundleW⊗Lk
(but not on the choice of Riemannian metric on M and of Hermitian structures and
connections on the bundles W,L). If the bundles W and L are trivial, then it coincides
with the usual signature of the manifold M .
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From Theorem 3.6, we obtain the following
Corollary 3.7. LetW and L be respectively a vector and a line bundles over a compact
oriented even-dimensional Riemannian manifold M . Suppose that, for some Hermitian
metric on L, there exist a Hermitian connection, whose curvature FL is non-degenerate
at any point of M . If the orientation defined by the symplectic form iFL coincides with
the given orientation of M , then
sign(W ⊗Lk) ≥ 0 for k ≫ 0.
Otherwise, sign(W ⊗Lk) ≤ 0 for k ≫ 0.
3.8. Complex manifolds. The Andreotti-Grauert theorem. Suppose M is a com-
pact complex manifold,W is a holomorphic vector bundle over M and L is a holomorphic
line bundles over M . Fix a Hermitian metric hL on L and let ∇L be the Chern connection
on L, i.e., the unique holomorphic connection which preserves the Hermitian metric. The
curvature FL of ∇L is a (1, 1)-form which is called the curvature form of the Hermitian
metric hL.
The orientation condition of Theorem 3.2 may be reformulated as follows. Let (z1, . . . , zn)
be complex coordinates in the neighborhood of a point x ∈ M . The curvature FL may
be written as
iFL =
i
2
∑
i,j
Fijdz
i ∧ dzj .
Denote by q the number of negative eigenvalues of the matrix {Fij}. Clearly, the number
q is independent of the choice of the coordinates. We will refer to this number as the
number of negative eigenvalues of the curvature FL at the point x. Then the orientation
defined by the symplectic form iFL coincides with the complex orientation of M if and
only if q is even.
A small variation of the method used in the proof of Theorem 3.2 allows to get a
more precise result which depends not only on the parity of q but on q itself. In this
way we obtain a new proof of the following vanishing theorem of Andreotti and Grauert
[AG, DPS]
Theorem 3.9 (Andreotti-Grauert). Let M be a compact complex manifold and let
L be a holomorphic line bundle over M . Assume that L carries a Hermitian metric
whose curvature form FL has at least q negative and at least p positive eigenvalues at
any point x ∈ M . Then, for any holomorphic vector bundle W over M , the cohomology
Hj(M,O(W⊗Lk)) with coefficients in the sheaf of holomorphic sections ofW⊗Lk vanish
for j 6= q, q + 1, . . . , n− p and k ≫ 0.
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The proof is given in Subsection 6.2. In contrary to Theorem 3.2, the curvature FL in
Theorem 3.9 needs not be non-degenerate. If FL is non-degenerate, then the number q
of negative eigenvalues of FL does not depend on the point x ∈ M . Then we obtain the
following
Corollary 3.10. If, in the conditions of Theorem 3.9, the curvature FL is non-degenerate
and has exactly q negative eigenvalues at any point x ∈ M , then Hj(M,O(W ⊗ Lk))
vanishes for any j 6= q and k ≫ 0.
Note that, if L is a positive line bundle, Corollary 3.10 reduces to the classical Kodaira
vanishing theorem (cf., for example, [BGV, Theorem 3.72(2)]).
Remark 3.11. a. It is interesting to compare Corollary 3.10 with Theorem 3.2 for the case
whenM is a Ka¨hler manifold. In this case the Dirac operatorDk is equal to the Dolbeault-
Dirac operator (2.9). Hence (cf. Subsection 2.8), Theorem 3.2 implies that Hj(M,O(W⊗
Lk)) vanishes when the parity of j is not equal to the parity of q. Corollary 3.10 refines
this result.
b. If M is not a Ka¨hler manifold, then the Dirac operator Dk defined by (2.4) is
not equal to the Dolbeault-Dirac operator, and the kernel of Dk is not isomorphic to the
cohomology H∗(M,O(W ⊗ Lk)). However, we show in Section 6 that the operators Dk
and
√
(∂¯ + ∂¯
∗
) have the same asymptotic as k →∞. Then the vanishing of the kernel of
Dk implies the vanishing of the cohomology H
j(M,O(W ⊗Lk)).
c. In Theorem 3.9 the bundle W can be replaced by an arbitrary coherent sheaf F .
This follows from Theorem 3.9 by a standard technique using a resolution of F by locally
free sheaves (see, for example, [SS, Ch. 5] for similar arguments).
3.12. Andreotti-Grauert-type theorem for almost complex manifolds. In this
section we refine Theorem 3.2 assuming that M is endowed with an almost complex
structure J such that the curvature FL of L is a (1, 1) form on M with respect to J . In
other words, we assume that, for any x ∈M and any basis (e1, . . . , en) of the holomorphic
cotangent space (T 1,0M)∗, one has
iFL =
i
2
∑
i,j
Fije
i ∧ ej .
This section generalizes a result of Borthwick and Uribe [BU].
We denote by q the number of negative eigenvalues of the matrix {Fij}. As in Subsec-
tion 3.8, the orientation of M defined by the symplectic form iFL depends only on the
parity of q. It coincides with the orientation defined by J if and only if q is even.
We will use the notation of Subsection 2.7. In particular, Λ = Λ(T 0,1M)∗ denotes the
bundle of (0, ∗)-forms onM andW is a Hermitian vector bundle overM . Then E = Λ⊗W
is a self-adjoint Clifford module endowed with a Hermitian Clifford connection ∇E . The
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space Γ(M, E ⊗ Lk) of sections of the twisted Clifford module E ⊗ Lk coincides with the
space A0,∗(M,W ⊗Lk) of differential forms of type (0, ∗) with values in W ⊗Lk. Let
Dk : A0,∗(M,W ⊗Lk) → A0,∗(M,W ⊗Lk)
denote the Dirac operator corresponding to the tensor product connection on W ⊗Lk.
For a form α ∈ A0,∗(M,W⊗Lk), we denote by ‖α‖ its L2-norm and by αi its component
in A0,i(M,W ⊗Lk).
Theorem 3.13. Assume that the matrix {Fij} has at least q negative and at least p pos-
itive eigenvalues at any point x ∈ M . Then there exists a sequence ε1, ε2, . . . convergent
to zero, such that for any k ≫ 0 and any α ∈ KerD2k one has
‖αj‖ ≤ εk‖α‖, for j 6= q, q + 1, . . . , n− p.
In particular, if the form FL is non-degenerate and q is the number of negative eigen-
values of {Fij} (which is independent of x ∈ M), then there exists a sequence ε˜1, ε˜2, . . . ,
convergent to zero, such that α ∈ KerDk implies
‖α − αq‖ ≤ ε˜k‖αq‖.
Theorem 3.13 is proven in Subsection 5.5. The main ingredient of the proof is the
following estimate on Dk, which also has an independent interest:
Proposition 3.14. If the matrix {Fij} has at least q negative and at least p positive
eigenvalues at any point x ∈M , then there exists a constant C > 0, such that
‖Dk α‖ ≥ Ck1/2 ‖α‖,
for any k ≫ 0, j 6= q, q + 1, . . . , n− p and α ∈ A0,j(M,W ⊗Lk).
The proof is given in Subsection 5.2.
Remark 3.15. a. For the case when L is a positive line bundle, the Riemannian metric
on M is almost Ka¨hler and W is a trivial line bundle, Theorem 3.13 was established by
Borthwick and Uribe [BU, Theorem 2.3].
b. Theorem 3.13 implies that, if FL is non-degenerate, then KerDk is dominated by
the component of degree q. If α ∈ Γ(M, E−) (resp. α ∈ Γ(M, E+)) and q is even (resp.
odd) then αq = 0. So, we obtain the vanishing result of Theorem 3.2 for the case when
M is almost complex and FL is a (1, 1) form.
c. Theorem 3.13 is an analogue of Theorem 3.9. Of course, the cohomologyHj(M,O(W⊗
Lk)) is not defined if J is not integrable. Moreover, the square D2k of the Dirac operator
does not preserve the Z-grading on A0,∗(M,W ⊗Lk). Hence, one can not hope that the
kernel of Dk belongs to ⊕n−pj=qA0,j(M,W ⊗ Lk). However, Theorem 3.13 shows, that for
any α ∈ KerDk, “most of the norm” of α is concentrated in ⊕n−pj=qA0,j(M,W ⊗Lk).
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4. Proof of the vanishing theorem for the half-kernel of a Dirac
operator
In this section we present a proof of Theorem 3.2 based on Propositions 4.3 and 4.4,
which will be proved in the following sections.
The idea of the proof is to study the large k behavior of the square D2k of the Dirac
operator.
4.1. The operator J˜. We need some additional definitions. Recall that FL denotes the
curvature of the connection ∇L. In this subsection we do not assume that FL is non-
degenerate. For x ∈ M , define the skew-symmetric linear map J˜x : TxM → TxM by the
formula
iFL(v, w) = gTM(v, J˜xw), v, w ∈ TxM.
The eigenvalues of J˜x are purely imaginary. Note that, in general, J˜ is not an almost
complex structure on M .
Define
τ(x) = Tr+ J˜x := µ1 + · · ·+ µl, m(x) = min
j
µj(x). (4.1)
where iµj, j = 1, . . . , l are the eigenvalues of J˜x for which µj > 0. Note that m(x) = 0 if
and only if the curvature FL vanishes at the point x ∈M .
4.2. Estimate on D2k. Our estimate on the square D
2
k of the Dirac operator is obtained
in two steps: first we compare it to the metric Laplacian
∆k := (∇E⊗Lk)∗∇E⊗Lk ,
and then we estimate the large k behavior of ∆k. These two steps are the subject of the
following two propositions.
Proposition 4.3. Supposed that the differential form FL is non-degenerate. If the orien-
tation defined on M by the symplectic form iFL coincides with (resp. is opposite to) the
given orientation ofM , then there exists a constant C such that, for any s ∈ Γ(M, E−⊗Lk)
(resp. for any s ∈ Γ(M, E+ ⊗ Lk)), one has an estimate〈
(D2k −∆k) s, s
〉 ≥ −k 〈 (τ(x)− 2m(x)) s, s 〉− C ‖s‖2.
Here 〈·, ·〉 denotes the L2-scalar product on the space of sections and ‖ · ‖ is the norm
corresponding to this scalar product.
The proposition is proven in Subsection 7.3 using the Lichnerowicz formula (7.7).
In the next proposition we do not assume that FL is non-degenerate.
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Proposition 4.4. Suppose that FL does not vanish at any point x ∈ M . For any ε > 0,
there exists a constant Cε such that, for any k ∈ Z and any section s of the bundle E⊗Lk,
〈∆k s, s〉 ≥ k 〈(τ(x)− ε)s, s〉 − Cε ‖s‖2. (4.2)
Proposition 4.4 is essentially proven in [BU, Theorem 2.1]. The only difference is that
we do not assume that the curvature FL has a constant rank. This forces us to use the
original Melin inequality [Me] (see also [Ho, Theorem 22.3.3]) and not the Ho¨rmander
refinement of this inequality [Ho, Theorem 22.3.2]. That is the reason that ε 6= 0 appears
in (4.2). Note, [BU], that if FL has constant rank, then Proposition 4.4 is valid for ε = 0.
Proposition 4.4 is proven in Section 8.
4.5. Proof of Theorem 3.2. Assume that the orientation defined by iFL coincides with
the given orientation of M and s ∈ Γ(M, E−⊗L), or that the orientation defined by iFL
is opposite to the given orientation of M and s ∈ Γ(M, E+ ⊗ L). By Proposition 4.3,
〈D2k s, s〉 ≥ 〈∆k s, s〉 − k
〈
(τ(x)− 2m(x)) s, s〉 − C ‖s‖2. (4.3)
Choose
0 < ε < 2 min
x∈M
m(x)
and set
C ′ = 2min
x∈M
m(x)− ε > 0.
Since the metric Laplacian ∆k is a non-negative operator, it follows from (4.2) and (4.3)
that
〈D2k s, s〉 ≥ kC ′‖s‖2 − (C + Cε) ‖s‖2.
Thus, for k > (C + Cε)/C
′, we have 〈D2k s, s〉 > 0. Hence, Dks 6= 0. 
5. Proof of the vanishing theorem for almost complex manifolds
In this section we prove Theorem 3.13 and Proposition 3.14. The proof is very similar to
the proof of Theorem 3.2 (cf. Section 4). It is based on Proposition 4.4 and the following
refinement of Proposition 4.3:
Proposition 5.1. Assume that the matrix {Fij} (cf. Subsection 3.12) has at least q
negative eigenvalues at any point x ∈ M . For any x ∈ M , we denote by mq(x) > 0 the
minimal positive number, such that at least q of the eigenvalues of {Fij} do not exceed
−mq. Then there exists a constant C such that〈
(D2k −∆k)α, α
〉 ≥ −k 〈 (τ(x)− 2mq(x))α, α 〉 − C ‖α‖2
for any j = 0, . . . , q − 1 and any α ∈ A0,j(M,W ⊗Lk).
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The proposition is proven in Subsection 7.12.
5.2. Proof of Proposition 3.14. Choose 0 < ε < 2minx∈M mq(x) and set
C ′ = 2min
x∈M
mq(x)− ε.
Fix j = 0, . . . , q − 1 and let α ∈ A0,j(M,W ⊗ Lk). Since the metric Laplacian ∆k is a
non-negative operator, it follows from Propositions 4.4 and 5.1, that
〈D2k α, α〉 ≥ kC ′ ‖α‖2 − (C + Cε) ‖α‖2.
Hence, for any k > 2(C + Cε)/C
′, we have
‖Dk α‖2 = 〈D2k α, α 〉 ≥
kC ′
2
‖α‖2.
This proves Proposition 3.14 for j = 0, . . . , q− 1. The statement for j = n− p+1, . . . , n
may be proven by a verbatim repetition of the above arguments, using a natural analogue
of Proposition 5.1. (Alternatively, the statement for j = n−p+1, . . . , n may be obtained
as a formal consequence of the statement for j = 0, . . . , q − 1 by considering M with an
opposite almost complex structure). 
5.3. If the manifold M is not Ka¨hler, then the operator D2k does not preserve the Z-
grading on A0,∗(M,W ⊗Lk). However, the next proposition shows that the mixed degree
operator αi 7→ (D2kαi)j is, in a certain sense, small.
Proposition 5.4. There exists a sequence δ1, δ2, . . . , such that limk→∞ δk = 0 and
|〈D2k α, β〉| ≤ δk 〈D2k α, α〉 + δk 〈D2k β, β〉 + δkk ‖α‖2 + δkk ‖β‖2,
for any i 6= j and any α ∈ A0,i(M,W ⊗Lk), β ∈ A0,j(M,W ⊗Lk).
The proof of the proposition, based on the Lichnerowicz formula, is given in Subsec-
tion 7.13.
5.5. Proof of Theorem 3.13. Let α ∈ KerDk and fix j 6∈ q, q + 1, . . . , n − p. Set
β = α− αj . Then
0 = ‖Dk α‖2 = ‖Dk αj‖2 + 2Re 〈Dk αj , Dk β 〉 + ‖Dk β‖2.
Hence, it follows from Proposition 5.4, that
0 ≥ (1− 2δk) ‖Dk αj‖2 + (1− 2δk) ‖Dk β‖2 − 2δkk ‖αi‖2 − 2δkk ‖β‖2. (5.1)
If we assume now that k is large enough, so that 1 − 2δk > 0, then we obtain from (5.1)
and Proposition 3.14 that(
(1− 2δk)C2k − 2δkk
) ‖αi‖2 ≤ 2δkk ‖β‖2 ≤ 2δkk ‖α‖2.
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Thus
‖αi‖2 ≤ 2δk
(1− 2δk)C2 − 2δk ‖α‖
2.
Hence, Theorem 3.13 holds with εk =
√
2δk
(1−2δk)C2−2δk
. 
6. Proof of the Andreotti-Grauert theorem
In this section we use the results of Subsection 3.12 in order to get a new proof of the
Andreotti-Grauert theorem (Theorem 3.9).
Note first, that, if the manifold M is Ka¨hler, then the Andreotti-Grauert theorem
follows directly from Theorem 3.13. Indeed, in this case the Dirac operator Dk is equal
to the Dolbeault-Dirac operator
√
2(∂¯+ ∂¯
∗
). Hence, the restriction of the kernel of Dk to
A0,j(M,O(W ⊗Lk)) is isomorphic to the cohomology Hj(M,O(W ⊗Lk)).
In general, Dk 6=
√
2(∂¯ + ∂¯
∗
). However, the following proposition shows that those two
operators have the same “large k behavior”.
Recall from Subsection 3.12 the notation
E = Λ(T 0,1M)⊗W.
Proposition 6.1. There exists a bundle map A ∈ End (E) ⊂ End (E ⊗Lk), independent
of k, such that
√
2
(
∂¯ + ∂¯
∗)
= Dk + A. (6.1)
Proof. Choose a holomorphic section e(x) of L over an open set U ⊂ L. It defines a
section ek(x) of Lk over U and, hence, a holomorphic trivialization
U × C ∼−→ Lk, (x, φ) 7→ φ · ek(x) ∈ Lk (6.2)
of the bundle Lk over U . Similarly, the bundles W and W ⊗Lk may be identified over U
by the formula
w 7→ w ⊗ ek. (6.3)
Let hL and hW denote the Hermitian fiberwise metrics on the bundles L and W re-
spectively. Let hW⊗L
k
denote the Hermitian metric on W ⊗ Lk induced by the metrics
hL, hW . Set
f(x) := |e(x)|2, x ∈ U,
where | · | denotes the norm defined by the metric hL. Under the isomorphism (6.3) the
metric hW⊗L
k
corresponds to the metric
hk(·, ·) = fk hW(·, ·) (6.4)
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on W.
By [BGV, p. 137], the connection ∇L on L corresponds under the trivialization (6.2)
to the operator
Γ(U,C) → Γ(U, T ∗U ⊗ C); s 7→ ds+ kf−1∂f ∧ s.
Similarly, the connection on E ⊗ Lk = Λ(T 0,1M)∗ ⊗ W ⊗ Lk corresponds under the
isomorphism (6.3) to the connection
∇k : α 7→ ∇Eα + kf−1∂f ∧ α, α ∈ Γ(U,Λ(T 0,1U)∗ ⊗W|U )
on E|U . It follows now from (2.8) and (2.4) that the Dirac operator Dk corresponds under
(6.3) to the operator
D˜k : α 7→ D0α −
√
2kf−1ι(∂f)α, α ∈ A0,∗(U,W|U). (6.5)
Here ι(∂f) denotes the contraction with the vector field (∂f)∗ ∈ T 0,1M dual to the 1-form
∂f , and D0 stands for the Dirac operator on the bundle E = E ⊗ L0.
Let ∂¯
∗
k : A0,∗(U,W|U) → A0,∗−1(U,W|U) denote the adjoint of the operator ∂¯ with
respect to the scalar product on A0,∗(U,W|U) determined by the Hermitian metric hk on
W and the Riemannian metric on M . Then, it follows from (6.4), that
∂¯
∗
k = ∂¯ + kf
−1ι(∂f). (6.6)
By (6.5) and (6.6), we obtain
√
2
(
∂¯ + ∂¯
∗
k
) − D˜k = √2 (∂¯ + ∂¯∗0) − D0.
Set A =
√
2(∂¯+∂¯
∗
0)−D0. By [Du, Lemma 5.5], A is a zero order operator, i.e. A ∈ End (E)
(note that our definition of the Clifford action on Λ(T 0,1M)∗ and, hence, of the Dirac
operator defers from [Du] by a factor of
√
2).
6.2. Proof of Theorem 3.9. Let A ∈ End (E) be the operator defined in Proposition 6.1
and let
‖A‖ = sup
‖α‖=1
‖Aα‖, α ∈ A0,∗(M, E ⊗ Lk)
be the L2-norm of the operator A : A0,∗(M, E ⊗ Lk) → A0,∗(M, E ⊗ Lk). By Proposi-
tion 3.14, there exists a constant C > 0 such that
‖Dk α‖ ≥ Ck1/2 ‖α‖,
for any k ≫ 0, j 6= q, q + 1, . . . , n− p and α ∈ A0,j(M,W ⊗Lk). Then, if k > ‖A‖2/C2,
we have
‖
√
2(∂¯ + ∂¯
∗
)α‖ = ‖(Dk + A)α‖ ≥ ‖Dkα‖ − ‖A‖ ‖α‖ ≥
(
Ck1/2 − ‖A‖) ‖α‖ > 0,
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for any j 6= q, q + 1, . . . , n − p and 0 6= α ∈ A0,j(M,W ⊗ Lk). Hence, the restriction
of the kernel of the Dolbeault-Dirac operator to the space A0,j(M, E ⊗ Lk) vanishes for
j 6= q, q + 1, . . . , n− p. 
7. The Lichnerowicz formula. Proof of Propositions 4.3, 5.1 and 5.4
In this section we use the Lichnerowicz formula (cf. Subsection 7.3) to prove the
Propositions 4.3, 5.1 and 5.4.
Before formulating the Lichnerowicz formula, we need some more information about
the Clifford modules and Clifford connections (cf. [BGV, Section 3.3]).
7.1. The symbol map and the quantization map. Recall from Subsection 2.6 that
the exterior algebra ΛT ∗M has a natural structure of a self-adjoint Clifford module.
The Clifford bundle C(M) is isomorphic to ΛT ∗M as a bundle of vector spaces. The
isomorphism is given by the symbol map
σ : C(M) → ΛT ∗M, σ : a 7→ c(a)1.
The inverse of σ is called the quantization map and is denoted by c. If e1, . . . , e2n is an
orthonormal basis of T ∗xM , then (cf. [BGV, Proposition 3.5])
c(ei1 ∧ · · · ∧ eik) = c(ei1) · · · c(eik).
Note that σ is not a map of algebras, i.e., σ(ab) 6= σ(a)σ(b).
Assume now that E is a Clifford module. The composition of the quantization map
with the Clifford action of C(M) on E defines a map c : ΛT ∗M → End (E). Though this
map does not define the action of the exterior algebra on E (i.e. c(ab) 6= c(a)c(b)) it plays
an important role in differential geometry.
Let A(M) = Γ(M,ΛT ∗M) denote the space of smooth sections of ΛT ∗M , i.e., the
space of smooth differential forms on M . The quantization map induces an isomorphism
between A(M) and the space of sections of C(M). More generally, for any bundle E over
M , there is an isomorphism
A(M, E) ∼= Γ(M,C(M)⊗ E) (7.1)
between the space of differential forms on M with values in E and the space of smooth
sections of the tensor product C(M)⊗ E . Combining this isomorphism with the Clifford
action
c : Γ(M,C(M)⊗ E) → Γ(M, E),
we obtain a map c : A(M, E)→ E . Similarly, we have a map
c : A(M,End (E)) → End (E). (7.2)
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In this paper we will be especially interested in the restriction of the above map to the
space of 2-forms. In this case the following formula is useful
c(F ) =
∑
i<j
F (ei, ej) c(e
i) c(ej), F ∈ A2(M,End (E)), (7.3)
where (e1, . . . , e2n) is an orthonormal frame of the tangent space to M , and (e
1, . . . , e2n)
is the dual frame of the cotangent space.
7.2. The curvature of a Clifford connection. Let ∇E be a Clifford connection on a
Clifford module E and let
F E = (∇E)2 ∈ A2(M,End (E))
denote the curvature of ∇E .
Let EndC(M) (E) denote the bundle of endomorphisms of E commuting with the action
of the Clifford bundle C(M). Then the bundle End (E) of all endomorphisms of E is
naturally isomorphic to the tensor product
End (E) ∼= C(M)⊗ EndC(M) (E). (7.4)
By Proposition 3.43 of [BGV], F E decomposes with respect to (7.4) as
F E = RE + F E/S , RE ∈ A2(M,C(M)), F E/S ∈ A2(M,EndC(M) (E)). (7.5)
In this formula, F E/S is an invariant of ∇E called the twisting curvature of E , and RE is
determined by the Riemannian curvature R ofM . If (e1, . . . , e2n) is an orthonormal frame
of the tangent space TxM, x ∈ M and (e1, . . . , e2n) is the dual frame of the cotangent
space T ∗M , then
RE(ei, ej) =
1
4
∑
k,l
〈R(ei, ej)ek, el〉 c(ek) c(el).
Assume that S is a spinor bundle, E =W⊗S and the connection ∇E is given by (2.6).
Then A(M,EndC(M) (E)) ∼= A(M,End (W)). The twisting curvature F E/S is equal to the
curvature FW = (∇W)2 via this isomorphism (cf. [BGV, p. 121]). This explains why
F E/S is called the twisting curvature.
Let W be a vector bundle over M with connection ∇W and let FW = (∇W)2 denote
the curvature of this connection. The twisting curvature of the connection (2.1) on the
tensor product E ⊗W is the sum
F (E⊗W)/S = FW + F E/S . (7.6)
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7.3. The Lichnerowicz formula. Let E be a Clifford module endowed with a Hermitian
structure and let D : Γ(M, E)→ Γ(M, E) be a self-adjoint Dirac operator associated to a
Hermitian Clifford connection ∇E . Consider the metric Laplacian (cf. Subsection 4.2)
∆E = (∇E)∗∇E : Γ(M, E) → Γ(M, E),
where (∇E)∗ denotes the operator adjoint to ∇E : Γ(M, E)→ Γ(M,T ∗M⊗E) with respect
to the L2-scalar product. Clearly ∆
E is a non-negative self-adjoint operator.
The following Lichnerowicz formula (cf. [BGV, Theorem 3.52]) plays a crucial role in
our proof of vanishing theorems:
D2 = ∆E + c(F E/S) +
rM
4
, (7.7)
where rM stands for the scalar curvature of M and F
E/S is the twisting curvature of ∇E ,
cf. Subsection 7.2. The operator c(F E/S) is defied in (7.2) (see also (7.3)).
Let L be a Hermitian line bundle overM endowed with a Hermitian connection ∇L and
let ∇k = ∇E⊗Lk denote the product connection (cf. (2.1)) on the tensor product E ⊗ Lk.
It is a Hermitian Clifford connection on E ⊗ Lk. We denote by Dk and ∆k the Dirac
operator and the metric Laplacian associated to this connection. By (7.6), it follows from
the Lichnerowicz formula (7.7), that
D2k = ∆k + k c(F
L) + A, (7.8)
where FL = (∇L)2 is the curvature of ∇L and
A := c(F E/S) +
rM
4
∈ End (E) ⊂ End (E ⊗ Lk) (7.9)
is independent of L and k.
7.4. Calculation of c(FL). To compare D2k with the Laplacian ∆k we now need to
calculate the operator c(FL) ∈ End (E) ⊂ End (E ⊗ Lk). This may be reformulated as
the following problem of linear algebra.
Let V be an oriented Euclidean vector space of real dimension 2n and let V ∗ denote
the dual vector space. We denote by C(V ) the Clifford algebra of V ∗. Let E be a module
over C(V ). We will assume that E is endowed with a Hermitian scalar product such that
the operator c(v) : E → E is skew-symmetric for any v ∈ V ∗. In this case we say that E
is a self-adjoint Clifford module over V .
The space E possesses a natural grading E = E+ ⊕ E−, where E+ and E− are the
eigenspaces of the chirality operator with eigenvalues +1 and −1 respectively, cf. Subsec-
tion 2.3.
In our applications V is the tangent space TxM to M at a point x ∈ M and E is the
fiber of E over x.
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Let F be an imaginary valued antisymmetric bilinear form on V . Then F may be
considered as an element of V ∗ ∧ V ∗. We need to estimate the operator c(F ) ∈ End (E).
Here c : ΛV ∗ → C(V ) is the quantization map defined exactly as in Subsection 7.1 (cf.
[BGV, §3.1]).
Let us define the skew-symmetric linear map J˜ : V → V by the formula
iF (v, w) = 〈v, J˜w〉, v, w ∈ V.
The eigenvalues of J˜ are purely imaginary. Let µ1 ≥ · · · ≥ µl > 0 be the positive numbers
such that ±iµ1, . . . ,±iµl are all the non-zero eigenvalues of J˜ . Set
τ = Tr+ J˜ := µ1 + · · ·+ µl, m = min
j
µj.
By the Lichnerowicz formula (7.7), Proposition 4.3 is equivalent to the following
Proposition 7.5. Suppose that the bilinear form F is non-degenerate. Then it defines
an orientation of V . If this orientation coincides with (resp. is opposite to) the given
orientation of V , then the restriction of c(F ) onto E− (resp. E+) is greater than−(τ−2m),
i.e., for any α ∈ E− (resp. α ∈ E+)
〈c(F )α, α〉 ≥ −(τ − 2m) ‖α‖2.
We will prove the proposition in Subsection 7.11 after introducing some additional
constructions. Since we need these constructions also for the proof of Proposition 5.1, we
do not assume that F is non-degenerate unless this is stated explicitly.
7.6. A choice of a complex structure on V . By the Darboux theorem (cf. [Au,
Theorem 1.3.2]), one can choose an orthonormal basis f 1, . . . , f 2n of V ∗, which defines
the positive orientation of V (i.e., f 1 ∧ · · · ∧ f 2n is a positive volume form on V ) and such
that
iFLx =
l∑
j=1
rj f
j ∧ f j+n, (7.10)
for some integer l ≤ n and some non-zero real numbers rj . We can and we will assume
that |r1| ≥ |r2| ≥ · · · ≥ |rl|.
Let f1, . . . , f2n denote the dual basis of V .
Remark 7.7. If the vector space V is endowed with a complex structure J : V → V
compatible with the metric (i.e., J∗ = −J) and such that F is a (1, 1) form with respect
to J , then the basis f1, . . . , f2n can be chosen so that fj+n = Jfj, i = 1, . . . , n.
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Let us define a complex structure J : V → V on V by the condition fi+n = Jfi, i =
1, . . . , n. Then, the complexification of V splits into the sum of its holomorphic and
anti-holomorphic parts
V ⊗ C = V 1,0 ⊕ V 0,1,
on which J acts by multiplication by i and −i respectively. The space V 1,0 is spanned by
the vectors ej = fj−ifj+n, and the space V 0,1 is spanned by the vectors ej = fj+ifj+n. Let
e1, . . . , en and e1, . . . , en be the corresponding dual base of (V 1,0)∗ and (V 0,1)∗ respectively.
Then (7.10) may be rewritten as
iFLx =
i
2
n∑
j=1
rj e
j ∧ ej.
We will need the following simple
Lemma 7.8. Let µ1, . . . , µl and r1, . . . , rl be as above. Then µi = |ri|, for any i =
1, . . . , l. In particular,
Tr+ J˜ = |r1|+ · · ·+ |rl|.
Proof. Clearly, the vectors e1, . . . , en; e1, . . . , en form a basis of eigenvectors of J˜ and
J˜ ej = irj ej , J˜ ej = −irj ej for j = 1, . . . , l,
J˜ ej = J˜ ej = 0 for j = l + 1, . . . , n.
Hence, all the nonzero eigenvalues of J˜ are ±i|r1|, . . . ,±i|rl|.
7.9. Spinors. Set
S+ =
⊕
j even
Λj(V 0,1), S− =
⊕
j odd
Λj(V 0,1). (7.11)
Define a graded action of the Clifford algebra C(V ) on the graded space S = S+⊕ S− as
follows (cf. Subsection 2.7): if v ∈ V decomposes as v = v1,0 + v0,1 with v1,0 ∈ V 1,0 and
v0,1 ∈ V 0,1, then its Clifford action on α ∈ E equals
c(v)α =
√
2
(
v0,1 ∧ α − ι(v1,0)α) . (7.12)
Then (cf. [BGV, §3.2]) S is the spinor representation of C(V ), i.e., the complexification
C(V )⊗C of C(V ) is isomorphic to End (S). In particular, the Clifford module E can be
decomposed as
E = S ⊗W,
where W = HomC(V ) (S,E). The action of C(V ) on E is equal to a 7→ c(a) ⊗ 1, where
c(a) (a ∈ C(V )) denotes the action of C(V ) on S. The natural grading on E is given by
E± = S± ⊗W .
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To prove Proposition 7.5 it suffices now to study the action of c(F ) on S. The latter
action is completely described be the following
Lemma 7.10. The vectors ej1 ∧ · · · ∧ ejm ∈ S form a basis of eigenvectors of c(F ) and
c(F ) ej1 ∧ · · · ∧ ejm = ( ∑
j′ 6∈{j1,... ,jm}
rj′ −
∑
j′′∈{j1,... ,jm}
rj′′
)
ej1 ∧ · · · ∧ ejm.
Proof. Obvious.
7.11. Proof of Proposition 7.5. Recall that the orientation of V is fixed and that we
have chosen the basis f1, . . . , f2n of V which defines the same orientation. Suppose now
that the bilinear form F is non-degenerate. Then l = n in (7.10). It is clear, that the
orientation defined by iF coincides with the given orientation of V if and only if the
number q of negative numbers among r1, . . . , rn is even. Hence, by Lemma 7.10, the
restriction of c(F ) ∈ End (S) on Λj(V 0,1) ⊂ S is greater than −(τ − 2m) if the parity of
j and q are different. The Proposition 7.5 follows now from (7.11). 
7.12. Proof of Proposition 5.1. Assume that at least q of the numbers r1, . . . , rl are
negative and let mq > 0 be the minimal positive number such that at least q of these
numbers are not greater than −mq. It follows from Lemma 7.10, that
〈 c(F )α, α 〉 ≥ − (τ − 2mq) ‖α‖2,
for any j < q and any α ∈ Λj(V 0,1). Proposition 5.1 follows now from the Lichnerowicz
formula (7.7). 
7.13. Proof of Proposition 5.4. Let pii : A0,∗(M, E ⊗ Lk) → A0,i(M, E ⊗ Lk) denote
the projection and set
∇˜E⊗Lk =
∑
i
pii ◦ ∇E⊗Lk ◦ pii.
Denote ∆˜k = (∇˜E⊗Lk)∗∇˜E⊗Lk . Clearly, ∆˜k preserves the Z-grading on A0,∗(M, E ⊗ Lk).
It follows from the proof of Theorem 2.16 in [1], that there exists a sequence ε1, ε2, . . . ,
convergent to zero, such that
(1− εk) 〈 ∆˜k γ, γ 〉 − εkk ‖γ‖2 ≤ 〈∆k γ, γ 〉 ≤ (1 + εk) 〈 ∆˜k γ, γ 〉 + εkk ‖γ‖2,
for any γ in the domain of ∆k. Hence,
‖〈 (∆k − ∆˜k) γ, γ 〉‖
≤ εk 〈 ∆˜k γ, γ 〉 + εkk ‖γ‖2 ≤ εk
∑
i
〈∆k piiγ, piiγ 〉 + εkk ‖γ‖2.
VANISHING THEOREMS FOR THE HALF-KERNEL OF A DIRAC OPERATOR 25
Suppose now that γ = α + β, where α ∈ Domi(D2k), β ∈ Domj(D2k), i 6= j. Then
‖ 2Re〈∆k α, β 〉 ‖ = ‖ 2Re〈 (∆k − ∆˜k)α, β 〉 ‖
≤ ‖ 〈 (∆k − ∆˜k) γ, γ 〉 ‖ + ‖ 〈 (∆k − ∆˜k)α, α 〉 ‖ + ‖ 〈 (∆k − ∆˜k) β, β 〉 ‖
≤ 2εk 〈∆k α, α 〉 + 2εk 〈∆k β, β 〉 + 2εkk ‖α‖2 + 2εkk ‖β‖2.
Similarly one obtains an estimate for the imaginary part of 〈∆kα, β〉. This leads to the
following analogue of Proposition 5.4 for the operator ∆k:
‖ 〈∆k α, β 〉 ‖ ≤ 2εk 〈∆k α, α 〉 + 2εk 〈∆k β, β 〉 + 2εkk ‖α‖2 + 2εkk ‖β‖2. (7.13)
We now apply the Lichnerowicz formula (7.8) to obtain Proposition 5.4 from (7.13).
Note, first, that the operator A ∈ End (E) ⊂ End (E⊗Lk), defined in (7.9), is independent
of k and bounded. Note, also, that, by Lemma 7.10, the operator c(FL) preserves the
Z-grading on A0,∗(M, E ⊗ Lk). Hence, it follows from (7.13) and the Lichnerowicz formula
(7.8) that
‖ 〈D2k α, β 〉 ‖ ≤ | 〈∆k α, β 〉 | + | 〈Aα, β 〉 |
≤ 2εk 〈∆k α, α 〉 + 2εk 〈∆k β, β 〉 + 2εkk ‖α‖2 + 2εkk ‖β‖2 + ‖A‖ ‖α‖ ‖β‖
≤ 2εk 〈D2k α, α 〉 + 2εk 〈D2k β, β 〉 + 2εkk
(
1 + ‖c(FL)‖+ 2‖A‖) ‖α‖2
+ 2εkk
(
1 + ‖c(FL)‖+ 2‖A‖) ‖β‖2.
Hence, Proposition 5.4 holds with δk = (1 + ‖c(FL)‖+ 2‖A‖
)
εk. 
8. Estimate of the metric Laplacian
In this section we prove Proposition 4.4.
8.1. Reduction to a scalar operator. In this subsection we construct a space Z and
an operator ∆˜ on the space L2(Z) of Z, such that the operator ∆k is “equivalent” to a
restriction of ∆˜ onto certain subspace of L2(Z). This allow to compare the operators ∆k
for different values of k.
Let F be the principal G-bundle with a compact structure group G, associated to the
vector bundle E → M . Let Z be the principal (S1×G)-bundle over M , associated to the
bundle E ⊗ L → M . Then Z is a principle S1-bundle over F . We denote by p : Z → F
the projection.
The connection ∇L on L induces a connection on the bundle p : Z → F . Hence, any
vector X ∈ TZ decomposes as a sum
X = Xhor + Xvert, (8.1)
of its horizontal and vertical components.
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Consider the horizontal exterior derivative dhor : C∞(Z) → A1(Z,C), defined by the
formula
dhorf(X) = df(Xhor), X ∈ TZ.
The connections on E and L, the Riemannian metric on M , and the Hermitian metrics
on E ,L determine a natural Riemannian metrics gF and gZ on F and Z respectively, cf.
[BU, Proof of Theorem 2.1]. Let (dhor)∗ denote the adjoint of dhor with respect to the
scalar products induced by this metric. Let
∆˜ = (dhor)∗dhor : C∞(Z)→ C∞(Z)
be the horizontal Laplacian for the bundle p : Z → F .
Let C∞(Z)k denote the space of smooth functions on Z, which are homogeneous of
degree k with respect to the natural fiberwise circle action on the circle bundle p : Z → F .
It is shown in [BU, Proof of Theorem 2.1], that to prove Proposition 4.4 it suffices to prove
(4.2) for the restriction of ∆˜ to the space C∞(Z)k.
8.2. The symbol of ∆˜. The decomposition (8.1) defines a splitting of the cotangent
bundle T ∗Z to Z into the horizontal and vertical subbundles. For any ξ ∈ T ∗Z, we
denote by ξhor the horizontal component of ξ. Then, one easily checks (cf. [BU, Proof of
Theorem 2.1]), that the principal symbol σ2(∆˜) of ∆˜ may be written as
σ2(∆˜)(z, ξ) = g
F(ξhor, ξhor). (8.2)
The subprincipal symbol of ∆˜ is equal to zero.
On the character set C = {(z, ξ) ∈ T ∗Z\{0} : ξhor = 0} the principal symbol σ2(∆˜)
vanishes to second order. Hence, at any point (z, ξ) ∈ C, we can define the Hamiltonian
map Fz,ξ of σ2(∆˜), cf. [Ho, §21.5]. It is a skew-symmetric endomorphism of the tangent
space Tz,ξ(T
∗Z). Set
Tr+ Fz,ξ = ν1 + · · · + νl,
where iν1, . . . , iνl are the nonzero eigenvalues of Fz,ξ for which νi > 0.
Let ρ : Z →M denote the projection. Then, cf. [BU, Proof of Theorem 2.1] 1,
Tr+ Fz,ξ = τ(ρ(z)) |ξvert| (8.3)
Here ξvert is the vertical component of ξ ∈ T ∗Z, and τ denotes the function defined in
(4.1).
1The absolute value sign of ξvert is erroneously missing in [BU].
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8.3. Application of the Melin inequality. Let Dvert denote the generator of the S1
action on Z. The symbol of Dvert is σ(Dvert)(z, ξ) = ξvert. Fix ε > 0, and consider the
operator
A = ∆˜ − (τ(ρ(z)) − ε)Dvert : C∞(Z) → C∞(Z).
The principal symbol of A is given by (8.2), and the subprincipal symbol
σs1(A)(z, ξ) = −
(
τ(ρ(z))− ε) ξvert.
It follows from (8.3), that
Tr+ Fz,ξ + σ
s
1(A)(z, ξ) ≥ ε |ξvert| > 0.
Hence, by the Melin inequality ([Me], [Ho, Theorem 22.3.3]), there exists a constant Cε,
depending on ε, such that
〈Af, f 〉 ≥ −Cε ‖f‖2. (8.4)
Here ‖ · ‖ denotes the L2 norm of the function f ∈ C∞(Z).
From (8.4), we obtain
〈 ∆˜f, f 〉 ≥ 〈 (τ(ρ(z))− ε)Dvertf, f 〉 − Cε ‖f‖2.
Noting that if f ∈ C∞(Z)k, then Dvertf = kf , the proof is complete. 
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