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The use of the adiabatic approximation in practical applications, as in adiabatic quantum computation, de-
mands an assessment of the errors made in finite-time evolutions. Aiming at such scenarios, we derive bounds
relating error and evolution time in the adiabatic approximation that go beyond typical scaling relations. Using
the Adiabatic Perturbation Theory, we obtain leading-order expressions valid for long evolution time T , while
explicitly determining the shortest time T and the largest error ε for which they are valid. In this validity regime,
we can make clear and precise statements about the evolution time needed to reach a given error and vice-versa.
As an example of practical importance, we apply these results to the adiabatic search, and obtain for the first time
an error-run-time trade-off relation that fully reproduces the discrete-Grover-search scaling. We also pioneer the
obtention of tight numerical values for ε and T under the error-reducing strategy “boundary cancelation”.
I. INTRODUCTION
The quantum adiabatic theorem [1, 2] is a fundamental result derived early in the development of quantum mechanics. It
states that a system submitted to the action of a time-dependent Hamiltonian which changes sufficiently slowly in time will
remain in an instantaneous eigenstate of that Hamiltonian throughout its evolution. Since its appearance, it has played an
important role in quantum mechanics and has found application in a wide range of subjects [3–6]. More recently, the adia-
batic theorem has been used as the basis for a new method of quantum computation, known as adiabatic quantum computing
(AQC) [7–9], generating a renewed interest in the quantum adiabatic approximation. In AQC, one chooses an initial Hamilto-
nian whose ground state can be easily prepared, whereas the corresponding eigenstate of the final Hamiltonian encodes some
information of interest (such as the answer to a computational problem). The time-dependent Hamiltonian is free to interpo-
late between the two so as to adiabatically drive the simple initial eigenstate into the information-encoding eigenstate at the
final time T as well as possible. AQC is as powerful as the circuit version of quantum computation [9, 10] and is featured
prominently in proposals for quantum machine learning [11], quantum chemistry simulations [12], as well as in several other
examples of adiabatic quantum algorithms [9]. Quantum annealing [13, 14] also bears a close relationship to AQC [15].
As seen in its original form [2] or in standard textbook approaches [16], however, the quantum adiabatic theorem only
applies to infinitely slow system driving. Whereas in early applications it was not decisive to have a rigorous bound on the
shortest driving time T necessary for the adiabatic approximation be reliable, in AQC it is of fundamental importance. Since
the main goal of adiabatic quantum computing is to perform computations in a time scale shorter than its classical counterparts,
it becomes peremptory to have accurate estimates of the time necessary for an adiabatic behavior. This has taken the form of
trade-off relations between the total time T allowed for the system to be driven, which is called the run time of the algorithm,
and the error made by applying the adiabatic theorem as an approximation for determining the final state of the system at
the time T [17–21]. The focus is to find an interpolation between initial and final Hamiltonians which minimizes the run
time T and the error ε, measured by the distance between the actual state of the system at time T and the ground state of the
Hamiltonian at that time. One, typically, seeks to minimize the run time T for a fixed error ε and problem size or, alternatively,
to minimize the error ε for a given run time T and problem size.
Since the appearance of AQC, bounds to the relation between the run time T and the error ε have been presented [9].
On one hand, there are bounds of very general validity [20, 22–24]. These bounds, although rigorous, are not tight, and for
this reason overestimate the run time for given error. Importantly, this may lead to incorrect scaling of the trade-off relation
with system size, as we will later show. On the other hand, some authors have obtained relations between ε and T that,
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2because they rely on some sort of approximation, are valid only in specific regimes [25–27]. Even though some of those are
asymptotically tight, the lack of clear quantitative statements about the domain of validity of those approximations prevents
one from establishing the range of values of T and ε to which those relations in fact apply, leading to an inability to estimate
the complexity of quantum adiabatic algorithms (and in some cases, to wrong estimations). One of our main goals here is to
provide tight bounds to the relation between the run time T and the error ε, whereas explicitly determining a lower limit on
the value of T and/or an upper limit on the value of ε for which these bounds apply.
In this article we use the adiabatic perturbation theory (APT) [28] to obtain general results for the trade-off relation between
the run time T and the error ε of the adiabatic approximation. Going beyond scaling relations, we obtain leading-order
expressions valid for large time T . More importantly, we are able to explicitly determine the shortest time T and the largest
error ε for which these results are valid. Restricting our considerations to within this validity regime, we can make clear and
correct statements about the run time necessary to reach a given error and vice-versa. We apply our results to the quantum
adiabatic search algorithm [7, 29] and obtain for the first time precise values for the trade-off relation, whose scaling with
run time, error and system size in many instances has not been previously reported in the literature. In particular, we find
for the first time that, for the adiabatic search problem under optimal driving, the error scales as ε ∼ 1/√N with run time
T ∼ √N , exactly reproducing the scaling of the original, circuit-based Grover algorithm [30]. Furthermore, we obtain
previously unknown error-run-time trade-off relations for the strategy called “boundary cancelation” [9, 21, 27, 31], which
imposes constraints on the driving to reduce errors.
This article is organized as follows. In Sec. II we outline the framework of the adiabatic approximation and derive general
results for the trade-off relation between run time T and error ε. In Sec. III, these results are applied to the adiabatic quantum
search algorithm, which, besides being of practical importance for AQC, admits an exact analytical treatment and illustrates
the capabilities of our method to derive novel results; Sect IV is left to final remarks.
II. ADIABATIC ERRORS AND VALIDITY CONDITIONS
We treat the evolution of a closed system from an initial time t = 0 to a final time t = T governed by a driven Hamiltonian of
the formH(t/T ). This dependence solely on s := t/T (∈ [0, 1]) includes Hamiltonians of interest for most applications, most
notably adiabatic quantum computation (AQC), but excludes those with more than one independent timescale. Importantly,
this excludes Hamiltonians which can lead to so-called resonances [32–36], which happen when two different timescales of
the Hamiltonian coincide [22, 37–39] and results in far-from-adiabatic evolution.
Besides being the final time, T serves as a global parameter which rescales the total driving time, hence allows an adjustment
of the speed of change of the Hamiltonian. The evolution obeys the Schro¨dinger equation, which, in terms of dimensionless
time s, reads
i~
T
|Ψ˙(s, T )〉 = H(s)|Ψ(s, T )〉 , (1)
where |Ψ(s, T )〉 is the physical state of the system at s and a dot over a variable indicates partial derivative with respect to s.
The breakdown of the time dependence of each variable in s, T is convenient to our discussion of long times T .
At each time s, there is an instantaneous eigenbasis {|φn(s)〉} of H(s) with eigenenergies En(s) nondecreasing with
n (E0(s) being the ground-state energy). The time dependence of each |φn(s)〉 reflects the driving program and does not
obey the Schro¨dinger equation. Assuming an evolution that starts on the j-th eigenstate |Ψ(0, T )〉 = |φj(0)〉, however, the
adiabatic theorem in its traditional form [16] states that, for infinitely long driving time T , the physical state coincides with the
corresponding eigenstate along the evolution, |Ψ(s, T )〉 = eiα|φj(s)〉 for some phase eiα, given that Ej(s) is non-degenerate
throughout. The results of this paper will be valid for any initial eigenstate, but to fix the notation, we will consider, in the
remainder of the text, the system to be initially in the ground state (j = 0) — andE0(s) will be assumed to be non-degenerate.
The error of the adiabatic theorem amounts to precising how distant the physical state |Ψ(s, T )〉 is from the instantaneous
ground state |φ0(s)〉. Illustrative of their different roles is the fact that |φ0(s)〉 does not depend on T . Several figures of merit
3for this error ε have been used in the literature [20, 21, 27]. We will use an explicit well-known distance, the Bures angle:
ε = D[|Ψ(s, T )〉, |φ0(s)〉] := arccos (|〈φ0(s)|Ψ(s, T )〉|) . (2)
The Bures angle has the advantage of being a genuine, Riemannian distance between the two states, defined from the Fubini-
Study metric [40–44], and, importantly, it depends on the fidelity between the two states, having a maximum value of pi/2 for
orthogonal states and a minimum of zero if, and only if, the two states are the same. This is particularly relevant in that we
want not only to describe the scaling of the error, but to obtain numerical values.
In order to estimate the error made by using the adiabatic approximation, we make use of the Adiabatic Perturbation Theory
[28], which relies on an expansion well-suited for long evolution times. First, the physical state of the system is decomposed
in terms of the energy eigenbasis:
|Ψ(s, T )〉 =
∑
n=0
e−iTωn(s)bn(s, T )|φn(s)〉 , (3)
where the dynamical phase ωn(s) := 1~
∫ s
0
En(s
′)ds′ and the sum extends over all eigenstates. The geometric phase usually
appearing in this expansion is absent here because, without loss of generality, it will be taken as zero by assuming a choice of
eigenvector phases such that 〈φ˙n(s)|φn(s)〉 ≡ 0.
To treat the long-run-time regime, each complex coefficient bn(s, T ) is written [28] as a sum of powers of 1T . Due to
T -dependency of Eq.(1), it is convenient to write it in terms of powers of i~/T :
bn(s, T ) =
∞∑
p=0
(i~)p
T p
b(p)n (s) . (4)
In a slight abuse of notation, coefficients b(p)n (s) may still depend on T (usually in the form of a complex phase), but are upper-
and lower-bounded by T -independent expressions. The (zero-order) adiabatic approximation amounts to taking bn(s) =
b
(0)
n (s) = δn0, formally equivalent to the T →∞ limit. We will be interested in leading-order expressions beyond b(0)n (s).
Importantly, any analysis based on a perturbative expansion requires validity conditions — in our case, conditions for it to
be truncated at the first nonvanishing term. To this end, we will obtain closed-form expressions for leading and next-to-leading
order coefficients. This is essential for a correct analysis of the perturbative results.
A. General results
Let us begin to state our main results. The Bures angle can be expanded as
D[|Ψ(s, T )〉, |φ0(s)〉] = ~
T
√∑
n6=0
∣∣∣b(1)n ∣∣∣2 − ~2
T 2

∑
n 6=0 Im
(
b
∗(1)
n b
(2)
n
)
√∑
n 6=0
∣∣∣b(1)n ∣∣∣2 −
√∑
n 6=0
∣∣∣b(1)n ∣∣∣2 Im(b(1)0 )
+O( 1T 3
)
, (5)
where, as before, the terms may have additional T dependences, as long as they are both upper- and lower-bounded by T -
independent expressions;
∑
n 6=0 indicates a sum that runs over all excited levels (proof in Appendix A). By calculating the
first-order terms b(1)n , we can write a closed-form expression for the error:
ε = D[|Ψ(s, T )〉, |φ0(s)〉] = ~
T
√√√√√∑
n 6=0
∣∣∣∣∣
[
eiTωn0
〈φn|H˙|φ0〉
∆2n0
∣∣∣∣∣
s
0
]∣∣∣∣∣
2
+O
(
1
T 2
)
, (6)
4where ∆n0(s) := En(s)− E0(s), ωn0(s) := ωn(s)− ω0(s) and the notation f |ba := f(s = b)− f(s = a) has been used —
in this case, f involves the gaps, inner products, phases.
For numerical applications, it is interesting to avoid the instability of calculating the oscillating exponential. This can be
done by upper- and lower-bounding the leading-order term above:
ε = D[|Ψ(s, T )〉, |φ0(s)〉] ≶ ~
T
√√√√∑
n 6=0
(∣∣∣∣∣ 〈φn|H˙|φ0〉∆2n0
∣∣∣∣∣
s
±
∣∣∣∣∣ 〈φn|H˙|φ0〉∆2n0
∣∣∣∣∣
0
)2
+O
(
1
T 2
)
, (7)
where the +/− sign gives the upper/lower bound. These bounds also have the advantage of only depending on initial- and
final-time parameters, since they do away with ωn0(s).
The 1/T 2 term in Eq.(5) can be used to establish a reasonable, practical validity condition for Eqs.(6,7): they will be valid
as long as T is large enough that the second term is negligible compared to the first. This happens when
T > Tval = C ~
∣∣∣∣∣∣∣
∑
n 6=0 Im
(
b
∗(1)
n (s) b
(2)
n (s)
)
∑
n 6=0
∣∣∣b(1)n (s)∣∣∣2
∣∣∣∣∣∣∣ , (8)
where C is a large constant (whose actual value is accuracy dependent) and the fact that b(1)0 ∈ R has been used. Im-
portantly, from Tval one can obtain an upper bound ε˜ on the error ε for which these expressions are valid, given by ε˜ =
D[|Ψ(s, Tval)〉, |φ0(s)〉]. Substituting Tval from Eq.(8) in Eq.(5) to first order,
ε˜ =
1
C
(∑
n 6=0
∣∣∣b(1)n (s)∣∣∣2)3/2∣∣∣∑n 6=0 Im(b∗(1)n b(2)n (s))∣∣∣ . (9)
Since we know that error-run-time relations of the type we derived here are valid only for T > Tval and ε 6 ε˜, we rewrite
these relations as
ε 6 αε˜ for T > Tval
α
(0 < α 6 1), (10)
and refrain from making any statement for ε > ε˜ and/or T < Tval. Doing so, we guarantee that these relations are correct for
any value of 0 < α 6 1.
The values of the coefficients involved can be calculated. For n 6= 0, b(1)n can be cast as
b(1)n (s) = e
iTωn0(s
′)λn0(s
′)
∣∣∣s
s′=0
, (11)
where λnk(s) := 〈φn(s)|φ˙k(s)〉/∆nk(s), in accordance with previous results [25, 27, 28]. The coefficient b(2)n , in turn, equals
[28]
b(2)n (s) = e
iTωn0(s)J0(s)λn0(s)− Jn(s)λn0(0)+
+
eiTωn0(s′)
 λ˙n0(s′)
∆n0(s′)
+
∑
k 6=0,n
λk0(s
′)
〈φn(s′)|φ˙k(s′)〉
∆n0(s′)
− ∑
k 6=0,n
eiTωnk(s
′)λk0(0)λnk(s
′)
s
s′=0
, (12)
where Jn(s) :=
∑
k 6=n
∫ s
0
|〈φk(s′)|φ˙n(s′)〉|2/∆kn(s′)ds′. The calculation of these coefficients is found in Appendices B and
C.
5B. Boundary cancelation
There are cases of interest, however, where the expressions above are not the most useful, such as when H˙(0) = 0 = H˙(s),
which makes b(1)n (s) = 0. Especially relevant is the use of boundary cancelation [9, 21, 27, 31], which is known to reduce the
scale of the error with T in the asymptotic limit of long times. Therefore, we now tackle Hamiltonian evolutions obeying the
boundary-cancelation condition,
H(j)(0) = 0 = H(j)(1) forall 1 6 j 6 p , (13)
where H(j) := (∂/∂s)jH . The study of these boundary-cancelation conditions is especially relevant for quantum computa-
tion, since the freedom to impose them is typically within the experimenter’s reach. Unlike previous boundary-cancelation
results [21, 26, 27, 45], we go beyond the scaling of the error with T and express the distance in terms of quantities with
clear physical interpretations, with concise bounds that only depend on the initial- and final-time Hamiltonian, facilitating
numerical approximations.
The expansion of the Bures angle in parameter 1/T at the final time s = 1 is altered, since b(1)n (1) = 0. In fact, all
coefficients b(j)n (1) vanish up to j = p and this expansion reads
D[|Ψ(1, T )〉, |φ0(1)〉] = ~
p+1
T p+1
√∑
n6=0
∣∣∣b(p+1)n (1)∣∣∣2 − ~p+2
T p+2
∑
n 6=0 Im
(
b
∗(p+1)
n (1) b
(p+2)
n (1)
)
√∑
n 6=0
∣∣∣b(p+1)n (1)∣∣∣2 +O
(
1
T p+3
)
, (14)
where b(1)0 ∈ R has been used. This demonstrates the boundary-cancelation effect of producing an error-run-time tradeoff of
ε ∼ 1/T p+1 from the perturbative analysis. Calculating the first non-vanishing coefficient b(p+1)n (1) and substituting in the
expansion, we find
ε = D[|Ψ(1, T )〉, |φ0(1)〉] = ~
p+1
T p+1
√√√√√∑
n 6=0
∣∣∣∣∣∣
eiTωn0 〈φn|H(p+1)|φ0〉
∆p+2n0
∣∣∣∣∣
1
0
∣∣∣∣∣∣
2
+O
(
1
T p+2
)
. (15)
Bounds without the oscillating exponentials can again be found, up to O(1/T p+2)
ε = D[|Ψ(1, T )〉, |φ0(1)〉] ≶ ~
p+1
T p+1
√√√√∑
n 6=0
(∣∣∣∣∣ 〈φn|H(p+1)|φ0〉∆p+2n0
∣∣∣∣∣
1
±
∣∣∣∣∣ 〈φn|H(p+1)|φ0〉∆p+2n0
∣∣∣∣∣
0
)2
. (16)
A validity condition is obtained from the comparison of the second term of Eq.(14) with the first, leading to
Tval = C ~
∣∣∣∣∣∣∣
∑
n 6=0 Im
(
b
∗(p+1)
n (1) b
(p+2)
n (1)
)
∑
n 6=0
∣∣∣b(p+1)n (1)∣∣∣2
∣∣∣∣∣∣∣ . (17)
Assuming p > 1 and n 6= 0, b(p+1)n and b(p+2)n are given by
b(p+1)n (1) = e
iTωn0(1)
λ
(p)
n0 (1)
∆pn0(1)
− λ
(p)
n0 (0)
∆pn0(0)
(18)
6b(p+2)n (1) = e
iTωn0(1)
λ
(p+1)
n0 (1)
∆p+1n0 (1)
− λ
(p+1)
n0 (0)
∆p+1n0 (0)
+ eiTωn0(1)J0(1)
λ
(p)
n0 (1)
∆pn0(1)
− Jn(1)λ
(p)
n0 (0)
∆pn0(0)
(19)
and we remark that the conditions for boundary cancelation of Eq.(13) allow us to write λ(j)n0 = −〈φn|H(j+1)|φ0〉/∆n0 for
s = 0 or 1 and j 6 p+ 1.
The error value ε˜ that upper-bounds the validity of these expressions is given by substituting Eq.(17) in Eq.(14) up to leading
order:
ε˜ =
1
Cp+1
(∑
n 6=0
∣∣∣b(p+1)n (1)∣∣∣2)p+3/2∣∣∣∑n 6=0 Im(b∗(p+1)n (1) b(p+2)n (1))∣∣∣p+1 . (20)
Given that b(p+1)n and b
(p+2)
n are of the same order of magnitude — as will be the case in our example — this expression shows
a general, disadvantageous feature of boundary cancelation: although a very favorable scaling of the error with the run time
is eventually obtained, that scaling is only reached for extremely low values of the error (∝ 1/Cp+1 for large C). As will be
clear in our application to Grover search, practical error tolerances will often be above this bound, and, other drivings present
acceptably low errors in a time shorter than Tval. Notice also that the trade-off is now valid for
ε 6 αp+1ε˜ and T > Tval
α
(0 < α 6 1). (21)
Finally, a comment on the quantity Jn, which is present in Tval [compare Eqs.(17,19), or Eqs.(8,12)]. This quantity is
upper-bounded by
Jn(s) 6
∫ s
0
Fφn(s′)ds′
4 mink ∆kn(s′)
, (22)
where Fφn(s) is the quantum Fisher information of eigenstate |φn(s)〉 with respect to s. It has been established that
√Fφn(s)
constitutes a speed for the evolution of the state |φn(s)〉 when using the Fubini-Study metric [42, 46] and therefore is a figure
of merit for the driving speed of the Hamiltonian H(s). This relation establishes a connection between the adiabatic theorem
and the differential geometry of the quantum state space, which will be explored as we apply these results to the Grover search.
III. APPLICATION: ADIABATIC QUANTUM SEARCH
In the following, we apply the general results presented in the previous section to a concrete example given by the adiabatic
quantum search algorithm, first presented in Ref. [7] and later modified in Ref. [29]. It is an adiabatic version of Grover’s
original discrete quantum search algorithm [47]. Grover’s algorithm searches for a marked item in an unstructured database
composed of N items. It finds the marked item with error probability O(1/
√
N) after O(
√
N) queries to a quantum “oracle”,
whereas a classical algorithm has to query an “oracle”, on average, N/2 times in order to find the marked item. This means
that the quantum algorithm leads to a quadratic speedup in solving this problem when compared to the best classical algorithm.
We present in this Section error-run-time relations with accurate values whose scaling has never been reported. The correct
assessment of the validity time Tval is crucial for these results. By finding a driving schedule that minimizes this validity
time Tval, we independently obtain the optimal driving from [29]. We are the first to report that, under such driving, one
obtains ε = O(1/
√
N) after time T = O(
√
N), equaling the discrete-Grover scaling. The evidence that T = O(
√
N) was
sufficient to achieve small error in this case was so far only numerical [9] and the scaling ε = O(1/
√
N) was unheard of
in the adiabatic search. Later, for the simple linear interpolation, we show for the first time that the usual T = O(N) run
7time leads to a very small ε = O(1/N3/2) error. For the boundary-cancelation scenario, where p derivatives are set to zero,
we are the first to obtain error values and to show that, after time T = O(N) with prefactor increasing with p, a scaling of
ε = O(1/Np+3/2) is reached. This points to an unsuitability of boundary cancelation for AQC. We also numerically compare
our result to other bounds in the literature and to numerical simulations, showing that our bounds are tight. In summary, we
show that the polynomial regime of ε ∼ 1/T , ε ∼ 1/T p+1 is fully capable of giving the correct scaling of error and run time
with system size — once the proper validity time is known. This is in contrast to existing claims in the literature [26].
A. The adiabatic quantum search algorithm
The adiabatic quantum search algorithm is an important example of quantum speedup obtainable via AQC. It uses n =
log2N q-bits to represent theN items of the database. Each item is represented by one of the elements |x〉 of the computational
basis, with x = 0, · · · , N − 1, while the marked item is represented by |m〉. The oracle Hamiltonian is given by Hf =
1 − |m〉〈m|, which has |m〉 as ground state with eigenvalue 0. The n q-bits are initialized in the uniform superposition state
|σ〉 = 1√
N
∑N−1
x=0 |x〉 and are submitted to the action of a time-dependent Hamiltonian which interpolates between the initial
Hamiltonian Hi = 1− |σ〉〈σ|, which has |σ〉 as ground state with eigenvalue 0, and the final Hamiltonian Hf :
H(s)/E = (1−f(s))Hi + f(s)Hf (23)
= (1−f(s)) (1−|σ〉〈σ|) + f(s) (1−|m〉〈m|) ,
where E is a dimensional constant that establishes the energy scale and f(s) is a monotonically increasing function with
f(0) = 0 and f(1) = 1. Since the system is initialized in the state |σ〉, its evolution will remain in the subspace
spanned by |σ〉 and |m〉. The problem may, then, be studied in the two-dimensional subspace spanned by |m〉 and
|m⊥〉 =
√
N
N−1
(
|σ〉 − 1/√N |m〉
)
. In this subspace, the Hamiltonian H(s)/E reduces to
H(s)
E
∣∣∣∣
|m〉,|m⊥〉
=
(N−1N ) (1−f(s)) √N−1N2 (f(s)−1)√
N−1
N2 (f(s)−1)
(
N−1
N
)
f(s)+ 1N
 . (24)
Its dimensionless eigenvalues inside this subspace are given by
E0(s) =
1
2
(1−∆(s)) , E1(s) = 1
2
(1 + ∆(s)) , (25)
where
∆(s) =
√
1− 4
(
N − 1
N
)
f(s) (1− f(s)) (26)
is the dimensionless gap between the two eigenvalues. The corresponding eigenstates can be written as
|φ0(s)〉 = sin θ(s)
2
|m〉+ cos θ(s)
2
|m⊥〉 , |φ1(s)〉 = cos θ(s)
2
|m〉 − sin θ(s)
2
|m⊥〉, (27)
where
sin
θ(s)
2
=
1√
2
(
1− 2
(
N−1
N
)
(1− f(s))− 1
∆(s)
)1/2
, cos
θ(s)
2
=
1√
2
(
1 +
2
(
N−1
N
)
(1− f(s))− 1
∆(s)
)1/2
. (28)
8The remaining N − 2 eigenstates of H(s)/E outside the two-dimensional subspace have a common constant eigenvalue
E2 = 1.
Later in this section we shall need the transition matrix element 〈φ1(s)|H˙(s)/E|φ0(s)〉, which can be determined straight-
forwardly from Eqs. (23) and (27)-(28):
〈φ1(s)|H˙(s)/E|φ0(s)〉 = −
√
N − 1
N
f˙(s)
∆(s)
. (29)
B. Error-run-time relations
We apply now the general results of Section II A to the adiabatic quantum search algorithm in order to obtain a trade-off
relation between the error ε and the run time T for this problem. First we shall consider the traditional interpolation schedules,
which do not require that derivatives of H(s) vanish at s = 0 and s = 1. We begin by adapting the expression for the upper
bound to the error ε in Eq. (7) and the expression for Tval in Eq. (8) to the two-dimensional problem. They become
ε 6 ~
ET

∣∣∣〈φ1(1)|H˙(1)/E|φ0(1)〉∣∣∣
∆2(1)
+
∣∣∣〈φ1(0)|H˙(0)/E|φ0(0)〉∣∣∣
∆2(0)
+O( 1
T 2
)
(30)
Tval= C
~
E
∣∣∣∣∣∣∣
Im
(
b
∗(1)
1 (1) b
(2)
1 (1)
)
∣∣∣b(1)1 (1)∣∣∣2
∣∣∣∣∣∣∣ = C
~
E
∣∣∣∣∣Im
(
b
(2)
1 (1)
b
(1)
1 (1)
)∣∣∣∣∣ . (31)
The coefficients b(1)1 (1) and b
(2)
1 (1) can be obtained from Eqs. (11) and (12), respectively. They read
b
(1)
1 (1) = e
iTω10(1)λ10(1)− λ10(0) (32)
b
(2)
1 (1) = e
iTω10(1)
[
J0(1)λ10(1) + λ˙10(1)
]
−
[
J1(1)λ10(0) + λ˙10(0)
]
, (33)
where
λ10(s) =
〈φ1(s)|φ˙0(s)〉
∆(s)
= −〈φ1(s)|H˙(s)/E|φ0(s)〉
∆2(s)
=
√
N − 1
N
f˙(s)
∆3(s)
(34)
J0(1) = −J1(1) =
∫ 1
0
∣∣∣〈φ1(s)|φ˙0(s)〉∣∣∣2
∆(s)
ds , (35)
and we have used that ∆(0) = ∆(1) = 1. In the two interpolation examples which we shall consider in the following, the
properties of f(s) are such that λ10(0) = λ10(1) and λ˙10(0) = −λ˙10(1). For these most common choices of f(s), we have
b
(1)
1 (1)= λ10(1)
(
eiTω10(1) − 1
)
(36)
b
(2)
1 (1)=
(
J0(1)λ10(1) + λ˙10(1)
)(
eiTω10(1) + 1
)
. (37)
Notice that for T = Tn = 2npi/ω10(1), where n = 1, 2, · · · , the coefficient b(1)1 (1) vanishes. This means that at those specific
run times the leading term of D[|Ψ(1, T )〉, |φ0(1)〉] in Eq. (5), which is of the order of 1/Tn, vanishes and the leading term
becomes of the order of 1/T 2n . This happens because of a boundary symmetry of the Hamiltonian H(s), which is manifest
in the condition λ10(1) = λ10(0). The use of such classes of symmetries as a technique to improve the scaling of the error
9ε with T , at certain discrete values of T , was proposed in Ref. [27] and applied to the adiabatic search problem. While the
authors of Ref. [27] could only confirm the improvement of the scaling of ε with T from numerical evidence, we can easily
calculate the error ε(Tn) at the times Tn via Eqs. (5),(6),(36) and (37):
ε(Tn) =− ~
2
(ETn)
2
Im
(
b
∗(1)
1 (1)b
(2)
1 (1)
)
∣∣∣b(1)1 (1)∣∣∣ +O
(
1
T 3n
)
(38)
= 2
~2
(ETn)
2
(
J0(1)λ10(1)+λ˙10(1)
)
+O
(
1
T 3n
)
. (39)
Since the change in the scaling of ε will happen only at discrete values of T , we shall ignore this oscillatory behavior and use
an upper bound to the value of ε given by Eq. (30), which can be rewritten as
ε 6 ~
ET
2 |λ10(1)|+O
(
1
T 2
)
, (40)
where we made use of Eq. (34) and of the relation λ10(1) = λ10(0). By the same token, we will disregard another zero-
measure set of times T , that of when b(2)n (1) = 0. In order to correctly handle the oscillatory behaviors of b
(1)
1 (1) and b
(2)
1 (1)
in the evaluation of Tval, we shall take the contributions of the oscillatory terms to b
(1)
1 (1) and b
(2)
1 (1) in Eqs. (36) and (37) at
their point of maximum absolute value. Under these conditions, we reach
Tval =
~
E
C
∣∣∣∣∣J0(1) + λ˙10(1)λ10(1)
∣∣∣∣∣ . (41)
We are now in a position to derive explicit trade-off relations between the error ε and the run time T . Let us first consider
the second term in Eq. (41). This term depends only on the boundary conditions of the problem, that is, it depends only on the
value of the parameters for s = 0 and s = 1. Making use of Eqs. (26) and (34), we can write
λ˙10(1)
λ10(1)
=
f¨(1)
f˙(1)
− 6
(
N − 1
N
)
f˙(1). (42)
Let us now consider more closely the term J0(1). Using Eq. (35), J0(1) can be rewritten as
J0(1) =
1
4
∫ 1
0
Fφ0(s)
∆(s)
ds , (43)
where
Fφ0(s) = 4
∣∣∣〈φ1(s)|φ˙0(s)〉∣∣∣2 = 4
∣∣∣〈φ1(s)|H˙(s)/E|φ0(s)〉∣∣∣2
∆2(s)
=
[
2
√
N − 1
N
f˙(s)
∆2(s)
]2
(44)
is the quantum Fisher information of the instantaneous ground state |φ0(s)〉 with respect to s. As stated previously,
√Fφ0(s)
is proportional to the instantaneous speed of separation between two neighboring states |φ0(s)〉 and |φ0(s+ ds)〉 when using
the Fubini-Study metric [42, 46]. That is,
√Fφ0(s) is proportional to the instantaneous speed of the ground state |φ0(s)〉
when moving along the path joining the states |φ0(0)〉 and |φ0(1)〉 in the state space. This shows that J0(1) is a geometrical
quantity, in a differential geometric sense. It is natural, then, to investigate the properties of the path, determined by f(s),
which minimizes J0(1) and, consequently, Tval. For this purpose, consider the quantity
K =
1
4
∫ 1
0
Fφ0(s) ds , (45)
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which is called the action of the path followed by |φ0(s)〉 when moving from |φ0(0)〉 to |φ0(1)〉. Using the Cauchy-Schwarz
inequality, it is straightforward to show that
K >
(∫ 1
0
√
Fφ0(s)/2 ds
)2
= L2, (46)
where L is the Bures length, as defined by Uhlmann [48], of the path in the state space followed by |φ0(s)〉. Equality in
the above expression occurs when the integrand is constant, that is, when Fφ0(s) is constant. We shall minimize J0(1) by
minimizing the action K. This happens when√
Fφ0(s)
4
= Lsh=D[|φ0(0)〉, |φ0(1)〉] = arccos
(
1/
√
N
)
, (47)
where Lsh is the Bures length of the shortest path between |φ0(0)〉 and |φ0(1)〉. By definition, it is equal to the distance
D [Eq. (2)] between |φ0(0)〉 and |φ0(1)〉 — i.e. between |σ〉 and |m〉 —, which is in fact attained by this interpolation.
Notice that this choice of Fφ0(s) forces the state |φ0(s)〉 to move with constant speed along a geodesic in the state space.
From Eq. (44), one can see that, in order to maintain Fφ0(s) constant along the whole evolution, the rate of change of the
Hamiltonian H(s) has to be adapted to the local value of the gap ∆(s). When the gap decreases, the Hamiltonian H(s) has
to change slower, whereas, when the gap increases, H(s) changes faster.
We look now for the interpolation f(s) which satisfies condition (47). Using Eq. (44), one can show that, in order to satisfy
condition (47), f(s) has to be the solution of
f˙(s) =
N√
N − 1 arccos
(
1/
√
N
)
∆2(s), (48)
with the conditions f(0) = 0 and f(1) = 1 [notice that ∆ depends on s through f(s), see Eq.(26)]. The solution is given by
f(s) =
1
2
[
1 +
1√
N − 1 tan
(
arctan
(√
N − 1
)
(2s− 1)
)]
, (49)
where we used arccos (1/
√
N) = arctan
√
N − 1. This interpolation was first proposed in Ref. [29] as a solution to a “local
adiabatic condition” and was found to be optimal. More recently, in Refs. [26, 49, 50], the authors used differential geometric
techniques to obtain the same interpolation as an adiabatic geodesic on a Hamiltonian-parameter space, unlike our state-space
geometric approach.
We now determine the value of Tval when the interpolation in H(s) is given by Eq. (49). We use the auxiliary relations
λ˙10(1)
λ10(1)
=− 2 arccos
(
1/
√
N
)√
N − 1 (50a)
J0(1) = arccos
(
1/
√
N
)√
N − 1 , (50b)
the former obtained from Eqs. (42) and (48), the latter using Eq. (48) for a change of variables in the integration. Substituting
these in Eq. (41), we get finally
Tval =
~
E
C arccos
(
1/
√
N
)√
N − 1. (51)
The upper bound to the error ε [Eq. (40)], for the optimal interpolation (49), can be straightforwardly calculated with the
use of Eq. (34):
ε 6 ~
ET
2 arccos
(
1/
√
N
)
+O
(
1
T 2
)
. (52)
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Figure 1. Relation between error and total run time for the adiabatic search using optimal interpolation (49), which keeps the speed of the
eigenstate (as measured by its quantum Fisher information) constant, with N = 32. The leading term, calculated directly from (6) (solid,
light gray) is tightly upper-bounded by Eq.(52) (black, dashed). Along with a direct numerical calculation of the distance (solid, black),
other results in the literature are shown (dot-dashed): Jansen et al’s [20, Theorem 3] (red, above), Roland et al’s [29, Eq.(20)] (green, below).
Rezakhani et al’s bound for the short-time regime (blue, dashed) is also to be seen [26, Eq.(159)]. Bounds by Ambainis et al [22, Lemma
3.3] and O’Hara et al [23, Eq.(5)] are not sufficiently close to the actual values to fit this plot. The upper bound ε˜ comes from Eq.(53), and
it suffices to set C = 9.5 in Eq.(51) for convergence.
Substituting Tval in the above expression, we obtain ε˜ [Eq. (9)], which is the upper bound to ε at T = Tval and establishes the
largest value of ε for which the error-run-time relations in Eqs. (30), (40) and (52) are still valid:
ε˜ =
2
C
√
N − 1 . (53)
With the important results of Eqs. (51),(53) at hand, it is important to stress the meanings of Tval and ε˜. Since bounds on
the error ε like those in Eqs. (7), (30), and (40) result from a truncation in first order of an expansion of the error ε in powers of
1/T , they are not valid for arbitrary values of T and/or ε. Instead of relying on the vagueness of conditions like T  1 and/or
ε 1, we are able to specify, via the value of Tval, the values of T for which those relations are valid, namely T > Tval, and,
consequently, ε 6 ε˜.
Notice that, for N  1, ε˜ ≈ 2
C
√
N
= O
(
1/
√
N
)
and Tval ≈ ~EC pi2
√
N = O
(√
N
)
. This means that, in order to
reach an error of ε = O(1/
√
N) with the use of the optimal interpolation, the adiabatic search algorithm will need a run time
T = O(
√
N). This is precisely the trade-off relation between error and run time of the original Grover’s algorithm [30, 51]
in the limit of N  1. Until now, there had been no reports of ε = O(1/√N) in the adiabatic search, only that with
T = O(
√
N) one can reach an error constant in N [26, 29]. In fact, evidence that, under the optimal interpolation (49), a
run time of O(
√
N) leads to a asymptotically small error ε has been only numerical [9]. Here, we show analytically that this
indeed happens, besides presenting a tight bound on the value of ε.
We can contrast these results with previous findings in the literature. The general bounds from [20, 22, 23] are very rigorous
and always valid, but because they do not intend to be tight, they overestimate the run time necessary for a given error (or
the error made at a given run time). For instance, Jansen et al’s bound [20, Theorem 3], the tightest of the three, yields
asymptotically ε 6 (pi/2+pi2)
√
N/T . This bound guarantees that in run time T = O(
√
N) an error ε constant inN or lower
is attained. This might be sufficiently good for some applications, but we know from Eq. (53) that the error is much lower for
such time, scaling as ε = O(1/
√
N) just like in Grover’s algorithm. Conversely, Jansen et al’s bound only ensures an error
ε = O(1/
√
N) after an overestimated run time of T = O(N).
Furthermore, the use of relations between ε and T , like Eq. (52), without a clear statement about their definition and domain
of validity can be problematic. Roland et al [29, 30] have taken the optimal interpolation (49) and showed that for large N
it takes a time T = (pi/2)
√
N/ε to run such algorithm, where ε is a parameter attached to the local adiabatic condition with
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no well-defined relation to the final error. If one tries to naively use this relation as an error-run-time trade-off, one arrives at
incorrect results. Although the authors in [29, 30] are content to demand a constant ε  1, for which no glaring inaccuracy
appears, using their relation to seek an error ε = O(1/
√
N) yields the same overestimation as in the preceding paragraph.
However, this is particularly troublesome here, since the authors [29, 30] interpret these results as a calculation of the error,
not an upper bound as in [20, 22, 23].
Rezakhani et al’s treatment of the adiabatic search [26] also encounters incorrect results, which are readily recognized
as such by the authors — this time, due to lack of validity conditions. When deriving bounds specifically for the adiabatic
search problem, the authors of [26] discern two regimes: a polynomial one for long run times T and an exponential regime
for shorter run times. The former applied to the optimal interpolation coincides with our upper bound Eq. (52), but here is
where the validity regime plays a crucial role: by using ε as a free parameter with no constraints, [26] obtains incorrect run
times. The situation is equivalent to taking our bound (52) and applying it to an (invalid) error ε constant in N : this gives
a run time asymptotically constant in N , which is clearly incorrect. The authors of [26] recognize the incorrectness but,
without validity conditions at their disposal, make a general claim that the polynomial regime is unreliable to obtain a trade-
off. We demonstrate the contrary, since once inside the validity regime, proper relations are obtained, such as T = O(
√
N)
for ε = O(1/
√
N). Rezakhani et al resort to the exponential regime as a source of trade-off relations between ε and T .
This is a limited approach for a twofold reason. Firstly, even confined to a single application of AQC (the adiabatic search),
this regime does not exist for all interpolations f(s) [26]. Secondly, the exponential bound is never tight (Fig.1), leading to
overestimations of the run time such as T =
√
N logN for ε = O(1/
√
N).
The expansions in orders of 1/T found in [24, 25, 27] have many merits, arriving at relations equivalent to Eqs. (11,18), but
are also subject to the lack of validity conditions. Attempting to extend their asymptotic results to finite times T to derive trade-
off relations falls into the same trap mentioned in the previous paragraph: without clear validity conditions, incorrect results
would appear. Cheung et al [24] additionally obtain bounds of general validity; these, however, are only tight asymptotically
(without a clear condition for tightness), and suffer from the same limitations as the previous general bounds, overestimating
run times and/or errors.
We have gathered many of the results above for the distance between the instantaneous ground state |φ0(T )〉 and the
physical state |Ψ(1, T )〉, and compared them to our expressions as well as to the distance given by a numerical solution to
the Schro¨dinger equation under an optimally driven Hamiltonian [Eq. (49)]. This comparison is shown in Fig.1, where one
sees that our error value, calculated directly from Eq. (6), is very accurate, that our upper bound Eq. (52) is tight when valid,
whereas previous upper bounds never are.
We turn our attention now to the linear interpolation presented in the first proposal of the adiabatic search algorithm [7].
Although it has been shown that this interpolation leads to a run time ofO(N) and, for this reason, did not bring any advantage
when compared to a classical search algorithm, it remains the unsolved issue of the value of the error ε reached at this run
time.
For this interpolation, f(s) = s. We begin with the determination of Tval. We use the auxiliary relations
λ˙(1)
λ(1)
= −6
(
N − 1
N
)
, (54a)
obtained from Eq. (42), f˙(s) = 1, and f¨(s) = 0; and
J0(1) =
(
N − 1
N
)∫ 1
0
ds
∆5(s)
=
1
3
(
N − 1
N
)
+
2
3
(N − 1) , (54b)
due to Eqs. (43) and (44). Putting these two expressions into Eq. (41) produces finally
Tval =
~
E
C
1
3
∣∣∣∣2 (N − 1)− 17(N − 1N
)∣∣∣∣ . (55)
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Figure 2. Comparison of error values of the adiabatic search for the linear (f(s) = s) and constant-Fisher-speed interpolations. For the
latter, parameters are the same as in Fig.1 and the oscillation pattern repeats regularly for higher values of T (omitted for T > 300 for
cleanness, where only the bound is shown). For the former, the bound from Eq.(56) (black, dashed) limits the oscillations of the leading-
term expression [blue, obtained directly from Eq.(6)], to which the numerical calculation of the distance (green) converges for long enough
run time T [T > Tval with C = 50 in Eq.(55)]. Notice that with the linear interpolation the error converges to a smaller value, but requires
a longer run time T to do so; for shorter run times, the optimal interpolation (49) produces lower errors.
The upper bound to the error ε [Eq. (40)] can be obtained with the use of Eq. (34):
ε 6 ~
ET
2
√
N − 1
N
+O
(
1
T 2
)
. (56)
Substituting Tval in the above expression, we obtain ε˜ [Eq. (9)], which is the upper bound to ε at T = Tval:
ε˜ =
6
C
∣∣(2N − 17)√N − 1∣∣ . (57)
Now we can analyze the trade-off relation from Eqs. (55),(57). For N  1, ε˜ ≈ 3/(CN3/2) = O(1/N3/2) and Tval ≈
~
EC2N/3 = O(N). This means that, to reach an error ε = O(1/N
3/2), the use of the linear interpolation requires a run
time T = O(N). This is the well known linear scaling of the run time with N for the linear interpolation. It has been
derived already in Refs. [7, 29] as T = O(N/ε) and in Ref. [26] as T = O(N ln (1/ε)). Notice that, if one requires an
error ε = O(1/N3/2), both these relations predict a run time very different from O(N), showing, once more, the problem of
having the error ε as a free parameter. Fig.2 compares our analytical results with the corresponding quantities produced by a
numerical solution of the Schro¨dinger equation, confirming the validity of our results.
Let us compare the linear and optimal interpolations. For fixed value of N , the linear interpolation has a larger value of Tval
than the optimal one. However, we can ask about the run time required by the optimal interpolation (49) to reach the error
value that the linear interpolation reaches with a run time T = O(N). This can be easily answered with the use of Eq. (10),
with α set as the ratio of the values of ε˜ for both interpolations. For N  1, the optimal interpolation reaches such error after
time
T =
Tval
α
=
2N
3
Tval =
~
E
C
piN3/2
3
, (58)
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where Tval comes from Eq. (51) (optimal interpolation). Interestingly, this time is
√
N larger than the time required by the
linear interpolation (cf. Fig.2). Interpolation (49) is optimal because of its optimal scaling with N for any asymptotically
small error, but this result shows that different goals (such as a particularly low error scaling) require different strategies.
We consider now Hamiltonian evolutions obeying the boundary-cancelation condition (13). A Hamiltonian H(s) which
obeys this condition can be built with a function f(s) obeying f (j)(0) = 0 = f (j)(1) for j = 1, ..., p. The minimal-order
polynomial that satisfies these conditions up to order p can be written as [26, 27]
fp(s) :=
∫ s
0
xp(1− x)pdx∫ 1
0
xp(1− x)pdx
= Is(p+ 1, p+ 1) , (59)
where Is(p+ 1, p+ 1) is the regularized incomplete β function. Notice that fp(s) satisfies the following relations:
f (p+1)p (0)=(−1)pf (p+1)p (1); f (p+2)p (0)=(−1)p+1f (p+2)p (1). (60)
These relations imply that
λ
(p)
10 (1) = (−1)pλ(p)10 (0) =
√
N − 1
N
f (p+1)p (1). (61)
Now, using the results of Sec. II B and proceeding in the same way as in the previous cases, it is straightforward to show that
Tval =
~
E
C
∣∣∣∣∣J0(1) + f (p+2)p (1)f (p+1)p (1)
∣∣∣∣∣ = ~E C|J0(1)+p(p+ 1)| , (62)
with
J0(1) =
N − 1
N2
∫ 1
0
f˙2p (s)
∆5(s)
ds ≈ N
2
(
1 +
√
p+
p
20
)
, (63)
where the O(N) dependence is valid in general for N  1, and the approximate value including the dependence on p is
correct up to 5% error. One can then write:
Tval ≈ ~
E
C
∣∣∣∣N2 (1 +√p+ p20)+p(p+ 1)
∣∣∣∣ . (64)
Notice that Tval for this case has the same scaling with N as Tval for the linear interpolation case.
The upper bound on the error ε can be obtained via the same proceeding:
ε 6 ~
p+1
(ET )p+1
2
√
N − 1
N
(2p+ 1)!
p!
, (65)
where we used |f (p+1)p (1)| = (2p + 1)!/p!. Using Eqs. (64) and (65), we can determine ε˜, the upper bound to ε at T = Tval
(for N  1):
ε˜ ≈ 1
Cp+1
2p+2(2p+ 1)!
(1 +
√
p+ p/20)p+1p!
1
Np+3/2
. (66)
Therefore, in order to reach an error ε = O
(
Np+3/2
)
, the use of an interpolation which satisfies the boundary-cancelation
condition (13) requires a run time T = O(N), with a prefactor increasing with p. This means that this interpolation reaches
a much smaller final error than the linear one, but requires a longer run time, although with the same scaling in N . Fig. 3
compares the behavior of the error ε with the run time T for the different interpolations we have considered here. Notice that
this also happens in comparison with the optimal interpolation (49), but to a higher degree: for run times larger or equal to
T = O(N), the error reached by the current interpolation is much smaller than that reached by the optimal interpolation, at the
price of a longer necessary convergence time. For application in AQC, where a constant error typically suffices and shortest
time is the ultimate goal, boundary cancelation typically presents a disadvantage.
15
linear interpolation (p=0)
p=1
p=2
N=32
500 1000 1500 2000 2500 3000 3500
T (ℏ/ε)10-8
10-5
10-2
ε
Tval,1
ε˜1
Tval,2
ε˜2
Figure 3. Behavior of the error in adiabatic search using boundary cancelation. Upper bounds [from Eq.(65)], distance up to leading order
[from Eq.(6)] and direct numerical calculation are displayed as in Fig. 2. With each successive order p a smaller error value is attained, as
seen in Eq.(66), at the cost of a longer Tval. These validity times are obtained from Eq.(64) by setting C = 50 for p = 1 and C = 70 for
p = 2.
IV. FINAL COMMENTS
We have obtained errors of the adiabatic approximation for finite driving times T beyond scaling relations. Using the Bures
angle between the actual state of the system and the instantaneous ground state of the Hamiltonian at time T as a figure of
merit for the error, we derived general results for the trade-off relation between the run time T and the error ε in terms of
quantities with very clear physical interpretations. With the use of the Adiabatic Perturbation Theory (APT), we performed
an expansion of the error ε for small values of 1/T up to next-to-leading-order terms. This allowed us to delimit the domain
of validity of the trade-off relations obtained via leading-order approximations and, consequently, to explicitly determine the
shortest time T = Tval and the largest error ε˜ = ε for which these relations are valid. When the use of these relations is
restricted to such values, they correctly give the value of the error ε for a given run time T or, conversely, the value of the run
time T required for reaching a given error ε. In this way, the results go beyond scaling-only relations. This approach corrects
some problems present in several trade-off relations derived so far, where the error ε appears as a “free” parameter, although
those relations rely on some form of approximation, hence are valid only for a restricted range of ε (and T ).
We applied these results to the adiabatic quantum search algorithm, which, besides being of practical importance for AQC,
admits an exact analytical treatment. With our approach, we were able to reobtain the interpolation which is considered
optimal for this algorithm via a minimization of the functional for the shortest time Tval for which the relations we derived
still apply. More importantly, apart from getting the right scaling of the run time with the system size N — showing for the
first time that Grover-like ε = O(1/
√
N) is attained in time T = O(
√
N) —, we could determine the actual value of the
final error for that interpolation. Novel values (and scalings) for errors reached at a given run time were also found for other
classes of interpolation, such as the linear one [ε = O(1/N3/2) at T = O(N)] and the scheme named boundary cancelation
[ε = O(1/Np+3/2) at T = O(N)]. In doing so, we could show that traditional trade-off relations, as much as they can give
results sufficient for practical use in famous applications (such as ε = O(1) in the adiabatic search), are inherently not tight
and overestimate the error and/or time for a given evolution. With the expansion of AQC it is only more likely that such
overestimation misses important quantum advantages in the future.
Our results are in no way restricted to the adiabatic version of the Grover search. Applications can be made to test the known
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adiabatic approach to other quantum problems, such as satisfiability problems [7, 8], the Deutsch-Josza problem [52, 53], the
Bernstein-Vazirani problem [54], or Simon’s problem [54]. We believe that, in these and other cases, our approach may offer
an improvement for deriving trade-off relations between error and run time for quantum adiabatic algorithms, allowing for
precise estimations of the run time required for an algorithm to be performed with a given error.
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Appendix A: Expansion of the distance in the parameter 1/T
In this Appendix, we demonstrate the expansion of the Bures angle in the small parameter 1/T up to second nonvanishing
order [Eqs.(5,14)]. In fact, there is a two-fold dependence of the Bures angle on T . On one hand, there is the dependence
expressed in the expansion of Eq.(4),
bn(s, T ) =
∞∑
p=0
(i~)p
T p
b(p)n (s) . (A1)
On the other hand, b(p)n (s) may still depend on T (through a complex exponential). We will make a perturbative expansion of
D[|Ψ(s, T )〉, |φ0(s)〉] in the small parameter 1T , which should not be confused with a genuine power-series expansion. This
means that the expansion is made as if b(p)n (s) did not depend on T . We assume b
(0)
n = δn0 (recovering the infinite-time
result), and also that we calculate the distance at a time s at which the coefficients b(q)n (s) = 0 for n 6= 0 and q = 1, 2, ..., p.
Eq. (5) will correspond to p = 0 (for any value of s), and for the boundary-cancelation case (p > 1), this assumption will be
proven for s = 1 in Appendix B.
Let us express the Bures angle between the instantaneous ground state |φ0(s)〉 and the state of the system |ψ(s, T )〉.
Because a truncated expression for |ψ(s, T )〉 does not preserve normalization [28] (as usual in perturbation theories), we
replace Eq.(2), written for normalized states, for an expression not assuming a normalized |Ψ(s, T )〉 [41, 44],
D[|Ψ(s, T )〉, |φ0(s)〉] := arccos
(
|〈φ0(s)|Ψ(s, T )〉|√〈Ψ(s, T )|Ψ(s, T )〉
)
, (A2)
where |φ0(s)〉 is still assumed normalized. In terms of the coefficients in Eq.(3),
D[|Ψ(s, T )〉, |φ0(s)〉] = arccos
 1√
1 +
∑
n 6=0
|bn(s,T )|2
|b0(s,T )|2
 . (A3)
We define w :=
∑
n 6=0 |bn(s, T )|2/|b0(s, T )|2, which, together with a trigonometric identity, allows us to write
D[|Ψ(s, T )〉, |φ0(s)〉] = arctan
√
w. (A4)
We can expand (A4) in a power series as
D[|Ψ(s, T )〉, |φ0(s)〉] = w1/2 − 1
3
w3/2 +O(w5/2), (A5)
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which converges absolutely for |w| < 1 or D[|Ψ(s, T )〉, |φ0(s)〉] < pi/4.
From Eq.(A1), we find that
w =(~/T )2p+2
∑
n 6=0
∣∣∣b(p+1)n ∣∣∣2 + ~/T 2Re(i b∗(p+1)n b(p+2)n ) +O(1/T 2)
1 + 2Re(i~/T b(1)0 ) +O(1/T 2)
, (A6)
=
~2p+2
T 2p+2
∑
n 6=0
(
|b(p+1)n |2 + ~/T
[
2Re(i b∗(p+1)n b
(p+2)
n )−
∣∣∣b(p+1)n ∣∣∣2 2Re(i~/T b(1)0 )]+O(1/T 2)) , (A7)
where b(p+1)n is the first nonvanishing coefficient for n 6= 0, but b(1)0 6= 0 in general. We see that w1/2 = O(1/T p+1)
and the two leading terms will be of order 1/T p+1, 1/T p+2, with w3/2 = O(1/T 3p+3) being neglected (since 1/T 3p+3 is
higher-order than 1/T p+2 for any p > 0). Then,
D[|Ψ(s, T )〉, |φ0(s)〉] = ~
p+1
T p+1
√∑
n 6=0
∣∣∣b(p+1)n ∣∣∣2×
1 + 2 ~T
∑n 6=0 Re(i b∗(p+1)n b(p+2)n )∑
n 6=0
∣∣∣b(p+1)n ∣∣∣2 − Re
(
i
~
T
b
(1)
0
)+O( 1
T 2
)
1/2
+O
(
1
T 3p+3
)
, (A8)
and finally,
D[|Ψ(s, T )〉, |φ0(s)〉] = ~
p+1
T p+1
√∑
n 6=0
∣∣∣b(p+1)n ∣∣∣2+
+
~p+2
T p+2

∑
n 6=0 Re(i b
∗(p+1)
n b
(p+2)
n )√∑
n 6=0
∣∣∣b(p+1)n ∣∣∣2 −
√∑
n 6=0
∣∣∣b(p+1)n ∣∣∣2 Re(i ~
T
b
(1)
0
)+O( 1T p+3
)
, (A9)
which yields Eq.(5) for p = 0. For p 6= 0, Eq.(14) is reached by using that b(1)0 is real (proven in Appendix B).
Appendix B: Leading coefficients
In this Appendix, we calculate the leading coefficients of expansion (4) both for the general case, b(1)n (s), and with boundary
cancelation, b(p+1)n (1) — both for n 6= 0. Along the way we demonstrate that the assumptions made in the previous Appendix
are valid (b(0)n = δn0 and b
(q)
n (s) = 0 for n 6= 0 up to q = p).
1. General Case
We now need to calculate b(1)n (s) for n 6= 0. We begin by writing the coefficients in Eq.(4) as
b(p)n (s) =
∑
m=0
eiTωnm(s)b(p)nm(s) . (B1)
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Inserting Eqs. (4),(B1) into Eq.(3) we get
|Ψ(s, T )〉 =
∞∑
p=0
∑
n,m=0
(i~)p
T p
e−iTωm(s)b(p)nm(s) |φn(s)〉 . (B2)
At this point we impose that all the contributions higher than the zeroth order vanish at s = 0, i.e. bn(0, T ) = b
(0)
n (0) and
b(p)n (0) =
∑
m=0
b(p)nm(0) = 0, (p > 1). (B3)
Furthermore we also impose that the zeroth order contribution is the adiabatic approximation,
b(0)n (s) = b
(0)
n (0) = δn0 ⇒ b(0)nm(s) = b(0)nm(0) = δn0δnm . (B4)
We now substitute (B2) into the Schro¨dinger Equation [Eq.(1)] and left-multiply it by 〈φk(s)|, leading to the general recurrence
relation
∆nm(s)b
(p+1)
nm (s) = b˙
(p)
nm(s) +
∑
k 6=n
Mnk(s)b
(p)
km(s), (B5)
where Mnk(s) := 〈φn(s)|φ˙k(s)〉 and Mnn(s) has been taken as zero without loss of generality.
Let us then calculate the terms b(1)nm(s), starting by the off-diagonal terms (n 6= m). From Eq.(B4) and Eq.(B5) with p = 0,
b(1)nm(s) =
Mnm(s)
∆nm(s)
δm0 = λnm(s)δm0 , (n 6= m). (B6)
The recurrence relation (B5) furnishes a first-order differential equation for the diagonal terms,
b˙(1)nn(s) +
∑
k 6=n
Mnk(s)b
(1)
kn (s) = 0, (B7)
which can be integrated
b(1)nn(s) = b
(1)
nn(0)−
∫ s
0
∑
k 6=n
Mnk(s
′)b(1)kn (s
′)ds′ (B8)
and, for n 6= 0, solved using Eqs.(B6), (B3):
b(1)nn(s) = b
(1)
nn(0) = −
∑
m6=n
b(1)nm(0) = −λn0(0). (B9)
From (B1), (B6) and (B9), one obtains the first-order contribution b(1)n (s) as in Eq.(11), in accordance with [28]. One then
substitutes that in Eq.(5) and, taking into account that
Mnm(s) = −〈φn(s)|H˙(s)|φm(s)〉
∆nm(s)
, (B10)
Equation (6) is obtained. (Notice that equality (B10) is demonstrated by differentiating the eigenvalue equation.)
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We take the opportunity to calculate b(1)00 (s) from (B8), which will be necessary for a later result. We first note that, due to
(B3) and (B6),
b
(1)
00 (0) = −
∑
m6=0
b
(1)
0m(0) = 0 . (B11)
Substituting (B6) in (B8) then gives
b
(1)
00 (s) = −
∫ s
0
∑
k 6=0
M0k(s
′)
Mk0(s
′)
∆k0(s′)
ds′ = J0(s) , (B12)
where M0k = −M∗k0 has been used and
Jn(s) =
∑
k 6=n
∫ s
0
|Mkn(s′)|2
∆kn(s′)
ds′ , (B13)
as defined in the main text.
2. Boundary cancelation
We will introduce several Lemmas to show that b(r)n (1) vanish up for r = 1, 2, ..., p and to calculate the value of b
(p+1)
n (1).
Lemma 1. For n 6= m the general form of the coefficients b(p)nm(s) is given by
b(p)nm(s) =
p−1∑
q=0
∑
k 6=m
χp,qnmk(s)λ
(q)
km(s) . (B14)
where λ(q)km(s) :=
dqλkm(s)
dsq , and χ
p,q
nmk(s) are coefficients to be obtained recursively.
Proof. The proof is by induction as follows: the statement holds for p = 1,
b(1)nm(s) =
0∑
q=0
∑
k 6=m
χ1,qnmk(s)λ
(q)
km(s), (B15)
if we set χ1,0nmk(s) = δknδm0, since we reproduce (B6). Now we prove that if the statement holds for some p, then it holds for
(p+ 1). We substitute (B14) into the right-hand side of the recurrence relation (B5) to obtain
∆nm(s) b
(p+1)
nm (s) =
p−1∑
q=0
∑
k 6=m
χ˙p,qnmk(s)λ(q)km(s) + χp,qnmk(s)λ(q+1)km (s) + ∑
l 6=n,m
Mnl(s)χ
p,q
lmk(s)λ
(q)
km(s)
+Mnm(s)b(p)mm(s),
(B16)
The last term in (B16) can be rewritten as
Mnm(s)b
(p)
mm(s) =
p−1∑
q=0
∑
k 6=m
∆nm(s)λ
(q)
km(s)b
(p)
mm(s)δq0δkn, (B17)
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so that this term can be reincorporated into the sum (B16) as
∆nmb
(p+1)
nm =
p−1∑
q=0
∑
k 6=m
(χ˙p,qnkλ
(q)
km + χ
p,q
nkλ
(q+1)
km +
∑
l 6=n,m
Mnlχ
p,q
lk λ
(q)
km + ∆nmb
(p)
mmδq0δknλ
(q)
km), (B18)
in which we have omitted the s-dependence. On the other hand, if we make q → q − 1, then
p−1∑
q=0
∑
k 6=m
χp,qnmk(s)λ
(q+1)
km (s) =
p−1∑
q=0
∑
k 6=m
χp,q−1nmk (s)λ
(q)
km(s)(1− δq0) +
∑
k 6=m
χp,p−1nmk (s)λ
(p)
km(s) (B19)
which allows us to rewrite (B18) as
∆nmb
(p+1)
nm =
∑
k 6=m
χp,p−1nmk λ
(p)
km+
p−1∑
q=0
∑
k 6=m
χ˙p,qnmk + χp,q−1nmk (1− δq0) + ∑
l 6=n,m
Mnlχ
p,q
lmk + ∆nmb
(p)
mmδq0δkn
λ(q)km . (B20)
Finally after the preceding rearrangements we can compare (B20) with the general form
b(p+1)nm =
p∑
q=0
∑
k 6=m
χp+1,qnmk (s)λ
(q)
km(s), (B21)
which fits perfectly if we set
χp+1,pnmk (s) =
χp,p−1nmk (s)
∆nm(s)
, (B22)
and, for q = 0, 1, ..., p− 1,
χp+1,qnmk (s) =
1
∆nm(s)
χ˙p,qnmk(s) + χp,q−1nmk (s)(1− δq0) + ∑
l 6=n,m
Mnl(s)χ
p,q
lmk(s) + ∆nm(s)b
(p)
mm(s)δq0δkn
 , (B23)
which concludes the proof.
Lemma 1 leads to a Corollary.
Corollary 2 (Off-diagonal terms). The condition
H(1)(s˜) = H(2)(s˜) = · · · = H(p)(s˜) = 0 (B24)
at some time s˜ ∈ [0, 1] implies, for n 6= m,
b(1)nm(s˜) = b
(2)
nm(s˜) = · · · = b(p)nm(s˜) = 0 . (B25)
Proof. First notice that the Leibniz rule for derivatives provides
λ(q)nm(s) =
q∑
j=0
q!
(q − j)!j!
djMnm(s)
dsj
dq−j
dsq−j
(
1
∆nm(s)
)
, (B26)
an expression in which, due to (B10), every term involves a derivative of H(s) of order 1 through (q + 1). By setting such
derivatives of H(s) to zero as in the statement, λ(q)nm(s˜) = 0 for q = 0, 1, ..., p− 1. Due to Lemma 1, the coefficients b(p)nm(s˜)
also become zero.
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At this point we turn to the diagonal terms b(p)nn(s) and to the conditions imposed on the Hamiltonian at the initial time.
Lemma 3. The condition
H(1)(0) = H(2)(0) = ... = H(p)(0) = 0 , (B27)
implies χr,qnmk(s) ∼ δm0 for every coefficient χr,qnmk(s) in (B14) with r ∈ {1, 2, ..., p+ 1}.
Proof. The proof is by induction, beginning with the assertion that, for r = 1, the coefficients are χ1,qnmk(s) = χ
1,0
nmk(s) =
δknδm0, as mentioned after Eq.(B15). The recurrence relations (B22) and (B23) show that if χ
r,q
nmk ∼ δm0 (r 6 p) holds for
some value r, then it holds for all terms of χr+1,qnmk except possibly the one involving b
(r)
mm(s). But (B5) furnishes a differential
equation for the latter which, analogously to Eq.(B8), admits the formal solution
b(r)mm(s) = b
(r)
mm(0)−
∑
k 6=m
∫ s
0
Mmk(s
′)b(r)km(s
′)ds′. (B28)
By hypothesis, χr,qnmk(s
′) are proportional to δm0 and, due to Lemma 1, so are b
(r)
km(s
′). The initial condition (B3) provides
b(r)mm(0) = −
∑
k 6=m
b
(r)
mk(0) = 0, (B29)
where the last equality follows from Corollary 2 with s˜ = 0. As such, b(r)mm(s) ∼ δm0, therefore, χr+1,qnmk (s) ∼ δm0. The
induction breaks down for χp+2,qnmk (s) because the initial condition b
(p+1)
mm (0) 6= 0.
We now highlight a result on the diagonal terms b(p)mm(s) that appeared in this demonstration.
Corollary 4 (Diagonal terms). The condition
H(1)(0) = H(2)(0) = ... = H(p)(0) = 0 (B30)
implies, for m 6= 0,
b(1)mm(s) = b
(2)
mm(s) = ... = b
(p)
mm(s) ≡ 0 . (B31)
Corollaries 2 and 4, when substituted in the expansion (B1), lead to an important conclusion:
Lemma 5 (Vanishing coefficients). If, for any s˜ ∈ [0, 1] and all r ∈ {1, 2, ..., p},
H(r)(0) = 0 = H(r)(s˜) , (B32)
then, for n 6= 0,
b(1)n (s˜) = b
(2)
n (s˜) = ... = b
(p)
n (s˜) = 0 . (B33)
We are then left with the task of calculating the leading contribution in these conditions, namely, the one in lowest power
of 1/T not identically zero. Since λ(q)nm(s˜) = 0 for q = 0, 1, ..., p− 1 as mentioned in the proof of Corollary 2, the expansion
(B14) for b(p+1)nm (s˜) (n 6= m) reads
b(p+1)nm (s˜) =
∑
k 6=m
χp+1,pnmk (s˜)λ
(p)
km(s˜) . (B34)
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The coefficients χp+1,pnmk (s˜) can be obtained by iterating (B22) up to χ
1,0
nmk(s) = δknδm0:
χp+1,pnmk (s˜) =
δknδm0
∆pnm(s˜)
. (B35)
For n = m 6= 0, Eq.(B28) and Lemma 3 show that
b(p+1)nn (s) = b
(p+1)
nn (0) , (B36)
and employing (B3) together with (B34) and (B35) at s˜ = 0, we have
b(p+1)nn (s) = b
(p+1)
nn (0) = −
∑
m6=n
b(p+1)nm (0) = −
λ
(p)
n0 (0)
∆pn0(0)
. (B37)
Eq.(18) for the leading term b(p+1)n (s˜ = 1) then follows from substituting (B34), (B35) and (B37) into (B1). In order to obtain
Eq.(15), one must use
λ
(p)
n0 (s˜) = −
〈φn(s˜)|H(p+1)(s˜)|φ0(s˜)〉
∆p+2n0 (s˜)
, (B38)
at s˜ = 0 and 1, valid due to the vanishing derivatives of H(s).
Appendix C: Next-to-leading coefficients
Our last proof tackles the next-order coefficients, using the results from App B above.
1. General Case
Let us obtain b(2)n (s). Lemma 1 provides, for n 6= m,
b(2)nm(s) =
∑
k 6=m
χ2,0nmk(s)λ
(0)
km(s) + χ
2,1
nmk(s)λ
(1)
km(s). (C1)
The first order coefficient χ1,0nmk(s) = δnkδm0 and the recurrence relations (B22) allow us to obtain the coefficients
χ2,1nmk(s) =
χ1,0nmk(s)
∆nm(s)
=
δnkδm0
∆nm(s)
, (C2)
while (B23), (B9) and (B12) lead to
χ2,0nmk(s) =
1
∆nm (s)
∑
l 6=n,m
Mnl(s)δlkδm0 + J0(s)δknδm0 − λm0(0)δkn(1− δm0) (C3)
The nondiagonal term b(2)nm(s) can be written from (C1), (C2) and (C3) as
b(2)nm(s) =
 λ˙n0(s)
∆n0(s)
+
∑
k 6=0,n
Mnk(s)λk0(s)
∆n0(s)
+ J0(s)λn0(s)
 δm0 − λm0(0)λnm(s)(1− δm0). (C4)
23
We can obtain b(2)nn(s˜) for n 6= 0 from (B28),
b(2)nn(s) = b
(2)
nn(0)−
∑
k 6=n
∫ s
0
Mnk(s
′)b(2)kn (s
′)ds′ , (C5)
which furnishes
b(2)nn(s) = −
∑
m 6=n
b(2)nm(0)− λn0(0)Jn(s), (C6)
where we have made use of (B3). Substituting expressions (C4) and (C6) into (B1) leads to Eq.(12).
2. Boundary cancelation
Let us calculate b(p+2)n (s˜) assuming the boundary-cancelation condition of Eq.(13) up to j = p (p > 1). Lemma 1 and
(B26) provide
b(p+2)nm (s˜) =
∑
k 6=m
(
χp+2,p+1nmk (s˜)λ
(p+1)
km (s˜) + χ
p+2,p
nmk (s˜)λ
(p)
km(s˜)
)
. (C7)
Any term of the form χr+1,rnmk (s˜) can be obtained by iterating (B22) up to χ
1,0
nmk(s˜) = δknδm0, which gives us
χr+1,rnmk (s˜) =
δknδm0
∆rnm(s˜)
. (C8)
The coefficient χp+2,pnmk (s˜) can be obtained by iterating (B23). In this iteration, the factors χ˙
r+1,r
nmk (s˜) and Mnl(s˜) on the right-
hand side of (B23) are always null due to our hypothesis of H˙(0) = 0 = H˙(s˜). The former can be seen by means of (C8) and
the Hellmann–Feynman relation (E˙n(s˜) = 〈φn|H˙(s˜)|φn〉 = 0), the latter from (B10). We are then left with
χp+2,pnmk (s˜) =
χp+1,p−1nmk (s˜)
∆nm(s˜)
= · · · = χ
2,0
nmk(s˜)
∆pnm(s˜)
. (C9)
From (C3) with Mnl(s˜) = 0, λm0(0) = 0,
χp+2,pnmk (s˜) =
J0(s˜)
∆pn0(s˜)
δknδm0. (C10)
The nondiagonal term b(p+2)nm (s˜) can be written from (C7), (C8) and (C10) as
b(p+2)nm (s˜) =
(
λ
(p+1)
n0 (s˜)
∆p+1n0 (s˜)
+ J0(s˜)
λ
(p)
n0 (s˜)
∆pn0(s˜)
)
δm0. (C11)
Now we obtain the diagonal terms b(p+2)nn (s˜) for n 6= 0. We need to solve
b(p+2)nn (s) = b
(p+2)
nn (0)−
∑
k 6=n
∫ s
0
Mnk(s
′)b(p+2)kn (s
′)ds′ . (C12)
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Whereas b(p+2)nn (0) is found using (B3) and (C11) with s˜ = 0,
b(p+2)nn (0) = −
∑
k 6=n
b
(p+2)
nk (0) = −
λ
(p+1)
n0 (0)
∆p+1n0 (0)
, (C13)
b
(p+2)
kn (s) needs to be found for any time s, not just those times s˜ when derivatives of the Hamiltonian vanish, as in (C11). Due
to (B14), it depends on χp+2,qknl (s), which is obtained from χ
p+1,q
knl (s) through (B22) and (B23) (except for χ
p+2,0
knk ). But Lemma
3 guarantees that χp+1,qknl (s) is identically zero for n 6= 0, and the only remaining contribution comes from χp+2,0knk = b(p+1)nn (s):
b
(p+2)
kn (s) = b
(p+1)
nn (s)λkn(s) =
λ
(p)
n0 (0)
∆pn0(0)
λkn(s) , (C14)
where (B37) was used. Substituting (C13) and (C14) in (C12) and using (B13), we find, for n 6= 0,
b(p+2)nn (s) = −
λ
(p+1)
n0 (0)
∆p+1n0 (0)
− Jn(s)λ
(p)
n0 (0)
∆pn0(0)
. (C15)
The expression for b(p+2)n (s˜) in Eq.(19) follows from (B1), (C11) and (C15) with s˜ = 1, concluding the proof.
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