A type checking method for the functional language LFC is presented. A distinct feature of LFC is that it uses Context-Free (CF) languages as data types to represent compound data structures. This makes LFC a dynamically typed language. To improve efficiency, a practical type checking method is presented, which consists of both static and dynamic type checking. Although the inclusion relation of CF.languages is not decidable, a special subset of the relation is decidable, i.e., the sentential form relation, which can be statically checked. Moreover, most of the expressions in actual LFC programs appear to satisfy this relation according to the statistic data of experiments. So, despite that the static type checking is not complete, it undertakes most of the type checking task. Consequently the run-time efficiency is effectively improved. Another feature of the type checking is that it converts the expressions with implicit structures to structured representation. Structure reconstruction technique is presented.
1 Introduction LFC [I'2] is a functional language that has been used for software specification [al , programming language processingN, and so on. This language is a part of the research results of the SAQ (Specification AcQuisiton) project, which is specifically aimed at supporting the acquisition, validation, and reuse of formal specifications [ 5, sl. An environment SAQ for LFC was also developed [a] . LFC is based on the theory of recursive functions defined on Context Free (CF) languages [r'sl. A distinct feature of LFC is that it uses CF languages as data types (called CF types) to represent compound data structures. Details about the earlier implementation of it were summarized in [1] . In our current implementation of LFC several improvements were made on the previous one. One of them is the development of a practical type checking method, which is introduced in this paper.
Type checking [ 9] is an important issue of programming languages.
Dynamically typed languages do type checking at run-time (dynamic type checking), and offer more programming flexibility at the cost of efficiency. Statically typed language, on the other hand, do type checking at compiletime (static type checking), and can improve the quality and time efficiency of programs. The cost is loss of flexibility. A major goal of type system research is to combine the flexibility with the security. Run time performance of dynamically typed languages can be improved by using static type checking whenever it is possible.
Since the inclusion relation of two CF languages is undecidable, LFC in its nature is a dynamically typed language (see Section 3 and [1] ). The earlier implementation of LFC performs type checking dynamically, which is time-consuming.
In order to improve the time efficiency of LFC we incorporated static type checking into LFC to maximally reduce the need for dynamic type checking. Although the inclusion relation of CF languages is not decidable, a special subset of the relation is decidable, i.e., the sentential form relation, which can be statically checked. Moreover, most of the expressions in actual LFC programs appear to satisfy this relation according to the statistic data of our experiments. So, despite that the static type checking is not complete, it undertakes most (or even all) of the type checking task in practice. Consequently the run-time efficiency is effectively improved by removing most (or all) dynamic type checking. Expressions of CF types have implicit structures (see Section 2), which are disadvantageous for efficient implementation. They will be converted into explicitly structured representation in the type checking. Structure reconstruction * Correspondence This work is supported by the National Natural Science Foundation of China under Grant Nos.60103008 and 60273023. technique is presented. A very preliminary, short report of part of this work has been given in [t0] . A preliminary version of part of the work has been reported in [11] . This paper contains a more complete and revised summary of this work, which first includes formal definitions of types and their semantics and the type checking algorithm and also includes revisions of previous presentations.
CF languages have been used in various areas of software design. Recently, along with the popularity of XML, type systems of XML become an important and active research topic, which is closely related to type systems of CF type, since a DTD of XML documents is precisely a CF grammar for the documents. Though the technique introduced in this paper is for LFC, it is general for type systems of CF type. We hope it will be of help to this issue.
The rest of this paper is organized as follows. Section 2 introduces types and expressions. Section 3 discusses issues of type systems with CF types and presents the type checking method. Section 4 describes structure reconstruction of expressions and presents the type checking algorithm. Section 5 sketches implementation. Section 6 contains concluding remarks.
Types and Expressions

Grammars
Let VN be a finite set of nonterminal symbols, VT a finite set of terminal symbols (VNnVT = 0), P a finite set of productions P = {X ~ a I X E VN, a E (VN U VT)*} where (VN U VT)* represents the set of strings of symbols in VN U VT. For any production Y --+ a, a is called a term of Y. Denote Ter~n(Y) = {a I z --+ a e P}.
For the given VN, VT and P, we can define a CF grammar Gx = (VN, VT,X,P) for each nonterminal symbol X E VN, where nonterminal symbol X is called the start symbol. Given a,f~ E (VN U VT)*, we write c~ ~ /3 ifa = cqYa~, = ale/a2, with Y -+ ~/ being a production. If there exists a sequence a0,...,ak, where k >/ 0 and ai E (Vlv U VT)* (i = O,...,k), such that ai--1 ~ O~i for i = 1,..., k, and a = a0, ~ = ak, we denote it by a ~/3. Gx produces a CF language
Types
A CF type denotes a CF language, i.e., a set that contains all of the valid sentences of the language, defined by a CF grammar.
Below we give the definition of CF types. Assume 52, is a sufficiently large alphabet such that it contains the terminal symbols of all CF grammars. Values are words from E. Assume X is a metavariable ranging over all type names. Then for u E E, type expressions are as follows.
Type names are defined in the following form
X --+ O
which means a type name 2( is defined by a type expression 0. Assume 7 9 contains all such definitions, we set 79(X) = 0 where W ~ 0 E 7'.
The semantic flmction ~0] is defined as the least solution of the following eqnation system:
Clearly type names correspond to nonterminal symbols, and type name definitions to productions.
Expressions
For an n-ary function f with type X1 • "" x X,~ > X, where Xi and X are CF types, the definition of f has the following form There could be an inclusion or intersection relation between two CF types. A type system containing CF types hence excludes the Hindley-Milner system, and is close to a subtyping system. The subtype relation ~< between two CF types is simply inclusion between the two CF languages that they denote. Semantically, it is defined as 01 ~< 02
However, neither the inclusion nor the intersection relation of two CF languages is decidable. This leads to the fact that the subtype relation of CF types is not decidable. As a result, a type system with CF types in general must involve dynamic type checking. Our task is to incorporate static type checking into the type system to improve runtime efficiency. Below we first give the typing of expressions, then present a method to do static type checking.
Typing of Expressions
To deal with CF types, we first annotate every expression of CF type with a "minimal type". We call such a minimal type the least type of the expression.
The least type of an expression e is denoted by TL(e, decl), and is abbreviated as Ts
It is easy to know that for any CF type T, an expression e has type T if and only if TL(e) ~< T. This is why TL(e) is called the least type of e.
Note in the APP rule we generally cannot assign least types to function applications, since the subtype relation is undecidable. As we will see in the next subsection, however, a decidable subset of the subtype relation is considered in static type checking, thus the consequent replacement of general subtype by tile decidable subset in the APP rule also enables the least type assignment.
The type checking is, given all typing information, to check if an expression is compatible with the declared type.
Method
There would be two ways to solve the type problem of CF types. One way is to impose constraints on expression so that we can statically check the compatibility of an expression with the declared type. This will lose some flexibility of the language.
The other way is to use a dynamic type system, but perform static type checking when possible. This would decrease the run-time efficiency compared with the previous way, but would be more efficient than totally dynamic type checking. We chose this way to retain maximal flexibility. Although the inclusion relation of CF languages is not decidable, a subset of the relation is decidable, i.e., the sentential form relation, which can be statically checked. Obviously, if a2 is a sentential form of al, then a2 <~ al. Like the sentence recognition problem, the sentential form recognition problem is also decidable for context-free languages.
Below we give a brief description of the type checking method.
From the undecidability of subtyping, the following property foEows immediately. Consider a simple example. Given CF grammar <l} -+ (n} l {l} {n}, deel = {x e n,y e l}, and expression e = zy, then TL(e, decI) = nl which is not a sentential form of l, so l is not a checkable type of e. On the other hand TL(e, decl) <~ l, thus the type of e can be coerced to l.
This property shows there are other coercible types than checkable types.
From the above we can obtain the type checking method. First we statically check if the declared type a of an expression e is a checkable type of e, using sentential form parsing technique (see Subsection 4.2 for an effective optimization by using term checking). If so, then the type is correct. Otherwise we check if e can be dynamically coerced to type a, i.e., determine if the value of e is a sentence of a at run-time. This can be done by sentence parsing technique, after the expression is bound.
A run-time environment is a set of mappings from variable names to values. If E is a run-time environment, e is an expression, we denote EIe as the value of e in E, whose definition is a trivial induction on the structure of expressions and is thus omitted.
Given a constant u E }~, tt has type ct denoted byuEa. Proof. This is exactly the sentence recognition problem of CF languages, which is decidable.
[]
We define the intersection relation of CF types as al n a2 = 0 iff ~at] n ~a.q = 0. 
Type Checking Algorithm
Structure Reconstruction
Recalling the definition of expressions in Section 2, we can see that an expression of CF type is naturally formed by concatenation. On the other hand, the expression cannot reflect the phrase structure it should have for its CF type, in other words, the expression has an implicit structure.
This kind of implicit structure representation is disadvantageous for the implementation. In order to achieve an efficient implementation of LFC, an intermediate representation is necessary that can reflect the phrase structures of expressions. We have designed such an intermediate representation called Vtree. The core is a concise and efficient representation of parse trees.
Suppose in a grammar each production has a unique label. The fact that a production X -+ has label p is denoted as p : X --+ a.
Definition 4.1. A Vtree is defined inductively as follows.
(
1) A variable v of type X is a Vtree of type X. (2) For a production p : X -~ u, u E V~, p is a Vtree of type X.
( 
where Exp denotes the set of expressions, ExpVt is a function that does type checking on the expression and builds the Vtree, dom_i returns the i-th type of the domain of a function, range returns the range of a function. ~/(e, decl) returns the least type of an expression e where the parameters of functions have been translated into Vtrees. , decI) -TD( f (p~ , . . . , p'~ 
TD( Eqi
where u is a constant, v is a variable, f is a function, decllv gets the type of v in decl. The i m p l e m e n t a t i o n of PatVt(a, X, decl) is simple. Suppose p is the label of the production X -+ c~. If c~ E V~, then the result Vtree is p, otherwise c~ = ulXt...unX,~ur~+l, ui E V~, Xi E VN, the result Vtree is p(~/-1 (X1),. 9 9 3 '-1 (X,~) ).
~/-1 (Xi) replaces Xi by the variable or function n a m e (in Pat Vt only variable) which ever replaced Xi in a 9' function. In an implementation we should build the 1-1 relation between each Xi and the corresponding variable or function name.
W h e n checking if an expression e has a checkable t y p e c~, in order to be more efficient, before using sentential form parser we first check if e corresponds to a t e r m of a, if not then call the parser. According to our statistic d a t a (see Section 5), over 80% of the expressions that are sentential forms correspond to terms. Since term checking is straightforward, while sentential form checking is more expensive, t y p e checking efficiency can be considerably improved by this optimization.
The i m p l e m e n t a t i o n of ExpVt(e,X, decl) is as follows.
Let a = 9'(e, decl).
If a = X, and e is a variable or function, then return e. Otherwise, if c~ E Term(X), then construct Vtree as in PatVt.
Otherwise, check if c~ is a sentential form of X. If so, construct Vtree by the derivation of c~, where each nonterminal symbol Xi in c~ is replaced by ~-l ( X d.
Otherwise, if ct is constant, then type is wrong.
Otherwise return dyn_check(X, GetVal(e)). GetVal evaluates the value of an expression, and dyn_check (X, v) is the internal function for dynamic type checking. If v is a sentence of X, then the algorithm returns the Vtree of v, otherwise it produces error message and terminates.
I m p l e m e n t a t i o n and Experiment
If an expression is statically type-checkable and it corresponds to a t e r m of its expected type, the construction of a Vtree from the expression is s t r a i g h t f o r w a r d a n d very efficient. Otherwise a parser for C F languages is needed. The C F types used in LFC do not have any constraints, so a general C F language parser is required. The sentence parser is based on Earley's algorithm i161 which generates the rightmost derivation of a sentence. For a sentence of length n, the worst parsing time is O(n3). The sentential form parser is a variant of sentence parser and is derived from Earley's algorithm. In practice, since most expressions corres p o n d to terms of their declared types (see the d a t a introduced later in this section), the need for parsing is not often.
Below we introduce the m e t h o d to construct Vtree from the derivation of a sentential form.
To represent the rightmost (leftmost) derivation of sentential form, we introduce an e m p t y production nil, the left-hand side of which may be any n o n t e r m i n a l symbol, while the right-hand side of which contains nothing. E m p t y productions are used to keep e m p t y positions in a derivation. Suppose the rightmost derivation is i = it 9 .. i s , in which i l , -. . , in are numbers of productions, including a special production n u m b e r nil, which corresponds to nil.
V t r e e C o n s t r u c t () I f i is empty, or head(i) = nil, t h e n i = tail(i), r e t u r n empty node; o t h e r w i s e , if head(i) corresponds to production p : X --4 a, a E VT, then i = tail(i), r e t u r n p; o t h e r w i s e head(i) corresponds to production p : X ~ alVla2...anVsas+l, a~ E V~, Vi E VN, i =. tail(i); To improve efficiency, an iterative algorithm can be derived. It is not presented here for the limitation of space.
The type checking algorithm has been adopted in the implementation of LFC. Experiments with LFC have been made on many trivial and nontrivial examples, such as string sort and formal differentiation of elementary functions. Table 1 gives the statistic data of some of the examples. In the table, the column "Sentential form (term)" denotes expressions that correspond to terms of their declared types and hence satisfy sentential form relation. Next column denotes the rest of expressions that are sentential forms of their declared types. It shows that most of the expressions (96% in the experiments) satisfy the sentential form relation, i.e., they are sentential forms of the declared types. Among these expressions most (over 80% in the experiments) correspond to terms of their declared types. Most of the type checking work is then done statically (and generally, straightforwardly by term-checking). Run-time efficiency is therefore improved. In our experiments the execution time was reduced by about two to twenty times, compared with the previous implementation. How much the efficiency is improved mainly depends on how many expressions are not sentential forms of the declared types. Since most of the static type checking can be reduced to the term checking, the compilation time for type checking is also reduced.
Data in Table 1 also suggest that if expressions are constrained to satisfy sentential form relation, expressiveness will not be lost much, therefore this constraint can be used to obtain static type system of CF type in practice. Actually we have two versions of LFC with different type systems. The dynamically typed version, as described in this paper, does not imposed any constraint on the language. The statically typed version constrains expressions to satisfy sentential form relation. This version of LFC has been used for statically typed XML processing, which is a recent, better approach to XML processing.
Concluding Remarks
We present a practical type checking method for LFC which supports CF languages as data types. In this method both static type checking and dynamic type checking are involved. Structures of expressions are also reconstructed to represent phrase structures. The type checking algorithm and the structure construction technique are given. The method has been used in the interpreter and compiler of LFC. Experiments show that the run-time efficiency can be effectively improved. We also have a statically typed version of LFC, in which expressions are restricted to sentential forms. This paper presents a general framework and related implementation techniques for dealing with CF types. When applied to a particular domain, for example the XML processing, it is possible to further tune and improve the method according to properties of the domain. In many applications CF types can be restricted to some subclasses of CF languages, so more efficient techniques for the subclasses can then be used instead of the general techniques.
A recent research on XML is type systems of XML. There have been several studies on it using different approaches. For example, XDuce [17] uses regular expression types, which are based on tree automata theory, and supports subtyping. The work presented in this paper obviously can be applied to XML. Compared with XDuce, for type checking efficiency, the time complexity is exponential in worst case for XDuce [ 17] , and is polynomial (O(n3)) in worst case for LFC. And as is discussed in the paper, the time for type checking of LFC can be reduced by term checking. Moreover, it is possible to make further improvement to the type system particularly for processing XML.
