Chandrasekaran, Parrilo, and Willsky (2012) proposed a convex optimization problem for graphical model selection in the presence of unobserved variables. This convex optimization problem aims to estimate an inverse covariance matrix that can be decomposed into a sparse matrix minus a low-rank matrix from sample data. Solving this convex optimization problem is very challenging, especially for large problems. In this letter, we propose two alternating direction methods for solving this problem. The first method is to apply the classic alternating direction method of multipliers to solve the problem as a consensus problem. The second method is a proximal gradient-based alternating-direction method of multipliers. Our methods take advantage of the special structure of the problem and thus can solve large problems very efficiently. A global convergence result is established for the proposed methods. Numerical results on both synthetic data and gene expression data show that our methods usually solve problems with 1 million variables in 1 to 2 minutes and are usually 5 to 35 times faster than a state-of-the-art Newton-CG proximal point algorithm.
estimation problem, which is of fundamental importance in multivariate statistical inference. In particular, when data X = (X 1 , . . . , X p ) follow a p-dimensional joint normal distribution with some unknown covariance matrix , the precision matrix = −1 can be directly translated into a gaussian graphical model. The zero entries in the precision matrix = (θ i j ) 1≤i, j≤p precisely capture the desired conditional independencies in the gaussian graphical model (Lauritzen, 1996; Edwards, 2000) : θ i j = 0 if and only if X i ⊥ ⊥ X j |X −(i, j) . gaussian graphical models have been successfully used to explore complex systems consisting of Gaussian random variables in many research fields, including gene expression genomics (Friedman, 2004; Wille et al., 2004) , macroeconomics determinant studies (Dobra, Eicher, & Lenkoski, 2009) , and social studies (Ahmed & Xing, 2009; Kolar, Song, Ahmed, & Xing, 2010) .
Massive high-dimensional data are now being routinely generated with rapid advances of modern high-throughput technology (e.g., microarray and functional magnetic resonance imaging). Estimation of a sparse graphical model has become increasingly important in the high-dimensional regime, and some well-developed penalization techniques have received considerable attention in the statistical literature. Meinshausen and Bühlmann (2006) were the first to study the high-dimensional sparse graphical model selection problem and proposed the neighborhood penalized regression scheme, which performs the lasso (Tibshirani, 1996) to fit each neighborhood regression and summarizes the sparsity pattern by aggregation via union or intersection. Peng, Wang, Zhou, and Zhu (2009) proposed the joint sparse regression model to jointly estimate all neighborhood lasso penalized regressions. Yuan (2010) considered the Dantzig selector (Candès & Tao, 2007) as an alternative to the lasso in each neighborhood regression. Cai, Liu, and Luo (2011) proposed a constrained 1 minimization estimator called CLIME for estimating sparse precision matrices and established rates of convergence under both the entrywise ∞ norm and the Frobenius norm. Computationally, CLIME can be further decomposed into a series of vector minimization problems. Recently, and Liu, Han, Yuan, Lafferty, and Wasserman (2012) proposed the rank-based neighborhood Dantzig selector and the rank-based CLIME to account for the nonnormality in the graphical modeling.
The 1 -penalized maximum normal likelihood method (Yuan & Lin, 2007) is another popular method for graphical model selection. Rothman, Bickel, Levina, and Zhu (2008) established its rate of convergence under the Frobenius norm. Under the irrepresentable condition, Ravikumar, Wainwright, Raskutti, and Yu (2008) obtained its convergence rates under the entrywise ∞ norm and the spectral norm. and Liu et al. (2012) considered the regularized rank scheme under the semiparametric gaussian copula models. Define the entrywise 1 norm of S as the sum of absolute values of the entries of S: S 1 := i j |S i j |. For a given sample covariance matrixˆ ∈ R p×p , the 1 -penalized maximum normal likelihood estimation can be formulated as the following convex optimization problem. min S S,ˆ − log det S + ρ S 1 ,
(1.1)
where the first part, S,ˆ − log det S, gives the negative log-likelihood function of S, and the entrywise 1 norm, S 1 , is used to promote the sparsity of the resulting matrix. Note that in the literature, the 1 -penalized maximum normal likelihood usually uses the so-called one-off absolute penalty S 1,off := i = j |S i j |. However, S 1 and S 1,off cause no difference when using our algorithm. Chandrasekaran et al. (2012) have used S 1 in defining their convex optimization problem, and hence we follow their convention in this letter. The gaussian graphical model selection methods were proposed under the ideal setting without missing variables. Chandrasekaran et al. (2012) considered a more realistic scenario where the full data consist of both observed variables and missing (hidden) variables. Let X p×1 be the observed variables. Suppose that there are some hidden variables Y r×1 (r p) such that (X, Y) jointly follow a multivariate normal distribution. Denote the covariance matrix by (X,Y) and the precision matrix by (X,Y) . Then we can write (X,Y) 
Given the hidden variables Y, the conditional precision matrix of observed variables, X , is sparse for a sparse graphical model. However, the marginal precision matrix of observed variables, −1 X = X − XY −1 Y YX , might not be a sparse matrix but a difference between the sparse term X and the low-rank term XY −1 Y YX . The problem of interest is to recover the sparse conditional matrix X and the low-rank term XY −1 Y YX based on observed variables X. Chandrasekaran et al. (2012) accomplished this goal by solving a convex optimization problem under the assumption that −1 X = S − L for some sparse matrix S and low-rank matrix L. The low-rank assumption on L holds naturally since r is much less than p. Motivated by the success of the convex relaxation for the rank-minimization problem, Chandrasekaran et al. (2012) introduced a regularized maximum normal likelihood decomposition framework, the latent variable graphical model selection (LVGLASSO):
whereˆ X is the sample covariance matrix of X and Tr(L) denotes the trace of matrix L. In the high-dimensional setting, Chandrasekaran et al. (2012) established the consistency theory for equation 1.2 concerning its recovery of the support and sign pattern of S and the rank of L. Solving the convex optimization problem 1.2 is very challenging, especially in the high-dimensional setting. Chandrasekaran et al. (2012) considered equation 1.2 as a log-determinant semidefinite programming (SDP) problem and used a Newton-CG-based proximal point algorithm (LogdetPPA) proposed by Wang, Sun, and Toh (2010) to solve it. However, LogdetPPA does not take advantage of the special structure of the problem, and we argue that it is inefficient for solving large-scale problems. To illustrate our point, let us consider the special case of equation 1.2 with L = 0, and then the latent variable graphical model selection 1.2 exactly reduces to the gaussian graphical model selection, equation 1.1. Note that equation 1.1 can be rewritten as
where W ∞ is the largest absolute value of the entries of W. The dual problem of equation 1.1 can be obtained by exchanging the order of max and min, max
(1.3)
Both the primal and the dual graphical lasso problems, 1.1 and 1.3, can be viewed as semidefinite programming problems and solved via interior point methods (IPMs) in polynomial time (Boyd & Vandenberghe, 2004) . However, the per-iteration computational cost and memory requirements of an IPM are prohibitively high for equations 1.1 and 1.3, especially when the size of the matrix is large. Customized SDP-based methods such as the ones studied in Wang et al. (2010) and Li and Toh (2010) require a reformulation of the problem that increases the size of the problem and thus makes them impractical for solving large-scale problems. Therefore, most of the methods developed for solving equations 1.1 and 1.3 are first-order methods. These methods include block-coordinate-descent-type methods Friedman, Hastie, & Tibshirani, 2008; Scheinberg & Rish, 2009; Witten, Friedman, & Simon, 2011) , projected gradient method (Duchi, Gould, & Koller, 2008) , and variants of Nesterov's accelerated method (D'Aspremont, Lu, 2009 ). Recently, alternating direction methods have been applied to solve equation 1.1 and shown to be very effective (Yuan, 2012; Scheinberg, Ma, & Goldfarb, 2010) . In this letter, we propose two alternating direction-type methods to solve the latent variable graphical model selection. The first method is to apply the alternating direction method of multipliers to solve this problem. This is due to the fact that the latent variable graphical model selection can be seen as a special case of the consensus problem discussed in Boyd, Parikh, Chu, Peleato, and Eckstein (2011) . The second method we propose is an alternating direction method with proximal gradient steps. To apply the second method, we first group the variables into two blocks and then apply the alternating direction method with one of the subproblems being solved inexactly by taking a proximal gradient step. Our methods take advantage of the special structure of the problem and thus can solve large problems very efficiently. Although the convergence results of the proposed methods are not very different from the existing results for alternating direction-type methods, we still include the convergence proof for the second method in the appendix for completeness. We apply the proposed methods to solving problems from both synthetic data, and gene expression data and show that our methods outperform the state-of-the-art Newton-CG proximal point algorithm LogdetPPA significantly on both accuracy and CPU times.
The rest of this letter is organized as follows. In section 2, we give some preliminaries on alternating direction method of multipliers and proximal mappings. In section 3, we propose solving LVGLASSO, equation 1.2, as a consensus problem using the classical alternating direction method of multipliers. We propose the proximal gradient based alternating direction method for solving equation 1.2 in section 4. In section 5, we apply our proposed alternating direction method to solving equation 1.2 using both synthetic data and gene expression data. Section 6 offers concluding remarks.
Preliminaries
Problem 1.2 can be rewritten in the following equivalent form by introducing a new variable R:
which can be further reduced to
where the indicator function I(L 0) is defined as
Note that we have dropped the constraint R 0 since it is already implicitly imposed by the log det R function. Now since the objective function involves three separable convex functions and the constraint is simply linear, Problem 2.2 is suitable for the alternating direction method of multipliers (ADMM). ADMM is closely related to the Douglas-Rachford and Peaceman-Rachford operator-splitting methods for finding zero of the sum of two monotone operators that have been studied extensively (Douglas & Rachford, 1956; Peaceman & Rachford, 1955; Lions & Mercier, 1979; Eckstein, 1989; Eckstein & Bertsekas, 1992; Combettes & Pesquet, 2007; Combettes & Wajs, 2005) . ADMM has been revisited recently due to its success in the emerging applications of structured convex optimization problems arising from image processing, compressed sensing, machine learning, semidefinite programming and statistics (see Glowinski & Le Tallec, 1989; Gabay, 1983; Wang, Yang, Yin, & Zhang, 2008; Yang & Zhang, 2011; Goldstein & Osher, 2009; Qin, Goldfarb, & Ma, 2011; Yuan, 2012; Scheinberg et al., 2010; Goldfarb & Ma, 2012; Goldfarb, Ma, & Scheinberg, in press; Malick, Povh, Rendl, & Wiegele, 2009; Wen, Goldfarb, & Yin, 2010; Boyd et al., 2011; Ma, 2011; Xue, Ma, & Zou, 2012) . Problem 2.2 is suitable for alternating direction methods because the three convex functions involved in the objective function,
have easy proximal mappings. Note that the proximal mapping of function c : R m×n → R m×n for given ξ > 0 and Z ∈ R m×n is defined as
The proximal mapping of f (R) defined in equation 2.4 is
The first-order optimality conditions of equation 2.8 are given by
It is easy to verify that R := Udiag(γ )U (2.10) satisfies equation 2.9 and thus gives the optimal solution of equation 2.8, where Udiag(σ )U is the eigenvalue decomposition of matrix ξˆ X − Z and
(2.11)
Note that equation 2.11 guarantees that the solution of equation 2.8 given by equation 2.10 is a positive-definite matrix. The proximal mapping of g(S) defined in equation 2.5 is
It is well known that equation 2.12 has a closed-form solution that is given by the 1 shrinkage operation,
where Shrink(·, ·) is defined as
(2.13)
The proximal mapping of h(L) defined in equation 2.6 is
It is easy to verify that the solution of equation 2.14 is given by
where Z = Udiag(σ )U is the eigenvalue decomposition of Z and γ is given by
(2.16)
Note that equation 2.16 guarantees that L, given in equation 2.15, is a positive-semidefinite matrix.
The discussions above suggest that the following natural ADMM for solving equation 2.2 is efficient:
where the augmented Lagrangian function is defined as
with as the Lagrange multiplier and μ > 0 as the penalty parameter. Note that the three subproblems in equation 2.17 correspond to the proximal mappings of f, g, and h defined in equations 2.4, 2.5, and 2.6, respectively. Thus they are all easy to solve. However, the global convergence of ADMM, equation 2.17, with three blocks of variables was ambiguous. Recently, Hong and Luo (2012) showed that a variant of equation 2.17, which uses a different step size depending on some error-bound parameter of the objective function to update the Lagrange multiplier , is globally convergent. It should be noted, however, that the error-bound condition required in Hong and Luo (2012) is strong and only a few classes of convex function are known to satisfy this condition.
ADMM for Solving Equation 2.2 as a Consensus Problem
Problem 2.2 can be rewritten as a convex minimization problem with two blocks of variables and two separable functions as follows:
with f, g and h defined in equations 2.4, 2.5, and 2.6, respectively. The ADMM applied to solving equation 3.1 can be described as follows:
where is the Lagrange multiplier associated with the equality constraint. The two subproblems in equation 3.2 are both easy to solve. The first subproblem in it can be equivalently written as
3 is actually decomposable into three problems:
Obviously these three problems correspond to applying the proximal mappings of f, g, and h, respectively, to the three components of W k . Thus they are easy to solve. As for the second subproblem in equation 3.2, by noticing
By partitioning the matrix Update S k+1 by solving equation 3.5.
4:
Update L k+1 by solving equation 3.6.
5:
UpdateR k+1 ,S k+1 andL k+1 by equation 3.11 6:
The first-order optimality conditions of equation 3.8 are given by
where is the Lagrange multiplier associated with equation 3.8. Thus, we getR
Substituting them into the equality constraint in equation 3.8, we get
By substituting equation 3.10 into 3.9, we get the solution to equation 3.8:
The ADMM, equation 3.2, for solving equation 3.1 can be summarized as algorithm 1. The ADMM solves problem 3.1 with two blocks of variables. It can be seen as a special case of the consensus problem discussed in Boyd et al. (2011) . The global convergence result of equation 3.2 has also been well studied in the literature (see Eckstein, 1989; Eckstein & Bertsekas, 1992) .
A Proximal Gradient-Based Alternating Direction Method
In this section, we propose another alternating direction type method to solve equation 2.2. In section 3, we managed to reduce the original problem with three blocks of variables, equation 2.2, to a new problem with two blocks of variables equation 3.1. As a result, we can use ADMM for solving problems with two blocks of variables, whose convergence has been well studied. Another way to reduce problem 2.2 into a problem with two blocks of variables is to group two variables (say, S and L) as one variable. This leads to the new equivalent form of equation 2.2:
where W = (S; L) and ϕ(W ) = g(S) + h(L). Now the ADMM for solving equation 4.1 can be described as
where is the Lagrange multiplier associated with the equality constraint and μ > 0 is a penalty parameter. The first subproblem in equation 4.2 is still easy, and it corresponds to the proximal mapping of function f. However, the second subproblem is not easy, because the two parts of W = (S; L) are coupled together in the quadratic penalty term. To overcome this difficulty, we solve the second subproblem inexactly by one step of a proximal gradient method. Note that the second subproblem can be equivalently written as
One step of proximal gradient method solves the following problem,
where τ > 0 is a step size for the proximal gradient step. Since the two parts of W = (S; L) are separable in the quadratic part, equation 4.4 is 
where G k R = R k+1 − S k + L k − μ k . Both equations 4.5 and 4.6 are easy to solve as they correspond to the proximal mappings of g and h, respectively. Thus, our proximal gradient-based alternating-direction method (PGADM) can be summarized as algorithm 2.
Remark 1. The idea of incorporating proximal step into the alternating direction method of multipliers has been suggested by Eckstein (1994) and Chen and Teboulle (1994) . This idea has then been generalized by He, Liao, Han, and Yang (2002) to allow varying penalty and proximal parameters. Recently this technique has been used for sparse and low-rank optimization problems (see Yang & Zhang, 2011; Tao & Yuan, 2011) . More recently, some convergence properties of alternating direction methods with proximal gradient steps have been studied by Deng and Yin (2012) , Hong and Luo (2012) , Fazel, Pong, Sun, and Tseng (2012) , and Ma (2012) . For completeness, we include a global convergence proof for algorithm 2 in the appendix.
Remark 2. In algorithm 2, we grouped S and L as one block of variables. We also implemented the other two ways of grouping the variables: group R and S as one block of variable and group R and L as one block of variable. We found from the numerical experiments that these two alternatives yielded similar practical performance as algorithm 2.
Remark 3. If we use the one-off absolute penalty S 1,off := i = j |S i j | to replace S 1 , our algorithm basically remains the same except that we modify Shrink(·, ·) as follows
(4.7)
Numerical Experiments
In this section, we present numerical results on both synthetic and real data to demonstrate the efficiency of the proposed methods: ADMM (algorithm 1) and PGADM (algorithm 2). Our codes were written in Matlab. All numerical experiments were run in Matlab 7.12.0 on a laptop with Intel Core I5 2.5 GHz CPU and 4 GB of RAM. We first compared ADMM (algorithm 1) with PGADM (algorithm 2) on some synthetic problems. We compared them using two different ways of choosing μ. One set of comparisons used a fixed μ = 10, and the other set used a continuation scheme to dynamically change μ. The continuation scheme we used was to set the initial value of μ as the size of the matrix p and then multiply μ by 1/4 after every 10 iterations.
We then compared the performance of PGADM (with continuation on μ) with LogdetPPA proposed by Wang et al. (2010) and used in Chandrasekaran et al. (2012) for solving equation 2.2.
Comparison of ADMM and PGADM on Synthetic Data.
We observed from the numerical experiments that the step size τ of the proximal gradient step in PGADM (algorithm 2) can be slightly larger than 1/2 and the algorithm produced very good results. We thus chose the step size τ to be 0.6 in our experiments.
We randomly created test problems using a procedure proposed by Rish (2009) and Scheinberg et al. (2010) for the classical graphical lasso problems. Similar procedures were used by Wang et al. (2010) and Li and Toh (2010) . For a given number of observed variables p and a given number of latent variables r, we first created a sparse matrix U ∈ R (p+r)×(p+r) with sparsity around 10% (i.e., 10% of the entries are nonzeros). The nonzero entries were set to −1 or 1 with equal probability. Then we computed K := (U * U ) −1 as the true precision matrix. We then chose the submatrix of K,Ŝ := K (1 : p, 1 : p) as the ground truth matrix of the sparse matrix S and choseL := K(1 : p, p + 1 : p + r)K(p + 1 : p + r, p + 1 : p + r) −1 K(p + 1 : p + r, 1 : p) as the ground truth matrix of the lowrank matrix L. We then drew N = 5p i.i.d. vectors, Y 1 , . . . ,Y N , from the gaussian distribution N (0, (Ŝ −L) −1 ) by using the mvnrnd function in Matlab, and computed a sample covariance matrix of the observed variables
We computed the relative infeasibility of the sequence (R k , S k , L k ) using
To compare the performance of ADMM and PGADM, we first ran ADMM until infeas < 10 −4 or the relative difference of the objective function values in successive two iterations was less than 10 −6 . We denoted the solution generated according to this stopping criterion as [R,Ŝ,L] and denoted the corresponding objective function value asF. We believe that [R,Ŝ,L] is a relatively accurate solution that can be produced by ADMM, because either its infeasibility is very small or ADMM cannot improve it too much. We then ran both ADMM and PGADM until one of the following stopping criteria held:
infeas < 10 −4 and F k <F or infeas < 10 −4 and
where [R k , S k , L k ] is the solution produced by ADMM or PGADM at the kth iteration and F k is the corresponding objective function value. In other words, we terminated ADMM and PGADM when the infeasibility was less than 10 −4 and the objective value was smaller thanF, or the relative difference of the solution with [R,Ŝ,L] was less than 10 −4 . The number of iterations (iter), CPU times (cpu), infeas, and objective function values (obj) for both ADMM and PGADM were reported in Table 1 . From Table 1 , we see that for fixed μ = 10, ADMM was faster than PGADM when α and β are both small, and PGADM was faster than ADMM when α and β are both large. Note that α and β are parameters that control the sparsity and low-rankness of the solution. Thus, our numerical results in Table 1 show that for fixed μ = 10, PGADM was faster than ADMM when the solution is very sparse and low rank and ADMM was faster than PGADM when the solution is not very sparse and low rank. We then compared ADMM and PGADM on synthetic data with the continuation scheme for μ discussed above. We terminated both ADMM and PGADM when infeas < 10 −5 . The results are in Table 2 .
From Table 2 , we see that the continuation scheme used helped to speed up the convergence and produced much better results. Also, when this continuation scheme was used, PGADM was faster than ADMM with comparable infeasibilities (infeas) and objective function values. However, PGADM was faster than ADMM using the specific continuation scheme. If other continuation schemes were adopted, the results could be quite different. In the comparison with LogdetPPA in the following sections, we compare LogdetPPA with PGADM only with this continuation scheme.
Comparison of PGADM and LogdetPPA on Synthetic Data.
In this section, we compare PGADM with LogdetPPA on synthetic data created the same way as in the last section. LogdetPPA, proposed by Wang et al. (2010) , is a proximal point algorithm for solving semidefinite programming problems with log det(·) function. The specialized Matlab code of LogdetPPA for solving equation 2.2 was downloaded from http://ssg.mit.edu/∼venkatc/ latent-variable-code.html. This specialized code solves the following equivalent form of equation 2.1:
Note that compared to equation 2.1, there is no variable S and thus no constraint R − S + L = 0 in equation 5.2. The sparse matrix S can be obtained by
where (R,L) is the optimal solution to equation 5.2. We compared PGADM (with continuation on μ) with LogdetPPA with different α and β. We reported the comparison results on objective function value, CPU time, sparsity of S (sp), and infeas in Table 3 . The sparsity of S is denoted as sp := #{(i, j) : S i j = 0} p 2 (the percentage of nonzero entries). Since matrix S generated by LogdetPPA (i.e., obtained by equation 5.3) is always dense (usually with a sparsity 100% according to our numerical tests) but with many small entries, we measure its sparsity by truncating small entries that are less than 10 −4 as zeros:
In Table 3 , we report the sparsity in the percentage values that are denoted as spl (%) and sp (%). Note that we do not report the infeas for LogdetPPA, because there is no equality constraint R − S + L = 0 in problem 5.2 solved by LogdetPPA. All CPU times reported are in seconds. We report the speedup of PGADM over LogdetPPA in Table 4 .
From Table 3 we see that the solutions produced by PGADM always have comparable objective function values compared to the solutions produced by LogdetPPA. However, our PGADM is always much faster than LogdetPPA, as shown in both Tables 3 and 4. In fact, PGADM is usually We also notice that the matrix S generated by PGADM is always a sparse matrix with many entries exactly equal to zero, but S generated by LogdetPPA is always a dense matrix, and only after we truncate the entries that are smaller than 10 −4 to zeros does it become a sparse matrix with a similar level of sparsity. This is because in our PGADM, S is updated by the 1 shrinkage operation, which truncates the small entries to zeros, while LogdetPPA needs to replace S 1 with a smooth linear function that does not preserve sparsity.
Comparison of PGADM and LogdetPPA on Gene Expression Data.
To further demonstrate the efficacy of PGADM, we applied PGADM to solving equation 2.2 with two gene expression data sets. One data set is the Rosetta Inpharmatics Compendium of gene expression data (denoted as Rosetta) (Hughes et al., 2000) profiles, which contains 301 samples with 6316 variables (genes). The other data set is the Iconix microarray data set (denoted as Iconix) from drug-treated rat livers (Natsoulis et al., 2005) , which contains 255 samples with 10,455 variables.
For a given number of observed variables p, we created the sample covariance matrix X by the following procedure. We first computed the variances of all variables using all the sample data. We then selected the p variables with the highest variances and computed the sample covariance matrix X of these p variables using all the sample data. We reported the comparison results of PGADM and LogdetPPA in Tables 5 and 6 for the Rosetta and Iconix data sets, respectively. Table 7 summarizes the speed up of PGADM over LogdetPPA.
From Table 5 , we again see that PGADM always generates solutions with comparable objective function values in much less time. For example, for p = 2000, LogdetPPA needs 1 hour 16 minutes to solve it, while PGADM takes just 7 minutes. From Table 6 , we see that the advantage of PGADM is more obvious; for p = 200, 500, 1000, and 2000, PGADM always generates solutions with much smaller objective function values, and it is always much faster than LogdetPPA. For example, for p = 2000, LogdetPPA takes 3 hours 40 minutes to solve it, while PGADM just takes about 12 minutes.
Conclusion
We have proposed two alternating direction methods for solving the latent variable gaussian graphical model selection problem. The global convergence results of our methods were established. We applied the proposed methods for solving large problems from both synthetic data and gene expression data. The numerical results indicate that our methods are 5 to 35 times faster than a state-of-the-art Newton-CG proximal point algorithm.
Appendix: Global Convergence Analysis of PGADM
In this section, we establish the global convergence result of PGADM (algorithm 2). This convergence proof is not much different from the one given by Yang and Zhang (2011) for compressed sensing problems. We include the proof here for completeness. We introduce some notation first. We define W = S L . We define functions F(·) and G(·) as 
Before we prove the global convergence result, we need to prove the following lemma:
Lemma 1. Assume that (R * , W * ) is an optimal solution of equation A.1 and Λ * is the corresponding optimal dual variable associated with the equality constraint R + AW = 0. Assume the step size τ of the proximal gradient step satisfies 0 < τ < 1/2. Then there exists η > 0 such that the sequence (R k , W k , Λ k ) produced by equation A.2 satisfies
where U * = W * Λ * , U k = W k Λ k and H = 1 μτ I p× p 0 0 μI p× p , and the norm · 2 H is defined as U 2 H = U, HU and the corresponding inner product ·, · H is defined as U, V H = U, HV .
Proof. Since (R * , W * ) and * are a pair of primal and dual optimal solutions to equation A.1, it follows from the KKT conditions that the following equations hold: Combining equations A.4 and A.9 and using the fact that ∂F(·) is a monotone operator, we get
The first-order optimality conditions for the second subproblem (the subproblem with respect to W) in equation A.2 are given by
Using equation A.8, equation A.11 can be reduced to
(A.12)
Combining equations A.5 and A.12 and using the fact that ∂G(·) is a monotone operator, we get
Summing equations A.10 and A.13, and using R * = −AW * and R k+1 = μ( k − k+1 ) − AW k+1 , we obtain
Using the notation of U k , U * and H, equation A.14 can be rewritten as .15) which can be further written as
We are now ready to give the main convergence result of the algorithm described in equation A.2:
