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この 5つのうち，1. から 3. は音を発生する物体，すなわち音源が持つ特性であり，





























































































圧勾配 ∂p(r)/∂nを制御することにより，領域 S内の音場を再現する (図 1.3)．実際に
は，図 1.4に示すように近接する観測点間の音圧差を音圧力勾配とする．つまり，観測
点で観測された音圧を別の場所で忠実に再現することにより，領域 S内の音場を再現





















図 1.3: 境界音場制御による音場再現の概念図 [23]
p(s)：閉空間V，閉領域 S内の音圧， p′(s)：閉空間V ′，閉領域 S ′内の音圧












































































(=入力信号)が一つの場合は，図 1.6のような Single-Input Multi-Output(SIMO)モデ
ルとして記述することができる．s(n)が原音信号であり，xi(n) i = 1, 2, · · · , Nは各マ
イクロホンにおける観測信号 (チャネル数N)，bi(n) i = 1, 2, · · · , Nは各マイクロホン











図 1.6: SIMO (Single-Input Multiple-Output)モデル s(n)：原音信号，hi(n)：音源位
置から観測点 iまでの室内伝達関数，xi(n)：観測点 iでの観測信号























































































図 1.10: 観測信号 xi(n)から各属性値 (音源位置情報，原音情報，放射指向特性)抽出






















































































を構築した．部屋 (防音室)には YAMAHAの AVITECS(特注型)を用いた．マイクロ
ホンには Brüel & KjærのType 4951を 157本使用した．マイクロホンはアルミパイプ






図 2.1: 包囲型マイクロホンアレイの概観 ○：マイクロホン


























ステムを図 2.4，使用した機材とそのスペックを表 2.1，制御卓の外観を図 2.5に示す．














マイクロホン Brüel & Kjær Type 4951 感度：6.3 mV/Pa
周波数：10 - 20 kHz
ダイナミックレンジ：
30 - 140 dB
マイクロホンアンプ Brüel & Kjær Type 2694 チャネル数：16
最大入力電圧：±10 V




クロックジェネレータ Rosendahl Nanosyncs HD ワードクロック出力数：8




ロックジェネレータから 48 kHzのワードクロック信号を 4系統同時に出力し，全て
の A/D・D/Aがこのクロックを使用することにより実現できる．4台の PCでの収音
ソフトウェアには Steinbergの NUENDO 3を用いる．図 2.4のように，4台の PCで
1～46 ch，47～80 ch，81～126 ch，127～157 chの収音を行う．各マシンでの収音タ
イミングの同期は Steinbergの VST System Linkを用いる．このシステムにより，4
台のマシンを完全に同期させての収音が可能となる．4台のマシンの通信には Audio
Engineering Society/Europian Broadcasting Union (AES/EBU) [39, 40]を用いる．ク
ロックジェネレータ，A/D・D/A，制御PCの具体的な接続を図 2.6に示す．






















157 ch全てに信号が入力される．この作業により収音した 157 chのデータ (サンプリ


















157 chの同時収録時には，A/D・D/Aのうち 1～157 chの入力を用いるが，インパ
ルス応答の計測時には，図 2.8のように 3 chを入出力に追加して 160 chを用いての計
測を行う．そのうち，158 chと 160 chには同じ TSP信号を出力させる．159 chでは
158 chの TSP信号をそのまま受信し，160 chの TSP信号をスピーカから出力させる．











その結果，サンプリングレート 48 kHz，16 bit量子化のリニア PCMの 157 chの同時















































マイクロホン間隔が dで，マイクロホン数がMの直線配列アレイを考える (図 3.1)．
角周波数ωの複素正弦波が到来しており，各マイクロホンで受音した信号 xi(t) (i = 1,






xi(t)に各マイクロホン間の時間差 (i − 1)τLに基づいて ejω(−D0(i−1)τL)を乗じて総和を
































ΩL = −ωτL = (−ωdsinθL)/c (3.3)











ブを形成する．つまり，0 < sinθL < 1であるため，マイクロホン間隔 dが d > c/2f(f
は信号の周波数)となる場合は，指向性パターンにサイドローブを生じる．
例えば，本研究で用いる包囲型マイクロホンアレイは d = 50 cmのため，f > 340 Hz
ではサイドローブが生じる．実際にこの様子を計算機シミュレーションによって確認
する．ここでは簡略のため，平面波を用いた音源位置推定によるシミュレーションを
行った．図 3.2のように 8つのマイクロホンを自由空間に配置した直線アレイ (マイク
ロホン間隔 d = 50 cm)を用いて，2つの音圧レベルの等しい音源方向 (θ1 = 0 deg，
θ1 = 40 deg)を推定する．図 3.3(a)は音源が共に 300 Hzの場合，図 3.3(b)は音源が共





























x(ω, t) = A(ω)s(ω, t) + n(ω, t) (3.4)
式 (3.4)の第 1項は方向性音源を，第 2項は非方向性音源を表す．
空間相関行列R(ω)は s(ω, t)と n(ω, t)が無相関であると仮定すると
R(ω) = E[x(ω, t)xH(ω, t)] = A(ω)E[s(ω, t)sH(ω, t)]AH(ω)+E[n(ω, t)nH(ω, t)] (3.5)
34










































図 3.3: マイクロホン間隔 50 cmを用いた場合の遅延和による音源到来方向推定結果
35
となる．ここで，E[s(ω, t)sH(ω, t)] = p(ω)は信号の平均パワーであり，また n(ω, t)
が各マイクロホン間で相関がなく，E[n(ω, t)nH(ω, t)] = σIのモデルで表されるとす
ると，
R(ω) = A(ω)p(ω)AH(ω) + σI (3.6)
となる．今，音源の数をDとすると，相関行列R(ω)のランクはDとなる．ユニタリー
行列V を用いてR(ω)を固有値展開すると，
R(ω) = V diag(λ1,…, λD, 0,…, 0)V −1 (3.7)
となる．さらに V V H = I，V H = V −1より，V によりR(ω)を対角化して，
V HR(ω)V = [V HA]p[V HA]H = diag(λ1,…, λD, 0,…, 0) + σI (3.8)
が得られる．この式から，固有ベクトルを非零の固有値に対応する固有ベクトル (V s =
[v1,…,vD] for λ1,…, λD)と零の固有値に対応する固有ベクトル (V n = [vD+1,…, vM ]








H = diag(σ,…, σ) (3.10)
が成立する．式 (3.10)から，V とA(ω)が直交していることが分かる．ここで，A(ω)
が張る信号部分空間 (signal subspace)に対して，V sは signal subspaceの基底ベクト
ルとなり，V nは直交補空間の基底ベクトルとなる．
ここで，空間スペクトル P は，
P (ω, θ) =
1
‖ V Hn a(ω, θ) ‖2
(3.11)















































































s(t − ri/c) (3.12)









したがって，平面波仮定におけるステアリングベクトル a(ω, θ)は，式 (3.11)で示さ
れるように角周波数 ωと入射角 θ の関数であったが，球面波の場合には，角周波数 ω
と音源位置 (x, y, z)の関数になる．すなわち，点 (x, y, z)と i番目のマイクロホンにお
38
けるステアリングベクトル aは，3次元探査の場合，






となる．ここで，i番目のマイクロホンの座標を (xmi, ymi, zmi)とすると，
ri =
√





L本の到来波が全て互いに完全相関 (コヒーレント波)であるとすると，第 l 到来波
の複素振幅は，
Fl(t) = αlF1(t)(l = 1, 2, ..., L; α1 = 1) (3.15)
と表される．αlは，第 l波の第 1波に対する減衰，位相遅れを表す複素定数である．こ
のときの到来波の複素振幅ベクトル F (t)は次式で表される．
F (t) = [F1(t), F2(t),…, FL(t)]T
= [α1F1(t), α2F1(t),…, αLF1(t)]T
= F1(t)[α1, α2,…, αL]T
= F1(t)α (3.16)
α = [α1, α2,…, αL]T (3.17)
マイクロホンアレイが図 3.5のようなMチャネルの等間隔直線アレイ (マイクロホン
間隔: d)であるとすると，マイクロホンへの入力ベクトルは内部雑音N (t)を含めて，













αla(θl) + N (t)






αla(θl) = Aα (3.19)
A = [a(θ1),a(θ2), · · · ,a(θL)] (3.20)
a(θl) =
[
1, e−jωdsinθl ,…, e−jω(M−1)dsinθl
]T
(3.21)








H + σ2I (3.22)
ただし，
σ2I = E[N (t)N (t)H ] (3.23)
P1 = E[|F 1(t)|2] (3.24)
である．
相関行列Rxxの信号成分を表す行列 P1bbH ≡ Rss の固有値，固有ベクトルを求め
る．固有値を µi，固有ベクトルを eiで表すと，
Rssei = P1bb
Hei = µiei (i = 1, 2,…,M) (3.25)
と表される．行列Rssは非負定値エルミート行列でそのランクは明らかに 1 である．
よって，固有ベクトルには
eHi ek = δik (i, k = 1, 2,…,M) (3.26)
という関係が成り立ち (δikはクロネッカーのデルタ)，固有値については



















µ1 = P1‖b‖2 (3.31)
である．
行列Rss ≡ P1bbHに上記のような関係があるので．相関行列Rxx = Rss + σ2Iの固
有値，固有ベクトルには式 (3.25)などにより，次の関係が成り立つ．
Rxxei = (Rss + σ
2I)ei
= Rssei + σ
2ei
= µiei + σ
2ei
= (µi + σ
2)ei
= λiei (3.32)
よって，Rxxの固有ベクトルはRssのそれと同じとなる，また，固有値λiは λi = µi+σ2
となり，
λ1 = µ1 + σ
2 > λ2 =… = λM = σ2 (3.33)
41
となる．また，式 (3.26)と式 (3.30)より，

























X(t) = [x1(t), x2(t), · · · , xM(t)]T (3.35)
で示され，第 nサブアレイ (Kチャネル)の入力ベクトルXn(t)は，









で与えられる．したがって，第 nサブアレイの相関行列 (第 n部分相関行列)は次式で
表される．
Rxx = E[Xn(t)Xn(t)
H ](n = 1, 2, ..., N) (3.37)












zn = 1 (3.39)
MUSIC法がコヒーレント波の到来方向を正確に推定できないのは，信号相関行列S =



















(n = 1, 2, ..., N) (3.42)
とし，単純な一様空間平均を用いることが多い．
サブアレイ 1の入力ベクトルを次のように表す．
X1(t) = AF (t) + N 1(t) (3.43)
A = [a(θ1),a(θ2), · · · ,a(θl)] (3.44)
a(θl) =
[
1, e−jωdsinθl , · · · , e−jω(M−1)dsinθl
]




n−1F (t) + Nn(t)(n = 1, 2, ..., N) (3.46)
44
ここで，行列Bは次式で定義される L次の対角行列である．




ν1 0 · · · 0















= ABn−1E[F (t)F (t)H ](Bn−1)HAH + E[Nn(t)Nn(t)
H ]
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式 (3.52)より，行列 S̄のランクはL×Nの行列Cのランクに等しい．すなわち，rank(S̄) =
rank(C)である．また，式 (3.53)から，C = DVで，行列Dは L × Lの正則行列のた
め，rank(C) = rank(V)である．さらに，行列 Vは L × N の vandermonde行列のた
め，N ≥ L であるならば，rank(V) = Lとなる [61]．したがって，





N = M − K + 1 ≥ L (3.57)
であり，さらにMUSIC法の適応条件として
K ≥ L + 1 (3.58)
である．よって，式 (3.57)，式 (3.58)より

















入射波の到来が予想される角度範囲中の互いに異なった P 個の角度ポイント Θall ≡
{θ1, θ2, · · · , θP}において，不規則アレイのステアリングベクトル aで構成される行列を
A(Θall)，仮想等間隔直線アレイのステアリングベクトル āで構成される行列を Ā(Θall)
とする．A(Θall)，および Ā(Θall)は，それぞれ次式で定義されるM × P 行列である．
A(Θall) = [a(θ1) · · ·a(θP )] (3.60)
Ā(Θall) = [ā(θ1) · · · ā(θP )] (3.61)
ここで，ā(θ)は次式のようになる．




Ā(Θall) = BA(Θall) (3.63)
一般にはM < P となるため，式 (3.63)は不定であり直接解くことはできない．そこ
で，式 (3.63)を最小 2乗問題ととらえ，次式の評価関数Ψall を最小にするBを補間行
列B′として用いる．
Ψall(B) =‖ BA(Θall) − Ā(Θall) ‖2F (3.64)



































Āi = ĀjDi−j (3.68)











InterpolationSSP MUSIC)法 [66]や，その前段階の大まかな測角に AVW法 (Adding







































































































































レイn (n = 1, 2, · · · , N)の相関行列の (p, q)成分R(p, q)は式 (3.71)より，




















となる．ここで，PS = E[S(t)S(t)∗], PC = E[C(t)C(t)∗]である．
空間平均する場合，サブアレイでのRは式 (3.72)より，


















































































































































































































































































図 3.10に示す．使用するマイクロホンは図 3.11のように壁 3面の合計 45個を用いる．
「・」が実チャネル (45チャネル)を表し，「○」が仮想チャネル (30チャネル)を表す．







Quality Assesment Material)の一節 (2 s)を用いた．実験条件を表 3.1，3.2に示す．3.2







解析周波数帯域 500 ～ 8000 Hz
表 3.2: 音源の種類と提示レベル
セッション名 音源 1 (dB) 音源 2 (dB)
セッション 1 ホワイトノイズ 64.1
セッション 2 男性音声 63.5
セッション 3 ギター音 63.0
セッション 4 ホワイトノイズ 64.1 女性音声 57.9

























つまり，音源位置では k = 1となり，他の探査位置では kが 0に近い値であるほど音
源位置において Pが鋭いピークを形成していることを意味する．表 3.3～表 3.7に，各
セッションにおける各パターンの推定結果 (上位 5 つずつ)を示す．
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表 3.3: セッション 1 (ホワイトノイズ) の推定結果
(a) MUSIC
x (m) y (m) z (m) P k
1.50 2.20 1.40 10.60 1.0
1.50 2.20 1.50 5.62 0.530
1.50 2.20 1.30 5.60 0.528
1.60 2.20 1.40 5.30 0.500
1.60 2.10 1.30 5.14 0.485
(b) 空間平均化法
x (m) y (m) z (m) P k
1.50 2.20 1.40 9.52 1.0
1.50 2.30 1.50 5.29 0.556
1.50 2.30 1.40 5.26 0.553
1.60 2.20 1.40 5.22 0.548
1.60 2.10 1.30 5.14 0.540
(c) RAP-MUSIC
x (m) y (m) z (m) P k
1.50 2.20 1.40 16.60 1.0
1.50 2.20 1.50 5.33 0.321
1.50 2.20 1.30 5.05 0.304
1.60 2.20 1.40 4.21 0.254
1.50 2.10 1.40 3.97 0.239
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表 3.4: セッション 2 (男性音声) の推定結果
(a) MUSIC
x (m) y (m) z (m) P k
1.50 2.20 1.40 7.29 1.0
1.50 2.20 1.50 3.88 0.533
1.60 2.10 1.30 3.70 0.508
1.50 2.20 1.30 3.65 0.501
1.60 2.20 1.40 3.50 0.480
(b) 空間平均化法
x (m) y (m) z (m) P k
1.50 2.20 1.40 6.63 1.0
1.60 2.10 1.30 4.16 0.628
1.50 2.30 1.50 3.69 0.556
1.50 2.10 1.40 3.58 0.540
1.50 2.20 1.50 3.56 0.537
(c) RAP-MUSIC
x (m) y (m) z (m) P k
1.50 2.20 1.40 11.94 1.0
1.50 2.20 1.50 4.67 0.391
1.50 2.20 1.30 3.76 0.315
1.60 2.10 1.30 3.57 0.299
1.60 2.20 1.40 3.04 0.254
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表 3.5: セッション 3 (ギター音) の推定結果
(a) MUSIC
x (m) y (m) z (m) P k
1.50 2.20 1.40 2.60 1.0
1.50 2.20 1.30 1.79 0.689
1.50 2.20 1.50 1.74 0.671
1.50 2.30 1.40 1.65 0.634
1.50 2.30 1.50 1.65 0.634
(b) 空間平均化法
x (m) y (m) z (m) P k
1.50 2.20 1.40 2.43 1.0
1.50 2.30 1.40 1.68 0.689
1.50 2.30 1.50 1.62 0.664
1.50 2.20 1.30 1.58 0.650
1.50 2.10 1.40 1.56 0.640
(c) RAP-MUSIC
x (m) y (m) z (m) P k
1.50 2.20 1.40 4.18 1.0
1.50 2.20 1.30 1.82 0.434
1.50 2.20 1.50 1.77 0.423
1.50 2.30 1.40 1.38 0.330
1.50 2.30 1.50 1.36 0.325
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表 3.6: セッション 4 (音源 1：ホワイトノイズ & 音源 2：女性音声) の推定結果
(a1) MUSIC(音源 1)
x (m) y (m) z (m) P k
1.50 2.20 1.40 10.49 1.0
1.50 2.20 1.50 6.60 0.629
1.60 2.20 1.40 6.34 0.604
1.60 2.10 1.30 6.34 0.604
1.50 2.20 1.30 6.05 0.577
(a2) MUSIC(音源 2)
x (m) y (m) z (m) P k
3.10 1.65 1.70 6.92 1.0
3.10 1.65 1.80 5.96 0.861
3.10 1.65 1.60 5.60 0.809
3.10 1.55 1.70 5.55 0.802
3.20 1.65 1.70 5.51 0.796
(b1) 空間平均化法 (音源 1)
x (m) y (m) z (m) P k
1.50 2.20 1.40 9.41 1.0
1.50 2.20 1.50 6.45 0.686
1.50 2.30 1.50 6.42 0.682
1.60 2.10 1.30 6.38 0.678
1.60 2.20 1.40 6.18 0.657
(b2) 空間平均化法 (音源 2)
x (m) y (m) z (m) P k
3.10 1.65 1.70 6.73 1.0
3.10 1.55 1.70 5.33 0.793
3.10 1.65 1.80 5.16 0.768
3.10 1.65 1.60 5.04 0.749
3.10 1.75 1.80 5.04 0.748
(c1) RAP-USIC(音源 1)
x (m) y (m) z (m) P k
1.50 2.20 1.40 13.49 1.0
1.50 2.20 1.50 6.79 0.503
1.60 2.10 1.30 5.57 0.413
1.60 2.20 1.40 5.04 0.374
1.50 2.20 1.30 4.67 0.346
(c2) RAP-MUSIC(音源 2)
x (m) y (m) z (m) P k
3.10 1.65 1.70 8.05 1.0
3.10 1.65 1.80 5.75 0.715
3.10 1.65 1.60 4.29 0.533
3.10 1.55 1.70 4.01 0.499
3.10 1.55 1.60 4.01 0.498
62
表 3.7: セッション 5 (音源 1：男性音声 & 音源 2：女性音声) の推定結果
(a1) MUSIC(音源 1)
x (m) y (m) z (m) P k
1.50 2.20 1.40 9.98 1.0
1.50 2.20 1.50 4.60 0.461
1.50 2.20 1.30 4.48 0.449
1.60 2.10 1.30 4.39 0.440
1.60 2.20 1.40 4.15 0.415
(a2) MUSIC(音源 2)
x (m) y (m) z (m) P k
3.10 1.65 1.70 3.29 1.0
2.90 1.75 1.50 2.98 0.905
3.30 1.65 1.70 2.96 0.899
2.90 1.65 1.80 2.96 0.899
3.30 1.65 1.60 2.95 0.897
(b1) 空間平均化法 (音源 1)
x (m) y (m) z (m) P k
1.50 2.20 1.40 9.11 1.0
1.60 2.10 1.30 5.03 0.552
1.50 2.30 1.50 4.47 0.491
1.50 2.10 1.40 4.35 0.478
1.50 2.30 1.40 4.26 0.467
(b2) 空間平均化法 (音源 2)
x (m) y (m) z (m) P k
3.10 1.65 1.70 2.92 1.0
3.10 1.45 1.80 2.72 0.932
2.90 1.45 1.90 2.63 0.902
2.90 1.45 1.80 2.60 0.891
3.20 1.45 1.90 2.59 0.889
(c1) RAP-USIC(音源 1)
x (m) y (m) z (m) P k
1.50 2.20 1.40 16.53 1.0
1.50 2.20 1.50 5.80 0.351
1.60 2.10 1.30 4.76 0.288
1.50 2.20 1.30 4.42 0.267
1.60 2.20 1.40 3.66 0.222
(c2) RAP-MUSIC(音源 2)
x (m) y (m) z (m) P k
3.10 1.65 1.70 2.70 1.0
2.90 1.75 1.50 1.87 0.695
2.90 1.65 1.50 1.78 0.661
3.00 1.65 1.50 1.77 0.658
3.00 1.55 1.50 1.76 0.654
63






セッション 4の結果を壁面 3面を使用した場合，天井 1面のみを使用した場合それぞ
れを図 3.14，3.15に示す．横軸は kの大きさ順位を表し，縦軸が kの値を表す．白色の
棒が音源の存在しない位置での kの値であり，灰色の棒が正解位置での kの値である．
図 3.13: 実験に使用するマイクロホン (1面) 「・」：実チャネル，「○」：仮想チャネル
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表 3.8: マイクロホン配置 1面におけるセッション 4 (音源 1：ホワイトノイズ & 音源
2：女性音声) の推定結果
(a1) MUSIC(音源 1)
x (m) y (m) z (m) P k
1.50 2.20 1.30 9.35 1.137
1.50 2.20 1.40 8.22 1.0
1.50 2.20 1.20 7.44 0.905
1.60 2.20 1.40 6.38 0.776
1.60 2.20 1.50 6.12 0.745
(a2) MUSIC(音源 2)
x (m) y (m) z (m) P k
1.50 2.20 1.30 9.35 1.137
1.50 2.20 1.40 8.22 1.0
1.50 2.20 1.20 7.44 0.905
1.60 2.20 1.40 6.38 0.776
1.60 2.20 1.50 6.12 0.745
(b1) 空間平均化法 (音源 1)
x (m) y (m) z (m) P k
1.50 2.20 1.30 12.71 1.142
1.50 2.20 1.40 11.12 1.0
1.50 2.20 1.20 8.27 0.743
1.50 2.20 1.50 6.55 0.589
1.60 2.20 1.40 6.25 0.562
(b2) 空間平均化法 (音源 2)
x (m) y (m) z (m) P k
3.10 1.65 1.70 10.09 1.0
3.10 1.65 1.60 6.04 0.599
3.10 1.65 1.80 5.85 0.580
3.10 1.65 1.90 4.51 0.447
3.10 1.65 1.50 4.13 0.409
(c1) RAP-USIC(音源 1)
x (m) y (m) z (m) P k
1.50 2.20 1.40 13.69 1.0
1.50 2.20 1.30 13.37 0.976
1.50 2.20 1.20 9.15 0.668
1.50 2.20 1.50 8.98 0.656
1.60 2.20 1.40 6.44 0.471
(c2) RAP-MUSIC(音源 2)
x (m) y (m) z (m) P k
3.10 1.65 1.70 12.98 1.0
3.10 1.65 1.60 8.60 0.662
3.10 1.65 1.80 7.14 0.550
3.10 1.65 1.50 6.58 0.507
3.10 1.65 1.90 4.96 0.382
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(a1) MUSIC (b1) 空間平均化法 (c1) RAP-MUSIC
(a2) MUSIC (b2) 空間平均化法 (c2) RAP-MUSIC
図 3.14: マイクロホン配置 3面における推定結果 白色棒：音源位置ではない位置にお
ける kの値，灰色棒：音源位置における kの値
(a1) MUSIC (b1) 空間平均化法 (c1) RAP-MUSIC
(a2) MUSIC (b2) 空間平均化法 (c2) RAP-MUSIC





















































アルゴリズム (LInear-predictive Multi-input Equalization)が提案されている [70,71]．
一方，LIMEを含むブラインド残響除去に関する研究の多くは，その後段に音声認識


























H(z)G(z) = 1 (4.1)
を満たすフィルタのことである．しかし，室内インパルス応答は応答長 (=タップ長)
が非常に長いため，非最小位相系 (nonminimum-phase)となる場合が多い [72]．
最小位相系 (minimum-phase system)とは，伝達関数の全ての零点が，複素 z平面上

































hi(M − 1) 0









G = [gT1 , · · · ,gTP ]T (4.4)
ここで，




























1入力 P 出力の音響システムを図 4.1に示す．
図 4.1: 1入力 P 出力音響システムに対するMINTによる残響除去処理のブロック図
(s(n)：原音信号，hi(n)：室内伝達関数，xi(n)：観測信号，gi(n)：MINT型逆フィル
タ，y(n)：回復信号)
音源信号を s(n)，音源とマイクロホン i間のインパルス応答を hi(n)，マイクロホン
iでの入力信号を xi(n)とし，それぞれの z変換を S(z)，Hi(z)，Xi(z)とすると，






















や [79]に代表されるConstant Modulus Algorithm (CMA)に基づく方法や高次統計量




ると，チャネル iにおける観測信号 xi(n)は，原音信号を s(n)，音源位置からマイクロ
ホン iまでのインパルス応答を hiとすると，s(n)と hiの線形畳み込みによって
xi(n) = s(n) ∗ hi(n) (4.12)
と記述できる．式 (4.12)の両辺に iチャネルとは異なるチャネル jのインパルス応答を
hj(n)を畳み込むと，






方法の中でも代表的な Least Mean Suquare(LMS) [85]を用いて適応的にインパルスを
推定する方法と部分空間 (サブスペース)に基づく方法について述べる．
4.3.2 LMSアルゴリズムに基づく方法
本項では，時間軸領域におけるMulti-Channel LMS(MCLMS) [86]を例にして LMS
アルゴリズムに基づく方法について述べる．
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ここで用いる SIMO(Single-Input Multiple-Output)モデルも 4.2節と同様，図 4.1の
ように表す．iチャネルの出力信号 xi(n)は音源信号 s(n)と音源位置から出力位置まで
の伝達関数 (=インパスル応答)の線形畳み込みで表される．
xi(n) = hi ∗ s(n), i = 1, 2, · · · , P (4.14)
ここで，P はマイクロホン数である．ベクトル形式では，
xi(n) = Hi · s(n) (4.15)
ここで，一番長いインパルス応答の長さをMとすると，




hi,0 hi,1 · · · hi,M−1 0 · · · 0
0 hi,0 · · · hi,M−2 hi,M−1 · · · 0
...
. . . . . .
...
. . . . . .
...




s(n) = [ s(n) s(n − 1) · · · s(n − M + 1) · · · s(n − 2M + 2) ]T (4.18)
となる．iチャネルのインパルス応答は
hi = [ hi,0 hi,1 · · · hi,M−1 ]T (4.19)
である．
ここで，式 (4.14)から，
xi ∗ hj = s ∗ hi ∗ hj = xj ∗ hi, i, j = 1, 2, · · · , P (4.20)
という関係が得られる．時刻 nにおいて，
xTi (n)hj = x
T
j (n)hi, i, j = 1, 2, · · · , P (4.21)
という関係が得られ，両辺に左側から xiを掛けると，
Rxixihi = Rxixjhj, i, j = 1, 2, · · · , P (4.22)






Rxixjhj, i, j = 1, 2, · · · , P (4.23)
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となる．さらに，






i 6=1 Rxixi −Rx2x1 · · · −RxMx1
−Rx1x2
∑











h = [ hT1 h
T















xTi (n)ĥj − xTj (n)ĥi, i 6= j, i, j, = 1, 2, · · · , P











ĥ = arg min E{J(n)} (4.30)
であり，MCLMSは以下のようにインパルス応答 ĥを更新する．
ĥ(n + 1) =
ĥ(n) − 2µ[R̃(n)ĥ(n) − J(n)ĥ]







i 6=1 R̃xixi −R̃x2x1 · · · −R̃xP x1
−R̃x1x2
∑


























入力信号を s(n)，音源からマイクロホン 1，2までの室内伝達関数をそれぞれ h1(n)，
h2(n)，マイクロホン 1，2の入力信号をそれぞれ x1(n)，x2(n)とする．図 4.2のように
x1(n)，x2(n)がそれぞれフィルタ ĥ2(n, i)，ĥ1(n, i)を通ったあと，差分信号 e(n)が得
られる．h1(n)，h2(n)は次数 dの FIRフィルタでモデル化できるとし，互いに共通零
点を持たないと仮定する．このとき，e(n, i)は
e(n, i) = x1(n) ∗ ĥ2(n, i) − x2(n) ∗ ĥ1(n, i)
= s(n) ∗ h1(n) ∗ ĥ2(n, i) − s(n) ∗ h2(n) ∗ ĥ1(n, i)
= s(n) ∗ {h1(n) ∗ ĥ2(n, i) − h2(n) ∗ ĥ1(n, i)} (4.34)
となる．式 (4.34)より，i = dが成立し，かつ，すべての nに対して e(n, i) = 0である
ならば，
ĥ1(n, i) = αh1(n)
ĥ2(n, i) = αh2(n) (4.35)
が成り立つ．ここで，αは任意定数である．逆に，式 (4.35)が成り立てば，e(n, i) = 0
となる．
e(n, i)は計算誤差，測定誤差などにより正確に 0とはならないので，e(n, i)の二乗平
均誤差を最小にするような ĥ1(n, i)，ĥ2(n, i)を計算する．e(n, i)の二乗平均誤差は








































R = E{x(i)xT (i)} (4.39)
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図 4.3: 部分空間法における最適な次数 iの探索
図 4.3において，g1(n, i)，g2(n, i)は ĥ2(n, i)，ĥ1(n, i)のMINT型逆フィルタ [73]で
あり，式 (4.11)の P = 2である次式を解くことによって計算される．
G1(z, i)H1(z, i) + G2(z, i)H2(z, i) = 1 (4.41)
ここで，G1(z, i)，H1(z, i)，G2(z, i)，H2(z, i)はそれぞれ g1(n, i)，g2(n, i)，ĥ2(n, i)，
ĥ1(n, i)の z 変換である．次数を iとして得られたときの g1(n, i)，g2(n, i)を用いて，
音源信号 s(n)の残響回復を行った信号を s′(n, i)とすると，











e2b1(n, i) = x1(n) − s′(n, i) ∗ ĥ1(n, i)
e2b2(n, i) = x2(n) − s′(n, i) ∗ ĥ2(n, i)
この評価関数は，各次数 iに対して推定された ĥ2(n, i)，ĥ1(n, i)と s′を用いて，実際
の残響信号 x1(n) = s(n) ∗ h1(n)，x2(n) = s(n) ∗ h2(n)をどの程度よくあらわせるかを
評価するものである．このとき，PE(i) = 0つまり eb1(n, i) = 0，eb1(n, i) = 0ならば．
またそのときに限り次式，
ĥ1(n, i) = αh1(n)






I = arg min(PE(i)) (4.44)



































R11 R12 · · · R1P














rij(0) rij(−1) · · · rij(−L + 1)





rij(L − 1) rij(L − 2) · · · rij(0)


である．rij(τ)は iチャネルの観測信号 xi(n)と jチャネルの観測信号 xj(n)の相関関
数を表し，
rij(τ) = E{xi(n)xj(n + τ)}
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である．Lは逆フィルタ長である．したがってRは PL × PL行列である．ここで入
力信号Xは，音源信号 Sと式 (4.3)の室内インパルス応答Hを用いて，
X = SH (4.46)
であり，S = [s(n)s(n− 1) · · · s(n− (M + L− 2))]である．式 (4.45)を式 (4.46)を代入
すると，
R = E{HTSH} = HT E{STS}H (4.47)
となる．ここで，入力信号が白色の場合，
E{s(n)s(n + τ)} = δ(τ) (4.48)
となり，
E{STS} = I (4.49)
となる．δ(τ)はデルタ関数，Iは単位行列である．このとき，
R = HTH (4.50)
となる．式 (4.7)と式 (4.50)より，
RG = HTHH−1B = HTB (4.51)
となる．ここで，音源がマイクロホン 1ともっとも近いとすると，最初に到達するh1(0)
以外の hi(0)はすべて 0となる．このとき，式 (4.51) 右辺のHT の最左列は室内インパ
ルス応答の先頭 h1(0)以外は 0となり，





































(independent and identically distributed = i.i.d.)は，出力信号のみから室内インパル
スの逆フィルタをブラインドに推定することができる [105–107]．
しかし，これらの方法は，音声などの i.i.d.ではない出力信号に適用すると，音声の









xi(n) = hi(n) ∗ s(n) =
M−1∑
k=0
hi(k)s(n − k) (4.54)
と表現できる．ここで，音源信号 s(n)は白色雑音 e(n)を用いた有限のAR 過程で作ら
れたと仮定する．AR多項式は，
a(z) = 1 − {a1z−1 + · · · + aNz−N} (4.55)
と表現でき，音源信号 s(n)は，




a1 1 0 · · · 0
a2 0 1 · · · 0
...
...




. . . 1





















hi(M − 1) 0










hi = [hi(0), · · · , hi(M − 1)]T，xi(n) = [xi(n), · · · , xi(n − (L − 1))]T，である．さら
に，x(n) = [xT1 (n), · · · ,xTP (n)]T，H = [H1, · · · ,HP ]，と定義すると，
x(n) = HT s(n) (4.60)
となる．ここで，室内インパルスが共通零点を持たないとすると，行列Hがフルラン
クとなるためには，
PL ≥ (M + L − 1) (4.61)
となり，予測フィルタwiのフィルタ長 Lは，





N = M + L − 1 (4.63)
となる [70]．
線形予測理論 [85]によれば，予測残差 ê(n)は，
ê(n) = x1(n) − xT (n − 1)w (4.64)
= sT (n)h1 − sT (n − 1)Hw (4.65)
となる．wは予測フィルタ行列，
w = [wT1 , · · · ,wTP ]T (4.66)
でありタップ長は PLである．wi = [wi(0), · · · , wi(L − 1)]T，i = 1, · · · , P である．式
(4.65)から，予測残差の平均二乗値を最小にするwは，
w = (HT E{s(n − 1)sT (n − 1)}H)+HT E{s(n − 1)sT (n)}h1 (4.67)
となる．ここで，A+はMoore-Penrose一般逆行列 [111]である．h1をHで置き換え
た行列Qは，
Q = (HT E{s(n − 1)sT (n − 1)}H)+HT E{s(n − 1)sT (n)}H (4.68)
となる．式 (4.56)から，
E{s(n − 1)sT (n)} = E{s(n − 1)s(n − 1)}C (4.69)
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となる．E{s(n − 1)sT (n − 1)は正値のため，XTXで置き変えると，
Q = (HTXTXH)+HTXTXCH
= (XH)+XCH
= HT (HHT )−1(XTX)−1XTXCH
= HT (HHT )−1CH (4.70)
となる．よって，
w = HT (HHT )−1Ch1 (4.71)
となる．式 (4.71)より，AR過程の次数N = M + L − 1は予測フィルタ行列wに収
まっていることがわかる．また，
ê(n) = sT (n)h1 − sT (n − 1)Hw
= sT (n)h1 − sT (n − 1)HHT (HHT )−1Ch1









fc(C, λ) = −λN + a1λN−1 + · · · + aN
= −λN{1 − (a1λ−1 + · · · + anλ−N)} (4.73)
となる．ここで，fc(A, λ) = det(A − λI)は行列Aの特性多項式 (characteristic poly-











= λ (C) (4.74)
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となる．よって．
fc(Q, λ) = fc(C, λ) (4.75)
となる．つまり，行列Qの特性多項式により，AR多項式 â(z)を推定することができ
る．次数の大きい行列の特性多項式は，文献 [112]の計算方法によって効率よく計算で
きる．推定した AR多項式 1/â(z)を予測誤差 ê(n)にフィルタリングすることにより，
音源信号 ŝ(n)を回復することができる．
実際には，Hおよび s(n)はわからないため，式 (4.60)，式 (4.68)により，行列Qは，
Q =
(
E{x(n − 1)xT (n − 1)}
)+
E{x(n − 1)xT (n)} (4.76)
として計算される．
実際のアルゴリズムを以下に示す (図 4.4)．
i) 入力信号 xから式 (4.77)により行列Qを計算する
ii) 行列Qの最初の行から予測フィルタwを得る
iii) 予測誤差 ê(n)を式 (4.65)により計算する
iv) 行列Qの特性多項式から ARパラメータ a(z)を得る
v) 音源信号 sを予測誤差 ê(n)と 1/â(z)のフィルタリングにより計算する
図 4.4: LIMEアルゴリズムのブロック図
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文献 [71]では，3840タップの室内インパルスが畳み込まれた 8 kHzサンプリングの










































除去してしまうため，式 (4.63)の次数Nの AR係数を推定する必要がある．式 (4.62)





























スピーカはマイクロピュアのAP-5001を使用する (図 4.7)．音源には 48 kHzサンプ
リング，65536ポイントの TSP信号を 20回提示する．提示音圧レベルは 92.6 dBであ
る．20回の同期加算後，用いた信号の逆TSP信号を畳み込み，インパルス応答を取得









図 4.6: 室内インパルス応答測定における音源のとマイクロホン配置 (スピーカ正面 20
チャネル) ○：マイクロホン，●：スピーカ
図 4.7: 室内インパルス応答測定に使用したスピーカ (Micropure AP5001)
90











































































図 4.9: サンプリング周波数 44.1 kHzの男性音声の例

















の結果，相関行列E{x(n− 1)xT (n− 1)}のランク数が式 (4.63)で定義される原音 s(n)




なる．図 4.9のサンプリング周波数 24 kHzの平均スペクトルを図 4.11に示す．図 4.10








ンプリング周波数 48 kHz，7200タップ)をサンプリング周波数 24 kHz，3600タップに
ダウンサンプリングしたものを使用する．

























図 4.10: 男性音声 (2.5 s)の平均スペクトル (サンプリング周波数：8 kHz)
窓長：1024ポイント，オーバーラップ長：512ポイント




















図 4.11: 男性音声 (2.5 s)の平均スペクトル (サンプリング周波数：24 kHz)
窓長：1024ポイント，オーバーラップ長：512ポイント
94
















































使用するチャネル数は 20とする．先行研究 [71]と同様，式 (4.47)の δ = 10とすると，
チャネル数P = 20，インパルス応答長L = 3600,より，逆フィルタ長LはL = 199とな
る．よって，この場合の原音 s(n)のAR多項式の次数NはN = 3600+199−1 = 3798
タップとなる．
それぞれの相関行列E{x(n−1)xT (n−1)}の条件数とランクを表4.1に示す．これらを
比較すると，入力信号が音声信号の場合，ランクが 3763とAR多項式の次数N = 3798
以下であるのに対して，入力信号が白色雑音の場合は相関行列 E{x(n − 1)xT (n − 1)}
のランクは Nと等しい値であることがわかる．
表 4.1: 相関行列 E{x(n − 1)xT (n − 1)}の条件数とランク
condition number rank
LIME (Speech) 1.0 × 1020 3763
LIME (White noise) 9.3 × 1018 3798



































































































図 4.15: LIMEアルゴリズムによる出力信号 (白色雑音を入力信号とした場合)
入力信号を白色化する方法としては，LIMEアルゴリズムでも用いられている線形
予測に着目する．LIMEアルゴリズムでは，音源信号を式 (4.56)のように白色雑音と





a(k)x(n − k) + e(n) (4.78)
この式を書き換えると，
e(n) = x(n) −
N∑
k=1
a(k)x(n − k) (4.79)

























bi(k)xi(n − k) + x′i(n) (4.80)











サンプリング周波数 24 kHz，室内インパルス 3600タップ，20チャネルを用いた場
合を例に信号処理の流れを説明する．観測信号 xi(n)は図 4.9(a)，平均スペクトルは図
4.10(b)となる．観測信号から計算した白色化フィルタ E{bi(z)} = b(n)は図 4.17(a)，
平均スペクトルは図 4.17(b)となる．白色化フィルタは各観測信号 xi(n)を白色化する
ため，平均スペクトルは高域から低域にパワーが減衰しており，観測信号の傾向と逆





白色化を導入しない場合 (LIME)とした場合 (White-LIME)の相関行列 E{x(n −
1)xT (n − 1)}の条件数とランクを表 4.2に示す．白色化により，相関行列 E{x(n −
1)xT (n − 1)}のランクが AR多項式の次数N = 3798と等しいことが確認できる．つ
まり，白色化により原音 s(n)の AR係数 a(z)を精度よく計算できることを示す．
表 4.2: 相関行列 E{x(n − 1)xT (n − 1)}の条件数とランク
condition number rank
LIME (Speech) 1.0 × 1020 3763
White-LIME (Speech) 6.2 × 1018 3798
この信号を用いて LIMEアルゴリズムを適用することにより得られる信号 b(n)∗y(n)
は図 4.19(a)，平均スペクトルは図 4.19(b)となる．この信号を白色化フィルタで逆畳み












































図 4.17: Pre-Whitening フィルタ b(n) = E{bi(z)}
(a)波形信号 (b)平均スペクトル (窓長：1024ポイント)
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図 4.20: White-LIMEによる出力信号 y(n)
用いたチャネル数は壁面 1面の 6，10，20チャネルである．6，10チャネルのマイク
ロホン配置を図 4.22，図 4.23に示す．20チャネルの配置は図 4.6の通りである．
原音には図 4.9の音声信号 (サンプリング周波数 24 kHz)を用いる．原音情報抽出の評




















の相関行列 E{x(n − 1)xT (n − 1)}のランク，原音 s(n)とチャネル 1の観測信号 x1(n)
との SDR，SDおよび原音 s(n)と回復信号 y(n)との SD，SDRを示す．「×」はランク
の低下により回復信号を算出不可能であることを表す．また，White-LIMEでのチャ


























































































表 4.3: チャネル数の違いによる AR係数 a(z)の次数，LIMEおよびWHite-LIMEの
相関行列 E{x(n − 1)xT (n − 1)}のランク，および残響除去性能評価
order of a(z) rank SDR [dB] SD [dB]
received signal x1(n) 4.7 8.0
LIME (6 ch) 4328 4265 × ×
LIME (10 ch) 4008 3938 × ×
LIME (20 ch) 3763 3798 × ×
White-LIME (6 ch) 4328 4328 25.5 1.21
White-LIME (10 ch) 4008 4008 48.0 0.29









周波数 44.1 kHzの広帯域信号の場合の検討を行う．音楽信号には音楽信号は RWC研
















横側を用いる場合 (パターン 2)，後方を用いる場合 (パターン 3)，前方と横面の 2面を
用いる場合 (パターン 4)およびスピーカの前後左右の 4面を用いる場合 (パターン 5)の
とし，計 5パターンの残響除去の性能評価を行う．シミュレーション条件はサンプリ
ング周波数 24 kHz，原音には男性音声信号を用いた．条件は表 4.3での検討と同様で

































































































図 4.29: 20 chを用いたマイクロホン配置 (スピーカ横側)
図 4.30: 20 chを用いたマイクロホン配置 (スピーカ後方)
113
図 4.31: 20 chを用いたマイクロホン配置 (スピーカ前方 10 ch，横側 10 ch)





































































系を図 5.1，測定風景を図 5.2に示す．図 5.2のように，格子状のフレームの中心にマ
イクロホンを設置し，マイクロホンの正面方向 1.5 mの位置にスピーカを設置して測
定を行う．また，使用した 1ウェイスピーカは図 5.3のように後方に穴が空いている．
測定はスピーカ正面を 0°とし，図 5.1のようにスピーカを時計回りに 15°ずつ回転








ス応答収録を行った．音源の高さは第 4章同様 z = 1.1 mである．使用した TSP信号
は第 4章および 5.2.1項と同様である．本章ではスピーカと一番高さの近い z = 1.0 m
のマイクロホン 28個を使用して放射指向特性の推定を行う．5.2.1項同様，測定結果





























































































































































指向特性のインパルス応答 hRA(n)と室内残響特性のインパルス応答 hRE(n)は h(n) =
hRA(n) + hRE(n)と時間軸での和であり，時間軸上ではほとんど重ならないと考えら
122


























































































































すると直接音を反射音の最短の到来時間差の最短 t = 2d/cとなる．よって，直接音の





















を Lとした場合，時刻nの信号は n− 1から n−Lまでの過去のLタップから計算され
る．したがって，LIMEアルゴリズムにより計算される出力 ŝ(n)は原音 s(n)の L + 1
タップ目から出力される．
この関係を使い，インパルス応答 ĥi(n)を推定する．推定方法の具体的な流れを図
5.10に示す．原音 s(n)のタップ長を Uとする．まず，LIMEの出力結果 ŝ(n)は，s(n)




り，インパルス応答 ĥi(n)を抽出する．具体的には，図 5.10のように ŝ(n)の最初の L
タップに 0を挿入し，各観測信号 xi(n)と同じタップ数で離散フーリエ変換 (DFT)す
る (FFTの場合は xi(n)と同じタップ数より大きい 2のべき乗数のタップを用いる)．各












小節 5.2.2で測定した 28チャネルのインパルス応答を 44.1 kHzにダウンサンプリン
グしたインパルス応答 6615タップと第 4章で用いた 44.1 kHzの音楽信号約 2.7 s 　
(120000タップ)を畳み込んだ信号を観測信号 xi(n) i = 28とし，White-LIMEによっ
127
図 5.10: 観測信号 xi(n)と抽出原音 ŝ(n)の逆畳み込みによるインパルス応答 ĥi(n)の
抽出
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高精度に抽出した出力 ŝ(n)と各観測信号 xi(n)から式 (5.1)を計算し，IFFTするこ
とによって音源と各観測点間のインパルス応答 ĥi(n)を抽出した．元の長さ 6615タップ
にそろえて相関係数を計算したところ，どのチャネルもほぼ 1であった．先ほど用いた







測定した環境では，図 2.3に示した通り，壁面とマイクロホン間の距離は 30 cmで
ある．したがって，44.1 kHzサンプリングのインパルス応答の場合，音速 c = 340 m/s
とすると，44100 × 2 × 0.6/340 ≈78タップとなる．
無響室で測定した応答の初期応答から 78タップを切り出した応答の中から 0 °，90
°，180 °.のインパルス応答の時間波形，周波数応答，位相特性を図 5.11に示す．
5.5.2 抽出した放射指向特性の性能評価
無響室における測定結果 (図 5.4)，室内での測定結果 (図 5.6)，抽出結果 (図 5.11)の
3種類の応答を比較する．
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向きで存在する．そこで，スピーカの方向を変えたパターン 2 (図 5.12)，スピーカの
位置を変えたパターン 3 (図 5.13)，スピーカの向きと位置を変えたパターン 4 (図 5.14)
についても同様の測定を行った．
図 5.12: 室内におけるインパルス応答測定のマイクロホンの位置関係図 (パターン 2)
●：測定結果を表示するマイクロホン，○：測定に使用するマイクロホン
その上で，無響室における測定結果，室内における測定結果 (パターン 1)，抽出結
果 (パターン 1～4)の計 6種類の比較を方向ごとの 1/3オクターブバンド解析によって
行う．無響室での測定結果は 25方向の，それ以外では 28方向の応答を応答を 1/3オ
クターブ分析し，各中心周波数ごとの方向による音圧の違い 125 Hz～16 kHzの 10パ
ターンを図 5.15～5.24に示す．ここで，室内における測定結果と抽出結果 (パターン 1
～4)については，音源から各マイクロホンまでの距離が異なるため，距離補正が必要
となる．そこで，切り出した放射指向特性のインパルス応答 (チャネル i)を h′Di(n)と








図 5.13: 室内におけるインパルス応答測定のマイクロホンの位置関係図 (パターン 3)
●：測定結果を表示するマイクロホン，○：測定に使用するマイクロホン















































パターン 2，3の結果 (図 5.26，図 5.27)もパターン 1と同様の傾向を示している．









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































図 6.1: 背景雑音 bi(n)を考慮した SIMOモデル s(n) : 原音信号， hi(n) : 室内伝達
関数，xi(n) : 観測信号
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ここでは，第 5章にて測定した 1ウェイスピーカの放射指向特性の 0°方向，90°方
向，180 °方向におけるインパルス応答，周波数特性および位相特性を示す．
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(b) 室内での測定結果 (パターン 1)




















































図 A.1: 0 °方向の放射指向特性：インパルス応答
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(b) 室内での測定結果 (パターン 1)


















































































































































































































































































図 A.3: 0 °方向の放射指向特性：周波数応答 (対数スケール)
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(b) 室内での測定結果 (パターン 1)









































































図 A.4: 0 °方向の放射指向特性：位相特性
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(b) 室内での測定結果 (パターン 1)




















































図 A.5: 90 °方向の放射指向特性：インパルス応答
160













































(b) 室内での測定結果 (パターン 1)


















































































































































































































































































図 A.7: 90 °方向の放射指向特性：周波数応答 (対数スケール)
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(b) 室内での測定結果 (パターン 1)












































































図 A.8: 90 °方向の放射指向特性：位相特性
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(b) 室内での測定結果 (パターン 1)




















































図 A.9: 180 °方向の放射指向特性：インパルス応答
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(b) 室内での測定結果 (パターン 1)


















































































































































































































































































図 A.11: 180 °方向の放射指向特性：周波数応答 (対数スケール)
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(b) 室内での測定結果 (パターン 1)
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