In this paper, we investigate the stability of a class of nonlinear fractional neutral systems. We extend the Lyapunov-Krasovskii approach to nonlinear fractional neutral systems. Necessary and sufficient conditions for stability are obtained for the nonlinear fractional neutral systems.
Introduction
In the past few decades, fractional calculus and fractional differential equations have attracted great attention. It has been proved that fractional-order calculus is more adequate to describe real world problems than the integer calculus. Therefore, not only mathematicians have currently a strong interest in the fractional calculus but also researchers in applied fields such as mechanics, physics, chemistry, biology, economics, control theory, and signal processing. For details and examples, see [-] and the references therein.
On the other hand, stability analysis is always one of the most important issues in the theory of differential equations and their applications. The analysis on stability of fractionalorder differential equations is more complex than that of classical differential equations, since fractional derivatives are nonlocal and have weakly singular kernels. The earliest study on the stability of fractional systems started in [] ; the author has given a well-known stability criterion for a linear fractional differential system with constant coefficient matrix. Since then, the stability of fractional systems has attracted increasing interest. Many researchers have done further studies on the stability of fractional systems. In [] , by the frequency domain method, the BIBO-stability of fractional differential systems with delays was considered. Chen and Moore [] considered the analytical stability bound for a class of fractional differential systems with time-delay. The authors derived a stability condition by applying the Laplace transformation and the Lambert function.
[] studied the linear system with multi-order Caputo derivative and derived a sufficient condition on Lyapunov global asymptotical stability. In [] LMI stability conditions for linear fractional differential systems were given. The boundedness properties of system responses are very important from the engineering point of view. From this fact, finite-time stability for fractional differential systems with time-delay was introduced [, ]. In [] , the definitions of q-fractional calculus was presented and the stability of non-autonomous systems within the frame of the q-Caputo fractional derivative was studied. Recently, survey papers [, ] have provided more details about the stability results and the methods available to an-http://www.advancesindifferenceequations.com/content/2014/1/78 alyze the stability of fractional differential systems; the reader may refer to them and the references therein.
As is well known, Lyapunov's second method provides a way to analyze the stability of a system without explicitly solving the differential equations. It is necessary to extend Lyapunov's second method to fractional systems. In [, ], the fractional Lyapunov's second method was proposed, and the authors extended the exponential stability of integerorder differential system to the Mittag-Leffler stability of fractional differential system. In [] , by using Bihari's and Bellman-Gronwall's inequality, an extension of Lyapunov's second method for fractional-order systems was proposed. The rest of the paper is organized as follows. In Section , we give some notations and recall some concepts and preparation results. In Sections , by using Lyapunov functionals, we extend the Lyapunov-Krasovskii approach for nonlinear fractional neutral systems, results of stability for nonlinear fractional neutral systems are presented. Finally, some concluding remarks end the paper.
Preliminaries
In this section, we introduce notations, definitions, and preliminary facts needed here. Throughout this paper, let R n be a real n-dimensional linear vector space with the norm
Let us recall the following definitions. For more details, we refer the reader to [, , ].
where (·) is the gamma function.
Definition . For a function f given on the interval [t  , ∞), the α order RiemannLiouville fractional derivative of f is defined by
where N = {, , , . . .}. http://www.advancesindifferenceequations.com/content/2014/1/78 Definition . For a function f given on the interval [t  , ∞), the α order Caputo fractional derivative of f is defined by
Some properties of the aforementioned operators are recalled below [, , ].
Property . The following results are especially interesting:
(ii) In general, it is not true that f (t) is nondecreasing in t. 
Stability criteria
In this section, we consider the stability of the following nonlinear fractional neutral differential difference system:
with the initial condition
, the matrix B is Schur stable, f : R × C → R n is continuous, Lipschitz in x t . Here, we always assume that fractional neutral system (.) with initial condition (.) has a unique continuous solution x(t) which depends continuously upon t  , ϕ.
Definition . We say that the zero solution x =  of (.) is stable if for any t  ∈ R and any ε > , there exists a δ = δ(t  , ε) such that any solution x(t) = x(t, t  , ϕ) of (.) with initial value ϕ at t  , ϕ < δ satisfies |x(t)| < ε for t ≥ t  .
Theorem . Let x =  be an equilibrium point of system (.). Then the zero solution of system (.) is stable if and only if there exist a functional V : R × C(M) → R and a continuous function u(x) with u(x) >  for |x| >  and u() =  such that the following conditions are satisfied:
Proof Sufficiency: Since the matrix B is Schur stable, there exist L ≥  and  < ζ <  such that the inequality B k
For a given ε >  (ε < M), we first set ε  = ε(-ζ ) L >  and then introduce the positive value
Since for a given t  functional V (t  , φ) is continuous in φ at the point , there exists δ  (ε, t  ) such that V (t  , φ) < η(ε  ) for any φ ∈ C, with φ < δ  (ε, t  ). Here, we claim that http://www.advancesindifferenceequations.com/content/2014/1/78 δ  (ε, t  ) ≤ ε  . Suppose this is not the case; then there exists an initial function ϕ ∈ C such that ϕ < δ  (ε, t  ) and |D(ϕ)| = ε  . On the one hand, for this initial function we have
The contradiction proves the desired inequality. Now we take δ(ε,
Next, we wish to show
Assume by contradiction that there exists a t  ≥ t  for which
On the one hand, it follows from relation (.) that
On the other hand, relation (.) provides the opposite inequality
The contradiction proves that inequality (.) is wrong, and relation (.) is true. Then there exists a function z(t) with |z(t)| < ε  , t ≥ t  such that
For a given t ≥ t  , there must exist a positive integer number k such that t ∈ [t  + (k -)r, t  + kr]. Iterating equality (.) k - times we obtain
and we obtain the following inequality:
Therefore, the zero solution of system (.) is stable. Necessity: Now, the zero solution of system (.) is stable, and we must prove that there exist a function u(s) and a functional V (t, φ) that satisfy the conditions of the theorem.
Since the zero solution of system (.) is stable, for ε = M there exists δ(M, t  ) such that the inequality ϕ < δ(M, t  ) implies that |x(t, t  , ϕ)| < M for t ≥ t  . We define the function u(x) = |x|, x ∈ R n and the functional V (t, φ) as follows:
Since for ϕ =  the corresponding solution is trivial, x(t, t  , ) = , t ≥ t  , we have V (t, ) = . In the case where |x(s,
In the other case where there exists T ≥ t  such that |x(T, t  , ϕ)| ≥ M, the following inequality holds:
Further, for a given t  , the stability of the zero solution means that for any ε >  there exists
Therefore,
that is, for a fixed t  the functional V (t  , ϕ) is continuous in ϕ at the point .
Finally, we need to show
Note that {s : s ≥ t} ⊆ {s : s ≥ t  } for t ≥ t  ; then we obtain
In the second case, there exists
Therefore, we have
The proof is complete.
Remark . The functional (.) has only academic value. Obviously, we cannot use such functionals in applications. The computation of practically useful Lyapunov functionals is a very difficult task. 
Conclusions
In this paper, we have studied the stability of a class of nonlinear fractional neutral differential difference systems. We introduce the Lyapunov-Krasovskii approach for fractional neutral systems, which enrich the knowledge of both system theory and fractional calculus. By using Lyapunov functionals and the Lyapunov-Krasovskii technique, stability criteria are obtained for the nonlinear fractional neutral systems. Finally, we point out that since the computation of practically useful Lyapunov functionals is a very difficult task, the fractional Lyapunov method has its own limitations and should be generalized and verified for more complicated linear and nonlinear problems.
