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Abstract—An optimal control based methodology is proposed
for minimising the combustible fuel consumption of a hybrid
vehicle equipped with an internal combustion engine, a high-
speed flywheel and a battery. The three-dimensionality of the
road is recognised by the optimal control calculations. Fuel
efficiency is achieved by optimally exploiting the primary and
secondary energy sources and controlling the vehicle so that the
fuel consumption is minimised for a given, but arbitrary three-
dimensional route. A time-of-arrival constraint rather than a
driving cycle is used. The benefits of using multiple auxiliary
storage systems are demonstrated and a lower-bound estimate of
the fuel consumption is presented.
I. INTRODUCTION
The low efficiency and the air-pollution side effects asso-
ciated with internal combustion engine (ICE) usage are well
known. As is now widely appreciated, several of the problems
endemic to ICEs can be mitigated using a variety of secondary
energy storage technologies such as fuel cells, lithium-based
battery systems, high-speed flywheels and supercapacitors. In
broad terms, fuel cells and lithium-based battery systems have
good energy storage properties, while high-speed flywheels
and supercapacitors can be utilised for their high power density
characteristics [1], [2]. As a result of their poor power density
properties, battery packs in commercial electric vehicles tend
to be oversized. Other battery-related issues include long
charging times and shortened life expectancy, especially when
they are cycled at high charge and discharge rates. Superca-
pacitors and flywheel-based systems are an ideal complement
to batteries, because of their high power density characteristics
under both charging and discharging. The fundamentals and
applications of fuel cells, including the main reactions, are
reviewed in [3]. A comprehensive review of lithium-ion battery
technologies is given in [4]. The physical structure of some
flywheel-based systems is reviewed in a vehicle context in [5].
Hybrid energy storage systems (HESS) based on batteries and
supercapacitors are reviewed in [6] and the references therein.
Aside from the technologies themselves, energy storage
modelling as well as their optimal deployment are important
issues. The modelling and control of hybrid electric vehicles
(HEVs) are reviewed in [7], where various powertrain topolo-
gies and control strategies are discussed. It is pointed out
that global optimization can be used as a ‘what’s possible’
benchmark for evaluating energy management strategies. An-
other good survey paper reviewing 180 papers on the optimal
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energy management of HEVs and plug-in HEVs can be found
in [8]. Power management control strategies can be divided
into offline and online methodologies. Online management
strategies include methods such as look-up tables, state ma-
chines, thermostat control, Equivalent Consumption Minimisa-
tion Strategies (ECMS) [9]–[11], Neural networks [12], parti-
cle swarm optimisation [13], model predictive control (MPC)
[14] and fuzzy control [15]. Offline strategies that often focus
on global optimisation include dynamic programming (DP)
[10], [16], linear programming [17], nonlinear programming
[18], Stochastic DP [19]–[21] and genetic algorithms [22].
An evolutionary algorithm was applied in [23] over a sliding
window to allow real-time power management and a data-
driven reinforcement learning algorithm was proposed in [24].
ECMS does not guarantee charge sustainability and hence an
Adaptive ECMS (A-ECMS) algorithm was introduced in [25]
to update the equivalence factor ‘on-the-fly’ on the basis of
past and predicted driving conditions.
The majority of the work in the literature uses driving cycles
as benchmarks for performance evaluation. As was recognised
in [26], optimising vehicle parameters over one drive cycle
does not necessarily mean that the vehicle will perform well
on other drive cycles. In [26], a method was proposed for
optimising an HEV over a range of drive cycles with different
levels of driving aggressiveness and traffic conditions, in
order to reduce the fuel economy variability with respect to
drive cycle changes. While seeking to address the limitations
associated with single driving cycle usage, this method is still
restricted by the driving cycle combination used and there were
cases where a single driving cycle resulted in a lower fuel
variability compared with the proposed multi-cycle method.
The (combustible) fuel used by any vehicle will depend
on the vehicle’s speed, with higher average speeds typically
resulting in a higher fuel usage. A contribution of this work
is proposing a method of minimising fuel consumption over
different driving conditions without using drive cycles. The
idea is to simultaneously optimise the powertrains energy
deployment and driving strategy over a given (but arbitrary)
route. Key in this procedure is the selection of a time-of-arrival
constraint, which acts as an ‘aggressiveness’ surrogate. A short
travel time corresponds to aggressive driving and a generally
higher fuel consumption. An optimal control algorithm then
seeks to minimise the fuel consumption, while ensuring a ‘just-
in-time’ arrival. The optimal control calculation makes use
of a realistic vehicle model, with three degrees of freedom,
and a non-linear tire model. It is shown that flywheels are an
excellent means of reducing fuel consumption in manoeuvres
where high levels of braking are involved, such as extra-urban
driving on fast roads.
Another distinguishing feature of this work over the major-
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ity of the existing literature is that unlike rule-based methods,
system dynamics and non-linear constraints can be included
explicitly as part of the optimal control problem and optimal
rather than near optimal results are obtained. A pseudo-spectral
method will be used to solve the optimal control problem,
which makes use of first- and second-order gradient informa-
tion for fast convergence. Compared to DP/SDP, models of
much higher complexity can be solved using this approach.
In this paper, we will take the roads three-dimensional geo-
metric profile into consideration. In mechanical systems with
comparable potential and kinetic energies, the optimal control
strategy is strongly dependent on trade-offs between the two
energy sources, as was demonstrated by the famous ‘Minimum
Time to Climb’ problem associated with jet-powered aircraft
[27]. In Section II a simple motivating example is given that
highlights the importance of changes in the road gradient. In
Section III the vehicle and track models employed in this study
are described. In Section IV the optimal control problem is cast
in a standard form and the numerical method used to solve it
is described. Numerical results are presented and discussed
in Section V. The conclusions are given in Section VI and
the vehicle parameters used in the study are provided in the
Appendix.
II. AN ILLUSTRATIVE EXAMPLE
Imagine a path-constrained point mass (bead) that is re-
quired to reach a given destination within a pre-specified time.
Suppose the trajectory’s starting point is (0, 0) in absolute
Cartesian coordinates and that the path is parabolic and defined
by y = ax2+bx. If the destination point (xf , ?) is given, there
holds yf = ax2f + bxf and so the path is specified by a single
free parameter. We would like to minimise the energy supplied
to the bead in order that it arrives at the destination ‘just in
time’. If the effects of air resistance and friction forces are
neglected, the bead’s height is indicative of its speed. If the
bead has unity mass, conservation of energy dictates
1
2
v2 = Efuel − gy. (1)
The bead’s speed is v, its instantaneous height above the origin
is y and Efuel is the amount of external energy supplied. The
speed of the bead is thus
v =
√
2Efuel − 2gy. (2)
An infinitesimal path segment can be described as
ds =
√
dx2 + dy2 = dx
√
(1 +
(
dy
dx
)2
= dx
√
1 + (2ax+ b)2. (3)
Using (2) and (3) the manoeuvre time is given by
T =
T∫
0
dt =
L∫
0
1
v
ds (4)
=
xf∫
0
√
1 + (2ax+ b)2
2Efuel − 2g(ax2 + bx) dx. (5)
The thrust programme that minimises the total external
energy supplied is the optimal control problem of minimising
Efuel =
sf∫
s0
F (s)ds =
tf∫
0
F (t)v(t)dt (6)
subject to state dynamics
x˙ = v
dx
ds
=
v√
1 +
(
dy
dx
)2
v˙ = F − g
dy
dx√
1 +
(
dy
dx
)2
(7)
where F is the externally applied force. The boundary condi-
tions are {
x(t0) = 0 x(tf ) = 5
v(t0) = 0 v(tf ) = free.
(8)
The control Hamiltonian of this system is
H = λ1x˙+ λ2v˙ + Fv. (9)
Since v(tf ) is free, λ2(tf ) = 0. For the quadratic path the
control Hamiltonian becomes
H = F (λ2 + v) + λ1v√
1 + (2ax+ b)2
+
λ2g(2ax+ b)√
1 + (2ax+ b)2
(10)
with co-state equations
λ˙ = −∂H
∂x
=
(
∂H/∂x
−F − λ1/
√
1 + (2ax+ b)2
)
(11)
where
∂H/∂x = 2λ2ag√
1 + (2ax+ b)2
− 2λ2ag(2ax+ b)
2
(1 + (2ax+ b)2)3/2
+
2λ1av(2ax+ b)
(1 + (2ax+ b)2)3/2
. (12)
Since the drive force is bounded, Pontryagin’s minimum
principle determines that
F = Fmax if λ2 < −v
F = 0 if λ2 > −v
F = singular if λ2 = −v.
(13)
In a manner reminiscent of simple variants of the Goddard
rocket problem, the optimal thrust programme turns out to be
impulsive [28], with all the external energy injected into the
system at the beginning of the manoeuvre. To illustrate this the
described optimal control problem was solved with GPOPS in
the case that yf = −1 and a = 0.1; the states, control and
co-states are shown in Fig. 1.
Nine cases are considered that highlight the significance
of interactions between the kinetic and potential energy of
the bead. These paths correspond to three values for the a
parameter and three values for the terminal point; the resulting
paths are shown in Fig. 2.
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Fig. 1. Solution of the optimal control problem for a = 0.1 and yf = −1.
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Fig. 2. Quadratic paths taken by the bead from the starting point (0, 0), to
the terminal points (5,−1), (5, 0) and (5, 1).
For each of the nine cases, Table II shows the path lengths L,
the zero-fuel times T0 (in the cases that a zero-fuel journey is
possible), and the external energy Efuel required to complete
the journey under a 1 s time-of-arrival constraint.
TABLE I
PATH LENGTHS (L), ZERO-FUEL ARRIVAL TIMES (T0) AND FUEL
REQUIREMENTS (Efuel) FOR A 1 S ARRIVAL TIME.
Case yf a b L(m) T0(s) Efuel(J)
1 -1 0.1 -0.7 5.29 1.57 6.02
2 -1 0 -0.2 5.10 2.30 8.56
3 -1 -0.1 0.3 5.29 - 13.51
4 0 0.1 -0.5 5.20 2.38 9.70
5 0 0 0 5.00 12.50
6 0 -0.1 0.5 5.20 - 17.73
7 +1 0.1 -0.3 5.29 - 15.83
8 +1 0 -0.2 5.10 - 18.37
9 +1 -0.1 0.7 5.29 - 23.31
The second column in Table II shows the elevation of the
terminal point. To calculate the arrival time, (5) is solved
numerically by running a bisection on Efuel until the journey
time constraint is met.
Superior fuel consumption performance is achieved when
the initial part of the journey is downhill, because the early
conversion of potential energy into kinetic energy results in
higher speeds throughout the journey. Shorter journey paths do
not necessarily result in lower fuel consumption (e.g. compare
Case 1 and 2). As one would expect, the journeys in Cases 7
to 9 are the most arduous interms of fuel consumption, due to
elevated terminal points. This example demonstrates that the
path elevation curvature can have a significant influence on
fuel usage and sometimes in a counter-intuitive manner.
III. THE MATHEMATICAL MODEL
A bicycle model of the car is used that has yaw, lateral
and longitudinal freedoms, and nonlinear tires. The road is
assumed three-dimensional and is represented by a geometric
construct called a ‘ribbon’, which is describable in terms of
three curvature variables [29].
A. Track Model
A moving coordinate system (called a Darboux frame) is
used to describe the track. As shown in Fig. 3 the origin of this
moving system is ‘dragged along’ by the car. The independent
variable in the track description is s, which is the distance
travelled by the car from some starting point, projected onto
the track spine. The spine could be, but need not be, the track
centre line.
The Darboux frame is described by the orthogonal moving
triad [tnm], with m normal to the road surface. The road is
represented locally by the t-n plane, which ‘travels’ with the
car down the road.
TN
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Fig. 3. Differential-geometric description of a track segment T . The inde-
pendent variable s represents the distance travelled from the start line. The
track half-width is N , with ξ the car’s yaw angle relative to the track spine’s
tangent direction. The inertial reference frame is given by nx, ny and nz .
The orientation of this local ‘patch’ is described in terms
of three Euler angles that are all functions of s [29]. If the
track orientation is described by the roll, yaw and pitch angles,
respectively φ, µ and θ, then the track curvatures are given by
Ω =
ΩxΩy
Ωz
 = 1
s˙
 φ˙− sin(µ)θ˙cos(φ)µ˙+ cos(µ) sin(φ)θ˙
− sin(φ)µ˙+ cos(µ) cos(φ)θ˙
 . (14)
The angular velocity of the Darboux frame is given by
ω =
[
ωx ωy ωz
]T
= s˙Ω. (15)
The next kinematic relationships we will require relates to
the way in which the car progresses down the road. Suppose
that the absolute velocity of the car in its body-fixed coordinate
system is [u v w]T ; the longitudinal velocity component u is
determined by the throttle/brakes, the lateral component v is
determined by the steering, while the vertical component w
is determined by the track characteristics. The car’s geometric
centre (the car’s mass centre projected down on to the road)
is given by n = [0 n 0]T in the Darboux frame. The absolute
velocity of the car in the Darboux frame is:s˙n˙
0
 = n× ω +Rz(ξ)v =
nωz + u cos ξ − v sin ξv cos ξ + u cos ξ
w − nωx
 (16)
where
Rz(ξ) = R(ez, ξ) =
 cos ξ − sin ξ 0sin ξ cos ξ 0
0 0 1
 (17)
represents the yawing of the car relative to the spine of the
track. The first term in (16) derives from the angular velocity
of the Darboux frame, while the second is the velocity of the
car’s geometric centre expressed in Darboux coordinates. The
first row of (16) gives the speed of the origin of the Darboux
frame in its tangent direction and can be re-written as
s˙ =
u cos ξ − v sin ξ
1− nΩz , (18)
since ωz = s˙Ωz . The function
Sf (s) =
dt
ds
(19)
transforms ‘time’ as the independent variable into the ‘elapsed
distance’ as the independent variable; it is assumed that Sf (s)
and its inverse are non-zero everywhere on the spine curve.
The second row of (16) is
n˙ = u sin ξ + v cos ξ, (20)
which describes the way the vehicle moves normal to the
spine. Transforming (20) into the distance-travelled domain
gives
n′ = Sf (s) (u sin ξ + v cos ξ) (21)
in which n′ is the derivative of n with respect to s. Expressing
the absolute angular velocity of the car in its body-fixed
reference frame gives
ω¯ =
 ω¯xω¯y
ω¯z
 =
 cos ξωx + sin ξωycos ξωy − sin ξωx
ωz + ξ˙
 . (22)
This will be used in the next section to derive the vehicle’s
equations of motion. The car’s yaw angle in Darboux frame
ξ expressed in distance domain is deduced from the third row
of (22) by integrating
ξ′ = Sf (s)ω¯z − Ωz. (23)
B. Dynamics
The equations describing the dynamics of the car are derived
using standard vectorial methods. The absolute velocity of
the car’s mass centre (expressed on the vehicle’s coordinate
system) can be written as
vB = v + ω¯ × h
=
 uv
nωx
+
ω¯xω¯y
ω¯z
×
 00
−h
 =
u− hω¯yv + hω¯x
nωx
 (24)
where × denotes the cross product. The Newton-Euler equa-
tions for this system are given by
M (v˙B + ω¯ × vB) = FB +MgRTez (25)
IB ˙¯ω + ω¯ × (IBω¯) = MB , (26)
where the car’s inertia matrix is assumed to be diagonal and
is given by IB = diag(Ix Iy Iz), with FB = [Fx Fy Fz]T and
MB = [Mx My Mz]
T being the external force and moment.
The last term in (25) is due to the gravitational acceleration
of the car’s mass centre and can be expressed as
MgRTez = R
T
z (ξ)R
T
x (φ)R
T
y (µ)
[
0 0 Mg
]T
= Mg
sin ξ sinφ cosµ− cos ξ sinµsin ξ sinµ+ cos ξ sinφ cosµ
cosφ cosµ
 . (27)
The car’s equations of motion can now be assembled from
(25), (26) and (27) as follows:
u˙ = (v + hω¯x)ω¯z − nωxω¯y + h ˙¯ωy
+ g (sin ξ sinφ cosµ− cos ξ sinµ) + Fx/M (28)
v˙ = nωxω¯x − (u− hω¯y)ω¯z − h ˙¯ωx
+ g (sin ξ sinµ+ cos ξ sinφ cosµ) + Fy/M (29)
˙¯ωz = ((Ix − Iy)ω¯xω¯y +Mz) /Iz, (30)
in which Fx, Fy are the resultant longitudinal and lateral
forces, and Mz is the z-axis tire moment acting on the car.
These quantities are given by
Fx = Ffx cos δ − Ffy sin δ + Frx + Fax
+ (Ffz cos δ + Frz)Cr (31)
Fy = Ffy cos δ + Ffx sin δ + Fry + Ffz sin δCr (32)
Mz = a (Ffy cos δ + Ffx sin δ)− bFry. (33)
The tire force system is illustrated in Fig. 4 and is discussed in
Section III-D. The coefficient Cr is the tire rolling resistance
coefficient and the last two terms in (31) and (32) represent
the rolling resistance forces. The aerodynamic drag force Fax
acts in negative x-axis direction and is given by
Fax = −1
2
CD ρAu
2 (34)
ab
t
n
u
v
ξ
δ
Ffx
Ffy
Frx
Fry
Fig. 4. Tire force system. The car’s yaw angle with respect to the Darboux
frame, which is defined in terms of the vectors t and n, is ξ and δ is the
steering angle.
where CD is the drag coefficient. The equations of motion
(28), (29) and (30), expressed in terms of the elapsed arc
length, are as follows
u′ = Sf u˙ (35)
v′ = Sf v˙ (36)
ω′z = Sf ˙¯ωz. (37)
The angular acceleration of the Darboux (road) frame is
neglected in the dynamic equations for the examples given
here as its influence is negligibly small.
C. Load Transfer
In order to compute the tire normal loads we balance
the forces acting on the car normal to the road, and then
balance moments around the body-fixed yb axis (see Fig. 4).
These calculations must recognise the gravitational, inertial,
centripetal and aerodynamic forces acting on the car as well
as the road-related gyroscopic moments. The vertical force
balance gives
(Frz + Ffz)/M − nω˙x + g cosφ cosµ
+ (u− hωy)ω¯y − (v + hωx)ω¯x = 0, (38)
in which the Ffz and Frz are the front and rear tire normal
loads, the second term derives from the x-axis component of
the track’s angular acceleration, the third term is the acceler-
ation due to gravity, while the last two terms are centripetal
accelerations.
Balancing the pitching moments around the car’s mass
centre gives
bFrz − aFfz + hFx − Iy ˙¯ωy + (Iz − Ix)ω¯zω¯x = 0. (39)
The first two terms represent the pitching moments produced
by the vertical tire forces, the third term is the pitching moment
produced by the longitudinal force Fx given in (31), the fourth
is the inertial moment around the car’s pitch axis, whilst the
fifth term is a gyroscopic moment acting in the car’s pitch
direction.
D. Tire Forces
The tire forces have normal, longitudinal and lateral com-
ponents that act on the vehicle chassis at the tire ground
contact points and react on the inertial frame. The rear-wheel
tire force is expressed in the vehicle’s body-fixed reference
frame, while the front tire force is expressed in a steered
reference frame; refer again to Fig. 4. We make use of the well-
known Magic Formula tire model [30], where these forces are
a function of the normal load and the tire’s longitudinal slip
coefficient κ and a lateral slip angle α. The tire equations
were also described in details in the Appendix of [31]. The
same tire parameters are used in this work except that the peak
longitudinal and lateral friction coefficients have been scaled
down by 30 %. Following standard conventions we use
κ = −
(
1 +
Rωw
uw
)
(40)
tanα = − vw
uw
, (41)
where R is the wheel radius and ωw the wheel’s spin velocity.
The quantities uw and vw are the absolute velocity components
of the wheel centre in a wheel-fixed coordinate system. The
front and rear tire lateral slip angles are given by
αr = arctan
(
v − ψ˙b
u
)
, (42)
αf = arctan
(
cos δ(ψ˙a+ v)− sin δu
cos δu+ sin δ(ψ˙a+ v)
)
. (43)
E. Battery Model
We will use a simple ‘voltage behind output resistance’
model for the (lithium-ion) battery, as shown in Fig. 5. The
Ib
+
VOC
Rb
Vb
Fig. 5. Battery equivalent circuit model.
terminal voltage is
Vb = VOC − IbRb, (44)
where VOC is the battery open-circuit voltage, Ib is the battery
current and Rb is the internal resistor. In this convention pos-
itive Ib corresponds to discharging the battery, while negative
Ib corresponds to charging. The unloaded battery voltage VOC
has a dependency on the state of the charge SoC as follows
VOC = V
min
OC + (V
max
OC − V minOC )SoC, (45)
where the SoC is defined as
SoC =
Qb
Qmaxb
. (46)
The maximum battery charge Qmaxb is given by
Qmaxb =
2Emaxb
V maxOC + V
min
OC
(47)
where Emaxb represents the maximum energy storage capacity
of the battery. Using (44) and (45) the power delivered, or
drawn from the battery is
Pb = (V
min
OC + (V
max
OC − V minOC )SoC − IbRb)Ib. (48)
Again negative Pb implies charging and positive Pb implies
discharging.
The battery charge can be modelled by the dynamic equa-
tion
Q˙b = −Ib. (49)
The power transmission between the battery and the rear
wheel requires an electric motor, which is assumed to have
an efficiency factor µem. The electric motor output power is
thus
Pem = µ
sign(Pb)
em Pb. (50)
F. Engine Map
The engine used in the work presented here is the 1.5 L
Prius engine with maximum power output of 43 kW. The fuel
consumption map (see Fig. 6) for this engine was obtained
from the ADVISOR software [32]. One measure of fuel
efficiency is brake specific fuel consumption (BSFC), which
represents the fuel mass needed to release one unit of energy.
A BSFC map can be calculated from the fuel consumption
map using
BSFC =
m˙f (ωe, Te)
ωeTe
, (51)
where m˙f is the fuel-mass consumption rate and Te and ωe are
the engine torque and rotational speed respectively. We will
use the BSFC to evaluate the efficiency performance of the
engine. The internal combustion engine power is represented
by PICE and is given by
PICE = Teωe. (52)
In the optimal control calculations a quadratic multivariate
polynomial was fitted to the engine map using a Linear
Least Squares algorithm to speed up the fuel consumption
calculation. The polynomial captures the shape of the map
quite well and has an average absolute error of 2.6% over the
entire engine operating range.
G. Flywheel
A high-speed flywheel is included in the drivetrain to
provide a high-power energy re-deployment capability, which
complements the low-power high-energy storage capability of
the battery. While batteries can store energy for a relatively
long time due to their low inherent losses, flywheel storage
systems suffer from high losses especially when running at
high speeds. A basic flywheel storage system can be repre-
sented by a spinning inertia with kinetic energy
Efly =
1
2
Jfω
2
f , (53)
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Fig. 6. Engine fuel consumption map. The consumption rate in g/s is shown
on the contours/level sets. The black dashed line is the maximum engine
torque available as a function of speed.
where Jf is the moment of inertia and ωf is the flywheel’s
angular velocity. The dominant losses in the flywheel come
from the friction in the bearings. These losses are modelled
using the empirical relationship given on pg. 147 of [33]
Ploss = 2× 10−7ω2f + 0.0151ωf + 4.0577, (54)
where ωf is given in rpm. The flywheel dynamics are de-
scribed by
E˙fly = −Pfly − Ploss. (55)
There are also losses in the continuous variable transmission
(CVT) that can be lumped into an efficiency factor µCV T .
H. Power Transmission
The power transmitted to the rear wheel can be modelled
by the constraint
PICE + Pem + µ
sign(Pfly)
CV T Pfly − (Frrx + Frlx)u ≥ 0, (56)
which ensures that the power delivered to the back wheels
never exceeds the combined power delivery capability of the
internal combustion engine, the battery and the flywheel. If the
rear-wheel tire force is positive, the vehicle is being driven,
and the sum of powers delivered by the engine, the flywheel
CVT and electric motor will match the mechanical power
delivered to the rear wheel. Under braking, rear-wheel tire
force is negative, and the mechanical power at the back wheels
is used to charge the battery and/or the flywheel, or else it is
dissipated as heat.
At P = 0, µsign(Pfly)CV T is discontinuous and hence must
be approximated using a smooth function. The approximation
used in this study is
µsign(P ) ≈ 0.5µ (1 + tanh(%P )) + 0.5
µ
(1 + tanh(−%P )),
(57)
in which % is a constant. As % is increased, the approximation
(57) approaches µsign(P ).
IV. OPTIMAL CONTROL
The minimum fuel problem can be formulated as an optimal
control problem that is now described.
The system is described by a set of equations of the form
x′(s) = f(x(s),u(s)), (58)
in which the state-vector is given by
x =
[
n ξ u v ω Efly Qb
]T
. (59)
The associated differential equations are given by (21), (23),
(28), (29), (30), (49) and (55), respectively. The control vector
is given by
u = [δ kf kr Ffz Frz ωe Te Pfly Ib]
T . (60)
The problem is also subject to the path constraints (38), (39),
(56) and bounds on the states and controls. There is also a
constraint on maximum engine torque available as shown in
Fig. 6.
The minimum-fuel performance index to be minimised is
given by
J =
sf∫
s0
Sf (s)m˙f ds. (61)
The arrival time constraint can be written as an integral
constraint as below
sf∫
s0
Sf (s)ds ≤ T, (62)
where T is the arrival time.
In practice, however, to avoid jerky controls and singular
arcs, we actually control u˙ and minimise
Jmod =
sf∫
s0
Sf (s)(m˙f + u˙
TRu˙) ds (63)
in which R is an appropriate weighting matrix. We also
impose slew-rate limits on controls by placing hard constraints
on |u˙|.
A. Numerical Optimal Control
An optimal control problem formulation general enough for
our purposes is of Lagrange form. The aim is to determine
states x(τ) ∈ Rn, controls u(τ) ∈ Rm and static parameters
p(τ) ∈ Rq which minimise a cost functional
J =
tf − t0
2
+1∫
−1
g[x(τ),u(τ), τ, t0, tf ,p]dτ (64)
subject to the state dynamics,
dx
dτ
=
tf − t0
2
f [x(τ),u(τ), τ, t0, tf ,p], (65)
path constraints
cmin ≤ c[x(τ),u(τ), τ, t0, tf ,p] ≤ cmax ∈ Rr, (66)
and boundary conditions
bmin ≤ b[x(−1),x(+1), t0, tf ,p] ≤ bmax ∈ Rs. (67)
The normalised optimisation interval τ ∈ [−1, 1] can be
transformed into the general interval t ∈ [t0, tf ] using the
affine transformation t = (tf − t0)τ/2 + (tf + t0)/2.
The pseudo-spectral numerical optimal control solver
GPOPS-II [34], which is based on the Legendre-Gauss-Radau
(LGR) collocation scheme, was used to solve the minimum
lap time problem in this paper. In this scheme the state is
approximated using a Lagrange polynomial of order N
x(τ) ≈X(τ) =
N+1∑
i=1
XiLi(τ) (68)
where
Li(τ) =
N+1∏
j=1
j 6=i
τ − τj
τi − τj , i = 1, . . . , N + 1. (69)
The state-derivative approximation is thus given by
x˙(τ) ≈ X˙(τ) =
N+1∑
i=1
XiL˙i(τ). (70)
Collocating the state dynamics at N LGR points gives
X˙(τj) =
N+1∑
i=1
XiL˙i(τj) =
N+1∑
i=1
XiDji, j = 1, . . . , N,
(71)
where Dji = L˙i(τj) are the N × (N + 1) elements of the
LGR differentiation matrix. Note that τN+1 is a non-collocated
point. Using (71) we can discretise (65) and essentially
transform the state dynamics given by ordinary differential
equations into algebraic constraints.
The optimal control problem can then be approximated by
an NLP problem. The cost function of this NLP is obtained by
approximating the cost functional (64) using LGR quadrature.
The NLP problem can be described by the task of finding
Xi’s, Ui’s and p which minimise
J ≈
tf − t0
2
N∑
i=1
wig[Xi,Ui, τi, t0, tf ,p]dτ (72)
in which the wi’s are the quadrature weights [35], subject to
the following constraints
N+1∑
i=1
XiDji =
tf − t0
2
f [Xi,Ui, τi, t0, tf ,p], j = 1, . . . , N ;
(73)
cmin ≤ c[Xi,Ui, τi, t0, tf ,p] ≤ cmax, i = 1, . . . , N ; (74)
bmin ≤ b[X1,XN , t0, tf ,p] ≤ bmax. (75)
For clarity of exposition, the description provided here is for
a single-interval pseudo-spectral method (global collocation).
GPOPS-II uses a mesh and polynomial degree refinement
Fig. 7. Circuit de Spa-Francorchamps used in the presented study. Start/Finish
line (SF) is marked by the blue dot.
scheme [36] so that error reduction can be achieved in the
presence of non-smooth problem features. The extension to
multiple segments is straightforward, with the only require-
ment being the need to enforce continuity between each mesh
interval.
The transcribed NLP problem is typically large but sparse.
The IPOPT [37] software library (based on interior point
methods) was used to solve the NLP problem. Automatic
Differentiation was used to provide IPOPT with accurate and
computationally efficient first and second order derivatives
[38].
V. RESULTS
In order to illustrate the concepts described, the motor-
racing Circuit de Spa-Francorchamps will be used as an
exemplar track. This track is approximately 7 km long with
an elevation change of approximately 110 m. The path is
restricted to the neighbourhood of the track centre line in order
to make comparisons easier; this was achieved by constraining
the state n, which is the perpendicular distance from the car
mass centre to the track centre line, to be ‘small’. The three-
dimensional track, as well as a two-dimensional projection on
to a ground plane are shown in Fig. 7. The route that the car
is constrained to take together with the corner distances are
shown in Fig. 8. This figure will be useful in analysing the
results to be presented later. In all the simulations described
here, the vehicle will start at rest from the start-finish line (SF)
(in practice the vehicle will start from a low speed in order to
keep its reciprocal well defined), and will complete the circuit
such that the combustible fuel usage is minimised. The car
will come to a standstill at the end of its journey. The vehicle
parameters are summarised in Table III given in the Appendix.
The minimum fuel problem was solved for a journey
time of 240 s on the two-dimensional and three-dimensional
track descriptions. These comparitive calculations are used to
quantify the effects of three dimensionality. The optimal speed
profile of the full hybrid vehicle for both the two and three
dimensional tracks, along with the track elevation changes,
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Fig. 9. Speed profile for the three dimensional (red solid line) and two
dimensional (blue solid line) track for the case when arrival time was set
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are depicted in Fig. 9. One can see that the track is on a slight
incline when the car starts its journey. This results in the car’s
speed at 200 m from the SF line being slightly higher on the
2D track. After the hairpin bend at 400 m the track falls away
and the predicted speed on the 3D track exceeds that of the
2D track model. The 3D track speed advantage is then ‘given
back’ as the car enters the uphill section between 1100 m and
2400 m. At the start of the incline at 1100 m, one also sees an
increase in the fuel consumption rate as shown in Fig. 10.
The vehicle’s fuel consumption rate is high initially in order
for it to accelerate from rest. As the vehicle approaches the
hairpin bend at 400 m, the throttle is eased off at approximately
150 m, with the brake applied at approximately 200 m (see also
Fig. 11). The full-lap fuel usage for the 2D case was 321.2 g,
0 1000 2000 3000 4000 5000 6000
0
2
4
Fu
el
 c
on
su
m
pt
io
n 
ra
te
 (g
/s)
−100
0
100
El
ev
at
io
n(m
)
Elapsed Distance (m)
 
 
Elevation m˙f 3D m˙f 2D
Fig. 10. Engine fuel consumption rate in g/s for the three dimensional (red
solid line) and two dimensional (blue solid line) track for the case when arrival
time was set to 240 s. The black dashed line shows the road elevation profile.
while that in the 3D case was 320.5 g. Although this difference
is small, Fig. 10 shows that the fuel consumption strategy is
different in the two cases; more fuel is used ascending hills,
while fuel is saved coming down them.
Fig. 11 shows the power management strategy of the vehi-
cle. An inspection of this plot brings a number of issues to
light: (i) the battery power delivered and absorbed is relatively
small compared to the flywheel; (ii) the controller tries to
utilise the stored flywheel energy as fast as possible in order to
avoid energy dissipation resulting from the rotational losses;
(iii) the battery stored energy is only used when that in the
flywheel has been depleted; (iv) often times the power delivery
from the flywheel exceeds that of the engine; (v) the battery
is discharged at relatively few isolated points on the circuit,
and only when the flywheel energy has been depleted.
The power losses associated with various dissipation mecha-
nisms are shown in Fig. 12. Predominant are the aerodynamic
drag power losses that are proportional to the cube of the
forward speed; see (34). The rolling resistance loss is given
by the product of forward speed and the rolling resistance
force, which is also relatively large in this case. The flywheel
losses are the sum of internal rotational losses (54) and
the CVT losses. The peaks which appear in flywheel loss
plot are substantially due to transmission losses. The positive
gradients appearing on some of the peaks are associated with
the increasing losses as the flywheel is charged. The negative
gradients, on the other hand, are associated with decreasing
losses as the flywheel is discharged. The low loss regions,
such as the one which appears between 3900 m and 4300 m,
are due to self-discharging. The battery and electric motor
losses come from the battery’s output resistance and motor
losses.
The brake specific fuel consumption map (51) is shown
in Fig. 13. It can be seen that the optimal controller tries
to operate the engine as close as possible to the optimum
efficiency line; the controller chooses the engine speed and
torque so that maximum mechanical energy is extracted per
unit of fuel mass burnt.
The results presented thus far can be expanded to include
real-world influences such as speed limits, enforced stops,
changes in the road-surface conditions and wind gusting.
One approach to the solution of these problems is to set
them up as multi-phase optimal control problems [39]. In
this formalism each phase can contain new models and/or
new model parameters, new inputs, and new constraints. New
parameters might include down-graded tyre parameters that
particularise degraded road surface conditions, new inputs
might include wind-related disturbances, and new constraints
might include such things as speed limits and traffic controls.
Fig. 14 demonstrates how the speed and fuel consumption rate
vary when a 35 m/s speed-limit is imposed. At an elapsed
distance of 1000 m it is evident that the fuel consumption rate
reduces (below the unrestricted speed case) on entry to the
speed-restricted section of road, and then increases above the
unrestricted speed case in order to make up for the time lost.
Similar variations in fuel consumption can be observed on the
5300 m to 6200 m road section.
It will be shown that the flywheel can provide significant
fuel savings, especially when the journey times are low, and
when the vehicle is required to complete the route aggressively.
In these cases there will be many braking regions that will re-
generate energy back into the flywheel that can then be quickly
redeployed to accelerate the vehicle. For longer journey times
the vehicle can complete the circuit at low speed with little
or no braking. These ideas are illustrated in Figs. 15 and 16,
which show the power and energy stored in the flywheel,
respectively, for a vehicle with engine and flywheel only. For
a journey time of 230 s, the flywheel frequently reaches high
levels of stored energy. In contrast, when the journey time is
increased to 265 s, the braking regions become less frequent,
and lighter, resulting in fewer opportunities to scavenge energy
to recharge the flywheel. Flywheel self-discharging power
losses are evident as negative gradients on the flywheel energy
peaks in Fig. 16.
In order to analyse the battery management strategy, the
vehicle with ICE and battery is considered in Fig. 17 for a
journey time of 250 s. The battery state of charge at the start
and end of the lap is constrained to be 60 %. The battery
is discharged in the acceleration regions for power and the
re-charged in braking phases. It is evident that unlike the
flywheel, the discharge does not happen in an ‘on-off’ fashion.
This is because the power losses in the battery are proportional
to square of the current. This results in the optimal controller
spreading the power delivery over longer time periods in order
to maintain high efficiency. In the short charging phases all
the available braking power is absorbed. In the regeneration
phases, the electric motor losses result in less power than the
power available at the wheels being delivered to the battery.
These efficiency losses are also evident in the power assist
mode when part of battery power is lost on its way to the
wheels, and explains why the electric motor power is higher
in braking and lower in acceleration.
In a final study, the minimum fuel problem was solved for
a number of arrival times for four different energy storage
combinations; the results are summarised in Fig. 18. As one
would expect, at lower journey times, when vehicle has to
be driven more aggressively, the fuel consumption increases.
Furthermore, at higher speeds the aerodynamic drag losses
0 1000 2000 3000 4000 5000 6000
80
 60
40
20
0
20
40
60
80
100
P
o
w
e
r 
(k
W
)
0
4
8
12
16
20
24
28
32
36
S
p
e
e
d
 (
m
/s
)
Elapsed Distance (m)
Speed Engine Power Flywheel Power EM Power Wheel Power
Fig. 11. Power strategy for the vehicle with engine, flywheel and battery when the arrival time was set to 240 s. The power produced by the engine is shown
in green, flywheel power in blue, electric motor power in magenta and the rear wheel mechanical power is shown in red. The grey dashed line represents the
speed profile.
0 1000 2000 3000 4000 5000 6000 7000
0
2
4
6
8
10
12
14
16
18
20
Elapsed Distance (m)
P
o
w
e
r 
L
o
s
s
 (
k
W
) 
Aerodynamic Rolling Resistance Flywheel Battery & EM
Fig. 12. Power losses as a function of elapsed distance from the start-finish
line. The aerodynamic losses are shown in blue, the rolling resistance losses
are shown in green, the flywheel losses are shown in black, and the battery
and motor losses in red.
increase. The vehicle with both the flywheel and battery offers
maximum advantage at low journey times. However, as the
journey time increases, the vehicle with engine and flywheel
performs the best as it does not have to carry the additional
100 kg of battery load. With increasing journey times the
fuel usage drops significantly and the benefit of using an
axillary storage system also diminishes, as energy regeneration
opportunities decreases. The minimum journey times possible
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for the vehicle with engine only, engine and battery only,
engine and flywheel only, and engine, battery and flywheel
were 230.09 s, 225.76 s, 219.67 s and 217.35 s respectively.
This highlights the power boost capability of the flywheel in
aggressive manoeuvrings.
Some computational details
In this study the optimal control solver was initialised
with 100 mesh segments. The number of collocation points
was allowed to vary between 4 to 10 per mesh segment.
0 1000 2000 3000 4000 5000 6000
0
20
35
40
Sp
ee
d 
(m
/s)
 
 
0
2
4
Fu
el
 c
on
su
m
pt
io
n 
ra
te
 (g
/s)
Elapsed Distance (m)
Speed Fuel rate
Fig. 14. Speed (solid blue) and fuel consumption rate (solid red) when a
speed-limit of 35 m/s is imposed. The dashed lines correspond to the no speed-
limit case.
0 1000 2000 3000 4000 5000 6000 7000
−60
−40
−20
0
20
40
60
Elapsed Distance (m)
Fl
yw
he
el
 P
ow
er
 (k
W
)
 
 
T=230 T=265s
Fig. 15. Flywheel power for different journey times for the vehicle with no
battery.
The error tolerance across all meshes was 10−3 and IPOPT
tolerance was set to 10−7. For the vehicle with both battery and
flywheel, when arrival time was set to 240 s, the error tolerance
was reached after 18 mesh adaptation iterations. The final
mesh had a total of 367 mesh segments and 2861 collocation
points. The whole problem took under 2 hours to solve on an
8 core 3.5 GHz computer. For the engine-only case the error
tolerance was reached with a similar number of collocations
and meshes. However, the total solution time was only 20
minutes as only 10 mesh adaptation iterations were required
and each iteration was faster to complete. The solution time
is sensitive to the problem set-up. For example, increasing
the size of % in (57) slows down convergence as the problem
becomes ‘less continuous’. Avoiding the use of look up tables
in the cost function speeds up the algorithm significantly. In
general, even though the direct pseudo-spectral method shows
great robustness, careful attention is required in problem set-up
when fast solution speeds are desired.
Global Optimality
As with any gradient based optimisation method, the op-
timal solution obtained from the algorithm might be a local
rather than the global minimum. It is therefore important to
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Fig. 16. Flywheel energy for different journey times for the vehicle with no
battery.
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quantify the sensitivity of the optimal solution to the initial
guess. In this study, the problem was initialised using a set
of sensible constant values across the entire solution space.
A series of cases were then considered to examine whether
the solution obtained can be trusted to be a global optimum.
In all the cases, the vehicle was equipped with a battery and
flywheel and the arrival time was set to 240 s.
Firstly, the initial state and control guesses were chosen
constant, and given in terms of the bounds by x0 = xmin +
(xmax−xmin)w and u0 = umin+(umax−umin)w, with w
a weighting between zero and one. The optimal fuel usage for
these cases are shown in Table II as ‘Linear x%’. For the 10%,
20% and 80% cases, the solution did not converge (marked
as DNC). However, for all the other cases the solutions were
essentially identical with the differences being less than the
mesh tolerance error of 10−3.
In an alternative test, a random value of between 20% and
80% of the total bound range, for each state and control, was
chosen as the initial guess. This experiment was repeated 10
times and the results are shown as ‘Random n’ in Table II. All
the runs converged successfully to the same solution. Finally,
the problem was initialised with the lowest charging current
and SOC, and then with highest discharge current and SOC
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TABLE II
OPTIMAL FUEL USAGE FOR DIFFERENT INITIAL GUESSES. DNC STANDS
FOR ‘DID NOT CONVERGE’.
Initial Guess Fuel (g) Initial Guess Fuel (g)
Linear 10% DNC Linear 20% DNC
Linear 30% 320.53 Linear 40% 320.52
Linear 50% 320.53 Linear 60% 320.59
Linear 70% 320.52 Linear 80% DNC
Random 1 320.51 Random 2 320.59
Random 3 320.59 Random 4 320.60
Random 5 320.59 Random 5 320.59
Random 6 320.59 Random 7 320.59
Random 8 320.58 Random 9 320.57
Battery min 320.56 Battery max 320.53
for the battery. The results are shown as ‘Battery min’ and
‘Battery max’. Identical solutions were obtained once more,
demonstrating that the optimal control problem has a good
‘radius of convergence’ when solved using a direct pseudo-
spectral method. To ensure that the same minimal cost was
not obtained from different trajectories the cases with the
highest cost difference were selected (Case Random 1 and
Random 2). The state and controls for the two cases where
then compared. The worst case difference was found to be in
the Engine Torque, Te, as plotted in Fig. 19. As can be seen,
the trajectories are nearly identical, lending confidence to the
idea that the solution obtained is indeed globally optimal.
VI. CONCLUSIONS
We have presented a novel method of evaluating the fuel-
consumption performance of hybrid vehicles with multiple
secondary energy sources. Rather than utilising standardised
driving cycles, we use a specific route and then drive the
vehicle so as to we reach the destination within a given journey
time, while controlling the vehicle in order to minimise
the combustible fuel consumption. In this framework driving
aggressiveness can be systematically controlled by changing
the arrival time. Another thrust of this work was to quantify
the effectiveness of flywheels and batteries in reducing fuel
consumption. Finally, the minimum fuel usage strategy for the
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Fig. 19. Optimal engine torques for the Random 1(sold blue) and Random
2(dashed red) initial guesses.
hybrid vehicle over a three dimensional route was evaluated
and the effects of different combinations of auxiliary energy
storage systems were studied.
In future work it might be interesting to consider the effect
of route optimisation. Adding traffic information to the model
will also make the simulations more realistic. Component
sizing of the combustion engine and auxiliary storage system
can be formulated easily in the optimal control problem
framework by including static parameters.
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APPENDIX
TABLE III
VEHICLE PARAMETER VALUES
Symbol Description Value
M Vehicle total mass 1400 kg
Mcar Vehicle only mass 1280 kg
Mbat Battery and motor mass 100 kg
Mfly Flywheel mass 20 kg
Ix x moment of inertia 500 kgm2
Iy y moment of inertia 1000 kgm2
Iz z moment of inertia 1000 kgm2
a Mass centre from front axle 1.35 m
b Mass centre from rear axle 1.35 m
h Centre of mass height 0.5 m
Cd Drag coefficient 0.3
A Vehicle frontal area 1.8 m2
ρ Air density 1.2 kg/m3
Cd Rolling resistance coefficient 0.009
Emaxb Max battery energy capacity 5 MJ
Pmaxb Max battery power 25 kW
V minOC Min battery voltage 240 V
V maxOC Max battery voltage 210 V
Rb Battery internal resistance 0.5 Ω
SoCmin Min state of charge 40 % V
SoCmax Max state of charge 80 % V
Pmaxfly Max flywheel power 60 kW
µem Electric motor efficiency 85%
Emaxfly Max flywheel energy 400 kJ
Jfly Flywheel spinning inertia 0.02 kgm2
µCV T CVT efficiency 85%
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