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1/f noise and quantum indeterminacy
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An approach to the problem of 1/f voltage noise in conductors is developed based on an un-
certainty relation for the Fourier-transformed signal. The quantum indeterminacy caused by non-
commutativity of the observables at different times makes the voltage autocovariance ambiguous,
but the power spectrum of fluctuations remains well-defined. It is shown that a lower bound on the
power spectrum exists, which is related to the antisymmetric part of the voltage correlation function.
Using the Schwinger-Keldysh method, this bound is calculated explicitly in the case of unpolarized
charge carriers with a parabolic dispersion, and is found to have a 1/f low-frequency asymptotic. A
comparison with the 1/f -noise measurements in InGaAs quantum wells is made which shows that
the observed noise levels are only a few times higher than the bound established.
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2As is well-known from the experiment, power spectra of the voltage fluctuations in all conducting media exhibit a
universal low-frequency behavior: for sufficiently small frequencies f, the power spectral density S(f) ∼ 1/fγ, where
the frequency exponent γ is around unity [1–3]. These ubiquitous fluctuations are often called simply 1/f noise. It
has been detected at frequencies as high as 106Hz down to 10−6.3Hz, with no indication of a low-frequency spectrum
flattening [4, 5]. There are various physical processes producing voltage noise: charge carrier trapping-detrapping,
motion of dislocations, conductance fluctuations caused by the temperature fluctuations, etc. The so-called 1/f -noise
problem can be broadly formulated as a difficulty to relate the 1/f -spectrum to any of these conventional noise
sources. In fact, it is hard to indicate a physical process, say, in a crystal of pure copper, that would be characterized
by frequencies much lower than one Hertz. What makes this problem a true mystery is that the observed absence of
a low-frequency cutoff is in apparent conflict with finiteness of the voltage variance. In fact, a direct consequence of
the familiar Wiener-Khinchin relation [6, 7] is that this variance is equal to 2
´∞
0
dfS(f) =∞. Two possible courses
of action in this situation are found in the literature. It was suggested that the logarithmic divergence of the integral
at f = 0 is immaterial in view of the existence of a natural low-frequency cutoff, f0, – the inverse of Universe lifetime,
which bounds the total power to reasonably moderate values [8]. However, not saying that this argument leads to
an uncomfortable conclusion that the voltage across a small isolated conductor ought to behave differently in a static
universe (f0 = 0), it does not resolve the problem for γ > 1, because
´
dfS(f) ∼ 1/fγ−1 will be unacceptably
large for many actual spectra continued down to f0. Since the Wiener-Khinchin theorem is valid only for processes
characterized by stationary autocovariance, the other way to resolve the conflict is to allow for non-stationarity of the
process generating 1/f noise. A number of mathematical models has been proposed in this direction which endow
electric circuits with certain properties that allow them to act as filters with the response function being a fractional
power of frequency, or alternatively, to behave as strange attractors (a survey of this approach can be found in Ref. [2],
a more recent development, in Refs. [9, 10]). A major issue with these models when applied to the voltage noise is
that materials used in microelectronics and related areas do not exhibit desired properties. The purpose of this Letter
is to point at an essentially different possibility to resolve the problem, naturally suggested by the quantum theory.
As is well known, this theory puts certain restrictions on pairwise measurability of physical quantities, which are
expressed by the uncertainty relations. It will be shown that this quantum indeterminacy obstructs applicability
of the Wiener-Khinchin theorem, and puts a nontrivial lower bound on the power spectrum. This bound will be
explicitly calculated and demonstrated to have the 1/f low-frequency asymptotic.
Consider a sample with a constant electric current through it supplied by two leads attached to the sample. For
simplicity, the sample material will be assumed macroscopically homogeneous, and so will be the electric field, E,
established inside the sample. Let the voltage across the sample be measured by means of two voltage probes which
may or may not coincide with the current leads. Also for simplicity, the probes will be considered pointlike, x1,x2
denoting their position. A voltage U(t,x1,x2) measured between the probes at time t is the sum of a constant bias
U0(x1,x2) and a fluctuation, or noise, ∆U(t,x1,x2),
U(t,x1,x2) = U0(x1,x2) + ∆U(t,x1,x2). (1)
Define a Fourier transform of ∆U(t,x1,x2) measured during time tm (omitting, for brevity, the parameters x1,x2)
∆Us(ω) =
ˆ tm
0
dt∆U(t) sin(ωt), ∆Uc(ω) =
ˆ tm
0
dt∆U(t) cos(ωt). (2)
After this measurement has been repeated many times, the main quantity of interest – the noise power spectral density
– is obtained as
S(f) = lim
tm→∞
1
tm
〈
(∆Us(ω))
2
+ (∆Uc(ω))
2
〉
, ω = 2πf, (3)
where the angular brackets denote averaging over the set of signal samplings, and tm → ∞ designates the condition
that the measurement time be much greater than the given frequency inverse. In the context of the Wiener-Khinchin
theorem, ∆U(t) is a random variable which is classical in that it takes on a real value at any given t (a voltmeter
reading). The theorem states that if the autocovariance 〈∆U(t)∆U(t + τ)〉 ≡ C(τ) is a function of the lag τ only,
then
C(τ) =
ˆ +∞
−∞
dfS(f)ei2pifτ . (4)
In the case of a quantum underlying process, in order to evaluate the function C(τ), one needs to construct a quantum-
mechanical operator that would represent the product ∆U(t)∆U(t + τ). From the quantum theory standpoint, the
3voltage U(t) is an observable to which there corresponds a Hermitian (Heisenberg) operator Û(t). For a given bias
U0(x,x
′) ≡ U0, this defines another observable – the voltage fluctuation – by virtue of Eq. (1),
∆̂U(t) = Û(t)− U0. (5)
But one cannot construct an observable for the product ∆U(t)∆U(t+τ) by multiplying ∆̂U(t) and ∆̂U(t+τ), because
these operators do not commute with each other, so that their multiplication is ambiguous. As is well known, the
physical meaning of this ambiguity is that ∆U cannot have definite values at two instants t, t+ τ in any state with a
nonzero expectation value of the commutator [∆̂U(t), ∆̂U (t+ τ)]. Put somewhat differently, it is impossible to obtain
definite values of ∆U at two different instants without changing the system state: even if the state vector of the system
“conducting sample plus electromagnetic field” was changed negligibly during the first measurement with a definite
outcome, it will necessarily undergo a finite change during a later measurement that results in a definite ∆U. It follows
that each sampling of ∆U during the time tm is accompanied by a continuous alteration of the system state in a way
consistent with the uncertainty principle: a higher measurement precision entails larger system state variations, hence
larger voltage fluctuations between successive measurements. Therefore, the voltage autocovariance will depend on
the way the system state varies during the measurement, in particular, it will be a function of both arguments t and
(t+ τ). An alternative we thus face is that either, for a fixed state, the voltage fluctuation is not defined for all times
in principle, or
〈
∆̂U(t)∆̂U(t+ τ)
〉
is t-dependent. But since the Wiener-Khinchin theorem assumes both that the
process ∆U(t), though random, is defined for all t and is stationary, it does not apply in either case.
It is important, on the other hand, that the quantum-mechanical description of the power spectrum is free of this
problem. To see this, we first note that ∆̂U(t) uniquely defines two other Hermitian operators ∆̂Us(ω), ∆̂Uc(ω)
according to Eq. (2)
∆̂Us(ω) =
ˆ tm
0
dt ∆̂U(t) sin(ωt), ∆̂Uc(ω) =
ˆ tm
0
dt ∆̂U(t) cos(ωt), (6)
and that the squares of these are also uniquely defined despite the non-commutativity of ∆̂U(t) at different ts.
Specifically, they are expressed via the symmetrized product of ∆̂U(t)
(
∆̂Us(ω)
)2
=
¨ tm
0
dtdt′ ∆̂U(t)∆̂U(t′) sin(ωt) sin(ωt′)
=
¨ tm
0
dtdt′
1
2
(
∆̂U(t)∆̂U(t′) + ∆̂U(t′)∆̂U(t)
)
sin(ωt) sin(ωt′), (7)
and similarly for
(
∆̂Uc(ω)
)2
. And second, the definition of S(f) according to Eq. (3) exactly corresponds to the usual
quantum-mechanical formula for calculating averages,
S(f) = lim
tm→∞
1
tm
{〈(
∆̂Us(ω)
)2〉
+
〈(
∆̂Uc(ω)
)2〉}
, (8)
where
〈
fˆ
〉
= tr
(
ρˆfˆ
)
, ρˆ being the system density matrix. In fact, it is the definition of an observable fˆ that
tr
(
ρˆfˆ
)
equals the mean of a set of f -values obtained in a series of measurements in the given state ρˆ. Here, the
non-commutativity of ∆̂U(t) at different ts shows itself as a non-commutativity of the two operators
(
∆̂Us(ω)
)2
and(
∆̂Uc(ω)
)2
, which, however, causes presently no ambiguity, because the average of the sum is equal to the sum of
averages. Thus, we arrive at the conclusion that in contrast to the autocovariance, the power spectrum of voltage
fluctuations can be self-consistently computed using the formula (8).
Now, the question is if this quantum indeterminacy puts any nontrivial bound on the level of voltage fluctuations.
Such bound is naturally expected to be independent of the measurement process specifics. Therefore, we exclude the
measuring device from consideration by assuming that ρˆ describes a fixed state of the system “conducting sample
plus electromagnetic field.” An uncertainty relation for the two observables ∆Us(ω),∆Uc(ω) then reads〈(
∆̂Us(ω)
)2〉〈(
∆̂Uc(ω)
)2〉
>
1
4
∣∣∣〈[∆̂Us(ω), ∆̂Uc(ω)]〉∣∣∣2 . (9)
4It readily follows from Eqs. (8), (9) that the minimum of S(f) is
SF (f) = lim
tm→∞
1
tm
∣∣∣〈[∆̂Us(ω), ∆̂Uc(ω)]〉∣∣∣ . (10)
This quantity represents what can be called a fundamental noise. An important observation to be made is that the
expectation value of the commutator on the right hand side of Eq. (10) is an odd function of frequency, for ∆̂Us(ω) is
odd, whereas ∆̂Uc(ω) is even in ω. More specifically, using Eq. (6) and interchanging the integration variables gives〈[
∆̂Us(ω), ∆̂Uc(ω)
]〉
=
¨ tm
0
dtdt′
〈
[∆̂U(t), ∆̂U(t′)]
〉
sin(ωt) cos(ωt′)
=
¨ tm
0
dtdt′
〈
∆̂U(t)∆̂U(t′)
〉
sin(ω(t− t′)). (11)
It follows that SF (f) is determined by the Fourier transform of the contribution to
〈
∆̂U(t)∆̂U(t′)
〉
≡ S(t− t′) which
is antisymmetric under the interchange t↔ t′. Thus, when computing this expectation value, one can safely use the
Fourier techniques to extract its low-frequency asymptotic despite anticipated zero-frequency singularity, for unlike
an even-frequency function 1/|ω|, Fourier transform of 1/ω does exist. On the other hand, S(f) is determined by the
symmetric part of S(t− t′),〈(
∆̂Us(ω)
)2〉
+
〈(
∆̂Uc(ω)
)2〉
=
¨ tm
0
dtdt′
〈
∆̂U(t)∆̂U(t′)
〉
cos(ω(t− t′)),
and this part lacks Fourier decomposition when S(f) ∼ 1/|ω|. We see that while SF (f) is derived from a function
admitting Fourier decomposition, Fourier transform of SF (f) itself may not exist. In other words, the right hand side
of Eq. (4) does not have to be well-defined, and as we have seen, neither does its left hand side.
Regarding the relationship between the power spectrum and autocovariance, one must also note the following.
Consider the quantity
Σ(f) = lim
tm→∞
1
tm
¨ tm
0
dtdt′ S(t− t′)eiω(t−t
′).
On applying Euler’s formula to the exponent in the integrand, the contribution of cosine to Σ(f) is just S(f), whereas
the modulus of the other contribution is SF (f). Using integration by parts, this can be reduced to
Σ(f) = lim
tm→∞
{ˆ tm
−tm
dτS(τ)eiωτ −
1
tm
ˆ tm
−tm
dτ |τ |S(τ)eiωτ
}
. (12)
If one assumes that S(τ) sufficiently rapidly decreases as |τ | → ∞, the second term yields zero in the limit tm →∞,
and Eq. (12) takes the same form as the conventional Wiener-Khinchin relation for processes with a well-defined
autocovariance. But the 1/f -noise problem is just the case where this assumption does not hold. The 1/|ω| asymptotic
of the power spectrum suggests that at large |τ |’s, S(τ) contains a term ∼ ln |τ |. It is not difficult to check that
ˆ tm
−tm
dτ ln |τ |eiωτ = −
π
|ω|
− 2 ln tm
sin(ωtm)
ω
+O(1/tm),
1
tm
ˆ tm
−tm
dτ |τ | ln |τ |eiωτ = −2 ln tm
sin(ωtm)
ω
+O(1/tm). (13)
It is seen that despite these expressions diverge in the limit tm →∞, their difference converges to −π/|ω|. It follows
that the right hand side of Eq. (12) is well-defined for a function S(τ) = ln[a+ (τ/τ0)
2] with constant a, τ0 > 0, and
that Σ(f)→ −1/|f | for |f | ≪ 1/τ0. This simple example well illustrates the above statement that the power spectrum
may exist even for processes for which S(t − t′) does not admit Fourier decomposition, and that the presence of a
1/f -term in its low-frequency asymptotic does not contradict finiteness of the voltage variance. In fact, in the present
example, S(0) = ln a can be any real number despite the “total power”
´∞
−∞
dfΣ(f) is infinite.
Next, the low-frequency asymptotic of SF (f) will be calculated explicitly. The calculation will be simplified as
much as possible: we assume that there is a single species of free-like charge carriers with charge e and effective
mass m; they are taken non-relativistic unpolarized fermions, and all spin indices are accordingly suppressed; all
finite-temperature effects (due to the photon heat bath, in particular) are neglected; the contributions independent
5of the charge-carrier velocity are only taken into account. The expectation value
〈
∆̂U(t)∆̂U(t′)
〉
will be computed
using the Schwinger-Keldysh technique [11, 12] according to which it can be written as〈
∆̂U(t)∆̂U(t′)
〉
= tr
(
ρˆTC∆̂u
(2)
(t)∆̂u
(1)
(t′) exp
{
−i
ˆ
C
dt wˆ(t)
})
, (14)
where the lower-case letters denote operators in the interaction picture; the so-called Schwinger-Keldysh time contour
C runs from t = −∞ to t = +∞, and then back to t = −∞, with all time instants on the forward branch designated
with a superscript (1) and treated as being in the past with respect to any time instant on the backward branch
designated with a superscript (2). TC denotes operator ordering along this contour. The Hamiltonian of the charge
carrier–electromagnetic field interaction reads
wˆ(t) =
ˆ
d3x
[
eaˆ0(x) +
e2
2mc2
aˆ2(x)
]
φˆ†(x)φˆ(x), x = (ct,x), (15)
where φˆ is the fermionic field, and (aˆ0, aˆ) is the electromagnetic 4-potential. The electromagnetic field propagator
will be used in the Feynman gauge, according to which the direct Coulomb interaction of charge carriers was excluded
from the interaction Hamiltonian [13, 14]. Since the propagator is diagonal in this gauge, and the charge carriers are
non-relativistic, one can write ∆̂u(t) = aˆ0(t,x1)− aˆ0(t,x2)− U0, and replace aˆ in Eq. (15) by the classical field
a(x) = icE
eiλt − 1
λ
, λ→ 0.
This form is chosen in order to obtain Fourier decomposition for the antisymmetric part of S(t− t′). Switching for a
moment to the units ~ = c = 1, the lowest-order nontrivial contribution to the right hand side of Eq. (14) reads
S(τ) =
i(4πe2)2E2
m
∂2
∂λ∂λ′
ˆ
d4k
(2π)4
d3q
(2π)3
d3q′
(2π)3
̺(q, q′)
[
eik·(x1−x2) − 1
]
ei(q−q
′)·x1
×
{
e−ik
0τG(11)(q − q′ + k + k′)D(11)(q + k + k′)D(11)(q + k)G(12)(k)
−eik
0τG(22)(q − q′ + k + k′)D(22)(q + k + k′)D(22)(q + k)G(21)(k)
}∣∣∣
λ=λ′=0
+ (x1 ↔ x2),
where k′ = (λ+λ′,0), G and D are the momentum-space Schwinger-Keldysh propagators of the electromagnetic and
charge carrier fields, respectively,
G(11)(k) =
i
k2 + i0
= [G(22)(k)]∗, G(12)(k) = 2πθ(−k0)δ(k2), G(21)(k) = 2πθ(k0)δ(k2),
D(11)(q) =
i
q0 − εq + i0
= [D(22)(q)]∗, k = (k0,k), q = (εq, q), (16)
and the step function θ(k0) = 0 for k0 6 0, θ(k0) = 0 for k0 > 0; since the photon heat bath effects are neglected,
G’s are purely vacuum; accordingly, the system density matrix ρˆ is reduced to that of the charge carriers, ̺(q, q′)
denoting its momentum-space representation. The leading low-frequency term comes from λ-differentiation of the
charge-carrier propagator D(11)(q + k + k′), because it approaches its pole as k0 → 0. Since |k| = |k0|, one has
εq+k = εq+ |k
0|O(|q|/m), and therefore, in the non-relativistic limit, D(11)(q+k+k′) = i/(q0+k0+λ+λ′−εq+k) ≈
i/(k0 + λ+ λ′). Expanding also eik·(x1−x2) to the second order, and performing integration over k gives
S(τ) =
16e4E2(x1 − x2)
2
3m
ˆ ∞
0
dk0
eik
0τ
k0
ˆ
d3q
(2π)3
d3q′
(2π)3
̺(q, q′)
ei(q−q
′)·x1 + ei(q−q
′)·x2
(q − q′)2
. (17)
As anticipated, we have a convergent frequency integral for the antisymmetric part of S(t−t′), namely,
´∞
0
dk0 sin(k0τ)/k0 =
πτ/(2|τ |). The obtained expression for the antisymmetric part is to be substituted into the right hand side of Eq. (12).
Using the formulas
ˆ tm
−tm
dτ
τ
|τ |
eiωτ =
2i
ω
[1− cos(ωtm)],
1
tm
ˆ tm
−tm
dττeiωτ = −
2i
ω
cos(ωtm) +O(1/tm),
we see that, just like in the above example with ln |τ | in the symmetric part of S(τ), neither of the two integrals in
Eq. (12) converge, but their difference has a well-defined limit as tm →∞.
6sample w, µm l, µm a, nm g, cm−1 κth κexp
V1 1 2.2 10 9630 3.5 · 10−10 1.75 · 10−9
V1.5 1.5 3.3 10 6420 2.3 · 10−10 4.5 · 10−10
V2 2 4 10 5140 1.9 · 10−10 3.1 · 10−10
V5 5 20 20 1260 4.6 · 10−11 2.9 · 10−9
V80 80 310 20 80 1.9 · 10−12 4.1 · 10−12
TABLE I. Comparison of the measured (κexp) in Ref. [15] and calculated (κth) according to Eq. (19) noise magnitude in various
InGaAs samples. Also given are the sample width (w), length (l) and thickness (a).
In practice, the voltage probes are usually aligned parallel to E, in which case E2(x1 − x2)
2 = U20 . The remaining
momentum integrals are conveniently evaluated by expressing ̺(q, q′) via the mixed position-momentum distribution
function f(r,Q),
̺
(
Q−
p
2
,Q+
p
2
)
=
ˆ
Ω
d3reip·rf(r,Q), (18)
Ω denoting the sample volume. The integral over p = q′ − q in Eq. (17) is then a Fourier decomposition of the
Coulomb potential. Probability distribution for the particle position in the sample can be obtained by integrating
f(r,Q) over all momenta Q = (q + q′)/2. In view of the assumed macroscopic sample homogeneity,
´
d3Qf(r,Q) is
position-independent within the sample (vanishing outside of it). Thus, restoring ordinary units, the power spectrum
takes the form
SF (f) =
κU20
|f |
, κ ≡
2e4g
πm~c3
, (19)
where g is a geometrical factor
g =
1
3Ω
ˆ
Ω
d3r
(
1
|r − x1|
+
1
|r − x2|
)
.
Regarding this formula, it should be noted that while the picture of free-like charge carriers could be used to
find the lowest-order term of SF with respect to E, the higher-order contributions cannot be calculated in the same
way, because of the particle collisions. The easiest way to see this is to consider the effect of collisions as an O(e)
modification of the external field E that acts on the given charge carrier. The fields describing particle interactions
are much stronger than E, rapidly varying in space and time, but the mean value of the net field vanishes. Therefore,
it is the field variance that affects SF ∼ E
2, so that account of the particle collisions would add terms O(e6) to the
right hand side of Eq. (19). On the other hand, since SF must be even in E, the next term of its expansion in powers
of the external electric field is ∼ (E2)2, hence it is also O(e6), and so keeping this term in the present picture would
not be legitimate.
To give an idea of how far the observed noise levels are from the minimum value (19), take for example Ref. [15]
reporting noise measurements in InGaAs quantum wells of significantly different sizes. The charge carriers in this
case are electrons (n) and (light) holes (p); their effective masses depend on the sample thickness, composition etc.,
but for a rough estimate it will suffice to take mn = 0.06m0, mp = 0.09m0, respectively, where m0 is the free electron
mass. The sample dimensions and experimental results taken from figures 4–7 of [15] are compared in Table I with
the values computed according to Eq. (19). It is seen that with one exception, the measured noise levels are only
a few times higher than the lower bound set by the quantum indeterminacy. The exceptionally large value of κexp
detected in sample V5 is actually related to deviation of the frequency exponent from unity, which is noticeable in this
case. Discussion of this issue as well as account of the heat-bath contributions and further details of the calculations
performed will be given elsewhere.
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