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Abstract
The classical Heun equation has the form{
Q(z)
d2
dz2
+ P(z) d
dz
+ V (z)
}
S(z) = 0,
where Q(z) is a cubic complex polynomial, P(z) is a polynomial of degree at most 2 and V (z) is at most
linear. In the second half of the nineteenth century E. Heine and T. Stieltjes initiated the study of the set of
all V (z) for which the above equation has a polynomial solution S(z) of a given degree n. The main goal
of the present paper is to study the union of the roots of the latter set of V (z)’s when n →∞. We provide
an explicit description of this limiting set and give a substantial amount of preliminary and additional
information about it obtained using a certain technique developed by A.B.J. Kuijlaars and W. Van Assche.
c© 2009 Elsevier Inc. All rights reserved.
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1. Introduction and main results
This paper is the first part of our study of spectral polynomials of the Heun equation; its sequel
can be found in [10]. Below we formulate two main statements (see Propositions 1 and 2) which
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are settled positively in [10] by using several important preliminary results (see Theorems 2 and
3) proven in the present article.1
A generalized Lame´ equation is a second order differential equation of the form{
Q(z)
d2
dz2
+ P(z) d
dz
+ V (z)
}
S(z) = 0, (1)
where Q(z) is a complex polynomial of degree l and P(z) is a complex polynomial of degree
at most l − 1, see [12]. It was first shown by Heine [4] that if the coefficients of Q(z) and P(z)
are algebraically independent, i.e. do not satisfy any algebraic equation with integer coefficients,
then for an arbitrary positive integer n there are exactly
(
n+l−2
n
)
polynomials V (z) such that (1)
has a solution S(z) which is a polynomial of degree n. As was recently shown in [9] that for any
Eq. (1) with deg Q(z) = l, deg P(z) ≤ l − 1, and any positive n the set Vn of all V (z) giving
a polynomial solution S(z) of degree n is always finite and its cardinality is at most
(
n+l−2
n
)
.
Below we concentrate on the classical case l = deg Q(z) = 3 which is better known under the
name the Heun differential equation, see e.g. [8] and study the union of all roots of polynomials
V (z) belonging to Vn as n→∞. Note that if l = deg Q(z) = 3 then V (z) is at most linear and
that for a given value of the positive integer n there are at most n + 1 such polynomials.
No essential results in this direction seems to be previously known. One of the few exceptions
is a classical proposition of Po´lya, [7] claiming that if the rational function P(z)Q(z) has all positive
residues then any root of any V (z) as above and of any S(z) as above lie within ConvQ , where
ConvQ is the convex hull of the set of all roots of Q(z).
Before we move further let us formulate appropriate versions of two main results of [9]
generalizing the above statements of Heine and Po´lya.
Theorem 1. For any polynomial Q(z) of degree l and any polynomial P(z) of degree at most
l − 1
• there exists N such that for any n ≥ N there exist exactly
(
n+l−2
n
)
polynomials V (z),
deg V (z) = l−2 counted with appropriate multiplicity such that (1) has a polynomial solution
S(z) of degree exactly n;
• for any  > 0 there exists N such that for any n ≥ N any root of any above V (z) and S(z)
lie in the -neighborhood of ConvQ .
Applying the latter result to the situation l = 3, i.e. to the Heun equation we can introduce
the set Vn consisting of polynomials V (z) giving a polynomial solution S(z) of (1) of degree
n; each such V (z) appearing the number of times equal to its multiplicity. Then by the above
results the set Vn will contain exactly n + 1 linear polynomials for all sufficiently large n. It will
be convenient to introduce a sequence {Spn(λ)} of spectral polynomials where the n-th spectral
polynomial is defined by
Spn(λ) =
n+1∏
j=1
(λ− tn, j ),
1 The reason for this division is that Theorems 2 and 3 are to a very large extent independent of [10] both in technique
and approach, and, in our opinion, deserve a separate publication.
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Fig. 1. The roots of the spectral polynomial Sp50(λ) for the classical Lame´ equation
{
Q(z) d
2
dz2
+ 12 Q′(z) ddz + V (z)
}
S(z) = 0, with Q(z) = z(z − 1)
(
z + 12 − i
)
.
where tn, j is the unique root of the j-th polynomial in Vn in any fixed ordering. (Spn(λ) will be
well defined for all sufficiently large n.)
Associate to Spn(λ) the finite measure
µn = 1n + 1
n+1∑
j=1
δ(z − tn, j ),
where δ(z − a) is the Dirac measure supported at a. The measure µn obtained in this way is
clearly a real probability measure which one usually refers to as the root-counting measure of
the polynomial Spn(λ).
The starting point of this project was some numerical results for the distribution of roots of
Spn(λ) obtained by the first author about 5 years ago and illustrated on Fig. 1.
These numerical experiments strongly suggested that the following statement holds.
Proposition 1. For any Eq. (1) the sequence {µn} of the root-counting measures of its spectral
polynomials converges to a probability measure µ supported on the union of three curved
segments located inside ConvQ and connecting the three roots of Q(z) with a certain interior
point, see Fig. 1. Moreover, the limiting measure µ depends only on Q(z), i.e. is independent of
P(z).
An elegant explicit description of the support of µ was suggested to us by Professor K.
Takemura, (private communication, October 2007).
Denote the three roots of Q(z) by a1, a2, a3. For i ∈ {1, 2, 3} consider the curve γi given as
the set of all b satisfying the relation:∫ ak
a j
√
b − t
(t − a1)(t − a2)(t − a3)dt ∈ R, (2)
here j and k are the remaining two indices in {1, 2, 3} in any order and the integration is taken
over the straight interval connecting a j and ak . One can see that ai belong to γi and that these
three curves connect the corresponding ai with a common point within ConvQ . Take a segment
of γi connecting ai with the common intersection point of all γ ’s. Let us denote the union of
these three segments by ΓQ .
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Proposition 2. The support of the limiting root-counting measure µ coincides with the above
ΓQ .
In the joint with Professor Takemura follow-up of the present paper we completely settle
the above Propositions 1 and 2 using some methods and results presented here. In particular,
Theorems 2 and 3 below will be highly instrumental in proving the existence and uniqueness of
the above measure µ.
Remark 1. Some months after the initial version of the present article appeared in a preprint
form on arXiv but prior to the appearance of [10], professors Martı´nez-Finkelshtein and
Rakhmanov posted their important paper [6] discussing a very similar topic and, in particular,
proving Propositions 1 and 2 by quite different methods.
In the present paper generalizing the technique of [5] we mainly study another probability
measure which is easily described and from which the measure µ is obtained by the inverse
balayage. In other words, the support of µ will be contained in the support of the measure which
we construct and they have the same logarithmic potential outside the support of the latter one.
This measure will be uniquely determined by the choice of a root of Q(z) and thus we are in fact
constructing three different measures having the same measure µ as their inverse balayage.
1.1. Constructing the measure
Choosing one of the three vertices ai , i = {1, 2, 3} consider the unique ellipse Ei which:
(a) passes through ai and (b) has a j , ak as its foci. The constructed probability measure Mi is
supported on the elliptic domain E˜i bounded by Ei . We need the following notion.
Given two distinct points α1 6= α2 on C define the arcsine measure ω[α1,α2] of the interval[α1, α2] as the measure supported on [α1, α2] and whose density at a point t ∈ [α1, α2] equals
1
pi
√|(t−α1)(t−α2)| .
To describe the measure Mi consider the family of straight lines parallel to the tangent line to
the ellipse Ei at ai . Take now the family Φi of intervals obtained by intersection of the latter
straight lines with the elliptic domain E˜i . Denote by −vi the vector connecting ai with its
opposite point on Ei , i.e. draw the straight line through ai and the centre of Ei till it hits Ei
again and take the difference of the latter and the former points. (One can easily check that if we
introduce a new variable zi = z− ai and express Q(z) = z3i + vi z2i +wi zi then the above vector
will be exactly −vi in the expression for Q(z) which explains our notation.) Now parameterize
the above family Φi of the intervals by their middle points using the formula −viθ2, θ ∈ [0, 1].
Consider the family µθ of arcsine measures of these intervals. Finally the required measure Mi
is obtained by the averaging of µθ w.r.t. parameter θ , i.e. Mi =
∫ 1
0 µθdθ , see Fig. 2(b).
Now we can finally formulate the main results of this paper.
Theorem 2. Each of the measures Mi , i ∈ {1, 2, 3} have µ as its inverse balayage, i.e. µ and
Mi have the same logarithmic potential (or the same Cauchy transform) outside the ellipse Ei
and the support of µ is contained inside the support of Mi .
Remark 2. Notice that the rigorous proof of the existence of µ is postponed until [10]. In the
proofs below we assume the validity of this existence.
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Fig. 2. (a) The measure µ and the three ellipses E1, E2, E3 for Q(z) = z(z−1)
(
z + 12 − i
)
. (b) The measure µ, ellipse
E1, and several straight segments belonging to the family Φ1.
By definition the Cauchy transform Cν(z) and the logarithmic potential potν(z) of a (complex-
valued) measure ν supported in C are given by:
Cν(z) =
∫
C
dν(ξ)
z − ξ and potν(z) =
∫
C
log |z − ξ |dν(ξ).
About the properties of the Cauchy transform and the logarithmic potential of a measure consult
e.g. [3].
Denote by CQi (z) the Cauchy transform of the measure Mi , i = 1, 2, 3. The next result
shows that each Cauchy transform CQi (z) satisfies outside the elliptic domain E˜i the following
nice linear non-homogeneous second order differential equation (similar to the one obtained
earlier in [2]).
Theorem 3. The Cauchy transforms CQi (z) of the measures Mi , i = 1, 2, 3 defined in Theorem 2
satisfy outside the ellipses Ei one and the same linear non-homogeneous differential equation:
Q(z)C′′Qi (z)+ Q′(z)C′Qi (z)+
Q′′(z)
8
CQi (z)+
Q′′′(z)
24
= 0. (3)
2. Proof of Theorem 2
Proof of Theorem 2. It essentially follows from the stronger version of the main result of [5]
which we present below. First we express the polynomial Spn(λ) as the characteristic polynomial
of a certain matrix. In order to make this matrix tridiagonal we assume as above that the root ai
is placed at the origin. In order to simplify the notation we drop the index i assuming that z is
already the appropriate coordinate. Set
Q(z) = z3 + vz2 + wz.
Consider the operator
T = (z3 + vz2 + wz) d
2
dz2
+ (αz2 + βz + γ ) d
dz
− θn(z − λ),
B. Shapiro, M. Tater / Journal of Approximation Theory 162 (2010) 766–781 771
where v,w, α, β, γ are fixed coefficients of Q(z) and P(z) respectively and θn, λ are variables.
Assuming that S(z) = u0zn + u1zn−1 + · · · + un with undetermined coefficients ui , 0 ≤ i ≤ n,
and in order to solve the Heine–Stieltjes problem described in the introduction we will be looking
for the values of θn, λ and ui , 0 ≤ i ≤ n, such that T (S(z)) = 0. Note that T (S(z)) is in general
a polynomial of degree n + 1 whose leading coefficient equals u0[n(n − 1)+ αn − θn]. To get a
nontrivial solution we therefore set
θn = n(n − 1+ α).
Straightforward computations show that the coefficients of the successive powers zn, zn−1, . . . , z0
in T (S(z)) can be expressed in the form of a matrix product MnU , where U = (u0, u1, . . . , un)T
and Mn is the following tridiagonal (n + 1)× (n + 1) matrix
Mn :=

λ− ξn,1 αn,2 0 0 · · · 0 0
γn,2 λ− ξn,2 αn,3 0 · · · 0 0
0 γn,3 λ− ξn,3 αn,4 · · · 0 0
...
...
. . .
. . .
. . .
...
...
0 0 0
. . .
. . . αn,n 0
0 0 0 · · · γn,n λ− ξn,n αn,n+1
0 0 0 · · · 0 γn,n+1 λ− ξn,n+1

with
ξn,i = −v(n − i)(n − i + 1)+ β(n − i + 1)
θn
, i ∈ {1, . . . , n + 1},
αn,i = (n − i)(n − i + 1)+ α(n − i + 1)
θn
− 1, i ∈ {2, . . . , n + 1},
γn,i = w(n − i + 1)(n − i + 2)+ γ (n − i + 2)
θn
, i ∈ {2, . . . , n + 1}.
(4)
A similar matrix can be found in [4] and also in [11]. The matrix Mn depends linearly on the
indeterminate λ which appears only on its main diagonal. Obviously if the linear homogeneous
system MnU = 0 is to have a nontrivial solution U = (u0, u1, . . . , un)T the determinant of Mn
has to vanish. This gives the required polynomial equation
Spn(λ) = det(Mn) = 0.
The sequence of polynomials {Spn(λ)}n∈Z+ does not seem to satisfy any reasonable
recurrence relation. In order to overcome this difficulty and to be able to use the technique of 3-
term recurrence relations with variable coefficients (which is applicable since Mn is tridiagonal)
we extend the above polynomial sequence by introducing an additional parameter. Namely,
define
Spn,i (λ) = det Mn,i , i ∈ {1, . . . , n + 1},
where Mn,i is the upper i × i principal submatrix of Mn . One can easily check (see, e.g.,
[1, p. 20]) that the following 3-term relation holds
Spn,i (λ) = (λ− ξn,i )Spn,i−1(λ)− ψn,i Spn,i−2(λ), i ∈ {1, . . . , n + 1}, (5)
where ξn,i is as in (4) and
ψn,i = αn,iγn,i , i ∈ {2, . . . , n + 1}. (6)
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Here we use the (standard) initial conditions Spn,0(λ) = 1, Spn,−1(λ) = 0. It is well known that
if all ξn,i ’s are real and all ψn,i ’s are positive then the polynomials Spn,i (λ), i ∈ {0, . . . , n + 1},
form a finite sequence of orthogonal polynomials. In particular, all their roots are real. In our
case however these coefficients are complex. To complete the proof of Theorem 2 we state
the following generalization of [5, Theorem 1.4] which translated in our notation claims the
following.
Theorem 4 (A. Kuijlaars–W. Van Assche). If there exist two continuous functions ξ(τ ) and ψ(τ),
τ ∈ [0, 1], such that
lim
i/(n+1)→τ ξi,n = ξ(τ ), limi/(n+1)→τ ψi,n = ψ(τ), ∀τ ∈ [0, 1],
then the asymptotic root-counting measure µ (if it exists) of the polynomial sequence
{Spn(λ)}n∈Z+ = {Spn,n+1(λ)}n∈Z+ and the average M of the arcsine measures given by
M =
∫ 1
0
ω[ξ(τ )−2√ψ(τ),ξ(τ )+2√ψ(τ)] dτ,
have the same logarithmic potential outside the union of their supports.
Recall that for a pair of distinct complex number α1 6= α2 the arcsine measure ω[α1,α2] is the
measure supported on [α1, α2] and whose density at a point t ∈ [α1, α2] equals 1pi√|(t−α1)(t−α2)| .
Remark 3. Although Theorem 4 is not explicitly stated in [5] it is very similar and its proof is
completely parallel to that of Theorem 1.4 from this paper.
From the explicit formulas for ξn,i and ψn,i (see (4) and (6)) one easily gets
ξ(τ ) = lim
i/(n+1)→τ ξi,n = −v(1− τ)
2,
ψ(τ) = lim
i/(n+1)→τ ψi,n = −w(1− (1− τ)
2)(1− τ)2.
Notice that the above limits are independent of the coefficients α, β, γ of the polynomial
P(z). 
Lemma 1. The parametric curve Γ given in the above notation by the formula ξ(τ )± 2√ψ(τ),
τ ∈ [0, 1] is the ellipse passing through the origin and given in coordinates x = Re(z), y =
Im(z) by the equation
a11x
2 + 2a12xy + a22 y2 + 2a13x + 2a23 y = 0 (7)
where
a11 = C2 + 4D2, a12 = −(AC + 4B D), a22 = A2 + 4B2,
a13 = 2D(BC − AD), a23 = −2B(BC − AD)
and A = −Re(v), B = −Im(u),C = −Im(v), D = Re(u).
Proof. We express the functions ξ and ψ as{
ξ(τ ) = −v(1− τ)2 = −vθ2 = −v sin2 ϕ,
ψ(τ) = −w(1− (1− τ)2)(1− τ 2) = −w(1− θ2)θ2 = −w sin2 ϕ cos2 ϕ, (8)
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where τ ∈ [0, 1], θ := 1− τ ∈ [0, 1], and sinϕ := θ , ϕ ∈ [0, pi/2]. Then
ξ(τ )± 2√ψ(τ) = −v sin2 ϕ ±√−w sin 2ϕ.
Thus the curve Γ ⊂ C is given by the parametrization Γ (ϕ) = −v sin2 ϕ ± √−w sin 2ϕ,
where v,w, z ∈ C and ϕ ∈ [0, pi/2]. Set w = u2, so that√−w = iu. Then Γ has the form:
Γ (ϕ) = −v sin2 ϕ ± iu sin 2ϕ = (−Re(v)− iIm(v)) sin2±i(Re(u)+ iIm(u)) sin 2ϕ.
We, therefore, get the following system for its real and imaginary parts:{
x(ϕ) = A sin2 ϕ + B sin 2ϕ
y(ϕ) = C sin2 ϕ + D sin 2ϕ. (9)
Here A = −Re(v), B = −Im(u),C = −Im(v), D = Re(u) and ϕ ∈ [−pi/2, pi/2] since Γ is
pi -periodic.
To show that Γ is an ellipse passing through the origin and satisfying (7) substitute (9) into the
expression a11x2(ϕ)+2a12x(ϕ)y(ϕ)+a22 y2(ϕ)+2a13x(ϕ)+2a23 y(ϕ), where the coefficients
ai, j are defined in the statement of Lemma 1. Simple calculations then show then that the latter
expression vanishes identically, i.e. for all values of ϕ.
To prove that (7) describes a real ellipse (and not some other real affine quadric) consider the
determinant
∆ :=
∣∣∣∣∣∣
a11 a12 a13
a12 a22 a23
a13 a23 0
∣∣∣∣∣∣ = −4(BC − AD)4.
It is well known that if ∆ is negative then we have a real ellipse (∆ > 0 corresponds to an
imaginary ellipse, i.e. an empty set of solutions). Thus unless BC − AD = 0 (which describes
the situation with all three roots of Q(z) being collinear) then Γ is a real ellipse. To find its
semiaxes a and b we calculate the following quantities:
δ :=
∣∣∣∣a11 a12a12 a22
∣∣∣∣ = 4(BC − AD)2; ι := a11 + a22 = A2 + C2 + 4(B2 + C2).
It is known that the roots λ1,2 of the characteristic equation λ2 − ιλ+ δ = 0 are equal to 2a2
and 2b2, (in particular, both need to be positive) where a, b are the semiaxes of the ellipse under
consideration. We arrive therefore at
a = 1
2
√
ι+
√
ι2 − 4δ
b = 1
2
√
ι−
√
ι2 − 4δ
and
√
ι2 − 4δ = √((A − 2D)2 + (C + 2B)2)((A + 2D)2 + (C − 2B)2). For the sake of com-
pleteness the eccentricity c of our ellipse can be expressed as
c =
√−∆
δ2
√
ι2 − 4δ = 1
2
4
√
((A − 2D)2 + (C + 2B)2)((A + 2D)2 + (C − 2B)2). 
Lemma 2. The foci of the ellipse coincide with the two roots of the polynomial Q(z) different
from the origin.
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Proof. The coordinates of the centre c = (xc, yc) of our ellipse satisfy:
a11xc + a12 yc + a13 = 0
a12xc + a22 yc + a23 = 0
}
⇒ xc = A2 yc =
C
2
.
Recalling that Q(z) = z(z2+vz+w) = z(z2+vz+u2) we need to show that the coordinates
(x f , y f ) of the foci f of Γ satisfy the equation:
f = x f + iy f = −v ±
√
v2 − 4u2
2
.
To do this we express them through A, B,C, D. First, we see that Re(v2 − 4u2) = A2 +
4B2 − C2 − 4D2. Using the relation:√
ξ + iη =
√
r + ξ
2
+ i
√
r − ξ
2
,
where r = √ξ2 + η2 we get
r =
√
(Re(v2 − 4u2))2 + (Im(v2 − 4u2))2 = 4c2
=
√
((A − 2D)2 + (C + 2B)2)((A + 2D)2 + (C − 2B)2)
and
x f = A2 ±
1
2
√
2
√
4c2 + (A2 + 4B2 − C2 − 4D2)
y f = C2 ±
1
2
√
2
√
4c2 − (A2 + 4B2 − C2 − 4D2).
Straightforward calculation shows that the centre c and the foci f1 and f2 lie on the same line
given by the equation:
y = 4c
2 − (A2 + 4B2 − C2 − 4D2)
2(AC + 4B D)
(
x − A
2
)
+ C
2
. (10)
Finally we check that the spacing between the centre and either focus equals to the eccentricity
c which settles the lemma. This follows, for example, from the expression for the coordinates of
the intersection points between (10) and the circle (x − xc)2 + (y − yc)2 = c2. 
3. Proof of Theorem 3
We start with the following integral representation of the required Cauchy transform.
Lemma 3. The Cauchy transform C0(z) of the measure M0 associated with the root of the
polynomial Q(z) = z(z2 + vz + w) at the origin is given by
C0(z) =
∫ 1
0
dθ√
(v2 − 4w)θ4 + (2vz + 4w)θ2 + z2 . (11)
Proof. Indeed, recall that the Cauchy transform C[α1,α2] of the arcsine measure ω[α1,α2] of the
interval [α1, α2] equals
C[α1,α2] =
1√
(z − α1)(z − α2) .
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The measure M0 is obtained by the averaging of the family of arcsine measures, namely
M0 =
∫ 1
0
ω[ξ(τ )−2√ψ(τ),ξ(τ )+2√ψ(τ)] dτ,
where ξ(τ ) = −v(1− τ)2 = −vθ2, ψ(τ) = −w(1− (1− τ)2)(1− τ)2 = −w(1− θ2)θ2 and
θ = 1− τ . Since the Cauchy transform of the average of a family of measures equals the average
of the family of their Cauchy transforms one gets after obvious simplifications:
C0(z) =
∫ 1
0
dτ
(z − (ξ(τ )− 2√ψ(τ)))(z − (ξ(τ )+ 2√ψ(τ)))
=
∫ 1
0
dθ√
(v2 − 4w)θ4 + (2vz + 4w)θ2 + z2 . 
3.1. Special case
We first provide the proof of Theorem 3 for a specific case Q(z) = z(4z2 − 1) where the
calculations are somewhat simpler and then address the general case. By Lemma 3 the Cauchy
transform C0(z) of the measure M0 associate with the root of Q(z) at the origin is then given by
the integral
C0(z) :=
∫ 1
0
dθ√
θ4 − θ2 + z2 .
We want to find a differential equation satisfied by C0(z) w.r.t. the variable z. Unfortunately,
we do not know how to do it directly and our proof requires a number of intricate variable changes
and manipulations. We first change t = 2θ2 − 1 and consider
C0(z) = I0(s) = 1√
2
∫ 1
−1
dt√
t + 1√t2 + s , (12)
where s := 4z2− 1. Introduce now a family of functions Iν(s) indexed by ν ≥ 0 and defined by:
Iν(s) := 1√
2
∫ 1
−1
tνdt√
t + 1√t2 + s .
Lemma 4. For ν ≥ 0 the following three relations are satisfied:
∂ Iν+2
∂s
= −1
2
Iν − s ∂ Iν
∂s
, (13)
∂
∂s
(I2 + I1) = −14 I0 +
1
2
√
1+ s , (14)
∂
∂s
(I3 − I1) = −34 I1 −
1
4
I0. (15)
776 B. Shapiro, M. Tater / Journal of Approximation Theory 162 (2010) 766–781
Proof. Relation (13) can be proved directly:
∂ Iν+2
∂s
= − 1
2
√
2
∫ 1
−1
tν+2dt√
t + 1(t2 + s)3/2
= − 1
2
√
2
∫ 1
−1
(tν+2 + stν)dt√
t + 1(t2 + s)3/2 +
1
2
√
2
∫ 1
−1
stνdt√
t + 1(t2 + s)3/2
= −1
2
Iν − s ∂ Iν
∂s
.
Relation (14) is easy to verify by integration by parts. Indeed,
∂
∂s
(I2 + I1) = − 1
2
√
2
∫ 1
−1
t + 1√
t + 1
tdt
(t2 + s)3/2 =
1
2
√
1+ s −
1
4
I0.
Similarly, by integration by parts one gets:
∂
∂s
(I3 − I1) = − 1
2
√
2
∫ 1
−1
t + 1√
t2 − 1
tdt
(t2 + s)3/2 = −
3
4
I1 − 14 I0. 
Now, we express ∂ I2/∂s from (13), substitute it in (14), and single out ∂ I1/∂s:
∂ I1
∂s
= s ∂ I0
∂s
+ 1
4
I0 + 1
2
√
1+ s . (16)
Adding (14) with (15) and reducing ∂ I3/∂s, ∂ I2/∂s with the help of (13) we obtain:
4(1+ s)∂ I1
∂s
= I0 + I1.
Through (16) we get:
I1 = 4s(1+ s)∂ I0
∂s
+ s I0 + 2
√
s + 1.
Differentiating both sides of the latter relation w.r.t. s and using (16) again we obtain the required
linear non-homogeneous differential equation satisfied by I0(s):
16s(1+ s)∂
2 I0
∂s2
+ 16(1+ 2s)∂ I0
∂s
+ 3I0 = − 2√
1+ s . (17)
In order to recover the required Eq. (3) for C0(z) we have to change s back to z. Using
straightforward relations
∂ I0
∂s
= 1
8z
∂C0
∂z
and
∂2 I0
∂s2
= 1
64z3
(
z
∂2C0
∂z2
− ∂C0
∂z
)
we obtain after some obvious simplifications the equation:
z(4z2 − 1)∂
2C0
∂z2
+ (12z2 − 1)∂C0
∂z
+ 3zC0(z)+ 1 = 0
which coincides with (3) for Q(z) = z(4z2 − 1). Thus our special case of Theorem 3 is settled.
Notice also that (17) can be solved explicitly. The general solution of the corresponding linear
homogeneous equation is an arbitrary linear combination of a complete elliptic integral of the
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Fig. 3. The graph of I0(s) obtained from (17) and its numerical values obtained from (12).
first kind y1(s) and of an associated Legendre function of the second kind y2(s) given by:y1(s) =
2
pi
4
√
1+ sK
(√
1+ s − 1
2
√
1+ s
)
y2(s) = Q−1/4(1+ 2s),
here K(x) and Q(x) are the complete elliptic integral and the associated Legendre function of
the second kind respective.
The general solution to (17) depends on two arbitrary constants C1,C2 and is given by:
I0 = C1 y2 + C2 y2 + y2
∫
y1
g
f2
ds
W
− y1
∫
y2
g
f2
ds
W
,
where g(s) = − 2√
1+s , f2(s) = 16s(1+ s),W (s) = y1(s)y′2(s)− y2(s)y′1(s). However, we need
its particular solution and thus have to determine the corresponding particular values of C1,C2.
(To find them we evaluated the integral (12) for two different values of s. Moreover, analyzing
the polynomial (t + 1)(t2 + s) = t3 + t2 + st + s, we observed that it is positive on [−1, 1] for
s > 0 and that (12) is divergent when s = 0.)
Fig. 3 compares the appropriate solution of (17) giving I0(s) with the values of I0(s)
calculated numerically using the integral (12) for a number of values of s (which are shown
by dots).
3.2. General case
The scheme of this proof is exactly the same as in the above special case but calculations are
somewhat messier. Assuming that v2 − 4w 6= 0 we need to find a differential equation satisfied
by the integral (11). We change variables as follows:
s = −16w z
2 + vz + w
(v2 − 4w)2 , u = v
v + 2z
v2 − 4w, a = v
2 − 4w
and denote I0(s, u, a) = C0(z). (Here as above we assume that v and w are some fixed complex
numbers.) It also helps to change the variable θ in (11) by using 2θ2 = t + 1 and then we finally
get
C0(z) = I0(s) = 1√
2a
∫ 1
−1
dt√
t + 1√(t + u)2 + s .
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As above we introduce a family of functions Iν(s), s ≥ 0 given by the formula:
Iν(s) := 1√
2a
∫ 1
−1
(t + u)νdt√
t + 1√(t + u)2 + s .
Analogously to Lemma 4 one can prove the next statement.
Lemma 5. The following relations are valid for Iν(s), s ≥ 0:
∂ Iν+2
∂s
= −1
2
Iν − s ∂ Iν
∂s
, (18)
∂
∂s
(I2 + I1) = u ∂ I1
∂s
− 1
4
I0 + 1
2
√
2
√
(u + 1)2 + s , (19)
∂
∂s
(I3 − I1) = (u2 − 2u)∂ I1
∂s
− 3
4
I1 + u − 14 I0 +
u√
2
√
(u + 1)2 + s . (20)
Now, we use (18) for expressing ∂ I2/∂s and then we single out ∂ I1/∂s from (19):
∂ I1
∂s
= s
1− u
∂ I0
∂s
+ I0
4(1− u) +
1
2
√
a(1− u)√(u + 1)2 + s . (21)
Adding (19) and (20), employing (18) again, and using (21) we get the relation:
(u − 1)I1 = −4s(s + (u − 1)2)∂ I0
∂s
− s I0 − 2(s − u
2 + 1)√
a
√
(u + 1)2 + s . (22)
Eventually, taking the derivative of the both sides of the latter equation w.r.t s and using (21)
again we finally get a linear differential equation in the variable s satisfied by I0(s):
16s(s + (u − 1)2)∂
2 I0
∂s2
+ 16(2s + (u − 1)2)∂ I0
∂s
+ 3I0 + 2√
2
s + (u + 1)(5u + 1)√
(u + 1)2 + s = 0. (23)
In order to get an equation for C0(z) w.r.t. the variable z, we use:
∂C0
∂z
= ∂s
∂z
∂ I0
∂s
+ ∂u
∂z
∂ I0
∂u
and
∂2C0
∂z2
= ∂
2s
∂z2
∂ I0
∂s
+
(
∂s
∂z
)2
∂2 I0
∂s2
+ 2∂s
∂z
∂u
∂z
∂2 I0
∂s∂u
+
(
∂u
∂z
)2
∂2 I0
∂u2
.
With the help of ∂ I0
∂u = 2I1 and (22) we obtain
∂C0
∂z
=
(
∂s
∂z
+ 2∂u
∂z
s
1− u
)
∂ I0
∂s
+ 2∂u
∂z
I0
4(1− u) +
∂u
∂z
1√
a(1− u)√(u + 1)2 + s .
Now, we get
∂ I0
∂s
= (v
2 − 4w)(vz + 2w)
16wz
∂C0
∂z
+ v(v
2 − 4w)
32wz
C0 + v(v
2 − 4w)
32wz(v + z) . (24)
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Further, we use
∂2 I0
∂u2
= −4∂ I0
∂s
− 4s ∂
2 I0
∂s2
and
∂2 I0
∂s∂u
= 2(u − 1)∂
2 I0
∂s2
+ 3s + 4(u − 1)
2
2s(u − 1)
∂ I0
∂s
+ 3I0
8s(u − 1) +
3s + 5u2 + 6u + 1
4
√
a(u − 1)s(s + (u − 1)2)3/2 .
We can now express ∂2C0/∂z2 through ∂2 I0/∂s2, ∂ I0/∂s, and I0 as follows:
∂2C0
∂z2
=
((
∂s
∂z
)2
+ 4(u − 1)
(
∂s
∂z
)(
∂u
∂z
)
− 4s
(
∂u
∂z
)2)
∂2 I0
∂s2
+
(
∂2s
∂z2
+
(
∂s
∂z
)(
∂u
∂z
)
3s + 4(u − 1)2
s(u − 1) − 4
(
∂u
∂z
)2)
∂ I0
∂s
+
(
∂s
∂z
)(
∂u
∂z
)
3I0
4s(u − 1) +
(
∂s
∂z
)(
∂u
∂z
)
3s + 5u2 + 6u + 1
4
√
a(u − 1)s(s + (u − 1)2)3/2 .
This leads to:
∂2C0
∂z2
= − 256wz
2
(v2 − 4w)3
∂2 I0
∂s2
− 164w
2(w + z2)+ 4vwz(w + 2z2)+ v2w(w + 5z2)+ v3(2wz − z3)
(v2 − 4w)2(2w + vz)(w + z(v + z))
∂ I0
∂s
+ 3v(v + 2z)
4(2w + vz)(w + z(v + z)) I0
+ v(v + 2z)(3v
4 + 8v3z − 24vwz − 4w(2w + 3z2)+ v2(5z2 − 8w))
4(v2 − 4w)(v + z)3(2w + vz)(w + z(v + z)) .
From the latter equation and (24) we finally get:
∂2 I0
∂s2
= − (v
2 − 4w)3
256wz2
∂2C0
∂z2
− (v
2 − 4w)2c1
256w2z3(w + z(v + z))
∂C0
∂z
− v(v
2 − 4w)2c2
1024wz2(w + z(v + z))C0 −
v(v2 − 4w)2c3
1024w2z3(v + z)3(w + z(v + z)) ,
where
c1 = 4w2(w + z2)+ 4vwz(w + 2z2)+ v2w(w + 5z2)+ v3(2wz − z3),
c2 = 8vwz + v2(w − 2z2)+ 4w(w + 4z2),
c3 = v4(w − 2z2)+ 12vwz(w + 3z2)+ 4wz2(3w + 4z2)+ v3(8wz − 4z3)
+v2(4w2 + 27wz2 − 2z4).
Plugging these formulas into (23) we arrive at:
4z(z2 + vz + w)C′′0 (z)+ 4(3z2 + 2vz + w)C′0(z)+ (3z + v)C0(z)+ 1 = 0,
780 B. Shapiro, M. Tater / Journal of Approximation Theory 162 (2010) 766–781
0 1 2 3 4 5
–3
–2
–1
0
1
2
Fig. 4. The measure µ for the operator Q(z) d
4
dz4
with Q(z) = (z − 5)(z − I )(z − 4+ I )(z − 2+ 3I )(z − 3− 2I ).
which can be equivalently expressed as
Q(z)C′′0 (z)+ Q′(z)C′0(z)+ Q′′(z)C0(z)/8+ Q′′′(z)/24 = 0,
with Q(z) = 4z(z2+vz+w). (Notice that the multiplication of Q(z) by a non-vanishing constant
is irrelevant in our considerations.) 
4. Final remarks
It is very tempting to extend the methods and results of the present paper to the case of the
‘generalized’ Heun equations which are of the form{
Qk+1(z)
dk
dzk
+ Qk(z) d
k−1
dzk−1
+ · · · + Q2(z) ddz + V (z)
}
S(z) = 0,
where deg Qk+1(z) = k + 1 and deg Qi (z) ≤ i for i = 2, 3, . . . , k. As in the introduction for
each positive (and sufficiently large) integer n there exist n + 1 polynomials V (z) counted with
appropriate multiplicities such that for each of these V (z) the above equation has a polynomial
solution S(z) of degree n. Thus one can define the corresponding spectral polynomials and study
the asymptotics of their root-counting measures. Large scale numerical experiments support the
following.
Conjecture 1. For any ‘generalized’ Heun equation the sequence {µn} of the root-counting
measures of its spectral polynomials converges to a probability measure µ supported on a
curvilinear planar tree located inside ConvQk+1 and whose leaves (i.e. vertices of valency 1)
is the set of all roots of Qk+1(z), see Fig. 4. Moreover, the limiting measure µ depends only on
Qk+1(z), i.e. is independent of the other coefficient of the equation.
We finish our paper with the following problem.
Problem 1. Under the assumption that the latter conjecture holds (which is very likely) is it true
that the Cauchy transform Cµ of the limiting root-counting measure µ satisfies a linear ode of the
form:
Qk+1(z)C(k)µ (z)+ a1 Q′k+1(z)C(k−1)µ (z)+ · · · + ak Q(k)k+1Cµ(z)+ ak+1 Q(k+1)k+1 (z) = 0,
where a1, . . . , ak+1 are some universal constants, i.e. independent of Qk+1(z) (but maybe de-
pendent on the order k of the operator).
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