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ABSTRACT 
 The Marine Corps relies on advanced ground equipment that requires significant 
depot-level maintenance to extend its life cycle. However, Marine Corps budgets 
continue to be strained, and every dollar counts. Therefore, the Marine Corps Logistics 
Command has a vested interest in optimizing its budget to provide the best possible 
support to the warfighter. The Repair Optimization Materiel Evaluator (ROME) model is 
used to assist in creating repair plans. Using data-farming software designed specifically 
for this thesis and advanced design of experiments, the ROME model was run more than 
2,000 times with specific, traceable, and repeatable changes made to the inputs each time. 
The outputs from these runs were analyzed to determine the model’s efficacy. Analysis 
determined that the model’s reliance on warfighting values and small penalty terms has 
created a bias toward allocating funds for high-density, low-cost items with low 
warfighting values at the expense of items with much higher warfighting values. 
Specifically, if monies were allocated only according to the ROME model, it would 
default to fixing thousands of M-16 rifles and rifle optics and very few, if any, large 
pieces of equipment such as tanks. Based on the findings from this thesis, it is 
recommended that ROME’s objective function be reformulated or calculation of 
warfighting values be changed. The new data farming capabilities will allow testing these 
modifications as well as enable advanced analysis with ROME. 
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The United States Marine Corps grows heavier and heavier each year. New 
equipment, technology, and capabilities enhance combat performance but also strain 
already lean maintenance budgets. The current Marine Corps’ depot-level maintenance 
budget does not actually cover all of the required annual maintenance. This means the 
Marine Corps must optimize every dollar allocated to depot-level maintenance. 
The Marine Corps Logistics Command (MARCORLOGCOM) has relied on a 
mixed integer programming (MIP) optimization model, known as the Repair 
Optimization Materiel Evaluator (ROME), to assist in ensuring effective allocation of 
depot-level maintenance budgets. Developed by an Operations Analyst in the Studies and 
Innovation Division (SAID) of MARCORLOGCOM, ROME is programmed to 
determine how many of each of the 209 different table of authorized materiel control 
number (TAMCN) items should be repaired each fiscal year. This is done by considering 
over 15 factors for each TAMCN item, including Marine Corps priorities, current 
TAMCN readiness, estimated budgets available, and the cost of repairing each item. All 
of these inputs are balanced against each other, according to the various constraints in the 
model, to determine the optimal way of allocating the depot-level maintenance budget. 
Until this thesis, MARCORLOGCOM had no efficient way of understanding how 
ROME’s outputs would change due to minor or, even, major changes in the inputs. A 
comprehensive exploration would require each of the over 4,000 individual input values 
to be changed manually, the model run, and the output analyzed to determine what was 
affected. This is obviously a prohibitively time-consuming process if more than one input 
variable needs to be changed across a range of values. As a part of this thesis research, 
the ROMEfarmer was created. ROMEfarmer is a sophisticated software wrapper that 
modifies the ROME model to accept and run an advanced design of experiments to 
execute a predetermined amount of model runs, automatically. The outputs from these 
runs are combined into a single output document for analysis. ROMEfarmer can execute 
specific, traceable, and repeatable changes to the input variables that allow the end user to 
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understand how changes in budgets, equipment numbers, or repair costs can alter budget 
allocations. 
With the development of ROMEfarmer advanced analysis of ROME can now be 
accomplished in a fraction of the time. Using advanced design of experiments (DOE) 
methods created at the Simulation Experiments and Efficient Designs (SEED) Center at 
Naval Postgraduate School (NPS), a thorough examination and sensitivity analysis of 
ROME was performed. The DOE used in this thesis required the ability to examine both 
continuous and discrete values for several input variables. This was accomplished using a 
nearly orthogonal and balanced (NOB) DOE. The NOB used in this thesis had 512 design 
points consisting of 46 different input variables. Each time ROMEfarmer was run it was 
as if ROME was run 512 times with a different mix of input values. The design was so 
efficient that ROMEfarmer could complete these runs in under 10 minutes. 
Working with MARCORLOGCOM, the scope of the data that ROME works with 
was scaled down for ease of analysis and to focus on specific TAMCN items. Of the 209 
TAMCNs that ROME optimizes, 15 were chosen for analysis. These 15 TAMCNs 
represent a good spread of high-density, low-cost items such as rifles, and low-density, 
high-cost items such as main battle tanks. Each of these 15 TAMCNs had three input 
variables altered through the DOE. Those inputs, combined with altering the depot-level 
maintenance budget, account for the 46 inputs that made up the DOE. Over the four 
different experiments that were run for this thesis, more than two thousand individual 
runs of ROME were executed. 
The first experiment was a baseline run where each of the 15 TAMCNs had their 
readiness percentage goal altered from 65% to 95% in 5% intervals, their number of 
repaired items ready to ship changed from the fiscal year 2020 baseline by +/- 10%, and 
the cost of repairing the individual items changed from the same baseline by +/- 10%. 
The budget was changed from a baseline of $285 million by +/- 10% in $5 million 
intervals. The initial results were quite interesting, demonstrating a clear bias in the 
model toward repairing high-density, low-cost items to the detriment of low-density, 
high-cost items.  
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The second experiment sought to counter this bias by replacing an input variable, 
known as warfighting value, with a warfighting rank. The warfighting value is a value 
assigned to each TAMCN item that prioritizes that item against all others in the ROME 
model. Currently, the warfighting values are numbers; between 1.27 for the E0017A4 
Rifle Combat Optic (RCO) and 8.06 for a Husky mine detection vehicle. This means that 
there is not enough differentiation in warfighting values between the various TAMCNs to 
substantially alter the model’s output. To address this, ROMEfarmer was run again 
substituting a simple ranking from one to 209, with 209 being the highest value TAMCN, 
to determine if a rank would provide enough differentiation for the various TAMCNs. 
This did result in some improvement. The number of repaired items for the lower ranked 
TAMCNs dropped significantly and more low-density, high-cost TAMCNs were 
repaired. However, not as much as was expected. 
In consultation with MARCORLOGCOM the final two experiments were 
designed to see what ROME would repair if everything in the Marine Corps needed 
depot-level maintenance at the same time. To create this scenario, the unserviceable 
returns, number of broken equipment by TAMCN, were set equal to the required number 
of items needed in service. With this adjustment, ROMEfarmer was run using both the 
warfighting values and warfighting ranks. Both experiments resulted in only high-
density, low-cost items, such as rifles and rifle scopes being repaired in significant 
numbers. This starkly demonstrated ROME’s bias towards repairing these items. 
The conclusions from this research point to a need to reformulate the objective 
function in the ROME model. The current function does not sufficiently prioritize low-
density, high-cost items. This is likely due to the use of a small penalty term that is easily 
overcome by the number of high-density, low-cost items that can be repaired for a 
fraction of the cost of the more valued, but more expensive, low-density items. It is 
recommended that in order for MARCORLOGCOM to improve the usefulness of ROME 
results, another model, the Dimension Reduction and Clustering Model (DRACM), that 
creates the warfighting values that feed into ROME, should also be thoroughly examined 
with an eye toward improving the utility of its output. Additionally, the warfighting 
values that are in current use prioritize equipment that does not appear to meet the future 
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needs of the Marine Corps. For example, the highest valued item is the B0063 Husky, a 
mine detection vehicle, that was designed to find improvised explosive devices in desert 
terrain. As the Marine Corps prepares for great power competition this item will have 
much less value that it did during the conflicts in Iraq and Afghanistan. 
The development of ROMEfarmer, in conjunction with the findings of this thesis, 
demonstrate the shortcomings of ROME. To improve the optimization of the Marine 
Corps’ depot-level maintenance budget, further study of, and improvement to, ROME is 
required. The recommended changes in this thesis have the potential to greatly improve 
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The United States Marine Corps, as a component of the Department of the Navy 
(DON), is required to compete with the United States Navy for total allocated DON 
monies. This has led to a lean fighting force that is inclined to do more with less. 
However, it also requires the Marine Corps to attempt to maximize the return on each 
dollar allocated to it. This includes the critical capability of depot-level maintenance and 
repair.  
Depot-level maintenance is defined by Title 10 of the United States Code as 
“materiel maintenance or repair requiring the overhaul, upgrading, or rebuilding of parts, 
assemblies, or subassemblies” (United States Code 2019). This includes taking in Marine 
Corps ground equipment, everything from rifles to tanks, repairing and refurbishing 
them, and then returning them to the operating forces for continued use. The readiness of 
Marine Corps fighting units depends on this. The maintenance is carried out at the 
Marine Corps logistics bases in Albany, Georgia and Barstow, California. This effort is 
overseen by the Marine Corps Logistics Command (MARCORLOGCOM). This process 
is extremely complex because it must balance the equipment needs of the active forces, 
reserves, maritime prepositioned forces, and required war reserves (equipment activated 
in time of large-scale conflict).  
According to the directives that govern depot-level maintenance, including the 
Marine Corps Technical Publication 3–40E Maintenance Operations, every piece of 
ground equipment that is eligible for depot-level maintenance is cyclically scheduled for 
induction into one of the maintenance depots to attempt to repair before replacement is 
required (Department of the Navy [DON] 2016). The publication further requires that 
equipment that becomes significantly damaged or degraded beyond the unit’s organic 
capability will also be sent for depot-level repair. Each different type of equipment has a 
unique table of authorized materiel control number, or TAMCN, which is how the 
equipment is tracked when allocated funding.  
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All of these competing interests must be balanced to find an optimal way to spend 
allocated funds, funds that are steadily decreasing year to year. In the fiscal year 2019 
budget, the Marine Corps requested $334 million for depot-level maintenance and repair; 
however, this would only fund 80% of the executable requirements (Department of 
Defense [DoD] 2018). All of this is to emphasize that while the importance of depot-level 
maintenance and repair has not changed, funding availability has decreased. In order to 
ensure that the fewer depot-level maintenance dollars are efficiently used, 
MARCORLOGCOM created the Repair Optimization Materiel Evaluator (ROME) 
model. This model’s purpose is to optimize the distribution of allocated money to ensure 
the Marine Corps repairs the proper mix of equipment (DeMarco 2014). Ultimately, the 
implementation of this model assists in guaranteeing the nation a lethal and ready 
fighting force. The actual composition of the model, including inputs and outputs, is 
examined in Chapter II of this thesis. 
B. OBJECTIVE 
The objective of this thesis is to examine the current ROME model to determine 
how robust the output of the model is to changes in its inputs. This will ultimately lead to 
recommendations on how to improve the model to provide output that is more 
informative to end users at MARCORLOGCOM. This thesis is guided by the following 
questions: 
• Can data farming methods identify robust ROME solutions? 
• What inputs are ROME’s outputs most sensitive to? 
• Are there new design of experiment methods and/or other 
MARCORLOGCOM generated inputs that can be used to enhance the 
ROME model? 
Recommendations from this thesis will guide users of ROME and follow-on 
research in an attempt to continually improve ROME. This, in turn, will ensure the 
3 
Marine Corps has an optimal solution when balancing the various competing priorities 
that depot-level maintenance must consider in enabling a lethal, ready, and capable force. 
C. SCOPE, LIMITATIONS, AND ASSUMPTIONS 
(1) Scope 
This thesis focuses on testing the robustness of the ROME model and conducting 
a sensitivity analysis on the outputs to determine which of the inputs effects the model 
the most. Further, the research improves upon the ability of analysts to experiment with 
ROME and create alternate outputs in the event of dynamic changes to allocated 
resources such as budget and available equipment. 
(2) Limitations 
There are two limitations to this thesis that deserve to be highlighted. First, some 
of the inputs have been classified since this research began; therefore historic data is used 
in lieu of current, classified data to ensure this research is readily accessible for future 
work and all end users of ROME. Additionally, due to the methodology of the thesis, 
which is described in detail in Chapter III, not all of the individual types of equipment 
can be tested using variability in their inputs. Therefore, working with 
MARCORLOGCOM, specifically the Weapons Systems Management Center (WSMC), 
a specific group of items with various benefits to the research were selected for 
experimentation, this is described in detail in Chapter III. This same limitation also 
caused the analysis to focus on only one fiscal year despite the model’s ability to provide 
output for six fiscal years. 
(3) Assumptions 
The main assumption in this thesis relies on the data used to initiate the 
experimentation. That is, it is assumed that the data used as the baseline is accurate and 
reflects a typical running of the model. By making this assumption, the experimentation 
can be grounded on this baseline data and the results treated as typical for the purpose of 
4 
sensitivity analysis. Additional assumptions lie in the model itself, which is further 
examined in Chapter II. 
D. LITERATURE REVIEW 
Literature concerning optimization of processes in the Marine Corps, and the 
greater Department of Defense, abounds. However, for this thesis, emphasis is placed on 
literature pertaining to depot-level maintenance scheduling and overall optimization of 
maintenance operations within the Marine Corps. While this limits the available 
literature, it also serves to focus the reader and researcher on the most pertinent topics. 
Work on improving Marine Corps depot-level maintenance using optimization 
dates back to at least 1995. An integer linear program model was created that optimized 
depot-level maintenance for tanks (Bargeron 1995). However, optimizing for one single 
TAMCN excludes the thousands of others that are competing for maintenance funds. A 
similar approach was used to attempt to improve an existing model by focusing solely on 
the light armored vehicle (LAV) (Mullins et al. 2005).  
The first large scale optimization model for Marine Corps depot-level 
maintenance was created by Goodhart while working for the Marine Corps’ Deputy 
Commandant for Installations and Logistics (Goodhart 1999). Goodhart created a linear 
programing optimization model that focused on returning the highest possible readiness 
rate for all TAMCNs eligible for depot-level maintenance. His model was named the 
Dynamic Equipment Repair Optimization (DERO). DERO attempted to model the many 
inputs into the real-world decision-making process that, to that point, had consisted of 
subject matter experts (SMEs) ranking each different TAMCN and doing calculations for 
budget allocations to each by hand. The result of DERO was a significant increase in 
readiness for various TAMCNs across the Marine Corps (Goodhart 1999). 
Once DERO was used routinely, data could be collected concerning its ability to 
accurately optimize the depot-level maintenance budget. It quickly became clear that 
DERO was appropriate for a static optimization problem. However, there is nothing static 
about budgets and numbers of pieces of equipment requiring repair at any given time. 
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Therefore, the model needed to be run and re-run each time there was even a slight 
change. It was noticed that when the inputs were changed, even slightly, a significantly 
different resulting list of TAMCNs to be repaired was returned (Drexler 2003). This led 
to an effort to incorporate persistence into the model. Previous work with persistence in 
optimization had shown that to incorporate persistence a baseline run of the model was 
needed; then, all subsequent runs of the model would penalize large deviations from the 
baseline (Brown et al. 1997). The new penalty term incorporated by Drexler allowed for 
subsequent runs of the model with only minor changes. This is critically important 
because a new run of the model may be needed even after the initial model solution has 
begun to be carried out.  
As work on DERO progressed, it was essential for non-optimizers to approach 
improving the model from a different perspective. This is what Mullins and others 
attempted to do by looking specifically at the LAV. An attempt was made to examine 
every aspect of a single TAMCN’s process through the depot-level maintenance program. 
The results were focused on improving the process and did not focus on optimization or 
any modeling (Mullins et al. 2005). However, Mullins did highlight issues with repair 
cycle time and repair cost estimate variability. All of this work came together in the 
development of the ROME model.  
DeMarco sought to combine the best of all previous research in building off of 
Goodhart’s work on DERO and Drexler’s work with persistence (DeMarco 2014). This 
resulted in the ROME model, on which this thesis is centered. 
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II. REPAIR OPTIMIZATION MATERIEL EVALUATOR MODEL 
(ROME) 
A. ROME OVERVIEW 
The ROME model is used to assist in the distribution of allocated depot-level 
maintenance funds across the many TAMCNs that qualify for depot-level maintenance. 
The model is used to inform MARCORLOGCOM’s Program Objectives Memorandum 
(POM) process. The POM is how MARCORLOGCOM justifies its budget requests to 
Marine Corps Headquarters (Coleman 2018). ROME assists this process by optimizing 
the distribution of the next five predicted fiscal year depot-level maintenance budgets. 
The ROME output demonstrates how MARCORLOGCOM will allocate money 
requested for depot-level maintenance. Further, because the model deals with individual 
TAMCN items, ROME is a useful tool for Marine Corps program managers and 
commodity managers in predicting the readiness of their respective equipment programs.  
The model is a mixed integer linear program that takes in twenty-two input 
documents. The majority of the input documents contain a value for each TAMCN for 
each fiscal year, others provide the budget by fiscal year or binary arguments. ROME 
provides seventeen outputs that outline which, and how many of each, TAMCNs are 
budgeted for repair in the next five fiscal years. The inputs and outputs are described in 
detail in the ROME formulation section. 
B. ROME FORMULATION 
The ROME model is formulated to maximize the objective function value. The 
objective function takes into consideration warfighting values, readiness goals, and the 
current readiness of each TAMCN in each fiscal year. The higher the objective function 
value, the better Marine Corps’ readiness will be. A negative objective function value 
means that the model failed to repair all of the TAMCN items that required repair during 
that fiscal year. The negative value comes from the use of penalty terms, described 
below, that penalize the objective function value for failing to meet repair goals. 
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Execution of the ROME model is a complex process that requires culling and 
cleaning data from several sources located at MARCORLOGCOM. The data must then 
be formatted correctly for ROME to read it in properly. In order to ease this complicated 
process, the author of the model created a step-by-step guide entitled Repair Optimization 
Materiel Evaluator (ROME) User’s Manual (DeMarco 2014). This manual is referred to 
as the ROME User’s Manual in this thesis. 
All of the following formulations, and most explanations, come directly from the 
ROME User’s Manual. In some cases, extra context is added by the author to increase the 
comprehension for non-MARCORLOGCOM readers. The full ROME User’s Manual is 
included as Appendix A to put the supporting documentation of ROME and 
ROMEfarmer (see Appendix B) in one document. ROMEfarmer is the software 
developed for this thesis that enables us data farm ROME (see Chapter III) and the user’s 
manual is included in Appendix B. 
Indices: 
( . . {1,2,3,4,5})s S e g S∈ = : indices for the lines which bound the scoret,f,y variable used 
in the objective function 
t T∈ (e.g. T = {A0004, A0017}): TAMCNs of interest 
f F∈ (e.g. F = {ACTIVE, RESERVES}): units of interest 
y Y∈ (e.g. Y = {2019, 2020, … , 2023}): years of interest 
Parameters: 
wmrt,f,y: war materiel requirement for t from f during y 
usrt,f,y: unserviceable returns, PEIs that are sent from operating units for depot-level 
maintenance, that are forecast to occur of t from f during y 
wot,f,y: washouts, items inducted into depot maintenance but are too broken to be worth 
repairing, that are forecast to occur of t from f during y 
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rtgtt,f,y: readiness target, a percentage of total TAMCN readiness, of t for f during y 
icostt,y: repair cost per unit for t during  y 
issuet,y: number of t forecast to be issued during y from new procurement 
budgetf,y: the budget for f during y for depot-level maintenance 
srfit,f: starting number of stratified ready for issue (RFI) t at f in year 0 
sblt,f: starting number of stratified not ready for issue (NRFI) t at f in year 0 
uspare0t: number of RFI t not stratified (excess) in year 0 
dspare0t: number of NRFI t not stratified (excess) in year 0 
unfF0t,f: number of number of condition code F (in need of depot-level repair) t at f in 
year 0 
valuet: warfighting value of t, allows for subjectively placing more or less value on each 
TAMCN. Recommended value is determined using the Dimension Reduction and 
Clustering Model (DRACM), which is then certified, and classified, by 
Headquarters, Marine Corps (Coleman 2018). 
slopes: slope of line s used in bounding the scoret,f,y variable 
intercepts: intercept of line s used in bounding the scoret,f,y variable 
discount: fractional value of repairing an item in year y instead of year 1y −   
limRpr: binary set to 1 if rpr is limited from above to usr 
fixFund: binary set to 1 if a funding minimum is to be set 
minFund: the fractional amount of the maximum funding to use for the minimum 
y0: the first year in Y 
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tilimt,f,y: the maximum allowed number of t which may become excess from f during y. 
This parameter is used in the logic which regulates the transfer of items to and 
from excess. It is calculated as follows: 
tilimt,f,y = max{0, wmrt,f,y-1 −  wmrt,f,y} 0, , |t f y y y∀ >   
tilimt,f,y0 = max{0, srfit,f + sblt,f −  wmrt,f,y0} ,t f∀  
pen: a penalty for being short of rtgtt,f,y, for using cheatt,f variable or for being in excess 
of wmrt,f,y       
pen = 2  max{value }tt×   
Variables: 
scoret,f,y: a measure of the readiness of t in f during y 
rprt,f,y: the number of t in f at the end of y 
rfit,f,y: the number of RFI, items that have been repaired at a depot but not yet sent to a 
using unit, t in f at the end of y 
nrfit,f,y: the number of NRFI, items still in depot maintenance, t in f at the end of y 
isrfit,y: excess RFI t at the end of y 
isnrfit,y: the number of excess NRFI t at the end of y 
unfFt,f,y: the number of condition code F, items identified as in need of depot maintenance 
but have not been inducted into depot maintenance yet, t in f at the end of y 
tist,f,y: the number of RFI t which became excess in f during y 
tiut,f,y: the number of NRFI t which became excess in f during y 
floatt,f,y: excess RFI t redistributed to f during y 
strnt,f,y: excess NRFI t redistributed to f during y 
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tedeft,f,y: the number of t below WMR in f at the end of y 
defindt,f,y: a binary variable set to 1 if tedeft,f,y > 0 
cheatt,f: variable to allow feasibility in case of poor forecasting, these represent t which 
had to be stratified to f in the beginning to meet the unserviceable returns forecast 
shortt,f,y: the number of t below the readiness target for f at the end of y 
excesst,f,y: the number of t above the readiness target for f at the end of y 




, , , , , , ,
, ,
max value discount score pen  short 2  pen  cheat pen  aboveWmry yt t f y t f y t f t f y
t f y
−× × − × − × × − ×∑   
Constraints: 
Budget constraint: t,y , , ,
t
icost rpr budget  ,t f y f y f y× ≤ ∀∑   
Minimum funding: , , , ,icost rpr budget  minFund  fixFund ,t y t f y f y
t
f y× ≥ × × ∀∑   






intercept slope   wmr 0
wmr  , , ,
0                                            wmr = 0
t f y
s s t f y
t f y
t f y









The lines (which approximate the curve shown in blue) bound the scoret,f,y variable from 
above. The effect is that a marginal increase in readiness will lead to a greater marginal 
increase in scoret,f,y when readiness is lower. 
Figure 1. Score Slopes. Source: DeMarco (2014) 
Readiness goal: rfit,f,y = rtgtt,f,y – shortt,f,y + excesst,f,y , ,t f y∀   
WMR balance: rfit,f,y + nrfit,f,y = wmr t,f,y −  tedeft,f,y + aboveWmrt,f,y , ,t f y∀  
Deficiencies: tedeft,f,y ≤ defindt,f,y x wmrt,f,y , ,t f y∀  
                       tedeft,f,y ≥ defindt,f,y  , ,t f y∀  
Excess upper bound: tiut,f,y + tist,f,y ≤ tilimt,f,y(1- defindt,f,y) , ,t f y∀  
Excess RFI Balance:  
, , 1 , , , , , 0isrfi isrfi issue (tis float )  , |t y t y t y t f y t f y
f
t y y y−= + + − ∀ >∑   
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0 0 0 0, , , , , ,
isrfi uspare0 issue (tis float )  t y t t y t f y t f y
f
t= + + − ∀∑   
Excess NRFI balance:   
, , 1 , , , , 0insrfi isnrfi (tiu strn )  , |t y t y t f y t f y
f
t y y y−= + − ∀ >∑   
0 0 0, , , , ,
insrfi dspare0 (tiu strn )  t y t t f y t f y
f
t= + − ∀∑   
Balance non-excess RFI assets: 
rfit,f,y = rfit,f,y-1 + rprt,f,y + floatt,f,y −  tist,f,y −  usrt,f,y −  wot,f,y 0, , |t f y y y∀ >  
rfit,f,y0 = srfit,f + cheatt,f + rprt,f,y0 + floatt,f,y0 −  tist,f,y0 −  usrt,f,y0 −  wot,f,y0 ,t f∀  
Balance non-excess NRFI assets: 
nrfit,f,y = nrfit,f,y-1 −  rprt,f,y −  tiut,f,y + strnt,f,y + usrt,f,y 0, , |t f y y y∀ >  
nrfit,f,y0 = sblt,f −  rprt,f,y0 −  tiut,f,y0 + strnt,f,y0 + usrt,f,y0 ,t f∀  
 
 
Balance condition code F assets: 
unfFt,f,y = unfFt,f,y-1 + usrt,f,y −  rprt,f,y 0, , |t f y y y∀ >  
unfFt,f,y0 = unfF0t,f + usrt,f,y0 −  rprt,f,y0 ,t f∀  
Repair limit: 
rprt,f,y ≤ usrt,f,y + (1 −  limRpr)unfFt,f,y-1 0, , |t f y y y∀ >  
rprt,f,y0 ≤ usrt,f,y0 + (1 −  limRpr)unfF0t,f   ,t f∀  
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III. METHODOLOGY 
The methodology of experimentation during this research can be broken into two 
phases; preparation of the ROME model for experimentation and development of the 
designs of the various experiments. Both phases were executed in close coordination with 
MARCORLOGCOM  and the Simulation Experiments and Efficient Designs (SEED) 
Center at Naval Postgraduate School. 
A. ROMEFARMER OVERVIEW 
In order to prepare the ROME model for experimentation it had to be adapted to 
accept and execute a design of experiments (DOE). A design of experiments is a matrix 
where rows represent experiments and columns represent input variable settings for each 
experiment. Each row is also known as a design point—that is, a unique combination of 
input variables. Thus, ROME is run over multiple design points, producing data for 
analysis. To be useful, this process must be automated. This was accomplished through 
the development of ROMEfarmer by Stephen C. Upton (2018), a SEED Center research 
associate. Upton’s ROMEfarmer is a sophisticated software wrapper that allows the 
ROME model to iterate repeatedly until all the design points have been executed. Further, 
ROMEfarmer provides a usable output for analysis. ROMEfarmer is built on a process 
known as data farming. Data farming is “purposeful data generation from simulation 
models” (Lucas et al. 2015, p. 297). Using this process allows for generation of data from 
specific inputs to an existing model, thus reducing the need to clean output data. This 
process is specifically explained for this model in the ROMEfarmer User’s Manual: 
ROMEfarmer consists of three components: ROMEfarmer, ROMErunner, 
and ROMEminer. ROMEfarmer is the top-level interface to the user and is 
responsible for executing the designed experiment. ROMErunner is the 
component that takes one set of inputs, also called a design point, case or 
excursion, from a designed experiment and runs the ROME model for that 
instance. ROMEminer takes the output from the designed experiment and 
post-processes that output by concatenating the output files into a single 
output file for further analysis. (Upton 2018, p. 1) 
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Further information on ROMEfarmer can be found by reading the ROMEfarmer 
User’s Manual found in Appendix B. 
B. DESIGN OF EXPERIMENTS 
In order to ensure a thorough sensitivity analysis of the ROME model an 
intelligent DOE was needed. While ROMEfarmer has the capability of reading in an 
extremely large and sophisticated DOE, time and financial constraints required a focused 
DOE. MARCORLOGCOM provided guidance for the DOEs in this thesis. 
1. Table of Authorized Materiel Control Number Selection 
Of the 207 TAMCNs that are eligible for depot-level maintenance, 15 were 
chosen, these are shown in Table 1. These 15 TAMCNs run the gamut from critical, low-
density, high-cost items, such as Abrams main battle tanks, to high-density, low-cost 
items, such as the rifle combat optic, a scope for the M-16 family of rifles. For this thesis, 
high-density refers to items that are owned by the Marine Corps in quantities greater than 












Table 1. TAMCNs Used for Experimentation 
TAMCN Nomenclature
A15037G* Air Search RADAR Set (AN/TPS-59A v3)
A21797G* Microwave Radio Terminal (AN/TRC-170)
B00637B* Ruggedized Heavy Forklift (TRAM)
B00937B* Husky (Vehicle Mounted IED Detection System)
B01607B* Assault Breacher Vehicle
B05897B* Armored Combat Earthmover
D00037K Armored Medium Tactical Vehicle Replacement
D00337K Armored HMMWV
D00527K* Armored Logistics Vehicle System Replacement
E0017A4 Rifle Combat Optic
E06717M* Lightweight 155mm Howitzer
E08467K* Amphibious Assault Vehicle
E09427M* Light Armored Vehicle, Anti-Tank
E14422M M-16A4 Combat Rifle
E18887M* Abrams Main Battle Tank  
       * Denotes mission essential equipment as defined by the Marine Corps (DON 2018). 
 
Further, these selected TAMCNs represent a sample of all commodity areas for 
which MARCORLOGCOM is responsible for providing depot-level maintenance. The 
commodity is denoted by the first letter in the TAMCN, specifically; A: communication-
electronics, B: engineer equipment, D: motor transport equipment, and E: weapon 
systems. The inclusion of each TAMCN was vetted through MARCORLOGCOM, 
several were included to augment current MARCORLOGCOM initiatives concerning 
specific items.  
2. Input Variation 
In order to conduct a thorough sensitivity analysis of the ROME model, 
controlled randomization of selected input values was required. This began with an 
examination of the various inputs into the model and the values they assume. A 
discussion with MARCORLOGCOM led to the selection of three inputs that were varied 
across the 15 TAMCNs discussed above along with the budget value. The inputs selected 
were srfit,f,y, rtgtt,f,y, icostt,y, and budgetf,y. This resulted in 46 input variables. The inputs 
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srfit,f,y, rtgtt,f,y, and icostt,y were varied by +/-10% of the baseline value assigned in fiscal 
year 2020. The budget was varied by $5 million increments from $20 million less to $30 
million more than the fiscal year 2020 budget. Because these factors included both 
continuous and discrete variable types a mixed design of experiments was required.  
With 46 input variables, a brute-force full factorial design of experiment is 
infeasible. If we assume each input variable has only three levels, then 346 = 8.9 ×1021 
runs are required to assess all input combinations. Fortunately, Vieira Jr et al. proposed 
an efficient, nearly orthogonal-and-balanced (NOB) mixed design that allows for the 
space-filling properties of a nearly-orthogonal Latin hypercube (NOLH) while able to 
handle both discrete and continuous factor types (Vieira et al. 2013). Using a NOB design 
tool supplied by the SEED Center (http://harvest.nps.edu), it was possible to create a 
DOE with 512 design points, each of which would become a run of the ROME model 
with those inputs. Note: as a mixed-integer optimization program, ROME is 
deterministic; thus, only one run at each design point is required. This initial DOE 
provided insights that led to follow-on experimentation. 
Using the NOB design ensured that while a great deal of input variables are 
altered over a range of values, pairwise correlation remained low. Table 2 is a pairwise 
correlation table of ten of the 46 input variables. Only ten were selected to ensure the 
table was readable. It shows the srfit,f,y, rtgtt,f,y, and icostt,y altered for three TAMCNs 
(chosen alphabetically) with the budget variable. The correlations between these various 
inputs is negligible, which implies little, to no, confounding of the main effects (see 
Hernandez et al. [2012]). 
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Table 2. Pairwise Correlation Table of Ten Input Variables 
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A. INITIAL MARINE CORPS LOGISTICS COMMAND DESIGN OF 
EXPERIMENTS 
As described in Chapter III, an initial DOE was created using input from 
MARCORLOGCOM. Three inputs (srfit,f,y, rtgtt,f,y, and icostt,y) were varied +/- 10% 
across 15 TAMCNs. Additionally, the fiscal year 2020 budget was varied by $55 million 
in $5 million steps from $30 million less to $25 million more than the baseline. The DOE 
was run in ROMEfarmer by Stephen Upton and the output was organized and pared 
down by Mary McDonald. This allowed ease in analysis by including only those inputs 
varied by the DOE and all outputs in a single file.  
Analysis of the first output began with a large stepwise regression to estimate the 
objective function value. The regression included up to all two-way interactions and 
second order quadratics for all of the 46 inputs in the DOE. This regression identified the 
inputs and interactions that most impacted the change in the objective function value. 
Before analysis was begun, it was assumed that the largest driver of change to the 
objective function value would be the budget. However, the stepwise regression fit, 
totaling 80 terms, with an adjusted R-square of 0.949, excluded budget as a predictor. 
Instead, the model fit is dominated by the readiness goal and SRFI inputs for the 
E0017A4 Rifle Combat Optic (RCO) and the E14422M M-16 rifle and the interactions 
and quadratics of those terms. As shown in Figure 2, the ten most influential parameters 




Figure 2. Top Ten Sorted Parameter Estimates of the Stepwise 
Regression Results from JMP 
These results show a clear bias in the model toward high-density, low-cost items. 
Table 3 shows the comparative repair costs (icostt,y) of the different TAMCNs examined.  




A15037G Air Search RADAR Set (AN/TPS-59A v3) $6,984,110.03 
E18887M Abrams Main Battle Tank $2,029,596.99 
B01607B Assault Breacher Vehicle $1,832,958.26 
E08467K Amphibious Assault Vehicle $1,034,127.03 
B05897B Armored Combat Earthmover $554,461.84 
B00937B Husky (Vehicle Mounted Mine Detection System) $533,152.01 
E09427M Light Armored Vehicle, Anti-Tank $509,020.64 
D00527K Armored Logistics Vehicle System Replacement $476,993.19 
E06717M Lightweight 155mm Howitzer $439,041.02 
A21797G Microwave Radio Terminal (AN/TRC-170) $362,768.02 
D00037K Armored Medium Tactical Vehicle Replacement $336,322.86 
B00637B Ruggedized Heavy Forklift (TRAM) $234,442.69 
D00337K Armored HMMWV $112,511.77 
E14422M M-16A4 Combat Rifle $1,086.96 





This bias is partially explained by the objective formula:  
0
, , , , , , ,
, ,
max value discount score pen  short 2  pen  cheat pen  aboveWmry yt t f y t f y t f t f y
t f y
−× × − × − × × − ×∑  
This objective formula emphasizes the number of items repaired which is represented by 
a readiness score (scoret,f,y) as described in Chapter II. In the runs made for the initial 
DOE, the objective function value ranged between −1,033,062 and −490,655. The 
negative results demonstrate that not all items were repaired up to the prescribed 
readiness percentage, thus resulting in the imposition of a penalty term.  
 The penalty term itself must be examined. As described in Chapter II, the penalty 
term is formulated as:  
pen = 2  max{value }tt×   
This penalty term relies on the warfighting values assigned to each item, doubling the 
largest warfighting value. However, the warfighting values do not appear to provide 
enough of an incentive to focus on the repair of higher value items. Examination of how 
warfighting values are assigned is not included in the scope of this thesis. However, the 
use of warfighting values between 1 and 10 and using 15 significant digits to differentiate 
the different items clearly does not provide enough separation between the most and least 
valuable TAMCNs. This is clearly shown in Table 3, where the difference between the 
highest and lowest warfighting value is only 6.79 (with a ratio of 6.34). When treated as 
just a numeric, and not weighted significantly, this is not enough of a difference to force 
the model to emphasize higher value items. This is especially true when the difference in 
the baseline costs of the highest and lowest value items is over $532,000 in favor of the 





Table 4. TAMCNs Sorted by Warfighting Value 
TAMCN Nomenclature Value
B00937B Husky (Vehicle Mounted Mine Detection System) 8.06337431843702
E18887M Abrams Main Battle Tank 7.14156939616450
B01607B Assault Breacher Vehicle 6.84332166978724
B05897B Armored Combat Earthmover 6.77287830598820
E09427M Light Armored Vehicle, Anti-Tank 6.74086913194551
D00527K Armored Logistics Vehicle System Replacement 6.49274816693941
A21797G Microwave Radio Terminal (AN/TRC-170) 6.43325519808345
A15037G Air Search RADAR Set (AN/TPS-59A v3) 6.42875058489059
E08467K Amphibious Assault Vehicle 6.39707175577854
B00637B Ruggedized Heavy Forklift (TRAM) 6.20388374152259
E06717M Lightweight 155mm Howitzer 5.99437692376384
D00037K Armored Medium Tactical Vehicle Replacement 5.68249367461217
D00337K Armored HMMWV 4.92576372274664
E14422M M-16A4 Combat Rifle 2.12111890843814
E0017A4 Rifle Combat Optic 1.26974935805521  
 
The results of the stepwise regression support the hypothesis that the penalty term 
in the objective function is ineffective due to the small difference in warfighting values.  
 Despite the stepwise regression determining that the budget is a statistically 
insignificant estimator of the objective function, more analysis into budget changes on 
the model was needed. The objective function value was examined over the 11 budget 
changes in the DOE. An interesting result was seen; the objective function value 
decreased as the budget was increased as shown in Figure 3. This is an interesting result 
given that the budget is a constraint and it logically follows that when a constraint is 
loosened in a linear program the objective function value can only increase. Note: median 




Figure 3. Mean and Median Objective Function Value by Budget 
The behavior of the objective function value can be explained by the emphasis on 
warfighting value and the score variable. Once the budget rose enough the model was 
able to prioritize low-density, high-cost items that only required a few items repaired to 
maximize their score variable instead of relying on cheap, numerous repairs to maximize 
the objective function value. This is demonstrated in both Figures 4 and 5, where the five 
highest and lowest repair cost items are examined. It is shown that the number of low-
cost items repaired was high and went higher as the budget was increased. However, it 
shows that the model emphasized the E18887M M1A1 Tank at first because of the high 
warfighting value. Once the budget increased slightly the emphasis went to the A15037G 
RADAR because it only required two to be repaired to maximize its score variable. This 
stayed consistent until the budget increased to over $290 million at which point more 
M1A1s were repaired. This is also the budget value where the objective function 
decreased despite the loosening of the budget constraint. 
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Figure 4. Median Number Repaired by Budget for the Five Highest 
ICOST Items 
 
Figure 5. Median Number Repaired by Budget for the Five Lowest 
ICOST Items 
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The lowest cost items generally show what is to be expected. Due to their lower 
warfighting values the number of these items repaired increases as the budget is 
increased. This is only different for the D00037K MTVR, which shows a decrease 
around the $280 million budget value.  
 In both Figures 4 and 5, there are items that show no change despite budget 
increases. In the case of the B0589 Armored Combat Excavator and B0160 Assault 
Breacher Vehicle, both have high warfighting values and only required three to be 
repaired. In every budget amount all the required items were repaired. The D0033 high-
mobility, multi-purposed, wheeled vehicle, HMMWV, as shown in Figure 5, has a 
median value of zero repaired. This is explained by other variables. There is a 
requirement (wmrt,f,y) of 1,429 serviceable D00337Ks, only 20 were turned in as 
unserviceable (usrt,f,y), and the stratified ready to issue (srfit,f,y)  was varied from 1404 to 
1717. Even with the rpctt,f,y set at 95% the D00337K would only require two to be 
repaired. The mid-range warfighting value and high repair cost would make this a low 
priority item for the model. The E08467K Amphibious Assault Vehicle (AAV), shown in 
Figure 4, has a similar situation. With a requirement of 726 serviceable items and an 
SRFI varied from 684 to 834, the most that would ever need to be repaired would be six. 
Given the extremely high repair cost the model opted to fix a median of zero because the 
slight increase in the objective function value was not worth the expenditure. 
B. WARFIGHTING RANKS 
During analysis of the initial DOE, it appeared that the warfighting values were 
not different enough between the various items to cause sufficient prioritization in the 
model. To test this theory the warfighting values were replaced by ranks. This was done 
by ranking each TAMCN from 1 to 209, with 1 being the TAMCN with the lowest 
warfighting value and 209 the TAMCN with the highest warfighting value. Table 5 




Table 5. TAMCNs Sorted by Warfighting Rank 
TAMCN Nomenclature Rank
B00937B Husky (Vehicle Mounted Mine Detection System) 209
E18887M Abrams Main Battle Tank 203
B01607B Assault Breacher Vehicle 201
B05897B Armored Combat Earthmover 198
E09427M Light Armored Vehicle, Anti-Tank 195
D00527K Armored Logistics Vehicle System Replacement 182
A21797G Microwave Radio Terminal (AN/TRC-170) 178
A15037G Air Search RADAR Set (AN/TPS-59A v3) 177
E08467K Amphibious Assault Vehicle 175
B00637B Ruggedized Heavy Forklift (TRAM) 166
E06717M Lightweight 155mm Howitzer 157
D00037K Armored Medium Tactical Vehicle Replacement 140
D00337K Armored HMMWV 112
E14422M M-16A4 Combat Rifle 4
E0017A4 Rifle Combat Optic 1  
 
The intent of this change was to force the model to recognize significant 
differences between the highest and lowest value items. Further, it increases the penalty 
term from 16.2 to 418. Once these changes were made to the input file for ROMEfarmer 
the same DOE from before was used to generate another set of outputs. 
The outputs from this experiment still show an overwhelming bias toward high-
density, low-cost items. The same stepwise regression from the first experiment was run 
again with the new output. In this case, the stepwise results are extremely similar to the 
previous stepwise regression. However, there is evidence of some change, the 10th most 
influential predictor is now the interaction between the ICOST of the B0063 TRAM and 
SRFI of the E1888 M1A1, as shown in Figure 6. 
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Figure 6. Top Ten Sorted Parameter Estimates for Stepwise 
Regression with Warfighting Ranks 
While a more dramatic difference was expected, the stepwise regression model 
shows a step in the right direction by encouraging the repair of more high priority items. 
As before, the mean and median objective function values were examined over the range 
of budget changes. And, as before, a nearly identical trend is observed, as seen in Figure 
7. 
 
Figure 7. Objective Value by Budget with Warfighting Ranks 
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With little apparent change observed in the objective function value it was necessary 
to examine the individual TAMCN repairs conducted. A comparison was made between 
using the warfighting values and warfighting ranks for both the top and bottom five 
TAMCNs. The comparison between the top five TAMCNs shows little difference 
between using the warfighting values or ranks, as shown in Figures 8 and 9. 
 
Figure 8. Median Number of Items Repaired of Each of the Top Five 




Figure 9. Median Number of Items Repaired of Each of the Top Five 
Warfighting Rank TAMCNs by Budget 
The only change seen in the median number of items repaired from using 
warfighting values to ranks is that a single additional B0093 Husky is repaired when the 
warfighting ranks are used. While this does demonstrate more prioritized equipment 
being repaired, it does not appear to be the dramatic change that was expected. However, 
the dramatic change did not happen at the top of the prioritized list, but the bottom. 
 The use of warfighting ranks led to a significantly lower prioritization of the 
lower ranked TAMCNs. This is very apparent in Figures 10 and 11. 
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Figure 10. Median Number of Items Repaired of Each of the Bottom 
Five Warfighting Value TAMCNs by Budget 
 
Figure 11. Median Number of Items Repaired of Each of the Bottom 
Five Warfighting Rank TAMCNs by Budget 
When the original warfighting values were used, the median number of E0017 
RCOs was zero for only three budget levels. However, when warfighting ranks are used, 
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the median number of RCOs repaired is zero regardless of the budget level. A similar 
result is seen with the E1442 M-16 rifle. When the warfighting values were used, the 
median number of rifles repaired was never below 2,900 with a maximum of 10,377. 
When the warfighting ranks were used, the median number repaired ranged from as low 
as zero for two budget levels to a maximum of 6,177. These dramatic changes 
demonstrate that by using the warfighting ranks instead of the warfighting values the 
model puts significantly more emphasis on repairing the higher priority items. 
C. MAXIMIZING UNSERVICEABLE RETURNS BY TABLE OF 
AUTHORIZED MATERIEL CONTROL NUMBER 
MARCORLOGCOM requested a final experiment that would examine what 
ROME would repair if every TAMCN had a large depot-level maintenance requirement 
at once. In order to simulate this, the unserviceable returns (USR) input file was altered to 
match the war materiel requirement (WMR) input file. This tells ROME that using units 
had turned in every item currently fielded for depot-level maintenance. Using the same 
DOE as in the first two experiments ROMEfarmer was run twice; once using the 
warfighting values and once using warfighting ranks. The outputs were analyzed as 
before. The results were surprising, insofar as they barely differed between the use of the 
warfighting values and ranks. The model’s bias towards repairing low-cost, high-density 
items is far more noticeable during these ROMEfarmer runs than in earlier experiments.  
Some noticeable changes are seen, specifically the results of the stepwise 
regression and the behavior of the objective function value as the budget was increased. 
In this experiment, the budget is the most critical parameter estimate in a stepwise 
regression that examined up to all two-way interactions and second order polynomials. 
This was true regardless if the warfighting values or ranks were used, as shown in Figures 




Figure 12. Top Ten Sorted Parameter Estimates of the Stepwise 
Regression Results using Warfighting Values from JMP 
 
Figure 13. Top Ten Sorted Parameter Estimates of the Stepwise 
Regression Results using Warfighting Ranks from JMP 
However, like all previous stepwise regressions, it is clear that the high-density, low-
cost items have an outsized influence on the model compared to other TAMCNs. This is 
clearly demonstrated by how all but one of the top ten parameter estimates are related to 
the M-16 and RCO. 
Unlike previous experiments, the objective function value rose in a nearly linear 
fashion as budget increased, as shown in Figures 14 and 15. 
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Figure 14. Mean and Median Objective Function Value by Budget 
using Warfighting Value 
 
Figure 15. Mean and Median Objective Function Value by Budget 
using Warfighting Rank 
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This implies that the mixed integer linear program is behaving in an expected 
manner by increasing the objective function value as a constraint is loosened. This 
behavior is different from what was observed in previous experiments because of the vast 
number of possible repairs the model can select from. When USRs for many of the low-
density TAMCNs were much lower, there were fewer options to be repaired to increase 
the objective function value. 
 The most dramatic results from these two ROMEfarmer runs are seen in the 
median number of each TAMCN repaired when all TAMCNs require significant 
investment to meet readiness goals. The model’s bias toward high-density, low-cost items 
is starkly demonstrated in these experiments. In both instances, using the warfighting 
values and warfighting ranks, the top priority TAMCNs have a median repair number of 
zero as shown in Figures 16 and 17.  
 




Figure 17. Median Items Repaired for Top Five Warfighting Ranks 
TAMCNs 
While none of the highest valued TAMCNs were repaired a great many of the two 
lowest valued TAMCNs were. As shown in Figures 18 and 19, the M-16 and RCO were 




Figure 18. Median Items Repaired for Bottom Five Warfighting 
Values TAMCNs 
 
Figure 19. Median Items Repaired for Bottom Five Warfighting Ranks 
TAMCNs 
39 
What these results state, simply, is that if nearly everything in the Marine Corps 
broke at the same time, the ROME model would only repair M-16s and RCOs in 
practically significant numbers. A primary reason for this, as already described in this 
chapter, is the lack of significant differences between the warfighting values of the 
various TAMCNs. Warfighting ranks were introduced to attempt to remedy this issue; 
however, these final two runs of ROMEfarmer demonstrate that even the warfighting 
ranks do not provide enough of a difference to sufficiently impact the objective function. 
This is very apparent when both the ranks and values are examined as a ratio of repair 











 = warfighting rank per dollar of repair cost 
As Table 5 shows, the differences between the various TAMCNs is incredibly close, with 
the exceptions of the M-16 and RCO, which enjoy a nearly hundredfold advantage. Thus, 
they dominate what ROME recommends to repair.  
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Table 6. TAMCNs Sorted by Warfighting Value per Dollar of 
Repair Cost 
TAMCN Nomenclature WFV WFR ICOST WFV per Cost WFR per Cost
E0017 RCO 1.26974935805521 1 371.63 0.003416724 0.002690865
E1442 M-16A4 2.12111890843814 4 1086.96 0.001951415 0.003679974
D0033 M1152 HMMWV 4.92576372274664 112 112511.77 0.000043780 0.000995451
B0063 TRAM 6.20388374152259 166 234442.69 0.000026462 0.000708062
A2179 AN/TRC-170 6.43325519808345 178 362768.02 0.000017734 0.000490672
D0003 MTVR 5.68249367461217 140 336322.86 0.000016896 0.000416267
B0093 Husky 8.06337431843702 209 533152.01 0.000015124 0.000392008
E0671 Howitzer, M777 5.99437692376384 157 439041.02 0.000013653 0.000357598
D0052 LVSR 6.49274816693941 182 476993.19 0.000013612 0.000381557
E0947 LAV 6.74086913194551 195 509020.64 0.000013243 0.000383089
B0589 M9 ACE 6.77287830598820 198 554461.84 0.000012215 0.000357103
E0846 AAV 6.39707175577854 175 1034127.03 0.000006186 0.000169225
B0160 Assault Breacher Vic 6.84332166978724 201 1832958.26 0.000003733 0.000109659
E1888 M1A1 Tank 7.14156939616450 203 2029596.99 0.000003519 0.000100020
A1503 Air Search RADAR 6.42875058489059 177 6984110.03 0.000000920 0.000025343  
 
The lack of appreciable differentiation between the various TAMCNs 
demonstrates the issue with using twice the highest warfighting value as a penalty term. It 
is much too easily overcome by numbers of RCOs and M-16s that are needed to be 
repaired. When rank is used the differences are negligible given how small these ratios 
are. This analysis also suggests the process for developing warfighting values be 
reassessed, as it does not seem intuitive that an M1A1 tank would have only six times the 
warfighting value of a rifle scope.      
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V. CONCLUSIONS AND RECOMMENDATIONS 
A. STUDY CONCLUSIONS 
The primary conclusion of this thesis is that the current objective function value 
in ROME inadequately prioritizes the allocation of repair dollars. Ostensibly, the use of 
the warfighting values is meant to ensure higher priority items are allocated repair dollars 
before lower priority items. However, as demonstrated through extensive testing using an 
advanced design of experiments, the model did not react as expected. The current system 
employed by MARCORLOGCOM to overcome this issue is the “fencing off” of priority 
equipment. This is usually done by SMEs who choose which systems will be given full 
funding before the model is even run. This is done because these same SMEs understand 
that the model does not provide the desired outcomes when left to run on its own. This 
thesis has found that while the current ROME model does save hundreds of man-hours 
that would be spent manually calculating the appropriation of hundreds of millions of 
dollars across 209 TAMCNs it does not do so to the satisfaction of MARCORLOGCOM. 
Further, the ROME model has such a bias toward high-density, low-cost items that it 
cannot be overcome even by drastically changing the warfighting values (e.g., to 
warfighting ranks). 
B. RECOMMENDATIONS 
The following recommendations are broken into two parts, the first being 
recommendations to MARCORLOGCOM to improve the ROME model and the second 
being recommendations to the larger Marine Corps to improve TAMCN prioritization. 
These recommendations are based on the extensive testing described throughout this 
thesis and the author’s fleet experience and formal study of Marine Corps doctrine. 
1. Marine Corps Logistics Command Recommendations 
Additional study of the ROME model by MARCORLOGCOM is required. The 
focus of this additional study should center on three critical points. The first two concern 
the formulation of the ROME model itself and the third is coding of the model. 
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Throughout this thesis, it has been demonstrated that the objective function has a bias 
towards allocating funds to high-density, low-cost TAMCNs. Analysis of the experiments 
conducted point to a too weak penalty term and insufficient differentiation in warfighting 
values as the likely causes of this bias. It is recommended that the objective function be 
reformulated with a much harsher penalty term for not repairing higher priority items 
first. Once a reformulation is done, it should be tested using ROMEfarmer to ensure that 
the proper changes have been made and the results are more intuitive. This will likely be 
an iterative process by which changes can be made in a controlled manner and then tested 
with an advanced DOE to ensure the results are what is desired by MARCORLOGCOM. 
While this recommendation will likely improve the results of the ROME model, it will 
likely never eliminate the need for SMEs to examine the results and make changes based 
on repair facility capabilities and ever-changing Marine Corps priorities.  
Further, an item not examined in this thesis, is the incorporation of a time 
constraint. Currently, the ROME model does not take into account how much time is 
needed to repair an individual TAMCN item. This has an obvious impact as to how funds 
can be allocated. Take, for example, the massive tornado that struck the depot 
maintenance facility in Albany, GA in January of 2017. Hundreds, if not thousands, of 
man-hours were lost due to massive damage to maintenance bays. If the ROME model 
had been re-run after this incident to determine where funds should be reallocated no 
consideration would have been given to the decreased time available to conduct repairs. It 
is recommended that a time-to-task study be conducted at MARCORLOGCOM to add a 
time variable so the model will not allocate funding to TAMCN items that do not have 
the time to be repaired in the fiscal year the model is allocating for. 
Finally, MARCORLOGCOM should invest in recoding the model into a free 
optimization coding language, such as Pyomo. Currently, the ROME model is coded in 
the General Algebraic Modeling System, GAMS, an optimization software that costs the 
Marine Corps at least $3,200 a year to procure a license for a single user (GAMS 2019). 
While this was a wise choice when the model was created, as free optimization coding 
languages had not advanced to the point of equity with proprietary options, this is no 
longer the case. Pyomo, specifically, has advanced to the point that optimization experts 
44 
at NPS now teach students to optimize using it instead of expensive proprietary options 
such as GAMS. 
2. Marine Corps Recommendations 
The following recommendations concern depot-level maintenance, but require 
decisions to be made outside of MARCORLOGCOM. These two recommendations 
concern the prioritization of TAMCN items for depot-level maintenance allocations. The 
first is the use of the DRACM model to establish warfighting values and the second is 
how the DRACM results are certified. 
The current DRACM model output is the warfighting values that are fed into the 
ROME model. The current warfighting values cover 209 TAMCNs, but with only a ratio 
difference between the highest and lowest priority TAMCNs of 6.34. This is not nearly 
enough value differential between TAMCNs for ROME to make meaningful 
differentiation between the high and low priority TAMCNs. Without any changes to the 
objective function a change needs to be made to the DRACM model to ensure that high-
priority TAMCNs are given the prioritization they need. This thesis, conclusively 
demonstrates that rankings in lieu of values, while a good first step, is not enough. A 
study into how to increase the effectiveness of the DRACM model should be undertaken 
to improve the depot-level maintenance budget allocation process. Given the current 
system of the warfighting values being certified by the Deputy Commandant for Plans, 
Policies, and Operations (PP&O) any changes to the DRACM model will need to be 
verified by both MARCORLOGCOM and PP&O. 
Finally, the Marine Corps, as a whole, needs to examine how TAMCNs are 
prioritized by DRACM. Currently, the highest priority TAMCN that is handled by 
MARCORLOGCOM is the B0093 Husky, a vehicle that was designed for the sole-
purpose of finding improvised explosive devises (IEDs) in a desert environment. This 
prioritization does not seem to fit the new priorities set out by the Commandant in the 
2016 Marine Operating Concept (Headquarters United States Marine Corps 2016). If the 
Marine Corps is expected to begin to confront near-peer and peer rivals, it must 
emphasize the equipment that will be needed in those types of fights. 
45 




































APPENDIX B. ROMEFARMER USER’S MANUAL 
ROMEfarmer User’s Manual, version 0.3 - DRAFT 
Stephen C. Upton, SEED Center for Data Farming 
2018-11-14 
1. 1 Background 
ROMEfarmer was developed as a part of the Naval Postgraduate School’s Naval 
Research Program project NPS-18-M319-A, “Improving Marine Corps Logistics with 
Model-driven Big Data,” in conjunction with the U. S. Marine Corps Logistics Command 
(MARCORMARCORLOGCOM). 
2. 2 Overview 
ROMEfarmer consists of three components: ROMEfarmer, ROMErunner, and 
ROMEminer. ROMEfarmer is the top-level interface to the user and is responsible for 
executing the designed experiment. ROMErunner is the component that takes one set of 
inputs, also called a design point, case or excursion, from a designed experiment and runs 
the ROME model for that instance. ROMEminer takes the output from the designed 
experiment and post-processes that output by concatenating the output files into a single 
output file for further analysis. 
3. 3 Installing ROMEfarmer 
4. 3.1 Prerequisites 
The following software needs to be installed before running ROMEfarmer. We assume 
the user is on a Windows computer, although there is no inherent reason why 
ROMEfarmer, and ROME, could not be run on a linux machine except for the use of 
Excel for the front-end GUI, since both GAMS and python can run on linux. 
1. GAMS (we are currently using version 23.8 to be compatible with 
MARCORMARCORLOGCOM use) 
2. python, version 3.6 (see “Installing python” in the Appendix) 
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3. Microsoft Excel, (we are currenly using Excel 2016) 
GAMS is required since that is a pre-requisite to run the ROME model. ROMEfarmer is 
written in python 3.6. If you use a basic python installation, ROMEfarmer also requires 
the numpy and pandas packages (which require a separate download). Excel is used for 
ROMEfarmer’s (bare-bones, prototypical) front-end graphical user interface (GUI). 
4. 3.2 Installing ROMEfarmer 
ROMEfarmer is provided as a zipped file. Installation is completed by simply unzipping 
the file, ROMEfarmer.zip, to a suitable location on your computer (preferably using a 
path that does not contain spaces, e.g., C:\ROMEfarmer). 
After unzipping ROMEfarmer, your ROMEfarmer folder should have the following 
structure: 
• docs 
– ROMEfarmerUserManual.docx (this document) 
• DOE 
– NOLHdesigns_v6.xls 







• sampledoe.csv (a small design used for this example) 
• ROMEfarmer-frontend.xlsm - this is an Excel (bare-bones) front-end GUI 
• ROMEmodel.zip 
In the discussion below, we will assume that the user has installed (unzipped) 
ROMEfarmer to “c:\ROMEfarmer”. 
5. 4 Data farming process 
This section describes the overall process to data farm the Repair Optimization Materiel 
Evaluator (ROME) model with ROMEfarmer. 
In brief, the data farming process using ROMEfarmer is as follows: 
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6. Construct the set of inputs for ROME 
7. Identify the factors and ranges of interest and create your design of experiments file 
8. Run ROME over the set of design points with ROMEfarmer 
9. Post-process and analyze the output 
10. Repeat as desired 
The general process is depicted in Figure 4.1, Data Farming Process. 
 
Figure 4.1: ROMEfarmer Data Farming Process 
Below, we will describe these steps in more detail. We will illustrate the process by 
walking through a simple example using a small design and the set of input files from the 
ROMEfarmer distribution (which were provided by MARCORMARCORLOGCOM). 
1. Construct the set of inputs for ROME 
  This step is currently outside the scope of ROMEfarmer and is a pre-requisite to 
running ROME and ROMEfarmer. The analyst must first construct the set of inputs 
that are needed for the ROME/GAMS model, which are then modified by 
ROMEfarmer for each design point. The required input files are listed in the 
dero.gms file. ROMEfarmer expects these to be in a particular structure (which 
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mimics how the dero.gms file expects them - as currently written): the text files are 
located in a folder called “input” and the additional dero.gms files are expected to be 
in a folder called “scripts” (this currently includes a “calcdata.gms” file and a 
“makeOutput.gms” file). Additionally, there is a “runDERO.bat” file that is a 
Windows DOS batch file that includes the path to the local GAMS installation and a 
call to GAMS to run the ROME model [NB: we did add the logoption to the gams 
call ‘logoption 2’ so that a GAMS log file is also outputted; ROMEMiner uses this 
file to extract the objective value]. Once these files are collected and placed in the 
aforementioned structure, the analyst then zips the files into a single compressed 
file. This zip file is then one input to ROMEfarmer - you can name the file anything 
you like; the ROMEfarmer installation calls this “ROMEmodel.zip.” See the 
Appendix for more details on the structure of this zip file, which includes the list of 
required ROME input files. 
  For our simple example, a ROMEmodel.zip file is provided as part of the 
ROMEfarmer distribution. 
2. Identify the factors and ranges of interest and create your design of experiments file 
  Our goal in this section is limited to describing how to construct the design of 
experiments (DOE) file used when data farming ROME. We assume the reader is 
somewhat familiar with designed experiments (for details on designed experiments, 
see e.g., the papers and presentations page of SEED Center for Data Farming 
website). 
  Briefly, we will do the following in this step: 
1. Identify the factors 
2. Identify their ranges 
3. Construct the design using the SEED Center’s NOLH spreadsheet 
4. Copy the header and the values to a new worksheet 
5. Save the worksheet as a CSV file 
  The first step in constructing your DOE file is to identify the factors or variables that 
you want to change in your experiment. For our sample experiment, we will focus 
on a small set of factors using parameters associated with a single Principal End 
Item (PEI) (we chose E0942: LAV, Anti-Tank, but this is for illustrative purposes 
only; additional PEIs, as well as any variable or parameter in the ROME model is a 
potential factor, with the exception of the decision variables), along with a Budget, 
as an example: 
– budget for the year 2019 
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– IROAN cost per unit of E0942 in 2018 
– war materiel requirement for E0942 during 2019 
– warfighting value of E0942 
  The second step is determining the range of values for each of the factors. For our 
example, we are interested in doing a sensitivity analysis of the parameters, so we 
will start with the original input of the above factors and adjust by plus/minus 15%. 
This is just as an example; other percentages could be used for the sensitivity 
analysis. Additionally, broad parameter sweeps, and other types of designed 
experiments are possible and useful. See Table 4.1 below for the original, minimum, 
and maximum values for each of the factors. We will use the minimum and 
maximum values to construct the design. 
  Table 4.1: Min/Max Ranges of the Factors 
  factor   original   Min   Max 
  BUDGET/ALL.2019   35665320   30315522   41015118 
  ICOST/E09427M.2018   550623.8   468030.3   633217.4 
  WMR/E09427M.2019   83   71   95 
  VALUE/E09427M   6.45027   5.48273   7.41781 
   
 
   
  Once we identified the parameters and their ranges of interest, we use the SEED 
Center for Data Farming’s NOLHdesigns_v6.xls spreadsheet to construct the DOE 
file. (see SEED Center for Data Farming software downloads under the 
“Experimental Design Tools” section; the spreadsheet is also included as part of the 
ROMEfarmer distribution under the DOE folder.) The “NOLH” in the file name is 
an acronym for Nearly Orthogonal Latin Hypercube, a space-filling design type that 
is one of the NPS SEED Center’s signature designs. See Figure 4.2 displays the 
“OLH for up to 7 factors” sheet. Other sheets contain larger designs (up to more 
factors, with more design points). See the workbook’s “readme” sheet for more 
details. 
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  Figure 4.2: NOLH 7 factors 
  The DOE file will contain one column for each factor and one row for each design 
point. To create the design, the user simply fills out the header rows on the 
appropriate tab (depending on the number of factors and/or the desired number of 
design points - we will use the “OLH for up to 7 factors” sheet) with the column 
name and lower and upper limits for each factor. We will use the minimum and 
maximum values we constructed above. The decimal column is used to indicate how 
many decimal places you want to include in the value. Use 0 for integer values, i.e., 
where the factor values must be whole numbers. 
  In the header row, the DOE file factor names are constructed such that the ROME 
input file is specified, followed by a “/,” then by the desired variable name in that 
file (this should be one line/entry in the respective file). For example, if you want to 
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include the BUDGET for 2019, then the factor name would be “BUDGET/
ALL.2019.” This is the convention ROMEfarmer uses in order to find the value to 
change in the input file for each design point, for each factor. See Figure 4.3 for a 
completed design. 
   
  Figure 4.3: NOLH 7 factors with values 
  Once you have completed the design, select the appropriate header and the rows (B5 
to E22 in Figure 4.3), and copy the values to another, blank sheet in the workbook, 
saving only the values. We then save this sheet to a CSV file as our completed 
design file that can be used by ROMEfarmer. We will name our file sampledoe.csv. 
See Table 4.2 for the completed design. 









  33659146   633217.4   91   6.20839 
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  30984247   509327.1   92   6.57121 
  31652972   540299.7   73   5.96650 
  32321696   571272.2   79   7.41781 
  38340219   622893.2   82   5.72462 
  41015118   519651.3   80   7.05498 
  37002770   499002.9   95   6.08744 
  36334045   612569.0   89   7.29687 
  35665320   550623.9   83   6.45027 
  37671494   468030.3   76   6.69216 
  40346393   591920.6   74   6.32933 
  39677669   560948.0   94   6.93404 
  39008944   529975.5   88   5.48273 
  32990421   478354.5   85   7.17593 
  30315522   581596.4   86   5.84556 
  34327871   602244.8   71   6.81310 
  34996595   488678.7   77   5.60367 
   
 
   
3. Run ROME over the set of design points with ROMEfarmer 
  Now that we have all the files required by ROMEfarmer, i.e., ROMEmodel.zip and 
our DOE file, we can run our designed experiment. 
  The first thing to do is to create a study folder. We conveniently provide a “studies” 
folder in which you can create your individual study folders, but you should be able 
to create them in other locations. We will use the already created “sample_study” in 
the studies folder. You should copy your DOE .csv file into this study folder for ease 
of reference; again, it’s not required for ROMEfarmer, but an easy way to keep all 
the housekeeping straight, i.e., all the files for a particular experiment in one 
location. The sample_study includes the sampledoe.csv file we created above. 
  Although ROMEfarmer comes with a command-line interface (see source/
ROMEfarmer.py for the arguments and usage), we will use the bare-bones Excel 
front-end. The front-end basically asks the user for the required information, 
constructs the appropriate command line, and calls ROMEfarmer. Figure 4.4 shows 
the interface when you open up ROMEfarmer-frontend.xlsm. 
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  Figure 4.4: ROMEfarmer front-end 
  The user selects each button in turn (actually, the order isn’t important among the 
three “Select..” buttons), filling out the necessary information, replacing the “No …” 
with a specific folder or file. If the user fails to fill out any of the fields, 
ROMEfarmer won’t start, i.e., the “Run Data Farming experiment” button will 
display an appropriate message indicating the missing information. 
  Once the user fills out all the information, the interface should look like Figure 4.5. 
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  Figure 4.5: ROMEfarmer front-end-2 
  Once the three entries are completed, the user selects the “Run Data Farming 
experiment” button. The user is then shown a sequence of dialog boxes displaying 
the information that was given, and then ROMEfarmer is called. At that point, a 
Windows DOS window pops up, indicating the start, and progress, of ROMEfarmer. 
If all goes well, at completion, the DOS window pauses; this allows the user to view 
the final log entries of the experiment. The user then presses any key to continue, 
resulting in a final dialog box popping up indicating that the data farming 
experiment is complete and a message indicating where the output is stored. See 
Figure 4.6 for a screen shot of the DOS window. 
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  Figure 4.6: ROMEfarmer front-end-3 
  All the information that was displayed in the DOS window is captured in a log file 
that is saved in the study folder. Additionally, in the study folder, an Output folder is 
created that has all the GAMS and ROME output, as well as a GAMS log file. Each 
of the output filenames are prefaced with a “DP-” and a number indicating the row 
or design point associated with that output file. 
  ROMEfarmer works by running several design points concurrently, depending on 
the number of processors on your computer, and runs until all design points have 
been processed. It starts by creating a log file for the run and creates the Output 
folder in the study folder. Then for each design point, it calls ROMErunner, which 
runs a single design point. 
  ROMErunner then: 
1. creates a temporary work directory 
2. copies the ROMEmodel.zip and the DOE file to the work directory 
3. unzips the ROMEmodel.zip in the work directory 
4. reads the DOE file and modifies the ROME input files based on the design 
point 
5. runs the ROME model 
6. copies the deroOut.csv, dero.lst, and dero.log file to the study Output folder, 
renaming them with the design point number 
7. completes by removing the temporary work directory 
4. Post-process and analyze the output 
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  At the completion of all the runs, ROMEfarmer then calls ROMEminer to create two 
output files: one is a concatenation of all the output from the single DP runs into a 
single file; and, the other is a file containing the objective value with any errors 
encountered by GAMS, and merged with the DOE file. Both of these are comma-
separated values (CSV) files that can then be imported into most analysis tools. 
5. Repeat as desired 
  Typically, an analyst does not just run one designed experiment. Analysis and 
information from a designed experiment usually leads to additional questions, that 
result in follow-on designed experiments. An analyst then repeats the above process 
with a new DOE file, and possibly even changing the base case by incorporating a 
new set of input files. 
6. 5 References 
• ROME Accreditation Report 
• SEED Center for Data Farming web page, https://my.nps.edu/web/seed/ (for papers, 
software downloads, etc.) 
7. 6 Appendix 
8. 6.1 Installing python 
There are a number of options for installing python. 
9. 6.1.1 Basic python installation 
A basic python installation for Windows will install the python interpreter and python’s 
basic packages. You can follow the instructions on python.org’s website 
[https://www.python.org/] or follow the instructions at the realpython website 
[https://realpython.com/installing-python/]. Once you’ve installed the python, you will 
also need to install the numpy and pandas packages, as well as their dependencies. For 
that, you can use the ‘pip’ module. See the documentation for further information. 
10. 6.1.2 Anaconda distribution 
Anaconda is a pre-packaged python installation that includes a number of python 
packages for data science, including numpy and pandas. To download and install, follow 
the instructions on Anaconda’s website [https://www.anaconda.com/download/]. To 
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install other packages, Anaconda uses the ‘conda’ package manager. See the 
documentation for more details. 
11. 6.2 ROMEmodel.zip file structure 
Below is a list of the required files needed in the ROMEmodel.zip file and with the 
needed structure. The first two files are at the top level of the zip file, the files listed 
under “input” need to be in a folder called “input,” and similarly for the “scripts” folder. 
The input files are typically generated by an outside process that pulls the data from 
various MARCORMARCORLOGCOM databases. The *.gms files basically make up the 
ROME optimization model, and the runDERO.bat file is a Windows DOS-batch file that 
calls GAMS. It includes a path to the GAMS installation on the user’s computer 
(currently set at “c:\GAMS\win64\23.8.” NOTE: If the user updates GAMS or moves the 
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