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WHAT IS A SYSTEM OF PARAMETERS?
LOUIZA FOULI AND CRAIG HUNEKE
ABSTRACT. In this paper we discuss various refinements and generalizations of a theorem of Sankar
Dutta and Paul Roberts. Their theorem gives a criterion for d elements in a d-dimensional Noetherian
Cohen-Macaulay local ring to be a system of parameters, i.e., to have height d. We chiefly remove
the assumption that the ring be Cohen-Macaulay and discuss similar theorems.
1. INTRODUCTION
One of the fundamental concepts in commutative algebra is that of height. Let (R,m) be a
Noetherian local ring of dimension d. Every ideal I of R is generated by d elements up to rad-
ical. The question of determining the height of ideals in general is then the same as that of de-
termining the height of an ideal generated by d elements. An interesting paper of Sankar Dutta
and Paul Roberts [1] gives a criterion for d elements in a Cohen-Macaulay local ring to be a
system of parameters, i.e., to have maximal height. We recall their theorem: let (R,m) be a d-
dimensional Cohen-Macaulay local ring, and let x1, . . . ,xd be a system of parameters. Suppose that
(y1, . . . ,yd) ⊂ (x1, . . . ,xd). Write yi = ∑
j
ai jx j (since this notation occurs throughout this paper, we
abbreviate it by writing (y)
A⊂ (x)), and let detA be the determinant of the matrix whose coefficients
are the ai j. Since detA · (x1, . . . ,xd) ⊂ (y1, . . . ,yd), multiplication by det A induces a well-defined
map from R/(x1, . . . ,xd) to R/(y1, . . . ,yd). The theorem of Dutta and Roberts states that this map is
injective if and only if y1, . . . ,yd form a system of parameters, i.e., if and only if the ideal (y1, . . . ,yd)
has height d. The fact that the map is injective if both y1, . . . ,yd and x1, . . . ,xd are regular sequences
was well-known; it is the converse that was new.
In the 1970s, Hochster introduced the problem of understanding what constraints parameters in a
Noetherian local ring must satisfy. This means understanding what equations cannot be satisfied by
a system of parameters in a Noetherian local ring. The most famous such constraint is the monomial
conjecture of Hochster. The theorem of Dutta and Roberts can be thought of as giving the opposite:
it gives a relation which can only be satisfied by parameters. However, the Dutta-Roberts result
leads to many interesting questions, some of which turn out to be closely related, in various guises,
to the monomial conjecture. We will mention some of these questions in the last section. A first and
obvious question is whether or not the same result holds without the Cohen-Macaulay assumption.
Key words and phrases. system of parameters, local cohomology, limit closure, tight closure, plus closure.
2010 Mathematics Subject Classification. 13A35, 13C40, 13D45.
The first author was partially supported by the NSF-AWM Mentoring Travel Grant, grant DMS-0839954 and second
was partially supported by the National Science Foundation, grant DMS-0756853.
1
2 L. FOULI AND C. HUNEKE
We have been able to answer this for 1-dimensional rings (Theorem 4.1 and Example 4.3). Even
this case is not trivial. We have no counterexample in higher dimension.
Perhaps an even more basic question is whether or not the assumption of the theorem is in-
dependent of the matrix of coefficients chosen. For example, a famous special case of the theo-
rem is the case in which R is a polynomial ring, k[x1, ..,xd ] over a field of characteristic 0, and
y1, . . . ,yd are homogeneous of degree n1, . . . ,nd respectively. In this case Euler’s formula gives that
yi =
1
ni
∑
1≤ j≤d
∂yi
∂x j
x j, and letting ∆ be the determinant of this particular matrix of coefficients, one
has that ∆ /∈ (y1, . . . ,yd) if and only if the height of (y1, . . . ,yd) is d [8]. In the language above,
the map from R/(x1, . . . ,xd) to R/(y1, . . . ,yd) is either injective or zero. Is this true for an arbitrary
matrix of coefficients? Strooker [11] proved that independence is guaranteed if one changes the
statement of the theorem to apply to the map induced by multiplication by the determinant from
R/(x1, . . . ,xd)lim to R/(y1, . . . ,yd)lim (part of the statement is that this is a well-defined homomor-
phism). Here R/(x1, . . . ,xd)lim (respectively R/(y1, . . . ,yd)lim) denotes the image of R/(x1, . . . ,xd)
(respectively R/(y1, . . . ,yd)) under the identification of Hdm(R) with the direct limit of R/(xn1, . . . ,xnd)
(respectively the image of R/(y1, . . . ,yd) in Hd(y1,...,yd )(R) under the identification of this module
with the direct limit of R/(yn1, . . . ,ynd)). Thus the question of independence of the choice of ma-
trix naturally leads to a consideration of other maps, and in particular brings into the picture local
cohomology.
We begin this paper by proving various maps are always injective if both the sequence x :=
x1, . . . ,xd and the sequence y = y1, . . . ,yd form systems of parameters. Included in this list are the
map above from R/(x)lim to R/(y)lim induced by multiplication by detA (this is now independent
of the matrix of coefficients (ai j) chosen), a natural map from Hd(x)(R) to Hd(y)(R), and in positive
prime characteristic, the map from R/(x)∗ to R/(y)∗ induced by multiplication by det A, where the ∗
refers to tight closure. One can also replace the tight closure by plus closure (they are the same for
parameters by [10], but are not necessarily the same for other ideals).
We next ask whether the obvious generalization of the theorem of Dutta and Roberts holds in
the cases listed in the paragraph above: if the maps are injective, must the y form a system of
parameters? We are able to prove that there is a fixed power of m, independent of x and y, such
that if all the xi are in this fixed power, then the natural generalization of the theorem of Dutta and
Roberts holds in the first two maps in the paragraph above (Corollary 5.4). Moreover, if the ring
is analytically irreducible, then we obtain a full generalization (Proposition 5.1). This is mainly
due to the vanishing theorem of Hartshorne and Lichtenbaum, which can be thought of as giving a
necessary and sufficient condition for d elements y in a complete local domain of dimension d to
be a system of parameters, namely that Hd(y)(R) 6= 0. In the cases of tight closure and plus closure,
we do not know whether injectivity on the maps forces the y to be a system of parameters. We have
been unable to prove this or give a counterexample.
WHAT IS A SYSTEM OF PARAMETERS? 3
As we mentioned above, a full generalization of the Dutta-Roberts theorem escapes us at the
moment. Note, however, that the well-known direction of their theorem is false in the non Cohen-
Macaulay case, unlike for the other maps discussed above. In fact we prove that for all systems of
parameters x and all (y)
A⊂ (x) the induced map R/(x) ·det A→ R/(y) is injective if and only if the ring
is Cohen-Macaulay.
We do give the best possible answer for the limit closures. Our final result proves the following:
Let (R,m) be a local ring of equicharacteristic or of dimension at most three. Set d = dimR. There
exists an integer ℓ with the following property: whenever x = x1, . . . ,xd is a system of parameters
with (x) ⊂ mℓ and y = y1, . . . ,yd a sequence of elements such that (y)
A⊂ (x), then y is a system of
parameters if and only if the map R/(x)lim ·det A−→ R/(y)lim is injective. We need R to be equicharac-
teristic or of dimension at most three in order to apply the monomial conjecture, which is known to
hold in these cases [3]. We give an example to show that this result is not true without the parameters
being “deep” enough inside the maximal ideal (Example 6.1).
2. PRELIMINARIES AND BASIC RESULTS
Let x = x1, . . . ,xn be a sequence of elements in a Noetherian ring R. Let (x) denote the ideal
generated by x1, . . . ,xn. We recall here that the limit closure of (x) is given by
(x)lim =
⋃
t≥1
(xt1, . . . ,x
t
n) : x
t−1
1 · · ·xt−1n .
Before stating some of the conditions we will be studying, we need to recall some well-known
definitions.
Definition 2.1. Let R be a Noetherian local ring of positive characteristic p. An element x is in the
tight closure of an ideal I if there exists an element c, not in any minimal prime of R, such that for
all large q = pe, cxq ∈ I[q], where I[q] is the ideal generated by all f q for f ∈ I.
Definition 2.2. Let R be a Noetherian domain. The absolute integral closure of R, denoted R+, is
the integral closure of R in a fixed algebraic closure of the fraction field of R.
Remark 2.3. Let (R,m) be a Noetherian local ring of dimension d. Let x = x1, . . . ,xd be a system
of parameters and let y = y1, . . . ,yd be a sequence of elements in R such that (y)⊂ (x). Let A = (ai j)
be a matrix such that yi =
d
∑
j=1
ai jx j and let detA denote the determinant of A. We will use the
notation (y)
A⊂ (x) to denote that A is a matrix of coefficients relating y to x. Consider the following
statements, where in parts (3) and (4) we assume that R has positive characteristic p, and in case (4)
that R is a domain:
(1) The map R/(x)lim ·det A−→ R/(y)lim is injective.
(2) The map Hd(x)(R)−→ Hd(y)(R) is injective.
(3) The map R/(x)∗ ·det A−→ R/(y)∗ is injective.
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(4) The map Hd(x)(R+)−→ Hd(y)(R+) is injective.
(5) The map R/(x) ·det A−→ R/(y) is injective.
(6) y is a system of parameters.
The maps on local cohomology are not yet defined, but will be defined in a way compatible with
the maps on the lim closures. We wish to determine the relationship between these statements.
In this section we will prove that the maps in parts (1) and (2) are injective if y is a system of
parameters. In a later section we will prove that the maps in (3) and (4) are injective if y is a system
of parameters. In contrast, the map in (5) does not necessarily have to be injective when (6) holds.
The fact that the map in (1) is well-defined (and does not depend on the specific matrix A) was
proved by Strooker in [11]. We will prove this as well as a by-product of the following lemma,
which we need to define the map in (2).
Lemma 2.4. Let R be a commutative ring with identity. Let (G•,∆) and (F•,∂) be complexes of
R-modules. Let α : G• → F• be a map of complexes. Suppose that for all 0 ≤ j ≤ i− 1 there exist
maps δ j : G j → Fj+1 such that α j = ∂ j+1δ j +δ j−1∆ j. We further assume that there exists a complex
of free R-modules (G′•,∆′) and a map of complexes β : G′• → G• such that I1(βi)Hi(F•) = 0. Then
we may extend the homotopy to δi : G′i → Fi+1 for the map of complexes α◦β : G′•→ F•.
Proof. We have the following commutative diagram:
· · · ✲ Fi+1
∂i+1✲ Fi
∂i ✲ Fi−1 ✲ · · · ✲ F1
∂1 ✲ F0 ✲ 0
δ′i−1 δi−1 δ′0 δ0
· · · ✲ Gi+1
αi+1
✻
∆i+1✲ Gi
αi
✻
∆i ✲ Gi−1
αi−1
✻
✲
✛
· · · ✲ G1
α1
✻
∆1✲ G0
α0
✻
✲
✛
0
· · · ✲ G′i+1
βi+1
✻
∆′i+1✲ G′i
βi
✻
∆′i ✲ G′i−1
βi−1
✻
✲
✛
· · · ✲ G′1
β1
✻
∆′1 ✲ G′0
β0
✻
✲
✛
0
First we begin by showing the there is a homotopy for the map of complexes α ◦β : G′• → F•
up to level i− 1. For 0 ≤ j ≤ i− 1 define δ′j = δ j ◦ β j. Then δ′j : G′ j → Fj+1 and α j ◦ β j =
(∂ j+1δ j +δ j−1∆ j)β j = ∂ j+1δ jβ j +δ j−1∆ jβ j = ∂ j+1δ′j +δ j−1β j−1∆′j = ∂ j+1δ′j +δ′j−1∆′j.
We now claim that Im(αi−δi−1∆i)⊂ ker∂i. Indeed,
∂i(αi−δi−1∆i) = ∂iαi−∂iδi−1∆i = αi−1∆i−∂iδi−1∆i = ∂iδi−1∆i +δi−2∆i−1∆i−∂iδi−1∆i = 0.
Finally we show that Im(αiβi−δ′i−1∆′i) ⊂ Im(∂i+1). To see this notice that Im(αiβi−δ′i−1∆′i) =
Im(αiβi − δi−1βi−1∆′i) = Im(αiβi − δi−1∆iβi) ⊂ Im(αi − δi−1∆i)I1(βi) ⊂ Im(∂i+1), since we have
I1(βi)Hi(F•) = 0. Therefore we may lift to a map δ′i : G′i →Fi+1 such that αiβi−δ′i−1∆′i = δ′i∂i+1. 
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As an immediate corollary, we get the following effective result which explains how the different
choices of matrics relate to the multiplication maps of the determinants of the matrices.
Corollary 2.5. Let R be a commutative ring with identity, d = dimR and let (y1, . . . ,yd)⊂ (x1, . . . ,xd).
Suppose that there exist two matrices A = (ai j) and B = (bi j) such that yi =
d
∑
j=1
ai jx j =
d
∑
j=1
bi jx j.
Then (y1 · · ·yd)d(detA−detB) ∈ (yd+11 , . . . ,yd+1d ).
Proof. Let y = y1, . . . ,yd and x = x1, . . . ,xd . Consider the map of the Koszul complexes K•(y;R)→
K•(x;R):
· · · Rd (x1, · · · ,xd)✲ R ✲ R/(x) ✲ 0
‖
· · · Rd
A
✻
(y1, · · · ,yd)✲ R ✲ R/(y)
✻
✲ 0
The map induced by A extends to the whole Koszul complex by using exteria powers of A,
∧iA : ∧i(Rd)→ ∧i(Rd). Similarly we obtain the map K•(y;R) ∧
•→ K•(x;R). Note that we have the
following diagram:
· · · Rd (x1, · · · ,xd)✲ R ✲ R/(x) ✲ 0
· · · Rd
A−B
✻
(y1, · · · ,yd)✲ R
0
✻
✲ R/(y)
✻
✲ 0
On the other hand H•(K•(x;R)) is annihilated by (x) and therefore it is also annihilated by (y).
We will begin defining a homotopy for the map of complexes ∧i(A)−∧i(B) : K•(y;R)→ K•(x;R)
by taking δ0 = 0. We compose with K•(y21, . . . ,y2d ;R)→ K•(y;R) induced by ∧•


y1 0
.
.
.
0 yd


.
Therefore by Lemma 2.4 we may extend the homotopy to δ1 for K•(y21, . . . ,y2d ;R)→ K•(x;R). Re-
peating the process we obtain:
K•(x;R) : 0 ✲ R ✲ Rd ✲ · · · ✲ Rd ✲ R ✲ R/(x) ✲ 0
δd−1 δ1 δ0
K•(y[d];R) :0 ✲ R
(y1 · · ·yd)d−1(detA− detB)
✻
(y[d])
✲ Rd
✻
✲
✛
· · · ✲ Rd
✻
✲
✛
R
0
✻
✲
✛
R/(y[d])
✻
✲ 0
Hence (y1 · · ·yd)d−1(detA− detB) ∈ (yd1 , . . . ,ydd). Finally multiplying by (y1 · · ·yd) yields
(y1 · · ·yd)d(detA− detB) ∈ y1 · · ·yd(yd1 , . . . ,ydd)⊂ (yd+11 , . . . ,yd+1d ). 
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We can now give a quick proof for the map in part (1) from Remark 2.3 to be well defined. This is due to
Strooker. See [11, 5.1.14–5.1.17].
Remark 2.6. Let R be a commutative ring with identity, d = dimR and let x = x1, . . . ,xd and y = y1, . . . ,yd
be sequences of elements such that (y)
A⊂ (x). Then the map R/(x)lim ·detA−→ R/(y)lim induced by multiplication
by detA is well defined . Moreover, this homomorphism does not depend on the choice of A; if (y)
B⊂ (x),
then multiplication by detB induces the same map.
Proof. Let r ∈ (x)lim. Then there exists a positive integer t such that r · xt−11 · · ·xt−1n ∈ (xt1, . . . ,xtn) := (x)[t].
Since (y) ⊂ (x) then there exists a positive integer s such that (y)[s] ⊂ (x)[t]. Let D be a matrix such that
(y)[s] = D(x)[t]. Let C1 be the diagonal matrix with entries ys−1i and C2 be the diagonal matrix with entries
xt−1i . Notice that we have the following inclusions:
(y)[s]
C1⊂ (y) A⊂ (x)
(y)[s]
D⊂ (x)[t] C2⊂ (x)
Let C = AC1 and E =C2D. Then by Corollary 2.5 (y1 · · ·yd)sd(detC− detE) ∈ (y)[sd+s]. Hence
detA(y1 · · ·yd)s−1(y1 · · ·yd)sd − detD(y1 · · ·yd)sd(x1 · · ·xd)t−1 ∈ (y)[sd+s]
and thus r detA(y1 · · ·yd)s−1(y1 · · ·yd)sd − r detD(y1 · · ·yd)sd(x1 · · ·xd)t−1 ∈ (y)[sd+s]. Notice, however that
r detD(y1 · · ·yd)sd(x1 · · ·xd)t−1 ∈ detD(y1 · · ·yd)sd(x)[t], since r ∈ (x)lim. Also,
detD(y1 · · ·yd)sd(x)[t] ⊂ (y1 · · ·yd)sd(y1 · · ·yd)[s] ⊂ (y)[sd+s].
Thus r detA(y1 · · ·yd)s−1(y1 · · ·yd)sd = r detA(y1 · · ·yd)sd+s−1 ∈ (y)[sd+s]. Therefore, r ∈ (y)lim and the map is
then well defined.
The fact that the map does not depend on the choice of A follows directly from Corollary 2.5; this says
that the difference between the two determinants lies in (y)lim. 
Next we define the maps from part (2) and equivalently part (4) from Remark 2.3.
Discussion 2.7. Let R be a Noetherian local ring, d = dimR and let x = x1, . . . ,xd and y = y1, . . . ,yd be
sequences of elements such that (y)
A⊂ (x). We will define a homomorphism Φ : Hd(x)(R) −→ Hd(y)(R) such
that the following diagram commutes:
0 ✲ R/(x)lim
α✲ Hd(x)(R)
0 ✲ R/(y)lim
β = ·detA
❄ γ✲ Hd(y)(R)
Φ
❄
In other words, when we restrict Φ to the natural image of R/(x) in Hd(x)(R), the map goes to detA times
the image of R/(y) in Hd(y)(R), i.e., is compatible with the map given in part (1) of Remark 2.3. To define Φ,
let u ∈ Hd(x)(R). Then u = [
r
xn1 · · ·xnd
] for some n and some r ∈ R. Since (y)⊂ (x) there exists a matrix B and a
positive integer s such that (y)[s] = B(x)[n]. We define Φ : Hd(x)(R)−→ Hd(y)(R) by Φ(u) = [
r detB
ys1 · · ·ysd
].
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Proposition 2.8. Let R be a Noetherian local ring, d = dimR and let x = x1, . . . ,xd and y = y1, . . . ,yd be
sequences of elements such that (y) A⊂ (x). Then Φ is a homomorphism from Hd(x)(R) −→ Hd(y)(R), and
Φ([
1
x1 · · ·xd ]) = [
detA
y1 · · ·yd ].
Proof. We adopt the notation of the above discussion. Suppose that [ r1
xn1 · · ·xnd
] = [
r2
xn1 · · ·xnd
], where r1,r2 ∈ R.
Then there exists a positive integer t such that (r1−r2)(x1 · · ·xd)t ∈ (x)[t+n]. We may assume that t > n. There
exists a matrix C and a positive integer l such that (y)[l] =C(x)[t+n]. We have the following diagram:
(y)[l]
C⊂ (x)[t+n]
D(x)⊂ (x)[n],
(y)[l]
D(y)
⊂ (y)[s] B⊂ (x)[n],
where D(x) is the diagonal matrix with entries xti and D(y) is the diagonal matrix with entries y
l−s
i .
Therefore by Corollary 2.5 (y1 · · ·yd)dl(detB(y1 · · ·yd)l−s − (x1 · · ·xd)t detC) ∈ (y)[dl+l]. Multiplying by
r1− r2 we obtain (r1− r2)detB(y1 · · ·yd)dl+l−s− (r1− r2)(y1 · · ·yd)dl(x1 · · ·xd)t detC ∈ (y)[dl+l]. Notice that
since (r1 − r2)(x1 · · ·xd)t ∈ (x)[t+n] then (r1− r2)(y1 · · ·yd)dl(x1 · · ·xd)t detC ∈ (y1 · · ·yd)dl(x)[t+n] detC. Also
(x)[t+n] detC ⊂ (y)[l]. Therefore (r1− r2)(y1 · · ·yd)dl(x1 · · ·xd)t detC ∈ (y)[dl+l]. Hence
(r1− r2)detB(y1 · · ·yd)dl+l−s ∈ (y)[dl+l]
and thus [ r1 detB
ys1 · · ·ysd
] = [
r2 detB
ys1 · · ·ysd
]. So Φ is a well defined map. 
We are now ready to examine the relation between the statements in Remark 2.3. We will first assume that
y form a system of parameters and determine under which conditions the maps are injective. The following
proposition is proved in [11, 5.1.17]. We include a short proof for the convenience of the reader.
Proposition 2.9. Let R be a Noetherian local ring, d = dimR and let x = x1, . . . ,xd be a system of parameters.
Let y = y1, . . . ,yd be a sequence of elements such that (y)
A⊂ (x). If y forms a system of parameters then the
map R/(x)lim ·detA−→ R/(y)lim is injective.
Proof. Let r∈R such that r ·detA∈ (y)lim. Then there exists a positive integer s such that r detA(y1 · · ·yd)s−1 ∈
(y)[s]. Since y is a system of parameters then there exists a matrix B and a positive integer t such that
(x)[t] = B(y)[s]. Hence we have the following inclusions:
(x)[t]
B⊂ (y)[s] C⊂ (y) A⊂ (x)
(x)[t]
D⊂ (x),
where C is the diagonal matrix with entries ys−1i and D is the diagonal matrix with entries x
t−1
i . Let E = ACB.
By Corollary 2.5 we obtain (x1 · · ·xd)td(detE− detD) ∈ (x)[td+t]. Hence
(x1 · · ·xd)td detB(y1 · · ·yd)s−1 detA− (x1 · · ·xd)td(x1 · · ·xd)t−1 ∈ (x)[td+t]
and thus r(x1 · · ·xd)td detB(y1 · · ·yd)s−1 detA− r(x1 · · ·xd)td(x1 · · ·xd)t−1 ∈ (x)[td+t]. Again,
r(x1 · · ·xd)td detB(y1 · · ·yd)s−1 detA ∈ (x1 · · ·xd)td detB(y)[s] ⊂ (x1 · · ·xd)td(x)[t] ⊂ (x)[td+t].
Therefore r(x1 · · ·xd)td(x1 · · ·xd)t−1 ∈ (x)[td+t] and thus r ∈ (x)lim. Hence the map is injective. 
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Remark 2.10. Let R be a Noetherian local ring, d = dimR and let x = x1, . . . ,xd and y = y1, . . . ,yd be
sequences of elements such that (y)
A⊂ (x). Then for any positive integer n there exists a positive integer s
such that (y)[s] ⊂ (x)[n]. Then the map Hd(x)(R)−→ Hd(y)(R) is the same as the map Hd(x)[n](R)−→ H
d
(y)[s]
(R).
Similarly, we obtain:
Proposition 2.11. Let R be a Noetherian local ring, d = dimR and let x = x1, . . . ,xd be a system of parame-
ters. Let y = y1, . . . ,yd be a sequence of elements such that (y)
A⊂ (x). If y forms a system of parameters then
the map Hd(x)(R)−→ Hd(y)(R) defined as in Discussion 2.7 is injective.
Proof. This follows immediately from Proposition 2.9: suppose that Φ([ r
xn1 · · ·xnd
] = 0. Set u= [ 1
xn1 · · ·xnd
]. We
recall how Φ is defined: since (y)⊂ (x) there exists a matrix B and a positive integer s such that (y)[s] =B(x)[n].
Applying Proposition 2.9 to the two systems of parameters (y)[s]
B⊂ (x)[n] yields that ru = 0.
To see this notice that Hd(x)(R) = H
d
(x)[n]
(R) =
⋃
n∈N
R/((x)[n])lim. Let s(n) be the integer that corresponds to
n as above. Applying Proposition 2.9 and Remark 2.10 to the two systems of parameters (y)[s]
B⊂ (x)[n] we
have:
Hd(x)(R) = H
d
(x)[n]
(R) =
⋃
n∈N
R/((x)[n])lim →֒
⋃
s(n)∈N
R/((y)[s(n)])lim →֒ Hd
(y)[s](R) = H
d
(y)(R).

3. POSITIVE CHARACTERISTIC
In this section we are concerned with the maps (3) and (4) as in Remark 2.3. Recall that * denotes the
tight closure.
Proposition 3.1. Let R be a Noetherian local ring of positive characteristic p, d = dimR and let x= x1, . . . ,xd
and y = y1, . . . ,yd be sequences of elements such that (y)
A⊂ (x). Then the map R/(x)∗ ·detA−→ R/(y)∗ is well-
defined.
Proof. Let z ∈ (x)∗. Then there exists an element c ∈ R0 such that czq ∈ (x)[q] for every q = pe large. Since
(y)
A⊂ (x) then (y)[q] A
[q]
⊂ (x)[q], where A[q] = (aqi j). Notice that (detA)q = det(A[q]). Therefore c(detA)qzq ∈
(y)[q] and thus (detA)z ∈ (y)∗. 
The following Lemma is well-known in the Noetherian case, by linkage theory. We need it in the context
of a non-Noetherian ring, however. The proof we give is not the standard one.
Lemma 3.2. Let R be a commutative ring with identity and let I be an R-ideal. Suppose that y = y1, . . . ,yd
is a regular sequence and (y)⊂ I. Let 0−→ Rn −→ ·· · −→ R −→ R/I −→ 0 be a free resolution of R/I. We
further assume that the following diagram has exact rows:
0 ✲ Rn ✲ · · · ✲ R ✲ R/I ✲ 0
‖
0 ✲ R


f1
.
.
.
fn


✻
(y1 . . .yd)✲ · · · ✲ R ✲ R/(y)
✻
✲ 0
Then (y) : I = (y)+ ( f ), where f = f1, . . . , fn.
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Proof. First notice that R need not be Noetherian. To see that (y)+( f )⊂ (y) : I, let i∈ I and extend the natural
map R/I ·i−→ R/I given by multiplication by i to a map from the free resolution of R/I to the free resolution
of R/I as in the diagram below. The composition of the map R/(y)−→ R/I with the map R/I ·i−→ R/I is the
zero map. We begin defining a homotopy by taking δ0 = 0:
0 ✲ Rn ✲ · · · ✲ R ✲ R/I ✲ 0
δ0 = 0
0 ✲ Rn
·i
✻
✲ · · · ✲ R
·i
✻
✲ R/I
·i
✻
✲ 0
‖
0 ✲ R


f1
.
.
.
fn


✻
(y1 . . .yd)✲ · · · ✲ R ✲ R/(y)
✻
✲
✛
0
By Lemma 2.4 we may extend the homotopy to obtain i( f1, . . . , fd)⊂ (y1, . . . ,yd).
For the other inclusion let s ∈ (y) : I and consider the map R/I ·s−→ R/(y) given by multiplication by s.
Extending this map we obtain the following diagram:
0 ✲ R ✲ · · · ✲ R ✲ R/(y) ✲ 0
0 ✲ Rn
(
g1 . . .gn
)
✻
✲ · · · ✲ R
·s
✻
✲ R/I
·s
✻
✲ 0
‖
0 ✲ R


f1
.
.
.
fn


✻
✲ · · · ✲ R ✲ R/(y)
✻
✲ 0
for some elements g1, . . . ,gn ∈ R.
On the other hand we consider the map R/(y) ·s−→ R/(y) given by multiplication by s. Extending this map
we obtain the following diagram:
0 ✲ R ✲ · · · ✲ R ✲ R/(y) ✲ 0
0 ✲ R
·s
✻
✲ · · · ✲ R
·s
✻
✲ R/(y)
·s
✻
✲ 0
Combining the two diagrams we can define a homotopy by taking δ0 = 0 and by Lemma 2.4 we can extend
the homotopy:
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0 ✲ R ✲ · · · ✲ R ✲ R/(y) ✲ 0
δm δ0 = 0
0 ✲ R


f1
.
.
.
fn

( g1 . . .gn
)−·s
✻
(y1, . . . ,yd) ✲ · · · ✲
✛
R
0
✻
✲ R/(y)
✻
✲
✛
0
Therefore s−∑ni=1 figi ∈ (y1, . . . ,yd) and s ∈ (y)+ ( f ).

Proposition 3.3. Let R be an excellent local ring of positive characteristic p, d = dimR, and let x= x1, . . . ,xd
be a system of parameters. Let y= y1, . . . ,yd be a sequence of elements such that (y)
A⊂ (x). If y forms a system
of parameters then the map R/(x)∗ ·detA−→ R/(y)∗ is injective.
Proof. We can first pass to the completion and thus assume that R is a complete. By Proposition 3.1 the map
R/(x)∗ ·detA−→ R/(y)∗ is well defined and thus (x)∗ ⊂ (y)∗ : detA. Let r ∈ (y)∗ : detA. To show that r ∈ (x)∗ it is
enough to show that the image of r in R/P is in the tight closure of ((x)+P)/P for every minimal prime P of
R by [5, Proposition 4.1]. Thus we may assume that R is a domain.
Since r detA ∈ (y)∗ and (y)∗ ⊂ (y)R+ then r detA ∈ (y)R+. In R+ both x and y form a regular sequence.
Therefore (y)R+ : detA = (x)R+ since R+ is Cohen-Macaulay or by Lemma 3.2. Hence r ∈ (x)R+∩R = (x)∗,
where the equality follows by [10, Theorem 5.1]. 
The fact that parameters form a regular sequence in R+ immediately gives injectivity on local cohomology:
Proposition 3.4. Let R be a Noetherian local domain of positive characteristic p, d = dimR, and let x =
x1, . . . ,xd be a system of parameters. Let y = y1, . . . ,yd be a sequence of elements such that (y)
A⊂ (x). If y
forms a system of parameters then the map Hd(x)(R+)−→ Hd(y)(R+) is injective.
Proof. This follows as in Proposition 2.11: suppose that Φ([ r
xn1 · · ·xnd
] = 0. Set u = [ 1
xn1 · · ·xnd
]. We recall how
Φ is defined: since (y) ⊂ (x) there exists a matrix B and a positive integer s such that (y)[s] = B(x)[n]. Since
parameters form a regular sequence in R+, (y)[s] : detB = (x)[n], and then it follows that ru = 0. 
4. THE ONE DIMENSIONAL CASE
In this section we prove two main results, that the injectivity of either map R/(x) ·u−→R/(y) or R/(x)lim ·u−→
R/(y)lim forces y to be a parameter. It is interesting that even this simple case is not obvious.
Theorem 4.1. Let R be a 1-dimensional Noetherian local ring. Let x be a parameter and let y = ux. If the
map R/(x) ·u−→ R/(y) is injective then y is a parameter.
Proof. Suppose that x is a parameter and that the map R/(x) ·u−→ R/(y) is injective. Since x is a parameter,
0 : x has finite length. Consider the following exact sequence:
0 −→ (0 : (x,u))−→ 0 : x ·u−→ 0 : x −→ 0 : x
u(0 : x) −→ 0 .
Computing length we obtain that λ( 0 : x
u(0 : x) ) = λ((0 : (x,u))). Suppose that u is not a parameter. Then
there exists a minimal prime P such that u ∈ P. Hence 0 : (0 : u) ⊂ P and in particular dim((0 : u)) > 0,
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and consequently e(x;(0 : u)) > 0. On the other hand, e(x;(0 : u)) = λ( 0 : u
x(0 : u) )−λ(0 :(0:u) x) > 0. Since
0 :(0:u) x = 0 : (x,u) then by the above computations we obtain λ(
0 : u
x(0 : u))> λ(
0 : x
u(0 : x) ).
Now since the map is injective we have 0 : u ⊂ (x) and thus 0 : u = x(0 : xu). Hence
0 : u
x(0 : u) =
x(0 : xu)
x(0 : u) ≃
0 : xu
(0 : u)+ (0 : x) ≃
u(0 : xu)
u(0 : x) ⊂
0 : x
u(0 : x)
Therefore λ( 0 : x
u(0 : x) )≥ λ(
u(0 : xu)
u(0 : x) ) = λ(
0 : u
x(0 : u) ), which is a contradiction. Thus u must be a parameter
and in conclusion y is also a parameter. 
Corollary 4.2. Let R be a 1-dimensional Noetherian local ring. Let x be a parameter and let y = ux. The
map R/(x) ·u−→ R/(y) is injective if and only if the map R/(u) ·x−→ R/(y) is injective.
Proof. Notice that it suffices to show one direction. Suppose that R/(x) ·u−→ R/(y) is injective. Then by
Theorem 4.1 u is also a parameter. By the proof of Theorem 4.1 we see that by symmetry one has
0 : u
x(0 : u) ≃
x(0 : xu)
x(0 : u) ≃
0 : xu
(0 : x)+ (0 : u) ≃
u(0 : xu)
u(0 : x) ⊂
0 : x
u(0 : x)
But since λ( 0 : u
x(0 : u)) = λ(
0 : x
u(0 : x) ), then
u(0 : xu)
u(0 : x) ≃
0 : x
u(0 : x) . Therefore 0 : x ⊂ (u), i.e. R/(u)
·x−→ R/(y) is
injective. 
The converse of Theorem 4.1 does not hold in general. The following example was shown to us by R.
Heitmann:
Example 4.3. Let R= k[x,u]/(((x+u)u)3,x(x+u)2u2), where char k = 2. Notice that R is a one-dimensional
ring where x is a parameter. Let y = x2 be also a parameter. Then one can see that (y) : (x) = (x,u4), which
means that the map R/(x) ·x−→ R/(y) is not injective.
In fact, in Section 6 we will prove in arbitrary dimension that if the maps are injective for all parameters,
then the ring must be Cohen-Macaulay.
Theorem 4.4. Let R be a 1-dimensional Noetherian local ring. Let x be a parameter, and let y = ux. Then y
is a parameter if and only if the map R/(x)lim ·u−→ R/(y)lim is injective.
Proof. First notice that the forward direction follows from Proposition 2.9. So we assume that the map
R/(x)lim ·u−→ R/(y)lim is injective. Note that (x)lim = (xn+1) : xn for all large n, which in turn is equal to
(x)+ (0 : xn) for large n. Similarly, (y)lim = (y)+ (0 : yn) for large enough n. We can analyze these ideals
using a primary decomposition of (0). Let 0 = q1 ∩ q2 ∩ . . .∩ qs ∩ J, where √qi = pi are distinct minimal
primes, and
√
J = m. We wish to prove that y is a parameter. Assume not. Then y is in at least one
minimal prime. Let y ∈ p1 ∩ . . .∩ pt , and y /∈ pt+1 ∪ . . .∪ ps. We see that (x)+ (0 : xn) = (x) + q1 ∩ q2 ∩
. . .∩qs, and (y)+ (0 : yn) = (y)+ qt+1∩ . . .∩qs. The assumption on the injectivity of the map then becomes
that ((y) + qt+1 ∩ . . .∩ qs) : u ⊂ (x) + q1 ∩ q2 ∩ . . . ∩ qs. Since u is not in pt+1 ∪ . . .∪ ps, it follows that
((y) + qt+1 ∩ . . .∩ qs) : u = (x) + qt+1 ∩ . . .∩ qs ⊂ (x) + q1 ∩ q2 ∩ . . .∩ qs. In particular, qt+1 ∩ . . .∩ qs ⊂
x(qt+1 ∩ . . .∩ qs)+ q1∩ q2 ∩ . . .∩ qs, which by Nakayama’s lemma shows that t = 0. It follows that y is a
parameter. 
Discussion 4.5. It is natural to believe that the one-dimensional case above would at least prove the higher
dimensional case when the matrix A is a diagonal matrix, i.e., the case in which x1, . . . ,xd are parameters, and
yi = uixi. In this case our assumption would be that the map R/(x)
u1···ud→ R/(y) is injective. One is tempted
to break this up into several maps by changing one xi at a time. Although this works for one step, it seems to
break down even in dimension 2, and gives a good idea of the difficulty in extending to higher dimensions.
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5. HIGHER DIMENSIONS
We would like to extend Theorem 4.4 to higher dimensions. We are able to do so in the case the ring is
analytically irreducible, as well as the case in which the system of parameters x lies deep inside the maximal
ideal.
Proposition 5.1. Let R be an analytically irreducible local ring of equicharacteristic and d = dimR, or
of mixed characteristic and of dimension at most 3. let x = x1, . . . ,xd be a system of parameters. Let y =
y1, . . . ,yd be a sequence of elements such that (y)
A⊂ (x). Then y forms a system of parameters if and only if
the map R/(x)lim ·detA−→ R/(y)lim is injective.
Proof. We may assume that R is a complete domain. The forward direction is already covered in Proposi-
tion 2.9.
Suppose that the map R/(x)lim ·detA−→ R/(y)lim is injective. Since x is a system of parameters then (x)lim 6= R;
this is the monomial conjecture of Hochster, which is true in either equicharacteristic ([4]) or in dimension at
most three [3]. As the map R/(x)lim ·detA−→ R/(y)lim is injective then R/(y)lim 6= 0. Also, notice that R/(y)lim
injects naturally into Hd(y)(R) and thus Hd(y)(R) 6= 0. Therefore by Hartshorne-Lictenbaum Vanishing Theorem
there exists a minimal prime P of R with dim R/P = dim R such that dim (R/((y)+P)) = 0. Since R is a
domain it follows that dim R/(y) = 0, and thus y is a system of parameters. 
If R is not analytically irreducible, then unfortunately we cannot reach the same conclusion. See Exam-
ple 6.1 in the last section. However, we can say something:
Theorem 5.2. Let (R,m) be a Noetherian local ring, d = dimR, and let x = x1, . . . ,xd be a system of param-
eters. Let y = y1, . . . ,yd be a sequence of elements such that (y)
A⊂ (x). There exists an integer ℓ such that
if (x)⊂ mℓ then the map R/(x)lim ·detA−→ R/(y)lim is injective if and only if the map Hd(x)(R) −→ Hd(y)(R) as in
Discussion 2.7 is injective.
Proof.
By [2, Lemma 3.12] there exists an integer ℓ such that if x is system of parameters in ˆR such that (x)⊂mℓ ˆR
then the map Soc( ˆR/(x)) −→ Soc(Hd(x)( ˆR)) is surjective. Notice that x is a system of parameters in ˆR if
and only if x is a system of parameters in R. Also the map Hd(x)(R) −→ Hd(y)(R) is injective if and only if
Hd(x)( ˆR)−→ Hd(y)( ˆR) is injective. Therefore without loss of generality we may assume that R is complete.
Suppose that (x) ⊂ mℓ. Notice that R/(x)lim injects naturally into Hd(x)(R) and similarly R/(y)lim injects
naturally into Hd(y)(R). By Proposition 2.8 there exists a homomorphism Φ : H
d
(x)(R) −→ Hd(y)(R) and more-
over the following diagrams commute:
0 ✲ R/(x)lim
α✲ Hd(x)(R)
0 ✲ R/(y)lim
β = ·detA
❄ γ✲ Hd(y)(R)
Φ
❄
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and
0 ✲ (x)
lim
(x)
✲ R
(x)
φx✲ Hd(x)(R)
0 ✲
(y)lim
(y)
✲ R
(y)
γ = ·detA
❄ φy✲ Hd(y)(R)
Φ
❄
Notice that if Φ is injective then clearly β is injective. Suppose that the map R/(x)lim ·detA−→ R/(y)lim is
injective. Suppose that Φ is not injective. Since Hd(x)(R) is an Artinian module then Hd(x)(R) is essential
over Soc(Hd(x)(R)). Hence there exists a nonzero element f ∈ ker(Φ)∩Soc(Hd(x)(R)). By [2, Lemma 3.12]
the map Soc(R/(x))
φx−→ Soc(Hd(x)(R)) is surjective. Hence there exists g ∈ Soc(R/(x)) such that φx(g) = f .
But as the second diagram commutes then φy(γ(g)) = Φ(φx( f )), or in other words φy((detA)g) = 0. Since
kerφy =
(y)lim
(y)
then (detA)g ∈ (y)lim. Thus since β is injective then g ∈ (x)lim or in other words g ∈ kerφx
and hence f = 0, which is a contradiction. Therefore, Φ is also injective. 
Theorem 5.3. Let (R,m) be a Noetherian local ring and let d = dimR. There exists an integer ℓ with
the following property: whenever x = x1, . . . ,xd is a system of parameters with (x) ⊂ mℓ and y = y1, . . . ,yd
a sequence of elements such that (y) A⊂ (x), then y forms a system of parameters if and only if the map
Hd(x)(R)−→ Hd(y)(R) as in Discussion 2.7 is injective.
Proof. As in the proof of Theorem 5.2 we may pass to the completion ˆR and assume that R is complete.
Let ℓ be the integer as in [2, Lemma 3.12] such that (x) ⊂ mℓ and the map Soc(R/(x)) −→ Soc(Hd(x)(R)) is
surjective.
First we assume that y is a system of parameters. Then by Proposition 2.9 the map R/(x)lim ·detA−→ R/(y)lim
is injective and thus by Theorem 5.2 the map Hd(x)(R)−→ Hd(y)(R) as in Proposition 2.8 is injective.
Suppose the map Hd(x)(R) −→ Hd(y)(R) as in Proposition 2.8 is injective. To show that y is a system of
parameters, it suffices to show that y is a system of parameters in R = R/P for every minimal prime P of
maximal dimension. Suppose that it is not true. Then there exists a minimal prime prime P of maximal
dimension such that Hd(y)(R) = 0, where R = R/P. Let P = 0 : c for some c ∈ R. We have the following short
exact sequence:
0 −→ R/(0 : c)−→ R pi−→ R/(c)−→ 0 .
Since Hd(y)(R) = 0 we obtain the sequence H
d
(x)(R)
Φ→֒ Hd(y)(R)
pi→֒ Hd(y)(R/(c))−→ 0.
We claim that cHd(x)(R) = 0. Let f ∈Hd(x)(R). Then pi(Φ(c f )) = pi(cΦ( f )) = cpi(Φ( f )). But cHd(y)(R/c) =
0 so cpi(Φ( f )) = 0. On the other hand though both pi and Φ are injective and hence c f = 0, which shows the
claim.
We note now that since cHd(x)(R) = 0 it follows that c(H
d
(x)(R))
∨ = 0. But the dual of the top local coho-
mology is ωR, the canonical module of R. Thus c∈ annωR, which is a contradiction, since by [6, Remark 2.2]
annωR = {r ∈ R | dim R/(0 : r)< d}.

Corollary 5.4. Let (R,m) be a Noetherian local ring and let d = dimR. There exists an integer ℓ with
the following property: whenever x = x1, . . . ,xd is a system of parameters with (x) ⊂ mℓ and y = y1, . . . ,yd
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a sequence of elements such that (y) A⊂ (x), then y forms a system of parameters if and only if the map
R/(x)lim ·detA−→ R/(y)lim is injective.
Proof. Simply combine the last two theorems. 
6. EXAMPLES, EXTENSIONS, AND QUESTIONS
In this section we conclude with several examples which show that the hypotheses of several of the theo-
rems are necessary, consider some extensions of our results and list some open questions.
The first example shows that the condition that the parameters are in a deep enough power of the maximal
ideal is necessary in Corollary 5.4.
Example 6.1. Let R = k[a,b,c,d]
(a,b)∩ (c,d) , where k is a field. Notice that R is an equidimensional ring. Let x1 =
a+c,x2 = b+d and y1 = a2,y2 = b2. We claim that x = x1,x2 is a system of parameters, (y) = (y1,y2)⊂ (x),
the map R/(x)lim ·detA−→ R/(y)lim is injective and y is not a system of parameters.
First note that it is straight forward to see that x = x1,x2 is a system of parameters, (y) = (y1,y2) ⊂ (x)
and y is not a system of parameters. We now claim that (x)lim = m. Notice that m(x1x2)⊂ (x21,x22) and thus
m⊂ (x)lim. Since (x)lim 6= R then (x)lim =m.
We also claim that (y)lim = (a2,b2,c,d). Notice that (a2,b2,c,d)(a2b2) ⊂ (a4,b4). On the other hand
suppose z(a2nb2n)⊂ (a2n+2,b2n+2). We consider the ring R = R/(c,d)≃ k[a,b]. Let denote the images in
R. Then z⊂ (a2,b2)R. Thus z ∈ (a2,b2,c,d) and therefore (a2,b2,c,d) = (y)lim.
We now consider the map R/(x)lim ·detA−→ R/(y)lim, where detA = ab. Notice that 1 maps to ab and the map
is clearly injective.
The next example deals with the question of whether or not the injectivity of the map in the original
situation of Dutta and Roberts actually forces the ring to be Cohen-Macaulay. The answer is no, as the first
example shows, but is yes if one requires injectivity for all systems of parameters.
Example 6.2. Let R = k[x,z]/(x2z,z2) be a one-dimensional ring. Then R is not Cohen-Macaulay. However,
x and y = x2 are parameters, and x2 :R x = (x).
Proposition 6.3. Let R be a Noetherian local ring and let d = dimR. Suppose that for every system of
parameters x = x1, . . . ,xd and every positive integer t the map R/(x)
(x1···xd)t−1−→ R/(x)[t] is injective. Then R is
Cohen-Macaulay.
Proof. Notice that (x)lim = (x)[t] : (x1 · · ·xd)t−1 for some t ∈ N. Since x is a system of parameters then so is
x[t]. Therefore by assumption the map R/(x) detD−→ R/(x)[t] is injective, where now D is the diagonal matrix
with diagonal entries xt−1i . Then (x) = (x)[t] : detD = (x)[t] : (x1 · · ·xd)t−1 since the map is injective. Hence
(x) = (x)lim and by [7, Proposition 2.3](see also [11, Theorem 5.2.3]) R is then Cohen-Macaulay. 
We close with two additional questions which are suggested by the work in this paper.
Question 6.4. Let R be a Noetherian local ring. Suppose that u is in some minimal prime P such that the
dimension of R/P is the same as that of R. Can 0 : u ever be in an ideal generated by a system of parameters?
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We proved that the answer is ‘no’ in dimension one, and our calculations strongly suggest the answer is
always ‘no’. A related observation is due to Strooker and Simon [9]: They prove the following: let R be a
Gorenstein local ring and let A = R/I where I in a nonzero ideal in R consisting of zero divisors. Set J = 0 : I.
Then A satisfies the monomial conjecture if and only if the ideal J is not contained in any parameter ideal of
R.
Another question was suggested to us by Bernd Ulrich.
Question 6.5. Our main question can be rephrased to say that (y) : detA = (x) should imply that y are
parameters. This statement, in the Cohen-Macaulay case, is equivalent to the dual statement that (y) : (x) =
(y,detA). What is the relationship between the two in general?
Note that in the one-dimensional case, Corollary 4.2 proves the two are equivalent.
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