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Abstract
We argue the case for Gaussian Belief Propagation
(GBP) as a strong algorithmic framework for the dis-
tributed, generic and incremental probabilistic estimation
we need in Spatial AI as we aim at high performance smart
robots and devices which operate within the constraints of
real products. Processor hardware is changing rapidly, and
GBP has the right character to take advantage of highly
distributed processing and storage while estimating global
quantities, as well as great flexibility. We present a detailed
tutorial on GBP, relating to the standard factor graph for-
mulation used in robotics and computer vision, and give
several simulation examples with code which demonstrate
its properties.
1. Introduction
Spatial AI is the real-time vision-driven capability that
robots and other devices need to understand and interact in-
telligently with the spaces around them, while satisfying the
constraints such as power usage, compactness, robustness
and simplicity enforced by real products. Davison [12],
set out the case that there are still orders of magnitude
of improvement needed in efficient performance to deliver
the capabilities needed for breakthrough products such as
lightweight home robots or AR glasses. Prototype real-time
scene understanding systems in academia such as Seman-
ticFusion [25] require heavy computing resources while de-
livering a fraction of the capability needed. While there
is much ongoing effort in industry to optimise and engi-
neer such methods for embedded implementation, we be-
lieve that there are many fundamental changes needed still
to cross this gap across algorithms, processors and sensors.
In this follow-on paper we present the case for Gaus-
sian Belief Propagation (GBP) as a very strong algorith-
mic framework for the distributed, generic and incremental
probabilistic estimation we need in Spatial AI.
GBP is a special case of general Loopy Belief Propaga-
tion, where an estimation problem represented by a factor
graph can be solved in an iterative manner by computation
at the nodes of the graph and purely local message passing
between then. It is at heart a simple algorithm but can in
our experience be subtle to understand. Alongside broader
discussion, we therefore give a very detailed derivation of
BP and GBP from first principles, and link it directly with
the factor graph and non-linear optimisation methods and
terminology commonly used in robotics and computer vi-
sion. We present some demo implementations for 1D and
2D SLAM-like problems, with open source Python code
available for readers to experiment further.
GBP is not novel, and has even previously been tested
in SLAM settings [33], but has not yet been seriously used
in practical Spatial AI problems. We believe that recent ad-
vances in computing hardware in particular make this the
right time to re-evaluate its properties.
1.1. Spatial AI and Computer Architecture
Spatial AI at its core is a problem of incremental esti-
mation, where a persistent scene model, with static and dy-
namic elements, must be stored and updated continually us-
ing data from various sources. Some data will be a flow of
geometric measurements from a metric sensor; other data
could be labelling output from a neural network; and yet
more could be prior information from assumptions made at
the start of the mapping process or communicated later on,
such as the calibration parameters of a robot’s drive sys-
tem. All of this data must be combined consistently into the
chosen scene representation, which could be complicated
and heterogeneous, consisting of multiple geometric and
semantic representations such as meshes, volumes, learned
shape spaces, semantic label fields, or the estimated loca-
tions of parametric CAD objects.
Current prototype Spatial AI systems, attempting to pro-
cess this heterogeneous flow of data into complicated per-
sistent representations via various estimation techniques,
often have severe performance bottlenecks due to limits
in the capacities of computation load, data storage or data
transfer. We think that there are two promising and paral-
lel lines of attack to enable progress here. One is to fo-
cus on scene representation, and to find new parameterisa-
tions of world models which allow high quality scene mod-
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els to be built and maintained much more efficiently. The
CodeSLAM [6] and SceneCode [47] projects for instance
are steps in this direction, using deep learning to find coded,
compressed representations of geometry and semantic la-
bels which can then be optimised to fuse multi-view data.
The other is to look towards the changing landscape in
computing and sensing hardware. (We highly recommend
the recent PhD thesis of Julien Martel for ambitious think-
ing about this whole area [23]). Computing hardware is at
the beginning of a revolution, as we move away from re-
liance of processors and storage designed either for com-
pletely general purpose use (CPUs) or computer graphics
(GPUs) towards an era where AI, and perhaps Spatial AI in
particular, are significant enough applications to drive the
development of custom computing hardware.
Fitting computer architecture to applications, in particu-
lar with the aim of reducing power usage while maintaining
performance, certainly entails massive parallelism [40]; but
also, fundamentally, intermingling data storage and com-
putation to reduce the ‘bits × millimetres’ through which
data is moved. GPUs are now one of the main workhorses
of AI computation, and are certainly very good for certain
tasks in computer vision, but we believe that the future of
Spatial AI compute will require much more flexible storage
and computation. This is particularly true due to the closed-
loop, incremental nature of Spatial AI, where new data must
be continually compared to and combined with stored mod-
els. In SemanticFusion, a GPU is used for tasks such as
CNN label prediction and dense image alignment. In indus-
try, many specialised chips and architectures are emerging
to accelerate important computer vision algorithms such as
feature detection and tracking or even a whole visual odom-
etry pipeline, and certainly there is a great deal of effort
on developing specific architectures for CNNs. However,
as examined in [12], a complete Spatial AI system requires
many other computations, and current prototypes rely heav-
ily on CPU work, main RAM storage, and high bandwidth
data transfers.
New graph processors designs such as Graphcore’s
IPU [1] are emerging which have taken quite general de-
sign choices towards enabling a different type of process-
ing. The IPU is a massively parallel chip, but where the
processing cores are embedded in a large amount of high
performance on-chip memory which can be used generally
for local storage and inter-core communication. In the IPU,
computation works best when the storage it needs can be
distributed around the chip close to the cores and there is
no need ever to communicate with external off-chip mem-
ory. However, the total on-chip memory is relatively small
compared to off-chip RAM so algorithmic choices to ‘re-
compute instead of store’ are advantageous.
Thinking even more generally, we can predict a fu-
ture where many intelligent devices operate in a coordi-
nated way within a space, some of them quite simple, and
where efficiency in each device emphasizes local computa-
tion (‘edge compute’) and minimal inter-device communi-
cation. If these devices are to coordinate to estimate global
quantities, the computation must also be graph-based and
distributed, with local computation and storage.
1.2. Probabilistic Estimation on Factor Graphs
So we have a strong feeling that algorithms which can
operate with purely local computation and in-place data
storage on a graph, and communicate via message passing,
will fit well with coming computer hardware. Let us con-
sider the computation involved in Spatial AI in more detail.
As laid out in [12], Spatial AI problems inherently involve
various graphs, and that paper made suggestions about the
rough way in which the storage and computation could be
jointly arranged. The key point, however, is that in Spa-
tial AI there are various structured sources of uncertain in-
formation (priors, cameras, other sensors) from which, in
real-time, we must extract estimates of quantities (robot lo-
cations, map geometry, map labels, etc.) which are repre-
sented by variables which also have their own structure.
The fundamental theory for consistent fusion of many
uncertain sources of data is Bayesian probability the-
ory [18]. A very powerful and general representation of
the probabilistic structure of inference problems is the fac-
tor graph. A factor graph is an undirected bipartite graph
whose nodes are either variables or factors. The variables
are numerical parameters of a system whose values we wish
to estimate, but are not directly observable. The factors
which join these variables represent constraints imposed by
measurements from sensors or other information about the
system (such as priors) which we are directly able to access.
Each factor is connected to the subset of variables it de-
pends on, and specifies the probabilistic dependence of the
observed measurement on the values of those variables. A
variable is denoted xi, and a factor is denoted fs. The sub-
set of variables which is connected to a particular factor fs
is denoted xs. The interpretation is that fs(xs) = p(zs|xs)
is the probability of the numerical measurement zs captured
at node s given the variables xs.
The bipartite connection pattern of a factor graph de-
fines the factorisability structure of the whole probabilistic
model, in that all factors fs are independent of each other.
The vector of all variables is x = (x1, x2, . . .)>, and there-
fore the total joint probability distribution over all variables
is the product of all factors:
p(x) =
∏
s
fs(xs) . (1)
Interesting estimation problems in computer vision and
robotics can invariably be analysed to determine their fac-
tor graph structure, and Dellaert and colleagues in particular
[13] have played a very important role in increasing under-
standing of the power of the factor graph formulation in our
field.
Now, as we will see, since each factor is a function of
some subset of the variables, this joint distribution is some
tangled function of all of the variables involved in the graph.
Our goal in inference is to separate out one or more more
variables of interest (or all of them) and determine their
marginal probability distributions: individual probabilistic
estimates which take all of the measurement information in
the factors into account. The tangled form of the product
which is the full joint distribution means that this is usually
a computationally challenging problem.
The factor graph describing a Spatial AI problem may be
very large and complicated, and will continuously change
due to live, asynchronous measurements. Practical infer-
ence methods therefore often make various approximations,
for instance by ignoring some measurements or priors, or
‘baking in’ certain aspects. For instance, in SemanticFu-
sion (based on ElasticFusion [45]), the 3D reconstruction
component runs by decoupling camera tracking and map
updates into independent, alternating estimation processes,
with only an occasional explicit loop closure optimisation
to take account of camera drift in an approximate way.
Further, the semantic labelling carried out is not used to
improve the geometric estimation in any way, though this
would make a lot of sense (to apply map smoothing to re-
gions confidently labelled as floor or walls for instance).
We know how to represent the ideal joint estimation
problem to take account of these measurements properly
in a factor graph, but it has not been feasible to do infer-
ence on such complicated graphs in real-time in practical
systems, due not only to to computational complexity but
also system design complexity. Again, approximate things
could be done such as pre-smoothing depth maps in re-
sponse to semantic labelling before fusing them into the 3D
model, but this risks dangerous ‘double counting’ of infor-
mation, which is known to lead to over-confident Bayesian
estimates. The effect of a particular prior or measurement
should only appear once in the whole graph.
The purest representation of the knowledge in a Spatial
AI problem is the factor graph itself, rather than probabil-
ity distributions derived from it, which will always have to
be stored with some approximation. What we are really
seeking is an algorithm which implements Spatial AI in a
distributed way on a computational resource like a graph
processor, by storing the factor graph as the master rep-
resentation and operating on it in place using local com-
putation and message passing to implement estimation of
variables as needed but taking account of global influence.
We imagine messages continually bubbling around a large
factor graph, which is changing continually with the addi-
tion of new measurement factors and variable nodes, and
perhaps never reaching full convergence, but always being
close in a way which can be controlled. It may be that es-
timation processes will proceed in an attention-driven way,
using a lot of computation to bring high quality to currently
important areas or aspects, which then are allowed to fade
to a less up-to-date state once attention moves on, in a ‘just-
in-time’ style [43].
We will return to these general ideas in later discussion,
but let us first get more concrete still about probabilistic es-
timation techniques.
1.3. Distributable Estimation using Gaussian Dis-
tributions
Almost all serious, scalable probabilistic estimation is
based on the core assumption of Gaussianity in ‘most’ mea-
surement distributions and ‘most’ posterior variable distru-
butions, ‘most’ of the time. We say this with full knowledge
that many other representations of distributions have been
used, from sampling to other explicit functional parameter-
isations. But again and again, we come back to Gaussians
due to their fundamental properties of fitting real-world sta-
tistical processes and the efficient representation of high-
dimensional distributions they allow as the ‘central’ distri-
bution of probability theory [18].
The most important techniques in current geometric Spa-
tial AI estimation are all Gaussian-based techniques such
as Extended Kalman Filtering and Bundle Adjustment.
Gaussian-based methods have very close links to linear al-
gebra, because optimising Gaussian likelihoods is equiva-
lent to least-squares minimisation which involves the solu-
tion of linear systems. When we write down the joint prob-
ability distribution (Equation 1) represented by a Gaussian
factor graph, the result is a product of Gaussians. Finding
the most probable variable values is equivalent to minimis-
ing the negative log of this probability distribution, which is
a sum of terms which are square functions of the variables.
To find the minimum of this sum, we find the information
matrix which depends of the Jacobians of the measurement
functions with respect to the variables and the precision ma-
trices of the measurements, and then must solve a linear sys-
tem involving this information matrix. (This is done itera-
tively if the Gaussian measurement fuctions are non-linear
in the variables.)
The key to the efficiency of this whole procedure is the
form of the information matrix (which has the same sparsity
structure as J>J, often discussed in optimisation problems,
as long as measurement precision matrices are diagonal),
which must be inverted to solve the linear system. Many
decades of work have been devoted to studying the struc-
ture of this matrix and efficient algorithms for inverting it.
In Spatial AI, extra interest and difficulty is due to the fact
that the estimation problem in question is incremental, with
estimates needed in real-time and measurements continu-
ally arriving. There has been much analysis of the trade-
offs between filtering approaches which marginalise out old
variables such as historic robot pose estimates and others
which repeatedly solve a whole estimation problem from
scratch [38].
Inverting large sparse information matrices has been
tackled with a variety of classic methods which take ad-
vantage of sparsity patterns or some degree of parallelisa-
tion, such as Cholesky decomposition, Conjugate gradients,
Jacobi, Gauss-Seidel, Red-Black ordering, Multigrid, etc.
Good recent discussion of different optimisation methods
in the context of robot vision was given by PhD theses by
Zienkiewicz [48], Engel [15] or Newcombe [27]. Particular
sub-problems in Spatial AI have well-known information
matrix structure. For instance, bundle adjustment for con-
sistent scene reconstruction, where a relatively small num-
ber of cameras observe a large number of 3D points, has
a factor graph where every factor joins one pose variable
to one point variable, and on a CPU is well tackled using
Cholesky decomposition [41], or on a GPU by the conjugate
gradient method [46]. Surface reconstruction on a regular
grid, where measurements from a sensor are combined with
smoothness priors, can be parallelised with methods like the
Primal Dual algorithm [8] Pure visual-inertial odometry can
be tackled well with sliding window filtering or non-linear
optimisation [26, 21].
However, as discussed earlier, prototype general Spatial
AI systems need to have all of these elements and much
more, and highly-tuned specific estimation modules have
often been thrown together in unsatisfactory ways, requir-
ing a lot of approximation of probabilistic structure or heavy
computing resources, in particular with large data flows
in and out of CPU RAM. General, efficient and scalable
Spatial AI estimation needs to cope with various different
dynamic factor graph patterns, involving priors and many
types of measurements flowing into the graph. We need
computation, storage and data transfer characteristics well
matched to both the modules and their interfaces, and al-
lowing practical incremental estimation.
Approaches such as iSAM2 from Kaess et al. [19] stand
out as progress on taking a flexible approach to scalable in-
cremental estimation. iSAM2, a CPU algorithm, uses a dy-
namic data structure called the Bayes Tree to represent a
good approximation to the full factor graph of SLAM prob-
lems in such as way that most updates can be carried out
with local message passing, with a more substantial editing
operation needed only in response to rarer events such as
loop closure.
We share the idea with iSAM2 of a factor graph as the
master representation, but with graph computing hardware
in mind we believe that we should be even more flexible.
If we wish estimation on factor graphs to have the proper-
ties of purely local computation and data storage, we must
get away from the idea that a ‘god’s eye view’ of the whole
structure of the graph will ever be available. We are guided
towards methods where each node of a processing and stor-
age graph can operate with minimum knowledge of the
whole graph structure — at a minimum, only purely local
information about itself and its near neighbours.
This is the character of belief propagation, which in its
purest form allows in-place inference on a factor graph with
entirely local storage and processing. Each variable and fac-
tor node processes messages with no knowledge about the
rest of the graph other than its direct neighbours, and BP
can converge with arbitrary, asynchronous message passing
schedules which need no global coordination. In a certain
sense, an algorithm which works like this represents ‘as-
suming the worst’ — that no knowledge of the structure of
an estimation problem is available to enable intelligent de-
sign of processing.
This is the reason both that BP is well worth studying as
an end point in a continuum of possible methods, but also
that it is unlikely to form the whole solution to practical
estimation. What we foresee is that BP could form a gen-
eral estimation ‘glue’ between specifically engineered hard-
ware/software modules for particular tasks; or be particu-
larly valuable in highly dynamic, rapidly reconfiguring es-
timation problems where management of computation can
carry on in a decentralised way.
We will show that Gaussian Belief Propagation is a gen-
eral tool which can be formulated for any standard problem
that can be formulated as a factor graph, and can for in-
stance handle non-linear measurement models and robust
kernels.
Gaussian Belief Propagation has an extensive literature,
and we are not the first to consider applying it to vision,
robotics and SLAM problems, although we believe that
it has received much less interest than it deserves in this
context. Non-Gaussian Belief Propagation is much better
known as a technique in computer vision for image process-
ing tasks on regular image grids. Weiss and Freeman [44]
did important work showing the generality and correctness
of loopy GBP in an AI context.
Most relevant to us, Ranganathan et al. in their ‘Loopy
SAM’ paper [33] showed GBP used for a robot mapping ap-
plication, and their experiments have many similarities with
the demonstrations we will give later in this paper. We be-
lieve that despite the promising results in that paper, there
was not much follow-up due to the fact that the majority of
researchers have been concentrating on CPU performance.
Going back further, Paskin et al. [31] built a junction tree of
a filtered SLAM graph which was kept sparse by removing
edges and used GBP for inference. Work on Gaussian Pro-
cesses in loopy graphs such by Sudderth et al. [39] is also
related. More recently, Crandall et al. [10] used discrete BP
to provide an initialisation for bundle adjustment, but then
Figure 1. A variable node x connects to factor nodes including
fs, from which it receives message µfs→x(x).
standard optimisation afterwards.
A more general research area which is strongly related is
Multi-Robot SLAM [34, 9], where many approaches to dis-
tributed mapping have been studied over the years, though
usually not with the granularity of distribution that we are
currently considering and often focusing on the assembly
and sharing of a few discrete maps.
2. Tutorial on Belief Propagation
We will first introduce the general theory of Belief Prop-
agation, focusing on the Sum-Product Algorithm due to
Pearl [32], and following the notation and derivation given
in Bishop’s book ‘Pattern Recognition and Machine Learn-
ing’ [5] (note that this excellent book has now been made
available as a free download). Here the representation of
probability distributions is not specified, and could be dis-
crete probability tables or otherwise. We will go on to de-
rive the specific Gaussian case in Section 3, and readers al-
ready familiar with BP could skip straight to that section.
We give a lot of detail on the mathematical derivations in
these sections, with the aim of making them fully under-
standable for the committed reader.
We start from Equation 1 which defines the probability
distribution over all variables in a factor graph as a prod-
uct of all factors, and remember that in inference we aim
to determine the marginal distribution over variables of in-
terest. Choosing to start with one particular variable x, its
marginal distribution is found by taking the joint distribu-
tion, and summing over all of the other variables:
p(x) =
∑
x\x
p(x) , (2)
where the notation x \ x means all elements of x except x.
For the moment, we will assume that our factor graph
has a tree structure, which means that it has no loops, and
that there is precisely one route through the graph between
any two nodes.
Consider Figure 1 which focuses on an arbitrary variable
xwithin a tree factor graph. Variable x is directly connected
to a number of factors fs. Every other factor in the graph is
connected to x indirectly via exactly one of these factors, so
we can divide the whole graph into the same number of sub-
sets as the factors fs, and write the whole joint probability
distribution as a product of these subsets:
p(x) =
∏
s∈n(x)
Fs(x,Xs) . (3)
Here n(x) is the set of factor nodes that are neighbours of
x; Fs is the product of all factors in the group associated
with fs; and Xs is the vector of all variables in the subtree
connected to x via fs. Now, combining Equations 2 and 3:
p(x) =
∑
x\x
 ∏
s∈n(x)
Fs(x,Xs)
 . (4)
We can reorder the sum and product to obtain:
p(x) =
∏
s∈n(x)
[∑
Xs
Fs(x,Xs)
]
. (5)
It is important to have a good intuition for what has hap-
pened with this switch. Each term Fs(x,Xs) is the product
of many factors; so it is a multivariate function of x and all
of the other variables in that branch of the tree. In Equa-
tion 4, we first multiply all of the Fs terms together, to get
a single joint function of all variables in the whole tree. In
the sum, we then marginalise out over all other variables to
be left with a marginal function only over our variable of
interest x.
In Equation 5, on the other hand, we perform marginal-
isation first, taking each product of factors in a branch
Fs(x,Xs) and summing over all other variables to obtain
a function only of x in the square bracket for each branch.
We then just calculate the product of these branch functions
of x to obtain the final marginal distribution over x.
We can start to see now the idea of using message pass-
ing terminology to describe this process. Continuing to use
Bishop’s notation, we define:
µfs→x(x) =
∑
Xs
Fs(x,Xs) . (6)
This term µfs→x(x) can be considered as a message from
factor fs to variable x. The message has the form of
a probability distribution over variable x only, and is the
marginalised probability over x as the result of considering
all factors in one branch of the tree: it is ‘what that branch
of the tree says about the marginal probability distribution
of x’. If variable x receives such a message from all of the
branches it is connected to, it can pool this information, and
Figure 2. Factor fs connects variable x to M other neighbouring
variables xm ∈ x1 . . . xM , each of which is the root of a sub-
branch containing a product of factors Gm.
Figure 3. xm, one of the variable neighbours of fs, connects fs
to the product of factors Gm(xm,XSm) which we break down as∏
l∈n(xm)\fs Fl(xm,Xml).
calculate its final marginal distribution by simply multiply-
ing these messages together:
p(x) =
∏
s∈n(x)
µfs→x(x) . (7)
Next, we go further into one of the branches of the tree,
and break down the products of factors Fs(x,Xs) as fol-
lows:
Fs(x,Xs) = fs(x, x1, . . . , xM ) (8)
×G1(x1,XS1), . . . , GM (xM ,XSM )
= fs(x, x1, . . . , xM )
∏
m∈n(fs)
Gm(xm,XSm)
(9)
Here, referring to Figure 2, fs, the factor which connects x
to this branch, is a function of x as well as M other neigh-
bouring variables xm ∈ x1 . . . xM . Each of these variables
connects to a sub-branch containing a product of factorsGm
which is a function of variable xm and other variables XSm .
Substituting into Equation 6:
µfs→x (x) (10)
=
∑
Xs
fs(x, x1, . . . , xM ) ∏
m∈n(fs)
Gm(xm,XSm)

=
∑
x1,...,xM
∑
XS1 ,...,XSM
(11)
fs(x, x1, . . . , xM ) ∏
m∈n(fs)
Gm(xm,XSm)

=
∑
x1,...,xM
fs(x, x1, . . . , xM ) (12)∏
m∈n(fs)
∑
XS1 ,...,XSM
Gm(xm,XSm) , (13)
where we have made use of the fact that Xs =
(x1, . . . , xM ,XS1 , . . . ,XSM ) to separate out the sum. We
can now define the second type of message, this time from
variable to factor:
µxm→fs(xm) =
∑
Xsm
Gm(xm,XSm) , (14)
and substitute into Equation 10 to get:
µfs→x(x) =
∑
x1,...,xM
fs(x, x1, . . . , xM )
∏
m∈n(fs)
µxm→fs(xm) .
(15)
We see here one half of the full recursive solution we are
looking for: an expression for messages from factors to
variables in terms of the messages those factors have re-
ceived from other variables. We need just a few more steps
to find ther other half of this. We need to take one more step
deeper into the tree. Consider Figure 3, which now centres
on xm, one of the variable neighbours of fs, which connects
fs to the product of factorsGm(xm,XSm). We break down
this product as follows:
Gm(xm,XSm) =
∏
l∈n(xm)\fs
Fl(xm,Xml) . (16)
We see that the total product factorises into terms
Fl(xm,Xml), each of which is the product of the set of
factors from the whole graph which connects to xm via fac-
tor fl. (We have broken down XSm , the set of all variables
connected to fs via xm, into subsets Xml which connect to
xm via factor fl.)
We substitute this factorisation into Equation 14:
µxm→fs(xm) =
∑
Xsm
∏
l∈n(xm)\fs
Fl(xm,Xml) , (17)
and as we have seen before swap the order of the sum and
product to obtain:
µxm→fs(xm) =
∏
l∈n(xm)\fs
∑
Xml
Fl(xm,Xml) . (18)
Here we recognise the form of a message from factor to
variable as defined in Equation 6, and substitute to obtain:
µxm→fs(xm) =
∏
l∈n(xm)\fs
µfl→xm(xm) . (19)
We now have all we need for the full sum-product algo-
rithm, and can focus on Equations 7, 15 and 19. Equation 7
says that in order to calculate the marginal distribution for x,
we should multiply together all of messages received from
each of its neighbouring factor nodes. Each of those mes-
sages has the form of a probability distribution over x only.
Stepping out to any one of the neighbouring factor nodes,
we see the work that needs to be done at a factor node
in Equation 15. A factor node receives messages from a
number of variables, and must calculate a new message
to send out. The messages that factor has received from
other variables, each of which is a function of that one other
variable, are all multiplied. We then multiply this product
by the probability distribution representing the factor itself.
We then marginalise out all variables other than the one to
which the message will be sent, to leave a function of that
variable only and that is the message that is sent.
One more step out, Equation 19 shows what happens at
a variable node. It receives messages from a number of fac-
tors, all of which are functions of the variable, and multi-
plies these together to generate the message it sends on to
the next factor.
It should now be clear that these two steps are simply re-
peated recursively through the whole tree. In order to find
the marginal distribution for x, we start from all of the leaf
nodes of the factor graph relative to x, which can be ei-
ther variables or nodes, and pass messages inwards towards
x. When each node has received messages from all outer
nodes, it can perform its calculation to generate the correct
message to pass inwards. This continues recursively all the
way to x at the root of the tree.
One remaining detail is how to initialise the leaf nodes,
and this is simply dealt with. A variable leaf node sends a
message µx→f (x) = 1 to its only connected factor, and a
factor leaf node sends µf→x(x) = f(x). These are seen to
be correct from looking at Equations 15 and 19 if we imag-
ine a set of null factors with flat probability distributions
surrounding the main tree.
So we know how to find the marginal distribution at a
chosen node x within a tree by defining that node as the
root and passing messages recursively in towards it from
all of the leaf nodes. If we required marginal distributions
for all variable nodes in the tree, clearly we could simply
repeat this procedure for each one. However, this would re-
quire a huge amount of wasted work. Imagine two variable
nodes which are close together in a large tree. Defining ei-
ther as the root node would lead to large equal branch and
leaf structures in distant parts of the tree, and exactly the
same computation in these regions would be repeated.
In fact, it is quite easy to see that we can find the marginal
distribution for every variable nodes using only double the
amount of work required to find the marginal for one vari-
able. During the leaves-to-root message passing procedure
to find the marginal for x, every variable and factor node
along the way will have received imcoming messages from
all of its neighbours apart from the one to which it must
transmit an outgoing message in the direction towards x.
Once the messages get all the way the x, the root is then
‘fully informed’ and has a final marginal distribution which
takes into account all of the measurement information in the
graph. Therefore, if we now send a second series of mes-
sages outwards from the root back to the leaves, we will fill
in the missing incoming message for every variable node
and can therefore calculate a fully informed marginal for
each one.
So belief propagation is able to efficiently determine
marginal distributions for every variable in a tree graph with
a one time forward/backward sweep of message passing
through the graph. Most factor graphs for practical estima-
tion problems are not trees however, but contain loops. This
leads to two possibilities for the use of BP methods. One is
to convert a general graph into a tree by combining nodes
via graph cliques. These will be perfect trees, but with large
compound nodes, and leads to the junction tree family of
methods. The other is to retain the full loopy graph, but
apply BP methods as if the graph was a tree, and keep iter-
ating until convergence is reached. This approach is called
loopy belief propagation, and has been shown to converge
to useful solutions in many problems. We will test this out
later, but first go on to derive the theory for belief propaga-
tion in the specific case that all probability distributions are
Gaussian.
3. Gaussian Belief Propagation
In the case where the relationship between factors and
variables is linear, and all factors have a Gaussian probabil-
ity distribution, it is well understood that inference leads to
a multivariate Gaussian distribution over the variables. It is
also very well established that factor graphs which have fac-
tors which are Gaussians with non-linear dependence on the
variables can be solved using efficient second order itera-
tive optimisation (this is the class of non-linear least squares
methods).
Here we will show how belief propagation can be imple-
mented in this Gaussian case which is the norm in robotics
and computer vision. Note that we have switched from
scalars to variables here for variable state space.
3.1. Factor Definition
We will start with a general specification of a factor
which will be familiar to anyone used to probabilistic es-
timation in computer vision and robotics. Suppose that a
robot has a sensor which is configured to observe a quantity
which is a function of the state variables of the robot. When
tested, the sensor is found to report measurements which
differ from the expected ‘ground truth’ in a way described
by a Gaussian distribution. We define the associated Gaus-
sian factor as follows:
fs(xs) = Ke
− 12 [(zs−hs(xs))>Λs(zs−hs(xs))] . (20)
This expression represents the probability of obtaining vec-
tor measurement zs from the sensor. Factor fs is a function
of the set of involved variables xs, a subset of the whole
state x. The form of the function is a squared exponen-
tial with a scaling factor K for normalisation whose value
we will not need to calculate. Within the exponential, we
see an inner product. This involves hs, the function which
describes the dependence of the measurement on the vari-
ables, and zs, the value actually measured. Matrix Λs is the
precision or inverse covariance of the measurement.
Note that we can also use factors of this form for priors
which are not sensor measurements but assumptions or ex-
ternal knowledge, such as smoothness priors. We will look
at the details of this in our examples later.
In summary, to specify a Gaussian factor, we need:
• hs(xs), the functional form of the dependence of the
measurement on the local state variables.
• zs, the actual observed value of the measurement.
• Λs, the symmetric precision matrix of the measure-
ment.
3.2. State Representation
In GBP, the probability distributions over state variables
also have a Gaussian form. A Gaussian distribution in the
state space of a particular variable nodem is generally writ-
ten as:
pm(xm) = Ke
− 12 [(xm−µm)>Λm(xm−µm)] , (21)
where µm is the mean of the distribution and Λm is its pre-
cision or inverse covariance. An equivalent alternative form
is:
pm(xm) = K2e
[− 12x>mΛmxm+η>mxm] . (22)
This is the information form, as explained very clearly for
SLAM readers by Eustice et al. [16]. Note the different
constant factor K2 6= K, but we will not need to calculate
the value of either. The information vector ηm is related to
the mean vector by the relation:
ηm = Λmµm . (23)
From here on, we will represent a Gaussian distribution over
vector xm in this information form, using vector ηm and
precision matrix Λm. The information form is preferred to
the covariance form as it can represent rank deficient Gaus-
sian distributions with zero information which would corre-
spond to an infinite covariance along dimensions which are
fully unconstrained. The information form is also conve-
nient as multiplication of distributions is handled simply by
adding information vectors and precision matrices.
3.3. Linearising Factors
As in all types of scalable Gaussian-based estimation, we
need to be able to produce a local linear version of any gen-
eral non-linear factor in the form of Equation 20. Following
Equations 21 and 22, a linear factor has the form of a Gaus-
sian distribution over the variables xs involved in the factor,
expressed either in mean/precision form as:
fs(xs) = Ke
− 12 [(xs−µs)>Λ′s(xs−µs)] , (24)
or information form:
fs(xs) = K2e
[− 12x>s Λ′sxs+η>s xs] . (25)
where mean µs, precision Λ
′
s and information vector ηs are
related by:
ηs = Λ
′
sµs . (26)
Concentrating on the information form of Equation 25, we
need to find the values of ηs and Λs to linearise the nonlinear
constraint of Equation 20 around a state estimate xs = x0.
First, let us rewrite Equation 20 as:
fs(xs) = Ke
− 12Es , (27)
where Es, the least squares ‘energy’ of the constraint, is:
Es = (zs − hs(xs))>Λs(zs − hs(xs)) . (28)
Then we apply the first order Taylor series expansion of
non-linear measurement function hs to find its approximate
value for state values xs close to x0:
hs(xs) ≈ hs(x0) + Js(xs − x0) , (29)
where Js is the Jacobian ∂hs∂xs
∣∣
xs=x0
. Substituting into
Equation 28 and rearranging:
Es = [zs − (hs(x0) + Js(xs − x0))]>
Λs [zs − (hs(x0) + Js(xs − x0))]
= [(zs − hs(x0))− Js(xs − x0))]>
Λs [(zs − hs(x0))− Js(xs − x0))]
= (zs − hs(x0))>Λs(zs − hs(x0))
−(zs − hs(x0))>ΛsJs(xs − x0)
−(Js(xs − x0))>Λs(zs − hs(x0))
+(Js(xs − x0))>ΛsJs(xs − x0) . (30)
The first of the four terms here is a constant which doesn’t
depend on xs, and the second and third are equal (one is
the transpose of the other, and both are scalars), so we can
simplify to:
Es = K3 − 2(zs − hs(x0))>ΛsJs(xs − x0)
+(Js(xs − x0))>ΛsJs(xs − x0)
= (xs − x0)>Λ′s(xs − x0)
−2(zs − hs(x0))>ΛsJs(xs − x0) +K3 ,
where Λ′s = J
>
s ΛsJs. Going further:
Es = x
>
s Λ
′
sxs − x>0 Λ′sxs − x>s Λ′sx0 + x>0 Λ′sx0
−2(zs − hs(x0))>ΛsJsxs
+2(zs − hs(x0))>ΛsJsx0 +K3 . (31)
Here the second and third terms are equal, and the fourth
and sixth are constant, so:
Es = x
>
s Λ
′
sxs − 2x>0 Λ′sxs
−2(zs − hs(x0))>ΛsJsxs +K4 . (32)
From Equations 25 and 27 we see that the least squares en-
ergy in a linear constraint in the information form is:
Es = x
>
s Λ
′
sxs − 2η>s xs . (33)
Matching this with Equation 32:
η>s = x
>
0 Λ
′
s + (zs − hs(x0))>ΛsJs . (34)
And therefore, finally:
ηs = Λ
′
sxo + J
>
s Λs(zs − hs(x0))
= J>s Λs [Jsx0 + zs − hs(x0)] . (35)
To summarise, to linearise a general non-linear factor
hs(xs) around state variables x0, turning it into a Gaussian
factor expressed in terms of xs, we use the linear factor rep-
resented in information form by information vector ηs and
precision matrix Λ′s calculated as follows:
ηs = J
>
s Λs [Jsx0 + zs − hs(x0)]
Λ′s = J
>
s ΛsJs . (36)
3.4. Message Passing at a Variable Node
Let us now consider the computation which happens at
nodes to implement message passing. Remember that in
Belief Propagation, messages always have the form of a
probability distribution in the state space of the variable
node either sending or receiving the message. In GBP, each
message will therefore take the form of an information vec-
tor and precision matrix in that state space.
First, we consider the processing that happens at a vari-
able node xm during message passing. A variable node is
connected to a number of factors, and during a typical mes-
sage passing step it receives incoming messages from all of
these except one, and must generate an outgoing message to
send to the remaining factor. Here we follow the recipe of
Equation 19. All of the messages involved are in the state
space of node xm. We simply need to multiply together all
of the incoming messages to generate the outgoing message.
Each incoming message µfl→xm(xm) is represented by
an information vector ηml and a precision matrix Λml. We
obtain the information vector and precision matrix of the
outgoing message µxm→fs(xm) by simply adding:
ηms =
∑
l∈n(xm)\fs
ηml (37)
Λms =
∑
l∈n(xm)\fs
Λml . (38)
This is because when we multiply several Gaussian expres-
sions of the form in Equation 22, we add the exponents.
3.5. Message Passing at a Factor Node
A factor node receives incoming messages from a num-
ber of variable nodes, and must process these to produce
an outgoing message to the target variable node. Follow-
ing Equation 15, the incoming messages are multiplied to-
gether, and this product is also multiplied by the factor dis-
tribution itself. Now each of the incoming messages is a
function of the state space of the variable node it comes
from, while the factor potential is a function of all of the
variables connected to the factor, including the output vari-
able. The full product is therefore also a function of all
variables. Finally, all variables other than the output vari-
able are marginalised out from this joint distribution, and
the result is a function only in the output variable’s state
space, and this is the outgoing message.
The general non-linear factor hs(xs) must be first lin-
earised to an information vector ηs and precision matrix Λ
′
s
as in Equation 36. This linearisation requires anchor values
x0 of all of the connected variables, including the output
variable. This can be done once every message passing step,
or much less frequently. Clearly if a factor is a linear func-
tion in the first place then we formulate the linear constraint
once and do not need to change it.
To the information vector and precision matrix represent-
ing the constraint, we add the incoming messages from in-
put variables. This vector and matrix addition is done ‘in
place’. In the vector of variables xs associated with the fac-
tor, there should be a partitioning into contiguous sets which
come from each connected variable node. E.g. let us con-
sider a factor with three connected variable nodes, where
m1 m2 are input nodes and m3 is the output node in this
case. In the factor definition:
xs =
 xsm1xsm2
xsm3
 . (39)
The information vector and precision matrix are partitioned
in the same way:
ηs =
 ηsm1ηsm2
ηsm3
 (40)
Λ′s =
 Λ′sm1m1 Λ′sm1m2 Λ′sm1m3Λ′sm2m1 Λ′sm2m2 Λ′sm2m3
Λ′sm3m1 Λ
′
sm3m2 Λ
′
sm3m3
 . (41)
So when conditioning on the messages coming from input
notes m1 and m2 we get:
ηCs =
 ηsm1 + ηm1sηsm2 + ηm2s
ηsm3
 (42)
Λ′Cs =
 Λ′sm1m1 + Λm1s Λ′sm1m2 Λ′sm1m3Λ′sm2m1 Λ′sm2m2 + Λm2s Λ′sm2m3
Λ′sm3m1 Λ
′
sm3m2 Λ
′
sm3m3
 .
(43)
To complete message passing, from this joint distribution
we must marginalise out all variables but those of the output
node, in this example m3. Eustice et al. [16] give the for-
mula for marginalising a general partioned Gaussian state
in information form. If the joint distribution is:
η =
(
ηα
ηβ
)
(44)
Λ =
[
Λαα Λαβ
Λβα Λββ
]
, (45)
then marginalising out the β variables to leave a distribution
only over the α set is achieved by:
ηMα = ηα − ΛαβΛ−1ββηβ (46)
ΛMα = Λαα − ΛαβΛ−1ββΛβα . (47)
To apply these formulae to the partitioned state of Equa-
tions 42 and 43, we first reorder the vector and matrix to
bring the output variable to the top. For our example where
m3 is the output variable, we reorder the conditioned vector
and matrix:
ηCs =
 ηCsm1ηCsm2
ηCsm3
 (48)
Λ′Cs =
 Λ′Csm1m1 Λ′Csm1m2 Λ′Csm1m3Λ′Csm2m1 Λ′Csm2m2 Λ′Csm2m3
Λ′Csm3m1 Λ
′
Csm3m2
Λ′Csm3m3
 (49)
to:
ηCRs =
 ηCsm3ηCsm1
ηCsm2
 (50)
Λ′CRs =
 Λ′Csm3m3 Λ′Csm3m1 Λ′Csm3m2Λ′Csm1m3 Λ′Csm1m1 Λ′Csm1m2
Λ′Csm2m3 Λ
′
Csm2m1
Λ′Csm2m2
(51)
We then identify subblocks α = m3 and β = m1m2 be-
tween Equations 44, 45 and Equations 50, 51, and apply
Equations 46 and 47 to obtain the marginalised distribution
over m3 which forms the outgoing message µfs→xm3 to
variable node m3.
3.6. Implemention Details
One of the great strengths of GBP is the straightfor-
ward and fully local nature of implementation. We believe
that whereas previous estimation methods are instantiated in
large and highly optimised ‘solver’ libraries for a CPU, the
details of GBP can be easily and efficiently implemented on
any particular distributed platform, and what is more likely
to emerge is a set of standard formats for how these plat-
forms should pass messages between them, befitting our
prediction of great value for GBP as the glue between other
estimation methods.
Our current simple CPU implementation is a prototype
for future implementation on a graph processor or other dis-
tributed device, and therefore has decentralisation of data
and processing into classes. A VariableNode or FactorNode
class object is instantiated for each node of the factor graph.
Specialisations of these implement the particular state space
and factor function models of the graph in question, and the
algorithms for message passing. However, these classes do
not store any state information. An Edge object is instanti-
ated for every connection between a variable and a factor,
and stores the latest VariableToFactorMessage and Factor-
ToVariableMessage for this link. So when a VariableNode
or FactorNode needs to carry out a message passing step,
it reads the appropriate incoming messages from all Edges
it is connected to apart from one, performs the calculation,
and then writes its outgoing message to the other Edge.
If we wish to form a best up-to-date estimate at a Vari-
ableNode at any point in time, for instance for visualisation,
we can read and add FactorToVariableMessages from all
connected Edges. Similarly, if a FactorNode reads and adds
all incoming VariableToFactorMessages to its factor poten-
tial at any moment, we get the current estimate of its energy
based on all information available, which can be used for
instance to relinearise it (or as we will see later, to apply a
robust weighting).
In the limit of a purely distributed implementation, each
node (either variable or factor) could be hosted on separate
processor, or tile of a graph processor. The most intensive
computation a node needs to carry out is the matrix inver-
sion needed for marginalisation at a factor node (Λ−1ββ for
use in Equations 46 and 47). The dimension of this matrix
is usually small. In the common case of graphs with only
unary or binary factors (which connect to one or two vari-
able nodes), the maximum dimension of β is the maximum
individual variable node dimension.
As we will see in our demonstrations, we have found
the convergence of GBP to be remarkably independent of
the ordering of message passing schedules, and this is very
promising for wide adoption particularly in cases of mul-
tiple independent devices. Initialisation is usually also not
problematic, because our parameteristion of Gaussian dis-
tributions in the information form means that we can safely
represent the uncertainty over variables even if the factors
connecting to them do not fully constrain their degrees of
freedom (i.e. the precision matrices are singular) and co-
variances would not be defined. However, if we do wish to
visualise uncertainties from a covariance we can add weak
stabilising unary factors.
4. Examples
Before discussing more general issues, we now give ex-
amples of simple implementations of GBP in settings rele-
vant to Spatial AI.
4.1. 1D Surface Reconstruction
In our first example, the goal is to reconstruct a height
map surface from a set of point measurements. Each mea-
surement has a perfectly known horizontal position, and
Gaussian uncertainty in the vertical direction. We also have
a Gaussian smoothness assumption over the surface.
We consider a one-dimensional height map here. We
wish to estimate the surface heights at a quantised set of
horizontal positions, and define a variable node for each of
these. There are an abitrary number of measurements, each
of which is associated with a factor node. The smoothness
model is a Gaussian constraint on the relative height of ev-
ery pair of consecutive variables, so there is another set of
factor nodes joining these neighbours. The factor graph of
this problem is visualised in Figure 4.
Each variable node mi has a fixed x coordinate xmi ,
and a height ymi to be estimated, and therefore a one-
Figure 4. Factor graph for 1D surface reconstruction. Blue vari-
able nodes are evenly spaced along the surface. Every consecutive
pair is linked by a smoothness factor (orange, in line with the vari-
able nodes); and where available, also by one or more measure-
ment factors. Since all factors are linear, we combine all factors
between a pair of variables into a single compound factor, to give
the purely linear factor graph shown at the bottom.
dimensional state variable space:
xmi =
(
ymi
)
. (52)
Each measurement has a fixed and perfectly known x loca-
tion xs, and a scalar height measurement zs =
(
ys
)
. All
height measurements have a fixed measurement precision:
Λs =
[
1
σ2m
]
. (53)
A measurement at horizontal location xs is assumed to have
a linearly interpolated dependence on the state variables
having x coordinates xm1 and xm2 which lie either side of
it. We define:
λs =
xs − xm1
xm2 − xm1
(54)
to be the fraction of the horizontal displacement between
the two variable nodes at which the measurement applies,
and therefore deduce the measurement function:
hs(xm1 ,xm2) =
(
(1− λs)ym1 + λsym2
)
, (55)
with Jacobian:
Js =
(
1− λs
λs
)
Λs
(
1− λs λs
)
. (56)
Additionally, a simple smoothness factor is defined between
every pair of consecutive variable nodes. We have:
hp(xm1 ,xm2) =
(
ym2 − ym1
)
, (57)
with scalar ‘measurement’ zp =
(
0
)
, Jacobian:
Jp =
( −1
0
)
Λp
(
0 −1 ) , (58)
and fixed precision:
Λp =
[
1
σ2p
]
. (59)
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Figure 5. 1D surface fitting. Measurements are shown with their uncertainty as ±1σ error bars in red, and 41 evenly spaced variable state
estimates also with ±1σ error bars in white. Each measurement defines a factor involving the two horizontally closest variables, and a
smoothness factor also joins every pair of adjacent variables. Variables which have not yet received an informative message are initialised
to a default zero value with large variance. The top row shows a serial floodfill message passing schedule, where variables and factors
pass messages one by one, first from left to right and then back from right to left. The numbers mean the number of messages that have
been passed. After 80, information has propagated all the way from left to right and we see the expected ‘open ended’ variable estimates
which are only informed from the left. Messages return back from right to left and by 160 we have reached a full (equivalent to batch)
solution, where we see each variable correctly influenced by both measurement and smoothness terms (with larger variances far from
measurements). For comparison, the bottom row shows the worst case for message passing of a purely random schedule. At each step we
randomly choose one of the 80 edges which connects a variable to a factor, and also randomly choose to pass a message either from factor
to variable or from variable to factor. Clearly this is a very inefficient strategy, especially for a serial processor, and many messages must
be passed; but eventually after several thousand random messages we reach the same globally correct solution.
We linearise the factors, and for each pair of variables we
can add any measurement factors containing them onto the
smoothness factor which already connects them. This leads
to a purely linear graph (variable to factor to variable to
factor. . . ) with no loops, and therefore GBP is known to
converge perfectly with one pass in each direction.
We have implemented this example in a simple CPU
Python simulator, with a measurement dataset read in from
a text file and interactive graphics, available at http://
www.doc.ic.ac.uk/˜ajd/bp1d.py. The code re-
quires a straightforward Python3 installation with NumPy
for numerics and PyGame for interactive visualisation.
Figure 5 shows screenshots from the simulator, and the
caption explains the progress of GBP estimation for two
types of message passing schedule which represent the two
extremes of efficiency for serial processing. In the top row
of figures, we see a ‘floodfill’ scenario, where messages
start from the leftmost variable and are passed one by one
all the way along the chain of variables and factors to the
far right, then all the way back. With one full traversal in
both directions, all variables and factors are fully ‘informed’
from all parts of the graph, and we achieve the globally op-
timal solution. In the bottom row, we see the progress in-
stead of a fully random message passing schedule, where
many steps will incur wasted work if the variable or fac-
tor sending the message has not itself updated since its last
message. However, the most interesting thing to observe
here is that full convergence to the global optimum is still
reliably reached after some thousand iterations, with purely
random and distributable processing.
4.2. 2D Pose Graph
Our second example is a linear 2D pose graph, a simple
version of the pose graph optimisation problem in mobile
robotics where many robots or a single exploring robot must
estimate their global locations from a network of purely rel-
ative measurements. This application of GBP is still linear,
but now loopy, and therefore iterative message passing will
certainly be needed to approach a global solution.
The factor graph under consideration is shown in Fig-
ure 6. In detail, each variable node has two degrees of free-
dom for its position on the 2D plane:
xmi =
(
xmi
ymi
)
. (60)
Each factor is a 2D Euclidean relative pose measurement zs
between two nodes, with measurement function:
hs(xmi ,xmj ) = xmj − xmi , (61)
Figure 6. Factor graph for a 2D pose graph problem. Variable
nodes (blue) scattered around the 2D plane are linked by randomly
generated measurement factors (orange) between nearby nodes.
Note that in our implementation we also use some absolute pose
unary factors on the variables (one strong, to anchor one variable,
the others very weak), which are not visualised here.
and fixed measurement precision:
Λs =
[
1
σ2m
0
0 1σ2m
]
. (62)
Measurement function hs is linear so we only need to con-
struct the linear constraint once. Given the Jacobian:
Js =
[ −1 0 1 0
0 −1 0 1
]
, (63)
we construct information vector ηs and precision matrix Λ
′
s
using Equation 36. Note that when the measurement func-
tion is linear as it is here, Jsx0 = hs(x0) and those two
terms cancel out, so simply ηs = J
>
s Λszs.
We set up a simulation (code for our Python simulator is
available from http://www.doc.ic.ac.uk/˜ajd/
bpmap.py). We define 20 variable nodes, which have ran-
domly generated ground truth locations on the 2D plane. 50
measurements are also generated, each of which randomly
connects two variable nodes, and which has a randomly
generated measurement value sampled from a Gaussian dis-
tribution around the ground-truth value with precision Λs.
We also add a weak unary pose factor to each variable node.
These factors have identity measurement functions and Ja-
cobians. One chosen variable has a much stronger unary
pose factor. This means that the whole network will be an-
chored.
So each variable node has zero or more randomly con-
nected measurement factors. We visualise the progress of
a simulated parallel message passing schedule in Figure 7,
and discuss its progress in the caption, including a compari-
son with a full batch solution. This batch solution is formed
by adding all linearised factors into a single large informa-
tion matrix, and inverting this matrix to find the mean and
covariance of all variables.
We observe that in this small graph, it takes a rather large
number of iterations for the means to converge to estimates
which are indistinguishable from the batch solution, but we
should note that relative estimates in the graph are obtained
after fairly few steps. For instance, if we look at the result
after 6 steps in Figure 7, nodes nearby in the graph have
mean estimates which differ from the batch solution by very
similar offsets. At the stage the estimates in the graph are
most likely highly useful for any application where relative
information is important, such as robot navigation. The dif-
ference between 6 steps and 171 steps is that the rooted node
with a strong pose factor is finally able to propagate abso-
lute information around the whole graph. The covariances
of the estimates are overconfident, which is a well known
property of GBP, with generally greater overconfidence for
nodes which are highly inter-connected graph regions.
In the final panel of the figure, we give an example of
the extreme flexibility of GBP estimation, and the ability of
decentralised estimation methods to work in an editable, re-
versible way. After convergence, we change the precision
of all of the factor nodes to a stronger value, and the result
of this quickly propagates through the graph, with no global
coordination needed. Any number of dynamic changes like
this can easily be dealt with, which we think will be im-
portant in the future of Spatial AI, where for instance some
human input or machine learning process produces an up-
dated value of a prior assumption (e.g. surface smoothness)
which with most estimation methods would have become
‘baked into’ the representation.
4.3. Related Work
Pose graph optimisation is a heavily studied problem in
robotics and computer vision, and the state of the art in
academia is represented by excellent open source libraries
such as g2o [20], GTSAM [13] and Ceres [3]. These li-
braries run on the CPU, and use methods such as sparse
Cholesky decomposition to efficiently factorise the invert
the information matrix of large problems. We make no
claims that GBP is competitive with such methods on a
CPU, because it requires many iterations. As noted before,
the structure of doing processing with a CPU and unified
memory storage allows ‘god view’ analysis of an optimisa-
tion problem and the determination of very efficient solvers.
Presumably industry has in-house versions of these which
are even more efficient.
Our argument in favour of GBP is about its suitability
for different computing architectures such as graph proces-
sors with fully distributed processing and storage; and also
its high flexibility and usefulness in handling the heteroge-
neous, always-changing graphs in Spatial AI. On hardware
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Figure 7. 2D linear pose graph, showing iterations of a random message passing scheme. The ground truth locations of variable nodes are
shown in white, with estimates in blue (mean point locations and one sigma covariance as a circle). Each grey line is a measurement factor
connecting two variables. There are 20 variable nodes and 50 measurements. Each variable also has a weak absolute pose factor, except
for the anchored variable at the bottom centre of the scene which has a strong absolute pose factor, and these pose factors pass messages
once to their variables at initialisation. Message passing then proceeds in the steps shown, simulating a parallel message schedule where at
each step first every variable passes a message to all of the measurement factors it connects to, and then every measurement factor sends a
message to every variable it connects to. In each sub-figure, on top of the incremental estimation we also show in green the batch solution
to the full pose graph problem (mean point and one single covariance as a circle). We see that only a few steps are needed for the graph
to reach good relative estimates (e.g. after 6 steps, where we see an almost constant shift between the GBP and batch solutions for nearby
nodes). After 171 steps, information has fully propagated from the anchored node and the mean estimates from GBP are indistinguishable
from the batch solution, though the covariances are in many cases overconfident. In the final panel we show that after convergence (or at
any other time) we can make dynamic and local changes to the factors, the effects of which are transmitted to the whole graph with no
changes to the GBP algorithm. Here we increase the precision of all measurement factors which changes the mean estimates because the
weak pose factors are trusted less. (Note that we did not account for this in the green batch solution shown, which does not change.)
like a graph processor, our measure of what is an efficient
algorithm needs to change from the CPU standard of total
computation time. The performance of an algorithm on a
graph processor depends on its need for distributed compu-
tation, storage and data tranmission, and probably a suitable
measure should be multi-dimensional.
Within well known methods for CPU pose graph opti-
misation, the ones that are closest to GBP with a random
message schedule are those based on Stochastic Gradient
Descent, such as by Olson et al. [30] or Grisetti et al. [17].
We have not had the chance to make a head to head perfor-
mance comparison with these first order methods, though
GBP certainly has some appealing positive points even on
the CPU, such as no need for the tuning of gain constants.
5. Robust Factors using M-Estimators
Most practical estimation methods in computer vision
and robotics take account of the fact that sensors, espe-
cially outward-facing ones like cameras, have a measure-
ment probability distribution which is not truly Gaussian.
The classic behaviour is that the distribution is closely
Gaussian when the sensor is essentially ‘working’, and re-
porting measurements that are close to ground truth apart
from small variations due to quantisation and similar, but
then some percentage of the time the sensor will report
wildly incorrect ‘garbage’ measurements. For instance, if
a camera is reporting the image location of matched image
features, false correspondences happen sometimes and give
measurements arbitrarily far away from ground truth. If we
plot the measurement distribution of such a sensor we see
a distribution which looks like a Gaussian centrally but is
more ‘heavy-tailed’.
In optimisation and estimation, such behaviour is mod-
elled using a family of ‘robust’ functions called M-
Estimators. Here we will show that these robust functions
can be easily incorporated into GBP with completely local
processing.
Consider a standard measurement factor defined as in
Equation 20 and linearised as in Equation 36. The form
is:
fs(xs) = Ke
− 12Es , (64)
where Es, the least squares ‘energy’ of the constraint, is:
Es = (zs − hs(xs))>Λs(zs − hs(xs)) . (65)
The term:
Ms =
√
(zs − hs(xs))>Λs(zs − hs(xs)) (66)
is the Mahalonobis distance, representing the number of
standard deviations that the measurement is away from the
mean of the distribution, and so for a standard Gaussian
constraint we use a simple square Es = M2s . In robust
estimation, we vary this by setting a threshold level on Ms
beyond which we change the energy to a function which
rises less steeply.
Let us first consider the commonly used Huber function
which transitions from quadratic to a straight line beyond
a threshold Ms ≥ Nσ . A factor with Huber loss has the
following form:
fs(xs) =
{
Ke−
1
2M
2
s Ms ≤ Nσ
Ke−(NσMs−
1
2N
s
σ) Ms ≥ Nσ
, (67)
such that the two parts of the function match up in terms of
both value and gradient at the discontinuity Ms = Nσ .
Now, in GBP, every message takes the form of an infor-
mation vector and precision matrix representing a Gaussian
distribution. So what we do to represent the effect of the
non-Gaussian part of a robust factor is to find the Gaussian
distribution which has the same value energy, and pass a
message with that precision instead. This is similar to the
Dynamic Covariance Scaling method in [2]. We ask what
Mahalonobis distance we must be from the mean in a stan-
dard quadratic energy to be equivalent to the Huber energy
in the linear region. Specifically, we need to find MsR such
that:
1
2
M2sR = NσMs −
1
2
Nsσ . (68)
Rearranging we find:
MsR =
√
2NσMs −N2σ . (69)
And therefore:
kR =
M2sR
M2s
=
2Nσ
Ms
− N
2
σ
M2s
(70)
is the factor by which the energy of the constraint should
be reduced. Remembering the information form of Equa-
tion 25, we see that this is achieved by multiplying both the
precision matrix Λ′s and information vector ηs by this factor.
So, to summarise, to use a Huber norm on a factor, ev-
ery time that factor is to pass a message we first use all the
latest incoming messages from variables in order to form
its state vector xs, and then evaluate the current Mahalono-
bis distance Ms using Equation 66. We test this against the
Nσ cutoff we have set for this factor (which might be 4.0
or something similar), representing the number of standard
deviations from the mean for which we expect Gaussian be-
haviour. If Ms ≤ Nσ we are in the Gaussian zone and
use the standard linearised precision matrix and informa-
tion vector for the message calculate. If Ms ≥ Nσ , we
temporarily scale Λ′s and ηs by factor kR as calculated in
Equation 70 for the purposes of this message pass only.
We can use the same method to handle other robust
norms. For instance, a function which is Gaussian up to
Ms ≤ Nσ and then constant beyond is implemented with a
factor kR =
N2σ
M2s
.
We will see that these robust factors allow lazy data asso-
ciation during GBP (reminiscent of [29]), where the robust
status of factors can change dynamically during ongoing
graph optimisation, giving the ability to reject poor mea-
surements immediately or after enough contradictory alter-
native data has been received.
An interesting future area for research is a multi-modal
approach where we might initialise multiple robust factors
with different precision values to represent a single mea-
surement, and allow them to ‘fight it out’ over iterations of
BP to find the best supported hypothesis, and achieving a
discrete model-selection capability.
Figure 8. Factor graph for a 2D SLAM problem. Blue nodes are
variable nodes describing the robot position while red nodes are
landmark variable nodes. The orange squares are factors repre-
senting 2D constraints.
6. Incremental SLAM
We will now show how GBP can be straightforwardly
applied to an ever-changing SLAM graph, including the op-
tional use of robust factors to account for poor data associ-
ation.
6.1. Incremental SLAM with Standard Gaussian
Factors
First we will tackle incremental SLAM but using stan-
dard Gaussian factors. We simulated a 2D cartesian SLAM
problem, where as a ‘robot’ translates it leaves a history of
pose variable nodes, with each consecutive pair joined by
a factor on their relative locations representing a measure-
ment from odometry (see Figure 8). Scattered throughout
the simulated 2D environment are landmarks the robot can
observe. From each new robot pose, factors are added to the
graph to represent measurements of the landmarks withing a
bounded distance. All measurements in the simulation have
randomly sampled Gaussian noise, using different but con-
stant covariances for the odometry factors and measurement
factors respectively; the factors in the graph are initialised
with the corresponding precision matrices. There is no rota-
tion in the simulation, and all measurements are in cartesian
space, so this is again a formulation where the dependence
of measurements on variables is purely linear, and the math-
ematical details of variable and factor message passing are
the same as in the 2D constraint graphs of Section 4.2. We
have a strong pose factor attached to the first robot variable
node, anchoring this node and effectively defining the coor-
dinate frame for SLAM.
We visualise the progress of SLAM estimation in
Figure 9. In our simulation, which is available from
http://www.doc.ic.ac.uk/˜ajd/bpslam.py,
keyboard controls w,a,s,d can be used to move the robot,
and the factor graph is generated automatically and incre-
mentally. In the background, we run a continuous schedule
of simulated parallel message passing. At each step, all
variables use their waiting incoming messages to calculate
outgoing messages to all connected factors. Then, in
alternation, all factors do the same thing. The variables
and factors in the dynamically changing graph are stored
in dynamic vector data structures and we can easily iterate
through all of them as the vectors grow. The figure shows
that we make SLAM estimates which are consistent with
a batch solution, and that GBP can comfortably cope with
the dynamically changing graph, including major events
such as loop closure.
6.2. Incremental SLAM with Robust Factors
In Figure 10 we now see the performance of GBP for
incremental SLAM when a random 150 of all measure-
ments have a large error added, and all factors now use
a robust Huber kernel. This can be tried out as part
of the same simulation http://www.doc.ic.ac.uk/
˜ajd/bpslam.py, pressing ‘r’ to enter robust mode.
GBP with robust factors has the impressive capability to de-
tect outlier measurements in a local and lazy manner, with
erroneous measurements which were not immediately ap-
parent often determined much later when enough support
builds up for a better hypothesis. Playing with the simula-
tor is the best way to get a good feel for this.
6.3. Towards Front-End Use
Our example here of SLAM with robust factors shows
how errors that slip through the front-end measurement part
of a SLAM system (such as visual feature matching) could
be cleaned up by back-end estimation. In the longer term,
we are interested in how GBP and graph-based estimation
could be used for the whole of a Spatial AI system, in-
cluding front-end data association like the matching in a
sparse or dense SLAM system, avoiding the need for ad-
hoc algorithms such as RANSAC. We believe that this will
be possible, and plan to experiment further soon. For in-
stance, in dense SLAM data associate (such as the ICP
tracking in KinectFusion [28]), each pixel measurement
from a depth camera is associated with several possible lo-
cations in a dense model, and this association is refined it-
eratively through ICP. We could replace this process with
GBP, where the measurement might be connected by sev-
eral factors to different scene points, with mutually exclu-
sive robust factors whose different means would fight it out
via GBP, in collaboration with other inter-measurement fac-
tors representing smoothness, etc., until the most probably
associations are reached. This could be something which
could be efficiently implemented on a distributed close-to-
Early exploration Just before loop closure
Just after loop closure Steady state convergence
Figure 9. 2D SLAM simulation. A moving ‘robot’, with history of ground truth poses shown as yellow dots, explores a scene with
containing landmarks (ground truth positions are white dots), and from each pose makes observations of nearby landmarks to incrementally
build the factor graph shown in grey. Red and blue dots and ellipses show the robot and landmark estimates obtained from GBP, which
runs continually on the growing factor graph. We also superimpose the optimal batch solution to the graph in green for comparison. We see
close agreement between the GBP and batch estimates until loop closure occurs, where the large correction needed takes a large number
of GBP iterations to propagate fully around the graph. However, even very soon after loop closure we see that the relative information in
the GBP estimate is good, with nearby nodes having estimates differing from the batch solution by similar amounts.
the-sensor processor.
New erroneous measurement (red) Second measurement of landmark Further good measurements; error rejected
White and yellow factors balance error Erroneous factor is white; others grey
Loop closure Comparison with non-robust After more measurements,
batch solution (green) 4 outliers confidently identified
Figure 10. 2D SLAM simulation with random erroneous measurements and robust factors. Every time a factor passes a message, it
reevaluates its Mahalonobis distance. In this simulation, we use a Huber loss with Mahalonobis distance threshold of 4.0 to transition from
quadratic to linear cost. One in 50 ground truth measurements in the simulation has a large error added. In the visualisation, factors are
colour-coded: grey if the Mahalonobis distances of both the ground truth measurement and the current factor estimate are both below 4.0
(normal case); white if both distances are above 4.0 (an erroneous measurement that BP has recognised as such and is treating with the
linear part of the Huber function; red for a factor with high ground truth distance but low in the factor: this is an erroneous measure not
yet recognised; and yellow for a factor with high factor distance but low ground truth distance; this is a good measurement being ‘unfairly’
treated as an outlier. All non-grey factors display their estimated and true Mahalonobis distances numerically. When a first erroneous
measurement is made to initialise a new landmark, there are no contradictory good measurements to oppose it. In the second and third
panels, additional measurements of the landmark support each other and push the erroneous measurement far into the linear Huber region.
Good estimates are seen throughout the graph after loop closure, and a much better result than the green batch solution which does not
take account of outliers (of course, we could have used robust methods there as well). More exploration and further loop closure happens
by the last panel, and four erroneous measurements are now very confidently identified.
7. GBP Convergence Properties and Message
Schedules
In this paper, we have focused on the local details of
GBP, and shown various examples, and it is not within our
current scope to examine the large scale properties of the al-
gorithm. In fact, previously published implementations and
some of our own as-yet unpublished experiments are very
promising, though there are still many open questions.
The most common impression of GBP in extended,
loopy linear problems is that it converges to correct means
with overconfident covariances, and this is certainly what
we have observed in our example implementations. The co-
variance overconfidence we observe can be most easily un-
derstood in Malioutov et al.’s Walk Sum Framework [22] in
which the loopy graph is unrolled into a computation graph
that is a tree. It is remarkable that the means in loopy GBP
converge to correct values even when the covariances are
overconfident [44]. This means that the precisions on the
incoming messages that each variable receives must be in
the correct proportions. Per variable node, there must be
constant factor by which the incoming messages at conver-
gence are stronger than they should be. Can we back this
observation out to the factors and the whole graph, and then
understand how to correct for overconfidence? A clear em-
pirical pattern is that overconfidence is greater for nodes in
densely connected parts of a graph, where messages will
travel over very loopy, self-reinforcing paths. Perhaps some
simple heuristics would be able to describe the behaviour
well even without a full theory. We recall iSAM2 [19],
where message passing is restricted to the spanning of a
graph tree so that marginal covariance estimates are con-
servative. Maintaining the spanning tree is however not a
local operation.
Importantly, it is known that loopy linear GBP does not
always converge. More specifically, previous authors have
found that while the marginal covariances will always con-
verge to the same values given a positive semi-definite mes-
sage information matrix initialisation [14], whether or not
the means will converge depends on the spectral radius of
the linear system for the means that is formed after conver-
gence of the covariances. It has been shown that message
damping can improve convergence in these situations [22].
In message damping, at each message passing step the cal-
culated message is combined in a fixed weighted ratio with
the previous message sent along that particular edge.
Different issues arise in non-linear problems, where fac-
tors must be repeatedly relinearlised. Clearly, one strategy
is to delay relinearisation, such that with a chosen lineari-
sation for each factor we iterate message passing until con-
vergence, with the same properties as any linear problem,
and then relinearise everything and repeat. More aggres-
sive local relinearisation is attractive, because each factor is
always using its current estimates to linearise, but we are
not yet sure of the effect of this on global convergence. Dy-
namically changing the factors as we do in our technique for
using robust kernels does not seem to cause any unstability
in optimisation.
When it comes to message schedules for GBP, beyond
the first 1D example in Section 4.1 where we showed a se-
quential floodfill schedule, we have focused on schedules
which can be implemented in purely parallel architectures,
in the simplest way such that every variable sends messages,
then every factor sends messages.
Such a schedule is sometimes obviously inefficient, for
instance in transmitting absolute pose information which
is available only at one node throughout the whole graph,
which happens in very slow steps, and most of the graph is
churning away in parallel for many iterations without much
changing. A good question is to what extent this could
be improved on without needing global knowledge of the
structure of the graph. Certainly, at a local level, individual
nodes could decide only to come alive and pass messages
when their incoming messages have changed by a signifi-
cant enough amount, perhaps judged using information the-
oretic measures [11]. This is reminiscent of the ‘Wildfire’
algorithm in Loopy SAM [33]. Information theoretic mea-
sures will also be crucial in the longer term in deciding on
the number of bits needs to specify the quantities used in
message passing.
However, thoughts about message schedules should take
into account our interest in GBP as part of Spatial AI, where
the graphs of interest are always dynamically changing;
and where factors and variables may have many hetero-
geneous forms and connection patterns. We foresee sys-
tems where messages passing takes place continuously as
the graph grows, changes, and sometimes simplifies, and
perhaps never or rarely reaches global convergence. Fac-
tors may exist which have very long-reaching effects, due
to recognition of large structures for instance, and these
may have very good properties for global estimation even
with few iterations. Most fundamentally, we believe that
the ‘master representation’ of our approach should be the
factor graph itself, and that all marginal estimates due to
message passing are ultimately ephemeral, reversible and
that most estimates of interest are recomputable locally if
needed. Therefore a standard analysis of convergence may
not be the most important property.
8. Towards Fully Graph-Based Spatial AI
Let us get back to the vision we suggested in the intro-
duction of this paper, where all or most of the storage and
processing for real-time Spatial AI is carried out in a purely
distributed way, suitable for novel architectures such as
graph processors, or even loose constellations of indepen-
dent communicating devices. Probabilistic, geometric esti-
mation as enabled by GBP must be combined with learned
recognition capabilities to produce semantically meaningful
representations. There is certainly great potential for full
integration with the increasingly important and developed
area of Geometric Deep Learning [7], which operates on
graph data by design, and the promise of fully graph-based
semantic SLAM systems. Clusters of related, linked nodes
can be recognised as objects or other high level entities by
a graph neural network. New factors which impose the reg-
ularity (e.g. smoothness) of these entities can be added and
incorporated into GBP.
If confidence is high enough, recognised node clusters
can be simplified into more efficient parametrised represen-
tations, by combining many nodes into object supernodes,
or even hierarchies of these. We believe that the destiny of
a Spatial AI graph representation is to become a sparse ob-
ject graph as in SLAM++ [36]. In fact, this simplification is
essential, for if we are to retain a factor graph as our master
representation of a scene, and store and update it in real-
time on a practical embedded processor, the size of a graph
must remain bounded. As new measurements from live sen-
sors in a dynamic scene flow in, the graph must be repeat-
edly abstracted and simplified to remain finite. Recognition
of higher level entities could come from outside the graph
(such as from a CNN running on input images). Or, for pro-
cessing to remain truly distributed, it would occur locally,
within the graph, from learned and geometric graph-based
measures.
Meanwhile, can local changes and abstraction lead to-
wards a graph with the right global properties to stay use-
ful? Ideally, we believe that a Spatial AI graph should have
‘small world’ properties, such that a path exists between
any two nodes which has a bounded number of edge hops,
and therefore that information flow and optimisation can al-
ways happen efficiently. To what extent are we able to build
such a structure into a graph, and for that structure not to be
purely a representation of the simplest compilation of mea-
surement data?
We will consider these issues in a little more detail in the
following sections.
8.1. Recognition, Semantics and Objects
In GBP, it is trivial to take a set of variable nodes and
merge them into a single supernode. The supernode has
a state vector which is the concatenation of the individual
variable states. All factors which were connected to the in-
dividual variables now connect to the supernode, with ap-
propriate sparse measurement functions and Jacobians to
reference the right variables. Any factors between variables
which have all been joined into the supernode become new
unary factors.
However, we do not gain much advantage by just join-
ing nodes like this; message passing through the supern-
ode becomes expensive because large matrices must now
be manipulated due to its large state and large number of
connections to factors. The benefits occur if we can sim-
plify the state representation of the supernode to something
much smaller. For example, imagine a set of variables rep-
resenting points on a surface which are joined together be-
cause a recognition module has identitied the surface as a
plane. If we are confident enough about this, we can replace
the many point coordinates by the parametric equation of an
infinite plane, which can be represented with only three pa-
rameters (this is reminiscent of [35]). All factors connected
to the supernode could then be transformed to relate to these
parameters. As it stands, the supernode would still have a
very large number of factors connecting it to all the other
parts of the graph which connected to the original variables.
However, if these other graph parts are gradually simplified
too, factors can be combined together and the number of
connections will also reduce greatly. For instance, if the pla-
nar surface region has been observed by a moving camera
over a long period of time, and each historic camera position
is represented by an individual variable node, in our factor
graph each of these camera variables will be connected to
the plane supernode. However, it may be that the relative
locations of the camera variable nodes at some point be-
come so well known and this section of the graph so locally
‘rigid’ that we can also replace all of those nodes with a
simpler entity such as a ‘trajectory segment’ supernode, the
many factors linking to it to the plane could be summarised
and combined into efficient ‘superfactors’.
The precise implementation details of such operations
are still to be worked out, but we find this direction very
convincing. Some interesting recent papers on non-linear
factor recovery [24, 42] may provide useful tools for sum-
marising parts of a graph with new superfactors which re-
tain a non-linear form, and this is consistent with our picture
of keeping the factor graph as the master representation.
We should be clear that combining nodes into simpler
entities is difficult or impossible to reverse, unlike most of
the processing we do in GBP. However, making greedy as-
sumptions and simplifying representations must ultimately
be an essential part of efficient intelligence, and something
that biological brains do as proven by optical illusions.
8.2. Overall Structure
A related area for research, as graphs grow larger with
more measurements and variables, but also incrementally
become abstracted and simplified, is how the whole graph
should be laid out with respect to computing hardware, and
whether the whole graph structure enables efficient global
or just-in-time inference of properties of interest.
On a graph processor such as Graphcore’s IPU, which
has distributed graph computation but is still at heart a syn-
chronous processor with global clocking and coordination,
a significant issue is that the structure of the computation
graph must normally be decided and fixed at compile time.
With dynamic Spatial AI graphs, the most obvious option is
to precompile a graph structure which we estimate is ‘big
enough’ for the problem of interest, and then to fill that
structure up dynamically at run-time. We believe that this
is both feasible and practical. We could perform analysis
of the typical graphs we would ideally build in an off-line
experiment, and measure the typical number of nodes and
amount of interconnectivity and use these to choose param-
eters of the pre-defined graph. Of course this need for graph
compilation may go away with alternative future hardware.
Another interesting issue relates to our observation (e.g.
in Figure 7) that in SLAM-like problems with mainly rel-
ative measurements, GBP will often produce good relative
estimates rather quickly while it can take many iterations
are needed to get good absolute estimates. In many applica-
tions, it is only the relative information which is important
(for a robot which needs to plan its next actions to avoid ob-
stacles for instance), and this raises the question of whether
a different parametrisation which is relative by definition
would be more suitable. This question has been considered
before, such as in Sibley et al.’s Relative Bundle Adjust-
ment [37], where all scene points were represented relative
to a camera pose, and loop closure could happen as a sim-
ple connection operation with the option for global adjust-
ment only if needed. These methods deserve being looked
at again, though we wonder still how well they generalise
to general graphs and motion rather than the ‘corridor-like’
trajectories of cameras they were originally devised for.
8.3. Active Processing and Attention
If a whole graph is stored within a graph processor, it can
be operated on via GBP ‘in place’, and potentially all parts
of the graph could circulate messages at the same rate (as
in our SLAM examples). However, it is unlikely that this
would make sense in terms of power efficiency, and that
there are likely to be parts of the graph which are currently
of much more interest which will be a priority for process-
ing — most obviously, at the current location of a moving
device or robot which is making current sensor measure-
ments and must decide on action. Processing ‘attention’
could actively be focused on this area with a high rate of
message passing, while other parts of the graph are partially
or completely neglected, to be picked up and updated later
on as needed ‘just in time’. We imagine an attention spot-
light which moves around the graph, bringing it to life.
Depending on memory constraints (and current graph
processors do not have a huge amount of on chip memory,
e.g. around 300MB for one Graphcore IPU), graph regions
out of the current attention spotlight might even be much
abstracted and simplified to low resolution, approximated
forms maintaining only the main shape and connectivity,
perhaps in an analogue of the way that a human brain re-
members distant places. When a moving device with data-
rich sensors such as cameras revisits these places, they can
easily feed on this data to be brought back to the high reso-
lution needed for local action.
There may need to be a particular region of a graph pro-
cessor held aside as the current active workspace, where
enough precompiled space is retained such that the live part
of the graph can be copied, unpacked and subject to full
rate processing (the Real-Time Loop part of the ‘Spatial AI
Brain’ shown in Figure 4 of [12]). Major processing ele-
ments such as a semantic labelling deep network could be
held to run permanently here, only to operate on live image
data (if such a network has many weights then it would not
be possible in any case to distribute many copies of those
weights around the whole graph that that labelling could
happen in any location).
Between the active workspace and the rest of the graph
there will need to be some special graph infrastructure such
as routing nodes to interface between live workspace and
long-term graph memory.
8.4. Graphs of Multiple Communicating Devices
In the final part of this speculative section, we consider
the strong prospects for GBP methods to be used outside of
the confines of a single graph processor, to connect many
independent but intercommunicating devices such that they
can jointly estimate global quantities. Individual devices
will have their own individual estimation algorithms, sen-
sors and hardware, but could use GBP as the general ‘glue
language’ to share probabilistic information and come to
agreement over global estimation matters, such as if a
swarm of robotic devices were to be organised into a reg-
ular grid via only local computation and communication.
What will be imporant to achieve such capabilities will
be standards for interoperation and messages which can be
deployed for communication. Inspired by the creation of
the World Wide Web [4], we believe that a fairly limited
set of open communication standards which are the equiva-
lent of HTTP, HTML, URL, etc. could define how devices
could send probabilistic messages to each other while each
maintains and runs its own internal operation in whichever
proprietory way is desired. Such a set of standards could
be the most important way that GBP becomes influential,
as a standard for distributed estimation, rather than it be-
ing instantiated in monolithic libraries like other estimation
methods.
9. Conclusions
We have presented a detailed case for a serious recon-
sideration of Gaussian Belief Propagation in Spatial AI, in-
spired chiefly by the current rapid developments in proces-
sor hardware which open up the chance to close the large
gap between the requirements for advanced perception on
embodied intelligent products and what can be delivered
with practical mass-market, low-power technology. The ad-
vantage will increasingly be with algorithms which can take
advantage of purely distributed processing and storage but
still deliver globally meaningful estimates of the properties
of a device and its surroundings.
A non-linear factor graph is the purest representation of
probabilistic knowledge from multiple heterogeneous infor-
mation sources, and can be efficiently stored and dynam-
ically edited as the master representation for Spatial AI.
Gaussian Belief Propagation is the simple but highly flexi-
ble tool which can turn a factor graph into a set of marginal
probabilistic estimates with flexible distributed processing
and storage, suitable either for graph processor chips or net-
works of individual devices with pairwise communication.
We imagine large real-time systems operating with contin-
ual or attention-focused processing on their dynamic factor
graphs, perhaps never reaching full estimation convergence
but with estimates always good enough to be useful, either
locally or globally, or intensively calculated on demand in a
just-in-time manner. More specifically designed algorithms
and specialised computing hardware for these will always
exist for focused uses, but GBP can serve as a general ‘glue’
which holds all of these together in a rigorous probabilistic
framework. An important systems focus will be the def-
inition of interfaces which allow multiple devices to pass
messages between them.
The factor graph in such a system must be kept bounded,
and we believe that the route towards this is continual
graph-based introspection to discover regions and struc-
tures which can be simplified by deleting or merging nodes.
These mechanisms should interface with learned graph-
based recognition mechanisms which identify and segment
objects or simple structures which can be efficiently param-
eterised.
There are clearly many open questions in this research
area, especially related to the convergence of estimation in
large graphs, where there is much research and new theories
needed. We have enough confidence in the potential of GBP
methods for Spatial AI to believe that it is worth spending
the many years needed on the research to take them into
practical systems. This is an algorithmic framework ready
not just for processor types already in production, but even
more exotic future possibilities such as neuromorphic de-
vices which give up on global timing and synchronisation.
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