Abstract. First cohomology groups of finite groups with nontrivial irreducible coefficients have been useful in several geometric and arithmetic contexts, including Wiles's famous paper (1995). Internal to group theory, 1-cohomology plays a role in the general theory of maximal subgroups of finite groups, as developed by Aschbacher and Scott (1985) .One can pass to the case where the group acts faithfully and the underlying module is absolutely irreducible. In this case, R. Guralnick (1986) conjectured that there is a universal constant bounding all of the dimensions of these cohomology groups. This paper provides the first general positive results on this conjecture, proving that the generic 1-cohomology
Introduction
Let G be a semisimple, simply connected algebraic group defined over an algebraically closed field k = F p . The group G has a well-known construction, first discovered by Chevalley [11] , in terms of the corresponding complex semisimple Lie algebra g C . In addition, given a dominant weight λ for g C , one can construct two rational G-modules ∆(λ) and ∇(λ) by a process of "reduction modulo p". More precisely, ∆(λ) (resp., ∇(λ)) is obtained from a minimal (resp., maximal) lattice in the complex irreducible g C -module of high weight λ. The modules ∆(λ) and ∇(λ) were broadly popularized by Steinberg [45] who also established some basic properties. In addition, these modules have remarkable homological properties, often dependent on the validity of Kempf's vanishing theorem (see, e.g.,
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EDWARD T. CLINE, BRIAN J. PARSHALL, AND LEONARD L. SCOTT [26, Prop. II.4.6] ). A number of these properties were first discovered in [18] . For example, if λ, µ are dominant weights, then Ext n G (∆(λ), ∇(µ)) = 0 unless n = 0 and λ = µ, in which case the Ext group is a Hom and is equal to k. Thus, the modules ∆(λ) and ∇(µ) not only have the same characters as in characteristic zero (where they identify with the irreducible module of high weight λ), but, suitably interpreted, these modules behave homologically the same way as in characteristic zero. (Also, they collectively form some kind of pair of dual bases at the derived category level.)
Let U ζ be the (Lusztig) quantum enveloping algebra of the same type as G, where ζ is a pth root of unity. The process described in the previous paragraph has been carried out by Lusztig [33] and then further studied by Lin [31] , where now the role of g C is played by U ζ . Thus, we obtain rational G-modules ∆ red (λ) and ∇ red (λ) which are indexed by λ. In many ways, these modules are quite analogous to the standard modules ∆(λ) and costandard modules ∇(λ), and they may be viewed as reduced versions of them. For example, ∆(λ) and ∆ red (λ) both have irreducible head L(λ). The character of ∆(λ) is given by Weyl's character formula, while the character of ∆ red (λ) is given by the (Kazhdan-)Lusztig character formula (subject to some restrictions on p). In this paper, we begin an investigation into the homological properties of the ∆ red -and ∇ red -modules, together with their deeper structural relationships to the ∆-and ∇-modules.
To the category G-mod of finite-dimensional rational G-modules, we attach "enriched" Grothendieck groups K . Here E L is a full subcategory of D b (G-mod) roughly consisting of those objects which have a "filtration" with "sections" of the form ∆(λ) [i] , λ ∈ X + , i ≡ l(λ) mod 2, for a suitable "length" function l : X + → N. A similar description applies to K R 0 , involving another full subcategory E R defined in terms of the modules ∇(λ). The "length" function l could just as well be called a "parity" function, since we only use its values modulo 2. However, it often arises naturally in terms of lengths of Coxeter group elements associated with dominant weights.
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In a special situation, the question of when irreducible modules L(λ) belong to E L = E L ⊕ E L [1] (and its counterpart E R ) is closely related to the validity of certain character formulas. Specifically, let X + reg ⊂ X + be the set of regular dominant weights. Then a well-known theorem [13, Thm. 5.3] states that, given a saturated subset Γ ⊂ X + reg (relative to the ↑ poset structure), L(λ) ∈ E L for all λ ∈ Γ if and only if each L(λ), λ ∈ Γ, has formal character given by Lusztig's famous character formula.
The algebra U ζ has a natural integral form U ζ over a discrete valuation ring with residue field F p . Let U ζ be the reduction modulo p of U ζ . As proved by Lusztig, the distribution (or hyper-)algebra hy(G) of G is a natural quotient of k ⊗ F p U ζ . In this way, the irreducible (type 1 and integrable) U ζ -modules L ζ (λ), λ ∈ X + , give rise by reduction modulo p to certain rational G-modules ∆ red (λ) and ∇ red (λ). In the presence of Lusztig's (now largely known) conjecture for characters of irreducible representations of quantum groups at a root of unity, his modular conjecture may be viewed as stating the following: For p ≥ h (the Coxeter number of G) and λ a regular dominant weight in the Jantzen region, ∆ red (λ) ∼ = ∇ red (λ) ∼ = L(λ). An extension proposed by Kato posits the same result provided only that p ≥ h and λ is a restricted dominant weight.
A main result, proved in Theorem 6.8, establishes that, if the Kato version of the Lusztig conjecture holds, then ∆ red (λ) ∈ E L and ∇ red (λ) ∈ E R for all regular dominant weights λ. As a consequence, we are able to compute Ext
, ∇ red (µ)) for all regular weights λ and µ in terms of Kazhdan-Lusztig polynomials; cf. Theorem 5.4(b) . This result generalizes to all regular dominant weights a theorem of [13] for regular dominant weights inside the Jantzen region, where the modules ∆ red (λ), ∇ red (µ) are irreducible. In one substantive case when λ = pµ for a dominant weight µ, we are even able to establish Theorem 5.4 without assuming the Lusztig conjecture. Section 6 contains additional results and conjectures concerning the modules ∆ red (λ) and ∇ red (λ). For example, we conjecture that, for p > h and λ a dominant weight, the standard module ∆(λ) has a filtration with sections of the form ∆ red (µ) and, in Theorem 6.9, we prove a partial result in this direction. In Section 7, we apply Theorem 6.8 and other arguments to show there is a bound on dim H 1 (G, L), depending only on the root system and valid for any rational irreducible module L and underlying characteristic p; cf. Theorem 7.3. A similar, partial, result for dim Ext 1 G (L, L ) with both L and L irreducible is given in Theorem 7.7. (In the proofs of these results, the Lusztig conjecture is used, but only to handle very large primes, where the conjecture is a theorem; cf. [4] .) Then we prove analogues of these results, Theorem 7.4 and Theorem 7.9, for generic cohomology H 1 gen (G, L) (in the sense of [18] ) and its Ext 1 -analogue
Preliminaries
After reviewing some notions from representation theory of semisimple groups and related quantum enveloping algebras, we introduce the modules ∆ red (λ) and ∇ red (λ).
1.1. General notation. Fix the algebraically closed field k = F p of positive characteristic p. If H is a group scheme over k, let H-Mod (resp., H-mod) be the category of rational H-modules (resp., finite-dimensional rational H-modules). By definition, a rational H-module is a comodule for the coordinate algebra k[H] of H; see [26, Ch. 2] .
Let G be a simply connected, semisimple algebraic group over k, defined and split over F p . There is a commutative Hopf algebra A 0 over
In this paper, we consider only the case r = 1 and the group schemes G 1 , G 1 T and G 1 B, where T is a fixed maximal F p -split torus and B ⊃ T is a fixed Borel subgroup.
The Lie algebra g of G is a restricted Lie algebra; u(g) denotes its restricted enveloping algebra. Then G 1 -mod (resp.,
(g).T , u(g).B-mod).
Here u(g)-mod denotes the category of finite-dimensional u(g)-modules, while u(g).T -mod and u(g).B-mod are the categories of finite-dimensional u(g)-modules with a compatible (rational) action of T and B, respectively.
Let X = X(T ) be the character group and X ∨ = Hom(G m , T ) the cocharacter group of T . There is a natural pairing ( , ) :
be the root system of G with respect to T . If α ∈ Φ, let α ∨ ∈ X ∨ be the associated coroot. Let Q := ZΦ ⊂ X(T ) be the root lattice.
Let Φ + be a fixed set of positive roots, and let Π = {α 1 , · · · , α n } ⊆ Φ + be the simple roots in Φ. We assume that if B + ⊇ T is the positive Borel subgroup defined by Φ + , then B (the original Borel subgroup) is its opposite Borel subgroup (and so corresponds to the set Φ − := −Φ + of negative roots). We regard X as a poset by putting λ ≤ µ, for λ, µ ∈ X, if and only if µ − λ ∈ NΦ + . A second partial order ↑ on X is defined in terms of the affine Weyl group discussed below.
Let X + ⊂ X be the set of dominant weights on T , i.e., λ ∈ X belongs to X + if and only if (λ, α ∨ ) ∈ Z + for all α ∈ Π. Denote the fundamental dominant weights by 1 , · · · , n ; thus, ( i , α ∨ j ) = δ i,j . We list Π and the fundamental dominant weights as in [9, Appendix] . For r ≥ 1, let X + r be the set of r-restricted dominant weights, i.e., λ ∈ X + 1 if and only if 0 ≤ (λ, α ∨ ) < p r for all α ∈ Π. (When r = 1, we refer to elements of X + 1 simply as restricted dominant weights.)
1.2. The affine and extended affine Weyl groups. Let E = R⊗ Z X be endowed with a positive definite, symmetric bilinear form ( , ), invariant under the Weyl group W of Φ. We identify X ∨ as a subgroup of E, so that α ∨ = 2 (α,α) α and the pairing X × X ∨ → Z is compatible with the inner product. The affine Weyl group W p = pZΦ W is the group of transformations on E generated by W and the normal subgroup consisting of translations by elements in pZΦ. If α ∈ Φ and r ∈ Z, define s α,r : In this paper, we will usually use the "dot" action of W p on E, given by setting w · x = w(x + ρ) − ρ, where ρ = 1 2 α∈Φ + α is the Weyl weight. Let C + ⊂ E be the positive fundamental alcove; it consists of all x ∈ E satisfying, component by component, the inequalities 0
where w 0 is the maximal word in W . The closures C + and C − are fundamental domains for the action of W p on E. The subsets w · C + ⊂ E, w ∈ W p , are the alcoves for W p . If C = w ·C + is an alcove, put C Z = C ∩X and C Z = C ∩X. Using W p we can define the ↑ partial ordering on X as follows: For λ, µ ∈ X, λ ↑ µ if and only if there is a sequence
(This partial ordering, taken from [26, 6.4] , differs somewhat from that defined in [13, p. 527] , although the two agree on X + − ρ.) When Φ is irreducible, the walls of the simplex C − are labeled by the simple reflections s α 0 ,−1 , s α 1 , · · · , s α n . Thus, the walls of any alcove C are labeled by the same set of simple reflections, since there is a unique w ∈ W p satisfying w · C = C − . Given s ∈ S p , we can speak of the s-wall of an alcove C. Thus, the dot action of W p carries an s-wall into an s-wall. If λ ∈ C, let Cs be the alcove which is obtained from C by reflection through the s-wall of C. Similarly, given λ ∈ C and s ∈ S p , let λs ∈ Cs be the image of λ through reflection through the s-wall of C. Similar remarks hold when Φ is not irreducible.
The 
By the previous paragraph, l(wn) = l(w). The length function defines a function l : X → N as follows. Given λ ∈ X, choose w ∈ W p of minimal length such that
A weight λ ∈ X is regular provided that λ ∈ C for some alcove C. Let X reg be the set of regular weights, so that X reg = ∅ if and only if p ≥ h. Otherwise, λ is called singular. We let X + reg be the set of all regular dominant weights.
1.3. Representation theory. Given a closed subgroup scheme H of a group scheme K, the restriction functor res * , where (−) * means linear dual. The module ∇(λ) (resp., ∆(λ)) has socle (resp., head) isomorphic to L(λ). We call ∆(λ) (resp., ∇(λ)) the standard (resp., costandard) G-module of high weight λ. The ∆(λ) (resp., ∇(λ)), λ ∈ X + , form the standard (resp., costandard) modules in the highest weight categories G-mod and G-Mod.
The integral group ring ZX of X has Z-basis
For later use, we recall the following well-known cohomological fact. For (a), see [13, Lemma 2.2] , and for part (b), see [13, Lemma 3.2] . However, (b) holds by (a) if M has a filtration by G-modules with ∆-sections (i.e., sections of the form ∆(λ), λ ∈ X + ). In particular, it holds if M ∼ = L(λ) with λ minimal. Next, the function p µ,M (−1) is additive on short exact sequences in G-mod. Then (b) follows easily for simple modules L(λ) by induction on λ, and thus holds generally.
Suppose that γ ∈ X. If there exists x ∈ W such that x · γ = γ + ∈ X + , we say that γ is W -regular. In this case, the Weyl group element x is uniquely determined. Otherwise, we say that γ is W -singular. Letting V = χ, we have
3) is consistent with (1.0.3). We require some facts about the representation theory of the group schemes G 1 B and B 1 T . The set X indexes the irreducible objects in both G 1 B-mod and G 1 T -mod. Thus, if λ ∈ X, let L 1 (λ) be the irreducible G 1 B-module of high weight λ. Its restriction to G 1 T , which we usually continue to denote by L 1 (λ), remains irreducible. Given λ ∈ X, write λ = λ 0 + pλ 1 , where λ 0 ∈ X
, where pλ 1 denotes the one-dimensional module defined by the character pλ 1 
for any non-negative integer n.
Proof. In degree 0,
functorially in V . Let I ∈ G 1 B-mod be injective. Then I is also an injective object in B-mod, so that the required isomorphism holds in all degrees by dimension shifting. 
The following result is proved by Kato for p ≥ h, but the argument works for all p. (In Kato's argument, replace the weight λ in the interior of an alcove by a weight in its closure.)
and
.
Following [35] , we say that λ ∈ X + satisfies the Lusztig character formula (LCF) provided that ch L(λ) = χ KL (λ). Also, we say that λ = w · λ − satisfies the homological LCF (hLCF) provided that
whenever y · λ − ∈ X + . In this expression, P y,w is obtained from P y,w by replacing t by t −1 throughout, and the second equality is just the definition (1.0.4) of the Poincaré polynomial p y.λ − ,L(w.λ − ) . If λ satisfies the LCF (resp., hLCF), we will often say that L(λ) satisfies the LCF (resp., hLCF) condition. Actually, using (1.3.1), it makes sense, for any module M (λ), labeled by λ = w · λ − to say M (λ) satisfies the hLCF condition.
Although the definitions in the previous paragraph have been made for arbitrary p, we will be concerned with the special case when p ≥ h (so that X + reg = ∅).
Quantum enveloping algebras.
When discussing the quantum enveloping algebra U ζ below associated to G, ζ will be a pth root of unity. In order to apply the results of [5] , we will always assume that the prime p is odd, and, if G has a component of type G 2 , then p > 3. Let C = (c i,j ) be the Cartan matrix of G: thus,
satisfying the familiar relations; cf. [27] . Let U be the A-subalgebra of U generated by the divided powers E
1 Recall that P y,w is a polynomial in q := t 2 . We prefer to regard P y,w as a polynomial in t, albeit one which is also a polynomial in t 2 . Unless y ≤ w, P y,w = 0. If y = w, then P y,w = 1. If y < w, P y,w has degree (in t) ≤ (w) − (y) − 1. If y < w, let µ(y, w) be the coefficient of t (w)− (y)−1 ; otherwise, put µ(y, w) = 0.
2 Let F be the unique facet containing λ. Then, using [26, 6.11] , F lies in the upper closure of a unique alcove C. If C is a second alcove satisfying
∈ m is the pth cyclotomic polynomial. Thus, O is a discrete valuation ring with maximal ideal n = (p), quotient field denoted K and residue field
, and let I be the ideal in U ζ generated by the images of the elements
Remark 1.4. In practice, it will be more convenient to enlarge O to be a principal ideal domain with residue field the algebraically closed field k. In what follows, we will still let O denote this PID and let m = (π) be its maximal ideal. Continue to let K be the quotient field of O.
The category of finite-dimensional integrable, type 1 U ζ -modules will be denoted by C ζ . It is a highest weight category with irreducible (resp. standard, costandard) modules
In particular, the quantum version of Lemma 1.1 holds. Remark 1.5. As noted above, the irreducible, type 1, integrable U ζ modules are indexed by X + . Subject to some possible restrictions on p,
. In these cases, we say λ satisfies the LCF ζ condition. In type A n and D 2n , there is no restriction on p (except our blanket assumption that p is odd). In type D 2n+1 , we require p > 3. In other types, we require p > h; see [46, §7] for a detailed discussion and further references. Throughout this paper, unless otherwise explicitly noted, we will always assume that the LCF ζ holds for all
In other words, the hLCF ζ holds for λ. It is unknown to the authors if the assumption that λ is regular in (1.5.1) is necessary. In addition, we have, given
where the summation on the right is over all z ∈ W p for which z · (−2ρ) ∈ X + . See the argument in [13, Thm. 3.9.1]. A special case of (1.5.2) will be important later.
(See footnote 1 for notation.) [20, (3.3) ]. Define C ζ to be the category of integrable, type 1 U ζ -modules which are finitely generated over O; see [20] for a discussion. For M, N ∈ C ζ , we have
whenever M, N are admissible lattices for M, N , respectively. In addition, suppose that M is an admissible lattice as above, and put
The proof of (1. In addition, for λ ∈ X + , there exist admissible lattices ∆ ζ (λ) and ∇ ζ (λ) for
(λ)) the minimal (resp., maximal) lattice of L ζ (λ). Any two "minimal" (resp., "maximal") lattices are isomorphic as U ζ -modules.
For λ ∈ X + , put
The rational G-module ∆ red (λ) (resp., ∇ red (λ)) is the reduced standard (resp., costandard) module of high weight λ. Under the assumption that the LCF holds for U ζ for all λ ∈ X + (see Remark 1.5),
. After passage to the field k, we obtain a surjection
In order to give another description of ∆ red (λ), we need an unpublished result of Cline.
Lemma 1.6 (E. Cline). For a restricted weight
Proof. Let v + ∈ ∆(λ) be a high weight vector. There is a natural
. Of course, v + ∈ E, and we must show that ∆(λ) = kG · v + ⊆ E. Let α ∈ −Π be the negative of a simple root and fix an α-root vector x α ∈ g. For a positive integer n, let x (n) α be the corresponding divided power element in hy(G).
(For example, as noted in the Introduction, ∆(λ) is obtained by "reduction mod p" from the complex irreducible module of high weight λ, and (λ, −α ∨ ) < p.)
But B is generated by T and the U α , −α ∈ Π, so kBB
The following proposition is the r = 1 case of a result of Lin [31, Thm. 2.7] . It shows that the ∆ red -and ∇ red -construction behaves well with respect to tensor products. (The proof we give would also work for r > 1, and seems similar to Lin's proof which does not explicitly use Lemma 1.6, or its r > 1 analogue.) Let g C be the complex semisimple Lie algebra of the same type as G. There is a surjective "Frobenius morphism" Fr :
Proof. It suffices to prove the first equality; the second then follows by a dual argument.
(1) be high weight vectors, so that v
, and so has the same dimension as
by the quantum tensor product theorem.
with reduction mod p of the inclusion, sending a high weight vector of ∆ red (λ) to v
. In other words, if E is the G-module generated by v
. (Note that u(g) acts trivially on the second factor.) Thus, the above discussion and Nakayama's lemma for u(g).T -modules imply that E = ∆ red (λ 0 ) ⊗ ∆(λ 1 ) (1) , proving the proposition.
Grothendieck groups
We study the categories E L and E R associated to the semisimple group G. These categories naturally lead to the "enriched" Grothendieck groups for the category G-mod of rational G-modules. Our setup follows that introduced in [13] . The tracking of degree information in the derived category of rational G-modules provides the main advantage of the enriched Grothendieck groups over the ordinary Grothendieck group of G-mod. 
⊂ D be the strict, full subcategory consisting of all objects X for which there exists a distinguished
The category E R is obtained by replacing the ∆(λ) throughout by ∇(λ).
In what follows,
+ , the following are equivalent:
Proof. (a) is clear from Lemma 1.1, so we prove (b): 
(5) the LCF holds for all λ ∈ Γ; (6) the hLCF holds for all λ ∈ Γ.
Proof. (1) ⇐⇒ (2) follows as in the proof of (1) ⇐⇒ (3) in Lemma 2.1. Next, (2) ⇐⇒ (3), using Lemma 2.1(b) and [13, Thm. 2.4] . Also, (3) ⇐⇒ (4), since Ext (6), see [13, Thm. 5.3] . Finally, suppose that (6) holds. Since P y,w is a polynomial in q = t 2 , (3) follows.
Remark 2.3. The proof of the above lemma carries over to the quantum enveloping algebra case. In view of Remark 1.5 and Lemma 2.2(5), all six conditions hold for L ζ (λ).
We also have the following related result, which follows from [13, Thm. 2.4].
Lemma 2.4. Let
M ∈ G − mod. Then M ∈ E L if and only if Ext n G (M, ∇(λ)) = 0 implies that n ≡ l(λ) mod 2 for all λ ∈ X + . If the composition factors of M have the form L(w · λ − ) for some λ − ∈ C − Z , then it is sufficient to consider only those λ of the form y · λ − which satisfy λ ≤ w · λ − for some composition factor L(w · λ − ) in M .
The enriched Grothendieck groups.
We continue to work with the category G-mod with Λ = X + , regarded as a poset with respect to the ≤ partial ordering introduced before. The enriched Grothendieck group
is the quotient of the free abelian group on objects of E L by the subgroup spanned by all relations
The discussion in this and the next paragraph is largely taken from [13] ; see especially Proposition 2.3 there. The right enriched Grothendieck group
given by putting
this form is sesquilinear with respect to the action of Z[t, 
The Grothendieck group K 0 = K 0 (G-mod) of G-mod is canonically isomorphic to the Grothendieck group of the triangulated category D [22] ; in practice, we identify the two. 
, we obtain that λ satisfies the LCF.
Hecke operators
Given λ ∈ X, there is an exact, additive projection functor pr λ : G-mod → G-mod which assigns to V ∈ G-mod the largest G-submodule pr λ V , all of whose composition factors have the form L(µ) for some
Now let λ, µ ∈ C + Z and let ν 1 be the unique element in We will also need to work with the category G 1 B-mod. For λ ∈ X, the projection functor pr λ : G 1 B-mod → G 1 B-mod is defined by putting pr λ (V ), V ∈ G 1 B-mod, equal to the largest submodule of V , all of whose
As discussed in [26, Ch. 9], given λ, µ ∈ C + Z , the translation functor
+ is as in (3.0.1). While the translation functors have been defined for G-mod and G 1 B-mod, they carry over with the same definition for the larger categories G-Mod and G 1 B-Mod.
For any λ ∈ X, we have
In fact, given τ = pτ 1 + τ 0 ∈ X, with τ 0 ∈ X
It follows by induction on the length of a composition series that, given V ∈ G-mod, and
For ω ∈ X, let t pω ∈ W p by translation by the weight pω. We also let t pω denote the functor G 1 B-mod → G 1 B-mod given by V → pω ⊗ M . We have the following useful result. 
(c) Suppose that p ≥ h and that λ, λ ∈ X + are restricted and lie in the same
Proof. We first prove (a). If δ ∈ C + Z , then ξ ∈ W p ·δ implies that pω +ξ ∈ W p ·(n·δ). Therefore, using the notation of (3.0.1),
On the other hand, write n
The desired formula in (a) follows by combining (3.1.1) and (3. (1) .
Since the translation functors define an equivalence between the block containing L(τ ) and that containing L(τ ), it follows that L(λ ) ⊗ ∇(ν)
This proves the first assertion in (b), and the second follows dually. Now assume that p ≥ h. We will require a variation of wall-crossing functors 
Theorem 3.2. Assume that p ≥ h and let
s ∈ S p . (a) For n ∈ N, we have θ s • R n ind G G 1 B = R n ind G G 1 B • θ s for all s ∈ S p . (b) Let λ ∈ X + reg satisfy λ < λs. Identify β s L 1 (λ) with its cohomology. For n > 0, R n ind G G 1 B β s ( L 1 (λ)) = 0.
Proof. We first prove (a). Because
for some s ∈ S p . It follows that β s L 1 (λ) has the form pλ 1 ⊗ N for a rational G-module N . (Tensor the defining sequence for β s L 1 (λ) with −pλ 1 , and use the fact that B-module morphisms of G-modules are always G-module morphisms.) Therefore, R n ind 
(1) ⊗ L(λ), and β s M has cohomology concentrated in degree 0.
Proof. In the category G 1 B-mod, (3.1.4) defines a complex
which has cohomology concentrated in degree 0. In fact, this cohomology has the form pω ⊗ N for a rational G-module N . The corollary now follows from Theorem 
Twisted modules
We consider whether the twisted modules ∆(λ)
(1) (resp., ∇(λ)
belong to E L (resp., E R ). By Proposition 1.7, ∆ red (pλ) ∼ = ∆(λ) (1) and ∇ red (pλ) ∼ = ∇(λ) (1) for all λ ∈ X + . An easy spectral sequence argument shows that for
(One can also argue from the linkage principle [26, II.9.1.9(1)].) The following result provides more precise information on such cohomology modules. The restriction that p > h is required in order to use [30] . Write α∈Φ
Lemma 4.1. Assume that p > h.
(a) For any nonnegative integer n and µ ∈ X, the rational G-module
The multiplicity of ∇(λ) as a section in such a ∇-filtration is given by
0, otherwise.
Proof. For w ∈ W and α
+ with w ∈ W , then the restriction on p forces ξ ∈ X + . Let u be the Lie algebra of the unipotent radical
and [30, Thm. 8] 
whenever N is a B-submodule of M , the multiplicity of ∇(λ) as a section in such a ∇-filtration is given by (4.1.1).
By Lemma 1.1(b), for any λ ∈ X + , ch ∆(λ)
where p µ,∆(λ) (1) is the Poincaré polynomial defined in (1.0.4) for M = ∆(λ) (1) .
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The following result should hold for p = h. The third author and a University of Virginia undergraduate, Mark Rawls, have checked this result empirically for the case p = h = 7. The verification was obtained in the course of a general program to implement the proposition and the proof of Theorem 6.8 as a new algorithm for calculating the Kazhdan-Lusztig polynomials (for affine Weyl groups) appearing in the LCF.
Proposition 4.2. Assume that p > h and that
where the sum is restricted to those integers n such that n ≡ l(w) mod 2.
Proof. There is a Hochschild-Serre spectral sequence
) has a ∇-filtration, so in (4.2.1), E s,t 2 = 0 unless s = 0 by Lemma 1.1(a). Thus, using Lemma 4.1
Now apply (4.1.1).
Now we can answer the question posed by this section.
Theorem 4.3. Assume that
Proof. We prove that ∆(λ) (1) 
We must have µ = w · 0 + pξ and n ≡ l(w) mod 2. So, to conclude the proof, we must determine that l(pλ) ≡ l(pξ) mod 2. If Ext n G (∆(λ) (1) , ∇(µ)) = 0, then pλ and µ = w · 0 + pξ belong to the same W p -linkage class. Hence, pλ − pξ ∈ ZΦ. Since p > h, X/ZΦ has no p-torsion, so pλ = pξ + pδ, with δ ∈ ZΦ. Then t pλ = t pξ t pδ . Since l(t pδ ) is even, l(pλ) ≡ l(pξ) mod 2, as required.
Corollary 4.4. Assume that p > h. Suppose that
In type A n−1 (i.e., G = SL n (k)), there is a determination of all λ for which ∆(λ) = L(λ), given in [26, (8.21) ].
Quantum groups and some integral representation theory
We consider when λ ∈ X + reg satisfies the hLCF, as defined in (1.3.1 ). We will say that X ∈ D satisfies the E L (resp.,
, so that λ ∈ LCF. Also, since P y,w is a polynomial in q = t 2 , the validity of
To prove the reverse direction, assume that λ ∈ LCF and λ ∈ E L . Then λ ∈ hLCF, provided that
holds for any µ ∈ X + reg and all nonnegative integers n. The left-hand side of (5.1.1) is computed in the category of integrable, type 1 U ζ -modules. See Remark 1.4.
Write [20, p. 159 ] (which makes use of results of [5] ). Because the LCF holds for λ,
Therefore, by the long exact sequence of Ext for Hom U ζ ( L ζ (λ), −), we obtain, for any nonnegative integer n, a long exact sequence
, ∇ ζ (µ)) = 0 in this case. It follows that, when n ≡ l(λ) − l(µ) mod 2, the above long exact sequences provide a short exact sequence 0 → Ext
If n does not satisfy the congruence n ≡ l(λ) − l(µ) mod 2, the terms of (5.1.2) vanish. Thus, the finite O-module Ext
is torsion-free (and possibly 0), so it is free. Therefore, (5.1.1) follows from (1.5.4).
Corollary 5.2. Assume that
(1) satisfies the hLCF condition, in the sense that
In addition, we have The above discussion provides some evidence for a potentially far-reaching question involving the category of rational G-modules. We begin with the following definition.
Definition 5.3. The left (resp., right) homological lattice property hLP L (resp.,
The two lattices L ζ (λ) and L ζ (λ) appearing in the conditions hLP L and hLP R may not be the same. Equality does hold when and only when 
. Similarly, if the hLP R holds for λ, then the required lattice L ζ (λ) is unique up to isomorphism, and can be taken to be L max ζ (λ). (
In particular,
as given in (1.5.2).
Proof. We first prove (a). If ∆ red (λ)[−l(λ)] ∈ E L , then, just as in the proof of Theorem 5.1, there is, for every integer n, a short exact sequence
which implies that hLP L holds for λ. Conversely, if hLP L holds for λ, then we obtain the same short exact sequence, so that L(λ) [−l(λ) ] ∈ E L , using (1.5.4) and Remark 1.5. A similar argument applies for the other half of (a).
Finally, (b) follows immediately from (a) and [13, Thm. 3.5] . See also Remark 1.5.
To see this, consider the assertion for hLP L ; the other case is similar. Let B (resp., B ) be the block (in the category of rational G-modules) determined by the linkage class 
Some general results and conjectures
We begin with some conjectures on the families {∆ red (λ)} λ∈X + reg and {∇ red (λ)} λ∈X + reg of indecomposable rational G-modules. We will see in Theorem 6.8 that the first three conjectures are theorems, if one assumes the validity of (a form of) the Lusztig conjecture in positive characteristic p. This latter conjecture is itself a theorem, though, presently, only for p very large (the size unknown, depending on the root system) [4] . Still, we are able to present some striking applications, handling smaller primes separately, in Section 7. The remaining two conjectures we formulate below are proved in part under the same hypothesis (of a valid Lusztig conjecture) in Theorem 6.9.
Independently of the validity of these conjectures, the modules above have characters given by 
The parenthetic comments follow from Lemma 2.1. Also, by Theorem 5.4, we have the following observation. 4 The definition in [5, §8.3] applies for this latter category, after some additional observations. In the definition [5, §8.3] , one tensors with a certain costandard module and then takes a projection onto a linkage class. The costandard module has an analogue "over O" (even over the algebra A) in [5] which integrable, type 1. Tensor products of integrable, type 1 U ζ -modules are (obviously) integrable, type 1. Projection onto a linkage class makes sense in the category of integrable, type 1 U ζ -modules: First, one can talk about "composition factors" for U ζ -modules and their weights. The category of all finite rank, integrable, type 1 modules is an O-finite highest weight category C in the sense of [20, §2] . The category C[Γ] of all modules in C whose composition factors have only high weights belonging to a fixed finite poset ideal Γ in X + has enough projective modules, and its projective indecomposable modules reduce modulo p to projective indecomposable modules [20, § §2,3] . Projections onto linkage classes can now be made in the category C[Γ] for any sufficiently large Γ. 
a filtration as a G-module with sections of the form
It seems likely that it is enough to check Conjecture 6.5 in the special case when λ ∈ X + reg where λ ∈ W p · (−2ρ) ∩ X + , since the conclusion should behave well with respect to translation within an alcove or translation to a wall. Also, as far as we know, the assumption p ≥ h is sufficient in any of the above conjectures. 5 We have the following variation of the last conjecture, using the modules introduced in Conjecture 6.4. 
, a filtration as a G-module with sections of the form
are regular restricted weights and that λ < λs, where
Let the wall separating the dominant weights λ + pω and λs + pω be of type s . By Corollary 3.3 and Lemma 3.4,
for some s ∈ S p , using Lemma 3.1. The LCF holds for regular restricted weights so that
Since any regular restricted weight can be connected to a weight in C + Z by a series of adjacent restricted weights, 6 we can now apply Remark 5.5 to conclude that (a) holds.
(b) Suppose that Conjecture 6.4 holds and that p ≥ 2h − 2. Then if λ ∈ X + 1 , the well-known inequality (λ+ρ, α+0
Therefore, by Lemma 2.2 (taking Γ to be the ideal in the poset (X + , ↑) of regular weight generated by the regular restricted weights), the LCF holds for λ.
Observe that E(λ) is an admissible lattice for E ζ (λ). We are not yet able to establish Conjectures 6.4 and 6.5 under an LCF assumption like that given in Theorem 6.8(a). However, we have the following partial result. 
Proof. Let Γ be any ideal of dominant weights with
has high weight in Γ. Also, let E Γ (λ) be the resulting extension (obtained by forming the evident pushout diagram) of L min (λ) by D Γ (λ). The conclusion of the theorem has an evident analogue with E(λ) replaced by E Γ (λ), D(λ) replaced by D Γ (λ), and µ required to be in Γ.
We proceed by induction on |Γ| starting with the case Γ = ∅. Thus, we assume that we are given Γ so that D Γ (λ) has a filtration with sections L min (µ) ⊕n µ for 6 To see this fact, we argue as follows: Given a restricted regular weight x in an alcove C, draw a (straight) line from x to 0. The line must pass through at least one reflecting affine hyperplane H, and we pick a point z which is the nearest such intersection to x. Let B be any open ball around z. Then B contains points of C, and so the intersection of C with B is a nonempty open set. Also, the point z is on the boundary of C, and, as such lies in the closure of a wall F of C whose containing hyperplane H also contains z. The intersection of the ball B with F is nonempty, since z ∈ F . Let C be the unique alcove other than C which has F as a wall. Since any point of F is the limit of points of C , the intersection of B with C is nonempty. Taking B small enough, we may assume that B is entirely contained in the open restricted parallelopiped. So C must be restricted, and, not being on the same side of H as x, is on the side of H containing 0, and is therefore "smaller". A reflection of x into C and induction gives the desired result.
Suppose ω < λ has parity opposite to that of λ. Then Ext
To verify this assertion, put
has a filtration with sections ∆ red (µ), with n µ = 0 (which implies that µ has the same parity as ω). Thus, Ext 
Clearly, the left-hand Hom in (6.9.2) has dimension equal to the multiplicity of L ζ (ω) in D Γ,ζ (λ). This multiplicity equals the multiplicity of ∆ red (ω) as a section
, and the module L min (ω) is torsionfree.) If ∆ red (τ ) is a section of this filtration, then τ and ω have the same parity, so, Ext
By Theorem 5.4(b) and Theorem 6.8, the middle Ext 1 -terms in (6.9.1) and (6.9.2) also have the same dimension. Thus, the right-hand Ext 1 -terms have the same dimension, as well. Form the exact sequence
By (1.5.5), Ext 
Claim 2 is clear, so consider Claim 3. First, assume that ω ∈ Γ. Then in (6.9.2), the inclusion ι :
is an isomorphism, so that Ext To prove the isomorphism, we use the fact that D Γ (λ) has, as previously noted, a filtration with sections ∆ red (µ). A module ∆ red (µ) appears as a section only when Ext We note also the obvious equality (6.9.5) dim Ext 
has quotient which has a finite length with composition factors of the form L(ω), ω < ν, where L(ω) is a composition factor of ∇ red (ν). Thus, using (6.9.6) and (1.5.5), there is an identification (6.9.9) Ext
By Claim 1, both sides of (6.9.9) are torsion-free. So the reduction modulo π of the left-hand side injects to Ext Also, (6.9.11) Ext
and (6.9.12) Ext
) is a free O-module of rank n µ .
To complete the proof of the "inductive step," put Γ = {ν} ∪ Γ. Form an extension In a later paper, we will show that (assuming the LCF holds for restricted regular weights) the category of all rational G-modules with composition factors having regular dominant weights of a fixed parity forms a highest weight category whose standard and costandard modules are ∆ red (µ) and ∇ red (µ), respectively. Since all composition factors of D(λ) are regular and have parity opposite to λ and are smaller than λ, the above vanishing (6.10.1) result is precisely the standard criterion that D(λ) (or D(λ)) has a ∆ red -(or L min -)filtration in the highest weight category. This remark helps provide some conceptual insight into the above proof.
One can conjecturally extend the main conclusion of Theorem 6.9 to the entire radical series of ∆ ζ (λ). For λ ∈ X + reg and n ≥ r, put E n ζ (λ) := ∆ ζ (λ)/rad n ∆ ζ (λ),
and let E n (λ) be the image of L min (λ) in E n ζ (λ). 
