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REDUCING INVARIANTS AND TOTAL REFLEXIVITY
TOKUJI ARAYA AND OLGUR CELIKBAS
ABSTRACT. Motivated by a recent result of Yoshino, and the work of Bergh on reducible complexity, we
introduce reducing versions of invariants of finitely generated modules over commutative Noetherian local
rings. Our main result considers modules which have finite reducing Gorenstein dimension, and determines
a criterion for such modules to be totally reflexive in terms of the vanishing of Ext. Along the way we give
examples and applications, and in particular, prove that a Cohen-Macaulay local ring with canonical module
is Gorenstein if and only if the canonical module has finite reducing Gorenstein dimension.
1. INTRODUCTION
Throughout R denotes a commutative Noetherian local ring with unique maximal ideal m and residue
field k. Moreover, each R-module is assumed to be finitely generated. For standard, unexplained basic
terminology and notations, we refer the reader to [2], [3], [6] and [12].
An R-module M is called totally reflexive if ExtiR(M,R) = 0 = Ext
i
R(M
∗,R) for all i ≥ 1, and M is
reflexive, i.e., M ∼= M∗∗, where M∗ = HomR(M,R). This definition is valid over each Noetherian ring
(not necessarily local) and is due to Auslander and Bridger [2]. TheGorenstein dimension G-dimR(M) of
an R-moduleM is defined in terms of the length of a resolution of totally reflexive modules, and has been
studied extensively in the literature. Note that the totally reflexive modules are precisely the nonzero
modules of Gorenstein dimension zero. In 2006 Jorgensen and S¸ega [10] proved that the conditions
defining total reflexivity are independent of each other: one of the examples they constructed is a local
Artinian ring R, and an R-module M such that ExtiR(M,R) = 0 6= Ext
i
R(M
∗,R) for all i ≥ 1. The work
of Jorgensen and S¸ega also yields a non-reflexive module over R with the same vanishing conditions.
Therefore, it seems natural to us to consider the following problem:
Problem 1.1. Let M be an R-module. Determine conditions on R, or on M, so that the vanishing of
ExtiR(M,R) for all i≥ 1 forces M to be totally reflexive. 
Let us note, in general, we even do not know if the vanishing of ExtiR(M,R) for all i ≥ 1 forces M to
be Cohen-Macaulay. Recently Yoshino [18] extended the stable module theory of Auslander and Bridger
[2] to the stable complex theory and, by using his theory, proved that, if R is generically Gorenstein and
X is an arbitrary complex of finitely generated projective R-modules, then X is exact if and only if X∗ is
exact. Yoshino’s work yielded the following beautiful, far-reaching theorem concerning Problem 1.1.
Theorem 1.2. (Yoshino [18]) LetM be an R-module. If R is generically Gorenstein (i.e., Rp is Gorenstein
for each associated prime ideal p of R), then one has G-dim(M) = sup{i ∈ Z : ExtiR(M,R) = 0}. 
The aim of this paper is to consider Problem 1.1 and obtain a result in the direction of Theorem 1.2.
Our main result is motivated by, besides Theorem 1.2, the reducible complexity definition of Bergh [5]:
we introduce reducing versions of homological invariants (in particular those of homological dimensions)
of R-modules, and prove the following:
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Theorem 1.3. Let M be an R-module which has finite reducing Gorenstein dimension. Then one has
G-dim(M) = sup{i ∈ Z : ExtiR(M,R) = 0}. 
In general, a module can have finite reducing Gorenstein dimension, even if it has infinite Gorenstein
dimension: we give and discuss such examples, as well as the definition of reducing homological dimen-
sions, in Section 2. We prove Theorem 1.3 in section 4, but defer the proofs of several preliminary results
to Section 5. Moreover, in Section 3, we give an application on testing the Gorenstein property in terms
of the reducing Gorenstein dimension and prove the following; see Theorem 3.1 and Corollary 3.2.
Proposition 1.4. LetM be an R-module which has finite reducing Gorenstein dimension. Then:
ExtiR(M,M) = 0 for all i≫ 0=⇒ Ext
i
R(M,R) = 0 for all i≫ 0⇐⇒ G-dimR(M)< ∞.
In particular, if R is Cohen-Macaulay with canonical module ω , then R is Gorenstein if and only if ω has
finite reducing Gorenstein dimension if and only if ω has finite Gorenstein dimension. 
The conclusion of Proposition 1.4 is already known if M has reducible complexity: in fact, in this
case, M would have finite projective dimension; see [5, 3.2]. Let us mention here that, if a module
has reducible complexity, then it has finite reducing projective, and hence finite reducing Gorenstein
dimension; see Definition 2.1 and [5, 2.1]. However, it is easy to find examples of modules that do not
have finite complexity (and hence do not have reducible complexity), but have finite reducing projective
dimension: in Example 2.3, R is not a complete intersection so that the complexity of k is not finite.
2. DEFINITIONS AND EXAMPLES
In the following, I denotes a homological invariant of R-modules, i.e., I denotes a map from the set
of isomorphism classes of R-modules to the set Z∪{±∞}. Classical and well-known examples of such
an invariant are homological dimensions including the projective dimension I = pd [6], Gorenstein di-
mension I= G-dim [2], and complete intersection dimension I= CI-dim [4]. Motivated by the reducible
complexity definition of Bergh [5], we define:
Definition 2.1. LetM be an R-module, and let I be a homological invariant of R-modules.
Wewrite red-I(M)<∞ provided that there exists a sequence of R-modules K0, . . . ,Kr, positive integers
a1, . . . ,ar,b1, . . . ,br,n1, . . . ,nr, and short exact sequences of the form 0→K
⊕ai
i−1 →Ki→Ω
niK
⊕bi
i−1 → 0 for
each i = 1, . . . r, where K0 = M and I(Kr) < ∞. If such a sequence of modules exists, then we call
{K0, . . . ,Kr} a reducing I-sequence of M.
The reducible invariant I of M is defined as follows:
red-I(M) = inf{r ∈ N∪{0} : there is a reducing I-sequence K0, . . . ,Kr of M}.
We set, red-I(M) = 0 if and only if I(M)< ∞. 
In this paper we will focus on reducing homological dimensions, especially on reducing Gorenstein
dimension. If M is an R-module that has reducible complexity (e.g., if CI-dimR(M) < ∞), then M has
finite reducing projective dimension. In particular, if R is a complete intersection, then each R-module
has finite reducible projective dimension; see [5, 2.2]. We suspect that the converse of this fact is also
true. Hence it seems reasonable to ask:
Question 2.2. If each R-module has finite reducing projective dimension, then must R be a complete
intersection ring? What if each R-module has reducing projective dimension at most one? 
REDUCING INVARIANTS AND TOTAL REFLEXIVITY 3
The reducing homological invariant of an R-module M can be finite, even if the corresponding ho-
mological invariant is infinite, i.e., in general, reducing homological dimensions are finer invariants than
their corresponding homological dimensions. Next we give several examples and remarks to highlight
this point. The following is an example of a module that has infinite Gorenstein, but has finite reducing
Gorenstein dimension:
Example 2.3. Let R= C[[x,y]]/(x,y)2 . Then we have that G-dim(k) = pd(k) = ∞, and the minimal free
resolution of k is given by:
· · · // R⊕4
(
x y 0 0
0 0 x y
)
// R⊕2
(x y)
// R // k // 0.
Since Ω2k ∼= k⊕4, the following short sequence is exact: 0→ k⊕4 → R⊕2 → Ωk→ 0. This yields that
{k,R⊕2} is a reducing pd-sequence (and so reducing G-dim-sequence) of k. Therefore, we conclude that
red-pd(k) = red-G-dim(k) = 1< ∞. 
The next remark and Proposition 2.5 establish a generalization of Example 2.3.
Remark 2.4. Assume R is not Gorenstein and m2 = 0. It is easy to see that there is a short exact
sequence 0 → k⊕e
2
→ R⊕e → Ωk → 0, where e is an embedding dimension of R. This shows that
{k,R⊕e} is a reducing pd-sequence (and hence reducing G-dim) sequence of k. Consequently, we see
red-pd(k) = 1= red-G-dim(k), while pd(k) = ∞ = G-dim(k). 
Proposition 2.5. The following are equivalent, if R is not Gorenstein, m2 = 0 and M is an R-module.
(i) M ∼= R⊕α ⊕ k⊕β for some α ,β ≥ 0.
(ii) red-pd(M)< ∞.
(iii) red-pd(M)≤ 1.
(iv) red-CI-dim(M)< ∞.
(v) red-CI-dim(M)≤ 1.
(vi) red-G-dim(M)< ∞.
(vii) red-G-dim(M)≤ 1.
Proof. Note that, by definitions, it suffices to prove (i) implies (iii), and (vi) implies (i).
Assume (i) holds. Then there is an exact sequence of the form 0→ k⊕e
2
→ R⊕e → Ωk → 0; see
Remark 2.4. This induces the following commutative diagram with exact rows:
0 // R⊕e
2α ⊕ k⊕e
2β // R⊕e
2α ⊕R⊕eβ // Ωk⊕β // 0
0 // (R⊕α ⊕ k⊕β)⊕e
2
// R⊕(e
2α+eβ) // Ω(R⊕α ⊕ k⊕β ) // 0.
Therefore {R⊕α ⊕ k⊕β ,R⊕(e
2α+eβ)} is a reducing pd-sequence of M ∼= R⊕α ⊕ k⊕β . Hence we see that
red-pd(M)≤ 1. This establishes (iii).
Next we will show that (vi) implies (i). Assume red-G-dim(M) < ∞. Then there exists a reduc-
ing G-dim sequence, say {K0,K1, . . . ,Kr}, of M. Note that, by definition, there are positive integers
a1,a2, . . . ,ar and injective maps K
⊕ai
i−1 → Ki for each i= 1, . . . r. Hence, setting K0 =M, we obtain an in-
jective map ϕ :M→Kr. On the other hand, since G-dim(Kr)<∞, we conclude that Kr is a free R-module;
see, for example, [17, 2.4]. Therefore, M ∼= Ω(cokerϕ)⊕R⊕α for some α ≥ 0. Since Ω(cokerϕ) is a
k-vector space, we have that M ∼= R⊕α ⊕ k⊕β for some α ,β ≥ 0. 
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The ring in Example 2.3 is zero-dimensional. We now proceed to give a higher dimensional example
of a ring over which Gorenstein and reducing Gorenstein dimensions are different. Recall that R is said
to be G-regular [14] provided that there are no non-free totally reflexive R-modules.
Remark 2.6. Assume R is G-regular and Cohen-Macaulay with canonical module ω . Assume further
there exists a nonzero R-module M such that R, ω , and M are the only, up to isomorphism, pairwise
non-isomorphic, indecomposable maximal Cohen-Macaulay R-modules. Then ΩM is a maximal Cohen-
Macaulay R-module that has no free summand; see, for example, [11, 9.14(i)].
Now suppose ΩM ∼=M⊕r⊕ω⊕s for some r,s≥ 0. Pick a maximal R-regular sequence x (this is empty
set if depth(R)= 0). Without loss of generality, we may assume x= {x}. Then there is an exact sequence
0→ ΩM→ G→ M → 0 for some free R-module G so that 0→ ΩM/xΩM → G/xG is exact. Notice
ΩM/xΩM ∼= (M/xM)⊕r⊕ (ω/xω)⊕s. Hence, if s ≥ 1, then there is an injection ω/xω → G/xG over
the Artinian ring R/xR. This implies ω/xω is free over R/xR, and so ω ∼= R. Thus s= 0, i.e., ω cannot
be a direct summand of ΩM. Therefore, r ≥ 1 and ΩM ∼=M⊕r. This yields a short exact sequence of the
form 0→M⊕r
2
→ F→ΩM→ 0, where F is a free R-module. AsM is not free, we have G-dim(M) = ∞
so that red-G-dimR(M) = 1< ∞ = G-dimR(M); see Definition 2.1. 
Example 2.7. Let S = C[[x,y]] be the formal power series ring, and let R = C[[x3,x2y,xy2,y3]] be the
3rd Veronese subring of S. Then S = R⊕M⊕ω , where ω = (x,y) is the canonical module of R, and
M = (x2,xy,y2). The set of all indecomposable maximal Cohen-Macaulay R-modules equals the set of
all indecomposable R-direct summands of S, which is {R,ω ,M}; see [16, 10.5]. As R is G-regular, we
conclude by Remark 2.6 that red-G-dimR(M) = 1 < ∞ = G-dimR(M); see [11, 6.3.6] and [14, 5.1]. In
fact, one can check that Ωω ∼=M, ΩM ∼=M⊕2, and there are exact sequences 0→ΩM→ R⊕3→M→ 0
and 0→M⊕4→ F →ΩM→ 0, where F is free. 
3. AN APPLICATION ON TESTING THE GORENSTEIN PROPERTY
It is known that, if R is Cohen-Macaulay with canonical module ω , then R is Gorenstein if and only if
G-dimR(ω)< ∞; see [9, 1.2]. Prior to giving a proof of Theorem 1.3, to faciliate further discussion, we
give an application of reducing Gorenstein dimension and extend the aforementioned fact about canonical
modules. More precisely, we will prove that, if C is a semidualizing R-module (see, for example, [13]),
then red-G-dim(C)< ∞ if and only if G-dimR(C)< ∞, i.e., C is totally reflexive. This shows that, if R is
Cohen-Macaulay with canonical module ω , then R is Gorenstein if and only if red-G-dim(ω)< ∞.
Let I be a homological invariant of R-modules. We call I closed under direct summands provided that
the following condition holds: whenever X and Y are R-modules, where X is a direct summand of Y and
I(Y )< ∞, we have that I(X)< ∞. Next is the main result of this section:
Theorem 3.1. Let I be a homological invariant of modules, and let M be an R-module such that
ExtiR(M,M) = 0 for all i ≥ 1. Assume red-I(M) < ∞ with a reducing I-sequence {K0, . . . ,Kr}. Then
M is a direct summand of Ki, and Ext
j
R(Ki,M) = 0 for each i= 0, . . . ,r and for all j ≥ 1. In particular, if
I is closed under direct summands, then I(M)< ∞.
Proof. It is straightforward to derive the required conclusion of the second claim provided that the first
one is correct: M is a direct summand of Kr so that I(M) < ∞ since I(Kr) < ∞. Hence we will prove
the first claim by induction on i. In order to prove M is a direct summand of Ki, we will show that there
exists an R-module Li such that Ki ∼=M⊕Li for each i.
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If i = 0, then the claim follows by setting Li = 0 (recall K0 =M). Hence we assume i ≥ 1. Then, by
the induction hypothesis, Ext
j
R(Ki−1,M) = 0 for all j ≥ 1, and there exists an R-module Li−1 such that
Ki−1 ∼=M⊕Li−1. So, by applying HomR(−,M) to the exact sequence 0→ K
⊕ai
i−1
ϕ
→ Ki → Ω
niK
⊕bi
i−1 → 0,
we see that Ext
j
R(Ki,M) = 0 for all j≥ 1. Now we consider a pushout diagram of the map ϕ and the split
epimorphism K⊕aii−1 ։ L
⊕ai
i−1.
0

0

M⊕ai

M⊕ai

0 // K
⊕ai
i−1

// Ki

// ΩniK⊕bii−1
// 0
0 // L
⊕ai
i−1
//

L′i
//

ΩniK⊕bii−1
// 0
0 0
AsKi−1∼=M⊕Li−1 and Ext
j
R(Ki−1,M)= 0 for all j≥ 1, we conclude that Ext
1
R(Li−1,M)= 0. Further-
more, since Ext1(ΩniK⊕bii−1 ,M)
∼= Extni+1(Ki−1,M)
⊕bi = 0, the bottom horizontal short exact sequence in
the above diagram implies Ext1R(L
′
i,M) = 0. This also implies that the middle vertical short exact se-
quence of the above diagram splits. So, Ki ∼=M
⊕ai⊕L′i, and hence, by setting Li =M
⊕ai−1⊕L′i, we see
Ki ∼=M⊕Li. This completes the proof. 
We can now establish the generalization we seek concerning the canonical module:
Corollary 3.2. LetC be a semidualizing R-module. Then the following conditions are equivalent:
(i) C ∼= R.
(ii) C is totally reflexive.
(iii) G-dim(C)< ∞.
(iv) red-G-dim(C)< ∞.
In particular, if R is Cohen-Macaulay with canonical module ω , then R is Gorenstein if and only if
red-G-dim(ω)< ∞ if and only if G-dim(ω)< ∞.
Proof. It suffices to prove (iv) implies (i). Hence we assume red-G-dim(C) < ∞. As G-dim is closed
under direct summands [7, 1.1.10(c)] and since ExtiR(C,C) = 0 for all i ≥ 1, Theorem 3.1 implies that
G-dim(C) < ∞. In particular, C is a reflexive complex; see [7, 2.2.3] or [15, 2.7]. Therefore [1, 5.3]
shows that C ∼= R, and this establishes the assertion.
The second claim follows from [9, 1.2] since ω is a semidualizing module. 
In passing, it is worth recalling that the conclusion of Corollary 3.2 is not true if the canonical module
is replaced by the residue field of the ring. In other words, in general, one does not have a characterization
of regularity of local rings in terms of the reducing projective, or reducing Gorenstein dimension of the
residue fields; see Example 2.3.
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4. PROOF OF THE MAIN RESULT
The aim of this section is to prove our main result, namely Theorem 1.3. Our proof relies upon the
following proposition; its proof is deferred and is given in Section 5.
Proposition 4.1. LetM be an R-module such that red-G-dim(M)< ∞. Then,
(i) red-G-dim(ΩM)< ∞.
Assume further ExtiR(M,R) = 0 for all i≥ 1. Then the following hold:
(ii) If M ∼= ΩN for some R-module N, then red-G-dim(N)< ∞
(iii) If K is an element of a reducing G-dim-sequence of M, then ExtiR(K,R) = 0 for all i≥ 1.
In order to prove Theorem 1.3, we first recall:
Remark 4.2. Let X be a torsionless R-module, i.e., λX is injective, where λX denotes the natural map
X −→ X∗∗. Consider a minimal free cover F
pi
։ X∗. By dualizing the map pi , we obtain a short exact
sequence 0→ X → F→ X1→ 0, where X1 is the cokernel of the composite map X
λX−→ X∗∗
pi∗
−→ F∗ ∼= F .
The short exact sequence 0→ X → F→ X1→ 0 obtained in this way is called a pushforward of X . Note
the pushforward of X is, up to isomorphism, unique and it follows, by construction, that Ext1R(X1,R) = 0;
see, for example, [8, page 61, exercise 3(c)]. 
We are now ready to prove Theorem 1.3:
Proof of Theorem 1.3. We assume ExtiR(M,R) = 0 for all i≫ 0. To establish the theorem, it suffices to
prove G-dim(M) < ∞; see [12, 23(c)]. Note that, in view of Proposition 4.1(i), we may replace M with
a high syzygy module, assume ExtiR(M,R) = 0 for all i≥ 1, and proceed to prove M is totally reflexive.
For that, first, we will first show that M is torsionless.
Set r = red-G-dim(M), and proceed by induction on r. If r = 0, then, by Definition 2.1, we have that
G-dim(M) < ∞, and so M is totally reflexive as ExtiR(M,R) = 0 for all i ≥ 1. Thus we assume r ≥ 1.
Let {K0,K1, . . . ,Kr} be a reducing G-dim sequence ofM. It then follows that red-G-dim(K1) = r−1 and
ExtiR(K1,R) = 0 for all i≥ 1; see Proposition 4.1(iii). So K1 is torsionless by the induction hypothesis.
It follows from Definition 2.1 that there is an exact sequence 0→M⊕a→K1→Ω
nM⊕b→ 0 for some
positive integers a, b and n. This implies that the dual sequence 0→ (ΩnM⊕b)∗→ K∗1 → (M
⊕a)∗→ 0 is
also exact because Ext1R(Ω
nM,R) = 0. Dualizing one more time, we obtain the following commutative
diagram with exact rows, where λ denotes the natural map:
0 // M⊕a //
λM⊕a

K1 //
λK1

ΩnM⊕b //
λ
ΩnM⊕b

0
0 // (M⊕a)∗∗ // K∗∗1
// (ΩnM⊕b)∗∗
As λK1 is injective, we see by the Snake lemma that λM⊕a is injective. Since λM⊕a = (λM)
⊕a, we conclude
that the map λM is injective, i.e., M is torsionless, as claimed.
Notice, what we have proved above is that, if X is an R-module with ExtiR(X ,R) = 0 for all i≥ 1 and
red-G-dim(X)< ∞, then X is torsionless.
Next we consider the pushforward ofM, i.e., an exact sequence of R-modules 0→M→F1→M1→ 0,
where F1 is free; see Remark 4.2. It then follows ExtiR(M1,R) = 0 for all i≥ 1, and red-G-dim(M1)< ∞;
see Proposition 4.1(ii). Thus, by what we have established above, we deduce that M1 is torsionless.
Moreover, the dual sequence 0→ (M1)
∗→ (F1)∗→M∗→ 0 is exact.
REDUCING INVARIANTS AND TOTAL REFLEXIVITY 7
As M1 is torsionless, we can iterate the previous process, and in this way we obtain exact sequences
of R-modules 0→ Mi−1 → F
i → Mi → 0, where F
i is free and Ext
j
R(Mi,R) = 0 for each i, j ≥ 1. In
particular, the dual sequence 0→ (Mi)
∗→ (F i)∗→ (Mi−1)
∗→ 0 is exact for each i ≥ 1 (Set M0 =M).
This gives us the following long exact sequence whose dual is also exact:
0 // M // F1 //
  
❇❇
❇❇
❇❇
❇❇
F2 //
  
❇❇
❇❇
❇❇
❇❇
F3 // · · ·
M1
>>⑤⑤⑤⑤⑤⑤⑤⑤
!!
❇❇
❇❇
❇❇
❇❇
M2
>>⑤⑤⑤⑤⑤⑤⑤⑤
!!
❇❇
❇❇
❇❇
❇❇
0
==⑤⑤⑤⑤⑤⑤⑤⑤
0
==⑤⑤⑤⑤⑤⑤⑤⑤
0
Now let · · · → F2→ F1→ F0→M→ 0 be a free resolution ofM. Splicing this free resolution with the
one above, i.e., with the exact sequence 0→M→ F1→F2→ F3→··· , we obtain a complete resolution
of M as follows:
· · · // F1 // F0 //

❅❅
❅❅
❅❅
❅
F1 // F2 // · · ·
M
>>⑦⑦⑦⑦⑦⑦⑦⑦
  
❇❇
❇❇
❇❇
❇❇
0
>>⑥⑥⑥⑥⑥⑥⑥⑥
0
Therefore M is totally reflexive and hence this completes the proof of the theorem. 
5. PROOF OF PROPOSITION 4.1
This section is devoted to a proof of Proposition 4.1. Our proof requires several steps. Let us note
here that Proposition 4.1(iii) follows from 5.1, while 5.3 establishes parts (i) and (ii) of the proposition.
5.1. LetM and N be R-modules such that red-I(M)<∞ and P(M,N)= sup{i∈Z : ExtiR(M,N) 6= 0}<∞.
If {K0,K1, · · · ,Kr} is a reducing I-sequence of M, then P(Ki,N) = P(M,N) for each i= 0, . . . ,r.
Proof. Let {K0,K1, · · · ,Kr} be a reducing I-sequence of M. It follows from Definition 2.1 that, given an
integer i with 1≤ i≤ r, there exists a short exact sequence of R-modules:
(5.1.1) 0→ K⊕aii−1 → Ki→Ω
niK
⊕bi
i−1 → 0,
where a1, . . . ,ar,b1, . . . ,br,n1, . . . ,nr are positive integers, K0 =M and I(Kr)< ∞.
We will first observe, for each i = 1, . . . ,r, that P(Ki,N) < ∞, and then P(Ki−1,N) = P(Ki,N). To
establish both of these claims, we will proceed by induction on i.
If i = 0, then P(Ki,N) = P(M,N), which is finite by assumption. So we assume i ≥ 1.
Since Ext
j
R(Ω
niKi−1,N) ∼= Ext
j+ni
R (Ki−1,N) for each j ≥ 1, and since the induction hypothesis gives
P(Ki−1,N)< ∞, we conclude that Ext
v
R(Ki−1,N) = 0 for all v≫ 0, i.e., P(Ki,N)< ∞. Hence it remains
to show P(Ki−1,N) = P(Ki,N) for each i= 1, . . . ,r.
We pick an integer iwith 1≤ i≤ r, set p= P(Ki−1,N), and consider the following long exact sequence
which follows from (5.1.1):
(5.1.2) · · · → Ext jR(Ω
niK
⊕bi
i−1 ,N)→ Ext
j
R(Ki,N)→ Ext
j
R(K
⊕ai
i−1 ,N)→ Ext
j+1
R (Ω
niK
⊕bi
i−1 ,N)→ ···
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Letting j = p in (5.1.2), we see that ExtpR(Ki,N)
∼= Ext
p
R(K
⊕ai
i−1 ,N) 6= 0. Furthermore, if j ≥ p+ 1, then
Ext
j
R(Ω
niK
⊕bi
i−1 ,N) = 0 = Ext
j
R(K
⊕ai
i−1 ,N) so that Ext
j
R(Ki,N) = 0. This shows P(Ki−1,N) = P(Ki,N).
Therefore we conclude that P(M,N) = P(K0,N) = · · ·= P(Kr,N)< ∞. This completes the proof. 
In our proof of 5.3, we will make use of the next result; it is an application of the Horseshoe Lemma
and hence we skip its proof.
5.2. Let M, N and L are R-modules.
(i) If θ = (0→ N→ L→M→ 0) is an exact sequence, then there exists a free R-module F such that
the syzygy sequence Ωθ = (0→ΩN→ΩL⊕F→ΩM→ 0) is exact.
(ii) Let fNM : Ext
1
R(M,N)→ Ext
1
R(ΩM,ΩN) be the map given by f
N
M(θ) = Ωθ , where Ωθ is defined as
in part (i). If Ext2R(M,R) = 0, then f
N
M is surjective. 
5.3. Let M and N be R-modules such that M ∼= ΩN. Assume I satisfies the following properties:
(1) I(R)< ∞.
(2) I(X)< ∞ ⇐⇒ I(ΩX)< ∞ for each R-module X .
(3) I(X)< ∞ ⇐⇒ I(X ⊕R)< ∞ for each R-module X .
Then the following hold:
(i) If red-I(N)< ∞, then red-I(M)< ∞.
(ii) If red-I(M)< ∞ and ExtiR(M,R) = 0 for all i≥ 1, then red-I(N)< ∞.
In particular, the result holds for the case where I = G-dim, i.e., if red-G-dim(N) < ∞, then
red-G-dim(M)< ∞, and if red-G-dim(M)< ∞ and ExtiR(M,R) = 0 for all i≥ 1, then red-G-dim(N)< ∞.
Proof. (i) Assume red-I(N) < ∞ and let {K0, . . . ,Kr} be a reducing I-sequence of N. Then there are
positive integers a1, . . . ,ar,b1, . . . ,br,n1, . . . ,nr, and exact sequences
(5.3.1) 0→ K⊕aii−1 → Ki→Ω
niK
⊕bi
i−1 → 0,
where 1 ≤ i ≤ r, K0 = N and I(Kr) < ∞; see Definition 2.1. We will prove that there is a reducing
I-sequence {Z0, . . . ,Zr} of M, where Zi ∼= ΩKi⊕Fi for some free R-module Fi and for each i= 0, . . . r.
We set Z0 =M and F0 = 0 so that, for the case where i = 0, we have Z0 ∼= ΩK0⊕F0 = ΩN⊕ 0∼=M
by assumption. Hence suppose i ≥ 1. Then, by the induction hypothesis, there are R-modules Zi−1 and
Fi−1 with Fi−1 is free and Zi−1 ∼= ΩKi−1⊕Fi−1.
We use 5.2(i) with the sequence (5.3.1), and obtain free R-modules Gi and the exact sequence:
(5.3.2) 0→ΩK⊕aii−1
ϕ
−→ΩKi⊕Gi→ Ω
ni+1K
⊕bi
i−1 → 0.
Next we take the direct sum of the sequence (5.3.2) with the trivial sequence 0→ F⊕aii−1→F
⊕ai
i−1 → 0,
and obtain the exact sequence:
(5.3.3) 0→ΩK⊕aii−1 ⊕F
⊕ai
i−1
(
ϕ
1
)
−→ (ΩKi⊕Gi)⊕F
⊕ai
i−1 →Ω
ni+1K
⊕bi
i−1 → 0.
As ni is positive, the exact sequence (5.3.3) can be written as follows:
(5.3.4) 0→
(
ΩKi−1⊕Fi−1
)⊕ai
(
ϕ
1
)
−→ΩKi⊕
(
Gi⊕F
⊕ai
i−1
)
→Ωni
(
ΩKi−1⊕Fi−1
)⊕bi → 0.
Now we set Fi = Gi⊕F
⊕ai
i−1 and Zi = ΩKi⊕Fi. Then, by making use of (5.3.4), for each i = 1, . . . ,r,
we obtain the following exact sequences:
(5.3.5) 0→ Z⊕aii−1 → Zi→Ω
niZ
⊕bi
i−1 → 0.
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Note that I(Kr)<∞=⇒ I(ΩKr)<∞=⇒ I(ΩKr⊕Fr)<∞=⇒ I(Zr)<∞: the first implication follows
from (2), while the second one is due to (3) of the hypotheses. As Z0 =M, (5.3.5) shows that {Z0, . . . ,Zr}
is an I-sequence of M. So red-I(M)< ∞, as required. This justifies part (i).
(ii) Assume red-I(M)< ∞ and ExtiR(M,R) = 0 for all i≥ 1. Let {K0, . . . ,Kr} be a reducing I-sequence
of M. Then there are positive integers a1, . . . ,ar,b1, . . . ,br,n1, . . . ,nr, and exact sequences
(5.3.6) 0→ K⊕aii−1 → Ki→Ω
niK
⊕bi
i−1 → 0,
where 1≤ i≤ r, K0 =M and I(Kr)< ∞; see Definition 2.1. Note that, Ext
j
R(Ki,R) = 0 for all j ≥ 1 and
for all i= 0, . . . r; see 5.1.
We will prove that there is a reducing I-sequence {W0, . . . ,Wr} of N, where Ki ∼= ΩWi⊕Fi for some
free R-module Fi and for each i= 1, . . . r.
We setW0 = N and F0 = 0 so that, for the case where i= 0, we have K0 ∼= ΩW0⊕F0 = ΩN⊕0∼=M
by assumption. Hence suppose i ≥ 1. Then, by the induction hypothesis, there are R-modules Wi−1
and Fi−1 with Fi−1 is free and Ki−1 ∼= ΩWi−1⊕Fi−1. Note this isomorphism gives a split epimorphism
K
⊕ai
i−1 → ΩW
⊕ai
i−1 . Next we consider a pushout of this split epimorphism with the map K
⊕ai
i−1 → Ki that
comes from (5.3.6):
0

0

F
⊕ai
i−1

F
⊕ai
i−1

0 // K
⊕ai
i−1

// Ki

// ΩniK⊕bii−1
// 0
0 // ΩW⊕aii−1
//

∃ Li //

ΩniK⊕bii−1
// 0
0 0
We have Ext1R(ΩW
⊕ai
i−1 ,R) = 0 = Ext
1
R(Ω
niK
⊕bi
i−1 ,R) since Ext
j(Ki−1,R) = 0 for all j ≥ 1 and since
ΩWi−1 is a direct summand of Ki−1. Therefore, by the bottom horizontal short exact sequence above, we
conclude Ext1R(Li,R) = 0. This shows, since Fi−1 is free, that the middle vartical exact sequence splits.
Consequently, we obtain the isomorphism Ki ∼= Li⊕F
⊕ai
i−1 .
As Ext j(Ki−1,R) = 0 for all j ≥ 1, we have Ext
2
R(Ω
ni−1K
⊕bi
i−1 ,R) = 0. Therefore the map
Ext1R(Ω
ni−1K
⊕bi
i−1 ,W
⊕ai
i−1 )→ Ext
1
R(Ω
niK
⊕bi
i−1 ,ΩW
⊕ai
i−1 ), given by taking syzygy, is surjective; see 5.2 (ii). In
particular, there exists θ =
(
0→W⊕aii−1 → Pi→Ω
ni−1K
⊕bi
i−1 → 0
)
∈ Ext1R(Ω
ni−1K
⊕bi
i−1 ,W
⊕ai
i−1 ) whose syzygy
is the short exact sequence
(
0→ΩW⊕aii−1 → Li→Ω
niK
⊕bi
i−1 → 0
)
∈ Ext1R(Ω
niK
⊕bi
i−1 ,ΩW
⊕ai
i−1 ). It follows, by
the definition of the syzygy map, that there exists a free R-module Gi with Li ∼= ΩPi⊕Gi.
In passing, we summarize the isomorphisms we obtained so far:
(5.3.7) Ki−1 ∼= ΩWi−1⊕Fi−1, and Ki ∼= Li⊕F
⊕ai
i−1 , and Li
∼= ΩPi⊕Gi, where Fi−1,Fi and Gi are free.
Now we consider two cases:
Case 1: Assume ni = 1. In this case, notice θ =
(
0→W⊕aii−1 → Pi → K
⊕bi
i−1 → 0
)
. As the isomorphism
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Ki−1 ∼= ΩWi−1⊕Fi−1 yields the isomorphism K
⊕bi
i−1
∼= ΩW
⊕bi
i−1 ⊕F
⊕bi
i−1 , we can consider the pullback of the
split monomorphism ΩW⊕bii−1 → K
⊕bi
i−1 and the map Pi→ K
⊕bi
i−1 that comes from θ :
0

0

0 //W
⊕ai
i−1
// ∃Wi

// ΩW⊕bii−1

// 0
0 //W
⊕ai
i−1
// Pi

// K
⊕bi
i−1

// 0
F
⊕bi
i−1

F
⊕bi
i−1

0 0
As Fi−1 is free, it follows that Pi ∼=Wi⊕F
⊕bi
i−1 , and hence ΩPi
∼= ΩWi.
Case 2: Assume ni ≥ 2. Then ni−1> 0 and, since Ki−1 ∼= ΩWi−1⊕Fi−1, it follows that:
(5.3.8) Ωni−1K⊕bii−1
∼= Ωni−1(ΩWi⊕Fi−1)
⊕bi ∼= ΩniW
⊕bi
i−1 .
In this case we defineWi as Pi, i.e., we setWi = Pi.
In both Case 1 and 2, we have the exact sequence 0→W⊕aii−1 →Wi → Ω
niW
⊕bi
i−1 → 0: for Case 1,
this is obtained in the previous pullback diagram, and for Case 2, this follows from the definition of θ ,
the fact that Wi = Pi, and the isomorphism (5.3.8). Furthermore, for both cases, we have the following
isomorphism; see also (5.3.7).
(5.3.9) Ki ∼= Li⊕F
⊕ai
i−1
∼= (ΩPi⊕Gi)⊕F
⊕ai
i−1
∼= ΩWi⊕Fi, where Fi = Gi⊕F
⊕ai
i−1 .
The isomorphism (5.3.9), in particular, implies that I(Kr) = I(ΩWr⊕Fr)< ∞. Thus, from the hypotheses
(2) and (3), we conclude that I(Wr)< ∞. Consequently, {W0, . . . ,Wr} is an I-sequence of N, and hence it
follows that I(N)< ∞. This completes the proof of the theorem. 
We finish this section by recording the following observation about Theorem 5.3:
Remark 5.4. Let R = k[[x,y]]/(x,y)2 for some field k, and let N = R/(x). Then M = ΩN = (x) ∼= k.
Hence it follows from Proposition 2.5 that red-G-dim(M)< ∞ and red-G-dim(N) = ∞ (since M ∼= k and
since N is not isomorphic to R⊕α ⊕ k⊕β for all α ,β ≥ 0). Note that ExtiR(M,R) 6= 0 for each i ≥ 0.
This shows, in general, the converse of Theorem 5.3(i) is not true, and that the vanishing of ExtiR(M,R)
assumption is necessary for Theorem 5.3(ii) to hold.
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