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ABSTRACT 
Single-phase convective heat transfer can be enhanced by modifying the heat transfer 
surface to passively generate streamwise vortices. The swirling flow of the vortices modifies 
the temperature field, thinning the thermal boundary layer and increasing surface convection. 
Tip vortices generated by delta wings and junction vortices generated by hemispherical 
protuberances were studied in laminar flat-plate and developing channel flows. Local and 
average convective measurements were obtained, and the structure of the vortices was studied 
using quantitative flow visualization and vortex strength measurements. The pressure drop 
penalty associated with the heat transfer enhancement was also investigated. 
Tip vortices generated by delta wings enhanced local convection by as much as 300% 
over a flat-plate boundary layer flow. Vortex strength increased with Reynolds number based 
on chord length, wing aspect ratio, and wing angle of attack. As the vortices were advected 
downstream, they decayed because of viscous interactions. In the developing channel flow, tip 
vortices produced a significant local heat transfer enhancement on both sides of the channel. 
The largest spatially averaged heat transfer enhancement was 55%; it was accompanied by a 
100% increase in the pressure drop relative to the same channel flow with no delta-wing vortex 
generator. 
Junction vortices created by hemispherical surface protuberances provided local heat 
transfer enhancements as large as 250%. Vortex strength increased with an increasing ratio of 
hemisphere radius to local boundary layer thickness on a flat plate. In the developing channel 
flows, heat transfer enhancements were observed on both sides of the channel. The largest 
spatially averaged heat transfer enhancement was 50%; it was accompanied by a 90% pressure 
drop penalty relative to the same channel flow with no hemispherical vortex generator. 
This research is important in compact heat exchanger design. Enhancing heat transfer 
can lead to smaller, more efficient heat exchangers in a broad range of applications. A 
simplified heat exchanger performance evaluation method is considered to explore the heat 
transfer benefit and pressure-drop penalty of vortex generator enhancements. 
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The performance of liquid-to-air and two-phase-to-air heat exchangers is important in many 
applications, including thermal management and processing systems found in the automotive, 
refrigeration, chemical, and petroleum industries. Improving the performance of these heat 
exchangers leads to a smaller surface-area requirement, reduced material cost, and a lower heat 
exchanger mass. Along with the financial advantages realized by the manufacturer and consumer, 
improving heat exchanger performance can have a significant impact on the environment. In the 
refrigeration industry, smaller heat exchangers require smaller refrigerant charges, and a smaller 
charge reduces the potential environmental impact of a leak. Improved heat exchanger performance 
leads to more efficient thermal systems which require less power, thereby, reducing the operating 
cost and environmental impact associated with energy consumption. Improving liquid-to-air and 
two-phase-to-air heat exchanger performance can lead to a wide array of both financial and 
environmental benefits. 
The performance of liquid-to-air and two-phase-to-air heat exchangers is often described in 
terms of resistances to heat and fluid flow, and performance improvements are discussed in terms 
of reducing these resistances. The total thermal resistance in these heat exchangers can be 
considered as the sum of three components: the liquid or two-phase convective resistance, the wall 
conductive resistance, and the air-side convective resistance. However, the air-side convective 
resistance is typically the dominant resistance to heat transfer[1]. Efforts to improve liquid and two-
phase-to-air heat exchanger performance should focus on reducing the dominant thermal resistance 
on the air side of the heat exchanger. 
Streamwise vortex generation is a relatively new technique that holds promise in air-side 
heat transfer enhancement. In this method, the heat transfer surface is altered to intentionally 
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generate streamwise vortices that are carried through the heat exchanger by the main flow. 
Streamwise vortices can be passively generated using surface modifications such as a protuberance 
or a wing; example vortex generators are shown in Fig. 1.1. When the flow encounters a 
protuberance, an adverse pressure gradient can cause the boundary layer to separate and form a 
horseshoe vortex at the junction of the surface and the protuberance as shown in Fig. 1.2. The legs 
of the horseshoe vortex extend downstream from the protuberance and induce bulk fluid mixing. 
The lift generated by a delta wing is accompanied by a tip vortex system that extends downstream 
as shown in Fig. 1.3. Both the horseshoe and tip vortices can enhance surface heat transfer by 
interchanging fluid near the plate with fluid from the freestream and increasing the temperature 
gradient at the surface. 
A considerable research effort has been directed at vortex-enhanced heat transfer, but much 
of this work has been performed in a broad-ranging, "shotgun" approach. A large number of 
parameters have been evaluated with little focus on the interactions between the vortex flow field 
and the heat transfer. The research presented in this thesis is directed toward developing a better 
understanding of these flow and heat transfer interactions occurring in single-phase, vortex-
enhanced convection. More specifically, this research focuses on the flow and heat transfer 
interactions between external boundary layer and developing channel flows with stream wise 
vortices generated by wings and protuberances. 
1.2 Literature Review 
Extensive reviews of recent progress in heat transfer enhancement using longitudinal vortex 
generation have been completed by Jacobi and Shah[21and Fiebig[3-41. The review presented below 
will focus on the work most directly related to the present research. In the interest of completeness, 
a more comprehensive, annotated bibliography is included as Appendix A. The review will be 
presented in two sections: wing-based vortex <generation and protuberance-based vortex 
generation. 
2 
1.2.1 Win~-Based Vortex Generation 
1.2.1.1 Flat -Plate Flows 
In 1986, Turk and lunkhan[5] evaluated the heat transfer impact of rectangular-winglet 
vortex generators with various aspect ratios and attack angles. During their experiments, a constant 
heat flux was applied to the flat-plate test specimen downstream of vortex generators placed at the 
leading edge of the plate. The local surface and air temperatures were measured using 
thermocouples, and from these measurements local heat transfer coefficients were determined. 
Turk and lunkhan considered flows with a zero and favorable pressure gradient and reported that 
heat transfer enhancement generally increased with a favorable pressure gradient. Local spanwise-
averaged heat transfer enhancements as large as 250% were reported for Reynolds numbers of 
3.7(104) to 2.2(105) based on flow length. The impact of the vortex generators on pressure drop 
was not reported. Multiple vortices were generated with four rectangular winglets, but no 
discussion of the interactions between the neighboring vortices was presented. No flow 
measurements were presented nor were the strength and location of the vortices. Because the 
character of the vortices was not reported, it is impossible to explain the heat transfer results in 
terms of the vortex interactions with neighboring vortices and the surface. 
Torii et al. [6] investigated the local heat transfer downstream of a delta-winglet vortex 
generator on a flat plate. They used hot-wire anemometry and smoke-wire flow visualization to 
study the flow field. The heat transfer was studied using two techniques: constant-heat-flux 
experiments were performed using thermocouples to measure the surface and air temperatures, and 
the local heat transfer in a smaller area immediately behind the generator was evaluated using the 
naphthalene sublimation technique which simulates a constant-temperature boundary condition. 
The naphthalene extended approximately 2.5 winglet chord lengths downstream, and local heat 
transfer enhancements of over 200% were reported in the downwash region of the vortex flow. 
The experiments were all performed at a constant freestream velocity of 4m1s, so the variation of 
the enhancement with flow rate was not reported. Likewise, the pressure drop penalty associated 
with the enhancements was not investigated. Since a delta-winglet was investigated, only a single 
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strong tip vortex was generated, and consequently vortex-vortex interactions and their impact of 
surface heat transfer were not evaluated. The hot-wire measurements were conducted using a 
single-component anemometer which measured only the magnitude of the velocity. The authors 
present the anemometer measurements as contours of constant streamwise velocity. However, 
downstream of the vortex generator the flow is certainty not one-dimensional; therefore, a single 
component hot-wire measurement could only provide the magnitude of the velocity and not the 
direction. With only measurements of streamwise velocity contours, the strength of the vortices 
cannot be determined. Although the sublimation measurements provided spatially resolved 
convective data, the test surface covered only a small part of the area affected by the vortex. 
Furthermore, the results were limited to one Reynolds number with no pressure gradient. 
Yanagihara and Torii[7] extended the work of Torii et al. [6] by investigating multiple delta-
winglet vortex generators. Heat transfer measurements were made on a single heated plate by 
measuring the surface and air temperatures with thermocouple grids, and no naphthalene 
sublimation measurements were reported. They concluded that arrays producing counter-rotating 
pairs of longitudinal vortices are best for heat transfer. Again all measurements were performed at 
the same freestream velocity, and no pressure drop data were presented. Even though multiple 
vortices were being generated, the interactions between neighboring vortices and the resulting 
impacts on surface heat transfer were not discussed. Again, single-component hot-wire 
anemometer measurements were conducted, and these measurements provided no information 
about the vorticity distribution or vortex strength. Spanwise distributions of the heat transfer 
coefficient were presented at 5 streamwise locations, but no detailed contours of the local surface 
heat transfer were presented. 
Gentry and Jacobi[8] investigated interactions between longitudinal vortices from a delta 
wing and the laminar boundary layer on a flat plate. Quantitative flow visualization and a potential-
flow model were combined to predict promising vortex generator geometries. The model relied on 
the assumption that a strong vortex located near the edge of the boundary layer will advect 
freestream fluid into the boundary layer and enhance heat or mass transfer. The impact of vortex 
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strength and location were combined into a single parameter which predicted relative enhancement 
of different vortex generator geometries. Mass transfer data were then recorded, and the predictive 
ability of the model was verified. Average enhancements of 50%-60% were reported over the area 
affected by the vortex. The pressure drop penalty associated with these enhancements was 
estimated theoretically and found to be between 50% and 100% for the vortex generators giving the 
best heat transfer enhancement. While some conclusions about the impact of the vortices on surface 
convection can be drawn from the surface-averaged mass transfer data presented, a more complete 
understanding of the vortex interactions with the surface could be obtained with detailed local 
measurements. 
Other research has been directed at the impact of streamwise vortices on the flow and heat 
transfer in a turbulent boundary layer. In 1987, Eibeck and Eaton[9] experimentally evaluated the 
impact of a single vortex generated by a delta winglet embedded in a two-dimensional turbulent 
boundary layer above a single flat plate. Experiments were conducted in which the quantity 
rl( U 000) varied from 0.12 - 0.86; where, r is the vortex circulation, U 00 is the freestream velocity, 
and 0 is the local turbulent boundary layer thickness. All three components of mean velocity were 
measured using a four-hole pressure probe. The vortex circulation was determined using a Rankine 
vortex model with four free parameters: circulation, vortex core radius, and the coordinates of the 
vortex center in the plane normal to the axis of the vortex. The results of the model were compared 
to the measured velocity, and the four free parameters were chosen to minimize the difference 
between the computed and measured mean velocity fields. A constant heat flux was applied to the 
flat surface, and air and surface temperatures were measured with thermocouples. Local spanwise 
heat transfer distributions were obtained at four locations downstream from the winglet. The vortex 
was found to extend far downstream (-1008) within the turbulent boundary layer. Velocity 
measurements showed that the boundary layer was thinner in the downwash side of the vortex 
where local Stanton number enhancements as high: as 24% percent were reported. In the upwash 
region, the boundary layer was thicker resulting in a 14% reduction in the Stanton number for the 
same conditions. The authors concluded that the enhancement of heat transfer within the turbulent 
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boundary layer was a result of the distortion of the mean velocity field and not an enhancement in • 
turbulent heat transport. In this work, only a single vortex was considered; therefore, vortex-
vortex interaction could not be evaluated. Eibeck and Eaton[9] presented a good treatment of the 
flow and heat transfer behavior, but all the measurements were conducted for a single vortex in a 
turbulent boundary layer. Since turbulent boundary layers differ dramatically from laminar 
boundary layers, the interactions between vortices and these boundary layers would also be 
significantly different. 
Pauley and Eaton[lO] evaluated the mean streamwise development of pairs of longitudinal 
vortices embedded in a two dimensional turbulent boundary layer on a flat surface. A five-hole 
pressure probe was used to measure all three components of mean velocity. The vortices were 
generated using delta winglets in common-inflow, common-outflow, and co-rotating 
configurations. The free stream velocity was constant at 16 mls for all the experiments, and the 
vortex generators were located at a streamwise location where the boundary layer thickness was 
1.3 cm. Using the velocity measurements, the vorticity field was calculated from the velocity 
gradients, and the circulation was defined as the integral of all positive vorticity in the plane. For 
common-inflow vortex pairs, the vortices spread and lifted from the surface; whereas, common-
outflow vortex pairs moved together and lifted from the surface more rapidly than the common-
inflow vortex pair. Co-rotating vortex pairs moved together and coalesced into a single vortex as 
they were advected downstream. Pauley and Eaton[IO] present an excellent discussion of the impact 
of the vortices on surface heat transfer, but all results are for turbulent vortices interacting with 
turbulent boundary layers. Because of the differences between laminar and turbulent flows, these 
results cannot be trivially extended to the laminar flow conditions commonly encountered in 
compact heat exchangers. 
From the above review, it is clear that the understanding is not complete for flat-plate 
convection enhanced with tip vortices. For laminar flows, no measurements of vortex strength 
have been presented, and the flow measurements reported in the literature provide limited insight 
into the interactions between longitudinal vortex pairs and the resulting impact on surface heat 
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transfer. For both laminar and turbulent flows, local heat transfer data available in the literature are 
very limited. Without detailed local heat transfer and flow measurements relating the flow 
structures to the surface heat transfer behavior, the understanding of vortex generation on flat-plate 
flows remains incomplete. 
1.2.1.2 Channel Flows 
Fiebig et al. [11] studied heat transfer enhancement using delta and rectangular wings and 
winglets in flat-plate channels for Reynolds numbers between 1360 and 2270 based on plate 
spacing. Wings with an aspect ratio of 1.25 and winglets with an aspect ratio of 1.00 were 
evaluated, and the channel height was constant at 40 mm. Qualitative data were recorded using a 
laser-sheet flow visualization technique, and the heat transfer behavior was measured using 
unsteady, liquid crystal thermography. In this technique, an initially cool fin array was suddenly 
inserted into a warmer air stream in a wind tunnel. The transient heating of the fin surface was 
recorded by tracking the movement of a single isotherm on the plate surface. The convective heat 
transfer was then equated to the change in energy stored within the fin, and the local heat transfer 
coefficients were calculated. Fiebig et al. [11] reported that the delta-wing geometry was more 
promising than winglet generators; wing generators provided local enhancements as high as 200%. 
Overall Colburn j factors were increased by 20 to 60% at a Reynolds number of 1360 for delta 
wings with angles of attack varying from 10° to 50°. The contribution to the total drag caused by 
the vortex generator was reported to be independent of vortex generator type and proportional to 
wing area. No vortex measurements beyond the flow visualization were presented, and the 
strength of the vortices was not measured. Heat transfer data were only presented for one side of 
the channel (the side with the vortex generator), and the impact of the vortices on the facing surface 
was neglected. Local data were presented along the centerline of the fin extending from the center 
of the wing span to the end of the plate. Since two tip vortices are generated by the delta and 
rectangular wing vortex generators, a single measurement along the centerline does not capture the 
local impact of these vortices on surface heat transfer. Detailed local measurements of surface heat 
transfer are required to accurately evaluate the interaction between these vortices and the surface. 
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A numerical study was performed by Brockmeier et al. [12] to evaluate the impact of delta-
wing and delta-winglet vortex generators in forced convection between parallel plates. A delta 
wing with an aspect ratio of one was considered for angles of attack varying from 10° to 50° and 
Reynolds numbers from 1000 to 4000. The cross-section of the vortex produced by the delta wing 
was reported to be elliptical because it was distorted by the wall. With delta winglets at a 30° angle 
of attack, an average increase of 84% in the Nusselt number was predicted at a Reynolds number 
of 4000. No pressure drop predictions were presented. The results of this paper are very limited 
because of the small size of the computational domain. The channel length extended only 1.31 
wing chord lengths downstream from the wing. Although detailed distributions of velocity, 
vorticity, and temperature were presented, these results are valid only for a distance downstream 
slightly larger than the wing chord itself. The flow used in the computation was a fully developed, 
laminar channel flow while the temperature field was modeled as developing. This assumption 
appears entirely erroneous for an air flow. For Pr = 0.7, the thermal boundary layer would develop 
more rapidly than the viscous boundary layer implying that, in the absence of an unheated starting 
length, the thermal boundary layer would always develop more rapidly than the viscous boundary 
layer. 
In 1991, Fiebig et al.[13] extended their work[ll] by evaluating the impact of vortex 
generation in channel flows. Delta and rectangular wings and winglets were evaluated using the 
unsteady, liquid-crystal thermography technique for aspect ratios from 0.8 to 2.0, angles of attack 
from 10° to 60°, and Reynolds numbers from 1000 to 2000. Fiebig et al. reported local heat 
transfer enhancements greater than 200% immediately behind a delta-wing vortex generator and a 
60% increase in drag. In these experiments, the pressure drop was inferred from measurements of 
changes in drag force on a specimen suspended in the wind tunnel. Fiebig et al. cited numerical 
results that report the error associated with their implicit equating of drag and total pressure drop to 
be less than 6%. They concluded that the delta-wing vortex generator provided the largest heat 
transfer enhancement followed by the delta winglet and then the rectangular wing. Unfortunately, 
this work contains many of the same shortcomings of their prior work[11]. From the measurements 
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reported, the strength of the vortices could not be detennined. No data indicating the motion of the 
vortices relative to the channel walls were presented. The local heat transfer was again presented 
along the centerline of the fin neglecting the localized impact of the two tip vortices generated by 
the delta and rectangular wings, and no heat transfer data for the facing plate in the channel were 
presented. 
Biswas et al. [14] presented a comparison of numerical to experimental data for vortex-
enhanced, fully developed, laminar channel flow. The vortices were generated with a delta winglet. 
The experiments and simulations were conducted at a single Reynolds number of 1580 based on 
channel height with winglet attack angles of 15", 30", and 45". Since a delta winglet was used, 
only one strong tip vortex was generated, so interactions between neighboring vortices were not 
investigated. Comparisons of the computed and measured streamwise velocity fields showed 
relatively good agreement between the simulations and the experiments. The experiments and the 
computations showed the same flow structures, but the magnitude of the velocities varied by as 
much as 20%. No local heat transfer results were presented; instead, the computed, spanwise-
average Nusselt number for the side of the channel with the vortex generator was presented as a 
function of streamwise distance in the channel. A peak in the spanwise-averaged heat transfer was 
reported immediately downstream of the generator, and the enhancement decayed farther 
downstream. Fanning friction factors were computed to predict pressure drop performance of the 
channel flow. All of the computations were conducted in a channel extending less than 4 winglet 
chords downstream from the trailing edge of the winglet. The impact of streamwise vortices 
usually extends much farther downstream, so considering a small streamwise distance does not 
provide a clear understanding of vortex-surface interactions at downstream locations. Biswas et 
al. [14] presented the computed average heat transfer and pressure drop results together as a ratio of 
the Colburnj-factor to Fanning friction factor. Thej/jratio decreased with increasing winglet angle 
of attack. Because only a single Reynolds number was considered, the impact of Re on j/j was not 
presented. 
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There are several gaps in the understanding of wing-based tip vortex generation in channel 
flows. No detailed local heat transfer measurements have been reported. While average heat 
transfer data provide some insights into the interactions between the vortices and the surface, 
detailed local measurements are needed to more fully understand the impact of the vortices on 
surface convection. No measurements of the vortex strength have been presented in the literature, 
and the numerical results are limited because of small computational domains and unrealistic flow 
assumptions. No local or average heat transfer data have been presented for the opposite plate in 
the channel. The vortex flow interacts with both sides of the channel, so investigating the surface 
heat transfer from both sides of the channel is important. 
1.2.2 Protuberance-Based Vortex Generation 
An extensive review of the early work pertaining to flow over surface protuberances 
appears in the literature[15]; therefore, only a survey of the work related to the present research will 
be presented. The horseshoe vortex system generated by a hemispherical protuberance is 
qualitatively similar to the vortex system generated at the junction of a flat plate and a circular 
cylinder. Extensive research has been directed at understanding the flow and heat transfer 
associated with the horseshoe vortex forming at the junction of a right circular cylinder and a flat 
surface[16-24]. Fisher[23] measured the local heat transfer downstream of a cylinder attached to a 
flat plate in a turbulent boundary layer. He reported local heat transfer enhancements as high as 
50% downstream of the cylinder in the area affected by the legs of the horseshoe vortex. Shekarriz 
et al. [25] conducted particle image velocimetry measurements of tip and junction vortices formed 
from a sail attached to an underwater axisymmetric body. The circulation for tip vortices was 
reported to be approximately 12 times greater than the circulation of junction vortices at the same 
Reynolds number. Other researchers[26-27] have used numerical analysis to investigate the 
horseshoe vortex formed at the junction of a flat surface and right circular cylinder. Since the flow 
around a cylinder is different from the flow over a three-dimensional protuberance, the results for 
horseshoe vortices around cylinders cannot be trivially extended to surface protuberances. 
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Mochizucki[28] reported results from smoke-flow visualization around a sphere attached to 
a flat plate; this work clearly showed the presence of both a horseshoe vortex and arch-shaped, 
hairpin vortices under certain conditions(See Fig. 1.2). The horseshoe vortex formed at low 
velocities and was accompanied by two additional streamwise vortex filaments that originated from 
the back side the sphere. Above a critical velocity, these vortex filaments merged into periodic, 
arch-shaped structures that contained a transverse component of vorticity. These arch-shaped or 
hairpin vortices were periodically shed and created a waviness in the horseshoe vortex. The work 
of Mochizucki[28] focused on spherical elements and not hemispheres; however, many of the flow 
structures are common for the two cases. No measurements of heat transfer were reported. 
Acarlar and Smith[29] performed extensive flow visualization and velocimetry 
measurements to study the flow structures downstream of a hemisphere embedded in a laminar 
boundary layer on a flat plate. Acarlar and Smith reported the presence of two distinct vortex 
structures. The first was a standing vortex that formed around the junction of the hemisphere and 
the plate-a horseshoe vortex. The second structure was a hairpin vortex which was periodically 
shed for Reynolds numbers based on hemisphere diameter above approximately 450. Acarlar and 
Smith reported that fluid approaching the hemisphere from a height below approximately 2r/5 
(where r is the hemisphere radius) was entrained into the horseshoe vortex system, and fluid above 
this height passed into the hairpin vortices. These detailed measurements of the flow field behind a 
hemisphere embedded in a laminar boundary layer were directed largely at the hairpin vortex. The 
structure, strength, and impact on surface convection of the horseshoe vortex are not presented. All 
measurements were conducted for a hemisphere embedded in a laminar boundary layer; 
hemispheres extending beyond the viscous boundary layer were not investigated. No heat transfer 
results were presented. 
The heat transfer impact of surface protuberances has not been investigated as thoroughly 
as the fluid mechanics. Hosni et al. [30] performed experiments and numerical calculations for flow 
over arrays of hemispheres located on a triangular pitch. These experiments were focused on flow 
and heat transfer for turbulent flow in a rough-walled duct. The hemispheres were 1.27 mm in 
11 
diameter, and data were presented for Reynolds numbers based on flow length from lOS to 107. 
No results were presented for the impact of a single hemisphere on a flat plate. 
In 1994, Hu et al.[31] reported the on the sensible heat transfer impact of simulated 
condensate drops on annular fins. Using nearly hemispherical elements with diameters ranging 
from 1.S to 2 mm to simulate condensate drops, Hu reported spatially averaged heat transfer 
enhancements as high as 33%. This spatially averaged enhancement was attributed to the formation 
of horseshoe vortices around the simulated condensate drops. Limited data were reported for a 
single simulated condensate element, and the reasoning behind the size distribution and placement 
of the drop arrays was not clear. 
Henry et al. [32] used infrared thermometry to measure the heat transfer variation on the 
surface of a nearly hemispherical protuberance(on the bump surface and not the base plate). The 
protuberances had larger base radii than heights (The bump heights ranged from 22% to 46% of 
the base diameters.). Henry reported local enhancements of approximately 200% to 800% on the 
surface of the protuberance for local Reynolds numbers based on plate length of lOS to S(1OS). The 
enhancements were calculated relative to the heat transfer on the flat surface slightly upstream of 
the bump. Enhancements were reported over the entire range of Re, and largest enhancements were 
reported at the largest Reynolds numbers. The highest local heat transfer was always located on the 
upstream face of the protuberance, and the largest enhancement was recorded when the 
protuberance had a height of 1.3 times the local boundary layer thickness. The effect of multiple 
protuberances was investigated by examining an array of bumps that were positioned in various 
configurations. The heat transfer on the surface of the protuberance was not influenced by adjacent 
bumps for a spacing greater than approximately one bump radius. The influences of multiple 
bumps and bump spacing were not reported for the surface upon which the bump was mounted. 
Henry did report that the enhancement in the wake of the bump was SO% of the maximum value; 
however, this result was obtained along a line directly downstream of the center of the hemisphere. 
A measurement along the centerline does not give a good measure of the localized heat transfer 
impact of the legs of the horseshoe vortex. Henry focused on heat transfer enhancement on the 
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surface of the bumps, and his results cannot be used to evaluate the ability of a hemisphere to 
improve heat transfer from a flat plate. 
Gentry and Jacobi[33] presented flow visualization and surface-average mass transfer 
results for laminar flow over a flat plate with a hemispherical protuberance. Mass transfer 
experiments were conducted using the naphthalene sublimation technique, and flow visualization 
measurements in a water tunnel were performed. The flow visualization experiments confirmed the 
flow structures reported by Acarlar and Smith [29] , and the horseshoe vortex was reported to have a 
significant impact on the heat transfer enhancement. No local mass transfer or pressure drop data 
were reported. 
From the above review, it is clear that the understanding of heat transfer enhancement with 
junction vortices is not complete for either flat plate or channel flows. For the flat-plate flow, no 
local measurements of heat transfer have been performed for the surface around the hemispherical 
protuberance. Limited flow measurements of the horseshoe vortex around the hemisphere attached 
to a flat plate have been reported, and the strength of the horseshoe vortex has not been quantified. 
The measurements of Acarlar and Smith[29] were all conducted for a hemisphere well within the 
viscous boundary layer, so flow around a hemisphere extending outside the boundary layer has not 
been studied. No results describing the flow and heat transfer interactions of a junction vortex in a 
laminar channel flow have been published in the open literature. 
1.3 Project Objectives 
Although there has been considerable research directed toward heat transfer enhancement 
with longitudinal vortex generation, the current understanding of the flow and heat transfer 
interactions remains incomplete. Past research has focused on determining the performance of 
particular vortex generators for particular operating conditions; much less attention has been 
directed toward understanding the flow and heat transfer interactions responsible for the heat 
transfer enhancement. Therefore, although a large number of vortex generators and geometries 
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have been studied, the relation between flow structure and heat transfer enhancement remains 
somewhat unclear. 
The primary objective of this research is to obtain an understanding of the flow structures, 
heat transfer enhancement, and pressure drop penalty encountered in wing-based and 
protuberance-based vortex generation. This understanding will be obtained by focusing on the 
interactions between neighboring vortices and between vortices and the surface for both laminar 
flat-plate and developing channel flows. 
These objectives were pursued through an experimental approach. Local and average mass 
transfer measurements were obtained using the naphthalene sublimation technique. The flow 
structures were measured with quantitative flow visualization and a vane-type vortex meter. The 
pressure drop penalty associated with the heat transfer enhancement was also quantified. 
Experiments were performed for a variety of fin and vortex generator configurations over a range 
of flow conditions for both laminar flat plate and laminar developing channel flows. Since a 
primary application of this research is improving air-side heat transfer performance in compact heat 
exchangers, the experimental parameter space was designed so that the flows studied represented 
conditions typically encountered in compact heat exchangers. 
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Figure 1.1 Several different vortex generators and their associated geometrical 
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Figure 1.2 Schematic of the flow structures near a hemisphere embedded in a 











The flow, heat transfer, and pressure drop behavior of tip and junction vortices was 
measured with four experimental techniques: flow visualization, naphthalene sublimation, vortex 
strength measurement, and differential pressure drop. An open-circuit wind tunnel was used for 
the naphthalene sublimation and pressure-drop experiments, and a closed-loop water tunnel was 
used to conduct the flow visualization and vortex strength measurements. A description of the 
apparatus used in the experiments will be presented, and it will be followed by a discussion of the 
equipment required for each experimental technique. 
2.1 Wind Tunnel 
Mass transfer experiments were performed in the wind tunnel shown schematically in Fig. 
2.1. The wind tunnel walls were fabricated of fiberglass-reinforced plastic, and the interior 
surfaces were coated with white gel-coat to obtain a very smooth surface. The elliptical inlet 
contraction had an area ratio of 9: 1 and was fitted with hexagonal cell, aluminum honeycomb (1.2 
cells/cm), and stainless steel screens (S wires/cm) to condition the flow. The compact-radial-blade 
fan was powered by a 1.5 kW, 230 V, 3 phase, AC induction motor. Test section had a 15.24 cm 
(6 in) square flow cross-section and could be removed to accommodate other test sections. The 
freestream velocity profile was determined to be flat to within 3% over the entire range of the 
experiments, and the freestream turbulence intensity ranged from approximately 1.1 % to 2.3% 
with an average value of approximately 1.6% over the freestream velocities used in these 
experiments. Both the velocity profile and turbulence intensity measurements were performed with 
a 20 flm hot-wire anemometer (TSI #1210-20 and TSI #1755). 
The wind tunnel provided freestream velocIties from approximately 0.2 rnls (0.65 ftls) to 
10 rnls (32.S ftls). During experiments, the velocity was measured using 10.16 cm (4 in) OD, 
ASME Standard orifice plates with bore diameters of 5.59 cm and 7.62 cm (2.25 in and 3 in). 
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Pressure taps (0.17 cm dia) were placed in 90° circumferential intervals 10.16 cm (4 in) upstream 
of the orifice plate and 5.08 cm (2 in) downstream of the orifice plate. The pressure drop across the 
orifice plate was measured using an electronic manometer (Dwyer #1430,0-2 in WC, ±O.OO05 in 
WC). For details on the calculation of flow velocity from orifice plate pressure drop, the reader is 
directed to Appendix B. In accordance with the ASME standard MFC-3M-1989[341, 76.2 cm (30 
in) of straight pipe was placed between the flow conditioning section and the orifice plate, and a 
length of pipe far in excess of the 40.64 cm (16 in) standard was placed downstream of the orifice 
plate. 
2.2 Water Tunnel 
Flow visualization and vortex measurements were made in the closed-loop water tunnel 
shown in Fig 2.2. The water tunnel was equipped with a single-stage, axial-flow, impeller pump 
powered by a 0.37 kW (0.5 HP) 230V, single-phase, AC induction motor. Water was pumped 
from the return plenum to the flow conditioning section where screens (8 wires/cm) and a 
honeycomb (1.6 cells/cm) were used to condition the flow before it entered the contraction and test 
section. The plenum, flow-conditioning section, and contraction were all constructed of reinforced 
fiberglass, and their interiors were coated with a smooth gel-coat finish. Following the flow 
conditioning section, the contraction converged from a 63.5 cm x 22.9 cm (25 in x 9 in) cross 
section to the 15.24 cm x 15.24 cm (6 in x 6 in) test section. The test section was 45.7 cm (18 in) 
long and was open to the atmosphere along its top surface. The water tunnel was capable of 
producing freestream water velocities ranging from approximately 1.5 cmls (0.6 in/s) up to 25 
cmls (9.9 in/s). The velocity in the water tunnel was measured by recording the time required for a 
drop of ink in the water to traverse a known distance. Details of the calibration procedure will be 
presented in the next chapter. 
2.3 Naphthalene Sublimation 
Naphthalene sublimation experiments were performed in the wind tunnel described in 
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section 2.1. This section will discuss the test section and fin assembly along with the data 
acquisition system used in the naphthalene sublimation experiments. 
2.3.1 Test Section and Fin 
The naphthalene sublimation experiments were performed using the test section shown 
schematically in Fig. 2.3. The test section was made of 1.27 cm (0.5 in) thick, clear, GM grade, 
acrylic. The interior cross section of the test section was 15.24 cm (6 in) square. Grooves 
measuring 0.32 cm (0.125 in) wide by 0.25 cm (0.1 in) deep were machined into the top and 
bottom walls of the section to ensure correct and secure fin positioning. The grooves began 7.62 
cm (3 in) from the entrance to the test section, ensuring that the leading edge of the fins were 
always in the same position. Set screws (4-40 by 0.95 cm) were threaded through sleeves in the 
acrylic to prevent the fins from sliding within the grooves of the test section. Compression fittings 
were located 3.81 cm (1.5 in) from the entrance and exit of the test section to allow access for 
temperature measurement with two RTD's. Pressure taps (0.17 cm dia) were installed in the center 
of all four sides of the test section 2.54 cm (l in) from the entrance and exit of the test section. The 
pressure taps were connected in parallel using 0.32 cm (0.125 in) tubing to provide a measurement 
of the average pressure at the prescribed streamwise location. 
The test fin used for the naphthalene sublimation experiments is shown schematically in 
Fig. 2.4. The fin was made from a 0.32 cm (0.125 in) thick aluminum plate and had a 1.78 mm 
(0.070 in) deep cavity for holding naphthalene in its center. The leading edge of the test fin had a 
0.51 mm (0.020 in) thick lip to protect the naphthalene from excessive sublimation at the leading 
edge. An exposed leading edge of naphthalene would sublime at a very high rate, resulting in a 
deformed leading edge that would disturb the flow. The lip protecting the leading edge introduced a 
small unheated starting length because the velocity boundary layer started upstream of the 
concentration boundary layer. The unheated starting length was accounted for using an 
approximation which treated both boundary layers as if they originated at the beginning of the 
naphthalene. The magnitude of the error associated with this approximation was determined to be 
negligible over the entire range of the experiments, and the reader is referred to Appendix C for the 
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details of this justification. 
The delta wing vortex generators were made from 0.28 mm (0.011 in) thick stainless steel. 
The wings consisted of a delta wing and a mounting section. The mounting section of the wing 
was curved with the same radius as the leading edge of the plate, and the wing was attached to the 
test fin by securing the mounting section to the curved radius of the plate. By attaching the wing in 
this manner, the naphthalene surface immediately behind the wing was not covered. Delta-wing 
vortex generators with aspect ratios of 0.5, 1.25, and 2.0 were used at angles of attacks of 15°, 
35°, and 55°. Hemispheres with radii of 0.24 cm, 0.32 cm, 0.48 cm, and 0.64 cm (3/32, 118, 
3/16, and 114 in) were made from Delrin spheres. The hemispheres were attached to the test fins 
using adhesive tape, and the area of naphthalene covered by the hemispheres was accounted for in 
the data reduction (As explained later). 
2.3.2 Data ACQuisition 
2.3.2.1 Test Section Instrumentation 
Temperatures were recorded both upstream and downstream of the test fin using calibrated 
platinum resistance temperatures detectors (RTD) with an uncertainty of 0.08°C (O.14°F). A 
detailed discussion of calibration procedures and uncertainty analysis is presented in Appendix D. 
Pressure drop measurements were made using an electronic pressure transducer (Modus, Model 
T30, 0-0.1 in WC, ± 1 %). The temperature measurements and the pressure transducer 
measurements were controlled and recorded using a computerized data acquisition system. A 100 
MHz personal computer (Dell Dimension 5100) was equipped with a 16-bit data acquisition board 
(National Instruments, AT-MIO-16E-2), and this hardware was controlled by a LABVIEW 
computer code. The data acquisition card was connected to a chassis (National Instruments, SCXI-
1000) which contained a signal conditioning card (National Instruments, SCXI-1121) and terminal 
block (National Instruments, SCXI-1321) to which the instruments were connected. 
2.3.2.2 Laser Profilometer 
Local sublimation measurements of naphthalene were made using a non-contact, optical 
technique known as laser triangulation; the principle of the technique is shown schematically in 
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Fig. 2.5. A laser beam was directed toward the surface where it was partially reflected. The 
reflected beam passed through a lens and into a photodetector; surfaces of different heights 
reflected beams to different locations on the photodetector. A profilometry system (Cyber-Scan 
206, Cyber Optics Corporation) was used to make the surface measurements; this system is shown 
in Fig. 2.6. The system consisted of a point range sensor which was calibrated to have a 400 Ilm 
(0.016 in) range, a vibration-isolation surface, and a positioning table equipped with ports for 
vacuum suction. The positioning table was translated in the x and y directions by stepper motors 
that where capable of 89 mm (3.5 in) of travel in each direction. Movement in the z-axis was 
achieved using a micrometer with 2.5 Ilm (0.0001 in) divisions. The entire system was controlled 
using hardware provided by the vendor in conjunction with a Dell 486/33 personal computer with 
math co-processor. The measurement instructions were written in the computer language CID and 
implemented as a macro in the program SCAN. The published accuracy of the profilometry system 
was ± 4 Ilm (0.00016 in), but repeated measurements of a stainless steel surface yielded a larger 
20' uncertainty of ± 6 Ilm (0.00024 in)[35]. For a detailed discussion of the principles behind laser 
triangulation, the reader is directed to Kearney[35]. 
2.4 Flow Visualization 
Flow visualization experiments were conducted in the water tunnel described in section 
2.2. This section will describe the test section, test fin and dye injection systems, and the data 
acquisition system used in these experiments. 
2.4.1 Test Section 
The flow visualization experiments and vortex measurements were conducted in the test 
section shown schematically in Fig. 2.7. The test section was designed to fit inside the 15.24 cm 
(6 in) section of the water tunnel and have the same interior dimensions as the naphthalene test 
section. The top and bottom plates of the section were made of 0.95 cm (0.375 in) clear acrylic. 
Grooves measuring 0.32 cm (0.125 in) wide by 0.32 cm (0.125 in) deep were machined into the 
bottom to ensure correct and secure fin positioning. Three different top plates were used in the 
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experiments. For the flat-plate flow visualization experiments, a plate with a single groove was 
used to allow better visual access for flow visualization, and the developing channel flow 
experiments were conducted with a top plate with a full set of grooves to accommodate the entire 
array of fins. Since the vortex strength measurements required access for the vortex meter, a third 
top plate was used for these experiments. This top plate had a 8.9 cm x 15.24 cm (3.5 in x 6 in) 
hole in its center to allow the vortex meter to be inserted into the flow. The fins in the array were 
0.32 cm (0.12 in) thick clear acrylic and measured 11.43 cm (4.5 in) in length and 15.75 cm (6.2 
in) high. Set screws (4-40 x 0.95 cm) were threaded through the acrylic to secure the fins within 
the grooves of the test section. The bottom plate had a 45° chamfer along its leading edge to 
prevent flow separation. 
2.4.2 Test Fin and Dye Injection Systems 
Flow visualization experiments were conducted for both hemispheres and delta wings in 
flat-plate and developing channel flows. The techniques used to introduce ink into these two 
systems were different and will be addressed separately later in this section. The water tunnel was 
equipped with dye reservoirs that used gravity to feed the ink into the test section. The flow of the 
ink was controlled with a needle valve at the bottom of the reservoir. The ink left the reservoir and 
traveled through tubing to the test fin. Different color inks were evaluated, but red ink provided the 
best performance with the lighting and photographic techniques used in the this research. 
2.4.2.1 Dye Injection/or Hemispheres 
A schematic of the test fin and dye injection system used in the hemisphere flow 
visualization experiments is shown in Fig. 2.8. The test fin was made of aluminum and had the 
same dimensions as the other fins in the array except for a 0.675 cm (0.25 in) radius along its 
leading edge to prevent leading-edge separation. The surface of the test fin was painted white to 
provide better contrast with the ink in the flow. The hemispheres were attached to the plates using 
an adhesive, and a hole (0.254 cm dia) was drilled into the plate to allow the ink to be delivered 
through the backside of the test fin. The hemisphere had an array of channels machined in its 
interior to deliver the ink so the flow features could be clearly visualized. A single channel 
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delivered ink to the upstream junction of the hemisphere and the plate; this ink would become 
entrained in the horseshoe vortex. Another array of four smaller holes (0.053 cm dia) were drilled 
into the backside of the hemisphere slightly downstream of the separation line. This ink became 
entrained in the hairpin vortices shed from the back of the hemisphere. Care was taken to adjust the 
flow rate of ink and hole dimensions to introduce the ink with a minimal disturbance to the flow 
field. When the ink flow rate was too large, jets of ink would leave the hemisphere surface; the 
momentum of these jets was large enough to distort the flow field. In these experiments, the ink 
flow rate was slowly increased until this distortion occurred. The flow rate was then reduced until 
the flow structures appeared smooth with no indication of how the ink was introduced. 
2.4.2.2 Dye Injectionfor Delta Wings 
The test fin used for the delta wing experiments was identical to the one used in the 
hemisphere experiments except no hole was drilled through it; the dye injection system is shown 
schematically in Fig. 2.9. For the delta wing experiments, the wings were always attached to the 
leading edge of the test fin. The ink was delivered to the high pressure side of the delta wing using 
small diameter tubing. The tubing had an outer diameter of 0.07 cm (0.028 in); this value was 
small compared to the spans of the wings used in the experiments which varied from 0.25 cm to 1 
cm (0.098 in to 0.39 in). 
2.S Vortex Measurements 
The strengths of the vortices were measured using a vane-type vortex meter shown 
schematically in Fig. 2.10. Several investigators have used similar devices to measure the strength 
of vortices for various applications. Bobrik[36] used a vane-type vortex meter to evaluate trailing 
vortices behind bluff bodies. Lakshminarayana[37] used a vane-type vortex meter to make 
qualitative measurements of vortices in compressor cascades, and McCormick et al. [38] made 
measurements behind an airplane using a vane-type vortex meter. Raju et al. [39] and Favier et 
al. [40] also reported successful applications of vane-type vortex meters. Zalay[41] compared the 
performance of calibrated vane-type vortex meters to hot wire anemometry. He reported excellent 
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agreement between the two techniques when the vortex was well-defined and coherent. As the 
vortex traveled downstream and weakened because of viscous effects, the vane-type meter was 
found measure to consistently lower values than the hot-wire anemometer. For this reason, 
. measurements in the present research were made only immediately downstream of the vortex 
generators where the vortices were strongest and most coherent. The primary difference between 
the vortex meters used by previous investigators and the one used in this research is scale. 
Previously described meters had vanes varying in diameter from 10 mm to 25.4 mm (0.4 in to 1.0 
in), but the vortex meter used in this research had a vane diameter of 2 mm (0.078 in). The 
limitations imposed by this size requirement led to a vortex meter that differed from previous 
designs. 
The vortex meter, shown in Fig. 2.10, was constructed with small diameter stainless 
tubing and adhesive-backed aluminum foil. The largest part of the vortex meter was a stainless 
steel tube with 0.36 mm ID and 0.61 mm OD (0.014 in x 0.024 in) bent to 90°. The two-vane 
vortex meter was made by securing two 2 mm by 2 mm by 0.07 mm thick (0.078 in x 0.078 in x 
0.003 in) pieces of adhesive-backed aluminum foil around a small diameter shaft. The shaft of the 
vortex meter was a 0.2 mm (0.008 in) OD tube that extended 4 mm (0.16 in) from the vanes. The 
free end of the shaft was inserted into the stainless 90° bend to a depth of approximately 3 mm 
(0.12 in) to prevent the vanes from contacting the end of the larger tube. A wire was located inside 
the large tube to ensure that the vane was inserted to the correct depth. In an attempt to minimize 
the effects of friction, a TEFLON Spray (Super Lube® with TEFLON®) was applied to the shaft 
of the vortex meter and to the interior of the larger 90° bend. This product carried TEFLON 
lubricant in an aerosol that would evaporate leaving a TEFLON layer behind. To allow the 
revolutions of the vane to be measured using a strobe light, one side of the vane was silver while 
the other side was painted black. 
2.6 Pressure Drop Measurements 
The pressure drop across the array of plates with both delta wings and hemispheres was 
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measured using an electronic pressure transducer. The same test section and fins that were used in 
the naphthalene experiments were used in the pressure drop experiments except the naphthalene 
coated fins were replaced with solid aluminum fins. The pressure taps located in the center of all 
four sides of the test section were connected in parallel to a common tube using 0.32 cm (1/8 in) 
OD tubing, and the average high pressure and average low pressure lines were then connected to 
the transducer. The pressure transducer was connected to the data acquisition system as described 
in section 2.3.2. 
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4. TEST SECTION 10. ELECTRICAL CABINET 
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6. DIFFUSER 12. ORIFICE PLATE 
Figure 2.1 Schematic of the wind tunnel used for the naphthalene sublimation 
and pressure drop experiments. This tunnel was used in prior 
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3. CONTRACTION 7. PUMP 
4. TEST SECTION 8. RETURN PLENUM 
Figure 2.2 Schematic of water tunnel for flow visualization and vortex 
measurements. This water tunnel was used in related similar flow 
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Figure 2.6 Cyber-Scan laser profilometer. (1) stepper motors, (2) x,y 
positioning table, (3) laser focal point, (4) vibration isolation table, 
(5) z-axis micrometer. A complete description of the system is 
provided by Kearney[35]. 
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15.24 cm 
Figure 2.7 Schematic of the test section used for the flow visualization and 
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Figure 2.8 Schematic of the dye injection system used for the hemisphere 
flow visualization experiments. Channels inside hemisphere 
deliver ink to forward stagnation point and just past separation 
line. Naphthalene test specimens were identical except that 
hemisphere had no internal channel, and center of the fin had a 
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Figure 2.9 Schematic of the dye injection system used for the delta-wing flow 
visualization experiments. A 0.07 em dia. tube delivers ink to the 
high pressure side of the wing. 
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EXPERIMENTAL PROCEDURE AND SCOPE 
In this chapter the experimental procedures used for the naphthalene sublimation, flow 
visualization, vortex circulation, and pressure drop measurements will be presented. The 
description of procedures will be followed by a discussion of the experimental scope for each 
technique. 
3.1 Naphthalene Sublimation Experiments 
The naphthalene sublimation technique has been used extensively to study convective heat 
transfer behavior. Goldstein and Cho[44]and Mendes[45] present extensive reviews of the methods 
and applications of the naphthalene sublimation technique. This experimental technique relies on 
the well-known heat and mass analogy. The sublimation from a naphthalene surface is measured 
experimentally, and Sherwood numbers are calculated. Nusselt numbers can then inferred using 
the heat and mass analogy(See Appendix E). This technique calls for the surface of the test 
specimen to be coated with naphthalene, and when the specimen is exposed to a convective 
environment, a concentration boundary layer develops in the flow. The surface boundary condition 
of constant naphthalene vapor density is analogous to an isothermal surface. A discussion of the 
fin preparation procedures will be followed by a presentation of both the mass average and local 
measurement experimental procedures. 
3.1.1 Preparation of the Test Fin 
The test fin used for the naphthalene sublimation experiments is shown schematically in 
Fig. 2.4. Scintillation grade naphthalene (99+% pure) was used for all experiments. The casting 
process began by heating the naphthalene in a clean beaker above its melting point of 80.2°C. Once 
the naphthalene was completely melted, it was poured into the cavity in the center of the fin. The 
cavity was located in the center of the test fin to eliminate the effect of the top and bottom surfaces 
of the test section on the naphthalene-coated area of the test fin. A large enough quantity of 
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naphthalene was poured into the cavity so that upon solidification the naphthalene surface was 
above the top of the cavity by approximately 4 mm (0.15 in). When the naphthalene solidified, the 
resulting surface was highly irregular. The irregular surface of the naphthalene was removed using 
aluminum oxide sandpaper until a smooth, uniform surface of naphthalene was obtained. The 
initial removal was performed using 60-grit sandpaper because it provided a more rapid removal 
rate. The final stage of naphthalene removal was performed with 150-grit sandpaper to ensure that 
the surface finish of the test specimen was smooth and uniform. In the final stages of specimen 
preparation, care was taken to minimize contact with the aluminum substrate near the naphthalene 
cavity. Visual inspections indicated that no particulates were embedded in the naphthalene surface. 
Mter the naphthalene surface was smooth, uniform, and at the level of the top of the cavity in the 
test fin, the entire aluminum surface was cleaned with isopropyl alcohol to remove any naphthalene 
dust or aluminum shavings. 
3.1.2 Mass Avera~ed Experiments 
The naphthalene sublimation experiments were performed in the wind tunnel described in 
section 2.1 using the test section shown in Fig. 2.3. Once the test fin had been prepared, the entire 
fin was weighed on a precision electronic scale(Mettler #AE 200, O-lOOg, ±O.OOOlg). For the 
single-plate experiments, the test fin was then placed into center of the naphthalene test section. For 
the channel flow experiments, two naphthalene fins were inserted in the center of the test section 
with their naphthalene surfaces facing each other; the remaining channels in the test section were 
made using solid, aluminum fins with the same dimensions. After the naphthalene fin(s) were 
inserted into the test section, the test section was inserted into the wind tunnel. The test fin was 
exposed to a specified convective environment in the wind tunnel. During the test, the temperature 
in the test section was recorded using two calibrated platinum resistance temperature detectors 
(RID) to an uncertainty of±O.08°C (±O.14°F). RIDs were located both upstream and downstream 
of the test fin, and temperatures were recorded in 5 second intervals. The temperature 
measurements from each RID were time averaged, and their average was used in data reduction. 
The phase change at the fin surface lowered the temperature of the fin surface slightly below the air 
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temperature, but this temperature difference was calculated, using the analysis of Mendes,[45] to be 
less than 0.02°C which was within the uncertainty of the RTD. For this reason, the air temperature 
was used to approximate the fin surface temperature. Barometric pressure and relative humidity 
were recorded at the beginning and end of each experiment, and averages of these two values were 
used in data reduction. 
After the test fin was exposed in the wind tunnel, the test section was removed from the 
wind tunnel, and the test fin was removed from the test section and weighed on the electronic 
scale. In general, the test fin was exposed to laboratory conditions for approximately 90 seconds 
during the removal and weighing steps, and during this time naphthalene from the test fin sublimed 
into the air. An attempt was made to account for natural sublimation that occurred during the 
weighing of the test specimen. A test fin was weighed, exposed to a free-convection environment 
at typical laboratory conditions, and re-weighed after approximately 3 minutes. The mass change 
of the specimen due to free convection during these mass-average experiments was less than 1 % of 
the smallest mass change in the forced convection experiments. For this reason, the free convection 
error in the mass-averaged experiments was neglected. 
The data were reduced using the following equations for Reynolds number, average mass 






In the case of an internal flow, the additional length scale (plate spacing) results in an 
additional dimensionless parameter, the inverse Graetz number. 
(3.4) 
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With mass transfer present, the Prandtl number dependence in the Graetz number is replaced by the 
Schmidt number which had a constant value of approximately 2.35 for every experiment. The 
inverse Graetz number is a dimensionless flow development length, and for developing flow 
conditions, Gz-1 < 0.05[1]. For all experiments in this research, Gz -1 was less than 0.011 thereby 
ensuring developing flow conditions. The reader is referred to Appendix B for more information 
about the data reduction. 
The uncertainties in the Reynolds number, average mass transfer coefficient, average 
Sherwood number, and inverse Graetz number were calculated to be ±2.1 %, ±3.1 %, ±4.3%, and 
±2.7% respectively. All uncertainties were determined using the method of Kline and 
McClintock[46], and a detailed uncertainty analysis can be found in Appendix D. 
3.1.3 Local Experiments 
The local Sherwood number measurements were made using a procedure similar to that 
used for the average measurements except for additional measurements of local naphthalene 
sublimation depths. Once the test fin had been cast with naphthalene, its surface contour was 
measured using the laser profilometer described in section 2.3.2.2, and its mass was measured 
using the electronic scale. After being exposed in the wind tunnel, the test fin mass was measured 
to determine the change in mass, and naphthalene surface contour was re-measured to obtain the 
local sublimation depths. Before any measurements were conducted, the profilometry system was 
allowed to warm up for a period exceeding 4 hours to minimize errors caused by thermal drift. 
The area of naphthalene to be scanned was 3.05 cm by 11.43 cm (1.2 in by 4.5 in), and 
since the largest area that could be scanned by the profilometer was 8.9 cm by 8.9 cm (3.5 in by 
3.5 in), the surface was measured in two steps. The first step measured the upstream 7.62 cm by 
3.05 cm (3 in by 1.2 in) using an evenly spaced grid consisting of 53 by 22 measurements. The 
second stage measured the remaining 3.81 cm by 3.05 cm (1.5 in by 1.2 in) area with a 24 by 22 
grid. Areas of the aluminum test fin were measured, and these values were compared for the before 
and after scans to ensure the fin was at the same height and position for each measurement. A 
simple template was built and attached to the x-y positioning table to aid in consistent fin 
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placement; a vacuum pump was also used to hold the test fin firmly against the positioning table 
surface. Once each portion of the test fin was measured both before and after exposure, the before 
and after data files were subtracted to obtain sublimation depths. The measurement sites for the 
aluminum part of the fin were deleted, and then the sublimation measurements for each side were 
combined in to a single file containing 1500 individual sublimation depths on an evenly-spaced 75 
by 20 grid. 
Before each scan, the heights of the four comers of the aluminum around the naphthalene 
area were recorded so that the vertical position of the measurement surface could be set. The 
highest point on the surface was positioned to be within 10 J.lm of the top of the 400 J.lm range of 
the point range sensor. This placement ensured that the entire naphthalene surface would be within 
the range of the profilometer for both the initial scan and the final scan. The exposure time in the 
wind tunnel was controlled so that the largest sublimation depth was approximately 150 J.lm which 
is less than 5% of the total fin thickness and less than 2.5% of the fin spacing. Limiting the 
maximum sublimation depth was necessary to make the local measurements the range of the laser 
profilometer and to mitigate the effects of geometric distortion on the flow. 
The measurements of the surface contours for the entire naphthalene surface took 
approximately 22 minutes, and during this time some naphthalene sublimed by natural convection. 
In an attempt to quantify the impact of the natural convection on the local sublimation 
measurements, a third scan of the surface was conducted immediately after the second scan. 
However, the amount of naphthalene that sublimed was within the ±6 J.lm uncertainty of the laser 
profilometer. Since the effect of natural convection could not be measured with the profilometer, an 
attempt was made to measure it using the electronic scale. The mass of the test fin was measured a 
third time after the second laser measurement, and the mass change occurring during the surface 
contour measurement was obtained. Then, a effective local sublimation depth from natural 
convection was computed over the entire surface using Eq (3.5). 
B - Amnat 




where Af is the total naphthalene area, Pn,s is the density of solid naphthalene, and Amnat is the 
change in total fin mass between laser scans. This value was between 3 and 4 J..lm for every 
experiment in the parameter space. This effective natural sublimation depth was then subtracted 
from the measured sublimation depth to obtain the corrected sublimation depth. 
(3.6) 
This correction assumes that the mass flux due to natural convection was constant over the entire 
naphthalene surface. The naphthalene surface was oriented so that the gravity vector was directed 
normal to and away from the surface. In this configuration, the mass transfer rate would be nearly 
uniform over the entire naphthalene surface. 
The local mass transfer coefficient and Sherwood number were calculated at each 
measurement point using the following equations. 
h = Pn.s Osb 
m Pn.v llt 
(3.7) 
(3.8) 
In the data reduction, it is assumed that the freestream concentration of naphthalene is zero; the 
error introduced by this approximation was less than 2% for all conditions encountered in the 
research. Since this error was within the experimental uncertainty, this approximation was adopted 
throughout the data reduction. Because the local Sherwood number uncertainty depended on the 
local sublimation depth, the uncertainty for these local values varied for each measurement. For 
regions of large sublimation(-150 J..lm), the uncertainty in Sh was approximately ±7%, but when 
small sublimation depths were encountered, the uncertainty increased to ±20%. Based on a typical 
mean sublimation depth over the entire surface of roughly 60 J..lm, the uncertainty in local 
Sherwood number was approximately ±10%. 
A redundant check of the local measurements was obtained by integrating the local results 
and comparing them to the average results obtained using the electronic scale. If the integrated local 
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results were within 10% of the independently obtained mass average results, the local 
measurements were deemed satisfactory. The mass-average Sherwood number was calculated 
using Eq. (3.3), and the integrated local Sherwood number was obtained using the following 
expression: 
- IL Sh int =- Sh. N. ' , (3.9) 
3.2 Flow Visualization 
The flow visualization experiments were perfonned in the closed circuit water tunnel 
shown in Fig 2.2. Experiments were conducted for delta wings and hemispheres in both flat-plate 
and developing channel flows. The flow visualization experiments were conducted using the test 
section shown in Fig 2.9 and described in section 2.4.1. Ink was introduced into the flow for both 
the hemisphere and delta-wing experiments as described in Chapter 2. The flow rate of the ink was 
carefully controlled to provide the best visualization of the flow structures without creating a 
detectable disturbance to the flow. The ink was assumed to be non-intrusive when the ink flow rate 
could be slightly increased or decreased without producing an observable change in the flow. 
The velocity of the water in the tunnel was determined by measuring the transit time of ink 
over a known distance. A drop of ink was introduced onto the surface of the water, and when the 
drop impinged on the surface, it created a distinct vortex ring which was advected downstream by 
the flow. The transit time for the vortex ring to travel through the test section was measured with a 
stopwatch, and the center of the vortex ring was used as the reference point. Three different 
measurements were made at each calibration point, and the average of the three values was used to 
generate a relation between motor frequency and water velocity. Separate calibrations were 
conducted for the single-plate and developing channel flow experiments. The details of the 
calibration are included in Appendix D. The temperature of the water was recorded with a type-T 
thennocouple to account for the variation of viscosity, and therefore Reynolds number, with 
temperature. 
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Once the ink was introduced and the flow structures became visible, images of the flow 
were recorded using a 35 mm camera (Canon EOS Rebel X) with a Macro Lens (Canon Compact-
Macro Lens, EF 50mm, 1:2.5) and color print film (Kodak ISO 400/27", RC 135-36). Images 
were obtained from two different directions as shown in Fig. 3.1. The first direction is a plan view 
of the fin, and the second view is from above the test section between two adjacent fins. The 
second view was obtained by placing a mirror at approximately 45° on top of the section, and 
photographing the image in the mirror. The film was developed into color prints and digitized 
using a computer scanner (UMAX PowerLook Flatbed Scanner). The digitized images were then 
used for evaluation and presentation. Lighting was accomplished with a photographic floodlight 
(Smith-Victor, PL-8) with a 500W incandescent light bulb. The light was positioned to provide 
the best illumination of the flow features without casting shadows. 
3.3 Vortex Measurements 
A vane-type vortex meter was used to quantify the strength of both the tip and junction 
vortices. Measurements were conducted over the entire parameter space, but measurements for 
parts of the parameter space could not be obtained because some of the vortices were too weak or 
small to be measured with sufficient confidence. In order to know the location of the vortices 
during these measurements, data were obtained while the flow structures were being visualized 
with ink. Measurements were conducted for the same flow conditions with and without the ink and 
the results differed by less than the experimental uncertainty. However, it was much easier to 
locate the vortex meter inside the vortex tube when the ink was present, so the flow was visualized 
with ink for all vortex meter measurements. For the delta wings, the measurement location was at 
the leading edge of the plate, and for the hemispheres the measurement location was 90° from the 
forward stagnation point along the streamwise tangent. 
The strength of the vortices was determined by measuring the rotation rate of the vortex 
meter while it was in the vortex tube. The rotation rate was measured using a strobe light; this was 
possible because one side of the vortex meter was painted black. Measurements were made twice 
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and the average of the two values was used in the data reduction. Details of the analysis used to 
calculate vortex strength from rotation rate will be presented in Chapter 4. 
3.4 Pressure Drop 
The pressure drop across the fm array was measured using the same test section used in the 
naphthalene sublimation experiments. The four pressure taps located upstream and downstream of 
the fin array were connected in parallel using 0.32 cm (0.125 in) plastic tubing to measure the 
average pressure at the given location. The difference in the average pressures were then measured 
using an electronic pressure transducer. Four generators were attached to each plate for a total of 
72 total vortex generators. The results will be interpreted to make the results independent of the 
number of vortex generators. 
3.5 Experimental Scope 
The objective of this research is to investigate the flow and heat transfer behavior of tip and 
junction vortices in flat plate and developing channel flows. A delta wing was chosen to generate 
the tip vortices because previous investigators[13] reported that the delta wing was the most 
effective wing-type vortex generator for heat transfer enhancement. Hemispherical protuberances 
were selected as junction-vortex generators because previous research directed at the flow and heat 
transfer interactions associated with hemispheres on a flat surface is limited. In addition, 
hemispherical protuberances could be implemented into a full-scale heat exchanger more easily than 
other geometries. 
A Buckingham-Pi dimensional analysis was conducted to determine the minimum number 
of dimensionless parameters required to explore the physical parameter space. Tables 3.1 and 3.2 
below show a listing of the important dimensionless parameters and the ranges over which they 
were varied for tip and junction vortices respectively.. 
Mass-averaged and local mass transfer, flow visualization, vortex strength, and pressure 
drop experiments were conducted for flat-plate and developing channel flows with delta-wing and 
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Table 3.1 Relevant dimensionless parameters for tip vortices in flat plate and 
developing channel flows. 
Variable Definition Range Range 
Flat Plate Flow Channel Flow 
Rec Udv 300-1300 250-1250 
Rex Ux/v 0-15000 -
A 2b/c 0.5-2.0 0.5-2.0 
a. - 150 _550 150 _550 
Redh Ucdllv - 400-2000 
G -1 x Zx dh Redh Sc - 0-0.011 
X 
x+ 
dhRedh - 0-0.026 
Table 3.2 Relevant dimensionless parameters for junction vortices in flat plate and 
developing channel flows. 
Variable Definition Range Range 
Flat Plate Flow Channel Flow 
Rex Ux/v 0-15000 -
Redb UdJlv 200-1667 180-1800 
Rexb UxJlv 390 - 13333 -
xb4b xb4b 0.5 - 16 1.33 - 21.33 
xJldh xJldh - 1.2 - 9.6 
dJldh dJldh - 0.45 - 0.9 
Redh Ucdllv - 400-2000 






hemispherical vortex generators over a range of flow conditions typically encountered in compact 
heat exchangers. The Reynolds numbers were chosen to represent flow conditions typically 
encountered in compact heat exchangers. For the flat-plate experiments, the Reynolds number 
range was chosen to represent flow conditions in the entrance region of typical compact heat 
exchangers. The delta wing vortex generator was chosen as a canonical tip vortex generator, and 
the ranges of aspect ratio and angle of attack were selected so that the wings would generate tip 
vortices of varying strength and position. The size of the hemispherical protuberances was chosen 
to create a wide range of the ratio of the hemisphere radius to local boundary layer thickness. The 
ratio 'bIB varied from 0.25 to nearly 3 in the parameter space considered. The inverse Graetz 
number was monitored to ensure that developing conditions existed throughout the channel flow 
experiments; values less than 0.05 indicate developing flow conditions. 
Tables 3.3 and 3.4 show the experimental conditions tested for the delta wings and 
hemispherical protuberances. Letters in a given position in the table correspond to the experiments 
conducted at those conditions. A key to the table is as follows: 'A' indicates a mass-average 
experiment, 'L' indicates a local mass transfer experiment, 'F' indicates a flow visualization 
experiment, and 'V' indicates a measurement of vortex strength was performed. Local and average 
mass transfer experiments in the developing channel flows were conducted for both the sides of the 
channel. Vortex measurements were attempted for all experimental conditions indicated in the 
tables, but repeatable, accurate measurements could not be obtained for vortices of insufficient 
strength or size. Pressure drop measurements were conducted for each vortex generator 
combination shown in Tables 3.3 and 3.4, but a larger number of intermediate Reynolds numbers 
were considered. The Reynolds number ranged from 400 to 2000, and measurements were 
conducted at approximately 20 different Reynolds numbers within this range. Local mass transfer 
measurements were conducted at selected positions within the test matrix, and the trends in the 
local data were carefully evaluated during the data collection. If changes in the trends were 
detected, additional local mass transfer experiments were conducted near that location in the test 
matrix to investigate the behavior. 
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Table 3.3 Summary of experimental conditions for delta wing experiments. 
Flat Plate 
Rec = 300 
ex = 15° ex = 35° ex = 55° 
A=O.5 A,F A,L,F A,F 
A = 1.25 A,F A,L,F A,F 
A=2.0 A,F A,L,F AF 
Rec = 800 
ex = 15° ex = 35° ex = 55° 
A=O.5 A,F A,L,F A,F 
A = 1.25 A,L,F A,L,F, V A,L,F V 
A=2.0 A,F A,L,F, V A,F, V 
Rec= 1300 
ex = 15° ex = 35° ex = 55° 
A=O.5 A,F A,F, V A,F V 
A = 1.25 A,L,F A,L,F, V A,L,F, V 
A=2.0 A,F A,F, V A,F, V 
A = Mass-average mass transfer experiment 
L = Local mass transfer experiment 
F = Flow visualization experiment 
V = Vortex strength measurement 
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Developing Channel Flow 
Redh =400 
ex = 15° ex = 35° ex = 55° 
A=O.5 A,F A,L,F A,F 
A = 1.25 A,F A,L,F A,F 
A=2.0 A,F A,L,F A,F 
Redh= 1200 
ex = 15° ex = 35° ex = 55° 
A=O.5 A, F A,F, V A,F, V 
A = 1.25 A,F A,L,F, V A,F, V 
A=2.0 A,F A,F, V A,F, V 
Redh=2000 
ex = 15° ex = 35° ex = 55° 
A=O.5 A,F A,L,F, V A,F, V 
A = 1.25 A,L,F A,L,F, V A,L,F, V 
A=2.0 A,F A,L,F, V A,F, V 
Table 3.4 Summary of experimental conditions for hemispherical protuberance 
experiments 
Flat Plate Developing Channel Flow 
Rex = 3500 
L Redh =400 
Redb = 200 Redb= 290 Redb=390 Redb = 180 
Rexb=390 A,L,F A,L,F A,L,F Gz-1=o.0013 A,F 
Rexb =1750 A,F A,F AF Gz-l=0.0058 AF 
Rexb=3111 A,F A,F A,F Gz-l=0.0102 A,F 
Rex = 9000 
L Redh = 1200 
Redb= 500 Redb= 750 Redb=lOoo Redb = 540 
Rexb =1000 A,F A,L,F A,F, V Gz-l=0.0004 A,F 
Rexb=4500 A,L,F A,L,F A L,F, V Gz-l=0.OOI9 A,F 
Rexb=8oo0 A,F A,L,F, V A,F, V Gz-1=O.OO34 A,F 
Rex = 15000 
L Redh = 2000 
Redb= 833 Redb =1250 Redb =1667 Redb = 900 
Rexb=1667 A,F A,L,F A,F, V GZ-l =0.0002 AF 
Rexb=7500 A,F A,L,F, V A,F, V Gz-l=0.OOI2 A,L,F 
Rexb=13333 A,F A,L,F, V A,F, V Gz-l=0.OO21 A,F 
A = Mass-average mass transfer experiment 
L = Local mass transfer experiment 
F = Flow visualization experiment 
V = Vortex strength measurement 
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Redb= 240 Redb= 360 
A, F A,L,F 
A,F A,L,F 
A,F A,L,F 
Redb= 720 Redb=1080 
A,F A,F, V 
A,F A,L,F, V 
A,F A,F, V 
Redb =1200 Redb=18oo 
A,F A,L,F, V 
A,L,F A,L,F, V 
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Figure 3.1 Schematic showing the directions from which flow visualization 




4.1 Flow Visualization 
A typical digitized image from the flow visualization experiments is shown in Fig. 4.1. 
From these images, two important vortex dimensions can be determined. The top image allows the 
core-to-plate (c5c) distance to be determined, and the bottom image shows the core-to-core (2s) 
distance. The core-to-plate distance was defined as the distance from the center of the primary 
vortex tube to the plate surface, and the core-to-core distance was the distance between the centers 
of the neighboring vortex tubes. For the tip vortices, the flow visualization measurements of vortex 
core-to-core and core-to-plate distances were used in conjunction with a potential flow model to 
determine the circulation of the vortices. In order to understand how the flow visualization 
measurements were used to gain insight into the strength of the vortices, some additional 
background is required. 
4.1.1 Vortex Motion 
The locat~on of the vortices relative to the boundary layer has an impact on their heat 
transfer effect, and the location of the vortices is governed by their point of generation and their 
motion. According to potential flow theory, an impermeable plate can be modeled by introducing a 
mirror image vortex with circulation that is equal in magnitude but opposite in direction to the real 
vortex. This concept is shown schematically in Fig. 4.2. The coordinate system is defined as 
follows: streamwise is the x direction, transverse is the y direction, and normal is the z direction. 
Using the notation that Va,b refers to the velocity of vortex a induced by vortex b, the 
mirror image vortex induces the velocity Va,b. Similarly, vortex a induces the velocity Vb,a on the 
image vortex, and the vortex pair will move together to the right. The magnitude of this induced 
core velocity is a function of both the vortex strength and the distance from the vortex core to the 
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(4.1) 
It follows that the stronger the vortex, the larger the induced core velocity, and similarly, the closer 
the vortex is to the wall, the larger the induced velocity. 
The previous discussion considered the case with one vortex near a flat plate, but the delta 
wing and hemisphere produce a vortex pair which is carried downstream. The additional vortex 
complicates the picture, but the same principles for induced vortex motion apply to the interaction 
between the two generated vortices. A schematic of the vortex interactions that take place for the 
case of two vortices generated above a flat plate is shown in the Fig. 4.3. 
For the case of two vortices above the plate, each real vortex is influenced by the two image 
vortices and the other real vortex. For a common inflow pair, the velocities of the two real vortices 
induce a motion of both vortices toward the plate surface. As shown in Fig. 4.3, vortex b induces 
a velocity Va,b on vortex a toward the plate. Similarly, vortex b is induced toward the plate at 
velocity Vb,a. The velocity induced on a real vortex by its image vortex tends to separate the real 
vortices above the plate, thus weakening the interaction between the real vortices. The diagonal 
vortex interaction produces a velocity that opposes both of the other two induced velocities. For 
example, vortex d induces a velocity in the positive y and z directions which moves vortex a away 
from the plate and toward the other real vortex. The real vortices are also subject to advection by 
the boundary layer velocity away from the plate. Because of the no-slip condition at the plate 
surface, fluid within the boundary layer must move away from the plate surface to ensure that mass 
is conserved, and this motion creates a small normal velocity that advects the vortices away from 
the plate. According to the Blasius solution, the transverse velocity is of the order (J.lU /px) 112 
[47] 
4.1.2 Vortex Circulation 
The circulation of a vortex is important in determining how the vortex will enhance heat 
transfer. It follows intuitively that the higher the vortex strength, the larger the bulk mixing effect, 
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and the higher the heat transfer enhancement. The vortex circulation was measured using two 
different techniques: the potential-flow model and the vortex meter. The theory behind these two 
techniques will be presented in this section. 
4.1.2.1 Potential-Flow Model 
By combining quantitative flow visualization measurements and a simplified potential flow 
model, the circulation of tip vortices in flat-plate and developing channel flows can be estimated. 
The core-to-core and core-to-plate distances were determined from images similar to Fig. 4.1 at 
streamwise locations of 1, 3, 5, 7, 9, and 11 cm from the leading edge. The core velocity in the y 
direction of a real vortex is due to its interaction with the other real vortex and the plate (modeled 
using the method of images). Referring to Fig. 4.3, vortex a has a velocity in the y direction due to 
its induced velocities from vortex c and vortex d. Using Eq. 4.1, superposition, and basic 
trigonometric relations, the y-velocity of vortex a can be written as follows: 
V --- ---1 r ("(2 ) 
a,Y - 41tac "(2 + 1 
(4.2) 
where "( = 5c/s. The interpretation of Va,y is presented in Fig. 4.4, and this induced velocity can be 
expressed in terms of the change in y position per unit time. 
V "" dy 
a,Y dt 
Rearranging Eq. 4.2, 
dy 41ta .-
r - c dt 
- 2 




According to Batchelor[481, for an inviscid fluid with constant density, " ... a vortex-tube moves 
with the fluid and its strength remains constant. II Because the boundary layer vorticity is in a 
different direction from the vortex tube, it will be assumed that interactions between the boundary 
layer and the vortex tube do not vitiate the treatment of the vortex line as a material line. Assuming 
that the vortex moves axially with a convective velocity equal to the freestream velocity, the transit 
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Combining Eqs. 4.4 and 4.5, 
ay 41CBc Uoo·-






Equation 4.6 allows an estimate of the vortex circulation from the flow visualization results and 
measurements of the free stream velocity for flow above a flat plate. The uncertainty in the vortex 
circulation determined using Eq. (4.6) is approximately ±9.4%. 
For a developing channel flow, the vortices interact with both sides of the channel as 
shown in Fig. 4.5. Applying the method of images for vortices in a channel flow results in a 
infinite number of mirror vortices. However, a first-order approximation can be obtained by 
considering only the fIrst set of mirror-image vortices and neglecting the interactions between the 
image vortices. The following expression is a fIrst-order approximation to the vortex circulation in 
a channel flow. 
(4.7) 
where U c is the velocity in the channel, Oc is the distance from the vortex core to the surface to 
which the vortex generator was attached, and a is the ratio of channel height to Oc. Equation (4.7) 
is valid only for the region of the flow before the vortex reaches its equilibrium location along the 
channel centerline. This analysis is invalid when the vortices reach their equilibrium position at the 
center of the channel. At that point, a = 2 and the expression for r in Eq (4.7) becomes undefIned. 
The uncertainty in the vortex circulation determined using Eq. (4.7) is approximately ±1O%. 
The path of the vortex line, shown in Fig. 4.4, was used to calculate ay/Ax at a given x 
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loca,tion in one of three different ways. For the slope at the first location, x = 1 cm, a forward 
difference scheme was used. 
(4.8) 
The y values in the above equation were obtained by taking the core-to-core distance at the 
specified x location and dividing it by two (see Fig. 4.1). For the internal x locations (3, 5, 7, 9 
cm) a central difference was used to calculate tl.y/Ax. 
( tl.y) _ Yi+l-Yi-l 
tl.x i xi+l- xi-l 
tl.y/t1x at the final x location (11 cm) was calculated using a backward difference. 
( tl.Y) = Yex -Yex-l 
tl. x ex xex - xex-l 
(4.9) 
(4.10) 
A comparison of the potential-flow technique to other techniques and data from other investigators 
will be presented later in this chapter. 
4.1.2.2 lIortex A1eter 
In addition to the potential-flow model, the circulation of the vortices was also determined 
using the vane-type vortex meter described in section 2.5. By measuring the rotation rate of the 
vortex meter when it is inserted into a vortex tube, the circulation of the vortex can be estimated. 
The velocity distribution within a vortex can be modeled using the Thomson-Rankine 
vortex model[49]. In this model, the vortex is divided into two regions: the forced and free regions. 
In the forced region, the velocity in the vortex increases linearly from zero at the center of the 
vortex core to a maximum at a prescribed radius, a, according to Eq. (4.11). 
rr 
lie = --2 for r < a 
21ta 
(4.11) 
In the free vortex region where r > a, the vortex is modeled as a potential, free vortex with the 
velocity decaying like lIr. 
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r Va = -- for r ~ a 
21tr 
(4.12) 
The radius, a, was estimated using flow visualization and local mass transfer data. The largest local 
enhancement will be present at the location with the largest vortex velocity toward the surface, and 
the largest vortex velocity occurs at r = a. By comparing the location of the center of the vortex 
tube from the flow visualization images to the region of maximum mass transfer enhancement from 
the local naphthalene data, the radius, a, was estimated to be between 1 mm and 1.2 mm (±O.2mm) 
over the entire parameter space. 
The radius of the vanes in the vortex meter was 1 mm which was approximately equal to 
the vortex radius, a, dividing the forced and free vortex regions. Within the forced vortex region, 
the vortex motion is modeled as solid-body rotation. When the axis of the vortex meter is placed at 
the center of the vortex tube, the vanes of the meter are inside the forced region. In this 
configuration, the vortex meter rotates with approximately the same velocity as the fluid in the 
forced vortex region. It follows that the tip of the vortex meter is rotating at approximately the same 
velocity as fluid at r = a, and the rotation rate of the vortex meter can be used to estimate the 
velocity of the fluid inside the vortex. 
Vortex circulation is defined below in Eq. (4.13). 
r=jVsedr (4.13) 
At the radius, a, the angular velocity is constant, and this allows the following simplification. 
(4.14) 
where rvm is the radius of the vortex meter. 
Because the radius of the vortex meter is approximately equal to the radius, a, the rotation 
rate of the vortex meter is proportional to the velocity of the fluid at r = a. 
(4.15) 
where N is the rotation rate of the vortex meter, and rvm is the radius of the vortex meter. Equation 
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(4.15) provides an approximate measurement of the vortex circulation, and the values obtained 
using this method compare well to values obtained using different techniques and by different 
researchers. 
4.1.2.3 Comparison o/Vortex Strength Measurements 
The values of vortex circulation obtained using the potential flow model and the vortex 
meter were compared to other measurements of vortex circulation. Pohlhamus[50] presented 
experimental data for lift from a delta wing for various aspect ratios and angles of attack in air. 
Pohlhamus applied the Kutta-loukowski theorem to develop the following relation for tip vortex 
circulation from a delta wing. 
r K SUoo . 
= ·--·sma 
p 2b (4.16) 
Kp is a constant of proportionality in the potential-flow lift equation and varies only with wing 
aspect ratio. 
Vortex circulation is defined as an integral of the azimuthal velocity around a closed path, 
and since water and air have kinematic viscosities varying by more than an order of magnitude at 
the temperature and pressure considered in these experiments, the values of vortex circulation for 
geometrically and dynamically similar flows will be substantially different for water and air flows. 
To allow a valid comparison to previous data, the vortex circulation has been scaled by the 
kinematic viscosity of the fluid in which it was measured. This scaling removes the dependence of 
the vortex strength on the fluid properties. This dimensionless vortex strength has been defined as 
the vortex Reynolds number by other investigators[9,51]. An additional measurement of vortex 
circulation was obtained using a vane-type vortex meter as described in section 3.3. Figure 4.6 
shows dimensionless vortex circulation plotted as a function of Rex for different sources and 
techniques. The data in Fig. 4.6 are for a Reynolds number based on chord length of 800 for a 
delta wing with aspect ratio of 2.0 and angle of attack of 35°. The data of Gentry and lacobi[8], 
which are from experiments conducted in air, are for a Reynolds number based on wing chord 
length of 640 and a delta-wing aspect ratio of 2.0 and angle of attack of 400(These data were the 
56 
closest in the parameter space to the present data). 
The scaled vortex circulation values from the different data sets and techniques compare 
well over most of the parameter space. The vortex circulation values obtained with the vortex meter 
are 10.3% lower than the values obtained from the potential~flow method at the 1 cm streamwise 
location. Considering the 10% uncertainties in each quantity and the different locations of the 
measurements, the agreement is quite good. The free delta-wing data of Pohlhamus [50] provide a 
vortex circulation 10% larger than the potential flow model and 20% larger than the vortex meter 
for the data shown in Fig. 4.6. For the other portions of the parameter space where the results of 
Pohlhamus were valid, the values of vortex circulation predicted from the potential flow model 
were an average of 18% lower than the value from Pohlhamus. The experimental values obtained 
from the images were measured at an x location 1 cm from the leading edge of the test fin while the 
data of Pohlhamus were obtained for a free delta wing. As the vortices travel along the plate, their 
circulation decreases because of viscous interactions, so by measuring the circulation at a point 
downstream from the leading edge the value may be lower than at the trailing edge of the wing. It 
is also possible that the circulation for tip vortices from a free delta wing is slightly larger than the 
circulation for the same wing attached to a flat plate. 
4.2 Affected Area 
Naphthalene sublimation experiments were performed using vortex generators of different 
sizes on a naphthalene surface of constant area. Since the span of the naphthalene-coated area was 
constant, larger vortex generators produced flow structures the affected a greater portion of the 
naphthalene-coated area. This situation gives an advantage to the larger vortex generators. A 
similar situation arises when the pressure drop experiments are conducted with a fixed number of 
vortex generators per channel. The larger vortex generators produce flow structures that influence a 
larger portion of the fin array. In order to compare ~the mass transfer and pressure drop impact of 
different size flow structures on an equal basis, the results should be normalized by the area 
influenced by the flow structures of a given vortex generator. Thus, the impact on the mass 
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transfer and pressure drop can be compared based on the area affected by the flow structures. 
Interpreting the average mass transfer and pressure drop in terms of an affected area allows the 
results to be generalized to any number of vortex generators. Provided the generators are located so 
that they act independently, the impact of any number of vortex generators can be determined by 
knowing the impact of the flow structures generated by a single vortex generator on the area 
influenced by the flow structures it generates. This normalization can be thought of as using a 
repeatable span for each vortex generator. 
The main reason for presenting the average mass transfer and pressure drop results in terms 
of an affected area is to present the results more generally. This approach allows an evaluation of 
the enhancement effect of an arbitrary number of generators affected a prescribed area. 
Furthermore, it provides a method for comparing different vortex generators fairly. The area 
affected by the vortices generated by a particular vortex generator was determined from the flow 
visualization measurements. Fig. 4.7 shows a typical flow visualization image for flow over a 
delta-wing vortex generator in a developing channel flow. The affected area is the rectangle 
outlined with dashed lines. Fig. 4.8 shows a typical flow visualization image for flow over a 
hemisphere in a developing channel flow, and the affected area is again outlined with dashed lines. 
For the hemisphere, the affected area is defined as the span wise width of the flow structures times 
the entire flow length. The entire flow length is used because even if the horseshoe vortex is 
located a distance from the leading edge, the distance upstream of the hemisphere is required to 
produce the flow conditions present at the downstream location. In other words, the boundary 
layer that rolls up into the horseshoe vortex is developing over the entire flow length upstream of 
the hemisphere; therefore, this area is required for the hemisphere to generate the horseshoe vortex. 
In the channel flow experiments, the vortices influence both sides of the channel, and for this 
reason the affected area is the same for both sides of the channel. The affected area was less than 
the total naphthalene-coated area for every case in the parameter space. The values for the affected 
area are included as Appendix F. 
The affected area was measured from the flow visualization images for all flow conditions 
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and vortex generators, and it was used in the data reduction for the average mass transfer and 
pressure drop results. Consider the average mass transfer results obtained by measuring the mass 
change over the entire naphthalene surface. The total mass transfer from the surface can be 
considered as the sum of mass transfer from the area influenced by the vortex and mass transfer 
from the area not influenced by the vortex as shown in Eq. (4.12). 
ShAT = She Ae + Sho Ao (4.12) 
where She is the Sherwood number for the area influenced by the vortices, Ae is the area of the 
naphthalene affected by the vortex, Sho is the Sherwood number for the area unaffected by the 
vortices and Ao is the area of the naphthalene section not affected by the vortices. Sh and Sho can 
be measured directly, Ae can be determined from flow visualization data, and Ao is the difference 
between the total naphthalene area and Ae. The only unknown remaining in Eq.(4.12) is She. The 
average mass transfer data are presented as a ratio of She to Sho, and this ratio is the enhancement 
factor for the area affected by the vortex. The choice of affected area did not have a large impact on 
the value of the enhancement ratio. Changing Ae by 10% leads to a 6% change in the enhancement 
ratio. Presenting the data in this manner removes the dependence of the average mass transfer 
results on the area of the naphthalene section. 
The pressure drop results can be analyzed in an analogous way according to Eq. (4.13). 
(4.13) 
where IlPe is the pressure drop for the area influenced by the vortices, Ae is the area of the fin 
array affected by the vortex, Il Po is the pressure drop for the area unaffected by the vortices, and 
Ao is the area of the fin array not affected by the vortices. Again, everything in Eq. (4.13) can be 
determined allowing the equation to be solved for IlPe . Then, the results are presented as a 
pressure drop ratio, Il Pelll po. that represents the pressure drop impact of the vortices for the area 
affected by the vortices. 
The concept of affected area was validated by making additional pressure drop 
measurements. Initially. measurements were conducted with 4 vortex generators in each channel. 
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From these measurements, the value of aPe was determined as a function of generator geometry 
and flow conditions. With knowledge of the affected area from flow visualization and the values of 
aPe from the experiments with 4 generators, the total pressure drop for any number of generators 
can be predicted using Eq. (4.13). By changing the number of vortex generators, the ratio of Ae to 
Ao is varied but the values of aPe and aPo remain the same. The total pressure drop with 3 
vortex generators was determined using Eq. (4.13), and these values were compared to additional 
experiments conducted with three generators per channel. The generators were placed so that their 
affected areas did not interfere, allowing the vortex generators to act independently. Experiments 
were not conducted with 5 generators because the affected areas would overlap for some cases, 
and no experiments were conducted with 2 vortex generators because the resulting total pressure 
drop was too small to allow confident measurements. In Fig. 4.9, the Euler numbers 
(dimensionless pressure drop) determined using Eq. (4.13) and from experiments with three 
generators are presented as functions of Reynolds number for two different delta wing aspect ratios 
and an angle of attack of 55°. The results from Eq. (4.13) agree with the measurements to within 
the experimental uncertainty. Figure 4.10 shows a similar plot for two different hemisphere 
positions with di/dh = 0.9. Again the agreement is excellent and well within the experimental 
uncertainty. These results support the idea of using the flow visualization measurements to define 





Figure 4.1 Typical digitized flow visualization image showing the core-to-core 
spacing, 2s, and core-to-plate distance, oc. Ink was introduced on the 
high pressure side of the wing where it traveled around the wing and 
became entrained in the vortices. 
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Figure 4.2 The motion of a vortex induced by its interaction with a flat plate, 
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Figure 4.3 Schematic showing the induced motion of two real vortices above a flat 
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Figure 4.4 Schematic showing the path followed by the vortices in the X-Y plane. 
Measurements of Ay were recorded at 6 streamwise locations. The z-axis 
extends out of the page. 
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Figure 4.5 Schematic showing the induced motion of two real vortices inside a 
channel. This schematic shows a first order approximation which neglects 
the interactions between the mirror image vortices. 
300 












r- T -T p p-
- ~ ~ ~ 
50 - -
0 I I 
o 3000 6000 9000 
Re'[-] 
x 
Figure 4.6 Comparison of dimensionless vortex circulation values obtained from 
different sources and techniques for delta wing with A = 2.0, a = 35°, 
and Rec = 800 except as noted. PFM - Potential-Flow Model 
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Figure 4.7 Schematic showing the definition of the affected area for a delta wing. The 
affected area is a rectangle that indicates the region on the surface 
infulenced by the vortices. 
Figure 4.8 Schematic showing the definition of the affected area for a hemisphere. 
The affected area is a rectangle that indicates the region on the surface 
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Figure 4.9 Euler numbers for delta wing vortex generators in a channel flow. The 
calculated values were obtained from Eq. (4.13). Delta wing angle of 
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Figure 4.10 Euler numbers for hemispherical protuberance vortex generators in a 
channel flow. The calculated values were obtained by solving Eq. (4.13). 




The flow and heat transfer behavior of tip vortices in laminar flat-plate and laminar 
developing channel flows were investigated using flow visualization, local and average mass 
transfer, vortex strength, and pressure drop measurements. The results for the flat-plate flow will 
be presented first followed by a discussion of the developing channel flow results. 
5.1 Laminar Flat Plate Flow 
5.1.1 Flow Visualization 
As described in section 3.2, flow visualization experiments were conducted in a water 
tunnel using dye-injection. In many cases, the tip vortices exhibited a wavy, periodic character 
similar to that shown in Fig. 5.1. The vortices were smooth and well defined for a distance 
downstream, then a wavy character could be seen. The onset of the waviness occurred when the 
vortex core-to-plate distance was approximately equal to the laminar boundary layer thickness. In 
other words, the vortices became wavy when they entered the boundary layer. Vortices that 
remained outside the boundary layer remained smooth and well defined. 
One possible explanation for the wavy vortex behavior can be obtained by considering the 
forces on the vortex tube. The core of the vortex has a streamwise velocity slightly lower than the 
freestream velocity,[6,51] so while it is outside the boundary layer in the high-velocity freestream 
fluid, viscous forces produce tension on the vortex core. However, when the core enters the 
boundary layer, it encounters surrounding fluid with a lower streamwise velocity. The axial motion 
of the vortex is retarded by the slower boundary layer fluid,. and the resulting shear can be 
considered as a compressive force on the vortex tube. Fluid elements in compression can display a 
periodic wavy character through a buckling mechanism[52] . 
Fluid buckling appears as periodic disturbances with a characteristic wavelength that can be 
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calculated[52]. Consider a control volume containing the vortex tube subject to a compressive and 
bending loading. When in equilibrium, the control volume must resist both translation and rotation. 
Applying the static rotational equilibrium condition shows that just after buckling, the control 
volume has an equilibrium shape of a sinusoid with a characteristic wavelength approximately 
twice the diameter of the column[52]. 
From the flow visualization images that display this periodic waviness, the characteristic 
wavelength can be measured. The observed wavelengths are presented in Table 5.1 along with the 
ratio of the core-to-plate distance to the local boundary layer thickness at the streamwise location of 
the onset of waviness. As predicted by buckling theory , the values are all approximately twice the 
diameter of the vortex tube. The diameter of the vortex tube was estimated to be twice the core-to-
plate distance, and the characteristic wavelength was determined by direct measurement from the 
flow visualization images. The uncertainties in Vdv and oc1o are 13.5% and 10% respectively. 
The results from Table 5.1 are consistent with the idea that once the vortices enter the boundary 
layer, the viscous interaction with the lower momentum boundary layer flow produces a 
compressive force on the vortices that leads to buckling. As predicted by buckling theory, the 
characteristic wavelength is approximately twice the vortex tube diameter. Even though viscous 
forces are important in this flow, the buckling mechanism leading to the periodic structure in the 
vortices can be characterized with an inviscid analysis. 
An alternate explanation for the vortex waviness observed when the vortices enter the 
viscous boundary layer is a shear layer instability. The difference in the vortex tube axial velocity 
and the boundary layer velocity could lead to a shear layer instability that could appear as periodic 
waviness. The breakdown of tip vortices from free wings has been investigated in detail; however, 
the periodic waviness through boundary-layer interactions appears to differ from free-vortex 
breakdown. 
F()r large Reynolds numbers and high angles of attack, the vortices become poorly defined 
and incoherent as shown in Fig. 5.2; this condition is vortex breakdown. According to Panton[471, 
tip vortices of sufficient strength generated by a delta wing commonly experience vortex 
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breakdown. Little is understood about the reasons for the breakdown of tip vortices, but there are 
some experimental indications that the axial velocity defect in the vortex core is important to vortex 
breakdown [47] . 
Table 5.1 Observed characteristic wavelengths in vortex tube waviness and core 
height-to-boundary layer thickness ratio at onset of waviness for tip 
vortices above a flat plate. 
Flow Conditions Vdv, Data BelB at onset of [-] waviness 
[-] 
Rec=300, A=1.2S, 
a=3S0 2.14 0.84 
Rec=300, A=2.00, 
a=3S0 2.28 0.83 
Rec=300, A=1.2S, 
a=lS0 2.30 0.87 
Rec=800, A=O.5, 
a=3S 0 2.6 0.88 
Rec=800, A=1.2S, 
a=3S 0 2.5 0.90 
Ree=800, A=2.0, 
a=lS0 2.28 0.88 
Rec=800, A=O.5, 
a=3S0 2.83 0.93 
Rec=1300, A=O.S, 
a=3S 0 2.5 0.83 
Rec=1300, A=1.2S, 
. a=lS0 2.2 0.93 
Rec=1300, A=1.2S, 
a=3S 0 2.5 0.92 
All of the tip vortices traveled down the plate with the same general trajectory. Initially, the 
vortices are close together and interact strongly with each other. The vortices are rotating in 
opposite directions such that they produce a common flow toward the surface. In this 
configuration, the vortices move closer to the surface by mutual induction(see Chapter 4). As the 
vortices get closer to the surface, interaction with the surface becomes more prominent. Using the 
method of images, the surface is modeled as mirror image vortices with circulations equal in 
magnitude but opposite in direction to the real vor:tices. The interaction with the mirror vortices 
causes the real vortices to spread apart. As they spread, the induced velocity toward the plate 
becomes weaker, and the vortices lift from the surface as they are advected by the vertical velocity 
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created by boundary layer growth. This vortex trajectory was also predicted in the computations by 
Peace and Riley[53]. They described the vortex pair lifting from the surface because of a 
rebounding effect which they attributed to viscous displacement from the boundary layer. As they 
lift from the surface, the interaction with the mirror vortex becomes weaker and the spreading rate 
decreases. All of the flow visualization images show this spreading and rising vortex trajectory 
resulting from the vortex-vortex interactions and vortex-surface interactions. The impact of these 
interactions on heat transfer will be discussed later in this chapter. 
5.1.2 Vortex Circulation 
In addition to the location of the vortices, vortex strength is important to understanding the 
flow and heat transfer interactions. For tip vortices in a flat-plate flow, two different techniques 
were used to measure the vortex strength. A vane-type vortex meter was used to measure the 
rotation rate of the vortex core at the leading edge of the plate, and the flow visualization images 
were used in conjunction with a potential flow vortex model to determine vortex strength. Figure 
5.3 shows the dimensionless vortex circulation as a function of Reynolds number based on the 
streamwise location for (l = 35° and Rec = 800 at all three wing aspect ratios. Solid symbols 
indicate measurements taken with the van~~type vortex meter, and open symbols correspond to 
measurements made using the flow visualization measurements in conjunction with the potential 
flow model. From Fig. 5.3, one can see that the strength of the vortices increases significantly 
with wing aspect ratio. The same behavior was observed for other Reynolds numbers and wing 
angles of attack. For a constant Rec, the Reynolds number based on x is a measure of the 
streamwise position along the plate, and from Fig 5.3 it is clear the strength of the vortices decays 
as the vortices travel down the plate. Viscous interaction with the surface and the surrounding flow 
field causes the vortices to weaken as they travel downstream. 
Figure 5.4 shows dimensionless vortex strength versus Rex for a constant wing geometry 
and three different Reynolds numbers based on wing chord length. The delta wing geometry was 
constant with an angle of attack of 35° and an aspect ratio of 1.25. Figure 5.4 shows the impact of 
Reynolds number based on wing chord length on the strength of a tip vortex generated by a delta 
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wing. Again both the vortex meter (solid symbols) and potential flow model (open symbols) are 
presented. From Fig. 5.4 it is clear that increasing Rec results in stronger tip vortices. The 
difference between the vortex meter measurements and the potential flow model measurements are 
11 % at Rec = 1300 and 2.5% at Rec = 800; this agreement confirms the reliability of both methods 
used to measure the vortex strength. Again, as Rex increases and the vortices travel downstream, 
their strength decreases. Peace and Riley [53] present numerical computations for a vortex pair in 
the vicinity of a rigid surface. They present vortex circulation as a function of time for a vortex pair 
approaching a flat surface. These numerical results can be compared to the experimental data by 
assuming the vortices travel downstream at the free stream velocity; then the distance the vortex 
travels is the freestream velocity multiplied by the time. With this change of reference, the 
computed decay of vortex strength can be compared to the measured values. Consider the data in 
Fig. 5.4 for a delta wing with A = 1.25 and <X = 35°. At Rec = 1300, the computational results 
predict a 64% decay in vortex strength over the entire length of the plate; the experimental data 
indicate a 57% decrease in vortex strength over the plate length. Similarly, at Rec = 800, the 
computed and experimental vortex decays over the entire plate length were 65% and 60% 
respectively. At Rec = 300, the computed and measured values of vortex decay are 71 % and 81 % 
respectively. The agreement between the computations of Peace and Riley [53] and the experimental 
data support the reliability of the potential flow model to estimate vortex strength and the 
explanation for the decay in vortex strength. 
Figure 5.5 shows the variation of dimensionless vortex circulation with Reynolds number 
based on x for a constant Rec of 800 and delta wing aspect ratio of 1.25. By holding Rec and A 
constant, the effect of delta wing angle of attack on vortex strength can be evaluated. The strength 
of tip vortices generated by delta wings decreases with decreasing angle of attack. Figure 5.5 
presents data from the potential flow model for <X = 15° and 35°, but data could not be obtained at 
<X = 55° because of vortex breakdown. The data from the vortex meter could not be obtained for ex 
= 15° because of insufficient vortex strength. The increase in vortex strength with angle of attack is 
not as strong as the increase observed with increasing Rec and A. 
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5.1.3 Average Mass Transfer 
Surface plots of the Sherwood number enhancement ratio are presented in Figs. 5.6, 5.7, 
and 5.8. Recall from Chapter 4 that the enhancement ratio is defined as the ratio of the average 
Sherwood number with enhancement to the average Sherwood number with no vortex generator. 
The black points represents measurements, and the remainder of the surface was constructed using 
a bi-quadratic, least-squares regression to the data. The average mass transfer impact of tip vortices 
for Rec = 300 is presented in Fig. 5.6. The impact of the vortices generally increases with aspect 
ratio and angle of attack at this low Reynolds number. As the Reynolds number increases to 800 
and 1300, the same trends are observed. The magnitude of the enhancement increases with 
Reynolds number with the maximum enhancements being approximately 1.4, 1.6, and 1.8 for Rec 
= 300, 800, and 1300 respectively. 
The surface plots presented in Figs. 5.6, 5.7, and 5.8 are all for the same ratio of plate 
length to wing chord length. Although the wing chord length and plate length were held constant in 
the experiments, the impact of changing this ratio can be evaluated by analyzing the local mass 
transfer data. By integrating the local data over different streamwise distances, average data for 
varying plate lengths can be obtained. Figure 5.9 shows the enhancement ratio as a function of the 
Reynolds number based on the integration length, XL, for a constant wing angle of attack of 35°, 
aspect ratio of 1.25, and Reynolds number based on wing chord length of 1300. The local data 
were integrated over the affected area, and the unenhanced data were obtained by integrating local 
data that were unaffected by the vortices. For very short integration lengths, the impact of the 
vortices is less pronounced because the thin boundary layers that develop over the shorter flow 
lengths already provide high mass transfer rates. As the plates length increases, the impact of the 
vortices on average mass transfer is greater with a maximum average enhancement of 210% 
occurring for Rex approximately equal to 5000. The enhancement ratio decreases as Rex 
L L 
increases because the vortices weaken as they travel down the plate (see Fig. 5.4), but the average 
enhancement remains over 175% as Rex increases to 15000. The final enhancement ratio of 1.75 
L 
is equal to the average enhancement ratio in Fig. 5.8 for the same position in the parameter space to 
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within the experimental uncertainty. The measurement in Fig 5.8 was obtained with average mass 
measurements combined with the affected area measurement from flow visualization. The results in 
Fig 5.9 indicate that the vortices produce a significant enhancement for flow lengths that are larger 
than those considered in this research. 
The trends in the surface-averaged mass transfer data follow closely the trends in vortex 
strength. Generally, the enhancement ratio over the affected area increases with wing angle of 
attack, wing aspect ratio, and Reynolds number. These are the same trends observed for vortex 
strength, and this agreement bolsters the idea that vortex strength plays an important role in vortex-
enhanced heat transfer. The other factor influencing surface convection is the position of the vortex 
relative to the boundary layer, and its role in surface mass transfer will be considered in the next 
section. 
5.1.4 Local Mass Transfer 
Local distributions of mass transfer were obtained with the naphthalene sublimation 
technique. The local results are shown as grayscale contour plots. The scales relating shades of 
gray to Sherwood number, the dimensionless mass transfer coefficient, are included at the bottom 
of the figures. 
Figures 5.10 and 5.11 show the local Sherwood number distribution for A = 1.25, ex = 
35°, and Rec = 800 and 1300 respectively. Figure 5.1O(a) shows the measured mass transfer 
distribution including both the contributions of the laminar boundary layer and the stream wise 
vortices. Figure 5.10(b) presents the measured Sherwood number distribution minus the 
contribution from the developing boundary layer; this presentation isolates the impact of the 
vortices on local surface mass transfer. Comparison to flow visualization images reveals that the 
region of the largest enhancement corresponds to the location where the vortex flow is toward the 
surface. This flow normal to the surface thins the concentration boundary layer and enhances the 
convective transport. From the local data one can· see that the impact of the vortices with larger 
circulation is more prominent. These data show that the vortices have an impact on the surface heat 
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transfer over a streamwise distance of many wing chord lengths. 
Tip vortices enhance surface heat transfer because the flow they induce toward the surface 
thins the boundary layer. Boundary layer thinning steepens surface gradients which, in turn, 
results in increased convective transport. Along with boundary layer thinning on the downwash 
side of the vortices, a boundary layer thickening is also evident from Figs. 5.10 and 5 .11. Near the 
leading edge of the plate, the mass transfer rate is high because the boundary layer is thin and 
developing. At the leading edge of the plate where the wing intersects the plate's leading edge, 
there is a region where the mass transfer rate is inhibited. This area of inhibited mass transfer 
occurs in the region of the flow where the vortices have a velocity normal to and away from the 
plate surface. This upflow of fluid thickens the boundary layer in that region causing the 
convective transport to be less effective than without the vortex generator. The same behavior was 
reported for a streamwise vortex in a turbulent boundary layer[9J. The impacts of blowing and 
suction on heat transfer from the flat plate are qualitatively similar to those encountered in vortex 
enhancement. Blowing is analogous to the upflow region of the vortex; in both cases there is a 
flow away from the surface, and this upflow thickens the boundary layer and reduces the 
convective transport. Similarly, boundary layer suction and vortex downflow both thin the 
boundary layer with a flow toward the surface, thereby, enhancing heat transfer. 
When considering the symmetry of a single vortex interacting with a laminar boundary 
layer, one can conclude that the upflow velocity is equal in magnitude and opposite in direction to 
the downflow velocity at a constant radial location. This leads to the question: why doesn't the 
decreased heat transfer from the boundary layer thickening balance the enhancement from the 
boundary layer thinning and result in no average enhancement? To answer this question, a 
simplified model was constructed to simulate the impact of the vortices on the boundary in terms of 
effective blowing and suction velocities; details of the model are included in Appendix G. A 
modified Thompson-Rankine vortex model was use.d to model the velocity distribution within the 
vortex[49J, and an average value of the vertical component of the vortex velocity within the 
boundary layer was calculated. This average velocity was used as a representative blowing/suction 
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velocity. Using this representative velocity as a boundary condition, the similarity solution for 
boundary layer flow with a non-zero velocity normal to the surface was solved numerically. The 
model predicted a spanwise distribution of Sherwood number at a given streamwise location. 
When two counter-rotating vortices were considered, the results of the model could be compared to 
the experimentally measured Sherwood number distribution for the same conditions. Numerical 
agreement between the model and the experiments was not achieved (see Appendix G); however, 
the trends predicted by the model are qualitatively similar to those observed experimentally. 
The main contribution of thi's simplified model is an explanation of why, despite the 
symmetry of the vortex-boundary layer interactions, vortex enhancement produces a net increase in 
surface convective transport. Figure 5.12 shows the distribution of ShL as a function of spanwise 
distance for A = 1.25, a. =35°, Rec = 800, and Rex = 4500. An increase in mass transfer is seen in 
the downflow region, and a decrease is produced in the upflow region. The average Sh at this 
location was computed by integrating under the Sh curve and dividing by the spanwise distance. 
The average Sh with the vortex was larger than the unenhanced value, and this result agrees with 
the experimental observations that show an average enhancement in mass transfer in the presence 
of a longitudinal vortex. The reason for this enhancement is that velocities toward the surface 
(suction) have a greater impact on mass transfer than velocities away from the surface (blowing). 
When the blowing velocity is large enough to force the quantity (vwIU) ~Rex above 
approximately 0.6, the boundary layer is said to have "blown off" and the local Sh goes to zero. 
Once the boundary layer has blown off, increasing the blowing velocity further results in the local 
Sh remaining constant at zero. Conversely, larger suction velocities continue to thin the boundary 
layer and result in a nearly linear increase of Sh with Vw . For the relatively large normal velocities 
predicted in this vortex model, as the velocities grow, suction continues to improve convection 
while the effect of blowing remains constant after the boundary layer has blown off. Even though 
the vortex flow field is symmetric, the net effect of mass transfer is an enhancement because 
suction has a more significant impact on convection than blowing. 
In addition to vortex strength, vortex location relative to the boundary layer plays a role in 
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the local impact of a vortex on surface convection. The role of vortex location can be illustrated by 
considering two limiting cases. First, consider a vortex of limited scale located very far from the 
boundary layer, where dT/dy vanishes. In this case, the vortex is moving fluid with a constant 
temperature, and this vortex makes no advective contribution to surface heat transfer. The second 
limiting case is that of a vortex buried deep within a thick boundary layer. The scale of a vortex is 
limited by its position relative to the wall, and for vortices near the wall, rv- 8c . For a vanishing 
bc' rv vanishes and, since I1T-rv(dTldy)w, the vortex makes no advective contribution. With these 
limiting cases in mind, it follows that the location of a vortex relative to the boundary should 
influence the advective effect of the vortex on the temperature distribution. 
The impact of vortex strength and vortex location on local mass transfer can be evaluated 
using the results shown in Figs. 5.4, 5.13 and 5.14. Figure 5.4 shows the streamwise distribution 
of dimensionless vortex strength for a wing aspect ratio of 1.25, wing angle of attack of 35°, and 
Rec =300, 800, and 1300. The location of the vortices relative to the concentration boundary layer 
is shown for the same conditions in Fig. 5.13, and the distribution of the Sherwood number 
enhancement ratio averaged over the affected spanwise area is presented as a function of Rex for 
the same conditions in Fig. 5.14. From these three figures, the local impact of vortex strength and 
location relative to the boundary layer on mass transfer can be evaluated. 
According to Fig. 5.4, the strongest vortex is generated at the largest Reynolds number 
based on chord length of 1300. At this Reynolds number, the largest Sherwood number was 
measured near the leading edge when the vortex was at its strongest and the boundary layer mass 
transfer rate was large. As Rex increases and the vortex travels downstream it weakens, and the 
mass transfer enhancement correspondingly decreases despite the fact that the vortex core is 
approaching the edge of the concentration boundary layer. Since they produce larger velocities, 
stronger vortices are able to move fluid at a greater radial distance from the vortex core. Since the 
vortex is larger radially, it is still able to transport fluid to the surface despite being farther outside 
the boundary layer. These results indicate that vortex strength plays a more important role than 
vortex location relative to the boundary layer. 
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The impact of vortex location can be evaluated by studying the behavior for Rec = 800. 
These vortices have the most promising location over the longest length of the plate; the vortices 
remain within roughly 10% of the edge of the boundary layer over 80% of the range of Rex-
Despite the promising vortex location, the local mass transfer enhancement for Rec = 800 is 
significantly smaller than for Rec = 1300 at a given Rex over most of the range of Rex- The reason 
for this behavior is vortex strength. At Rec = 800, the vortices have an initial circulation nearly 
100% lower than for Rec = 1300. Even though the vortices for Rec = 800 are located in a more 
advantageous position relative to the edge of the concentration boundary layer, their lower 
circulation leads to less effective enhancements. This result indicates that vortex strength plays a 
more important role than vortex location in local mass transfer enhancement. 
The interaction between the vortices and the developing boundary layer can also be 
evaluated from Fig. 5.14. At the leading edge of the plate, the concentration boundary layer is thin, 
and the mass transfer rate is large. Because the mass transfer rate is already large, the relative 
enhancement from the vortices is small even though the vortices are at their strongest. As the flow 
length grows, the boundary layer thickens, and the vortices have a more significant relative impact 
on surface convection. As the flow length increases further, the boundary layer mass transfer rate 
declines and the vortex enhancement become dominant. The relative enhancement then decays 
monatonically with decreasing vortex strength. 
5.2 Developing Laminar Channel Flow 
5.2.1 Flow Visualization 
Two primary differences exist between the flat-plate and developing channel flow 
experiments. First, the vortices are constrained from two sides and therefore are interacting with 
two surfaces and the boundary layers developing on those surfaces, and second, for a internal 
flow, a favorable streamwise pressure gradient exists in the channel. The pressure gradient affects 
both the vortices and the developing boundary layers. 
One difference between the vortices in the external and internal flows is the vortex 
76 
trajectory. As described in section 5.1.1, the vortex trajectory is determined by the interactions of 
the vortex with its neighboring vortex, the surface, and the boundary layer. For two counter-
rotating vortices above a flat plate, the vortices will spread apart from each other and rise away 
from the surface. However, when a second surface is introduced, the interactions are different and 
produce a different vortex trajectory. Initially, the vortices are closer to the side of the channel with 
the vortex generator, and they interact more strongly with that surface. Consider the induced 
velocities on Vortex a in Fig 4.5. When the real vortices are close to the surface, Va,b is nearly 
canceled out by Va,d, and the bulk vertical velocity in the channel flow lifts the vortices away from 
the surface with the vortex generator. As the vortices spread and rise toward the channel centerline, 
the interactions with the other surface become more prominent. When the real vortices rise to the 
centerline of the channel, the real vortices interact equally with both surfaces in the channel. Once 
the vortices reach the centerline of the travel, the symmetry of the channel causes the vortices to 
travel in parallel paths down the centerline of the channel. This behavior is seen in the flow 
visualization data shown in Figs. 5.15 and 5.16. In these images, the vortices spread and rise 
initially, and after a certain streamwise distance, the vortices reach their eqUilibrium position where 
the travel in parallel paths down the channel centerline. 
Another difference between tip vortices in a flat-plate flow and a developing channel flow is 
the periodic waviness. For the flat-plate flows, when vortices entered the boundary layer, a 
periodic waviness was detected. However, the same waviness was never observed in the internal 
flows, and the vortices are coherent and well defined throughout the channel. By considering the 
interactions between the vortices and the developing boundary layers in the channel flow, some 
insights into this phenomenon can be obtained. The boundary layer develops differently in the 
channel flow than in the flat plate flow. The presence of a favorable streamwise pressure gradient 
causes the boundary layers in the channel flow to be thinner at a given streamwise location. The 
boundary thickness in the channel flow was calculated using Thwaites' integral method. Thwaites' 
method uses an empirically derived approximation to the integral momentum equation that can be 
integrated to obtain values of the displacement thickness for a given distribution of freestream 
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velocity. The values of displacement thickness were then used to calculate the height of the viscous 
boundary layer at a given distance from the entrance to the channel. An initial axial velocity 
distribution of the freestream fluid was input by the user, and the program computed the 
displacement thickness corresponding to the user-specified freestream velocity profile. The new 
displacement thickness values were then used with continuity to calculate the next freestream 
velocity profile. The second freestream velocity profile was then used to compute new values for 
the displacement thickness. This iterative process was continued until the input freestream velocity 
profile was equal to the computed velocity profile. A more complete description of Thwaites' 
method, and its implementation is presented in Appendix H. 
The ratio of the vortex core height to the local boundary layer thickness on the surface with 
the vortex generator is presented as a function of the dimensionless streamwise location in the 
channel in Fig. 5.17. From these data, one can see that the vortex core never enters the boundary 
layer which has been thinned in the presence of the pressure gradient. Even at the lowest Reynolds 
number where the boundary layer would be its thickest, the boundary layer only grows to 
approximately 44% of the total channel height. This result is to be expected since the flow in the 
channel is developing. The inverse Graetz number had a value of 0.011 at the end of the channel 
for the lowest Redh, and this value is well below 0.05, the value for developed flow. The vortices 
reach their equilibrium position along the centerline of the channel well before the boundary layers 
grow to the channel centerline. In other words, the vortex cores are always outside the boundary 
layer. Since the vortices never enter the boundary layer, they are always surrounded by an 
accelerating freestream fluid with a streamwise velocity larger than the axial velocity in the vortex 
core. Because the vortices are never surrounded by lower velocity boundary layer flow, the 
compressive force that leads to buckling is never present. Consequently, no periodic waviness is 
detected in the vortices in the developing channel flow. This result supports the idea that inviscid 
buckling was responsible for the periodic wavin~ss observed in the flat-plate flows. Another 
stabilizing force acting on the vortices is the streamwise pressure gradient. The pressure gradient 
produces an additional tension force acting to stabilize the vortices and repress any waviness or 
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buckling. Furthermore, it is logical to extend these results to fully-developed channel flow. Since 
the vortex tubes along the centerline of the channel will always be surrounded by fluid with a 
higher axial velocity, the vortices should always experience a tension force. Periodic waviness 
should not appear in the tip vortices even when the flow is a fully-developed channel flow. 
Vortex breakdown is never observed in the developing channel flows in the parameter 
space considered. Even at the largest Reynolds numbers, the strongest vortices remained well-
defined and coherent throughout the entire channel. Since the understanding of vortex breakdown 
of tip vortices is limited, it is difficult to pinpoint the reason for the observed behavior. Perhaps 
since the breakdown of tip vortices appears to be linked to the axial velocity defect in the vortex 
core[47] the presence of a pressure gradient increases the axial vortex core velocity producing a 
vortex less prone to breakdown. 
5.2.2 Vortex Circulation 
The vortex circulation was determined in two different ways for tip vortices in channel 
flows. The first method was to measure it directly using a vane-type vortex meter, and the second 
was to infer the vortex strength based on the vortex trajectories determined from the flow 
visualization images and a first-order, potential flow model. Previously with the flat-plate flow, the 
potential flow model enabled the streamwise distribution of vortex strength to be determined. In the 
channel flow, the vortices travel to the eqUilibrium location along the centerline of the channel, and 
once the vortices are in this position, they travel in straight, parallel paths. Since the vortex 
trajectories are not changing after some streamwise distance, the potential flow model could not be 
used to measure the strength of the vortices downstream. However, the vortex trajectories could be 
measured immediately after the vortices entered the channel, and these measurements were used 
with the potential flow model to infer the vortex strength at the x = 1 cm location (see section 
4.1.2). This measurement was then compared to the vortex meter measurements to provide a 
redundant check. 
A comparison of the two methods can be seen in Figs. 5.18 and 5.19. These plots show 
the variation of dimensionless vortex circulation as a function of Reynolds number based on 
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hydraulic diameter for varying wing geometries. The two methods show good agreement over this 
range of Redh. In most cases, the vortex meter measures a lower vortex circulation, but this might 
be attributed to friction in the device and higher-order contributions in the potential flow model. 
The two methods agree to better than 20% over the entire parameter space. Vortex meter 
measurements could not be obtained for A = 0.5 because the vortices were too weak to allow a 
confident measurement; a similar problem was encountered at Redh = 400. 
The trends in the data are the same as those reported for tip vortices above flat plates. The 
strength of the vortices increases with Reynolds number, wing aspect ratio, and wing angle of 
attack. When compared at nearly constant Rec, the initial vortex circulation values for the flat-plate 
and developing channel flows are similar. For Redh = 2000, the Reynolds number based on wing 
chord length is approximately 1250 which can be compared to the flat-plate data for Rec = 1300. 
The dimensionless vortex circulation values for A = 1.25 and ex = 35° differ by approximately 11 % 
for the channel flow and flat-plate flows. Similarly for Rec approximately equal to 800, the vortex 
circulation value for the flat plate is 9% lower than the value for the channel flow. Aside from 
confirming the repeatability of the vortex measurements, these results show that the initial strength 
of a tip vortex depends on the velocity of the fluid approaching the wing and the wing geometry. 
These results compare the initial strength of the vortex immediately downstream of the wing. Since 
the downstream flow conditions are different for the flat-plate and developing channel flows, the 
stream wise decay of the vortex strength would certainly occur differently for the two flow 
conditions. 
5.2.3 Average Mass Transfer 
Mass-averaged naphthalene sublimation experiments were conducted to measure the 
average impact of tip vortices generated by a delta wing on the mass transfer from both sides of the 
channel. As the vortices travel to their equilibrium position along the channel centerline, they 
impact the mass transfer from both sides of the channel. The delta wing was attached along the 
leading edge of one of the side of the channel and generated vortices which were carried back 
through the channel. In the entrance of the channel, the vortices were closer to the side of the 
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channel with the vortex generator, and as the vortices traveled to the channel centerline, they 
interacted with both sides of the channel. 
Surface plots of the Sherwood number enhancement ratio for the side of the channel with 
the vortex generator are shown in Figs. 5.20, 5.21, and 5.22 for Redh = 400, 1200, and 2000 
respectively. Since the vortices are always located outside the viscous boundary layer, it follows 
that the vortices would be even farther outside the concentration boundary layer which is 
approximately 30% thinner. Since the vortices are all outside the boundary layer, the strength of 
the vortices should dictate their impact of surface mass transfer which is what these data indicate. 
For all three Redh, the largest impact on surface mass transfer is seen for the large aspect ratios and 
angles of attack. These delta wing configurations also generated the strongest vortices. The strong 
vortices provide a higher velocity normal to the surface, and this flow thins the concentration 
boundary layer to produce a more significant heat transfer enhancement. At the low Redh, the 
enhancement ratio is relatively small over most of the parameter space. The peak value of 
approximately 1.25 occurs for A = 2.0 and a. = 55°. The enhancement ratio tapers off to slightly 
larger than 1.05 for the weakest vortices. As the Reynolds number is increased to 1200, the 
enhancement ratio increases substantially over most of the parameter space. The peak value of 
approximately 1.5 occurs at both A = 1.25 and 2.0 for a. = 55°. From the vortex circulation 
measurements, it is clear that these vortices are the strongest of any delta wing configuration at this 
Reynolds number. The increase with Reynolds number continues as shown in Fig. 5.22 for Redh 
= 2000. Here, the peak value of approximately 1.6 occurs again for A = 2.0, and a. = 55°. 
After some streamwise travel in the channel, the vortices travel to positions along the 
channel centerline. At this location, the vortex has a significant impact on the side of the channel 
without the vortex generator. Figs. 5.23, 5.24, and 5.25 show the contours plots of Sherwood 
number enhancement ratio for the surface·without a vortex generator. The behavior is quite similar 
to that on the surface with the vortex generator;.the maximum enhancement occurs with the 
strongest vortex. However, the magnitudes of the enhancement are lower than for the surface with 
the vortex generators. These lower values can be explained by considering the vortex motion in the 
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channel. As the vortex first enters the channel, it is at its strongest; the vortex core is also located 
closer to the surface with the vortex generator. Consequently, the vortex would have a significant 
impact on the mass transfer for this plate. As the vortex travels downstream, it weakens because of 
viscous diffusion, and it migrates to the channel centerline. Once the vortices travel to the channel 
centerline, the impact on the mass transfer from both surfaces is roughly the same. However, the 
plate with the vortex generators saw a greater impact in the entrance region of the channel. Since 
the vortex interacted with the surface with the delta wing longer and more effectively than with the 
opposite plate, it is logical to expect the surface-averaged enhancement to be greater for the surface 
with the vortex generator. The surface plots in Figs. 5.23, 5.24 and 5.25 support this logic. The 
peak values of the enhancement ratio are approximately, 1.12, 1.30, and 1.36 for Redh = 400, 
1200, and 2000 respectively. These peak enhancements are lower for a given Reynolds number 
when compared to the data for the surface with the delta wing, but the maximum enhancements are 
still realized with the strongest vortices. 
While some interesting insight can be gained by investigating the sides of the channel 
separately, the channel should also be considered as a whole (consisting of both sides). Figs. 
5.26, 5.27, and 5.28 show the contours plots of Sherwood number enhancement ratio for the 
channel as a whole as a function of wing angle of attack and aspect ratio. The trends in these data 
are very similar to those for the surface with the vortex generator. The greatest enhancement ratio is 
observed with a = 55° and A = 2.0 for all three Redh. The enhancement ratio also increases with 
Reynolds number with peak values of approximately 1.2, 1.4, and 1.5 for Redh = 400, 1200, and 
200 respectively. 
The data presented in these previous surface plots are for a constant plate length. The 
impact of varying the plate length can be investigated using the local mass transfer data. By 
integrating the local data over different distances from the leading edge, the impact of changing the 
channel length on the average enhancement ratio ca.n be evaluated. Figure 5.29 shows the average 
enhancement ratio as a function of the inverse Graetz number based on the integration length for 
Redh = 2000, A = 1.25, and a = 35°. Data are presented for both the side with the wing and the 
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opposing surface as well as the channel as a whole. The surface with the wing behaves 
qualitatively similar to the single plate results (see Fig. 5.9). Where the boundary layer is thin, the 
vortex has a less pronounced impact. As the flow length increases, the enhancement ratio goes 
through a maximum and then decreases as the vortices weaken and become less effective. The 
behavior of the enhancement ratio for the surface without the vortex generator is quite different. 
For this case, the enhancement increases monatonically over the entire range of inverse Gz. For 
small flow lengths, the enhancement ratio is small because the vortices are far from the surface and 
the boundary layer convection is large. As the flow length increases, the vortices move closer to 
the surface without the vortex generator as they weaken. These two competing effects produce an 
enhancement ratio that is nearly constant as the flow length increases. The decrease in enhancement 
from the weakening vortices is balanced by the increase in enhancement realized as the vortices 
move closer to the surface over a larger portion of the flow length. Overall, the channel shows an 
increasing enhancement ratio for small flow lengths. As the inverse Gz increases the vortices 
weaken and the enhancement decreases slightly. The results presented in Fig 5.29 indicate that the 
vortices continue to be effective for flow lengths greater than those considered in this research. 
5.2.4 Local Mass Transfer 
Measurements of the local Sherwood number distribution were obtained using the 
naphthalene sublimation technique with a laser profilometer. Since the vortices influenced both the 
surface with a vortex generator and the opposite surface forming the channel, local data were 
recorded for both sides of channel. Fig. 5.30 shows the local distribution of Sherwood number for 
Redh = 2000, A = 1.25, and a = 35°. The side of the channel to which the wing was attached is 
labeled as "Wing"; while, the opposite surface of the channel is labeled "Opposite Surface" 
The local data for the side of the channel with the wing show several interesting features. 
Immediately downstream of the wing, the vortices are at their strongest and are located close to the 
surface. For these reasons, the local impact of the vortices is the most pronounced in this region. 
As with the flat-plate data, there are areas of decreased mass transfer near the leading edge of the 
bottom plate. This strip of inhibited mass transfer corresponds to the region of the vortex where the 
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flow is away from this surface. This upflow causes the boundary layer to thicken, and the thicker 
boundary layer results in a lower mass transfer rate. Farther downstream, the enhancement of the 
local mass transfer occurs in parallel lines spaced approximately 6.5 cm apart. From Fig. 5.16, one 
can see that the cores of these vortices are traveling in a parallel path down the centerline of the 
channel at a span wise spacing of approximately 7.5 cm. These vortices are arranged in a common-
inflow configuration, so the downflow regions of the vortices are toward the center. The 
downflow regions of the vortices would be spaced less than the core spacing, so it is logical to 
conclude that the enhancements seen in the local Sherwood distribution are a result of the 
downflow of the tip vortices. 
Some interesting insights can also be gained through a closer inspection of the local mass 
transfer from the side of the channel without the wing. At the leading edge and just downstream of 
the wing, the mass transfer rate is lower than it is elsewhere beneath developing boundary layer. 
Directly behind the wing, the pressure is lower and the fluid above the wing rushes into this low 
pressure area. This flow is away from the surface without the wing, and the flow away from the 
surface without the wing produces a thicker boundary layer in the region of this outflow. The 
locally thicker boundary layer results in a region of locally inhibited mass transfer. Farther 
downstream, the impact of the vortices becomes evident. Starting at approximately xlL = 0.2, 
parallel lines of enhanced mass transfer can be seen in Fig. 5.30. The spanwise spacing for these 
lines of enhancement is approximately 9 cm; this value is larger than the spacing for the surface 
with the wing. Again this region of enhancement is a result of vortex-driven flow toward the 
surface. The vortex cores were spaced approximately 7.5 cm apart according to the flow 
visualization measurements. The region of the vortex flow that is normal to and toward the surface 
without the wing occurs on the outside of the vortex cores as shown in Fig. 5.31. The mass 
transfer is increased because the flow normal to and toward the surface locally thins the 
concentration boundary layer. 
The impact of Reynolds number on the local mass transfer can be evaluated by considering 
Figs. 5.32 and 5.33 which show the local Sherwood number distributions for A = 1.25, ex = 35° 
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and Redh = 400 and 1200 respectively. At the low Reynolds number, the vortices are weaker (see 
Fig. 5.18), and their impact on local mass transfer is correspondingly smaller. As the Reynolds 
number is increased to 1200, the local impact becomes more prominent. For a Reynolds number of 
1200, the dimensionless vortex strength is roughly 250% stronger than for Redh = 400, and the 
local impact on the mass transfer rate is much larger. The data for Redh = 2000 are shown in Fig. 
5.29, and the local Sherwood numbers in the vortex-affected area increases. Again this increase in 
local mass transfer is a result of increased vortex strength(see Fig. 5.18 and 5.19). 
5.2.5 Pressure Drop 
The pressure drop in the channel with delta wing vortex generators was measured as 
described in section 3.4. Figs. 5.34, 5.35, and 5.36 show the ratio of pressure drop with vortex 
generators to pressure drop in the empty core as a function a Redh for different wing angles of 
attack for A = 0.5, 1.25, and 2.0 respectively. For each aspect ratio, the pressure ratio increases 
with Reynolds number and angle of attack. For Redh = 2000, and a = 55 0 , the pressure drop ratio 
increases from 1.5 to 1.7 to 2.1 as the wing aspect ratio increases from 0.5 to 1.25 to 2.0. For the 
smallest aspect ratio, the impact of angle of attack is less severe than for larger aspect ratios. For 
example, at A = 0.5, the difference between the pressure drops for a = 35 0 and a = 55 0 is 
approximately 10% at Redh = 2000. In contrast, for A = 1.25, the difference in these values is 
approximately 35%, and at A = 2.0, the difference increases to over 50%. Similar changes are seen 
in the strength of the vortices generated at these conditions. The vortex circulation increases by 
17%, 28%, and 55% as the angle of attack is increased from 35 0 to 55 0 for Redh = 2000 and A = 
0.5, 1.25, and 2.0 respectively. The vortex strength and pressure drop ratio behave similarly for 
tip vortices generated by a delta wing in a channel. 
There are two components to the pressure drop associated with flow over a delta wing in a 
channel. The first is the form drag over the wing. The second component of the pressure drop is 
the increased wall shear stress. The enhancement of mass transfer created by longitudinal vortices 
is caused by a local thinning of the concentration boundary layer. The viscous boundary layer is 
also thinned, and the steeper velocity gradient at the wall results in increased wall shear stress 
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Figure 5.1 Digitized flow visualization image for a delta wing on a flat plate with A = 
1.25, ex. = 35°, and Rec = 800. 
TopView 
Front View 
Figure 5.2 Digitized flow visualization image for a delta wing on a flat plate with A = 
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Figure 5.3 Dimensionless vortex circulation as a function of Reynolds number based 
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Open symbol - Flow Vis. 
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Figure 5.4 Dimensionless vortex circulation as a function of Reynolds number based 
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Open symbol - Flow Vis. 
Solid symbol - Vortex meter 
Figure 5.5 Dimensionless vortex circulation as a function of Reynolds number based 















Figure 5.6 Enhancement ratio as a function of wing angle of attack and aspect ratio 
for Rec = 300. Black dots indicates measurements. The ratio Uc has a 
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Figure 5.7 Enhancement ratio as a function of wing angle of attack and aspect ratio 
for Rec = 800. Black dots indicates measurements. The ratio Uc has a 
constant value of 11.4. 
Figure 5.8 Enhancement ratio as a function of wing angle of attack and aspect ratio 
for Rec = 1300. Black dots indicates measurements. The ratio Uc has a 
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Figure 5.9 Average enhancement ratio as a function Reynolds number based on 
integration length for A = 1.25, ex = 35', and Rec = 1300 
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Figure 5.10 Local Sherwood number distribution for a delta wing attached to a flat 
plate. Rec = 800, A = 1.25, and ex = 35°. (a) Sherwood number 
distribution including effects of boundary layer development and vortices. 
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Figure 5.11 Local Sherwood number distribution for a delta wing attached to a flat 
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Figure 5.12 Predicted spanwise local and average Sherwood number distribution 
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Figure 5.13 Ratio of vortex core-to-plate distance to local concentration boundary layer 
thickness versus Reynolds number based on distance from the leading 
edge for A = 1.25, a. = 35°. 
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Figure 5.14 Spanwise-averaged Sherwood number as a function of Reynolds number 
based on distance from the leading edge for A = 1.25, a = 35°. Enhanced 




Figure 5.15 Digitized flow visualization image for a delta wing a developing channel 
flow with A = 1.25, ex = 35°, and Redh = 1200. 
Top View 
Front View 
Figure 5.16 Digitized flow visualization image for a delta wing in a developing channel 
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Figure 5.17 Ratio of vortex core-to-plate distance to local boundary layer thickness 
versus distance from channel entrance for A = 1.25, a = 35°, and Redh = 
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Figure 5.18 Dimensionless vortex circulation as a function of Redh for a delta wing in 
a channel flow with a = 35° and A = 0.5, 1.25, and 2.0. Solid symbols 
were obtained using the vortex meter, and open symbols were obtained 
with the potential flow model. Ratio c/dh = 0.95 
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Open Symbol - Flow Vis. 
Solid Symbol- Vortex Meter 
Figure 5.19 Dimensionless vortex circulation as a function of Redh for a delta wing in 
a channel flow with A = 1.25 and a = 15°, 35°, and 55°. Solid symbols 
were obtained using the vortex meter, and open symbols were obtained 
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Figure 5.20 Enhancement ratio as a function of wing aspect ratio and angle of attack 
for the side of the channel with:a delta wing for Redh = 400. Black dots 















Figure 5.21 Enhancement ratio as a function of wing aspect ratio and angle of attack 
for the side of the channel with a delta wing for Redh = 1200. Black dots 
indicate measurements.ddh = 0.95, Uc = 11.43 
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Figure 5.22 Enhancement ratio as a function of wing aspect ratio and angle of attack 
for the side of the channel with a delta wing for Redh = 2000. Black dots 












35.0 a [0] 
Figure 5.23 Enhancement ratio as a function of wing aspect ratio and angle of attack 
for the side of the channel without a delta wing for Redh = 400. Black dots 











35.0 a [0] 
Figure 5.24 Enhancement ratio as a function of wing aspect ratio and angle of attack 
for the side of the channel without a delta wing for Redh = 1200. Black 














Figure 5.25 Enhancement ratio as a function of wing aspect ratio and angle of attack 
for the side of the channel without a delta wing for Redh = 2000. Black 











Figure 5.26 Enhancement ratio as a function of wing aspect ratio and angle of attack 
for the channel with a delta wing for Redh = 400. Black dots indicate 















Figure 5.27 Enhancement ratio as a function of wing aspect ratio and angle of attack 
for the channel with a delta wing for Redh = 1200. Black dots indicate 
measurements. c/dh = 0.95, Uc = 11.43 
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Figure 5.28 Enhancement ratio as a function of wing aspect ratio and angle of attack 
for the channel with a delta wing for Redh = 2000. Black dots indicate 
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Figure 5.29 Average enhancement ratio versus inverse Graetz number based on 
integration length for Redh = 2000, A = 1.25, and a. = 35°. Data are 
presented for both surfaces of the channel and the channel as a whole. 
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Figure 5.30 Local Sherwood number distribution for a delta wing in a channel with 
Redh = 2000, A = 1.25, a. = 35". c1dh = 0.95, Lie = 11.43 
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Figure 5.32 Local Sherwood number distribution for a delta wing in a channel with 
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Figure 5.33 Local Sherwood number distribution for a delta wing in a channel with 
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Figure 5.34 Pressure drop ratio as a function of Reynolds number based on hydraulic 
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Figure 5.35 Pressure drop ratio as a function of Reynolds number based on hydraulic 
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Figure 5.36 Pressure drop ratio as a function of Reynolds number based on hydraulic 




Junction vortices were generated in laminar flat-plate and laminar developing channel flows 
with hemispherical protuberances. Local and average mass transfer, flow visualization, vortex 
strength and pressure drop measurements were obtained. The results for the flat-plate flow will be 
presented first followed by a discussion of the developing channel flow results. 
6.1 Laminar Flat Plate Flow 
6.1.1 Flow Visualization 
Flow visualization experiments were conducted in a water tunnel using dye injection as 
described in section 3.2. As reported by other investigators,[29] a developing laminar boundary 
layer flow over a hemisphere results in two distinct flow features at the Reynolds numbers 
considered in this research (See Fig. 1.2). The first is a steady, horseshoe vortex that forms at the 
junction of the plate and the hemisphere. The vorticity in the boundary layer becomes concentrated 
in a horseshoe vortex as the adverse pressure gradient in the vicinity of the hemisphere causes the 
boundary layer to separate. The second flow structure seen in this geometry is the hairpin vortex 
that is shed periodically from the back side of the hemisphere when the Reynolds number based on 
hemisphere diameter is greater than approximately 500. The mechanisms leading to hairpin vortex 
formation are different from horseshoe vortex formation. As the boundary layer separates from the 
back of the hemisphere, the outer flow travels into the low pressure region behind the hemisphere. 
An outward radial pressure gradient develops in the separated region behind the hemisphere and 
causes the streamlines of the separated boundary layer flow to curve toward the hemisphere and 
roll up into a concentrated vortex. This pressure gradient generates the hairpin shape, and the 
vorticity from the separated boundary layer becomes concentrated in the vortex. As the vortex 
grows and acquires more vorticity, its legs are stretched, and the vortex lines in the legs of the 
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hairpin vortex to get closer together. At some point, the legs reach a small enough thickness that 
the vortices break and are shed downstream, and the entire cycle repeats. 
The development of the hairpin vortices with increasing Reynolds number can be seen in 
Figs. 6.1, 6.2, and 6.3. In these three images the smallest bump nearest the leading edge (xiJdb = 
2.0, Xb = 1.27 cm) is shown at Redb = 200, 500, and 850. For these three cases the ratio of the 
hemisphere radius to boundary layer thickness is 0.99, 1.60, and 2.05, and since these 
protuberances extend from the edge of the boundary layer to well out of the boundary layer, the 
characteristic velocity was chosen to be the free stream velocity. For the low Redb, the horseshoe 
vortex is clearly visible around the base of the hemisphere, but the streamlines behind the 
hemisphere are smooth and uniform indicating no hairpin vortex formed at this Reynolds number 
as shown in Fig. 6.1. As the Reynolds number increases to 500 based on hemisphere diameter, the 
horseshoe vortex remains clearly defined and has moved to a larger radial distance from the 
hemisphere as shown in Fig. 6.2. Periodic waviness can be seen in the wake region behind the 
hemisphere. As the Reynolds number based on hemisphere diameter is further increased to 850, 
the horseshoe vortex has extended to a larger radial distance, and periodic hairpin vortices are 
clearly visible in the wake behind the hemisphere. Similar trends were seen for other hemisphere 
diameters and locations from the leading edge, and the shedding frequency was insensitive to the 
variations in ratio of the hemisphere diameter to boundary layer thickness. 
The frequency of the vortex shedding was evaluated by calculating the Strouhal number, 
St. The Strouhal number, which is the dimensionless vortex shedding frequency, is defined below 
in Eq. (6.1). 
St = fdb 
Uoo 
(6.1) 
where f is the vortices shed per unit time and db is the diameter of the hemisphere. The convective 
velocity of the hairpin vortex was used to determine:the vortex shedding frequency. The convective 
velocity was determined by recording the time required for the hairpin vortices to travel a known 
distance. The vortex convective velocity was an average of 9% lower than the freestream velocity. 
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The shedding frequency was measured by counting the number of vortices in a given distance and 
inferring their shedding frequency by assuming that they moved with the vortex convective 
velocity. Figure 6.4 shows the variation of the Strouhal number with the Reynolds number based 
on hemisphere diameter for hemispheres located at Xb = 1.27 cm and 5.72 cm. These results 
compare well to the data of Acarlar and Smith[29] whose experiments were for a hemisphere 
embedded in a developing laminar boundary layer. Acarlar and Smith[29] reported Strouhal 
numbers based on hemisphere radius and boundary layer velocity at a height equal to the radius of 
the hemisphere. When these data are re-scaled so that the Strouhal number is based on the 
hemisphere diameter, the values of the Strouhal number range from slightly less than 0.4 to 
approximately 0.5 for Redb ranging from 800 to 1600 which agrees with the data in Fig 6.4 to 
within the experimental uncertainty. Referring to Fig. 6.4, the same range of Strouhal numbers 
was observed in this work for hemispheres extending out of the viscous boundary layer. The 
bumps placed farther down the plate encountered boundary layers that were thicker compared to 
the hemisphere radius, but the impact of the boundary layer thickness on the shedding frequency 
was small. The variations of the Strouhal number for the different streamwise hemisphere locations 
are within the uncertainty of the measurement, and this leads to the conclusion that boundary layer 
thickness does not strongly affect the frequency at which hemispheres shed hairpin vortices, 
provided an appropriate velocity scale is used. This conclusion is further supported by the data of 
Acarlar and Smith [29]. The agreement between the Strouhal data of Acarlar and Smith[29], which 
were obtained when the hemisphere was embedded inside the boundary layer, and the present data, 
which were obtained for hemispheres extending outside the boundary layer, provides more support 
for the independence of hairpin shedding frequency from the local boundary layer thickness. 
6.1.2 Vortex Circulation 
Vortex circulation measurements were conducted using a vane-type vortex meter as 
described in section 3.3. For the tip vortex measurements described in the previous section, the 
vortex trajectories were measured from the flow visualization experiments and a potential flow 
model was used to infer vortex strength. In the flow visualization images, the streamwise legs of 
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the horseshoe vortex were not clearly defined, and this prevented accurate measurements of the 
vortex trajectories. For this reason, only the vortex meter measurements will be considered in the 
discussion of vortex strength. All vortex strength measurements for the junction vortices were 
made at the streamwise tangent of the hemisphere, and no measurements downstream of the 
hemisphere could be obtained. 
The variation of vortex strength with Reynolds number based on streamwise hemisphere 
location for Redb= 1000 and 1667 is shown in Fig. 6.5. Circulation measurements could not be 
obtained for Redb = 390 because the vortices were of insufficient strength. These data show clearly 
that the strength of the horseshoe vortex decreases as the distance from the leading edge of the plate 
to the hemisphere increases. The ratio of hemisphere radius to local boundary layer thickness is 
plotted as a function of Rexb in Fig. 6.6, and from this plot, one can see that stronger vortices 
develop when the boundary layer is thin compared to the hemisphere radius. In the absence of a 
pressure gradient, vorticity enters the boundary layer only in a discontinuity at the leading edge of 
the plate. When the boundary layer thickness becomes large relative to the hemisphere radius, the 
entire boundary layer does not roll up into the horseshoe vortex[29]. When only part of the 
boundary layer enters the horseshoe vortex, only a portion of the boundary layer vorticity enters 
the horseshoe vortex. Consequently, the horseshoe vortex formed when the boundary layer is 
thick compared to the hemisphere has a lower vortex circulation. This idea is supported by the data 
in Table 6.1. For a constant Reynolds number and consequently constant total integrated boundary 
layer vorticity, stronger vortices were generated when niB was large. 
6.1.3 Average Mass Transfer 
Surface plots showing the Sherwood number enhancement ratio for hemispheres in laminar 
flat-plate boundary layer are presented in Figs. 6.7, 6.8, and 6.9 for Rex = 3500, 9000, and 
L 
15000 respectively. The plots present the enhancement ratio as functions of Reynolds numbers 
based on hemisphere diameter and distance from the leading edge. At Rex = 3500, the largest 
L 
enhancement is obtained for the largest hemispheres located nearest the leading edge. Near the 
leading edge of the plate, the boundary layer is thinner relative to the hemisphere radius, and this 
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results in a stronger horseshoe vortex whose legs provide enhancement over a larger streamwise 
distance. 
Table 6.1 Comparison of predicted and measured vortex strength for horseshoe 
vortex generated on a flat plate. 
Flow Conditions nV,Data ri/o 
[-] [-] 
Redb=1667, 
Xb/db = 1 215 4.05 
Xb=1.27 em 
Redb=1667, 
xbidb=4.5, 164 1.9 
Xb=5.72 em 
Redb=1667, 
xbidb=8.1, 127 1.45 
Xb=1O.2 em 
Redb=lOOO, 
Xbidb = 1 120 3.18 
Xb=1.27 em 
Redb=lOOO, 
xbidb=4.5, 101 1.502 
Xb=5.72 em 
Redb=lOOO, 
xbidb=8.1, 81 1.1 
Xb=1O.2 em 
With the horseshoe vortex located nearest the leading edge, the legs have a greater streamwise 
distance over which to improve the surface mass transfer. Conversely, when the hemisphere is 
located farther down the plate, the distance over which the legs of the horseshoe vortex interact 
with the surface is smaller. These two effects combine to produce larger enhancement ratios for 
larger hemispheres located near the leading edge. 
As Rex increases to 9000, similar trends continue as shown in Fig. 6.8. At the larger 
L 
Reynolds number, the horseshoe vortex generated is stronger resulting in a substantial increase in 
the enhancement ratio over the entire parameter space. The maximum enhancement, which occurs 
for the largest hemisphere nearest the leading edge of the plate, is approximately 155%. As with 
the lower Reynolds number, the reason for the superior performance of the larger hemisphere 
placed near the leading edge is a stronger horseshoe vortex whose legs interact with the surface 
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over a greater streamwise distance. For the largest Reynolds number considered, 15000, the same 
trends continue as shown in Fig. 6.9. Again the increase in horseshoe vortex strength that 
accompanies the increase in Rex results in a large increase in the enhancement ratio over the entire 
L 
parameter space with maximum enhancement for this Rex of approximately 175%. 
L 
By varying the flow length over which the local data are integrated, the impact of changing 
the plate length can be evaluated. Figure 6.10 shows the average enhancement ratio as a function of 
the Reynolds number based on integration length for Xb/db = 1.33,6, and 10.67. For streamwise 
location upstream of the protuberance, the enhancement ratio is equal to one, and for each 
hemisphere location, a sharp increase is observed for the flow length downstream of the 
hemisphere. 
6.1.4 Local Mass Transfer 
In addition to surface-average mass transfer experiments, local naphthalene sublimation 
experiments were conducted to understand the impact of these junction vortices on local surface 
mass transfer. These data are presented in grayscale with scales included in each figure. 
The impact of hemisphere location on local mass transfer can be assessed by studying Figs. 
6.11,6.12, and 6.13. These data are for Redb = 1250 andxb/db = 1.33, 6, and 10.67 respectively. 
When the hemisphere is located nearest the leading edge as in Fig. 6.13, the local impact of the 
horseshoe vortex is strongest near the stagnation point on the hemisphere. The area of high mass 
transfer corresponds to the region of flow toward the surface in the horseshoe vortex. The impact 
of the legs of the horseshoe vortex can clearly be seen downstream of the hemisphere, but the ratio 
of enhanced to unenhanced Sherwood number in this region is considerably lower than those near 
the hemisphere. A local enhancement of slightly over 300% occurs in the near-protuberance region 
of the horseshoe vortex just upstream of the center of the protuberance. In contrast, the largest 
enhancement in the downstream region influenced by the legs of the vortex is 146%. This 
difference agrees with the conclusions obtained from the average results that the near-hemisphere, 
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horseshoe-shaped portion of the vortex has a much more pronounced impact on surface mass 
transfer. In Fig. 6.12, the hemisphere is located at Xb/db = 6 under otherwise identical conditions. 
Again, the impact of the horseshoe vortex is clearly evident. The largest local Sherwood number 
enhancement again occurs just upstream of the hemisphere centerline and has a value of 370%. The 
local enhancement is greater for xiJdb = 6 because the unenhanced mass transfer rate is lower at 
this larger stream wise distance. Near the leading edge of the plate, the boundary layer is thin, and 
the mass transfer rate is large. As the distance from the leading edge increases, the unenhanced 
local mass transfer decreases allowing the horseshoe vortex to have a larger relative impact. The 
same behavior is visible in Fig. 6.13 when the hemisphere is moved to xiJdb = 10.67. In the near-
protuberance region, the horseshoe vortex produces a maximum enhancement of 394%. Again, the 
unenhanced mass transfer rate decreases allowing the horseshoe vortex to have a larger relative 
impact. 
As the Reynolds number changes for identical hemisphere size and location, the local mass 
transfer changes as well. These changes can be seen in Figs. 6.14, 6.15, and 6.11 which show the 
local Sherwood number distribution for xiJdb = 1.33, and Redb = 290, 750, and 1250 respectively 
(Note that plots have different scales). At the low Reynolds number, the main impact is confined to 
the region immediately around the hemisphere. In this case, the vortex does not have sufficient 
strength to have a profound impact on the mass transfer downstream. As the Reynolds number 
increases, the vorticity in the boundary layer increases resulting in a stronger horseshoe vortex. 
The downstream influence of the legs of the horseshoe vortex can also be seen for Redb = 750, but 
again the mass transfer rate is much lower in the downstream area affected by the legs of the 
horseshoe vortex than in the near-hemisphere region. In Fig 6.11, the data are presented for Redb = 
1250, and the increase in vortex strength results in improved mass transfer in both the near-
hemisphere and downstream regions of the horseshoe vortex. 
The results indicate that when the boundary layer is thin relative to the hemisphere radius, a 
strong horseshoe vortex is generated, which in turn provides a large local enhancement to the mass 
transfer. The limit of this argument is when riJ'O goes to infinity, and this occurs at the leading edge 
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of the plate. Fig. 6.16 shows the local Sherwood number distribution for a hemisphere with Xbl db 
= 0.5 at Redb = 750. In this placement, the front of the hemisphere was placed at the leading edge 
of the plate. From this plot, it is clear that a horseshoe vortex does not form, and the slight 
enhancement around the protuberance can be attributed to flow accelerating around the curved 
surface. The area of enhanced mass transfer downstream does not occur in two regions as would 
result from the legs of a horseshoe vortex. This enhancement could be caused by reattachment of 
the flow after it separates over the hemisphere. Even though the vorticity enters the boundary layer 
as a singularity at the leading edge (in the absence of a streamwise pressure gradient), a finite 
boundary layer thickness is required to generate a horseshoe vortex at the junction of a flat plate 
and a hemisphere. In order for the hemisphere to provide a convective enhancement, it must 
generate a horseshoe vortex system that acts over the surface; however, when the protuberance is 
too close to the leading edge, the horseshoe vortex will not form and no enhancement is realized. 
6.2 Developing Laminar Channel Flow 
6.2.1 Flow Visualization 
The flow structures generated by a hemisphere in a developing channel flow were 
investigated with dye-injection flow visualization measurements in a water tunnel. One flow 
structure common to flow over hemispheres in flat-plate and developing channel flows is the 
horseshoe vortex. In contrast to the flat-plate flow, the hairpin vortices which were shed 
periodically from the hemisphere were not observed in the channel flows. However, under certain 
conditions, the backside of the hemisphere did generate flow structures which had a wavy, 
periodic character. Another difference between the flat plate and developing channel flows is the 
ratio of hemisphere radius to viscous boundary layer thickness. Since the boundary layer is thinned 
by the favorable streamwise pressure gradient, the ratio rbiB is larger for developing channel flows. 
Specifically, rblB had a value less than 2 at only one location in the parameter space. For the 
developing channel flow, the hemispheres always encountered boundary layers that were thin 
compared to the hemisphere radius. 
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Flow visualization images for the smallest hemisphere considered, db/dh = 0.45, can be 
seen for Xb/dh = 1.20 in Figs. 6.17, 6.18, and 6.19 for Redh = 400, 1200, and 2000 respectively. 
At the lowest Reynolds number, a horseshoe vortex with streamwise legs can be seen. As the 
Reynolds number is increased to 1200, the horseshoe vortex is positioned at a larger radial distance 
from the hemisphere, and the streamlines are smooth and uniform above the horseshoe vortex 
indicating that no hairpin vortex is formed. In this case (Redh = 1200), the Reynolds number based 
on hemisphere diameter is approximately 540 which is larger than the critical Reynolds number for 
hairpin formation in a flat-plate flow. As Redh is increased further to 2000, as shown in Fig. 6.19, 
the horseshoe vortex moves to a still larger radial distance, and some periodic waviness can be 
seen in the downstream wake of the hemisphere. A similar progression in the flow structures was 
observed when the hemisphere was located farther downstream. 
Similar behavior was observed as the hemisphere radius was increased to dbldh = 0.6. For 
the larger hemisphere, a slight periodic waviness as observed at Redh = 1200. Figure 6.20 shows 
the flow visualization image for Redh = 2000, Xb/dh = 5.41, and db/dh = 0.6. For this case, the 
periodic wavy character of the wake region is much more pronounced than for the smaller 
hemisphere. The Reynolds number based on hemisphere diameter has increased from 900 in Fig. 
6.17 to 1200 in Fig. 6.20. The horseshoe vortex and its downstream legs are clearly evident from 
the front-view image. In this case, the legs of the horseshoe vortex do not converge together 
behind the hemisphere as was seen for the flat plate flow; this behavior is seen for the larger 
hemispheres at the higher Reynolds numbers. It is also interesting to note that the legs of the 
horseshoe vortex do not migrate to the channel centerline like the tip vortices. Interactions with the 
wake vortices from the back of the hemisphere keep the legs of the horseshoe vortex from being 
advected by the vertical velocity in the flow. 
Figure 6.20 provides a clear view of the flow structure developing in the wake of the 
hemisphere. The periodic nature of the flow seems>to indicate a hairpin-like flow structure. From 
the front view, the flow structures appear to be streamwise vortices resembling the legs of the 
hairpin vortices without the head. The side view shows a periodic, angled flow structures similar 
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to the hairpin vortex; however, the presence of the facing surface seems to inhibit the formation of 
the entire hairpin vortex. One explanation could be that as the hairpin vortices are shed, they rise 
until they impinge on the adjacent surface. At this point, the vortex is turned from its 45° angle 
(See Fig. 6.3) to a more streamwise direction. The head of the hairpin would be distorted from its 
interaction with the surface. As the next burst of vorticity is shed from the backside of the 
hemisphere, it too turns to form a pair of streamwise vortices. The wake vortices seen in Fig. 6.20 
have periodic bulges which could be the deformed heads of distorted hairpin vortices. 
The largest hemisphere considered, db/dh = 0.9, shows the same qualitative behavior as the 
smaller hemispheres. Figures 6.21 and 6.22 show flow visualization images for dydh = 0.9, Redh 
= 2000, and Xb/dh = 5.4 and 9.6 respectively. The image for Xb/dh = 5.4 shows the periodic 
waviness seen in the earlier images, and the both the horseshoe vortex and the streamwise wake 
vortices are evident. More information about the wake vortices can be obtained by studying Fig. 
6.21. The top view shows that immediately behind the hemisphere, there is a separated, 
recirculating region that does not contact the opposite surface of the channel. After a streamwise 
distance equal to approximately one hemisphere diameter, the hairpin-like wake vortices near the 
top surface begin. This flow feature will be revisited to explain local mass transfer behavior in 
section 6.2.4. 
Another interesting flow feature in Figs. 6.21 and 6.22 is the structure of the horseshoe 
vortex. From the top view, one can see the cross-section of the larger primary vortex, and 
immediately upstream of the primary vortex, one can see the cross section of a smaller secondary 
vortex core. The secondary vortex is rotating in the same direction as the primary horseshoe 
vortex. This array of vortices was described as a four vortex system by Baker[16] for horseshoe 
vortices around right circular cylinders on flat plates. According to Baker[16] there are two smaller 
vortices rotating in the opposite direction; one vortex is between the primary horseshoe vortex and 
the protuberance, and the second is in between the primary and secondary horseshoe vortices. 
These vortices cannot be seen with the flow visualization techniques used in this research, but they 
must be present to ensure continuous velocity gradients. The secondary vortex is again visible in 
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Fig. 6.22 with Xb1dh = 9.6. The velocity field of the primary vortex induces the secondary vortex 
to rotate around the primary vortex until the two vortices merge. The merging of these two vortices 
can be seen in the front view of Fig. 6.21. Near the downstream edge of the hemisphere, the two 
vortex cores merge into a single streamwise vortex pair that then travels downstream. The impact 
of the secondary vortex on the local mass transfer will be addressed in section 6.2.4. 
6.2.2 Vortex Circulation 
Vortex circulation measurements of the primary vortex were conducted using a vane-type 
vortex meter as described in section 3.3. Unfortunately, only a portion of the parameter space 
could be measured using the vortex meter. The lowest Reynolds number did not produce vortices 
of sufficient strength to allow measurement, and the two smaller hemispheres produced vortices 
that were too small for a reliable measurement with the vortex meter. However, measurements 
were obtained for dbldh = 0.90 and Redh = 1200 and 2000 at all hemisphere locations. 
As previously discussed, in the developing channel flows, the hemisphere radius is always 
large compared to the local boundary thickness. Once the hemisphere becomes sufficiently larger 
than the boundary layer thickness, increasing rblO farther has no effect. At this point, rb10 no 
longer is an important parameter in determining the strength of the vortices. With rb10 large, all of 
the boundary layer vorticity enters the horseshoe vortex system for every case in the parameter 
space. 
As seen in Fig. 6.23, the trends in vortex strength are opposite to what was seen for the 
junction vortices in a flat-plate boundary layer. For a flat-plate flow, the vortex strength decreased 
as the hemisphere was moved from the leading edge, but in the developing channel flow, the 
vortex strength increases as it is moved farther from the entrance to the channel. For a flat plate 
flow with no pressure gradient, the vorticity entered the boundary as a singularity at the leading 
edge of the plate. There was no flux of vorticity from the surface because there was no pressure 
gradient; however, there is a streamwise pressure gradient in the internal flow. Consider the 
following form of the momentum equation[47]: 
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(6.2) 
Evaluating Eq. (6.2) at the wall where v = 0 yields an expression relating the pressure gradient to 
the flux of vorticity from the wall into the fluid. The pressure gradient in the channel flow acts in 
the streamwise direction, and that component of Eq. (6.2) evaluated at the wall is written in Eq. 
(6.3). 
ap aO)z 
-=-/-l-ax ay (6.3) 
Equation 6.3 shows that the existence of a streamwise pressure gradient is sufficient to sustain a 
flux of transverse vorticity in the direction normal to the wall. In other words, a flux of negative 
vorticity from the wall to the fluid exists because of the pressure gradient. It follows that the 
boundary layer at the end of the channel has more negative, transverse vorticity than the boundary 
layer has midway through the channel. 
Using experimental data for a developing laminar flow in a channel[54] the total integrated 
vorticity in the channel flow was calculated. The data for axial velocity as a function of axial 
location and distance from one channel wall were differentiated and used in conjunction with the 
axial momentum equation to calculate the velocity component normal to the channel surfaces. The 
transverse component of vorticity was then calculated by differentiating the axial and normal 
components of velocity according to Eq. (6.4). 
av au 
0) =---
z ax ay (6.4) 
where v is the velocity component in the normal (y) direction and u is the velocity component in the 
axial (x) direction. 
The vorticity distribution inside the channel was integrated across the channel half-height 
to determine the total integrated vorticity as a function of axial location. Recall that for a flat-plate 
flow, the total integrated vorticity was a constant, but for a developing channel flow, the pressure 
gradient leads to a flux of vorticity out of the fluid which causes the total negative vorticity to 
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increase. Figure 6.24 shows the total integrated z-component of vorticity normalized with the mean 
velocity in the channel for both the developing channel flow and the flat plate flow. It is clear that 
the total vorticity increases with axial distance for the channel flow. This increase of total vorticity 
in the channel flow could explain why the strength of the horseshoe vortices increases as the 
hemisphere moves down the channel. 
The pressure gradient has an additional effect of vortex strength. In the flat plate flows, as 
the hemispheres were moved down the plate, the ratio nio decreased to values less than 1. In this 
case, only a portion of the boundary layer rolled up into the horseshoe vortex while the upper 
portion of the boundary layer traveled over the hemisphere. When only a portion of the boundary 
layer forms the horseshoe vortex, there is less boundary layer vorticity in the vortex leading to a 
weaker vortex. This scenario does not occur for the flow conditions and hemispheres considered in 
this research because rblO is large over the entire parameter space. Since the boundary layer is 
always thin compared to the hemisphere radius, the entire boundary layer rolls up into the 
horseshoe vortex system resulting in a vortex system containing all of the boundary layer vorticity. 
6.2.3 A vera~e Mass Transfer 
Surface plots showing the Sherwood number enhancement ratio for hemispheres in laminar 
developing channel flows are presented in Figs. 6.25,6.26, and 6.27 for Redh = 400, 1200, and 
2000 respectively for the channel wall to which the hemispheres were attached. The trends in these 
surface plots are the same for each Reynolds number; the large hemisphere nearest the entrance to 
the channel produced the greatest enhancement of average mass transfer. The reason for this 
behavior is that the horseshoe vortices generated nearest the channel entrance had the largest flow 
length over which to improve the surface mass transfer. When the horseshoe vortex was generated 
near the channel entrance, its legs extended over a larger flow distance in the channel. Conversely, 
when the hemisphere was placed farther back in the channel, the legs of the horseshoe vortex had a 
shorter flow length to interact with the surface. The magnitude of the average enhancement 
increased with Reynolds number because of increased horseshoe vortex strength. 
Similar average mass transfer data were obtained for the surface in the channel without the 
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vortex generator. Figures 6.28, 6.29, and 6.30 are surface plots of the mass transfer enhancement 
ratio for Redh = 400, 1200, and 2000. The effective area of the surface without the vortex 
generator was chosen to be the same as the side with the vortex generator since no other vortex 
structures could influence that area without interfering with the vortex between the surfaces. The 
enhancement ratio increases with hemisphere size. Larger hemispheres have larger Reynolds 
numbers which results in more active wavy, wake vortices in the channel flow. The wake vortices 
from larger hemispheres have a more significant impact on the surface without the vortex 
generator, and this explains the increase in the enhancement ratio. As the Redh is increased from 
400 to 1200, a significant increase is visible in the enhancement ratio; however, the behavior is 
very similar for Redh = 1200 and 2000. One explanation for this behavior is that when the 
Reynolds number based on hydraulic diameter is increased from 400 to 1200, the Reynolds 
number based on hemisphere diameter triples. The increased Reynolds number drives Redb above 
the critical value where wavy, periodic vortices develop in the wake of the hemisphere. These 
vortices enhance the mass transfer from the surface without the protuberance. Since the wake 
vortices are present at Redh = 1200, increasing the Reynolds number to 2000 has a less 
pronounced effect on the enhancement ratio. 
By combining the data for both surfaces, the impact of the junction vortices on the entire 
channel can be evaluated. Figures 6.31, 6.32, and 6.33 are surface plots showing the average 
enhancement ratio for the entire channel at Redh = 400, 1200, and 2000, respectively. The 
enhancement ratio increases with hemisphere diameter and proximity to the channel entrance. 
Larger hemispheres produce stronger vortices that provide a larger enhancement, and hemispheres 
closer to the channel entrance have a larger flow length over which to enhance the mass transfer. 
The enhancement ratio increases significantly when Redh increases from 400 to 1200, but changes 
less when Redh increases from 1200 to 2000. 
All of the average enhancement results have been based on a constant flow length of the 
channel. The impact of changing the flow length can be evaluated using the local mass transfer 
data. By varying the length over which the local data are integrated, the impact of varying the flow 
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length on average mass transfer can be studied. Figure 6.34 shows the average mass transfer 
enhancement ratio as a function of Graetz number based on integration length for the entire channel 
with Redh = 2000, db/dh =0.9. For streamwise location upstream of the hemisphere, the mass 
transfer is unaffected, and the enhancement ratio remains constant at one. When the flow length 
increases past the hemisphere a sharp increase in the enhancement ratio is observed. The values of 
the enhancement ratios at the largest Graetz number agree with the values from the surface plots to 
within experimental uncertainties. 
6.2.4 Local Mass Transfer 
Measurements of the local Sherwood number distribution were obtained using the 
naphthalene sublimation technique. Since the vortices influenced the mass transfer from both sides 
of the channel, local data were recorded for both sides of channel. The data are presented as three-
dimensional grayscale contour plots with shades of gray indicating the local Sherwood number. 
Figures 6.35, 6.36, and 6.37 show local Sherwood number distributions for db/dh = 0.9, 
and Xb/dh = 5.4, and Redh = 400, 1200, and 2000 respectively (Note that different scales are used 
for each image). At the lowest Reynolds number where the horseshoe vortex is the weakest, the 
local impact of the horseshoe vortex is small. The only enhancement occurs near the protuberance, 
and no downstream influence from the legs of the vortex is visible. As the Reynolds number is 
increased to 1200, the impact of the horseshoe vortex becomes much more evident. The most 
significant impact of the horseshoe vortex is in the area around the hemisphere, but enhancement 
from the legs of the horseshoe vortex is clearly seen downstream of the hemisphere. The mass 
transfer enhancement occurs immediately adjacent to the hemisphere/plate junction, and this 
location corresponds to the downflow region of the horseshoe vortex. As the Reynolds number 
based on hydraulic· diameter is further increased to 2000, the impact of the horseshoe vortex 
increases. At the larger Reynolds number, a secondary horseshoe vortex is generated as seen in 
Fig. 6.21, and the local impact of this secondary horseshoe vortex is visible in Fig. 6.37. The 
impact of the secondary vortex on local mass transfer is seen to stop as the vortices travel around 
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the hemisphere. From the flow visualization discussion in section 6.2.1, recall that the two-" 
horseshoe vortices merged near the downstream edge of the hemisphere. The local mass transfer 
data confirm that the secondary vortex merges with the primary vortex near the trailing edge of the 
hemisphere. Comparing the areas of local mass transfer enhancement with the flow visualization 
images seen in Fig. 6.21, one can see that the downflow region of the horseshoe vortex is 
responsible for the local enhancements. 
Investigating the local distribution of Sherwood number on the surfaces without the vortex 
generators provides some insights into the flow and heat transfer behavior of the wavy, periodic 
wake flow. At the lowest Reynolds number, the Reynolds number based on hemisphere diameter 
is approximately 360 which is below the critical Reynolds number for wavy, periodic wake flow 
of 700. Since the wake flow is smooth and uniform, there is no effect on the local mass transfer 
downstream of the hemisphere. The slight enhancement immediately above the hemisphere is 
caused by flow accelerating over the protuberance and impinging on the opposite surface. As Redh 
is increased to 1200, the Reynolds number based on hemisphere diameter increases to 
approximately 1080, and the waviness in the wake is clearly evident. The local mass transfer 
distribution shows the same area of enhancement directly above the protuberance where 
accelerating fluid impinges on the opposite surface. Farther downstream, a clearly defined line of 
local enhancement is visible. This area of enhancement coincides with the region between the two, 
wavy flow structures generated from the backside of the hemisphere. These data bolster the idea 
that the wavy flow structures are a counter-rotating vortex pair similar to the legs of the hairpin 
vortices. The legs of a hairpin vortex generated from the back of a hemisphere rotate in an 
arrangement that produces an induced flow between the legs of the hairpin and away from the plate 
with the hemisphere. This induced flow field is similar to the "Q2" events reported from hairpin 
vortices in turbulent boundary layers near walls. This flow is toward the surface without the vortex 
generator and results in a concentrated line of localized convective enhancement on the surface 
without the protuberance. This localized enhancement between the wavy, wake vortices is also 
clearly visible as the Redh is increased to 2000. The enhancement immediately above the 
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hemisphere from accelerating fluid impinging on the surface is also present. Note that between the 
enhanced spot and the line of enhancement from the wake vortices, there is a distinct region 
without any enhancement. Recall from the discussion of Fig. 6.21, that a separated, recirculation 
region approximately one hemisphere diameter long was seen in the flow visualization image. This 
recirculation zone corresponds exactly to the region of unenhanced mass transfer just downstream 
of the protuberance seen in Fig. 6.37. 
The effect of hemisphere location can be seen in Figs. 6.38 and 6.39 which show the local 
Sherwood number distributions for Redh = 2000, db1dh = 0.9, and xb1dh = 1.2 and 9.6 
respectively. Nearer the entrance where the vortices are weaker, the local enhancement is less 
effective. There is no evidence of a secondary horseshoe vortex for the Xb1xL = 0.11 data, and this 
would reinforce the argument that the vortex generated by the hemisphere at this stream wise 
location is weaker and less effective than the vortices generated by hemisphere placed farther 
downstream. The local data for xb1dh = 9.6 shown in Fig. 6.39 show evidence of the secondary 
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horseshoe vortex seen in the flow visualization image at the same conditions (Fig. 6.22). The 
secondary vortex rotates around the stronger, primary horseshoe vortex until the two vortices 
merge near the trailing edge of the hemisphere. The impact of the secondary vortex cannot be 
detected past the trailing edge of the hemisphere indicating that the two vortices have merged into a 
single vortex. 
6.2.5 Pressure Drop 
The pressure drop penalty associated with the hemispheres was recorded as described in 
section 3.4. Figures 6.40, 6.41, and 6.42 show the ratio enhanced to unenhanced pressure drop as 
a function of Reynolds number based on hydraulic diameter for db1dh = 0.45, 0.6, and 0.9 
respectively. For each hemisphere size, the pressure drop ratio increased with Reynolds number 
based on hydraulic diameter. At Redh = 400, the peak pressure drop occurs from the largest 
hemisphere farthest from the channel entrance and has a value of approximately 1.3. As the 
Reynolds number is increased to 1200 the maximum value occurs for the same hemisphere 
configuration but has a larger value of 1.45. The most dramatic increase is seen for the Redh of 
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2000 where the peak: value of the pressure drop ratio was 2. At a constant hemisphere location and 
Reynolds number, the pressure drop ratio increased with hemisphere diameter. The larger frontal 
areas that result from larger hemisphere diameters lead to an increase in form drag over the 
hemisphere, and the increase in form drag caused an increased pressure drop ratio. 
The largest pressure drop ratios were recorded when the hemisphere was located nearest 
the channel exit. One possible explanation for this behavior could be that when the hemisphere was 
near the channel exit, the separated region increased in size. The separated flow might have never 
re-attached but instead flowed out of the channel. The increased size of the separation bubble 




Figure 6.1 Digitized flow visualization image for a hemisphere on a flat plate 
with Redb = 200 and Xl/db = 2. Xb = 1.27 cm. 
Front View 
Figure 6.2 Digitized flow visualization image for a hemisphere on a flat plate 
with Redb = 500 and xl/db = 2. Periodic waviness can be seen in 
the top view. The measurement used to estimate the diameter of 




Figure 6.3 Digitized flow visualization image for a hemisphere on a flat plate 
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Figure 6.4 Strouhal number versus Reynolds number based on hemisphere 
diameter for Xb = 1.27 em and 5.72 em. 
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Figure 6.5 Dimensionless vortex circulation versus Reynolds number based 
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Figure 6.6 Ratio of hemisphere radius to local boundary layer thickness 
versus Reynolds number based on hemisphere location for Redb = 
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Figure 6.7 Enhancement ratio as a function of Reynolds numbers based on 
hemisphere diameter and location for Rex = 3500. Black dots 
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Figure 6.8 Enhancement ratio as a function of Reynolds numbers based on 
hemisphere diameter and lo?ation for RexL = 9000. Black dots 















Figure 6.9 Enhancement ratio as a function of Reynolds numbers based on 
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Figure 6.10 Enhancement ratio as a fun~tion of Reynolds number based on 
integration length for Redb == 1250 and db = 9.5 mm. 
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Figure 6.11 Local Sherwood number distribution for a hemisphere attached to 
a flat plate. Redb = 1250, Xbidb = 1.33, and db = 9.5 mm. 
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Figure 6.12 Local Sherwood number di~tribution for a hemisphere attached to 





Local impact of 
horseshoe vortex 







Figure 6.13 Local Sherwood number distribution for a hemisphere attached to 
0.0 
a plate.Redb = 1250, xb/db = 10.67, and db = 9.5 mm. 










Figure 6. Local Sherwood number distribution a hemisphere attached to 
a flat plate. Redb = 290, Xb/db = 1.33, and db = 9.5 mm. 
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Figure 6. Local Sherwood number distribution for a hemisphere attached to 
a flat plate. Redb = 750, Xb1db == 1.33, and db = 9.5 mm. 
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Figure 6.16 Local Sherwood number distribution for a hemisphere attached to 





Figure 6.17 Digitized flow visualization image for a hemisphere in a 




Figure 6.18 Digitized flow visualization image for a hemisphere in a 
developing channel flow withdt;ldh ::::: 0.45, xt;ldh ::::: 1.20, and 
Redh ::::: 1200. / 
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Figure 6.19 Digitized flow visualization image for a hemisphere in a 
developing channel flow with dydh = 0.45, xydh = 1.20, and 
Redh=2000 
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Figure 6.20 Digitized flow visualization image for a hemisphere in a 
developing channel flow with dlldh = 0.60, xlldh = 5.41, and 
Redh = 2000. 
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Figure 6.21 Digitized flow visualization image for a hemisphere in a 
developing channel flow with dVdh = 0;90, XVdh =5.4, and 







Figure 6.22 Digitized flow visualization image fora. hemisphere in a 
developing channel flow withdoldh = 0.90, xoldh .:;:; 9.6,and 
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Figure 6.23 Dimensionless vortex circulation (primary horseshoe vortex) as a 
function of dimensionless flow development length for di/dh = 
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Figure 6.24 Dimensionless total integrated vorticity versus dimensionless flow 
development length for developing channel flow. The vorticity 










Figure 6.25 Enhancement ratio as a function of Redb and GZxb -1 for the side of 
the channel with a hemisphere for Redh = 400. Black dots indicate 


















Figure 6.26 Enhancement ratio as a function of Redb and GZxb-1 for the side of 
the channel with a hemisphere for Redh = 1200. Black dots 
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Figure 6.27 Enhancement ratio as a function of Redb and GZxb-1 for the side of 
the channel with a hemisphere for Redh = 2000. Black dots 









Figure 6.28 Enhancement ratio as a function of Redb and GZxb-i for the side of 
the channel without a hemisphere for Redh = 400. Black dots 
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Figure 6.29 Enhancement ratio as a function of Redb and GZxb-i for the side of 
the channel without a hemisphere for Redh = 1200. Black dots 












Figure 6.30 Enhancement ratio as a function of Redb and GZxb-i for the side of 
the channel without a hemisphere for Redh = 2000. Black dots 










Figure 6.31 Enhancement ratio as a function of Redb and GZxb-i for the entire 














Figure 6.32 Enhancement ratio as a function of Redb and GZxb-1 for the entire 














Figure 6.33 Enhancement ratio as a function of Redb and GZxb-1 for the entire 
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Figure 6.34 Enhancement ratio as a function of inverse Graetz number based 
on integration length for the entire channel at Redh = 2000 and 
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Figure 6.35 Local Sherwood number distribution for a hemisphere in a channel 
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Figure 6.36 Local Sherwood number distribution for a hemisphere in a channel 
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Figure 6.37 Local Sherwood number distribution for a hemisphere in a channel 









Local impact of 
wavy, wake vortices 
Local impact of the legs 




Redh = 2000, db/dh = 0.9, xb/dh = 1.20 
Sh 







Figure 6.38 Local Sherwood number distribution for a hemisphere in a channel 


















Figure 6.39 Local Sherwood number distribution for a hemisphere a channel 
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Figure 6.40 Pressure drop ratio as a function of Reynolds number based on 
hydraulic diameter for dlldh = 0.45 and xlldh = 1.2,5.4, and 9.6. 
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Figure 6.41 Pressure drop ratio as a function of Reynolds number based on 
hydraulic diameter for dlldh = 0.60 and xlldh = 1.2, 5.4, and 9.6. 
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Figure 6.42 Pressure drop ratio as a function of Reynolds number based on 
hydraulic diameter for dl;ldh = 0.90 and xl;ldh = 1.2, 5.4, and 9.6. 




7.1 Summary of Results 
Local and average mass transfer, quantitative flow visualization, vortex strength, and 
pressure drop measurements were conducted in laminar flat-plate and developing channel flows 
to investigate the flow and heat transfer interactions for both tip and junction vortices. Tip 
vortices were generated with a delta wing, and junction vortices were produced with hemispheres 
attached to flat surfaces. A summary of the conclusions will be presented in four sub-sections: tip 
vortices in a flat-plate flow, tip vortices in a channel flow, junction vortices in a flat-plate flow, 
and junction vortices in a channel flow. Following the summary of results, the novel 
contributions of this research will be discussed. 
7.1.1 Tip Vortices in a Flat-Plate Flow 
-The vortices spread apart and moved away from the surface as they traveled 
downstream. Interaction with the surface caused the vortices to spread apart. As they 
spread, the induced velocity toward the surface weakened, and the vortices were 
advected away from the surface by the vertical velocity created by boundary layer 
growth. A similar vortex trajectory was predicted in computations by Peace and Riley 
for a vortex pair interacting with a solid surface[53]. 
-Periodic waviness was observed in the tip vortices when the cores of the vortices entered 
the viscous boundary layer. It is speculated that this waviness is caused by an "inviscid 
buckling" mechanism. Within the viscous boundary layer, the vortices were subjected to 
a compressive force by the slower, boundary-layer fluid. The compressive force could 
have caused buckling of the vortex tube, resulting in the periodic waviness. The 
wavelength of the observed periodic waviness was approximately equal to characteristic 
wavelength predicted by buckling theory [52] . 
-Vortex breakdown was observed in the strongest tip vortices with Rec = 800 and 1300, A 
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= 2.0, and ex = 35° and 55°. The vortices were well-defined and coherent for a small 
streamwise distance prior to breakdown. The understanding of vortex breakdown is 
incomplete, but there are some indications that it is related to the axial velocity defect in 
the vortex core. 
-The vortex strength increased with Ree, A, and ex for the parameter space considered. For 
A = 1.25 and ex = 35°, the vortex strength increased approximately 200% when Ree was 
increased from 300 to 1300. The vortex strength decreased with streamwise distance 
from the leading edge because of viscous interactions. The dimensionless vortex strength 
decreased by as much as 80% over the length of the plate. The vortex decay compared 
well to the computed results of Peace and Riley for the temporal decay of a vortex 
pair[53] . 
-Local enhancements as high as 300% (compared to flat-plate flow with no vortex 
generator) were observed in locations where the vortex flow was toward the surface. 
Maximum average mass transfer enhancements of 35%,60%, and 80% were observed 
for the area affected by the vortices for Ree = 300, 800, and 1300. The largest convective 
enhancements were observed for vortices with the largest circulations. 
7.1.2 Tip Vortices in a Developing Channel Flow 
-Near the channel entrance, the vortices spread and traveled away from the winged 
channel surface in a manner similar to the flat-plate flow. Once the vortices traveled to 
the channel centerline, they interacted equally with both sides of the channel. The 
symmetry in the channel flow caused the vortices to travel in parallel paths down the 
channel centerline. 
-No periodic waviness was observed in the tip vortices in the developing channel flow. 
The favorable streamwise pressure gradient thinned the boundary layer so that the vortex 
cores never entered the viscous boundary layer. Consequently, the vortex tubes never 
experienced a compressive force which could lead to periodic waviness from buckling. 
-Vortex breakdown was not observed, even for vortices with larger circulations than 
those experiencing breakdown in the flat-plate flow. One explanation for this behavior is 
that the pressure gradient in the channel reduced the axial velocity defect in the vortex 
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cores acting to stabilize the vortices. 
-Vortex circulation was seen to increase with Rec, A, and <l as with the flat-plate flows. 
For a constant wing geometry, the dimensionless vortex strength increased by as much 
as 300% when Redh increased from 400 to 2000. 
-The vortices had a significant local convective impact on both channel walls. Although 
not reported in prior research, the impact on the non-winged wall must be taken into 
account when considering the heat transfer enhancement of tip vortices in developing 
channel flows. Local enhancements as large as 150% (compared to flow with no vortex 
generator) occurred in straight lines at a location where the vortex flow was directed 
toward the surface. Maximum average mass transfer enhancements of approximately 
20%,40%, and 50% were obtained for the entire channel for Redh = 400, 1200, and 2000 
respectively. 
-The pressure drop penalty in the channel flow with a vortex generator increased with 
Rec, A, and <l. For A = 2.0 and <l = 55°, the ratios of the pressure drop with the vortex 
generator to the pressure drop in the unenhanced channel flow were approximately 1.5, 
1.7, and 2.1 for Redh = 400, 1200, and 2000 respectively. 
7.1.3 Junction Vortices in a Flat-Plate Flow 
-Horseshoe vortices were observed at the junction of the hemisphere and the flat plate. 
For small Redb, the legs of the horseshoe vortex spread apart and lifted slightly from the 
surface as they traveled downstream. For Redb > 500, the legs of the horseshoe vortex 
still spread apart, but they remained closer to the surface possibly because of interactions 
with the hairpin vortices shed from the back of the hemisphere. 
-Hairpin vortices were observed periodically shedding from the back of the hemisphere 
for Redb > 500, and the shedding frequency was seen to be nearly independent of local 
boundary layer thickness. The shedding frequency compared well to the data of Acarlar 
and Smith[29] for hemispheres embedded in a laminar boundary layer. 
-At a constant Reynolds number, the horseshoe vortex circulation increased with 
increasing values of rblB (See Table 6.1). When the boundary layer was thin compared to 
the hemisphere radius, most of the vorticity in the boundary layer entered the horseshoe 
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vortex; however, when the boundary layer thickness approached the radius of the 
hemisphere, a smaller portion of the boundary layer vorticity entered the horseshoe 
vortex, resulting in reduced horseshoe vortex strength. Vortex strength increased with 
Redb; the dimensionless horseshoe vortex strength increased by approximately 70% 
when Redb increased from 1000 to 1667 at a constant Rexb. No secondary horseshoe 
vortices were observed in the flat-plate experiments. 
-The impact of the horseshoe vortex on local surface convection was larger near the 
hemisphere and smaller in the area influenced by the streamwise legs of the horseshoe 
vortex. Local enhancements as large as 300% were recorded near the hemisphere. For 
the same conditions, the largest enhancement in the area influenced by the legs of the 
horseshoe vortex was approximately 150%. 
-Average mass transfer enhancement increased with Reynolds number, hemisphere 
diameter, and proximity to the leading edge. Maximum enhancements relative to a 
surface with no vortex generator of approximately 15%, 55%, and 75% were recorded 
for Rex = 3500, 9000, and 15000 respectively. 
L 
-No horseshoe vortex developed when hemisphere was located at the leading edge. A 
finite boundary layer thickness was required to produce a horseshoe vortex. 
7.1.4 Junction Vortices in a Developin~ Channel Flow 
-Horseshoe vortices were observed at the junction of the hemisphere and the surface to 
which it was attached. As they traveled downstream, the stream wise legs of the 
horseshoe vortex spread apart very little and remained close to the surface with the 
hemisphere because of interactions with the wake vortices in the upper half of the 
channel. 
-Periodic wake vortices (distorted hairpins) were generated from the back of the 
hemisphere for Redb > 700. The wake vortices created a distinct local enhancement on 
the side of the channel opposite the hemisphere. 
-Vortex circulation increased as the distance of the hemisphere from the channel entrance 
increased. At a constant Redh = 1200, the dimensionless horseshoe vortex circulation 
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increased approximately 80% as x+ increased from 0.001 to 0.008. One possible 
explanation is that the streamwise pressure gradient created a flux of transverse vorticity 
into the boundary layer which became concentrated in the horseshoe vortex. 
-For Redh = 2000 and xi/dh = 5.4 and 9.6, primary and secondary horseshoe vortices were 
observed in the flow visualization, and the local impact of these vortices on surface 
convection was recorded. 
-The horseshoe vortex near the protuberance had a larger impact on surface convection 
than did the streamwise legs of the horseshoe vortex. Local· enhancements (compared to 
flow with no generator) as large as 320% were recorded in the near-hemisphere region of 
the horseshoe vortex; the enhancement decreased to 170% for the same conditions in the 
area influenced by the legs of the horseshoe vortex. Peak average mass transfer 
enhancements of 20%,45% and 50% were recorded for Redh = 400, 1200, and 2000 
respectively. 
-Pressure drop penalty increased with Reynolds number, hemisphere diameter, and 
distance from channel entrance. The ratios of the pressure drop with the vortex generator 
to the pressure drop in the unenhanced channel flow were approximately 1.3, 1.45, and 
1.9 for Redh = 400, 1200, and 2000 respectively. 
7.1.5 Research Contributions 
This research has provided new insights into vortex-enhanced heat transfer by providing 
new information on vortex-surface and vortex-vortex interactions in laminar boundary layer and 
developing channel flows. The following list highlights the novel contributions of this work. 
7.1.5.1 Tip Vortices in a Flat-Plate Flow 
-First report of vortex-tube waviness associated with a wing-generated tip vortex 
interacting with a flat-plate boundary layer. 
.. -
-First measurements of the streamwise distribution of vortex strength in a laminar flat-
plate flow. 
-New detailed local convection measurements; the first local measurements for flow 
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lengths greater than approximately 2 wing chords. 
7.1.5.2 Tip Vortices in a Developing Channel Flow 
-First measurements of the strength of streamwise vortices generated by a delta-wing in a 
laminar developing channel flow. 
-New detailed local measurements of the convective impact of tip vortices in a channel 
flow. 
-First average and local convective measurements to include both channel walls in 
assessing vortex enhancement. 
7.1.5.3 Junction Vortices in a Flat-Plate Flow 
-First measurements of the strength of horseshoe vortices forming at the junction of a 
hemisphere and a flat surface. 
-First detailed measurements of the local convective impact of junction vortices generated 
by a hemisphere on a flat surface. 
7.1.5.4 Junction Vortices in a Developing Channel Flow 
-First measurements of the horseshoe vortex strength for vortices forming at the junction 
of a hemisphere and a flat surface in a developing channel flow. 
-First report of periodic, wake vortices originating from the back of a hemisphere in a 
developing channel flow, and the first observations of multiple-horseshoe vortex systems 
generated with a hemisphere in a developing channel flow. 
-First measurements of the local and average convective impact of the horseshoe vortex 
system generated by a hemisphere and the wake vortices on the surfaces of a channel. 
-First measurements of the pressure drop in a developing channel flow with junction 
vortices generated using hemispheres. 
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7.2 Application to Heat Exchanger Design 
A primary application of the research presented in this thesis is to improve the 
performance of compact heat exchangers. Before a heat exchanger designer can consider using 
vortex generation, the designer must have a way to balance the heat transfer enhancement gained 
by employing vortex generation against the accompanying pressure drop penalty. Performance 
evaluation criteria (PEe) allow the designer to weigh the improved thermal performance of an 
enhanced heat exchanger against the increase in pressure drop. 
Numerous energy-based PEe have been presented in the literature[55-57]. Energy-based 
PEe use the first law of thermodynamics along with heat exchanger rate equations to determine 
overall heat exchanger performance. Commonly, the exchanger rate equations take the form of 
correlations for heat transfer and pressure drop as functions of Reynolds number and heat 
exchanger geometry. The Area-Goodness Factor[58],j(f, is a commonly used energy-based PEe. 
In the application of energy-based PEC, certain design constraints (e.g., volume, frontal area, 
flow rate, heat transfer surface· area, or pressure drop) are placed on the heat exchanger, and 
based solely on energy considerations, the performance of the heat exchanger can be optimized. 
The main shortcoming of energy-based PEe is that mechanical work and heat transfer are 
considered on an equal basis instead of casting all energy into its available-work equivalent. 
Many researchers have overcome the limitations of energy-based PEC by introducing the second 
law of thermodynamics[59-61]. By including the second law, all work and heat transfer 
interactions can be considered in terms of their availability, allowing a fair comparison of 
mechanical work and thermal energy. Some researchers have extended entropy-based PEe into 
thermoeconomic models[62] by converting all work, heat transfer, material and operating costs 
into a monetary value for comparison and optimization. As with the energy-based PEe, entropy-
based PEe are developed by subjecting the heat exchanger design to specified constraints. While 
.. -
some simplified, straightforward entropy-based PEe have been developed[63-64], many of these 
evaluation methods are complicated and difficult to implement and interpret. 
Both energy- and entropy-based PEe can be helpful in determining the trade-offs 
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between heat transfer enhancement and pressure drop penalty for enhanced heat transfer 
surfaces. For the purpose of providing a simple first evaluation of vortex-enhanced, developing 
channel flows, consider the following energy-based PEe. 
She/ 
PEC - /Sho 
- IlPe / 
III Po 
(7.1) 
The energy-based PEC defined in Eq. (7.1) is presented in Figs. 7.1 and 7.2 for channel flows 
enhanced with delta wings and hemispheres respectively. Both plots are constructed with Redh = 
400. The uncertainty in the PEC is 11.7%. The mass transfer enhancement ratio is based on the 
entire channel. 
The delta wing PEC, shown in Fig 7.1, vary by less than 10% over the entire parameter 
space, and this variation is within the experimental uncertainty. With this simple PEC, no 
optimal wing geometry is apparent at Redh = 400. For developing channel flows enhanced with 
junction vortices generated by hemispheres, the best performance is obtained for large 
hemispheres located near the channel entrance, where the PEC had a maximum value of 
approximately 1.15. This result is expected since hemispheres near the channel entrance 
produced the largest ifverage mass transfer enhancement, and since the pressure drop penalty for 
hemispheres near the channel entrance was lower than for the same hemisphere farther down the 
channel. These two effects combine to produce the best overall performance (according to this 
PEC) for hemispheres near the channel entrance at Redh = 400. 
The same PEe is presented in Figs. 7.3 and 7.4 for channel flows enhanced with delta 
wings and hemisphere, respectively, at Redh = 2000. These results suggest that an optimum delta-
wing performance is achieved for A = 1.25 and ex. = 35° where the ratio of mass transfer 
enhancement to pressure drop penalty has it maximum value of 0.9. The maximum is not a sharp 
peak; PEC values of 0.88 and 0.87 were observedfor A = 1.25 and ex. = 55° and 15° respectively. 
The large aspect ratio wings generally had lower PEC; the pressure drop penalty outweighed the 
mass transfer enhancement for these wings. For the channel flows enhanced with hemispheres, 
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the maximum value of the PEe was observed for large hemispheres located near the channel 
entrance; the PEe had a maximum value of approximately 1.10 for Redh = 2000. 
Because the baselines are the same for both wing-based and protuberance-based vortex 
generation at a constant Re, the performance of delta wings and hemispheres can be compared. 
Based on the PEe defined in Eq. (7.1), the best performing hemisphere is superior to the best 
delta wing at both Redh for the parameter space considered. For Redh = 2000, the maximum PEe 
value for the hemispheres was 1.15, which is approximately 20% larger than the largest PEe 
-. -of\;: -
value for delta wings. This result indicatef that the best hemisphere can provide the same 
enhancement per unit affected area as the best delta wing with a lower pressure drop. As the 
Reynolds number is increased, the PEe values decrease for both types of vortex generators. This 
behavior indicates that with an increasing Redh, the pressure drop penalty increases more rapidly 
than the heat transfer enhancement for both generator types. 
7.3 Future Work 
There are a number of areas where further research is needed to fully understand the 
physics of heat transfer enhancement with streamwise vortices. This research project addressed 
t",,- ..... 
vortex":vortex interactions, but only for counrer-rotating vortex pairs with a common flow toward 
the surface with the vortex generator. Interactions associated with counter-rotating pairs with a 
common flow away from the surface with the generator and with co-rotating vortex pairs should 
be studied. Some research has been directed at these vortex configurations in turbulent boundary 
layers[IO], but their impact on laminar flat-plate and developing channel flows has not been 
investigated. 
The decay of the streamwise vortices was inferred from flow visualization images and a 
potential flow model, but only for tip vortices in a flat-plate flow. Alternate experimental 
methods like particle image velocimetry or laser doppler velocimetry could allow the strength of 
the streamwise vortices to be measured at different streamwise locations for tip vortices in 
developing channel flows and for junction vortices. The strength of a streamwise vortex is 
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directly related to its enhancement impact, so understanding the decay in vortex strength should 
lead to a better understanding of the flow and heat transfer interactions in vortex -enhanced 
convection. 
The periodic wake vortices observed downstream of a hemisphere in a developing 
channel flow have not previously been reported, but with the techniques used in this research, 
they could not be completely characterized. The strength of these vortices could not be measured, 
and measurements of the strength of these vortices should lead to a deeper understanding of their 
interactions with surface opposite the hemisphere. 
There are a number of application-oriented aspects of vortex-enhanced convection that 
require further research. Flow three-dimensionality created by tubes would certainly influence 
the flow and heat transfer interaction of streamwise vortices, and caution should be applied in 
trying to extend the results obtained in this research to channel flows with transverse tubes. Full-
scale calorimetric testing of heat exchangers with vortex generators is required to understand the 
impact of vortex generation on condensate retention, frost deposition, and fouling. The impact on 
frost deposition in channel flows with streamwise vortices has been investigated[65], but further 
work is needed in a full-scale heat exchanger to understand the impact on overall heat exchanger 
performance. Alternative vortex generation techniques including fluid injection and EHD should 
be explored. Actively controlled vortex generation is an interesting and potentially useful idea. In 
this technique, vortex generators could be actively controlled to deliver the convective 
enhancement in a location that would most benefit overall heat exchanger performance. 
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Figure 7.1 Energy-based Performance Evaluation Criteria as a function of 
. delta wing angle of attack and aspect ratio for a developing channel 
flow with a constant Redh = 400 and Gz-i = 0.012. 
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Figure 7.2 Energy-based Performance Evaluation Criteria as a function of 
Redb and GZxb-i for a developing channel flow with a hemisphere 
and a constant Redh = 400. 
160 
Redh = 2000 





0.90 PEC [-] 
0.70 
15.0 
Figure 7.3 Energy-based Performance Evaluation Criteria as a function of 
delta wing angle of attack and aspect ratio for a developing channel 
flow with a constant Redh = 2000 and Gz-l = 0.0023. 
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Figure 7.4 Energy-based Performance Evaluation Criteria as a function of 
Redb and GZxb-1 for a developing channel flow with a hemisphere 
and a constant Redh = 2000. 
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A.I Tip Vortices in Laminar Boundary Layers 
Reference 
Number Author, Year 
[66] Ginoux, 1965 
[67] Edwards and Alker, 1974 
Summary 
• Experimental study of re-attaching boundary 
layers for laminar supersonic and hypersonic. 
• Vortices were the result of a three-dimensional 
perturbation to re-attaching boundary layer. 
• Velocity measured with pitot-static tubes and 
surface heat transfer measurements made using 
transient calorimetric technique. 
• Vortices produce significant local enhancement in 
surface heat transfer. 
• Experimental investigation of enhancing laminar 
flat-plate convection with cubes and delta 
winglets. 
• Heat transfer measurements made with 
luminescent -phosphor technique. 
• Cubes reported to produce larger local 
enhancement than wings. Maximum local 
enhancements: 176% for cubes and 142% for 
wings. 
• No flow or pressure drop measurements were 
reported. 
[68] Yanagihara and Torii, 1990 • Experimental investigation of longitudinal 
vortices generated by delta winglet in laminar 
flat-plate flow. 
• Single-component hot-wire anemometry 
measurements were conducted to measure the 
velocity and constant-surface-heat-flux 
measurements with surface and air thermocouples 
were conducted to measure surface heat transfer. 
• Local heat transfer enhancements of 100% were 
reported for area influenced by vortex. 
• Only one Reynolds number considered with no 




Number Author, Year Summary 
[69] Yanagihara and Torii, 1991 • Experimental investigation of longitudinal 
vortices generated by delta winglet in laminar 
flat-plate flow. 
• Only significant difference between this paper 
and [68] is that winglet angle of attack was varied 
from 5° to 60°. 
• Only one Reynolds number considered with no 
pressure gradient. 
• Local enhancement increased with winglet angle 
of attack. 
A.2 Tip Vortices in Turbulent Boundary Layers 
Reference 
Number Author, Year Summary 
[70] Tanaka and Suzuki, 1978 • Longitudinal vortex in flat plate turbulent 
boundary layer to model flow field at stern of 
ship. 
• Comparison of experiments with 5 hole pitot 
probe to finite difference numerical calculations. 
• Vortex in boundary layer modeled well using 
two-dimensional vorticity equation. 
[71] Metha, et ai., 1983 • Single vortex and vortex pairs embedded in 
turbulent boundary layer. 
• Counter rotating vortex pairs with common flow 
up and down. 
• Experiments with Pitot tubes, x-wires, and 
yawmeters. 
• Eddy viscosities, and Reynolds stresses behave in 
new and complicated ways. 
[72] Shabaka, et ai., 1985 • Detailed mean flow and turbulence measurements 
of a single vortex within turbulent boundary layer. 
• Experiments performed with 5-hole pitot probes 
and hot-wire anemometers. 
• Vortex circulation nearly conserved; reduced only 
by span wise surface shear stress. 
• Measurements of Reynolds stresses and triple 
products suggest that present-day models will not 
produce accurate flow predictions. 
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Reference 
Number Author, Year Summary 
[73] Metha and Bradshaw, 1988 • Vortex pair with common flow away from surface 
embedded in turbulent boundary layer. 
• Experiments performed with 5-hole pitot probes 
and hot-wire anemometers. 
• Vortices move together and away from surface. 
• Cancellation of circulation occurs slowly as 
vortices travel downstream 
• Structural parameters of the turbulence changes 
dramatically in the presence of vortices. 
[74] Shizawa and Eaton, 1992 • Turbulence measurements in 3D turbulent 
boundary layer with longitudinal vortex. 
• Experiments with x-wire and 5-hole probe. 
• Structure of turbulence highly sensitive to 
direction of vorticity. 
[75] Suzuki, et at .. , 1993 • Turbulent flat plate and channel flow with a Large 
Eddy Breakup Plate (LEBU) plate and delta 
winglet. Winglet located on plate and LEBU. 
• Flow measurements made with hot-wire and 5-
hole pitot probes. Heat transfer measured with TC 
and constant flux. 
• Significant enhancement in surface heat transfer 
with vortex generator. Pressure drop increased. 
• Decrease in heat transfer from LEBU could be 
overcome with vortex generation. 
[76] Zhu, et at., 1993 • Numerical simulation of developing turbulent 
[77] Wendt, et at., 1993 
channel flow with a vortex embedded in one 
boundary layer. 
• Standard k -£ turbulence model used with 
Reynolds-Averaged Navier-Stokes (RANS) 
equations solved with finite difference scheme. 
• Compared to experiments of [10] showed 
agreement with mean velocities to within 15%. 
• Uses of k-£ model contradicts results of [72] 
• Streamwise vortex arrays embedded in a flat plate 
turbulent boundary layer. 
• Experiments conducted with 5-hole pitot probes. 
• Spacing between vortices strongly affects 
development. 
• Circulation of closely spaced vortices decays 









Zhu, et ai., 1993 
Zhang and Collins, 1993 
Zhu, et ai., 1995 
Deb, et ai., 1995 
Summary 
• Numerical simulation of developing turbulent 
channel flow with delta and rectangular wings and 
winglets. 
• Standard k-E turbulence model used with RANS 
equations solved with finite difference scheme. 
• Mean heat transfer increased 16-19% over area 30 
times the generator. 
• Ratio of heat transfer enhancement to pressure 
loss indicated rectangular winglet pair is best. 
• Turbulent flat plate boundary layer with no 
streamwise pressure gradient with longitudinal 
vortex introduced with pitched and skewed jets of 
fluid. 
• Numerical simulation performed by solving 
RANS equations with k-E closure model. 
• Significant local increases in surface heat transfer 
were reported along with increases skin friction. 
• Vortex strength and location could be controlled 
with angle and velocity of jet. 
• Numerical simulation of developing turbulent 
channel flow vortex generator on one wall and 
rib-rougheners on the other. 
• Standard k -E turbulence model used with RANS 
equations solved with finite difference scheme. 
• Combined effects of vortex generator and ribs 
increased average Nu 45% and Llp 440%. 
• Turbulent fully-developed channel flow with 
built-in delta winglet vortex generators. 
• Numerical simulation with time averaged N-S 
equations with eddy viscosity turbulence model. 
• Results compared with experimental work of [10]. 
• Mean velocities compared well, but vortex 
development significantly different. 
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A.3 Vortex Enhancement in Heat Exchanger Applications 
Reference 
Number Author, Year Summary 
[82] Johnson and Joubert, 1969 • Experimental investigation of the impact of 
vortex generators on flow and heat transfer from a 
circular cylinder in crossflow. 
• Heat transfer on cylinder surface was increased 
with delta winglet vortex generators while drag 
coefficient decreased. 
[83] Russell, et aI., 1982 • Heat transfer measurements on full-scale plate-fin 
heat exchanger with winglet vortex generators. 
• Average heat transfer enhancement up to 50% 
were reported with 20-30% pressure drop 
penalties. 
• Baseline was correlations for plain-fin heat 
exchangers, not data for the identical heat 
exchanger with no vortex generators. 
[84] Fiebig, et al., 1990 • Heat transfer and pressure drop measurements for 
delta winglet pair in the wake of a cylinder in a 
developing channel flow. 
• Heat transfer measurements made using an 
unsteady liquid crystal technique 
• 20% increase in avg. heat transfer coefficient 
reported with a 10% reduction in pressure drop 
for winglets located 1 tube diameter downstream 
on the tube. 
[85] Fiebig and Sanchez, 1992 • Numerical simulation of flow and heat transfer 
with and without delta winglet vortex generators 
in the wake of a circular cylinder extending across 
a channel. 
• Navier-Stokes equations solved for velocity fields 
and used as input to two dimensional energy 
equation. 
• 25 % increase in heat transfer predicted at a fixed 
pressure drop; 80% reduction in pumping power 
for fixed heat duty. 
[86] Tiggelbeck, et aI., 1992 • Flow and heat transfer for longitudinal vortices in 
transitional developing channel flow with 
multiple rows of aligned delta winglet vortex 
generators. 
• Heat transfer measured with unsteady liquid 
crystal technique, and flow measured with 
qualitative laser-sheet flow visualization. 
• Flow structure independent of oncoming flow 
conditions. 
• Peak heat transfer reported downstream of second 









Valencia, et at., 1992 
Tiggelbeck, et at., 1993 
Fiebig, et at., 1993 
Biswas, et at., 1994 
Summary 
• Heat transfer in compact fin-and-tube heat 
exchanger with three rows of tubes (staggered and 
inline). 
• Measurements made with unsteady liquid crystal 
technique. 
• Inline increased heat transfer by 55-65% while 
staggered increased Nu only 9%. Pressure drop 
approximately 40% greater for inline 
arrangement. 
• Flow and heat transfer for longitudinal vortices in 
transitional developing channel flow with 
multiple rows of staggered delta winglet vortex 
generators. 
• Heat transfer measured with unsteady liquid 
crystal technique, and flow measured with 
qualitative laser-sheet flow visualization. 
• Comparisons were made to previous work with 
multiple rows of aligned winglets. [86] 
• Aligned rows show higher heat transfer 
enhancements than staggered rows with slightly 
higher pressure drop. 
• Heat transfer in compact fin-and-tube heat 
exchanger with three rows of tubes (staggered and 
inline) with delta winglet vortex generators in 
tube wakes. 
• Heat transfer measurements made using the 
unsteady liquid crystal technique. 
• 55-65% increase in heat transfer with 20-44% 
increase in pressure drop for aligned tubes with 
delta winglets. 
• Staggered arrangement gave small increase in 
heat transfer and pressure drop. 
• Numerical analysis of flow and heat transfer with 
a delta winglet in the wake of a circular cylinder 
in a channel flow. 
• Full three-dimensional unsteady Navier-Stokes 
and energy equations are solved using a finite 
difference scheme. 
• Results compare favorably to the experiments of 
Valencia, et ai. [87] 
• Local heat transfer increases by 240% in the wake 









Fiebig, et al., 1994 
Tiggelbeck, et al., 1994 
Biswas, et al., 1994 
Fiebig, et al., 1995 
Summary 
• Heat transfer measurements on the plate fin of a 
fin-and-tube heat exchanger with flat tubes with 
vortex generators. 
• Delta winglet vortex generators were placed in 
wake of tubes. 
• Results for flat tubes compared to round tubes 
[89], and round tubes with vortex generators were 
reported to produce larger Nu. 
• Heat exchanger with flat tubes and vortex 
generators provides twice the heat transfer with 
half the pressure drop of same exchanger with 
round tubes and no vortex generators. 
• Comparison of heat transfer performance of delta 
to rectangular wings and winglets in a transitional 
developing channel flow. 
• Heat transfer measurements made with unsteady 
liquid crystal technique. 
• In general, winglets performed better than wings 
and delta winglets were reported to be the best 
generator. Contradicts earlier work by the same 
authors. [11] 
• Pressure drop penalty was largest for delta 
winglet pair. 
• Numerical simulation of channel flow and heat 
transfer with delta wing and winglet vortex 
generators. 
• Full 3-D Navier-Stokes and energy equations are 
solved using a finite difference scheme. 
• Delta wings are reported to be the best for heat 
transfer enhancement. Contradicts experiments by 
Tiggelbeck, et al. [92] 
• A second-law analysis of the flow and heat 
transfer impact of vortex generation is presented. 
• Wings have a higher entropy generation rate than 
winglets. Entropy generation increases with 
Reynolds number. 
• Numerical simulation of flow and heat transfer in 
a parallel-plate heat exchanger with vortex 
generators as fins. 
• Navier-Stokes and energy equations are solved 
with:a finite difference scheme. 
• Maximum average heat transfer increases of 50% 
were reported with inline, rectangular winglet. 
Friction factor increases 1200%. 
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A.4 Flow and Heat Transfer Impact of Junction Vortices 
Reference 
Number Author, Year 
[95] Gregory, et at., 1955 
[96] Smith, et al., 1977 
[97] Castro and Robins, 1977 
[98] Mason and Sykes, 1979 
[16] Baker, 1979 
Summary 
• Experiments to study impact of surface 
protuberances on boundary layer transition to 
turbulence. 
• Experiments conducted using smoke flow 
visualization and china-clay techniques. 
• No detailed observation of flow structures around 
hemispherical protuberances. 
• A shallow 3-D hump is studied in a two 
dimensional laminar boundary layer. 
• Linear stability analysis is used to study boundary 
layer behavior and stability. 
• A reversal of the secondary vortex motions in the 
wake region is predicted along with a corridor of 
turbulence. 
• Experimental investigation of flow around 
surface-mounted cubes in uniform and sheared 
turbulent flows. 
• Turbulence measurements were made with a 
pulsed-wire anemometer and surface pressures on 
the cube were recorded using a manometer. 
• Upstream turbulence character and shearing had 
great impact on the flow in the vicinity of the 
cube. 
• Horseshoe vortices were observed at the upstream 
junction of the cube and the surface. 
• Numerical simulation of flow past a smooth, 3-D, 
surface-mounted obstacle - Gaussian bump. 
• Navier-Stokes equations were integrated using a 
finite difference technique.· 
• Separation and downstream flow structures 
depend strongly on obstacle dimensions and 
Reynolds number. 
• Experimental study of laminar vortex systems 
forming around the based of a right circular 
cylinder in a laminar, flat-plate boundary layer. 
• Flow visualization and surface pressure 
measurements were conducted. 
• Steady vortex systems of 2, 4, and 6 vortices were 
recorded. The number of vortices increased with 
Red· 
• Vortex systems were reported to show oscillatory 
behavior for increasing Red. 
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Reference 
Number Author, Year 
[17] Baker, 1980 
[18] Moore and Forlini, 1984 
[22] Goldstein, et al., 1985 
[99] Mason and Morton, 1987 
[21] Menna and Pierce, 1988 
Summary 
• Experimental study of the turbulent horseshoe 
vortex formed at the junction of a right circular 
cylinder and a turbulent boundary layer. 
• Oil-flow visualization, smoke flow visualization, 
and pressure measurements performed. 
• Only four vortex systems observed over 
parameter space considered. 
• Variation of primary horseshoe vortex presented 
graphically. 
• Horseshoe vortex in turbulent channel flow 
studied using a half-Rankine body. 
• Flow visualization and hot-wire anemometer 
measurements were made to quantify the flow. 
• Measurement were made to compare to 
forthcoming numerical effort. 
• Local mass transfer measured in region around a 
cylinder in a flat plate boundary layer flow. 
• Measurements made with the naphthalene 
sublimation technique using a computer-
controlled L VOT. 
• Significant local mass transfer observed in the 
region around the horseshoe vortex. 
• Experimental and numerical study of vortex 
structure in the wake of surface-mounted 
obstacles. (Cubes, hemispheres, and pyramids.) 
• Flow visualization images recorded with ink-in-
water technique. 
• Obstacles that produce flow maximum over their 
tops lead to vortex pair with central upwash. 
• Obstacles with maximum flow on their sides 
produce central-downwash vortex pairs. 
• Detailed measurements of the mean flow structure 
of a turbulent boundary layer and turbulent 
horseshoe vortex forming upstream of a circular 
cylinder. 
• Velocity measurement made with hot-wire probes 
and surface shear stress measured with a Preston 
tube. 
• This paper provides a database against which 
numerical work can be verified. 
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Reference 
Number Author, Year Summary 
[19] Pierce and Harsh, 1988 • Detailed measurements of the mean flow in the 
separated and horseshoe vortex regions around a 
cylinder in a turbulent boundary layer flow. 
• Hot-wire, 5-hole pressure probe, and pressure 
measurements were made to quantify the flow and 
surface behavior. 
• The extensive measurements are presented to 
allow the verification of numerical efforts on the 
same problem. 
[100] Lai and Makomaski, 1989 • Three-dimensional numerical simulation of flow 
upstream of a right circular cylinder in a turbulent 
boundary layer. 
• Eddy viscosity turbulence closure model was used 
to solve the RANS equations. 
• Results did not compare well with the work of 
Baker[17]. Only one-vortex systems were obtained 
numerically. 
[20] Pierce and Tree, 1990 • Experimental study of the flow in the symmetry 
plane of a turbulent horseshoe vortex upstream of 
a cylinder. 
• Mean velocity data acquired with two-color LDV 
technique. 
• Measurements show the presence of two counter 
rotating vortices. 
• Number of vortices present is a function of 
Reynolds number. 
[23] Fisher and Eibeck, 1990 • Experimental evaluation of heat transfer on a flat 
plate near a right circular cylinder in a turbulent 
boundary layer. 
• Heat transfer measurements in the vicinity of the 
horseshoe vortex were made with a constant 
surface flux and liquid crystals. 
• Local enhancements as high as 50% were 
reported. 
[101] Baker, 1991 • Experimental work detailing the oscillatory 
behavior of the horseshoe vortex in transitional 
Re. 
• Re-analyzed existing data to investigate both 
oscillations in the entire vortex system and in 
individual vortices. 
• Both'oscillations were found to exist in different 










Eckerle and Awad, 1991 
Pierce and Shin, 1992 
Chen and Hung, 1992 
Summary 
• Numerical investigation of laminar junction 
vortices. 
• Surface topology is investigated as well as 
multiple vortex systems. 
• 3D, unsteady Navier-Stokes equations solved 
using finite difference techniques. 
• As Re increases, topology changes from single to 
multiple vortex systems. 
• The horseshoe vortex upstream of a cylinder was 
investigated experimentally for a turbulent 
boundary layer. 
• Mean and fluctuating data were obtained using a 
two-component LDV system. 
• Vortex pattern depends on freestream velocity 
and displacement thickness at separation. 
• Maximum production of turbulent kinetic energy 
measured around the vortex core. 
• Growth and development of turbulent horseshoe 
vortex investigated. Streamlined cylinder normal 
to a flat surface was used to generate the junction 
vortex. 
• Surface pressure, flow visualization, and mean 
velocity measurements were performed. 
• Two vortices were detected; one strong primary 
vortex and a second smaller vortex at the junction 
of the cylinder and the surface. 
• This paper provides detailed data for comparison 
to numerical simulations. 
• Numerical study of junction vortices in 
laminar/turbulent, subsonic/supersonic flows. 
• Unsteady, RANS equations are solved with an 
algebraic turbulence closure model using an 
implicit finite difference technique. 
• Surface topology compared well with 
experiments. 
• Vortex structure increased dramatically when 




Number Author, Year Summary 
[104] Wroblewski and Eibeck, 1992 • Experimental investigation of turbulent flow and 
heat transfer 14 cylinder diameters downstream of 
a cylinder attached to a flat plate. 
• Flow and heat transfer measurement made using 
three-wire anemeomters and heat flux probes. 
• Boundary layer strongly affected by vortex 
shedding from cylinder and unsteadiness in 
horseshoe vortex system. 
• Increased surface heat transfer in the region of 
high vorticity. 
[24] Agui and Andrepoulos, 1992 • Experimental investigation of horseshoe vortex 
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upstream of a right circular cylinder in a turbulent 
flow. 
• Laser sheet flow visualization and wall pressure 
measurements were performed to quantify the 
flow features. 
• Multiple vortex systems were observed. 
• Unsteadiness was observed in the horseshoe 
vortex; bi-modal pressure distribution upstream of 
junction. 
APPENDIXB 
DATA REDUCTION EQUATIONS 
The experimental results for this project can be divided into four general categories, flow 
conditions, naphthalene sublimation, vortex strength, and pressure drop measurements. This 
appendix will present a detailed description of the equations used to reduce the experimental data 
in each category as well as the correlations and sources for thermophysical properties. 
B.1 Flow Conditions 
The Reynolds number is defined below in Eq. (B.1) where the appropriate length and 
velocity scales are selected as described. 
Re = Pa UeLe 
Jl 
(B.t) 
For the flat-plate experiments, the characteristic velocity was the freestream velocity and the 
characteristic length was the plate length; however, for the developing channel flows, the 
velocity in the channel was the characteristic velocity and the hydraulic diameter was the 
characteristic length scale. The hydraulic diameter, dh, is defined following Kays and London, 
[58]to be 
(B.2) 
The inverse Graetz number, a dimensionless flow development length, is defined below in Eq 
(B.3). 
(B.3) 
With mass transfer present, the Prandtl number~ependence in the inverse Graetz number is 
replaced by the Schmidt number. When the inverse Graetz number is below approximately 
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0.05P] the flow is developing. For all of the channel flow experiments in this work, the inverse 
Graetz number was well below 0.05. 
The velocity is determined indirectly by measuring the mass flow rate through the test 
section using an ASME standard orifice plate. The expression for the mass flow rate is given 
below[34]. 
m = 1t D 2CE~2l>PP" 
4 p 1- ~4 (B.4) 
The expression for the discharge coefficient is an empirical function of the diameter ratio and is 
given below. 
C = 0.5959 + 0.0312~21 - 0.184~8 + 0.039 (1~~) - 0.01584~3 + 91. 71~25 Re-o·75 
(B.5) 
where the ~ is the diameter ratio and Re is the Reynolds number based on pipe diameter. The air 
density is corrected for humidity effects as given below. 
PMa-q,Psat(Ma-Mw) 
Pa = RuT (B.6) 
Ru is the universal gas constant, q, is the relative humidity, and Ma is the molecular weight of air. 
From the mass flow rate measured by the orifice plate, continuity is used to determine the 
characteristic velocity. For the flat plate flows, the characteristic velocity is the freestream 
velocity and can be calculated as shown in Eq. (B.7). 
(B.7) 
For the channel flow experiments, the average velocity inside the channel is the correct velocity, 
and it can be calculated with Eq. (B.8). 
(B.8) 
The only quantity remaining to be defined in Eq. (B.l) is the dynamic viscosity, J.1. Kays and 
London[58] provided the following expression for viscosity. 
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!l = 1. 805 x 10-5 +4.8x 10-8 (T - 290) [:;] (B.9) 
where T is the temperature in K. 
B.2 Naphthalene Sublimation 
B.2.1 Mass-averaged Measurements 
Mass-averaged Sherwood numbers were obtained using the procedures outlined in 
section 3.1.2. The primary quantity to be determined was the Sherwood number, Sh. 
(B.lO) 




At is the naphthalene surface area, Am is the total mass change, At is the exposure time, and Pn, v 
is the density is naphthalene at the plate surface. The expression used for Pn, v comes form the 
ideal gas law and is shown here. 
PnMn 
Pn,v = RuT (B.12) 
Pn is the vapor pressure of naphthalene which is given below in Eq. (B.13), Mn is the molecular 
weight of naphthalene. The vapor pressure of naphthalene is calculated according to Ambrose et 
al. [105] 
(B. 13) 
In this equation, Eix) is the Chebyshev polynomial in x of degree s, where x is defined by 
x = {2T -(T max - T min)} 
(T max - T min) 
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(B.14) 
In Equation B.16, T max = 344 K, T min = 230 K. The coefficients in the Chebyshev polynomial 
are ao = 301.6247, a1 = 791.4937, a2 = -8.2536, a3 = 0.4043. 
Cho et al. [106] developed the correlation used to calculate mass diffusivity of 
naphthalene and Schmidt number. 
Dna = 8. 17708 X 10-11 ( ; ) T1.983 (B. 15) 
Sc = 8.0743 T-D·2165 (B.16) 
B .2.2 Local Measurements 
Local Sherwood numbers were measured using the techniques presented in section 3.1.3. 
The local Sherwood number and mass transfer coefficient are defined below. 







The local sublimation depths obtained from the laser profilometry measurements are corrected 
for natural convection effects as described in section 3.1.3. The density of solid naphthalene, 
Pn,s, is reported by Kudchadker et al. [107] to be 1162.0 kg/m3. 
B.3 Vortex Strength 
The vortex strength was determined using two different techniques. The first technique 
used a potential flow model in conjunction with quantitative measurements from the flow 
visualization images. This technique was used for the tip vortices in both the flat plate and 
channel flows. The second technique used a vane-type vortex meter which was inserted into the 
vortex. The data reduction equations for both techniques will be presented in this section. 
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B.3.1 Potential Flow Model 
For the flat plate flow, the vortex pair was interacting with a single plate which was 
modeled using the method of images. This four-vortex model allowed the strength of the vortices 
to be inferred from the trajectories of the vortices which were recorded in the flow visualization 
images. 
(B.19) 
The value of t1y is evaluated using a central-difference method for all values except the first and 
t1x 
last values where forward and backward differences are used respectively. 
For the developing channel flow, the vortex pair interacted with both plates forming the 
channel. Using the method of images to model the surface of the channel would results in a 
infinite number of vortices. However, a first-order approximation can be made by considering 
only the first set of image vortices, and the vortex circulation could be inferred from the 
trajectories of the vortices. The strength of the vortices could only be determined 1 cm from the 
entrance to the channel. Equation (B.20) is a first-order approximation for the strength of the 
vortices at the entrance of the channel. 
(B.20) 
where a is the ratio of the vortex core-to-plate distance to the channel height. 
B.3.2 Vortex Meter 
The second method for quantifying the s!rength of the vortices relied on a vane-type 
vortex meter described in section 2.5. The rotation rate of the vane was determined using a strobe 
light, and the rotation rate was related to the vortex strength according to Eq. (B .21) 
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r= KN, where K -= 4rc2 r2 (B.21) 
where r is the radius of the vortex meter and N is the rotation rate. The assumptions implied in 
Eq. (B.21) are presented in section 4.1.2.2. 
B.4 Pressure Drop 
The pressure drop data are presented in two formats in this thesis. The first is the ratio of 
the pressure drop with the enhancement to the pressure drop without the enhancement per unit of 
affected area. The second format is the Euler number which is defined in Eq. (B.22) 
Eu = 2LlP2 
PaUc 




ANAL YSIS FOR UNHEATED STARTING LENGTH 
The test fin used for naphthalene sublimation experiments had a 0.508 mm (0.020 in) 
thick lip along the leading edge of the fin. This lip protect sthe leading edge of the naphthalene 
from high sublimation rates that would distort the shape of the fin until it no longer acted as a flat 
plate. One consequence of this lip is a small unheated starting length along the leading edge of 
the plate. A schematic along with common nomenclature is shown in Fig. C.1. 
An approximate form for treating this situation in laminar flow can be developed through 
an integral boundary layer solution, and this solution is given in Eq. (C.1)[1]. The value of A is 
the length of the unheated starting length. For this experiment, the length of A is 0.508 mm 
(0.020 in). Another way to account for the unheated starting length is simply to remove it by 
defining the coordinate system such that it starts when the heated region starts. 
(C.I) 
This coordinate system is labeled x' in Fig. c.l. This technique is much simpler, and the error 
associated with its use is negligible when the unheated starting length is small. A comparison of 
these two methods for accounting for the unheated starting length is shown in Fig. C.2. The data 
in Fig. C.2 are for a Rec = 300 because the approximation is the poorest at low velocity. 
The deviation is largest at the front of the plate because there the ratio of A to x is 
significantly larger than zero. The deviation at x* = 0.09 is approximately 2%, but it decays to 
less than 1% at the x* = 0.26 location and less than 0.25% at the end of the plate. The error 
introduced by using this approximation is muc~ less than the experimental uncertainty, so 
because of its simpler form and excellent comparison to the integral solution, this approximation 
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Figure C.2 Comparison of approximation made for unheated starting length 
for Rec = 300. 
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APPENDIXD 
EXPERIMENTAL CALIBRATION AND UNCERTAINTY 
ANALYSIS 
All the results presented in this thesis are based on laboratory measurements of 
fundamental quantities that include temperature, pressure drop, relative humidity, barometric 
pressure, mass, sublimation depths, time, rotation rates, and velocities. In order to quantify the 
uncertainty of the final results, the uncertainties encountered in measuring these fundamental 
quantities must be determined. After an uncertainty has been determined for each fundamental 
measurement, these uncertainties can be propagated through the data reduction equations to 
determine the experimental uncertainties associated with the final results. This appendix will 
present the calibration and statistical methods used to determine the uncertainties in the 
fundamental measurements as well as the methods used to determine how these errors propagate 
to the final results. 
D.I Calibration Procedures 
D.l.1 RTD Calibration 
The Platinum RTDs used to measure the air temperature in the test section were 
calibrated to a NIST traceable calibrated, ASTM certified, mercury-in-glass thermometer with a 
range of 19-25°C in 0.01 °C increments. The calibrations were checked every two to three months 
and, if necessary, repeated to ensure accurate temperature measurement. The calibration was 
performed by inserting both RTDs and the total-immersion thermometer into a NesLab 
isothermal bath. The temperature of the exposed portion of the thermometer was recorded by 
attaching a type-T thermocouple to the thermometyr stem. This stem temperature was then used 
to correct for conduction along the thermometer. The calibration was performed from 19°C to 
25°C in O.5°C increments. The RTDs were connected to a data acquisition system described in 
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section 2.3.2.1. The 16-bit resolution of the AID board along with a gain of 100 resulted in a 
resolution of 0.8Jl V for a voltage range from 0 to 5 volts. 
During the calibration, the isothermal bath was allowed approximately 30 minutes to 
equilibrate between calibration points. To ensure that the bath had reached a constant and 
uniform temperature, the voltage readings were averaged over 90 seconds and compared to the 
instantaneous voltage readings. When the values agreed to within 2Jl V, it was assumed that 
equilibrium was achieved. For each calibration point, the average voltage reading for each RTD, 
the thermometer temperature, and the stem temperature were recorded. The thermometer reading 
was corrected for conduction errors using the stem temperature, and the corrected temperature 
was plotted as a function of each RTD voltage as shown in Figs. D.1 and D.2. Calibration curves 
were fit to these data, and both curves were very linear. 
D.1.2 Pressure Transducer Calibration 
An electronic differential pressure transducer (Modus, Model T30, 0-0.1 in WC) was 
used to measure the pressure drop penalty associated with vortex generators in the channel flows. 
The transducer was calibrated using a precision electronic manometer over its entire range. The 
calibration was performed in differential pressure increments of approximately 1 Pa, and the 
calibration data along with the calibration curve can be seen in Fig. D.3. The transducer voltage 
varied quadratically with the differential pressure. 
D.1.3 Water Tunnel Velocity Calibration 
The flow visualization experiments were conducted in a water tunnel described in section 
2.2, and the velocity in the water tunnel was determined by timing the transit time of a drop of 
ink over a known distance as described in section 3.2. The velocities were calibrated to motor 
frequency for both the flat-plate and channel flow experiments as shown in Figs. D.4 and D.5. 
The calibration data were obtained in 0.5Hz increments of the motor frequency. 
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D.2 Errors in Experimental Data 
Two types of error are present in the temperature data. Errors in the calibration curve, 
conduction, and radiation errors are all examples of systematic or bias error encountered in 
measuring temperature. Random or precision errors are introduced by the fluctuations of the 
electronics of the data acquisition system. The error associated with the use of the calibration 
curve can be analyzed by plotting the difference between the corrected temperature from the 
calibration thermometer and the calibration curve as a function of the corrected temperature as 
shown in Fig. D.6. A conservative temperature uncertainty of 0.08°C was used throughout the 
uncertatiny analysis. 
Radiation and conduction errors are encountered when measuring temperature. Radiation 
error occurs if the RTD temperature is different from the temperature of the surroundings. All of 
the experiments were conducted in a climate-controlled laboratory where the temperature of the 
surroundings never differed from the temperature of the RTD by a significant amount. In the 
absence of radiation to the surroundings, the conduction error is defined as the difference 
between the air temperature and the temperature of the tip of the RTD. The conduction error was 
estimated by performing an energy balance between energy conducted along the RTD and 
energy convected away from the probe. The RTD was modeled as a one-dimensional pin fin with 
uniform circular cross-section with one tip at a constant base temperature and the other tip 
adiabatic. A correlation for the average heat transfer coefficient was taken from the literature[l], 
and the conduction error calculated in this analysis was very nearly zero and was consequently 
neglected. Neglecting conduction and radiation errors and examining Fig. D.6, yields a 
systematic error of ±0.05°C. 
The random error was estimated by setting the isothermal bath to a constant temperature 
and recording 50 temperature readings from the RTD. The standard deviation of this data set was 
then computed. The random error was estimated to be two sample standard deviations, and for 
this case the random error was ±0.02°C. 
The total uncertainty in the temperature measurement was defined as an RMS of the 
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systematic and random errors and had a value of ±O.056°C. However, to account for variation 
over time and provide a conservative estimate of the temperature uncertainty, a value of ±O.08°C 
was used as the uncertainty in the temperature measurement. Using similar analyses, the 
uncertainty in the differential pressure measurement was computed to be ±O.3Pa, and the 
uncertainty in the velocity measurement in the water tunnel was ± 9%. 
Additional measurements were taken using instruments that were either factory calibrated 
or served as a calibration standard. Errors for these devices were determined either by the 
manufacturer's published accuracy or one half of the smallest scale division. The uncertainties 
for the electronic manometer and the barometer were ±O.124 Pa and 6.65 Pa respectively. The 
relative humidity was measured using an electronic relative humidity sensor (Vaisala Humidity 
and Temperature Indicator #731-A), and its uncertainty was calculated from published data to be 
approximately ±1.5%. The uncertainty in the mass measurements made with the precision 
balance was ±O.00005g, and the uncertainty in the sublimation depths measurements made with 
laser profilometer was ±6Jlm[35]. 
D.3 Error Propagation and Uncertainty 
To determine the uncertainty associated with the final results, the errors associated with 
the direct measurements were propagated through the data reduction equations presented in 
Appendix B according to the method of Kline and McClintock [46]. All properties were estimated 
at conditions which were commonly encountered in the laboratory. 
D.3.1 Flow Conditions 
The uncertainty in mass flow rate in the wind tunnel is given by Eq. (D.1).* 
W~ = [(w.e . amJ2 + (~~ . amJ2 + (w.~p '~J2 + (~p . amJ2]fi2 (0.1) 
m m ac m a~ m al1P m ap 
* In this appendix, 'w' is used to denote uncertainty, and its subscript indicates the physical 
quantity to which it refers. (e.g. WT indicates uncertainty in temperature.) 
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The uncertainty for the discharge coefficient is given in the standard as a function of the 
Reynolds number defined on pipe diameter. Over the entire range of these experiments, the 
uncertainty of C was ±1.15%. The uncertainty in the diameter ratio ~ was taken to be ±O.5%. 
Using the data reduction equations in Appendix B, the uncertainty in mass flow rate was 
determined to be ±1.2%. The velocity was calculated from the mass flow rate using continuity, 
and the velocity uncertainty was determined to be ±1.6%. The uncertainty in the length scales 
were taken to be ±1 %, and the expression for dynamic viscosity has an uncertainty of 
approximately ±1.2%. Propagating these uncertainties according to Eq. (D.2) yields an 
uncertainty in the Reynolds number of ± 2.1 %. 
W [(WU J2 (W J2 (W J2 (W J2]~ -1J£ = __ c + ~ + ---.l:!:.. +---.£. 
Re Uc Lc J...l P 
(D.2) 
The uncertainty in the Reynolds number for flow in the water tunnel was determined 
using Eq. (D.3) 
[(W J2 (W J2 2]~ ";:;e = ~c + L~C + (~v ) (D.3) 
The uncertainty in the length scales was taken to be ±1 %, and the kinematic viscosity was 
determined from tabulated values to an uncertainty of ±3%. These uncertainties combined with 
the ±9% uncertainty in the velocity to give an overall uncertainty in the Reynolds number of 
±9.5%. Applying the same error propagation to Eq. (B.3), the uncertainty in the inverse Graetz 
number was estimated to be ±2.7%. 
D.3.2 Naphthalene Sublimation 
The uncertainty in the local Sherwood number was determined using the following 
expression: 
194 
WSh = [(W8 Sb J2 + (WT)2 + (WPn,V J2 + (WDna )2]f2 
Sh Osb T Pn,v Dna 
(DA) 
The uncertainties in the vapor pressure and diffusivity were reported to be ±3%, and the 
temperature was known to ±O.08°C. The· uncertainty in the local Sherwood number is not a 
constant because the uncertainty in the sublimation depth depends on the sublimation depth at 
the point in question. Typically, the sublimation depths ranged from around 35Jlm to 150Jlm in 
regions of high mass transfer. The average sublimation depths was typically around 70Jlm which 
corresponds to an uncertainty of ±9.5%. However, in regions of high mass transfer, the 
uncertainty drops to ±5.9%. Finally, in the regions of low mass transfer, the sublimation depths 
are smaller resulting in larger uncertainties of ±20%. 
The uncertainty of the average Sherwood number was calculated from Eq. (D.5). 
The uncertainty in exposure time was taken to be ± 1 s, and the uncertainty in the 
measurement of the exposed naphthalene area was ±1 % The published uncertainties for the 
naphthalene vapor pressure and mass diffusivity were both approximately ±3%, and when these 
values were substituted into Eq. (0.5), the uncertainty of the average Sherwood number was 
±4.1 %. The mass transfer results in the body of this report were presented as ratios of enhanced 
Sherwood number to unenhanced Sherwood number per unit affected area. The uncertainty in the 
affected area is estimated to be ±4%. Combining this uncertainty with the ±4.1 % uncertainties of 
the enhanced and unenhanced Sherwood number results in a ±7.0% uncertainty for the 
enhancement ratio. 
D.3.3 Vortex Strength 
The vortex strength was estimated in two different ways. The first method was a direct 
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measurement using a vane-type vortex meter, and the second method combined data from the 
flow visualization image with a simplified potential flow model to infer the strength of the 
vortices. The uncertainty in the vortex meter measurement was calculated using the following 
expression. 
(D.6) 
The uncertainty in the vortex meter radius was ±2%, and the uncertainty in the rotation rate was 
±1O% for a nominal rotation rate. These combine to give an overall uncertainty in the estimation 
of vortex circulation of ± 11.5 % when measured using the vortex meter. 
Two different expressions were used to determine the vortex circulation using the 
potential flow model. The first expression was for flow above a single flat plate, and the second 
was for flow in the entrance region of a channel. For the flat plate flow, the uncertainty was 
determined using Eq. (D.7). 
7 = [(::' r + (:A; r + (:AxX r +(::' r +(~r. ~~rr (D.?) 
The uncertainty in the measurements from the flow visualization images was determined to be 
approximately ±O.25 mm. Combining the uncertainties according to Eq. (D.7) yields an 
uncertainty in the vortex circulation of ±9.4% when determined for a flat plate using the potential 
flow model. For the channel flow expression, the ratio of vortex-core-to-plate distance to channel 
height is the only additional quantity. Including this term, the uncertainty increases to ±1O.0% for 
the channel flow vortex circulation. 
D.3.4 Pressure Drop 
Pressure drop measurements were conducted for the developing channel flows using an 
electronic pressure transducer. The results were reported as a ratio of the pressure drop with the 
enhancement to the pressure drop with no enhancement. The uncertainty in the pressure ratio was 
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determined from the following expression. 
W [(W J2 (W J2 (W J2]12 tlPra~iO = ~ + tlpo + ~ 
~Pratzo ~P ~PO Ae 
(D.8) 
Evaluating the uncertainties at a nominal Reynolds number of 1200 and substituting into Eq. 
(D.8) results in an uncertainty in the pressure ratio of ±9.4%. Pressure drop data are also 
presented as Euler number, and the uncertainty in this value was determine according to Eq. 
(D.9). 
(D.9) 
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Figure D.3 Calibration curve for pressure transducer showing differential 
pressure versus transducer voltage. 
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Figure D.5 Calibration curve for velocity in water tunnel for a channel flow. 
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APPENDIXE 
THE HEAT AND MASS ANALOGY 
The heat and mass analogy allows heat transfer data to be inferred from mass transfer 
data collected by the naphthalene sublimation technique. In order to understand the heat and 
mass analogy, one must consider the differential equations which model the physics. These 
equations are the conservation of mass, linear momentum, energy, and species. 
E.I Derivation of Heat and Mass Analogy 
For laminar flat-plate and developing channel flows with streamwise vortices, many 
simplifications can be made to the general Navier-Stokes, energy, and concentration equations. 
One can assume that the flows are incompressible, laminar, and steady with the following 
additional assumptions. Buoyancy is negligible when compared to inertial and pressure forces, 
and the thermophysical properties can be considered constant and uniform. Additionally, the 
streamwise velocity is assumed to be much larger than the transverse velocity, and the viscous, 
thermal, and concentration gradients normal to the fin surface are all assumed to be much larger 
than those in the flow direction. Viscous dissipation within the fluid is negligible, and the flow is 
free of internal heat generation and chemical reactions. Finally, the fluid is assumed to be a dilute 
solution of species B(naphthalene) in species A(air). Given these assumptions, the following 
differential equations model the physics of the flow. 
v·u=o (E.l) 
p(u· V)u =- VP+f.lV2u (E.2) 
u·VT=aV2T (E.3) 
u,VCA =aV2CA (E.4) 
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These equations are subject to the following boundary conditions: 
u(x,O,z) = 0 
u(x, y ~ 00, z) = Uoo 
T(x,O,z) = Ts 
T( x, y ~ 00, z) = Too 
CA(x,O,z) = CA,s 




In order for an analogy between heat and mass to hold, both the governing differential 
equations and boundary conditions must be of exactly the same form. In addition, for the wall 
boundary condition on v to hold, the transverse wall velocity must equal zero. This assumption 
along with its connection to the dilute assumption will be discussed later in this appendix. The 





* y y =-
L 
* z z = 
L 




* w w =-
Uoo 
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Substituting the non-dimensional variables, the governing equations and boundary conditions 
become the following. 
* * V ·U =0 (E.8) 
( * *) * * * *2 * P u .V u =- V p +J.1V u (E.9) 
(E.IO) 
(E.Il) 
Again, these equations are subject to the following non-dimensional boundary conditions. 
*( * *) U x ,O,z = ° 
(E.l2) 
*( * * *) U x, Y -t 00, Z = 1 
*( * *) T x ,O,z = ° 
(E. 13) 
*( * * *) T x, Y -t 00, Z = 1 
*( * *) CA x ,O,z = ° 
(E.l4) 
*( * * *) C A x, Y -t 00, Z = 1 
In non-dimensional form, it is easier to see that the conservation of energy and conservation of 
species equations are indeed analogous. It is now helpful to analyze the functional forms of the 
solutions to the conservation equations. The solutions for u* can be expressed in the following 
functional form. 
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* *( * * * * * ) u = u x, y ,Z ,v p ,. Re L (E.IS) 
Similarly, for temperature and species, the functional forms of their respective solutions are the 
following. 
* *( * * * ) T = T x, y ,z ,. Re L, Pr (E.16) 
* *( * * * ) C A = C A x, Y ,z ,. Re L> Sc (E.17) 
It is convenient to define the heat and mass transfer coefficients which relate heat and mass flux 
to their respective driving potentials. 
A surface energy balance and Fourier's law of conduction yield 
k dT* 
h= ---* 




This expression can be rearranged to define the Nusselt number which is a non-dimensional 
surface temperature gradient. 
Nu=hL=dT: 
k dy /=0 
(E.2I) 
The Nusselt number can be expressed in the functional form used earlier, and now the 
dependence on y * and the pressure gradient have been eliminated. The pressure gradient 
represents the effect of surface geometry on the velocity distribution, so for a prescribed 
geometry, the Nusselt number can be expressed as the following. 
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Nu = NU(X *,z*; RevPr) (E.22) 
A completely analogous analysis for the mass transfer will yield an expression for the 
dimensionless surface concentration gradient, the Sherwood number. The heat transfer 
coefficient is logically replaced with the mass transfer coefficient, and Fourier's law is replaced 
with Fick's law of diffusion. The use of Fick's Law requires the assumption of a dilute solution 
of species A in species B. This assumption will be justified later in the appendix. The expression 
for the Sherwood number for a given geometry is the following. 
hm L aCA * ( * * ) Sh = -- = --*- = Sh x , z ; Rev Se 
DAB ay /=0 
(E.23) 
The only difference between functional forms associated with Nu and Sh lies in the Pr and Se 
parameters. For many flows (including those under consideration), Nu and Sh are proportional to 




Dividing out the common dependence on ReL and x* and z*, the heat and mass analogy is 
obtained. It is written here in terms of local Nu and Sh, but integrating the local expressions 
results in an average expression of exactly the same form. 
(E.26) 
For boundary layer flows, the value of the exponent n is taken to be 113 for moderate to high Pr 
and Se, and 112 for low Pr and Se. However, since the exact value of n is not known for 
boundary layer flows with streamwise vortices, the convective results in this thesis are presented 
as Sherwood numbers. 
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E.2 Justification of Zero Transverse Velocity Assumption 
The heat and mass analogy rests on two assumptions; the fluid is a dilute solution of 
species A in species B, and the transverse velocity at the plate surface is negligible. These two 
assumptions are linked because the diffusion of mass from the surface creates the transverse 
velocity at the wall. According to boundary layer theory, there is a finite transverse velocity 
inside the boundary layer because of the no-slip condition at the plate surface. The mass-transfer 
induced transverse velocity is in addition to the viscous transverse velocity that occurs in the 
laminar boundary layer. The effect of the mass transfer through the plate surface can be 
neglected only when the transverse velocity created because of the mass transfer is small relative 
to the transverse velocity resulting from the presence of the plate. According to the Blasius 
similarity solution, the transverse velocity v, can be represented as follows. 
v = ~ IlUoo (111' - f) ( )f2 
2 px 
(E.27) 
Following Bejan, [52]the transverse velocity v can be represented as the following. 
(E.28) 
The mass flux can be represented by combining the Blasius solution and the definition of the 
mass transfer coefficient to give the following result. 
rnA - (CA,s -CA,oo) DAB Rex}/2 SCY1 
x 
(E.29) 
Again, the zero transverse velocity assumption is valid only when the mass transfer induced 
velocity is small relative to the viscous-driven transverse velocity. This leads to the following 
inequality that must hold for the assumption to be valid. 
pv »rnA (E.30) 
Substituting the above equations and dividing through by the Rexl12 yields the following relation 
defining when the transverse velocity assumption is valid. 
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CA -CA 2/ 
,s ,00 « SC73 (E.3!) 
p 
From this expression, it should be noted that the low transverse velocity approximation 
contains the dilute approximation. In other words, a solution with (CA,s - CA, ) « 1 satisfies 
both the dilute solution assumption as well as the negligible transverse velocity approximation 
for pSc2/3 - 1. Equation E.31 is evaluated using typical values at T = 298K and P = 101.3 kPa, 
and the result is shown below. 
(5.746.10-4 - 0) 2/ ~-----'- = 4.971·10-4« 2.3573 = 1.7676 
1.156 
(E.32) 
The inequality is easily satisfied, and therefore application of the heat and mass analogy is 
justified for laminar, steady, incompressible, two-dimensional flows with the additional 
assumptions mentioned at the beginning of the derivation (section E.l). 
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APPENDIXF 
AFFECTED AREA DATA 
Values of the area affected by the vortices were used to present the average mass transfer 
and pressure drop results more generally. By normalizing the results with the affected area, 
different generators can be compared directly. Tables F.l and F.2 contain the values for the 
affected areas for the entire parameter space. Using these values, the raw mass transfer and 
pressure drop data can be recovered. 
Table F.l Affected area values for tip vortices in flat-plate and developing channel 
flows. Areas are in units of cm2. L = 11.43 cm. WAe = ±4% 
Flat Plate Developing Channel Flow 
Rec = 300 Redh=400 
a:::: 15° a:::: 35° a:::: 55° a:::: 15° a:::: 35° a:::: 55° 
A:::: 0.5 15.32 15.43 15.89 A:::: 0.5 13.43 13.86 14.86 
A:::: 1.25 16.57 17.15 18.29 A:::: 1.25 14.29 15.72 17.86 
A:::: 2.0 17.26 20.00 21.72 A:::: 2.0 15.43 20.15 21.86 
Rec = 800 Redh = 1200 
a:::: 15° a:::: 35° a:::: 55° a:::: 15° a:::: 35° a:::: 55° 
A:::: 0.5 15.43 17.15 18.29 A:::: 0.5 13.86 14.29 15.29 
A:::: 1.25 16.57 18.29 20.29 A:::: 1.25 14.29 18.57 19.65 
A:::: 2.0 19.43 21.72 23.00 A:::: 2.0 16.72 21.35 22.12 
Rec = 1300 Redh = 2000 
a:::: 15° a= 35° a = 55° a:::: 15° a= 35° a= 55° 
~. 
A=O.5 17.15 18.40 19.43 A:::: 0.5 14.03 14.29 15.72 
A= 1.25 18.17 21.60 23.43 A= 1.25 15.64 18.97 20.15 
A:::: 2.0 22.86 24.00 25.43 A:::: 2.0 17.72 21.83 22.12 
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Table F.2 Affected area values for junction vortices in flat-plate and developing 
channel flows. Areas are in units of cm2. L = 11.43 cm. WAe = ±4% 
Flat Plate Developing Channel Flow 
Rex = 3500 
L Redh=400 
Redb = 200 Redb=290 Redb= 390 Redb = 180 Redb = 240 Redb=360 
Rexb =390 13.06 18.51 25.37 GZ·i =0.0013 8.98 13.28 19.30 
Rexb =1750 13.79 19.05 26.13 Gz·i =0.0058 9.25 13.79 19.58 
Rexb =3111 14.52 20.14 26.03 GZ·i =0.0 102 9.25 13.79 19.50 
Rex = 9000 
L Redh = 1200 
Redb =500 Redb =750 Redb =1000 Redb=540 Redb = 720 Redb=1080 
Rexb=loo0 13.79 21.77 28.85 Gz·i =0.0004 10.34 13.79 20.69 
Rexb =4500 14.52 20.69 29.76 Gz·i=0.0019 10.24 13.79 20.59 
Rexb =8000 14.52 20.69 29.03 Gz·i=0.0034 10.89 13.94 21.77 
Rex = 15000 
L Redh = 2000 
Redb= 833 Redb =1250 Redb=1667 Redb=900 Redb =1200 Redb=1800 
Rexb =1667 14.52 22.13 31.84 Gz·i=0.0002 10.89 14.52 21.77 
Rexb =7500 15.97 23.41 32.94 GZ·i =0.00 12 10.99 15.24 21.87 




When a longitudinal vortex interacts with a laminar boundary layer, the convective 
transport is improved in the downflow region of the vortex where the flow is normal to and 
toward the surface. This downflow causes the boundary layer to be thinned, and this steepens the 
surface temperature gradients and enhances the heat transfer. However, in the upflow region of 
the vortex flow where the flow in normal to and away from the surface, the boundary layer is 
thickened, and the convection is inhibited. This situation is similar to the conditions present 
when there is blowing in the boundary layer. The impacts of blowing and suction on heat transfer 
from the flat plate are qualitatively similar to those encountered in vortex enhancement. Blowing 
is analogous to the upflow region of the vortex. In both cases, there is a flow away from the 
surface, and this upflow thickens the boundary layer and reduces the convective transport. 
Similarly, boundary layer suction and vortex downflow both thin the boundary layer with a flow 
toward the surface, thereby, enhancing heat transfer. 
When considering the symmetry of a single vortex interacting with a laminar boundary 
layer, one can conclude that the upflow velocity is equal in magnitude and opposite in direction 
to the downflow velocity at a constant radial location. This leads to the question: If the upflow 
and downflow are symmetric, why does vortex enhancement result in increases in average heat 
transfer? In other words, why doesn't the enhancement from the boundary layer thinning balance 
the decreased heat transfer from the boundary layer thickening to result in no average 
enhancement. The answer to this question can be obtained by considering the vortex flows as 
boundary layer suction and blowing. The results of this analysis show that a given velocity 
directed toward the plate enhances heat transfer more than the same velocity directed away from 
the surface decreases heat transfer. 
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G.I Vertical Velocity 
The main idea behind this simplified model of vortex enhancement is using the velocities 
induced by the vortex as the blowing and suction velocities for a laminar boundary layer. With 
these velocities, the spanwise distribution of the Sherwood number can be calculated and 
compared to experimental data at the same location. 
The first step in this model is to determine the velocity distribution within the vortex. 
This velocity field was obtained by adapting the Thomson-Rankine vortex model for flow near a 
rigid surfacd491. This model divides the velocity field into two regions: forced and free. In the 
forced vortex region, the velocity increases linearly from zero at the center of the vortex core to a 




for r < a (G. 1) 
The second region in the Thomson-Rankine vortex model is the free vortex region which is for r 
> a. In the free region, the vortex is assumed to behave as an inviscid free vortex with a velocity 
decaying like llr for r ~ a as shown in Eq. (G.2). 
r Va = -- for r ~ a 
21tr 
(G.2) 
The Thomson-Rankine vortex model holds for a vortex rotating in a fluid with no interactions 
with rigid surfaces. However, the vortices of interest in this research interact very closely with 
the surface above which they rotate. For this reason, the Thomson-Rankine model was modified 
to reflect this difference. The no-slip boundary condition at the wall requires that the tangential 
velocity vanish at r = Oc, and this condition limits the radius of the vortex. Consider a fluid 
particle just above the wall in the vortex velocity field. Immediately above the wall it has a 
velocity very nearly zero. As it rotates past this position, momentum from the fluid at smaller 
radial distances from the core diffuses out, and the region of non-zero tangential velocity grows 
radially. By the time this particle has traveled around the vortex, it has gained momentum from 
radial diffusion, and its tangential velocity has increased. From this discussion, one can see that 
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the radial region influenced by the vortex grows as the momentum diffused outward radially. 
Therefore, the velocity in the upflow region at a given radial distance would have a lower 
magnitude than the corresponding downward velocity at the same radial location because 
momentum has diffused outward radially as the particle travels around the vortex. This effect 
was modeled using an exponential function whose decay was varied to reflect the radial diffusion 
of momentum within the vortex. The diffusion length was estimated using an expression for the 
penetration depth of the boundary layer in Stokes' first problem. The time for a fluid particle to 
travel around the vortex was determined from the average velocity at r = Oe using the free vortex 
model. The radial diffusion distance, ld, was on the order of 3 mm for each case considered in 
this analysis. The radius, a, was estimated by comparing local mass transfer data with flow 
visualization images. The tangential velocity is always largest at r = a, so it follows that the 
maximum convective enhancement would also occur at this radius. By comparing the location of 
the vortex core from the flow visualization images and the region of maximum enhancement 
from the naphthalene data, the radius a was estimated. The radius, a, was estimated to be the 
span wise distance from the center of the vortex tube to the location of highest mass transfer. 
With the model for the tangential vortex velocity as a function of radial distance in place, 
the next task is to determine a representative blowing and suction velocity inside the boundary 
layer. By projecting the tangential velocities into the vertical direction, a representative vertical 
velocity distribution within the boundary layer was obtained. This velocity distribution varied 
across the concentration boundary layer, so an average vertical velocity was calculated by 
integrating the vertical velocity distribution across the concentration boundary layer. Figure G.I 
shows a schematic representation of this process for a single vortex. Since two vortices were 
present for these experiments, the vertical velocity distributions were computed separately and 
then added to determine the overall vertical velocity. Outside the vortices, only one vortex played 
an important role, but between the vortices in the:common downflow region, the effects of the 
two vortices added to produce larger downflow velocities. At a given spanwise location and 
distance from the surface, the radial distance from the vortex cores was calculated and the 
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tangential velocities were determined. Once the radial velocity was calculated, its vertical 
component was computed. At a given spanwise location, a distribution of vertical velocity 
components as a function of vertical distance from the plate was determined. Then, a 
representative average vertical velocity was obtained by calculating the average vertical velocity 
at the prescribed spanwise location according to Eq. (G.3) 
(G.3) 
This average vertical velocity was computed for all span wise location resulting in a distribution 
of a representative vertical velocity inside the concentration boundary layer for the entire 
span wise distance of the naphthalene surface. 
G.2 Boundary Layer Calculations 
The calculations of the Sherwood number were accomplished by solving the laminar 
boundary layer problem with suction and blowing at the surface. This problem was first solved 
by Hartnett and Eckert[lll], and the same equations were solved numerically in this analysis with 
the boundary-layer averaged vertical velocity used as the suctionlblowing velocity. 
Hartnett and Eckert[lll] solved the general laminar boundary layer problem of flat plate 
flow in the presence of a stream wise pressure gradient with a specified vertical velocity at the 
wall. The boundary layer equations for momentum and species transport were reduced to non-
linear ordinary differential equations using the same similarity transformations used in the 
Blasius solution. The resulting equations for momentum and species transport are shown below 
in Eqs. (G.4) and (G.S) respectively. 
d 3 f + m + 1 f d2 f _ m[( df J2 _ 1] = 0 




where m is the parameter specifying the streamwise pressure gradient, Sc is the Schmidt number, 
<I> is the dimensionless concentration, f is the dimensionless streamfunction, and 11 is the 
dimensionless distance from the wall. These equations were solved subject to the following 
boundary conditions: 
at 11 = 0 
at 11 = 0 
-2 v ro:-f w = __ --1)l.... 'V Rex 
m+l Uoo 
aS11 ~ 00 
wherefw is the dimensionless streamfunction for the blowing or suction at the wall. 
For the species equation, the boundary conditions are 
at 11 = 0 






These equations were solved using the 4th order Runge-Kutta algorithm with a manual shooting 
method. Values of f'(O) and <1>'(0) were guessed until the boundary conditions in Eqs.(G.7) and 
G.I0) were satisfied within a prescribed tolerance. For all cases considered, the tolerances were 
set at 0.001. The quantity of interest is the Sherwood number which is the dimensionless 
concentration gradient at the surface. Using calculus, the following expression for the Sherwood 
number can be recovered. 
(G.ll) 
To simulate the impact of the vortices, the vertical;velocities determined by Eq. (G.3) were used 
as Vw in Eq. (G.8). This resulted in a spanwise distribution of the Sherwood number which was 
then compared to experimental data obtained using the naphthalene sublimation technique. 
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G.3 Results 
Consider a single vortex interacting with a laminar boundary layer. One side of the vortex 
will produce an upflow which thickens the boundary layer, while the other side of the vortex 
delivers a downwash flow which thins the boundary layer. Using the simplified model presented 
earlier, the spanwise distribution of Sh can be predicted. Figure G.2 shows the distribution of ShL 
as a function of spanwise distance for A = 1.25, a =35°, Rec = 800, and x* = 0.5. An increase in 
mass transfer is seen in the downflow region, and a decrease is produced in the upflow region. 
The average Sh at this location was computed by integrating under the Sh curve and dividing by 
the spanwise distance. The average Sh had a value of approximately 140 which is larger than the 
average Sh for the same laminar boundary layer flow with no enhancement. This result agrees 
with the experiential observations that show an average enhancement in mass transfer in the 
presence of a longitudinal vortex. The reason for this enhancement is that velocities toward the 
surface (suction) have a greater impact on mass transfer than velocities away from the surface 
(blowing). When the blowing velocity is larger enough to force the quantity (vwlU) ~Rex 
above approximately 0.6, the boundary layer is said to, "blow off" and the mass transfer rate 
vanishes. Blowing velocities above this critical value have no greater impact on surface mass 
transfer. Conversely, larger suction velocities continue to thin the boundary layer more and result 
in a nearly linear increase in Sh with Vw. From this argument, one can see that for the relatively 
large normal velocities predicted in this vortex model, as the velocities grow, suction continues 
to improve convection while the blowing effect remains constant. Despite the symmetry of the 
vortex flow field, the net effect on mass transfer is an enhancement because suction has a more 
significant impact on convection than blowing. 
Comparisons between the experimental data and the predictions of the model are 
presented in Figs. G.3, G.4, and G.5. Figure G.3 shows the comparison of ShL versus spanwise 
location for A = 1.25, a =35°, ReL = 9000, and x* = 0.5. It is clear from this plot that while the 
trends are consistent between the two data sets, quantitative agreement is not achieved. Despite 
the lack of agreement in the numerical values, the agreement in the trends does provide some 
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insights into vortexlboundary layer interactions. Namely, this analysis shows that thinning the 
boundary layer has a more profound impact on convective transport than does boundary layer 
thickening. From this, it is clear why vortex enhancement provides an overall, average 
enhancement. In addition, this model reinforces the idea that boundary layer thinning is the 
primary mechanism in vortex enhanced convection. Streamwise location of x* = 0.25 and 0.75 
are presented in Figs. G.4 and G.5 respectively. These data again show similar trends between 
the data and the model, but the values of the numbers differ dramatically. 
There are a number of reasons why the model would not agree with the data. The blowing 
and suction model is a one-dimensional simplification of the more complex three dimensional 
boundary layer distortion that actually occurs. Another difference between the model and the 
experimental conditions is the wall boundary condition. The model assumes a permeable wall 
with a constant normal velocity, while the experiment is actually an impermeable wall with zero 
normal velocity at the wall surface. Trying to determine an effective boundary layer suction 
velocity that produces the same convective behavior as the distribution within the real boundary 
layer was not successfully accomplished with the crude simplification made in this model. 
Another difference between the model and the experiment is the concentration of the fluid being 
brought into the boundary layer. In the experiments, the vortex is distorting an existing 
concentration profile with a flow of fluid that has a complex concentration profile; whereas, the 
model assumes that fluid is blown away from the surface at the wall concentration and sucked 
into the boundary layer at the freestream concentration. Modeling the suction as having a 
freestream concentration leads to a unrealistically large concentration gradient and 
correspondingly an unrealistically large Sherwood number. Anyone or most probably a 
combination of these factors caused the significant difference between the data and the model. 
The best way to model this flow and mass transfer problem is to solve the three-dimensional 
Navier-Stokes equations for the velocity field and use these velocity data to solve the species 
equation. Unfortunately, this model would require a much larger effort. Despite the lack of 
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numerical agreement between the simplified model and the experimental data, the model does 
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Figure G.l Schematic showing the velocity distribution within a vortex and 
the vertical boundary layer component used to estimate the normal 
flows inside the boundary layer. 
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Figure G.2 Predicted spanwise local and average Sherwood number 
distribution showing impact of upflow and downflow regions. 
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Figure G.3 Comparison of predicted spanwise Sh distribution with 
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Figure G.4 Comparison of predicted spanwise Sh distribution with 
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Figure G.S Comparison of predicted spanwise Sh distribution with 




THW AITES' INTEGRAL BOUNDARY LAYER SOLUTION 
H.t Background 
Thwaites' methods was selected to calculate local boundary layer thicknesses in the 
developing channel flows. This method was selected because of its ease of implementation and 
accuracy. Thwaites' method[108] is an approximate solution to the integral momentum equation 
for steady, laminar flow over a non-porous body. Using an empirically determined single 
parameter, the momentum equation can be reduced to a single integral. Following the discussion 
in White[109] consider the integral momentum equation for steady laminar flow as shown in Eq. 
(H.l) 
'tw 2 = de + (2 + H)~dUoo 
pUoo dx Uoo dx 
(H.l) 
where Cf is the skin friction coefficient, e is the momentum thickness, U 00 is the velocity outside 
the boundary layer, and H, the shape factor, is the ratio of the displacement thickness to the 
momentum thickness. Multiplying both sides of Eq. (H.l) by uooelv yields the following 
expression: 
'twe = uooe de + dUoo ~2 (2 + H) 
JlUoo v dx dx v 
(H.2) 
The left-hand side of Eq. (H.2) along with H are dimensionless boundary layer functions which, 
by assumption, can be correlated by a single parameter. Thwaites chose this parameter to be 'A.. 
Eq. (H.2) can be re-written in a simplified form as shown in Eq. (H.4) 
2 






S(A) = 'twa 
!lUoo 
Thwaites[108] considered all analytical and experimental data for laminar boundary layer flows 
and plotted F(A) as a function of A as shown in Fig H.I. Remarkably, the data collapsed to a 
simple line, and Thwaites suggested the following linear equation as a best-fit to the data as 
shown in Fig. H.}[I09]. 
F(A) = 0.45 - 0.6A (H.5) 
With the linear form for F(A), Eq. (HA) has a closed form solution. The general solution 
for Eq.(HA) with F of the form a - b)" is 
(H.6) 
where Xo is the stagnation point and the constant of integration, C, must vanish to avoid an 
infinite momentum thickness when U 00 = O. Substituting the values for a and b and rewriting 
yields the following: 
(H.7) 
Given the variation of the freestream velocity with x and fluid properties, one can easily integrate 
Eq. (H.7) to recover the momentum thickness. Then using the definition of A shown in Eq. (H.3) 
other values like displacement thickness and wall shear stress can be computed. The 
displacement thickness was of interest in this research because it was used to approximate the 
local boundary layer thickness. To compute 0*, a functional relation for SeA) is required. Curve 
fits to data provide the following relation for S(A)[110]. 
S(A) = 0.22 + 1.57A -1.8A2, O~A~O.l (H.8) 
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S(A) = 0.22 + l.402A + 0.0]8A , 
0.]07 + A 
H.2 Solution Method 
-0.]":;' A":;' 0 (H.9) 
The integration was accomplished using a trapezoidal rule, and computer code was 
presented in Cebeci and Bradshaw[1IQ1. The code was written in FORTRAN, and it ran in less 
than 1 second on a IBM RS/6000Workstation. An input file created by the user contained the 
following information: freestream velocity at a user-specified number of streamwise locations, 
kinematic viscosity, and reference velocities and lengths. With these inputs, the code computed 
the displacement thicknesses at the prescribed streamwise locations. The program would iterate 
until the displacement thicknesses computed corresponded to the user-specified freestream 
velocity profile. This process usually took approximately 5 iterations until the velocity profiles 
differed by less than 1 % for each stream wise location. Once the displacement thicknesses had 
been calculated, the viscous boundary layer thickness was estimated using the results of the exact 
solution to the flat plate boundary layer equations. According to this solution, the boundary layer 
thickness is 2.90 times thicker than the displacement thickness. 
H.3 Computer Code 
The following is a listing of the computer code TWHAITE[ 1101 used to calculate local 
boundary layer thicknesses in the developing channel flows. 
PROGRAM THWAITE 
DIMENSION S(60),X(60),R(60),UE(60) 
OPEN (UNIT=7, FILE=nTHWIN") 
REWIND(7) 
OPEN (UNIT=8, FILE="THWOUT n) 
REWIND (8) 
C **********************************~**************************** 
C * PROGRAM FOR PREDICTING LAMINAR BOUNDARY LAYER DEVELOPMENT ON 
C * TWO-DIMENSIONAL AND AXISYMMETRIC BODIES BY THWAITES' METHOD. 
C * INTEGRATION IS PERFORMED ALONG THE BODY'S SURFACE BY MEANS 
C * OF THE TRAPEZOIDAL RULE. 































* NXT - TOTAL NUMBER OF X-STATIONS (NOT TO EXCEED 60) 
* KDIS - INDEX FOR SURFACE DISTANCEi 1 WHEN SURFACE DISTANCE 
* IS INPUT, 0 WHEN SURFACE DISTANCE IS CALCULATED. 
* KASE - FLOW INDEXi 0 FOR 2-D FLOW, 1 FOR 2-D FLOW THAT 
* STARTS AS STAGNATION POINT FLOW, 2 FOR AXISYMMERTIC 
* FLOW. 
* UREF - REFERENCE VELOCITY (FT/SEC OR M/SEC) 
* BIGL - REFERENCE LENGTH (FEET OR METERS) 
* CNU - KINEMATIC VISCOSITY (SQ. FT. PER SEC. OR SQ. METERS 
* PER SEC.) 
* X - DIMENSIONLESS CHORDWISE OR AXIAL DISTANCE 
* ( X STATION LOCATION DIVIDED BY BIGL ) 
* IF KDIS=l, THEN X IS THE SURFACE DISTANCE 
* UE - DIMENSIONLESS VELOCITY (VELOCITY AT EACH X STATION 
* DIVIDED BY UREF) 
* R - DIMENSIONLESS 2-D BODY ORDINATE OR BODY OF REVOLUTION 
* RADIUS (REVOLUTION RADIUS AT X STATION DIVIDED BY BIGL) 
* -------------------OUTPUT VARIABLES -------------------------
* THE OUTPUT OF THE PROGRAM CONSISTS OF : 
* S - DIMENSIONLESS SURFACE DISTANCE 
* RS - REYNOLD NUMBER BASED ON S*L 
* DELS - DISPLACEMENT THICKNESS (FT OR M) 
* THETA - MOMENTUM THICKNESS (FT OR M) 
* H - DELS DIVIDED BY THETA 
* CF - SKIN FRICTION COEFFICIENT 
* RTHETA - REYNOLDS NUMBER BASED ON THETA 






IF(KD1S.EQ.l) GO TO 100 
READ(7,8100) (X(I),UE(I),R(I),I=l,NXT) 
WRITE(8,7950) (I,X(I),UE(I),R(I),I=l,NXT) 
C ** CALCULATION OF SURFACE DISTANCE 
S(l)=O.O 
DO 50 I=2,NXT 
50 S(I)=S(I-l)+SQRT((X(I)-X(I-l))**2+(R(I)-R(I-l))**2) 
GO TO 400 
1 0 0 READ (7, 8100) (S (I) , UE (I) , R (I) , I=l, NXT) 
WRITE (8,7950) (I, S (I) , UE (I) , R(I) , I=l,NXT) 











IF(I.EQ.l) GO TO 480 
IF(I.EQ.2.AND.KASE.GE.l) GO TO 480 
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GO TO 49S 









C ** CALCULATION OF RELATED PARAMETERS 
IF{CLMBDA.LT.O.O) GO TO 496 
H=2.61-3.7S*CLMBDA+S.24*CLMBDA**2 
CL=0.22+1.S7*CLMBDA-l.8*CLMBDA**2 






IF{CLMBDA.LE.-0.090) GO TO SOl 
Fl=F2 
SOO CONTINUE 




C ** OUTPUT 





9000 FORMAT{lHO,SHNXT =,I3,14X,SHKASE=,I3, 
X 14X,SHKD1S=,I3/1HO,SHUREF=,E14.6,3X, 
X SHBIGL=,E14.6,3X,SHCNU =,E14.6/2X,lHI,3X,8HX {OR S),6X, 




9400 FORMAT(/10X,60HLAMDA IS LESS THAN -0.090, PRESUMABLY SEPERATION HA 
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Figure H.t Plot of FeA.) as a function of A for a variety of different boundary 
layer flowsJ109] 
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