We consider a system of an evolutionary variational inequality of two obstacles type, depending on the temperature, coupled with the heat equation. We prove existence of solution of this system and we present examples that motivated this work. In particular, with additional assumptions on the data, we prove that solutions of this problem are also solutions of a similar problem where the convex set is of gradient constraint type (that depends on the temperature), improving a previous result.
Introduction
In certain situations, there exists a close relation between a variational inequality with gradient constraint and the same variational inequality with two obstacles. The following well-known variational formulation of the elastic-plastic torsion problem: to find u ∈ K ∇ = v ∈ H 1 0 (Ω) : |∇v| ≤ 1 such that, for β a positive constant,
is known to be equivalent to the same variational inequality with the convex set K ∇ replaced by
where d denotes the euclidean distance. For details about the above results see [2, 3, 4] , among others.
These remarks can easily be extended to the evolutionary case (for which the existence of solution is not so obvious). The solution u, belonging to a suitable space, such that u(t) ∈ K ∇ , u(0) = u 0 ∈ K ∇ and Ω ∂ t u(t)(v − u(t)) + Ω ∇u(t) · ∇(v − u(t)) ≥ β(t)
is also the solution of the same variational inequality with convex set K. Here, ∂ t denotes the partial derivative with respect to the variable t and ∇ = (∂ x1 , . . . , ∂ x d ) is the spatial gradient.
There exists a commitment between the two approaches. It is easier to prove existence of solution of the two obstacles problem but, on the other hand, the solution of the problem with gradient constraint is immediately more regular, more precisely, it belongs to L ∞ 0, T ; W 1,∞ (Ω) . So, it may be relevant to prove that the same function solves the two problems in more general situations.
Several physical problems are modelled using variational formulations with constraints on the first derivatives of the solutions. Examples can be found, for instance, in the papers [12, 11, 7, 13 ].
An interesting model consists of a system of an electromagnetic variational inequality, where the curl of the magnetic field is constrained by a function of the temperature, which is solution of the heat equation with source term depending on the magnetic field. Considering Ω a bounded open subset of R 3 and denoting by Q the cylinder Ω × (0, T ) and by Σ the lateral surface ∂Ω × (0, T ), the authors solved, in [1] , a simplified version of this model, by considering a longitudinal geometry, more precisely, assuming that the magnetic field h = (0, 0, u). So, ∇ × h = (∂ x2 u, −∂ x1 u, 0), and we arrive at the following coupled problem with gradient constraint (for details see [1] ): to find (u, θ) belonging to a convenient space such that
where f : Q → R, g : R → R and F : R → R + are given functions and
A natural way to solve evolutionary variational inequalities consists of approximating them by a family of penalized equations. As far as the authors know, the only type of explicit regular penalization of a variational inequality with gradient constraint is performed by a family of quasilinear parabolic equations. As a consequence of this penalization and of the coupling, the a priori estimate of the time derivative of the solution of the variational inequality is obtained only in L ∞ (0, T ; W 1 ∞,0 (Ω)) and the existence result for the coupled problem treated in [1] does not correspond to a strong variational formulation. We remark that the variational inequality is, in fact, quasi-variational, as the convex set depends on θ, solution of the heat equation, which depends on u. To treat this kind of problems, there exist other possible approaches, for instance semigroup theory, as in the one-dimensional quasi-variational evolutionary problem in [5] or time dependent subdifferential theory, as in [6] .
At least for special classes of data, we are able to prove that a solution of a two obstacles coupled problem also solves the gradient constraint coupled problem, improving the "regularity" result obtained in [1] for the time derivative of this solution and obtaining existence for the strong variational formulation.
Although the main motivation for this paper is the one indicated above, it is worthwhile to prove existence of solution of the following more general two obstacles coupled system: given functions f : Q → R and g : R → R, operators A, B with domain conveniently defined and the convex set
to find (u, θ) in a convenient space, solving the system (4)- (2) , where
In Section 2 we present two examples of special choices for the operators A and B, a theorem of existence and regularity of the solutions of problem (4)- (2) and a theorem of existence of regular solutions of problem (1)- (2), with additional assumptions on the data. The proof of this last theorem will use the results obtained for the two obstacles system. Section 3 is concerned with the proof of existence of solution of a coupled penalized problem that approximates the two obstacles coupled problem, based on obtaining a priori estimates and applying Schauder fixed point theorem. We also prove the first theorem of Section 2, more precisely, existence of solution of problem (4)- (2), as well as the existence of solution for the operators A and B chosen in the first example.
In Section 4 we prove existence of solution for the problem with operators A and B given by the second example. Besides, we prove that the solutions of this last problem solve the gradient constraint problem In this paper we use, for instance, the notation W 2,1 
Main results
Let I be an interval of R and consider two operators A, B : C(Q; I) → C(Q; R) and, for a given function
This definition has also a sense if θ : Ω → I, as long as we consider θ as a function from Q into I, constant in the variable t.
We start by presenting two examples of possible choices for the operators A and B. The second example will enable us to relate the solutions of the double obstacle system with the system with gradient constraint.
Example 2.1. Fix an interval I of R and let ϕ, ψ ∈ C(I; R) be such that ϕ < ψ and ϕ(0) ≤ 0 ≤ ψ(0).
Define, for θ ∈ C(Q; I),
We start by fixing some assumptions on the data. Let f : Q → R, g : R → R, u 0 , θ 0 : Ω → R and assume that, for given p, q > d,
Theorem 2.3. Assume (5)- (7) and the existence of nonnegative constants a 0 and a 1 such that
q (Q) and,
being c a positive constant.
Corollary 2.4. Assume (5) and (6). For an interval I depending only on the given data, let A, B be defined as in Example 2.1. Assume, in addition, that
We say that a function g : R → R is hölderian with exponent β, 0 < β ≤ 1 if there exists a positive constant M such that |g(x) − g(y)| ≤ M |x − y| β , for all x, y ∈ R. We will denote this class of functions by
β (R) then it satisfies the growth condition
but the reverse is not true.
Assume (6) and, for p > d,
αβ,αβ/2 (Q). Assume in addition that: (i) f does not depend on x; (ii) F 2 is convex; (iii) F is decreasing and g nonnegative or F is increasing and g nonpositive; (iv)
Remark 2.6. In this last theorem, the stronger assumptions on g and θ 0 are needed to study the regularity of the particular type of obstacles we are considering (see Proposition 4.2).
Existence of solution of the coupled two obstacles system
The proof of existence of solution of problem (4)-(2) will be done approximating this system by a family of coupled systems of evolutionary equations. Existence of solution for the decoupled equations is known. The application of a fixed point theorem, after proving the continuous dependence on the data, together with obtaining a priori estimates for the approximating solutions, will allow us to find a solution of our problem as a limit of solutions of the approximating problems. The growth condition (8) on g, in Theorem 2.3, will only be needed to pass to the limit.
The penalized problem
In this section ε is a small positive number and m a large positive number that will be chosen in the proof of Proposition 3.7. Let η ε : R → R be a smooth nondecreasing function such that η ε (s) = 0 for s ≥ 0 and η ε (s) = −1 for s ≤ −ε and consider the penalized and regularized problem
where f ε , g ε , u ε 0 and θ ε 0 are C ∞ regularizations by convolution of f , g, u 0 and θ 0 , respectively. Let γ be any number of the interval (0, 1).
has a unique solution u ε ∈ C 2,1 γ,γ/2 (Q). Moreover, there exist C 1 and C 2 , positive constants, independent of ε and θ, such that
and
Remark 3.2. We observe that the estimate (13) depends on ε and the estimate (14) does not, as the sequences {f ε } ε and {u
Proof. The operator R defined by
is monotone. In fact
as η ε is nondecreasing.
By a well known result (see [9] ), problem (12 -θ) has a unique solution Under the assumptions (6) and (7), the function T :
Proof. To prove the continuity of T we only need to prove that, if (θ n ) n∈N is a sequence convergent in
and denote χ
and, if Q t = Ω × (0, t), for t ∈ (0, T ), we have
Note that we have the following equality
where the first and second parcels are nonpositive, as η ε is nondecreasing. So, denoting the third parcel by
But (Υ ε n ) n∈N converges to 0 in L 1 (Q), when n → ∞, by the dominated convergence theorem, as by (7) A, B
are continuous and as η ε is continuous and bounded for ε fixed. By (16), (u
On the other hand, from (16) we deduce that this sequence is bounded in W 
has a unique solution θ ε that belongs to C 2,1 γ,γ/2 (Q). Moreover, there exists a positive constant C, independent of ε and u, such that
Proof. As g ε • u ∈ C Proof. Let (u n ) n∈N be a sequence convergent to a function u in C 1,0 γ,γ/2 (Q) . Let θ ε n = S(u n ) and θ ε = S(u).
We have
and then, as in the previous proposition,
(Q) −→ n 0, the continuity of S is obvious. By inequality (19), S transform bounded sets into bounded sets. γ,γ/2 (Q) is continuous and bounded. As i is compact, Φ is also compact. So, by Schauder fixed point theorem, there exists a fixed point θ ε of Φ.
is a solution of the system in the desired conditions.
Existence of solution
We are now in a condition to prove the existence of solution of problem (4)- (2).
We start by proving a result that will allow us to show that the solutions of the approximating problems converge, when ε tends to zero, to a pair (u, θ) satisfying u(t) ∈ K Bθ(t) Aθ(t) for a.e. t ∈ (0, T ).
Proposition 3.7. Under the assumptions (5)- (9), for a sufficiently large choice of m, independent of ε ∈ (0, 1),
Proof. Multiply the first equation of problem (11) by (u ε − Bθ ε − ε) + and integrate over Q t , obtaining
which implies that
By assumption (9) we have
. So, using (14), we have
being c 0 and c 1 positive constants independent of ε. But, using (8) we have
for m large enough. So ∂ t Bθ ε − ∆Bθ ε + m ≥ 0 and going back to inequality (22), we conclude that
from where we obtain (20). Reasoning similarly, we get the other inequality.
Proof. of Theorem 2.3 Let (u ε , θ ε ) be the solution of the penalized problem given by Theorem 3.6, for a choice of m suitable for Proposition 3.7. Recall that m does not depend on ε and
p (Q) and so, for a subsequence, we have, when ε → 0,
Due to the compact inclusion of W 2,1
Let us call N = u C(Q) . Then, using (24), there exists ε 0 > 0 such that, if 0 < ε ≤ ε 0 then u ε C(Q) ≤ N + 1. And so, as g ε → g uniformly in the compact subsets of R, then |g
in L r (Q), for any 1 < r < ∞. As, for any (x, t) ∈ Q, we have g ε (u ε (x, t)) → g(u(x, t)), when ε → 0, by the dominated convergence theorem we conclude that, letting ε → 0,
The function θ ε satisfies the inequality
being C a positive constant independent of ε. Using (25), we conclude that {θ ε } ε is bounded in W 2,1 q (Q) and, at least for a subsequence, we also have, when ε → 0,
Passing to the limit, when ε → 0 in the two last equations of problem (11), we get
In order to prove that (u, θ) satisfies (4)- (2), let t ∈ (0, T ) and v ∈ K
So, from (11) and integrating by parts we obtain,
and then
As u(0) = u 0 , the conclusion that u solves (4) follows if we prove that u(t) ∈ K Bθ(t) Aθ(t) . Letting ε → 0 in inequalities (20) and (21) and using the fact that the operators A and B are continuous, we conclude that
Proof. of Corollary 2.4 We start by defining an interval I, depending only on the given data, such that the domain of A and B is C(Q; I) and the solution θ of problem (2) has range contained in I. We remark that the functions ϕ and ψ of example 2.1 cannot have domain R because ϕ, ψ are bounded, ϕ < ψ, ϕ is convex and ψ is concave.
Let (u ε , θ ε ) be the solution of the penalized problem (11) . By (14) ,
). By (26) and the previous estimate,
Notice that
). The interval I can be chosen as any interval that contains [−M, M ]. Now, we only need to show that the operators A and B satisfy A < B, A0 ≤ 0 ≤ B0, satisfy (9) and are continuous.
As ϕ < ψ then Aθ = ϕ(θ) < ψ(θ) = Bθ, for any θ ∈ C(Q; I). And A0 = ϕ(0) ≤ 0 ≤ ψ(0) = B0.
Easy calculations show that
as, by assumption, |ϕ | is bounded and ϕ ≥ 0. Given θ 1 , θ 2 ∈ C(Q; I) and (x, t) ∈ Q, we have
and so
proving that A is continuous. The corresponding proofs for B are similar.
The conclusion of the corollary follows from Theorem 2.3.
The gradient constraint system
This section is dedicated to the proof of Theorem 2.5. We will also use the approximating problem (11) defined in Section 3. We will choose m satisfying (36).
We need to present some results concerning the special type of obstacles we are considering.
We start by recalling the definition of the operators A and B of Example 2.2:
where
is defined in (3) . In this section we are assuming that F ∈ C 2 (R) and satisfies 0 < F * ≤ F ≤
It is known (see [10, Theorem 5.1] ) that
where L t is the metric defined in Ω by
In the special case F ≡ 1, the distance defined above is called the geodesic distance. We will denote it by d.
where δ(Ω) denotes the diameter of Ω for the geodesic distance d.
Proof. Let
As, by assumption, the function F satisfies
Applying infimum, when ξ ∈ A x,z to the inequalities above, we get
If there exists a smooth path ξ :
This means that these paths are irrelevant to the computation of L t (x, z).
the functions Aθ and Bθ defined in (27) satisfy
Proof. The proof of this proposition can be found in [14, Proposition 3.2] , for a given gradient constraint
The only property that requires a detailed proof here is that ∂ t (Aθ) and ∂ t (Bθ) belong to L ∞ (Q). The proof will be done only for Bθ.
For (x, t) ∈ Q and h > 0, consider, using Lemma 4.1, z ∈ ∂Ω, a smooth path ξ :
On the other hand, by the definition of infimum,
By [10, Theorem 5.1], we know that, for a.e. t ∈ (0, T ), Bθ(t) ∈ W 
And, using again [10, Theorem 5.1], we also have that ∀δ > 0 ∃ C δ > 0 for a.e. t ∈ (0, T ) :
So, fixing δ = δ 0 in (34), (31) follows for Bθ from (33) and (34).
Proof. of Theorem 2.5 We start by noticing that, with similar arguments as in the proof of Proposition 4.2, it is easy to verify that the operators A and B are Lipschitz. Besides, using (28) and (29), it is obvious that A < B and A0 < 0 < B0.
By Theorem 3.6, problem (11) has a solution (u ε , θ ε ) ∈ C The function θ ε satisfies the inequality (19) with g ε substituted by g, as g ∈ C 0 β (R) and γ = αβ. Recalling (10), we get 
being d 1 and d 2 positive constants independent of ε and m.
Define ϕ = Bθ ε + ε and ϕ = Aθ ε − ε.
Observe that, using (19) and (35), we have Applying (31) and (32) and the previous inequality, we get
as long as we choose
So ϕ is a supersolution of the first equation of problem (11), as ϕ = ε > 0 on ∂Ω × (0, T ) and we also have ϕ(0) ≥ u ε (0) (recall the definition of Bθ given in (27)). As the operator R, defined in (15), is monotone, we immediately have u ε ≤ Bθ ε + ε.
