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 Abstract 
 
THE FOURIER VIRTUAL FIELDS METHOD FOR THE IDENTIFICATION OF 
MATERIAL PROPERTY DISTRIBUTIONS 
– TRUONG THO NGUYEN – 
April, 2013 
 
The requirement of a fast and accurate modulus identification technique has arisen in many 
fields of research, such as solid mechanics, structural health monitoring, medical diagnosis, 
etc. An inverse technique based on an appropriate interpretation of the principle of virtual 
work, namely the virtual fields method, has been proposed in the literature, which is able to 
return elastic modulus values after a single matrix inversion. An extension of the virtual 
fields method to the spatial frequency domain in order to determine modulus distributions 
of materials based on a sine/cosine parameterisation of the unknown modulus is developed 
in this thesis, and will be called the Fourier-series-based Virtual Fields Method (F-VFM). 
The technique accepts in-plane (two-dimensional) or volumetric (three-dimensional) 
deformation measurement data as its input. An efficient numerical algorithm of the F-VFM 
based on the fast Fourier transform is presented, which can return thousands of unknown 
Fourier coefficients within a minute thus reducing the computation time by several orders 
of magnitude compared to a direct implementation of the F-VFM for typical dataset sizes. 
The F-VFM technique is also adapted to cope with a common situation in experimental 
mechanics where the knowledge of the boundary conditions is limited. The three versions 
of the F-VFM in this situation are respectively the ‘experimental traction’, ‘windowed 
traction’ and ‘Fourier-series traction’ approaches. The technique is then validated with 
numerical data from different stiffness patterns. The performance is compared to that of an 
iterative updating technique based on a genetic algorithm for one of these patterns, and 
computational effort is demonstrated to be at least five orders of magnitude less for the 
new F-VFM than for this updating method. The sensitivity of the performance of the F-
VFM to noise is also investigated. Finally, the technique is applied to experimental data in 
both 2-D and 3-D cases with promising results. 
 
 KEYWORDS: Inverse problems, stiffness distribution identification, virtual fields method, 
Fourier series, fast algorithm, Fourier transform, genetic algorithm. 
 
  
 
 Acknowledgments 
 
 
I would like to take this opportunity to express my deepest gratitude to my supervisor, 
Professor Jonathan M. Huntley, for his guidance and understanding during the research. 
His constructive ideas and encouraging comments at different stages of the research are 
indispensable and therefore appreciated. Not only he shared his knowledge about this 
work, but also taught me how to carry out an independent research, how to detect and 
rectify a problem that happened unexpectedly, and many more. It has been a privilege to 
work with him, the best supervisor I have ever had. 
I would also like to thank my other supervisors, Professor Ian A. Ashcroft and Dr. Pablo D. 
Ruiz for their enthusiastic academic support and interest in the work. Many thanks also 
goes to Professor Fabrice Pierron from University of Southampton for his fruitful 
comments about the work and for his supply of some experimental data. 
The sponsorship of my PhD scholarship from Loughborough University is gratefully 
acknowledged. 
I wish to acknowledge my colleagues from the Department of Materials for the supply of 
testing materials, especially Mr Aziz for his help in sample preparations. Special thanks 
also goes to my friends and co-workers in the office: George, Maryam, Zahid, Aamir, etc.; 
friends in Loughborough; and friends from the Vietnamese Student Society in 
Loughborough: Thao, Chi, Lank for sharing their living room with me.  
Finally, I would like to reserve my warmest thanks for my family for their continuous 
patience, understanding, support and love during such a long time. 
 
 Table of contents 
 
Abstract .......................................................................................................................... iv 
Acknowledgments........................................................................................................... vi 
Table of contents ........................................................................................................... vii 
Abbreviations ................................................................................................................. xi 
Section I  Introduction and Literature review 
Chapter 1  Introduction .................................................................................................. 2 
1.1  Background ..................................................................................................... 2 
1.2  Original contributions of the thesis .................................................................. 3 
1.3  Organisation of the thesis ................................................................................ 4 
Chapter 2  Inverse problems and solutions .................................................................... 6 
2.1  Introduction to inverse problems ..................................................................... 6 
2.1.1  Linear inverse problems and solutions ............................................. 10 
2.1.2  Nonlinear inverse problems and solutions ........................................ 13 
2.2  Inverse problems in practice .......................................................................... 14 
2.2.1  Inverse problems in experimental mechanics ................................... 14 
2.2.2  Discretisation of inverse problems ................................................... 15 
2.2.3  Resolution strategies of inverse problems ........................................ 17 
2.3  Full-field measurements with inverse problems ............................................. 22 
2.3.1  Constitutive equation gap method and finite element model 
updating technique .......................................................................... 24 
2.3.2  Virtual fields method and equilibrium gap method........................... 25 
2.3.3  Reciprocity gap method ................................................................... 25 
2.3.4  Comparison of the methods ............................................................. 26 
2.4  The Virtual Fields Method ............................................................................ 26 
2.5  Summary ....................................................................................................... 30 
2.6  Tables ........................................................................................................... 31 
2.7  Figures .......................................................................................................... 36 
viii 
Section II  Overview of the Fourier-series-based Virtual Fields Method 
Chapter 3  The Fourier-series-based Virtual Fields Method in 2-D (Part I) .............. 38 
3.1  Introduction................................................................................................... 38 
3.2  One-dimensional formulation of the F-VFM for case of constant 
modulus ........................................................................................................ 40 
3.3  Principle of 2-D F-VFM for elastic isotropic deformation ............................. 43 
3.3.1  Parameterisation of a stiffness distribution (plane stress) ................. 43 
3.3.2  Parameterisation of a stiffness distribution (plane strain) ................. 49 
3.4  Selection of virtual displacement and strain fields ......................................... 50 
3.5  Fast algorithm of the 2-D F-VFM .................................................................. 54 
3.6  Summary ....................................................................................................... 57 
3.7  Tables ........................................................................................................... 58 
3.8  Figures .......................................................................................................... 59 
Chapter 4  The Fourier-series-based Virtual Fields Method in 2-D (Part II) ............. 61 
4.1  Introduction................................................................................................... 61 
4.2  Adaptations of the 2-D F-VFM for unspecified boundary problems ............... 63 
4.2.1  The ‘experimental traction’ approach............................................... 64 
4.2.2  The ‘windowed traction’ approach................................................... 69 
4.2.3  The ‘Fourier-series traction’ approach ............................................. 72 
4.3  Summary ....................................................................................................... 77 
4.4  Figures .......................................................................................................... 78 
Chapter 5  The Fourier-series-based Virtual Fields Method in 3-D ........................... 80 
5.1  Introduction................................................................................................... 80 
5.2  Fast algorithm with specified boundary conditions ........................................ 82 
5.2.1  Principle of 3-D F-VFM for elastic isotropic deformation ................ 82 
5.2.2  Selection of virtual displacement and strain fields ............................ 86 
5.2.3  Fast algorithm of the 3-D F-VFM .................................................... 88 
5.3  Estimation of 3-D boundary conditions with the F-VFM ............................... 90 
5.3.1  The ‘experimental traction’ approach............................................... 90 
5.3.2  The ‘windowed traction’ approach................................................... 93 
5.3.3  The ‘Fourier-series traction’ approach ............................................. 95 
5.4  Summary ....................................................................................................... 99 
5.5  Tables ......................................................................................................... 101 
5.6  Figures ........................................................................................................ 103 
 
ix 
Section III  Validations of the Fourier-series-based Virtual Fields Method 
Chapter 6  Identification of 2-D spatially- varying stiffness distributions ................ 105 
6.1  Introduction................................................................................................. 105 
6.2  Identification of 2-D stiffness distributions – Part I: Simulation 
(known tractions) ........................................................................................ 106 
6.2.1  Identification of a discontinuous stiffness pattern........................... 107 
6.2.2  Identification of an ‘egg-box’ stiffness pattern ............................... 109 
6.2.3  Sensitivity analyses of the F-VFM ................................................. 110 
6.2.4  Comparison of the F-VFM to FEMU ............................................. 112 
6.3  Identification of 2-D stiffness distributions – Part II: Simulation 
(traction recovery) ....................................................................................... 116 
6.3.1  Plate of ‘egg-box’ stiffness pattern under non-uniform biaxial 
loads .............................................................................................. 117 
6.3.2  Identification of ‘egg-box’ stiffness and traction profiles by 
‘experimental traction’ approach ................................................... 118 
6.3.3  Identification of ‘egg-box’ stiffness and traction profiles by 
‘windowed traction’ approach........................................................ 118 
6.3.4  Identification of ‘egg-box’ stiffness and traction profiles by 
‘Fourier-series traction’ approach .................................................. 120 
6.3.5  Sensitivity analyses of the F-VFM-adapted approaches ................. 120 
6.4  Identification of 2-D stiffness distributions – Part III: Experiment ............... 122 
6.4.1  Specimen preparation .................................................................... 122 
6.4.2  Experimental setup ........................................................................ 123 
6.4.3  Pre-processing – from images to deformation fields ....................... 124 
6.4.4  Processing – identification of stiffness distribution with the 
F-VFM .......................................................................................... 125 
6.4.5  Post-processing – presentation and interpretation of results ........... 126 
6.4.6  Discussion ..................................................................................... 126 
6.5  Importance of negative frequency terms in the Fourier series 
expansion of stiffness .................................................................................. 127 
6.6  Summary ..................................................................................................... 128 
6.7  Tables ......................................................................................................... 130 
6.8  Figures ........................................................................................................ 132 
Chapter 7  Identification of 3-D spatially-varying stiffness distributions ................. 160 
7.1  Introduction................................................................................................. 160 
7.2  Identification of 3-D stiffness distributions – Part I: Simulation 
(known tractions) ........................................................................................ 161 
7.2.1  Identification of a 3-D ‘egg-box’ stiffness pattern .......................... 162 
 
x 
7.2.2  Sensitivity of the 3-D F-VFM to noise ........................................... 164 
7.3  Identification of 3-D stiffness distributions – Part II: Simulation 
(traction recovery) ....................................................................................... 165 
7.3.1  Identification of 3-D ‘egg-box’ stiffness and traction profiles 
by the ‘experimental traction’ approach ......................................... 165 
7.3.2  Identification of 3-D ‘egg-box’ stiffness and traction profiles 
by the ‘windowed traction’ approach ............................................. 166 
7.3.3  Identification of 3-D ‘egg-box’ stiffness and traction profiles 
by the ‘Fourier-series traction’ approach ........................................ 167 
7.3.4  Sensitivity of the F-VFM-adapted approaches to noise .................. 168 
7.4  Identification of 3-D stiffness distributions – Part III: Experiment ............... 169 
7.4.1  Experimental specimen and displacement measurement 
technique ....................................................................................... 169 
7.4.2  The 3-D F-VFM in case of nearly incompressible materials ........... 170 
7.4.3  Identification of experimental shear modulus distribution .............. 171 
7.5  Summary ..................................................................................................... 174 
7.6  Tables ......................................................................................................... 175 
7.7  Figures ........................................................................................................ 176 
Section IV  Conclusions 
Chapter 8  Conclusions and Future work .................................................................. 191 
8.1  Conclusions................................................................................................. 191 
8.2  Future work ................................................................................................. 193 
References .................................................................................................................... 195 
Appendix  List of Publications .................................................................................... 209 
 
 Abbreviations
 
 
1-/2-/3-D One-/two-/three-dimensions 
BEM  Boundary element method 
CEGM Constitutive equation gap method 
DIC Digital image correlation 
EGM Equilibrium gap method 
ESPI Electronic speckle pattern interferometry 
FEM Finite element method 
FEMU Finite element model updating 
F-VFM Fourier-series-based virtual fields method 
GA Genetic algorithm 
KA Kinematically admissible 
MRI Magnetic resonance imaging 
PVW Principle of virtual work 
RGM Reciprocity gap method 
SVD Singular value decomposition 
VFM Virtual fields method 
DOF degree of freedom 
FEA Finite element analysis 
ROI Region of interest 
 Section I 
 
Introduction and Literature review 
  
 
 Chapter 1 
 
Introduction
 
 
1.1  Background 
The requirement for a reliable and fast inverse technique to determine spatially-dependent 
property distributions of materials has arisen in many fields of research such as solid 
mechanics (regarding the determination of mechanical properties of solid materials), 
structural health monitoring (regarding the detection of damaged regions within working 
components) and medical diagnosis (regarding the identification of pathological tissues 
within human bodies). Conventional mechanical tests, which only work under the 
assumption that the materials are homogeneous, can only characterise a limited number of 
unknown property values whilst being labour-intensive and requiring significant financial 
resources. Finite-element-based inverse techniques, despite their ability to return a set of 
unknown property parameters by using discrete point-wise data measured from a single 
setup, require iterative, and therefore expensive, computations and are not guaranteed to 
converge on the correct solution. Other inverse techniques reviewed in section 2.3 need 
full-field data from non-contact metrology techniques to reconstruct unknown moduli. 
There has been much interest in developing such full-field non-contact measurement 
techniques that can provide deformation information over a large area on the object surface 
to reduce the laborious nature of point-wise measurement. Also these techniques are able 
to describe local phenomena such as stress concentration or damage through their full-field 
deformation data. Whilst digital image correlation technique, for example, may be used for 
surface measurement, other techniques such as magnetic resonance elastography or optical 
coherence tomography (OCT) can provide information of deformations under the surface. 
These full-field measurement techniques are thus becoming more and more indispensable 
in the research community. 
However, only a modest number of inverse techniques which use full-field measurement 
data to reconstruct modulus distributions of materials can be found in the literature. The 
virtual fields method is one of these inverse techniques, which can return the unknown 
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elastic modulus value after a single matrix inversion operation, with an appropriate 
selection of the virtual fields. The distribution of modulus can be recovered by assuming 
that it can be fitted by a polynomial of a pre-defined order. The technique has previously 
been successfully applied to reconstruct both two-dimensional modulus distributions of 
orthotropic materials and a three-dimensional shear modulus distribution of a biologically 
inspired material, without using any iterative updating scheme. In this thesis an alternative 
approach is investigated in which the parameterisation of the unknown modulus 
distribution is carried out in the spatial frequency rather than the spatial domain, as was 
done in the two previously mentioned studies. This so-called Fourier Virtual Fields 
Method has some interesting properties, including robust performance in the presence of 
noise, and the ability to implement a fast algorithm based on the fast Fourier transform. 
 
 
1.2  Original contributions of the thesis 
The work presented in this thesis is original, which covers the following fundamental 
issues: 
(i) Investigation of inverse techniques available in the literature which are able to 
reconstruct the modulus distributions of materials whilst exploiting the deformation 
information provided by the full-field measurement techniques. The investigation identifies 
that the virtual fields method has advantages over many other inverse methods as it is able 
to use measurement data from experimental setups with incomplete boundary conditions; 
and can return modulus values after a single inversion (at least in the case of linear 
elasticity) rather than an iterative procedure as required by many other finite-element-
based techniques. 
(ii) Development of a Fourier-series-based method – an extension of the virtual fields 
method – that is able to reconstruct spatially-varying modulus distributions based on a 
different choice of the virtual fields and on a parameterisation of the modulus field, both of 
which are in the spatial frequency domain rather than the spatial domain as used in the 
classical virtual fields method. 
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(iii) Adaptation of the proposed method to the challenging situation of limited knowledge 
of the boundary conditions, which is common in experimental contexts. Three adapted 
versions of the proposed method have been investigated and can return information on the 
boundary conditions together with that of the modulus distributions. 
(iv) Implementation of a fast algorithm of the proposed method by the use of fast Fourier 
transforms, which is able to tackle high degree-of-freedom problems of several thousands 
of unknown variables in a short time (a few seconds to a few minutes on a typical desktop 
computer), particularly in three-dimensions. Application (numerical and experimental) of 
the algorithm to a number of complex modulus distribution patterns. 
(v) Sensitivity analysis of the method to different noise levels and to different numbers of 
unknown Fourier series coefficients, etc. Comparison between the proposed method and an 
iterative model-updating method in terms of computational performance. 
The contributions of the thesis are (so far) the subject of one journal paper currently 
undergoing peer review and two international conference papers. A complete list of 
publications by the author can be found in the Appendix. 
 
 
1.3  Organisation of the thesis 
Chapter 2 provides an overview of general inverse problems, before concentrating on 
popular inverse techniques available in the literature which can determine the properties of 
materials, with more attention dedicated to the theory of the virtual fields method and its 
applications. Whilst several techniques use point-wise data measured at discrete positions 
of the testing specimen as input, others use full-field data for the characterisation. 
Chapter 3 presents the concept of the Fourier-series-based virtual fields method (F-VFM) 
firstly for a simple 1-D case, then describes in detail the mathematical implementation of 
the new method in two dimensions. The development of a numerically efficient algorithm 
of the F-VFM which exploits the fast Fourier transform is also described. In this chapter, 
the tractions are assumed to be specified on the boundary.  
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Chapter 4 addresses the challenging situation of unknown boundary conditions, which is 
common in experimental situations. The F-VFM developed in chapter 3 must therefore be 
adapted for this situation, and all three versions of the F-VFM, respectively called the 
‘experimental traction’, the ‘windowed traction’ and the ‘Fourier-series traction’ 
approaches have been investigated. The theory behind these approaches in two dimensions 
is described in detail in this chapter. 
Chapter 5 considers the extension of the theory of the F-VFM presented in chapters 3 and 4 
into three dimensions. Both known and unknown boundary conditions are considered. The 
fast algorithm of the F-VFM in 3-D is similar to that presented in chapter 3 and now 
becomes even more important as the number of variables increases dramatically in 3-D. 
Chapter 6 shows proof-of-principle results of the F-VFM in the identification of spatially-
dependent modulus distributions from two different 2-D artificial distribution scenarios, 
either with or without the knowledge of the boundary conditions. Results of the F-VFM 
applied to experimental data are also presented. The ability of the F-VFM to deal with 
unknown boundary conditions is demonstrated through this experimental application. The 
sensitivity of the method to different factors is also investigated. 
Chapter 7 presents results of the 3-D F-VFM developed in chapter 5. The organisation is 
similar to that of chapter 6. 
Chapter 8 concludes the thesis and provides a number of suggestions for future work. 
 
 
  
 
  
Chapter 2 
 
Inverse problems and solutions
 
 
The chapter briefly reviews several aspects of inverse problems which are closely related 
to the work presented in this thesis. An introduction to inverse problems and their 
characteristics are embarked on in the first section, which is then followed by a section of 
general strategies to tackle these problems. In a narrower field of solid mechanics, a 
number of particular inverse techniques which have been used to extract material 
properties buried inside the full-field measurement data are reviewed. 
 
 
2.1  Introduction to inverse problems 
I start the story of inverse problems with a quotation from a detective mystery novel: 
“…Most people, if you describe a train of events to them, will tell you what the result 
would be. They can put those events together in their minds, and argue from them that 
something will come to pass. There are few people, however, who, if you told them a result, 
would be able to evolve from their own inner consciousness what the steps were which led 
up to that result. This power is what I mean when I talk of reasoning backwards…” 
(Sherlock Holmes to his friend Doctor Watson, in ‘A Study in Scarlet’ by Arthur Conan Doyle, 1887) 
This describes the mutual dependence of the two aspects of a single phenomenon or event, 
which, in one direction, is called the forward analysis, and in the other direction, its inverse 
analysis. The first part of the quotation, which indicates the way to seek results through a 
sensible evidence-based reasoning, explains the nature of a forward problem. An inverse 
problem, on the other hand, arises when one goes back through the stream of evidence to 
find the causes leading to the given consequences, as explained in the rest of the quotation.  
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The work of seeking solutions to an inverse problem is usually rather more difficult than to 
a forward problem, and is strongly dependent on the nature of the problem itself. This is 
due to the fact that inverse problems are often ill-posed. The epistemology of the ill-
posedness of inverse problems was first presented by Hadamard through his studies on 
well-posedness of partial differential equations [1]. According to his study, a problem is 
considered well-posed if 
(1) for each dataset, there exists a solution (existence condition); 
(2) the solution is unique (uniqueness condition); 
(3) the solution depends continuously on the data (stability condition). 
A problem that violates any of the preceding conditions is considered ill-posed. Many 
examples from the fields of algebra, calculus, differential equations, mathematical physics, 
computational mathematics, etc. have indicated that inverse problems are generally ill-
posed [2] as the conditions (2) and (3) are not guaranteed to be satisfied. Inverse problems 
in engineering, which deduce the model parameters from the measured data, are not an 
exception. Ill-posedness of inverse problems of this type might be caused by several 
factors. For example, (i) imperfection of the mathematical models/ algorithms being used 
can lead to the non-bijective mapping between the (measured) data space and the 
parameter space, meaning that a number of ensembles of parameters may be estimated 
from a single dataset (i.e., the uniqueness condition is not satisfied). In some cases, no 
ensemble may be deduced from any measured dataset (i.e., the existence condition is not 
satisfied, in which case the data is said to be inconsistent with the model). (ii) A small 
variation in the measured data due to the presence of noise can cause a considerable 
change in the predicted parameters (i.e., the stability condition is not satisfied in which 
case the problem is said to be ill-conditioned). 
Another challenge when solving an inverse problem comes from the fact that the measured 
data obtained via experiments may be limited in amount when compared with a relatively 
large number of parameter bundles all of which may be able to explain the measured data 
equally well. In order to solely investigate the errors of different factors which initiate 
different sources of uncertainties in the solution of a practical inverse problem, one could 
split the problem into smaller stages, i.e. the estimation and the appraisal stages [3] (see 
figure 2-1). 
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In the estimation stage, optimisation algorithms are used to minimise the cost function 
(sometimes known as the objective function) which shows how different the predictions of 
the parameters are compared to the given data. In some formulations, the likelihood 
function L(p) (where p is the parameter vector) must be maximised, which is equivalent to 
minimising –L(p). Small and medium parameter space problems often use gradient-based 
optimisation algorithms such as the line search methods (steepest decent method [4], 
conjugate gradient method [5], etc.) or the trust region methods (Newton’s method and its 
modifications [6], Levenberg-Marquardt method [6], etc.) to search for the optimal 
parameters. Since these algorithms employ function gradients to assist the numerical 
search, they are computationally efficient. The main drawback of these gradient-based 
methods is that they can only detect local optima of the cost function whereas answers to 
inverse problems must be the global minimum amongst all the locally-optimised 
candidates. Nonlinear problems, characterised by a larger parameter space, generally have 
several local optima, and thus may need stochastic and adaptive algorithms to look for the 
global optima. These stochastic algorithms are mainly based on the Monte Carlo theory 
(therefore sometimes called the Monte Carlo methods), and perform a multi-directional 
exploration in the parameter space. The only difference between the Monte Carlo and the 
gradient methods is that the former uses random sampling to detect a bundle of potential 
models which can fit the data, rather than searching for a single best fit as in the latter. 
Some Monte Carlo methods make use of the direct techniques from the gradient methods 
to guide the search towards convergence [7] even though the process is much slower than 
that of the gradient methods. Common Monte Carlo methods include simulated annealing 
[8], genetic algorithms [9] and neighbourhood algorithm [10].  
The objective of the appraisal stage is to select from an ensemble of parameters predicted 
in the estimation stage the model best fitting the given data. The best-fit model can be 
judged by taking into account the propagation of errors in the estimated parameter model 
[11] which is also known as the sensitivity of the estimated model to errors; or by looking 
for some particular features that all acceptable models might share [12]. ‘Errors’ is one 
source of uncertainties in inverse problems, which can briefly be divided into two 
categories: modelling errors (point (i) above) and data errors (point (ii) above). Data 
errors are inherent in the experimental environment and in the measurement technique, and 
they will propagate back into the prediction of the model parameters during the estimation 
stage. Fortunately the influence of this type of error can be reduced through a careful 
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calibration, or through analysis of their statistical characteristics (see, e.g. [7]) using the so-
called Bayes’ theorem (or Bayesian inference). Modelling errors, however, are not trivial 
to quantify, and therefore have been mostly overlooked in the literature [13]. This type of 
error might come from several issues such as misuse of mathematical models, or erroneous 
discrete formulation by inappropriate approximation of continuous equations (see, e.g. 
section 2.2.2), wrong definition of boundary conditions, etc. Modelling errors distort the 
parameter space in such a manner that the true model can be shifted away from the global 
optimum of the cost function, and this deviation could be unknown in practice [14]. 
Misleading results caused by poor performance of the chosen optimisation algorithm (e.g. 
convergence on a local minimum) and constraints can also be considered as another source 
of modelling errors, even in the absence of any other types of error. The error analysis in 
the appraisal stage is in fact part of the sensitivity analysis in which the uncertainties of the 
output model can be predicted according to different sources of uncertainties. Review 
paper [15] contains more than a hundred references describing sensitivity analysis in many 
research areas. 
Mathematical treatments for ill-posedness of inverse problems had not been seriously 
considered until Tikhonov and Arsenin published their book on the subject in 1977 [16]. 
The authors suggested that the introduction of sensible constraints on the solution (or 
regularisation) could turn an ill-posed inverse problems into a well-posed one in the sense 
that a solution would exist and that it is probably unique. However, over-constraining a 
problem could increase its prediction error, meaning that the position of the global 
optimum of the cost function as a result of the estimation stage may be too different from 
the parameter vector of the true model. Hence, the regularisation should be a trade-off 
between numerical conditioning and keeping the prediction error within an acceptable 
interval [17]. A modern approach to inverse problems from the theory of probability, by 
looking closely at the uncertainties in the effort of recovering the initial parameters [18], 
gives more general and intuitive explanations about the nature of inverse problems. 
Nonetheless, whatever approach is adopted, it still revolves around the same need for 
efficient numerical optimisation algorithms. This matter will be discussed further in the 
next section. 
In order to look into the details of how the solutions to inverse problems are sought, we 
divide the field of inverse problems into two main families: linear and nonlinear problems. 
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2.1.1  Linear inverse problems and solutions 
A linear inverse problem describes a linear relationship between the measured data vector 
d and the true model parameter vector p, and can be represented in the form of a linear 
system of equations as 
𝐝 = 𝐆𝐩 + 𝐞 (2-1) 
in which G is often called the observation matrix which relates the data d to the parameters 
p through a set of physical formulae or equations, and e the total error vector (sum of data 
errors and modelling errors) of the problem. Inverse problems assume that the measured 
data vector d is given through experiments and it is an already-known quantity. 
Observation matrix G varies from problem to problem, and must be specified in advance. 
The propagation of the errors e in the parameter space are not considered in the estimation 
and will be assessed later in the appraisal stage. It therefore turns out that the only 
unknown quantity of the inverse problem is the parameter vector p whose prediction will 
be shown in the following estimation stage. 
(1) – Estimation stage 
The estimated parameter vector can theoretically be computed by taking the inverse of the 
observation matrix G as follows: 
𝐩� = 𝐆−𝟏𝐝 (2-2) 
However, the direct inversion of matrix G (for example by Gaussian elimination) is 
impossible in most cases because the matrix is rank deficient * as a result of the ill-
posedness of inverse problems. It is therefore necessary to find another way to approximate 
the inversion of matrix G. Moore-Penrose inversion† (also known as pseudo inversion or 
generalised inversion) of matrix G derived from the singular value decomposition (SVD) 
[19] can be a good option for the approximation of G-1. The idea behind SVD is to limit 
the degrees of freedom (DOF) in the estimated parameter vector 𝐩� by considering only the 
* A matrix is rank deficient if it has one or more eigenvalues that are zero. A rank-deficient matrix is not 
invertible. 
† The Moore-Penrose inversion is implemented in MATLAB using command pinv. 
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singular values of matrix G, and to fit the data to the acceptable model. In other words, 
SVD will filter out the data that cannot be fitted and the model parameters that cannot be 
detected (because these data lie in the nullspace* of G), and only retain necessary features 
to fit the data. In special case where the singular values of G are small, the sensitivity of 
the predicted solution 𝐩� to noise will become high. Truncation of the spectrum of singular 
values [20] can reduce its sensitivity to the noise. 
(2) – Appraisal stage 
As discussed in the previous section, error assessment of the parameter prediction will be 
carried out here. It includes (a) quality check of the predicted model 𝐆𝐩�, and (b) estimation 
of the data errors propagating in the parameter space. In (a), the estimator provided by the 
utilised mathematical model is characterised by a quantity called the prediction error (or 
goodness of fit):  
𝐞�p = 𝐝 − 𝐆𝐩� (2-3) 
The prediction error 𝐞�p will have a chi-square (a probability density function) distribution
† 
if the error of measured data is Gaussian (or normally distributed), which is common in 
practice. There will be three cases happening to the prediction errors: 
• If the values of 𝐞�p are very large, it is likely that something is wrong in the predicted 
model. The incorrectness could come from either the inappropriate mathematical 
model being used as it could not describe the real phenomenon, or improper 
assumptions about data errors (underestimated, not Gaussian, etc.). 
• If the values of 𝐞�p are very small (close to 0), the prediction is nearly perfect. In this 
case we should re-investigate whether the errors of input data were overestimated or 
not. 
• If the values of 𝐞�p are not too large nor too small, the predicted parameters produce an 
acceptable data fit. 
* Nullspace (or kernel) of a matrix G is the set of all column vectors x for which Gx = 0. 
† The chi-square (𝜒2) distribution (as a function of number of DOF, normally presented in tabular format) 
tells us the likelihood that 2 sets of parameters come from the same distribution. 
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Effects of the data errors, which were amplified and then disseminated into the estimated 
parameter vector during the estimation stage, are identified next in (b) by computing the 
propagated data error:  
𝐞�d = ‖𝐩� − 𝐩‖ (2-4) 
The error 𝐞�d is calculated from the covariance of the model parameters using the Monte 
Carlo error propagation technique [21], which simulates a collection of noisy data 
(generated randomly) and then examines the statistics of the corresponding models. The 
confidence intervals of the prediction are also inferred by projecting the error ellipsoid 
(derived from the covariance matrix) on different coordinate planes of the parameter space 
(see, e.g. [22]-chapter 2). 
 
2.1.1.1  Fredholm integral equation of the first kind 
In engineering, many linear inverse problems can be formulated in terms of Fredholm 
integral equation of the first kind. An example of the equation of this type in two-
dimensions (2-D) [23] is  
𝐝(𝑠, 𝑡) = � � 𝐆(𝑢,𝑣, 𝑠, 𝑡) 𝐩(𝑢, 𝑣) 𝑑𝑢𝑑𝑣𝑢2
𝑢1
𝑣2
𝑣1
  (2-5) 
In this equation, the measured data d and the kernel function G, which are functions of 
spatial/temporal/frequency variables, are known in advance. The function p is the only 
unknown quantity in the equation that needs to be identified. Integral equations of this type 
are classified in the family of linear inverse problems because if the functions d, G and p 
are discretised (see section 2.2.2), equation (2-5) rewritten in matrix form will be the same 
as the linear equation (2-1) (see, e.g. [17] or [22]-chapter 3). An example of this type of 
equation which has been widely applied in many research areas is the Fourier transform, in 
which the limits of the integrals tend to infinity. Details of numerical solutions to the 
Fredholm integral equation of the first kind in general problems can be found in [17], and 
will be discussed further in section 2.4 for a particular case (i.e. the virtual fields method).  
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2.1.2  Nonlinear inverse problems and solutions 
Nonlinear problems form another class of inverse problems. The nonlinearity is 
characterised by a complex relationship between the measured data and the model 
parameters 
𝐝 = 𝐆(𝐩) + 𝐞 (2-6) 
where the parameter vector p is no longer linearly dependent on the measured data d as in 
equation (2-1) but is related implicitly to it. G(p) becomes the nonlinear operator that maps 
the model p onto the datum d, and therefore cannot normally be inverted as in the case of 
linear problems. For problems of low nonlinearity, linearization (i.e. using Taylor series 
expansions [22]) to convert nonlinear to equivalent linear problems is preferred in such a 
manner that the approximation error is within an acceptable range. However, most inverse 
problems in applied science (e.g. acoustics, mechanics, quantum mechanics, 
electromagnetism, seismology, geophysics, medical tomography, etc.) are highly nonlinear 
and cannot be linearized. The data fitting is thus only achieved through the minimisation of 
the difference between the measured data d and the estimated data 𝐆(𝐩�), which is a 
function of estimated parameters 𝐩�: minimise ‖f(𝐩�) ∶= 𝐝 − 𝐆(𝐩�)‖ (2-7) 
A number of commonly-used minimisation methods including gradient-based and 
stochastic search methods were listed in the previous section. It is worth mentioning here 
that the minimisation process is iterative, and a good initial guess of 𝐩� as well as some 
stopping criteria must be specified in advance. The solution 𝐩�  of equation (2-7) is, 
however, very unstable due to the ill-posedness and ill-conditioning which are inherent in 
many inverse problems. A popular measure to overcome this obstacle is by regularising the 
problems. A regularisation method, in brief, consists of a choice rule (or constraint) (𝛼) 
which is a function of the noise level of the measured data, and a regularisation operator 
(𝑅𝛼) in the sense that if the regularisation parameters are chosen according to the rule 𝛼, 
the regularised solution 𝐩� of equation (2-7) will be smooth and close to the real solution p. 
The regularisation methods in inverse problems can be found in many textbooks, e.g. [16, 
18, 22, 24], and some of them are listed in table 2-1. Several industrial applications of 
nonlinear inverse problems and their solutions are itemised in [25]. Last but not least, as 
concluded by Snieder [3], there is no general theory to deal with highly nonlinear inverse 
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problems, which has left a challenging gap of knowledge for the inverse problems 
community.  
 
 
2.2  Inverse problems in practice 
2.2.1  Inverse problems in experimental mechanics 
This section discusses a specific subject of inverse problems in experimental mechanics. In 
the field of experimental mechanics, specimens (or structures) are examined under a 
number of mechanical tests, from which the point-wise or full-field data over the whole or 
just a part of the specimens are recorded. The characteristics of the specimens (or 
structures) will then be decided after a thorough inspection and analysis of such measured 
data. 
The features of interest in experimental mechanics are (i) the geometry of the domain being 
measured, (ii) the boundary conditions (i.e. displacements/ forces/ constraints) applied on 
the boundary of the domain, (iii) the information about the materials which the specimens 
(or structures) are made of, including the constitutive relation between stress and strain 
data (stress-strain relation) as well as the constitutive parameters of the materials, and (iv) 
the responses of the specimens directly or indirectly measured from the tests. Forward 
problems in experimental mechanics concern the finding of the deformation states of the 
specimens (iv) under other specified conditions (i)-(iii). Seeking solutions to forward 
problems is now a standard procedure, which has attracted a lot of attention from the 
research community. However, exact solutions to forward problems still remain 
unspecified in the literature, and only approximations of the solutions are proposed. The 
finite element method, which was developed for this purpose, is a very powerful tool to 
look for a numerical solution to many forward problems.  
This thesis investigates another problem in experimental mechanics relating to the 
identification of mechanical properties of the material, which is referred to as the inverse 
problem. In fact, almost all experimental problems should be considered as inverse 
problems, in which the deformations of the specimens (or structures) excited by different 
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conditions are utilised to deduce other unknown information. The unknown information in 
an inverse problem falls into two broad categories: the unknown constitutive parameters, 
and the unknown boundary conditions. Problems associated with the unknown constitutive 
parameters will be referred to as parameter identification problems (inverse problems of 
type 1), whereas those associated with the unknown boundary conditions will be referred 
to as boundary (or traction*) identification problems (inverse problems of type 2) (see, e.g. 
[26]-chapter 10). The emergence of inverse problems of type 2 is due to the fact that in 
experimental situations, it is often impractical or even impossible to collect the data on the 
whole surface of the specimen. Moreover, inverse solutions within the sub-domain are 
normally preferred as these would be more stable than those from the larger domain (i.e. 
with smaller discretisation error – see section 2.2.2). It therefore gives rise to additional 
force (or traction) constraints on the boundary of the sub-domain which need to be 
determined. The differences between forward and inverse problems in experimental 
mechanics are compared in table 2-2. It is interesting to highlight that a derivation of the 
inverse problems of type 2 exist, which does not require information about the constitutive 
parameters whereas classical inverse problems of type 2 do (see, e.g. [27]-chapter 1). 
Nevertheless, there must be a sacrifice in some aspects of the solution to compensate for 
the lack of information in the derived problems, e.g. the absolute scale of the solution may 
be missing (see, e.g section 4.2 of this thesis). This class of problems can be considered as 
a mixture of inverse problems 1 and 2. 
Solutions to inverse problems of type 1 will be reviewed in section 2.2.3 whilst those to 
problems of type 2 are summarised in section 4.1. 
 
2.2.2  Discretisation of inverse problems 
In experimental mechanics, the measured data are not continuous but only available at 
discrete points (or ‘nodes’) inside the domain of interest. Numerical realisation of inverse 
problems when dealing with discrete data is therefore no longer continuous, and must be 
* Many papers refer to the inverse problem of this type as a force identification problem. We will call it the 
traction identification problem throughout this thesis, as force is just the resultant of a traction distribution. 
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discretised accordingly. The discretisation, even when done on a very fine mesh, gives rise 
to discretisation error, which is part of modelling errors. Despite its resulting error, the 
discretisation is still a necessary approximation in most cases because it allows the 
problems to be written in matrix form that can be solved by linear algebra, which is 
particularly advantageous for numerical computation. Studies on the effect of discretisation 
error have been carried out for both static [28] and dynamic [29] inverse problems. 
Practical discretisation of an inverse problem is comprised of geometry discretisation and 
constitutive-relation discretisation. The concept of geometry discretisation (which is also 
known as ‘meshing’) is popular in the theory of finite element method (FEM) or boundary 
element method (BEM) in which the domain of interest is broken down into smaller 
subdomains (or ‘elements’) which are connected with each other at their nodes where the 
output data will be extracted. The measured data obtained from experiments are assumed 
to be available at the centroids of these elements. Constitutive-relation discretisation 
(sometimes called parameterisation or regularisation by projection), on the other hand, 
makes an effort to discretise the physical quantities in constitutive equations as linear 
combinations of basis functions, which facilitates the establishment of a linear system of 
equations at the end of the process. Techniques of constitutive-relation discretisation 
include the finite difference, quadrature [22], Galerkin * [24] and Backus-Gilbert † [18] 
methods. Many types of basis functions have been used to discretise equations, for 
example polynomials [30], sines and cosines [31][32]-chapter 12, spherical harmonics 
[33], and wavelets [34]. As stated in [22]-chapter 3, the selection of appropriate basis 
functions for a particular problem is significant, which requires thorough understanding of 
the problem and the response to the basis functions. In general, coarse discretisation (of 
both types) decreases computational effort and the condition number‡ of the problem (the 
latter implies an improvement in the stability of the solution), and vice versa. On the other 
hand, coarse discretisation increases the discretisation error. There is therefore always a 
* The Galerkin method is used to approximate a continuous function by an equivalent discrete function. The 
method is well known in the theory of the finite element method where the shape functions are defined. The 
formula of a function u discretised by the Galerkin method in matrix form reads: 𝐮 ≈ ∑ 𝛼𝑖𝜑𝑖𝑛𝑖=0 = 𝛂.𝛗 
where 𝛼𝑖 are coefficients, 𝜑𝑖 the basis (or shape) functions. 
† The Backus-Gilbert method discretises physical quantities in ill-conditioned problems (caused by noise) 
while improving its stability with normalisation constraints. It is applied in the special virtual fields method. 
‡ A problem with high condition number is said to be ‘ill-conditioned’, otherwise ‘well-conditioned’. 
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trade-off between the stability of the solution and the discretisation level. Reference [35] 
shows a particular example of the impact of discretisation level and of discretisation 
strategy on the solution of a specific problem. 
 
2.2.3  Resolution strategies of inverse problems 
Identification of material parameters requires suitable experimental or computational 
strategies. The aim of this section is therefore to review strategies to solve inverse 
problems of type 1 available in the literature, which can be arranged in four main groups as 
follows. 
 
2.2.3.1  Direct measurement techniques (contact techniques) 
These techniques mainly rely on the implementation of conventional (or standardised) 
experiments to characterise the material properties. The popular tests that can be easily 
found in experimental mechanics are tensile/compressive tests, 3-point/ 4-point bending 
tests, biaxial tensile tests, pure shear tests, and many more. By mounting measuring 
devices such as displacement transducers, strain gauges, temperature probes, etc. onto 
surfaces of test specimens, equivalent displacement, extension, temperature, etc. values at 
the mounting positions of the measuring devices are achieved. By making the assumptions 
of plane stress or plane strain conditions together with those that the material is 
homogeneous, one can easily deduce the material properties with basic knowledge of 
experimental mechanics. In this way, one does not have to set up any inverse problem as 
the procedures of how to identify material properties from measured data are clearly 
specified in standard documents. With isotropic materials, for example, simple tensile tests 
are sufficient to plot the stress-strain curves, and the linear portion of those curves can then 
be used to estimate the elastic modulus. 
The techniques are suitable to identify elastic properties of homogeneous materials which 
exhibit linear elastic behaviours under static conditions. However, these purely 
experimental techniques have drawbacks for several reasons. Firstly, carrying out a series 
of experiments to identify a set of parameters is costly in the sense that the number of 
determined parameters is typically rather small and may not be beneficial when compared 
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with the considerable number of experiments being done. Secondly, mounting measuring 
devices on the surface of the specimens is often not practical, especially when dealing with 
soft materials or with the observation of local behaviours of materials. Thirdly, the 
assumption of homogeneous materials and also homogeneous stress/ strain data fields is 
not always correct. In fact, materials are naturally inhomogeneous, particularly on the 
meso- and micro-scales, which will easily yield inhomogeneity in the measured data fields. 
The inhomogeneity in measured data can also come from imperfections in the 
experimental process. These drawbacks of the contact techniques thus leave room for the 
emergence and development of noncontact and full-field measurements (see section 2.3). 
 
2.2.3.2  Analytical solution techniques 
Solution strategies within this group use advanced mathematical techniques to solve 
equations for the material parameters analytically through a series of mathematical 
transformations. They are, however, limited to simple material models such as linear 
elastic isotropic. For example, a closed-form formula for the modulus distribution of a 
linear elastic case was proposed where scaled version of the exact distributions of the 
modulus valid for two-dimensions (2-D) and three-dimensions (3-D) were achieved by 
solving the momentum equation written for compressible elastic materials, given the 
distributions of displacements, density, and that of either Lamé parameter or Poisson’s 
ratio [36]. Ptochos and Labeas [37] were successful in calculating elastic properties of 
micro-lattice structures made of interconnected metallic rods based on the equations of 
Bernoulli-Euler and Timoshenko beam theories. In another research, Cheng and Xiong 
managed to predict the mixture formula for the compression modulus of a 2-D plate made 
from a woven composite material, by means of a strain energy approach, with their fibres 
idealised as curved beams and their paths by sinusoidal shape functions [38]. Li and Zheng 
[39] proposed an explicit formula to predict the elastic modulus of a multi-phase concrete 
whilst taking into account the interaction between different phases in the concrete matrix. 
The advantage of analytical strategies is that the solutions are straightforward in the sense 
that the material properties can be computed directly from the analytical formulae. 
However, the mathematical transformations of any resolution equations are usually 
cumbersome; and the number of parameters computed from these formulas is rather 
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modest. Consequently, the applications of these analytical solution techniques are 
somewhat limited in reality. 
 
2.2.3.3  Model updating techniques 
As a result of the very fast development of computers in terms of both hardware and 
software, the finite element method plays a more and more important role in many fields 
including mechanical engineering. It is a powerful technique to predict the behaviour of 
any structure or material (forward analysis) if the geometry, material properties, plus load 
or displacement boundary conditions are provided. In inverse analysis, the method is used 
to compare the output of a numerical model after a forward analysis, based on assumed 
distributions for the unknown parameters (e.g., modulus) and the experimental data 
(typically displacement or strain values or fields). Taking advantage of the finite element 
method, the model updating technique adjusts some parameters of the numerical model 
iteratively (e.g., parameters characterising the modulus distribution) so that the response of 
the model according to this adjustment is as close to the real behaviour, captured through 
experiment, as possible. If the difference between the two quantities is very small, one can 
conclude that the parameters from the numerical model are close to the real parameters, 
although the uncertainty in the parameters is clearly dependent on the quantity and quality 
of experimental data available for the comparison. The inverse technique able to extract 
constitutive parameters from the experimental measurement, based on iterative analyses 
from the finite element method, is commonly referred to as the finite element model 
updating (FEMU) technique. The need for an iterative solution technique is one significant 
drawback of this approach. The difference between the numerical and experimental 
responses are presented in a so-called cost function; and the adjustments of numerical 
parameters after each iteration is mainly dependent on the optimisation technique used to 
minimise the cost function (see section 2.1 for available optimisation techniques). 
As a numerical-experimental technique, FEMU can be performed without any further 
assumptions about the homogeneity of the material or about the deformation fields as in 
the preceding direct measurement techniques. Furthermore, the FEMU only requires 
discrete data at several points on the surface of the specimen to set up the inverse 
identification. Therefore, the technique has been applied in many research areas owing to 
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its flexibility. A large volume of research has been found in the literature concerning the 
application of the FEMU technique to inverse problems of type 1. In statics for example, 
Prou et al. [40] identified the elastic modulus of a coated material from indentation tests by 
minimising the difference between the reaction forces on the indenter obtained from direct 
measurements and from numerical computations. Maranon et al. [41] were able to localise 
an elliptical delamination region using the central moments derived from full-field ESPI 
displacements and from forward finite element analysis. Lecompte et al. [42] managed to 
determine orthotropic properties of composite materials through biaxial tensile tests with 
displacement fields measured using the digital image correlation (DIC) technique. Fedele 
et al. [43] were successful in finding the parameters for a cohesive law of an adhesive layer 
using displacement data provided by DIC. Characterisation of properties of materials 
subject to large deformations was investigated in [44]. A thorough review of FEMU 
techniques in statics can be found in [45] with a useful table of unusual specimen shapes 
used in experiments. In dynamics, Soares et al. [46] determined orthotropic properties of a 
composite plate by comparing the eigenfrequencies of a numerical model of the plate with 
its measured frequencies. Schwaar et al. [47] proposed a FEMU procedure to characterise 
elastic orthotropic and damping properties on sandwich structures using the vibration data 
recorded by a vibrometer. Reference [48] is a good source for the FEMU techniques of this 
type, in which the authors mentioned the sources of errors during the computation, 
including the modelling errors and discretisation errors, as presented in sections 2.1 and 
2.2.2 above. One should be aware that even though displacement rather than strain data are 
commonly used as direct input to the updating procedure, the FEMU has calculation of 
strain fields implicit in its formulation. It is because the stiffness matrix includes the 
derivative of the shape functions. It is also worth adding that as well as the finite element 
method, other numerical methods such as finite difference or boundary element method 
can be used in this group of inverse techniques. 
Despite various advantages over other techniques, the FEMU method also has some 
drawbacks mainly associated with the convergence of the technique. Several issues which 
might affect the convergence of FEMU were mentioned in [49] and can be summarised 
here: (i) the closeness of the numerical model to the real experiment (i.e. definitions of 
material models, boundary conditions, etc.); (ii) the cost and available run time of the 
computational facilities; (iii) the convergence ability of the optimisation algorithm being 
used (which in turn is dependent on the initial parameter estimates, the lower/upper bounds 
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of the design variables, the choice of cost function, time to convergence, etc.); and (iv) the 
sensitivity of the method to noisy data. 
 
2.2.3.4  The Virtual Fields Method 
An alternative technique to solve inverse problems of this type is the virtual fields method 
(VFM), which is based on a relevant interpretation of the principle of virtual work (PVW). 
The fundamental equation of the VFM is derived from the integral form of the PVW 
equation written for a deformable body (also known as the principle of virtual 
displacements), which includes together the constitutive parameters, the measured strain 
fields, the traction distributions and of course the virtual fields*. Technically, the VFM and 
the FEMU techniques are very similar in the sense that the equations generated by both 
techniques are in some situations identical [50]. However, the VFM has been proved to be 
more beneficial than the FEMU in terms of reducing the ill-posedness and ill-conditioning 
inherent in the techniques and decreasing the computational expense [27]. This has been 
done by a sensible choice of the virtual fields (the technique is named the ‘virtual fields’ 
method because of this reason), as it will affect the stability of the technique, especially 
when the noise is persistent in the measured data. Moreover, the VFM is able to provide 
elastic properties from a direct matrix inversion [51] at least in the case of linear inverse 
problems. The fact that it is not iterative, unlike the FEMU method, immediately brings 
two important benefits: firstly that it is more economical in terms of computational efforts, 
and secondly the convergence problems mentioned above are no longer an issue with the 
VFM when applied to linear problems. The theory underpinning the VFM as well as its 
applications are not mentioned in this section and will be discussed in detail in section 2.4. 
A limitation of the VFM compared to the FEMU is however that the VFM requires data 
from full-field measurements, viz. the strain data, which is not trivial to achieve in general. 
As strain fields are obtained from the displacement fields through differentiation, the effect 
* A virtual field is an assumed deformation (displacement or strain) field occurring whilst the time is held 
constant. The field is called ‘virtual’ because it is nothing but one amongst all of the possible deformations 
that the body may follow. 
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of the noise might be amplified. Despite these drawbacks, the VFM has been demonstrated 
to be superior to other techniques in solving inverse problems of type 1, at least when full-
field data are available. 
 
 
2.3  Full-field measurements with inverse problems 
In the last two decades, with the significant development of low-cost cameras, image 
processing algorithms and computers, noncontact measurement techniques have become 
more and more attractive to the experimental mechanics community. A majority of 
noncontact measuring techniques are optical, which use different forms of light radiation to 
perform the measurements. Some other techniques include ultrasonic, magnetic particle, 
liquid penetrant, radiography, eddy-current, etc. The measured data could be 
displacements, strains or temperatures. On-surface displacement data, which are popular in 
experimental mechanics, can be measured by many techniques, characterised as either 
interferometric (e.g. moiré interferometry [52], holographic interferometry [53], ESPI [54], 
etc.) or non-interferometric (speckle photography [55], image correlation [56], etc.). Strain 
data can be directly measured using shearography [57] or indirectly derived from 
corresponding displacements using appropriate differentiation algorithms. Temperature 
fields can be captured using infrared thermographic cameras [58] for example. The 
theories of many optical techniques are summarised in reference [26]. Noncontact 
measuring techniques have an important advantage over contact techniques since the fact 
that they do not permanently touch the tested samples, often saves time and money in 
sample preparation. Optical measurement techniques, for example, avoid direct contact 
with the sample surfaces, as the only impact the techniques have on the surfaces is the 
illumination with light; deformation information is then extracted from signal caused by 
radiation, reflection or refraction of the light. 
The recent interest of investigating under-surface phenomena requires knowledge of the 
deformation and stress states within the sample where on-surface information is not 
sufficient. The ability to measure deformation distributions within 3-D samples has many 
potential applications ranging from healthcare (e.g., diagnostic tests for retinal disease), to 
stress analysis of adhesive bonds and smart composite airframes in the aerospace industry, 
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and to structure health monitoring. Several 3-D full-field measurement techniques are 
mentioned here as references. For example, displacement and strain fields within scattering 
materials can be achieved by either changing the direction of an incident wave (resulting in 
the so-called tilt scanning interferometry (TSI) technique [59]) or its wavelength (resulting 
in the phase-contrast spectral-domain optical coherence tomography (PC-SOCT) [60] and 
the wavelength scanning interferometry (WSI) [61] techniques). An alternative 
experimental technique for 3-D strain field mapping is neutron diffraction, but its 
applicability is limited to metals, poor spatial resolution (of order 1mm) and its cost [62]. 
Magnetic resonance imaging (MRI) coupled with image processing algorithms is another 
potential technique to measure deformation fields within the sample, which has proved its 
applications in biomechanics [63, 64]. 
One should be aware that the data obtained from noncontact measurement techniques are 
present in most of the examples of inverse problems mentioned above in section 2.2.3 (the 
FEMU) and later in section 2.4 (the VFM). The reasons leading to this fact are that the data 
deduced from noncontact measurements are full-field, and that they can serve several 
purposes. Indeed, full-field measuring techniques help incorporate inhomogeneous data 
fields from undetermined testing setups, and therefore increase the probability of 
recovering more constitutive parameters from a limited number of tests. As 
inhomogeneous fields can be considered beneficial to the technique, the experimental 
efforts often expended in generating homogeneous stress/strain fields are no longer 
required. Also, mounting measuring devices on the surface of the testing samples is no 
longer necessary, enabling examination of challenging materials, such as soft materials, 
with which the contact techniques might fail. Furthermore, unlike pointwise measurements 
from strain gauges or displacement transducers, the full-field data help detect singular 
regions (e.g. flaws, damages, inclusions, etc.) and observe local phenomena (e.g. stress 
concentration) inside the samples as they can provide a complete picture of the 
deformation process throughout an experiment. For example, Viggiani et al. presented 
some applications of full-field measurements in geomechanics whilst highlighting the 
importance of 2-D and 3-D digital image correlation (DIC) techniques in retrieving 
kinematic fields showing cracks in rock materials [65] . Grédiac [66] discussed the interest 
in and limitations of full-field measurement techniques when applied to composite 
materials. 
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Apart from many of their advantageous aspects, full-field measurement techniques also 
have their own limitations. The main limitation comes from the fact that the full-field 
techniques require sophisticated algorithms to process the data, particularly when 
measured data are obtained from optical techniques in which useful information such as 
displacements or strains is encoded. The processing algorithms, whether commercial or 
written in-house, are often obscure for end users, as the detailed steps of the algorithms are 
hidden in a package of codes that cannot be understood. Also, deciding which package 
should be used in a specific case is sometimes difficult as the information about the 
sensitivity, uncertainty and resolution of the measurements is not usually clearly stated in 
the data sheets provided by industrial companies [66].  
A number of inverse methods based on full-field measurements to characterise material 
properties are found in the literature, and are summarised in three big groups of methods. 
The first group does not require full-field data, which can be seen as an advantage; the 
second needs full-field data within the whole measuring domain; and the third requires 
full-field data on the boundary of the domain only. The three groups are outlined in the 
following sub-sections. 
 
2.3.1  Constitutive equation gap method and finite element model updating 
technique 
The constitutive equation gap method (CEGM) and finite element model updating (FEMU) 
technique belong to group 1, i.e. neither requires full-field data. The FEMU technique has 
already been discussed in section 2.2.3.3. CEGM minimises the difference between 
numerical stress distributions generated by a model and the product of an unknown 
constitutive matrix and the experimental strain data, which are derived from corresponding 
displacement fields measured from experiments. Different types of experimental data such 
as displacements and stresses must be measured (over-determined data) on a part of the 
surface boundary of the specimen (over-specified boundary). Through CEGM, both 
stresses over the remaining part of the domain and the unknown constitutive parameters 
can be recovered after an iterative optimisation set-up. The CEGM does not need full-field 
measurement data for its solution, but it incorporates available full-field data to increase 
the certainty of the results. The method was initially applied in dynamics in the context of 
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model updating of vibrational data [67], then was adapted for the identification of elastic 
properties [68] and of elastic-plastic properties [69] in statics. 
2.3.2  Virtual fields method and equilibrium gap method 
The virtual fields method (VFM) and equilibrium gap method (EGM) belong to group 2 
for which full-field data are required within the whole measuring domain. The VFM will 
be discussed in detail in section 2.4. The idea of EGM is the establishment of the 
constitutive matrix as a product of a scalar matrix by a guessed constitutive matrix in such 
a way that the method can reconstruct the scalar matrix, which represents the local 
reduction of the properties, or the isotropic damage of the materials. The method requires 
full-field displacement data from which a finite element model is set up so that its nodes 
are coincident with the measurement grid points. The mesh in this case should therefore be 
regular. The equilibrium equation is then expressed in logarithmic form which can be 
solved in a least-squares sense owing to the redundancy of measured data. Indeed, the 
EGM can be used to find the constitutive parameters and the scalar matrix with a single 
matrix inversion, which may be considered as another version of the VFM with some 
special piecewise fields [70]. The method was successfully implemented on a biaxial 
tensile test and demonstrated to be able to identify damage heterogeneity in a composite 
material [71]. 
 
2.3.3  Reciprocity gap method 
The reciprocity gap method (RGM) was developed from the Maxwell-Betti reciprocal 
work theorem. According to the theorem, the work corresponding to an unknown 
constitutive matrix and to a set of actual displacement and traction distributions on the 
boundary is equivalent to that corresponding to an assumed (known) constitutive matrix 
and to a set of unknown displacement and traction data generated from that assumed 
constitutive matrix. A cost function is established to minimise the reciprocity gap, which is 
a function of the unknown constitutive matrix and the unknown displacements and 
tractions. The minimisation is done iteratively until the difference between the actual and 
assumed quantities is smallest. The method has been implemented in practice to determine 
elastic moduli [72], bending rigidities [73] and for crack identification [74].  
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2.3.4  Comparison of the methods 
Applications of the inverse methods mentioned above using full-field measurement data 
presented in [70] indicated that the elastic properties recovered under different testing 
conditions (i.e. classical tensile test, compressive Brazilian test, shear-flexural test, biaxial 
tensile test) and with different types of materials (i.e. aluminium alloy, polymers, 
composites) are in reasonable agreement (maximum difference ~7%). However, the 
inverse identifications are sensitive to noisy data, especially for the non-iterative methods 
such as EGM and VFM as they do not follow any regularisation condition (refer to section 
2.1.2 for regularisation). The methods might also fail if the spatial resolution of the 
measured data is not sufficiently sharp [70]. 
 
 
2.4  The Virtual Fields Method 
The virtual fields method is a powerful technique to solve inverse problems by taking 
advantage of full-field measurements. During more than twenty years of development 
since its first publication [75], the VFM has gained much success in various case studies 
with different types of problems and materials. Recently, a state-of-the-art book about the 
VFM [27] which includes the complete theory of the VFM, many of its applications as 
well as a thorough tutorial at the end of the book, has been released. In this section, the 
theory of the VFM (which I consider as the ‘spatial’ VFM hereafter) is reviewed for the 
integrity of the thesis, together with a list of up-to-date applications of the VFM presented 
in table 2-3. 
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The fundamentals of the VFM rely on the equation of the principle of virtual work derived 
for a deformable body. In general the equation is written in integral form with the virtual 
works* computed from the loads applied on different portions of the domain as 
−�𝛔 ∶ 𝛜∗𝑑𝑉
𝑉
+ �𝐓 ∙ 𝐮∗𝑑𝑆𝑓
𝑆𝑓
+ �𝐟 ∙ 𝐮∗𝑑𝑉
𝑉
= �𝜌𝐚 ∙ 𝐮∗𝑑𝑉
𝑉
 (2-8) 
The equation represents a dynamic equilibrium state of the deformable body subject to 
surface forces (represented by the traction vector T as the density of the surface forces 
acting on a small surface element dSf) and body forces (represented by the body force per 
unit volume vector f distributed over the volume V of the body). Both surface and body 
forces are commonly named as external forces. The (second-order) Cauchy stress tensor σ 
acts as internal forces to resist these external forces. The PVW equation is then established 
by multiplying these (internal and external) forces by their corresponding virtual quantities 
to build up the so-called virtual works. Indeed, the virtual quantities could be the virtual 
displacement vector 𝐮∗ or the virtual strain tensor 𝛜∗ which must satisfy some particular 
conditions (i.e. kinematically admissible (KA) conditions [27]). The integral on the right-
hand side of the equation represents the inertial effect caused by the acceleration a, with ρ 
the density of the material. It is also worth noticing that each integral of equation (2-8) has 
the form of the Fredholm integral equation of the first kind as in equation (2-5), meaning 
that the mathematical algorithms used to solve the Fredholm integral equation could also 
be applied to the VFM. 
Full-field measurement data, which are commonly displacements or their derivatives, are 
imported into the PVW equation owing to their connections with the stress components of 
the stress tensor σ through a constitutive relation (or sometimes called the stress-strain 
relation). Depending on the complexity of the constitutive relation, the fundamental 
equation (2-8) will be adapted accordingly, which yields a division of approach between 
the linear and nonlinear VFM. The first attempt of the VFM was to determine the 
unknowns of linear problems, such as linear elasticity, in which stresses can be expressed 
* A virtual work is known as the work of a force on a body along a virtual displacement. A virtual 
displacement is an assumed deformation field amongst all of the possible deformations that the body may 
follow. 
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in terms of measured strains without any difficulty. Nonlinear problems, which investigate 
more sophisticated phenomena such as plasticity, viscosity or heterogeneity, include an 
implicit relation of constitutive parameters. Linearization of nonlinear problems is 
preferred as it discretises the problems in such a way that they can be solved by 
straightforward linear algebra. For example, Kim et al. were successful in recovering the 
stiffness map of a damaged composite plate by linearizing the unknown stiffness 
distribution with a stiffness reduction function of polynomial form [76]. The linearization 
of nonlinear problems is known as the parameterisation in the VFM. Highly nonlinear 
problems, on the other hand, require an optimisation coupled with the identification using 
linear VFM to provide the full set of parameters governing the characteristic equation. In 
[77] for instance, the authors identified elastic properties of steel with the linear VFM 
before minimising a function of the parameters governing the plastic behaviour of the 
material. 
Progress was slow for the first few years after the birth of the VFM when the method was 
not widely recognised by the experimental mechanics community. At that point the cost of 
experimental identification of material properties had not yet been a concern. Also the 
errors of the VFM reported were still high compared to other works of the same nature [78] 
because the virtual fields were selected on the trial-and-error basis (regular virtual fields). 
During this time, the VFM was significantly improved with the proposal of the special 
choice of virtual fields to increase the stability of the matrix inversion [79]. The idea of the 
special virtual fields is supported by the Backus-Gilbert method (see, e.g. [22]-chapter 3), 
which was already well known in the field of geophysics. Different from the regular virtual 
fields selection, special selections require a parameterisation of the virtual fields as these 
fields will be computed numerically (it is not trivial to estimate or calculate them by hand). 
A short time later, the optimal choice of virtual fields [80] was highlighted to tackle the ill-
conditioning of the VFM by decreasing its sensitivity to the noise persistent in measured 
data. Piecewise virtual fields were then proposed to deal with complex deformation fields 
caused by irregular boundaries or by multi-phase materials [81]. 
The distributions of external loads, i.e. surface and body forces, which are involved in the 
VFM fundamental equation (2-8) are rather difficult to determine in practice, and only 
their resultants are measured instead. In some particular cases, even the resultants cannot 
be specified when only a part of the data is useful (as mentioned in section 2.2.1), which 
gives rise to the inverse problems of type 2. A special choice of the virtual fields which 
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cancels out all external loads on the boundary can be achieved by multiplying those virtual 
fields by appropriate window functions [82, 83]. By doing this, the distributions of external 
loads or their resultants do not need to be specified in the equation (2-8), which much 
facilitates the identification efforts. Finally, it is worth stating that the selection of 
appropriate virtual fields plays a critical role in the identification process as it directly 
affects the final results of the VFM, and much attention has therefore been focussed on the 
selection of virtual fields as seen above. 
In the case of 3-D problems, the measurement of displacement fields on the surface of the 
sample is recognised to be insufficient in general to determine uniquely the deformation 
and stress states within it. Volumetric techniques able to supply subsurface information are 
required in such cases. These include a magnetic resonance imaging (MRI) technique [83, 
84] which has shown great potential in the determination of mechanical properties in a 
variety of tissues [85, 86]. However, the testing facilities are rather expensive and the 
algorithms to decode kinematic data from MRI rather complex. Therefore when it is 
possible, relevant assumptions such as plane stress or plane strain should be made to 
simplify the problems from 3-D to 2-D, thus allowing the use of surface instead of volume 
data. 
Throughout its development, the VFM has been mainly dedicated to finding solutions of 
inverse problems of type 1, or the problems of material property identification. Recently, 
inverse problems of type 2 (load/boundary conditions identification) have also been 
addressed in the VFM. For example, in [87] the authors attempted to recover the dynamic 
load profiles in a high strain rate tensile test by selecting sensible virtual fields. The results 
showed an agreement between the recovered force profiles with the ones obtained from the 
strain gauge signals. In another paper [88], the impact force in a 3-point bending test has 
been reconstructed from the measured shear strains by selecting piecewise virtual fields. 
Also related to the boundary condition matters of the VFM, the effects of many 
experimental factors including the force and support positions on the sensitivity of the 
VFM identification to noise were investigated in [89].  
To date, the VFM has been successfully applied in different problem types such as 
elasticity, elasto-plasticity, visco-elasticity/-plasticity, hyperelasticity, heterogeneity, high 
strain rate and damage. The method can also deal with various types of materials such as 
metals, composites, welds, wood, rubber and biological materials. A summary of the 
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applications of the VFM to date is depicted in table 2-3 which shows almost all of the 
VFM publications found in the literature. 
 
 
2.5  Summary 
This chapter has briefly covered the theory of inverse problems with typical strategies to 
find their solutions. The first thing to be mentioned about inverse problems is their ill-
posedness and ill-conditioning. Several mathematical procedures have been proposed in 
the literature to tackle these difficulties, which either smooth the solution by means of 
regularisation or increase the stability of the matrix inversion operation. Optimisation 
methods are well-known in solving general inverse problems as they examine the 
parameter space for a solution. Most inverse problems are nonlinear, and when it is 
possible, a linearization of such problems is preferred. The procedure of seeking solutions 
for inverse problems is generally prone to large errors in the solution vector, a sensitivity 
analysis should therefore be implemented. Indeed, sensitivity analysis is an important part 
of any inverse resolution strategy as it assesses the effect of error sources, i.e. prediction 
errors, round-off errors, discretisation errors, etc., on the final results.  
The emergence of many effective inverse methods would benefit from improvements in 
measurement techniques. Full-field measurement techniques are well-known in the inverse 
problems community as the measured data obtained by these techniques can help describe 
sophisticated and local phenomena that other measurement techniques might fail to 
represent. Several inverse methods that benefit from the richness of full-field measured 
data were reviewed, one of which is the virtual fields method. The virtual fields method, a 
powerful tool in determining material properties by choosing a set of so-called virtual 
fields, has been proved to be able to give direct (i.e. non-iterative) answers to inverse 
problems in engineering mechanics, at least in an elastic case. The performance in solving 
high degree-of-freedom problems using the VFM is improved in terms of computational 
speed with the development of the Fourier-series-based virtual fields method, an extension 
of the VFM in the spatial frequency domain, the theory of which will be discussed in detail 
in section II: Overview of the Fourier-series-based Virtual Fields Method. 
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Table 2-1: Direct and iterative regularisation methods to solve linear and nonlinear inverse problems. 
Regularisation strategy shows how the parameter choice rule 𝛼(𝛿,𝐝)  (equations (a)), the regularisation 
operator 𝑅𝛼 (equations (b)) and the prediction 𝐩� (of parameters vector p) (equations (c)) are selected. For 
iterative regularisation, the prediction includes an initial guess and an updating procedure (equations (d)). 
Direct Iterative 
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Equations of type (a), in which d is the measured data (real), d0 the data without noise (unreal) and 𝛿 the 
noise level in d, can be read: we are looking for an approximation 𝐩� (of p) so that if the noise level 𝛿 
decreases to zero and the regularisation parameter 𝛼 is chosen properly, then 𝐩� tends to p. In equations of 
type (b), the regularisation operator 𝑅𝛼 is chosen to minimise the ‘damped’ cost function (sum of squares of 
prediction and model errors) with 𝛼 the damping factor. Equations (b) have the form of a Lagrange function 
with 1 𝛼⁄  playing the role of a Lagrange multiplier (this idea is applied in the theory of optimal virtual fields 
method). In equations of type (c), (𝜎𝑛;𝑣𝑛 ,𝑢𝑛) is the singular system of 𝐆(𝐩�) computed using SVD, and 〈∙ , ∙〉 
is an inner product. In equations of type (d), 𝐆′(𝐩�𝑘) and 𝐆∗(𝐩�𝑘) are the transpose and conjugate transpose of 
𝐆(𝐩�𝑘), respectively.  
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  Forward problem Inverse problem 1 Inverse problem 2 
(i) Geometry ● ● ● 
(ii) Boundary conditions ● ●  
(iii) 
Constitutive relation ● ● ● 
Constitutive parameters ●  ●* 
(iv) Measured data  ● ● 
Table 2-2: Definitions of forward and inverse problems in experimental mechanics. Inverse problems of type 
1 are commonly referred to as parameter identification problems, and those of type 2 as boundary 
identification problems. * = Classical inverse problems of type 2 assume that the constitutive parameters are 
given in advance. In modern inverse problems of this type, however, knowledge of both constitutive 
parameters and boundary conditions is not necessary, e.g. the Fourier-series-based Virtual Fields Method (see 
chapter 4); but at least a feature, e.g. scale of the results, is sacrificed. Notations: ● = known quantities; blank 
= unknown quantities that are to be identified. 
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Table 2-3: Applications of the virtual fields method (VFM) for material property characterisation from the 
literature. The references are arranged into groups according to the different strategies of selecting the virtual 
fields, and different types of problems. The group with the special choice of the virtual fields is divided into 
two subgroups: the first subgroup is dedicated to increasing the stability of the matrix inversion operation 
during the VFM identification using the Backus-Gilbert method, whereas the second subgroup is the choice 
of the virtual fields to satisfy some particular conditions (e.g. windowing/cancelling out the unknown 
Special choice
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information over the corresponding parts of boundary). Problems of determining parameters governing an 
elasto-plastic, visco-plastic or heterogeneous material model require an optimisation computation coupled 
with the usual VFM scheme, as the constitutive relation between the stress and strain components is no 
longer explicit, and the total strain must be separated into elastic and plastic portions. References marked 
with * are devoted to 3-D problems. 
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2.7  Figures 
 
 
Figure 2-1: Reciprocal relationship between forward and inverse problems, and sub-division of an inverse 
problem into estimation and appraisal stages. A prediction of the model or parameters is achieved in the 
estimation stage, in which the error propagation of measurement data in the parameter space is not 
considered. The appraisal stage investigates the effects of error sources (prediction error and propagated data 
error) on the predicted model or parameters. 
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 Chapter 3 
 
The Fourier-series-based Virtual 
Fields Method in 2-D (Part I)
 
The Virtual Fields Method (VFM) is a powerful technique for the calculation of spatial 
distributions of material properties from experimentally-determined displacement fields. A 
Fourier-series-based extension to the VFM (F-VFM) is presented here, in which the 
unknown stiffness distribution is parameterised in the spatial frequency domain rather than 
in the spatial domain as used in the classical VFM. Derivations of the Fourier 
parameterisation are in accordance with two typical problems in two-dimensions, i.e. plane 
stress and plane strain. A novel strategy of selecting the virtual fields as trigonometric 
functions is also addressed, which enables an efficient numerical algorithm of the F-VFM 
based on the 2-D fast Fourier transform. The fast algorithm helps reduce the computation 
time by 3-4 orders of magnitude compared to a direct implementation of the F-VFM for 
typical experimental dataset sizes. The derivation of the F-VFM is currently limited to the 
elastic region of isotropic materials. Part I (chapter 3) of the 2-D F-VFM theory discusses 
the situation where the boundary conditions, precisely the traction distributions on the 
boundary, are specified in advance whereas Part II (chapter 4) considers the case where 
information of the tractions over the boundary is unknown. 
 
 
3.1  Introduction 
As presented in the previous chapter, there exists a variety of methods dedicated to solve 
inverse identification problems. In solid mechanics, such inverse problems may arise when 
the knowledge of either the material properties (i.e., the constitutive equations, or 
parameters in those equations) (inverse problems of type 1) or of the boundary conditions 
(inverse problems of type 2) is restricted. Material parameters are often determined by 
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implementing several standardised tests with the assumption that the stress or strain 
distributions within the testing region are uniform and/or known a priori. However, if the 
materials under test exhibit spatial variations in these parameters, this approach is no 
longer viable.  
A significant volume of research has been carried out to solve inverse problems of type 1. 
One approach is to solve for the modulus analytically. For example, Barbone et al. [36] 
exploited the information from elastography to achieve exact distributions of the shear 
modulus valid in 2-D and 3-D by solving the momentum equation written for compressible 
elastic materials, given static or time-dependent distributions of the displacements, the 
density and a Lamé parameter. If the distribution of the Lamé parameter is not provided 
but the Poisson’s ratio is available, the shear modulus distribution can also be determined. 
The method is limited to linear elastic and compressible materials as it is not stable when 
applied to nearly-incompressible materials. The method is also highly sensitive to noise as 
it requires derivatives of strains, and is not suitable for large deformation problems, e.g. 
hyperelasticity. 
Finite element model updating (FEMU) is another method to solve inverse problems by 
iteratively adjusting an approximate finite element model until the responses it produces 
are as close to those acquired from experiments as possible. The closeness of the quantities 
is decided by a cost function, which is optimised during the parameter adjustment using 
different optimisation algorithms. Experimental data can be either static (static deformed 
shape) [127, 128] or dynamic (natural frequencies or mode shapes) [129, 130]. The 
confidence of the results obtained from a FEMU scheme may depend on several factors, 
which were reviewed in section 2.2.3.  
The virtual fields method (VFM) has been proven to have advantages over other methods 
on account of its ability to solve inverse problems of this type without any iteration when 
the problems follow a linear constitutive relation. The key feature in any application of the 
VFM is the selection of the virtual fields. Several VFM techniques based on different 
choices of virtual fields have been presented in the literature (see section 2.4). The 
common point of these techniques is the selection of the virtual fields as polynomials of 
spatial variables (either on the whole domain or in a piecewise form), and the material 
properties are considered as having single values (homogeneous) within the domain. The 
first attempt to parameterise the material properties as a function of spatial variables was 
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proposed recently in [91] where the authors tried to reconstruct the spatially-dependent 
stiffness map of a plate with impact damage.  
In this chapter, the basic concepts underlying the VFM are retained but the 
parameterisation of the material properties is approached from the spatial frequency, rather 
than spatial, domain by performing a 2-D Fourier series expansion of the stiffness 
distribution over the region of interest. Furthermore, the virtual fields are not selected as 
polynomials of spatial variables as in the spatial VFM, but from a set of simple cosine or 
sine functions of different spatial frequencies. The VFM with a Fourier-series-based 
parameterisation of the material properties together with a choice of the virtual fields using 
cosine/sine functions will be denoted the Fourier-series-based virtual fields method (or F-
VFM) throughout the thesis. This chapter presents the principle of the 2-D F-VFM in the 
elastic region of isotropic materials, for the case when the information of the boundary 
conditions is specified. 
 
 
3.2  One-dimensional formulation of the F-VFM for case of 
constant modulus 
The simplest model to test the concept of the F-VFM consists of a uniform tensile test of a 
simple rod of single-value elastic modulus. The problem is suitable as a proof-of-principle 
example of the F-VFM as the formulas of a tensile rod can be easily found in any solid 
mechanics textbook. This section explains the reasoning of the F-VFM in its most simple 
form when solving this problem. Its extension to two-dimensions is then represented 
thoroughly in the next section. 
Let consider the case of a simple rod subject to constant tensile load. The length of the rod 
is denoted by l, and the material from which the rod is made has a single-value modulus of 
E0. The boundary conditions applied on the two ends of the rod are specified in advance: 
its left end is fixed to the wall, and its right end is pulled by a constant load F. The 
coordinate system is defined with its origin being at the left end of the rod, and the x-axis 
pointing alongside the length of the rod. According to the definition of inverse problems of 
type 1, the elastic modulus E of the rod is assumed unknown; only the strain within the rod 
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and the boundary conditions are known. It is worth emphasizing the distinction between 
the two modulus values E0 and E. The modulus E0 is a reference value, which is necessary 
to generate the tensile strain in the rod, one of the inputs of the PVW equation. The symbol 
E, in the other hand, denotes the unknown modulus quantity of the PVW equation. The 
quality of the modulus identification can be assessed by comparing the recovered value E 
with its reference E0.  
If the rod deforms uniformly within its elastic region, the constitutive relation between the 
tensile stress σ and strain ϵ of the rod is written in its simplest form as 
𝜎 = 𝐸𝜖 (3-1) 
The general PVW equation (2-8) derived for this specific case can be further simplified by 
assuming that the deformation caused by the body force f is small when compared with 
that caused by the traction T in such a way that the integral term containing f can be 
neglected. As the rod is deformed statically, the acceleration a and its corresponding 
integral term can also be neglected. Equation (2-8) when considering the constitutive 
relation (3-1) together with the assumptions above is rewritten in 1-D as 
𝐸𝜖𝐴�𝜖∗𝑑𝑥
𝑥
= 𝐹(𝑢∗|𝑥=𝑙 − 𝑢∗|𝑥=0) (3-2) 
in which A is the cross-sectional area of the rod. The term in the right-hand side of the 
equation (3-2) is a derivation of the surface force integral in 1-D, in which the virtual 
displacement is calculated at both ends of the rod (at positions x = 0 and x = l) where the 
tractions exist. The unknown modulus E and tensile strain ϵ can be taken out of the integral 
as they are constants in this example. The solution of equation (3-2) for the unknown value 
E is trivial as it only requires a single virtual displacement field and so a single virtual 
strain for the inversion. However, the main purpose of this section is not to seek the 
solution of equation (3-2) but to reveal the core idea of the F-VFM, which includes the 
novel choice of virtual fields. As the literal meaning of the word ‘virtual’ is, the virtual 
displacement field can be chosen at will as long as it satisfies the continuity and 
differentiability (or KA) conditions. For instance, one could choose a virtual displacement 
field as a linearly increasing function within the interval [0, l], as shown in figure 3-1. 
However, if the virtual displacement is merely chosen like this, there is no difference with 
the classical VFM where polynomials are chosen as virtual fields. The idea of the F-VFM 
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is to use either cosine or sine functions, or both, of different frequencies to extract useful 
information from input data. The number of cosine and sine functions used in the F-VFM 
is decided from the degrees of freedom of the inverse problem. For example in this 
particular problem, only a single function (either cosine or sine) is sufficient to recover the 
single modulus value, as will be seen below. The virtual displacement was selected as part 
of the Fourier series expansion of a linearly increasing function. Odd and even expansions 
of the linear part of a sawtooth wave (see [32]-chapter 11 for more details) are used here. 
The linear part and its Fourier expansions with different number of cosine/sine terms are 
presented in figure 3-1. If f(x) is the function representing the linear part of the sawtooth 
wave, its odd/even expansions will be: 
𝑓(𝑥) = 𝑥
𝑙
 
(3-3) 𝑓(𝑥)even = 12 − 16 𝜋2 � 14(2𝑛 − 1)2 cos (4𝑛 − 2)𝜋𝑥2𝑙∞
𝑛=1
 
𝑓(𝑥)odd = 8 𝜋2� (−1)𝑛+1(2𝑛 − 1)2 sin (2𝑛 − 1)𝜋𝑥2𝑙∞
𝑛=1
 
Given exact values of the properties of the rod: l = 10 mm, E0 = 5×103 MPa, A = 0.2 mm2 
and the force F = 10 N. The tensile strain within the rod can be easily estimated from 
equation (3-1) as 𝜖 = 𝜎 𝐸0⁄ = 𝐹 (𝐴𝐸0)⁄ = 0.01, which is constant.  
• If the first cosine term of the even expansion of f(x) is used as the virtual displacement, 
i.e. 𝑢∗ = 1
2
−
4
𝜋2
cos 𝜋𝑥
𝑙
, the corresponding virtual strain will be 𝜖∗ = 𝜕𝑢∗
𝜕𝑥
= 4
𝜋𝑙
sin 𝜋𝑥
𝑙
. 
The terms, parts of equation (3-2), are then computed as ∫ 𝜖∗𝑑𝑥𝑥 = ∫ 4𝜋𝑙 sin 𝜋𝑥𝑙 𝑑𝑥𝑙0 =
8
𝜋2
; 𝑢∗|𝑥=0 = 12 − 4𝜋2 and 𝑢∗|𝑥=𝑙 = 12 + 4𝜋2. Substituting them into equation (3-2) yields 
the formula to identify the modulus 𝐸 = 𝐹(𝑢∗|𝑥=𝑙−𝑢∗|𝑥=0)
𝜖𝐴 ∫ 𝜖∗𝑑𝑥𝑥
= 5000 MPa, which is exactly 
equal to the reference modulus E0.  
• If the virtual displacement takes the first sine term of the odd expansion of f(x), i.e. 
𝑢∗ = 8
𝜋2
sin 𝜋𝑥
2𝑙
, the virtual strain differentiated from this virtual displacement is 
𝜖∗ = 𝜕𝑢∗
𝜕𝑥
= 4
𝜋𝑙
cos 𝜋𝑥
2𝑙
. The terms of equation (3-2) are then ∫ 𝜖∗𝑑𝑥𝑥 = ∫ 4𝜋𝑙 cos 𝜋𝑥2𝑙 𝑑𝑥𝑙0 =
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8
𝜋2
; 𝑢∗|𝑥=0 = 0  and 𝑢∗|𝑥=𝑙 = 8𝜋2 . The unknown modulus E is then computed from 
equation (3-2) by 𝐸 = 𝐹(𝑢∗|𝑥=𝑙−𝑢∗|𝑥=0)
𝜖𝐴 ∫ 𝜖∗𝑑𝑥𝑥
= 5000 MPa, the same as the reference E0.  
• If the linear function f(x) itself is used as a virtual displacement, i.e. 𝑢∗ = 𝑥
𝑙
, the useful 
terms of equation (3-2) will be 𝜖∗ = 𝜕𝑢∗
𝜕𝑥
= 1
𝑙
; ∫ 𝜖∗𝑑𝑥𝑥 = ∫ 1𝑙 𝑑𝑥𝑙0 = 1; 𝑢∗|𝑥=0 = 0 and 
𝑢∗|𝑥=𝑙 = 1. Then the modulus after a trivial calculation is 𝐸 = 𝐹(𝑢∗|𝑥=𝑙−𝑢∗|𝑥=0)𝜖𝐴 ∫ 𝜖∗𝑑𝑥𝑥 = 5000 
MPa, which is equal to the reference modulus E0. This choice of virtual displacement, 
i.e. polynomial virtual field, is similar to that of the classical VFM, and is 
implemented here as a benchmark for the preceding choices. 
This simple example gives credence to the idea that instead of using polynomials as the 
virtual fields as in the classical VFM, cosine and sine functions can also be used as virtual 
fields, which are the functional forms that underpin the F-VFM. Even though a single 
cosine or sine function is sufficient to recover the modulus value in this simple case, more 
cosine and sine functions are needed if the modulus is spatially-dependent. The use of 
cosine and sine functions as virtual fields also enables the development of a fast 
computational algorithm of the newly proposed F-VFM, which will be represented in 
detail in the coming sections.  
 
 
3.3  Principle of 2-D F-VFM for elastic isotropic deformation 
3.3.1  Parameterisation of a stiffness distribution (plane stress) 
The fundamental equation of the VFM is replicated from the principle of virtual work 
(PVW) equation (integral form) written for a deformable body, which describes the 
balance between the virtual works of internal and external forces with any C0 (continuous 
and differentiable) virtual displacement field (and its associated virtual strain field). In the 
case of a static (the acceleration terms are zeroes) 2-D thin structure with the assumptions 
that the body force f applied to the body is small enough to be neglected, and the structure 
is under plane stress conditions, the equilibrium equation (2-8) of the structure can be 
written as 
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−𝑡�𝛜∗𝐐𝛜 𝑑𝑆
𝑆
+ 𝑡 �𝐓𝐮∗𝑑ℓ
ℓ
= 0 (3-4) 
The Cauchy stress σ in equation (2-8) is expressed as a product of the stiffness matrix Q 
and the measured strain vector ϵ according to the stress-strain relation. The stiffness matrix 
Q, which contains the material properties of the material, can be reduced to size 3×3 in 
plane stress problems as the stresses along the thickness direction are zeros. The three 
measured strain components (ϵxx, ϵyy, ϵss) of vector ϵ, with ϵxx and ϵyy the normal strains 
along x- and y-axes of a Cartesian coordinate system and ϵss the engineering shear strain, 
are measured within a domain of interest surrounded by S. As the properties of the material 
are assumed constant through the thickness of the structure, the thickness t may be taken 
out of the integral, and the integral over a volume becomes an area integral. Moreover, 
since the integral terms involving the body force f and the acceleration a are neglected, the 
structure is only subject to the distributions of the traction vector T = (Tx, Ty) on a portion 
Sf = 𝑡 × ℓ of the boundary S. The thickness t can then be cancelled out in equation (3-4). 
𝐮∗ = �𝑢𝑥∗ , 𝑢𝑦∗ � and 𝛜∗ = �𝜖𝑥𝑥∗ , 𝜖𝑦𝑦∗ , 𝜖𝑠𝑠∗ � are vectors of virtual displacement and virtual strain 
fields, respectively. A thin structure of arbitrary shape subject to a traction distribution on 
its boundary is shown in figure 3-2. 
In the in-plane linear elastic orthotropic case, the four components (Qxx, Qyy, Qxy, Qss) of 
the reduced stiffness matrix Q are independent ([131]-chapter 3), i.e. 
𝐐 = �𝑄𝑥𝑥 𝑄𝑥𝑦 0𝑄𝑥𝑦 𝑄𝑦𝑦 00 0 𝑄𝑠𝑠� =
⎝
⎜⎜
⎛
𝐸𝑥𝑥1 − 𝜈𝑥𝑦𝜈𝑦𝑥 𝜈𝑥𝑦𝐸𝑦𝑦1 − 𝜈𝑥𝑦𝜈𝑦𝑥 0
𝜈𝑥𝑦𝐸𝑦𝑦1 − 𝜈𝑥𝑦𝜈𝑦𝑥 𝐸𝑦𝑦1 − 𝜈𝑥𝑦𝜈𝑦𝑥 00 0 𝐺𝑥𝑦⎠⎟
⎟
⎞
 (3-5) 
where Eii are the elastic moduli along direction i; νij the Poisson’s ratio representing the 
deformation in direction j when a load is applied in direction i (with i, j = x or y); and Gxy 
the shear modulus. However, the reduced stiffness matrix in the plane-stress isotropic case 
is dependent on only two stiffness components Qxx and νQxx, with ν the Poisson’s ratio, as: 
𝐐 = �1 𝜈 0𝜈 1 00 0 1 − 𝜈2 �𝑄𝑥𝑥 (3-6) 
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where Qxx is related to the elastic modulus E and the Poisson’s ratio ν through 
𝑄𝑥𝑥 = 𝐸1 − 𝜈2 (3-7) 
Note that throughout the thesis, even in the isotropic case, the concept of ‘stiffness’ will 
still be used instead of ‘modulus’ to allow for a more convenient extension to either 
orthotropic or anisotropic situations in the future, where the ‘stiffness’ concept is practical. 
Equation (3-4) can therefore be reformulated for a linear elastic isotropic body over its 
domain limited within the boundary (S), with the thickness t eliminated from both sides, as 
�(𝜖𝑥𝑥∗ 𝜖𝑦𝑦∗ 𝜖𝑠𝑠∗ )�1 𝜈 0𝜈 1 00 0 1 − 𝜈2 ��
𝜖𝑥𝑥
𝜖𝑦𝑦
𝜖𝑠𝑠
�𝑄𝑥𝑥𝑑𝑆
𝑆
= �(𝑇𝑥 𝑇𝑦) �𝑢𝑥∗𝑢𝑦∗ � 𝑑ℓ
ℓ
 (3-8) 
i.e. 
���𝜖𝑥𝑥 + 𝜈𝜖𝑦𝑦�𝜖𝑥𝑥∗ + �𝜖𝑦𝑦 + 𝜈𝜖𝑥𝑥�𝜖𝑦𝑦∗ + 1 − 𝜈2 𝜖𝑠𝑠𝜖𝑠𝑠∗ �𝑄𝑥𝑥𝑑𝑆
𝑆 = ��𝑇𝑥𝑢𝑥∗ + 𝑇𝑦𝑢𝑦∗ �𝑑ℓ
ℓ
 
(3-9) 
The early VFM relied on the assumption that the stiffness distribution, i.e. Qxx in equation 
(3-9), is uniform over the domain, allowing it to be taken out of the left-hand-side integral 
of equation (3-9). The integrand then only includes the measured and virtual deformation 
fields, which leads to a direct and single computation of the stiffness if the traction 
components in the right-hand-side integral are known [79]. However, this single-value-
stiffness assumption is only acceptable for macro-scale observations where the structures 
are considered homogeneous. As the material is generally not homogeneous on the meso- 
and micro-scales, a continuous parameterisation technique of representing the stiffness 
components as polynomials of the spatial variables is necessary, and coefficients of the 
polynomials can be isolated from the integral, gathered in an unknown vector, then 
determined, for example in [91]. Recently, a discrete (piece-wise) parameterisation method 
of the VFM has been proposed and successfully applied in 2-D [132], 3-D [84] and to 
welds [93, 95, 133]. In the F-VFM, as previously stated, the stiffness parameterisation is 
approached from a different direction: instead of being expressed as polynomials, the 
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stiffness distributions are written as Fourier series of the spatial variables x and y. In the 
simplest form, where ν is approximated as a known position-independent constant, Qxx 
may be written as follows: 
 
𝑄𝑥𝑥(𝑥, 𝑦) = � � 𝑎𝑚,𝑛 cos 2𝜋 �𝑚𝑥𝐿𝑥 + 𝑛𝑦𝐿𝑦�𝑁
𝑛=−𝑁
𝑀
𝑚=0+ � � 𝑏𝑚,𝑛 sin 2𝜋 �𝑚𝑥𝐿𝑥 + 𝑛𝑦𝐿𝑦�𝑁
𝑛=−𝑁∗
𝑀
𝑚=0∗
 
(3-10) 
where Lx and Ly are the dimensions of the domain (S); (x, y) the 2-D meshgrid coordinates 
of all the points inside the boundary where experimental data are available; 𝑎𝑚,𝑛, 𝑏𝑚,𝑛 the 
Fourier coefficients of the series with spatial frequency components (m, n); and M, N the 
maximum values of the indices m and n, respectively. The presence of negative frequency 
coefficients (n) in equation (3-10) needs a brief explanation*. In a standard 2-D discrete 
Fourier transform, the lower limit for both m and n would be 0. Negative frequencies in 
that case are implicitly present as aliased high frequencies generated by m and n values 
lying above the Nyquist limit. In the current case, however, the upper limit of m and n in 
practice will lie well below the Nyquist frequency for typical strain field resolutions. For 
example, for a 1000×1000 pixel strain field, we would require M and N both to equal 1000 
before all the negative frequencies could be generated in this way. The number of degrees 
of freedom would then become impractically large and in practice, as will be seen in 
chapter 6, we typically choose values of M and N equal to or less than 32. As a result, it is 
necessary to explicitly include the negative frequencies in the summation of equation (3-
10). However, due to the even/odd symmetry of the cosine/sine functions, only one of the 
two indices m and n needs to take negative values. In this case we have chosen index m to 
take the values from 0 to M whilst index n runs from –N to N. This would reduce the 
number of required coefficients of the Fourier series by a factor of 2 compared to the 
situation where both indices were allowed to take negative values. In equation (3-10), m 
and n in the sine part of the expansion cannot be zero at the same time (constraint noted by 
*), which otherwise would lead to a zero row in the coefficient matrix. The need for the 
* See section 6.5 for an example showing the importance of negative frequency terms in the Fourier series 
expansion of the stiffness in 2-D. 
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negative frequencies was only recognised relatively late in the preparation of this thesis, 
consequently some of the results where negative frequencies are not needed have been 
generated with a Fourier series expansion where the lower limit on the summation over n is 
0 rather than N. This includes the results in sections 6.2, 6.3 and 6.4. All other results have 
been produced with the lower limit on n as shown in equation (3-10). 
The assumption that ν is a known constant is reasonable in many cases, but where it is not, 
a second Fourier series expansion of the variable νQxx can be performed. This leads to a 
second set of Fourier coefficients that need to be solved for as part of the analysis. In the 
orthotropic case, one would need four separate Fourier series expansions, one for each of 
the independent stiffness matrix components Qxx, Qyy, Qxy and Qss. 
Equation (3-10) can also be represented in matrix form, with the use of a shorthand 
notation for cosine and sine functions with spatial frequency components (m, n) as 
𝑐𝑚,𝑛 = 𝑐𝑚,𝑛(𝑥,𝑦) = cos 2𝜋 �𝑚𝑥𝐿𝑥 + 𝑛𝑦𝐿𝑦� and 𝑠𝑚,𝑛 = 𝑠𝑚,𝑛(𝑥, 𝑦) = sin 2𝜋 �𝑚𝑥𝐿𝑥 + 𝑛𝑦𝐿𝑦� so that 
 
𝑄𝑥𝑥(𝑥, 𝑦) = � � 𝑎𝑚,𝑛𝑐𝑚,𝑛(𝑥,𝑦)𝑁
𝑛=−𝑁
𝑀
𝑚=0
+ � � 𝑏𝑚,𝑛𝑠𝑚,𝑛(𝑥, 𝑦)𝑁
𝑛=−𝑁∗
𝑀
𝑚=0∗
 
= (1 … 𝑐𝑚,𝑛(𝑥, 𝑦) … … 𝑠𝑚,𝑛(𝑥, 𝑦) …)
⎝
⎜⎜
⎛
𝑎0,0
⋮
𝑎𝑚,𝑛
⋮
𝑏𝑚,𝑛
⋮ ⎠
⎟⎟
⎞
 
(3-11) 
Note that the first summation term on the right-hand side of equation (3-11) includes the dc 
coefficient 𝑎0,0, whereas the second summation specifically excludes the 𝑏0,0 coefficient as 
in a standard Fourier series (see [32]-chapter 11). If we assume M = N for simplicity, the 
total number of unknown Fourier coefficients in equation (3-11) is 
𝑁𝐹 = 2(𝑁 + 1)(2𝑁 + 1) − 1 (3-12) 
for the case where the lower limit on n is –N, and 
𝑁𝐹 = 2(𝑁 + 1)2 − 1 (3-13) 
for the case where the lower limit is 0. 
By substituting equation (3-11) into equation (3-9), and denoting 
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𝑃{1} = 𝑃{1}(𝑥, 𝑦) = �𝜖𝑥𝑥 + 𝜈𝜖𝑦𝑦�𝜖𝑥𝑥∗ + �𝜖𝑦𝑦 + 𝜈𝜖𝑥𝑥�𝜖𝑦𝑦∗ + 1 − 𝜈2 𝜖𝑠𝑠𝜖𝑠𝑠∗  (3-14) 
equation (3-9) can be reformulated as 
��𝑃{1}𝑑𝑆
𝑆
…�𝑃{1}𝑐𝑚,𝑛𝑑𝑆
𝑆
… …�𝑃{1}𝑠𝑚,𝑛𝑑𝑆
𝑆
…�
⎝
⎜⎜
⎛
𝑎0,0
⋮
𝑎𝑚,𝑛
⋮
𝑏𝑚,𝑛
⋮ ⎠
⎟⎟
⎞
= ��𝑇𝑥𝑢𝑥∗ + 𝑇𝑦𝑢𝑦∗ �𝑑ℓ
ℓ
 
(3-15) 
The row vector on the left-hand side of equation (3-15) consists of the components of the 
2-D Fourier transform of P{1}(x, y), which will be explained later in section 3.5. A 
particular choice of virtual field results in one equation of the form of equation (3-15). This 
one equation by itself is sufficient to obtain only the simplest solution of a single Fourier 
coefficient, the dc term 𝑎0,0 , corresponding to the case N = 0. However, additional 
equations are obtainable by selecting different virtual fields, thus giving rise to different 
forms for the function P{1}(x, y). In what follows, 𝑃{1}(𝑗)(𝑥,𝑦) will be used to denote this 
function for the j-th virtual field. Its 2-D Fourier transform, and hence the row vector in 
equation (3-15), as well as the right-hand-side scalars are also correspondingly modified. 
So long as at least NF virtual fields are chosen to give NF independent equations of the 
form of equation (3-15), these can be assembled to give the matrix equation 
𝐌𝐗 = 𝐘 (3-16) 
where 
 𝐌 =
⎝
⎜
⎜
⎛
�𝑃{1}(1)𝑑𝑆
𝑆
…�𝑃{1}(1)𝑐𝑚,𝑛𝑑𝑆
𝑆
… …�𝑃{1}(1)𝑠𝑚,𝑛𝑑𝑆
𝑆
…
⋮ ⋮ ⋮
�𝑃{1}(𝑁𝐹)𝑑𝑆
𝑆
…�𝑃{1}(𝑁𝐹)𝑐𝑚,𝑛𝑑𝑆
𝑆
… …�𝑃{1}(𝑁𝐹)𝑠𝑚,𝑛𝑑𝑆
𝑆
…
⎠
⎟
⎟
⎞ (3-17) 
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 𝐗 =
⎝
⎜⎜
⎛
𝑎0,0
⋮
𝑎𝑚,𝑛
⋮
𝑏𝑚,𝑛
⋮ ⎠
⎟⎟
⎞ (3-18) 
 𝐘 =
⎝
⎜
⎜
⎛
��𝑇𝑥𝑢𝑥∗
(1) + 𝑇𝑦𝑢𝑦∗ (1)�𝑑ℓ
ℓ
⋮
��𝑇𝑥𝑢𝑥∗
(𝑁𝐹) + 𝑇𝑦𝑢𝑦∗ (𝑁𝐹)�𝑑ℓ
ℓ ⎠
⎟
⎟
⎞ (3-19) 
Equation (3-16) is the resolution matrix equation of the F-VFM as it will be inverted to 
solve for the vector X containing the desired Fourier coefficients am,n and bm,n that describe 
the unknown stiffness distribution, with the distributions of traction components being 
known to build up the vector Y. 
 
3.3.2  Parameterisation of a stiffness distribution (plane strain) 
Plane strain conditions are applicable when the constraints in the third direction cannot be 
ignored as in the case of plane stress conditions, leading to small strain components in this 
direction which may be neglected. Most of the equations derived for plane stress problems 
above can be used for plane strain problems, though some require slight modifications. The 
first of these is the reduced stiffness matrix, which when written in plane strain conditions 
becomes: 
𝐐 =
⎝
⎜
⎜
⎛
1 𝜈1 − 𝜈 0
𝜈1 − 𝜈 1 00 0 1 − 2𝜈2(1 − 𝜈)⎠⎟
⎟
⎞
𝑄𝑥𝑥  (3-20) 
where the plane strain stiffness Qxx is related to Poisson’s ratio ν and the usual elastic 
modulus E through 
𝑄𝑥𝑥 = 𝐸(1 − 𝜈)(1 + 𝜈)(1 − 2𝜈) (3-21) 
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Equation (3-9) is then modified to give 
���𝜖𝑥𝑥 + 𝜈1 − 𝜈 𝜖𝑦𝑦� 𝜖𝑥𝑥∗ + � 𝜈1 − 𝜈 𝜖𝑥𝑥 + 𝜖𝑦𝑦� 𝜖𝑦𝑦∗ + 1 − 2𝜈2(1 − 𝜈) 𝜖𝑠𝑠𝜖𝑠𝑠∗ �𝑄𝑥𝑥𝑑𝑆
𝑆 = ��𝑇𝑥𝑢𝑥∗ + 𝑇𝑦𝑢𝑦∗ �𝑑ℓ
ℓ
 
(3-22) 
The substitution of the stiffness Fourier series in equation (3-11) into equation (3-22) using 
the notation  
𝑃{2} = �𝜖𝑥𝑥 + 𝜈1 − 𝜈 𝜖𝑦𝑦� 𝜖𝑥𝑥∗ + � 𝜈1 − 𝜈 𝜖𝑥𝑥 + 𝜖𝑦𝑦� 𝜖𝑦𝑦∗ + 1 − 2𝜈2(1 − 𝜈) 𝜖𝑠𝑠𝜖𝑠𝑠∗  (3-23) 
yields the same equation as (3-15) with P{1} substituted by P{2}, and the corresponding 
matrix equation similar to (3-16). It is obvious that the only differences between the 
equations written for plane stress and plane strain problems are in the formulations of the 
stiffness matrix in equations (3-6) and (3-20), and in the function P{i} in equations (3-14) 
and (3-23). 
 
 
3.4  Selection of virtual displacement and strain fields 
To find the coefficients of the Fourier series in equation (3-11), different virtual 
displacement fields and their derivatives are necessary to build up the left-hand-side matrix 
M in equation (3-17). The choice of these virtual fields is the key issue in any VFM 
application as it will directly affect the degree of independence of the matrix equation (3-
16). In earlier developments of the VFM, the potential virtual fields were selected on a 
trial-and-error basis to ensure that the equations of the linear system (3-16) are 
independent. Later, the stability of the linear system (3-16) was improved by means of a 
special virtual fields selection strategy. The selection can be implemented so that the 
integrals corresponding to the unknown stiffness components take their turn to be 0 or 1, so 
that matrix M in equation (3-17) becomes an identity matrix. Further development of the 
VFM included an optimal selection of the virtual fields which at the same time preserves 
the stability of the system of equations (3-16) and reduces the sensitivity of the method to 
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noise. The virtual displacements and strains in those studies are defined as continuous 
functions either over the whole domain or piecewise within its subdomains.  
In the F-VFM, the choice of virtual fields as an arrangement of simple cosine and sine 
functions of different frequencies is feasible, as demonstrated in section 3.2 for a simple 1-
D problem and extended here for 2-D problems. Indeed, equations (3-9) and (3-22) involve 
area integrals of terms of the form 𝜖𝛼𝛼∗ 𝜖𝛽𝛽𝑄𝑥𝑥 (α, β = x, y, s); the use of different spatial 
frequencies in the virtual fields therefore allows a given spatial frequency in the measured 
strain field 𝜖𝛽𝛽  to be linked in turn with different coefficients in the Fourier expansion of 
𝑄𝑥𝑥.  
No special optimised fields have been developed yet for the F-VFM, but a few simple rules 
have been used to select the virtual fields as follows: 
1. The set of virtual field spatial frequencies should be the same as that for the modulus 
parameterisation so that a given spatial frequency in the measured strain field 𝜖𝛽𝛽  can 
be linked in turn with all the coefficients in the Fourier expansion of 𝑄𝑥𝑥; 
2. Each spatial frequency for a given virtual strain field component should have both a 
sine and cosine wave of unit amplitude to ensure that the signal in 𝜖𝛽𝛽  at that spatial 
frequency is detected regardless of its phase; 
3. The total number of virtual fields should be equal to NF in order to determine uniquely 
the unknown Fourier series coefficients of equation (3-11).  
When selecting the virtual fields, one has a choice between defining 𝑢𝑥∗  and 𝑢𝑦∗ , from 
which the virtual strain components are obtained by differentiation, or defining 𝜖𝑥𝑥∗ , 𝜖𝑦𝑦∗  
and 𝜖𝑠𝑠∗ , from which the virtual displacement components are obtained by integration. The 
former approach was used here to ensure compatibility between the inter-related strain 
components. In the case of a tensile test with loading along the x-axis, most of the signal 
resides in the ϵxx and ϵyy fields, and therefore (according to rule (2) above) the 𝑢𝑥∗  and 𝑢𝑦∗  
fields should be selected to produce the unit amplitude sine/cosine waves in 𝜖𝑥𝑥 ∗ and 𝜖𝑦𝑦∗ . 
One approach would be to define a set of fields with 𝑢𝑥∗  chosen to produce the unit waves 
in 𝜖𝑥𝑥∗ , with 𝑢𝑦∗  set to zero, and then a second set of fields this time with the unit waves in 
𝜖𝑦𝑦∗  and with 𝑢𝑥∗  set to zero. However, this choice results in 2NF virtual fields which is 
twice the number required to satisfy rule (3) above. The approach taken here was therefore 
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to define a set of fields with both 𝑢𝑥∗  and 𝑢𝑦∗  chosen to produce the unit waves in 𝜖𝑥𝑥∗  and 
𝜖𝑦𝑦∗  simultaneously. Thus both the 𝜖𝑥𝑥∗  and 𝜖𝑦𝑦∗  fields consist of a set of cosine waves (with 
spatial frequency components (p, q) where p, q = 0, 1,…, N, giving (N+1)2 independent 
virtual fields), and a set of corresponding sine waves (in which the trivial case p = q = 0 is 
excluded, giving an additional (N+1)2 – 1 fields). The total number of chosen cosine and 
sine virtual fields will therefore be equal to NF, which is the required number to determine 
uniquely the unknown Fourier series coefficients of equation (3-11)*. An additional benefit 
resulting from this choice of virtual fields is that it allows a fast algorithm to be employed, 
based on 2-D fast Fourier transforms, as will be discussed in the next section.  
It is convenient to write matrix M from equation (3-17) in terms of the sub-matrices A, B, 
C and D as follows 
𝐌 = �𝐀 𝐁
𝐂 𝐃
� (3-24) 
where A is of size (N+1)(2N+1) rows × (N+1)(2N+1) columns, B is (N+1)(2N+1) × 
((N+1)(2N+1)-1), C is ((N+1)(2N+1)-1) × (N+1)(2N+1), and D is ((N+1)(2N+1)-1) × 
((N+1)(2N+1)-1). A and C contain the cosine terms 𝑐𝑚,𝑛 in the stiffness expansion with B 
and D containing the sine terms 𝑠𝑚,𝑛. A and B contain the corresponding cosine waves in 
𝜖𝑥𝑥∗  and 𝜖𝑦𝑦∗  (denoted 𝑐𝑝,𝑞) with C and D containing the sine terms 𝑠𝑝,𝑞. 
Before the system of equations given in equation (3-16) can be solved, both the virtual 
shear strain field 𝜖𝑠𝑠∗  and virtual displacement components 𝑢𝑥∗  and 𝑢𝑦∗  need to be specified. 
The cosine and sine terms for 𝜖𝑥𝑥∗  and 𝜖𝑦𝑦∗  can be integrated to give 𝑢𝑥∗  and 𝑢𝑦∗ , from which 
all the partial derivatives with respect to x and y can be obtained. The virtual strain fields 
are calculated from these derivatives as follows: 
  
* Equation (3-11) here does not include the negative frequencies, but extension to the case where the negative 
frequencies are included is straightforward. It can be done by including corresponding negative frequencies 
in a set of additional virtual fields, and the number of virtual fields is therefore approximately doubled. 
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𝜖𝑥𝑥∗ = 𝜕𝑢𝑥∗𝜕𝑥  
𝜖𝑦𝑦∗ = 𝜕𝑢𝑦∗𝜕𝑦  
𝜖𝑠𝑠∗ = 𝜕𝑢𝑥∗𝜕𝑦 + 𝜕𝑢𝑦∗𝜕𝑥  
(3-25) 
All the virtual displacement and displacement derivative terms, including the special cases 
p = 0 and q = 0, are summarized in table 3-1.  
For plane stress problems, by combining equations (3-14), (3-25) and table 3-1 together, 
we see that the contribution from the normal strains to the general term in matrix M can be 
written 
���𝜖𝑥𝑥 + 𝜈𝜖𝑦𝑦�𝜖𝑥𝑥∗ + �𝜖𝑦𝑦 + 𝜈𝜖𝑥𝑥�𝜖𝑦𝑦∗ � �𝑐𝑚,𝑛𝑠𝑚,𝑛� 𝑑𝑆
𝑆 = (1 + 𝜈)��𝜖𝑥𝑥 + 𝜖𝑦𝑦� �𝑐𝑝,𝑞𝑠𝑝,𝑞� × �𝑐𝑚,𝑛𝑠𝑚,𝑛� 𝑑𝑆
𝑆
 (3-26) 
where the � .. � × � .. �  notation indicates a product of a cosine/sine virtual strain field 
component with a cosine/sine term from the stiffness expansion, the particular combination 
being dependent on the quadrant (A, B, C or D) of the matrix M. The contribution of the 
shear strains can be expressed in similar form, as follows: 1 − 𝜈2 �𝜖𝑠𝑠∗ 𝜖𝑠𝑠 �𝑐𝑚,𝑛𝑠𝑚,𝑛� 𝑑𝑆
𝑆
=
⎩
⎪
⎪
⎨
⎪
⎪
⎧
1 − 𝜈2 �𝜖𝑠𝑠 �𝐿𝑥𝐿𝑦 𝑞𝑝 + 𝐿𝑦𝐿𝑥 𝑝𝑞� �𝑐𝑝,𝑞𝑠𝑝,𝑞� × �𝑐𝑚,𝑛𝑠𝑚,𝑛� 𝑑𝑆  (𝑝 ≠ 0,𝑞 ≠ 0)
𝑆1 − 𝜈2 �𝑥𝜖𝑠𝑠 �2𝜋𝑞𝐿𝑦 � �−𝑠0,𝑞𝑐0,𝑞� × �𝑐𝑚,𝑛𝑠𝑚,𝑛� 𝑑𝑆  (𝑝 = 0)
𝑆1 − 𝜈2 �𝑦𝜖𝑠𝑠 �2𝜋𝑝𝐿𝑥 � �−𝑠𝑝,0𝑐𝑝,0� × �𝑐𝑚,𝑛𝑠𝑚,𝑛� 𝑑𝑆   (𝑞 = 0)
𝑆
 
(3-27) 
For plane strain problems, the combination is carried out among equations (3-23), (3-25) 
and table 3-1 leading to equations (3-28) and (3-29) below. Explanations of the notations 
are the same as in plane stress problems. 
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���𝜖𝑥𝑥 + 𝜈1 − 𝜈 𝜖𝑦𝑦� 𝜖𝑥𝑥∗ + �𝜖𝑦𝑦 + 𝜈1 − 𝜈 𝜖𝑥𝑥� 𝜖𝑦𝑦∗ � �𝑐𝑚,𝑛𝑠𝑚,𝑛� 𝑑𝑆
𝑆 = 11 − 𝜈��𝜖𝑥𝑥 + 𝜖𝑦𝑦� �𝑐𝑝,𝑞𝑠𝑝,𝑞� × �𝑐𝑚,𝑛𝑠𝑚,𝑛� 𝑑𝑆
𝑆
 (3-28) 
1 − 2𝜈2(1 − 𝜈)�𝜖𝑠𝑠∗ 𝜖𝑠𝑠 �𝑐𝑚,𝑛𝑠𝑚,𝑛� 𝑑𝑆
𝑆
=
⎩
⎪
⎪
⎨
⎪
⎪
⎧
1 − 2𝜈2(1 − 𝜈)�𝜖𝑠𝑠 �𝐿𝑥𝐿𝑦 𝑞𝑝 + 𝐿𝑦𝐿𝑥 𝑝𝑞� �𝑐𝑝,𝑞𝑠𝑝,𝑞� × �𝑐𝑚,𝑛𝑠𝑚,𝑛� 𝑑𝑆  (𝑝 ≠ 0, 𝑞 ≠ 0)
𝑆1 − 2𝜈2(1 − 𝜈)�𝑥𝜖𝑠𝑠 �2𝜋𝑞𝐿𝑦 � �−𝑠0,𝑞𝑐0,𝑞� × �𝑐𝑚,𝑛𝑠𝑚,𝑛� 𝑑𝑆  (𝑝 = 0)
𝑆1 − 2𝜈2(1 − 𝜈)�𝑦𝜖𝑠𝑠 �2𝜋𝑝𝐿𝑥 � �−𝑠𝑝,0𝑐𝑝,0� × �𝑐𝑚,𝑛𝑠𝑚,𝑛� 𝑑𝑆   (𝑞 = 0)
𝑆
 (3-29) 
These explicit representations of the terms in matrix M facilitate the fast algorithm of the 
F-VFM in the following section. 
 
 
3.5  Fast algorithm of the 2-D F-VFM 
The fast algorithm presented in this section is derived for plane stress problems. Those for 
plane strain problems should be derived similarly. 
When applying equations (3-26) and (3-27) to experimental data, the measured strain fields 
𝜖𝑥𝑥, 𝜖𝑦𝑦  and 𝜖𝑠𝑠 are normally sampled on a regular grid and the integrals are replaced by 
summations. If the experimental strain fields have Nx × Ny pixels, then a single contributory 
term to one of the elements of M requires a minimum of NxNy addition plus multiplication 
operations. The computational effort to calculate M therefore scales as NF2NxNy. For 
example, the second application given in chapter 6, with Nx = Ny = 1000 and NF = 881 (N = 
20), took approximately 5.5×103 s to set up the M matrix on an Intel® Core™ i7 CPU 2.79 
GHz computer with 8GB of memory. 
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A much more efficient algorithm can be implemented, however, using 2-D fast Fourier 
transforms. The � .. � × � .. �  term from equations (3-26) and (3-27) can be rewritten as 
follows: 
𝑐𝑚,𝑛𝑐𝑝,𝑞 = 12�𝑐𝑚+𝑝,𝑛+𝑞 + 𝑐𝑚−𝑝,𝑛−𝑞� 
𝑐𝑚,𝑛𝑠𝑝,𝑞 = 12�𝑠𝑚+𝑝,𝑛+𝑞 − 𝑠𝑚−𝑝,𝑛−𝑞� 
𝑠𝑚,𝑛𝑐𝑝,𝑞 = 12�𝑠𝑚+𝑝,𝑛+𝑞 + 𝑠𝑚−𝑝,𝑛−𝑞� 
𝑠𝑚,𝑛𝑠𝑝,𝑞 = 12�−𝑐𝑚+𝑝,𝑛+𝑞 + 𝑐𝑚−𝑝,𝑛−𝑞� 
(3-30) 
The right-hand sides of equations (3-26) and (3-27) all reduce to scaled versions of 
ℜ[𝐻(𝑗,𝑘)] and ℑ[𝐻(𝑗,𝑘)], respectively, where ℜ and ℑ denote real and imaginary parts of 
a complex variable, and H is given by 
𝐻(𝑗,𝑘) = �ℎ(𝑥, 𝑦)(𝑐𝑗,𝑘 − 𝑖𝑠𝑗,𝑘)𝑑𝑆
𝑆
 (3-31) 
in which j and k are spatial frequency components, i is the square root of -1, and h is a 
function derived from the experimental strain fields.  
In discrete form equation (3-31) can be written 
𝐻(𝑗,𝑘) = 𝐿𝑥𝐿𝑦
𝑁𝑥𝑁𝑦
� � ℎ�(?̅?,𝑦�)(𝑐?̅?,𝑘 − 𝑖?̅?𝑗,𝑘)𝑁𝑦−1
𝑦�=0
𝑁𝑥−1
?̅?=0
 (3-32) 
where ?̅?  and 𝑦�  are non-dimensional spatial coordinates ( ?̅? = 0,1,2, … ,𝑁𝑥 − 1; 𝑦� =0,1,2, … ,𝑁𝑦 − 1), ℎ� is ℎ expressed in terms of these coordinates, and 
𝑐?̅?,𝑘(?̅?,𝑦�) = cos 2𝜋�𝑗?̅?𝑁𝑥 + 𝑘𝑦�𝑁𝑦� 
?̅?𝑗,𝑘(?̅?,𝑦�) = sin 2𝜋 �𝑗?̅?𝑁𝑥 + 𝑘𝑦�𝑁𝑦� (3-33) 
Equation (3-32) is just the 2-D discrete Fourier transform of the sampled signal ℎ�(?̅?,𝑦�) and 
can be calculated rapidly by a fast Fourier transform (FFT) algorithm, implemented for 
example as fft2 in the MATLAB language. Spatial frequency components (j, k) have the 
same meaning in equations (3-32) and (3-33) as for the corresponding continuous form 
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expressions 𝑐𝑗,𝑘  and 𝑠𝑗,𝑘, with units of ‘cycles per field of view’. One assumption implicit 
in the use of the 2-D FFT is that the origin of the domain is at the bottom left of the field of 
view. The shift of the origin to the centre of the domain, as for the two applications 
considered in the next section, can be achieved by swapping the 4 quadrants of the 
experimental strain fields, for example with the MATLAB fftshift function.  
A total of only 4 FFTs are required to assemble all the terms in M, in which the four 
functional forms for h are given by the right-hand sides of equations (3-26) and (3-27) as 
ℎ1(𝑥,𝑦) = 𝜖𝑥𝑥(𝑥,𝑦) + 𝜖𝑦𝑦(𝑥,𝑦) 
ℎ2(𝑥,𝑦) = 𝜖𝑆𝑆(𝑥,𝑦) 
ℎ3(𝑥,𝑦) = 𝑥𝜖𝑆𝑆(𝑥,𝑦) 
ℎ4(𝑥,𝑦) = 𝑦𝜖𝑆𝑆(𝑥, 𝑦) 
(3-34) 
The computational effort for each 2-D FFT is of order NxNy(log2(Nx) + 
log2(Ny)) operations, whereas that for assembling the elements of M from the resulting 
coefficients is of order NF2 ~ 2N4 operations. The latter dominates over the former for 
problems involving relatively large numbers of Fourier coefficients in the reconstruction. 
In such cases, the computational effort becomes essentially independent of the resolution 
of the experimental strain fields, with a theoretical reduction in computational effort by a 
factor of NxNy by using the fast algorithm over the direct (i.e., element by element) method 
of assembling the matrix M.  
The computation time for the other steps in the algorithm, i.e. evaluation of the terms in the 
vector Y; the solution of equation (3-16) by Gauss elimination; and reconstruction of the 
elastic stiffness distribution from the solution vector, is normally short compared to that for 
calculation of M. The reconstruction can be handled very efficiently by performing a 
single 2-D inverse Fourier transform on a 2-D array of complex numbers, where the 
calculated 𝑎𝑚,𝑛 and 𝑏𝑚,𝑛 coefficients are the real and imaginary parts, respectively. 
In the ‘egg-box’ stiffness distribution problem considered in section 6.2.2 for example, the 
total calculation time for the stiffness identification using the fast algorithm when 
implemented as a MATLAB script, on an Intel® Core™ i7 CPU 2.79 GHz computer with 
8GB of memory, was ~2.5 s and 250 s for problem sizes N = 20 and N = 80, respectively. 
This may be compared with values of 6.1×103 s and 3.7×106 s, respectively, for the direct 
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method. A time saving of 3-4 orders of magnitude is therefore clearly achievable in 
practice. 
 
 
3.6  Summary 
This chapter presents a development of the existing virtual fields method by implementing 
a novel parameterisation of the stiffness distribution with a full 2-D Fourier series 
expansion. The implementation of the 2-D F-VFM is focused on the spatial frequency 
domain, rather than in the spatial domain as in the classical VFM, and has been specified 
for plane stress and plane strain linear isotropic problems with constant Poisson’s ratio. 
The selection of virtual displacement fields from a set of cosine and sine functions of 
different frequencies makes the F-VFM more versatile, and also enables a fast algorithm 
for the 2-D F-VFM by taking advantage of the numerical efficiency of the fast Fourier 
transform. Application of the fast F-VFM to particular problems in chapters 6 (2-D) and 
chapter 7 (3-D) show the recovery of an unknown vector of nearly a thousand of degrees of 
freedom in just a few seconds.  
In this chapter, the 2-D reconstructed modulus fields were obtained from the newly 
developed F-VFM under the assumption that the traction distributions are known over the 
boundaries. In the next chapter, the F-VFM will be extended to cope with the cases where 
boundary conditions are unspecified over at least a part of the boundary. 
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3.7  Tables 
 
Sub-matrix 𝑝 𝑢𝑥∗  
𝜕𝑢𝑥∗
𝜕𝑥
 
𝜕𝑢𝑥∗
𝜕𝑦
 𝑞 𝑢𝑦∗  
𝜕𝑢𝑦∗
𝜕𝑥
 
𝜕𝑢𝑦∗
𝜕𝑦
 
A, B 0 𝑥𝑐0,𝑞 𝑐0,𝑞 −2𝜋𝑞𝐿𝑦 𝑥𝑠0,𝑞 0 𝑦𝑐𝑝,0 −2𝜋𝑝𝐿𝑥 𝑦𝑠𝑝,0 𝑐𝑝,0 
> 0 𝐿𝑥2𝜋𝑝 𝑠𝑝,𝑞 𝑐𝑝,𝑞 𝐿𝑥𝐿𝑦 𝑞𝑝 𝑐𝑝,𝑞 > 0 𝐿𝑦2𝜋𝑞 𝑠𝑝,𝑞 𝐿𝑦𝐿𝑥 𝑝𝑞 𝑐𝑝,𝑞 𝑐𝑝,𝑞 
C, D 0 𝑥𝑠0,𝑞 𝑠0,𝑞 2𝜋𝑞𝐿𝑦 𝑥𝑐0,𝑞 0 𝑦𝑠𝑝,0 2𝜋𝑝𝐿𝑥 𝑦𝑐𝑝,0 𝑠𝑝,0 
> 0 − 𝐿𝑥2𝜋𝑝 𝑐𝑝,𝑞 𝑠𝑝,𝑞 𝐿𝑥𝐿𝑦 𝑞𝑝 𝑠𝑝,𝑞 > 0 − 𝐿𝑦2𝜋𝑞 𝑐𝑝,𝑞 𝐿𝑦𝐿𝑥 𝑝𝑞 𝑠𝑝,𝑞 𝑠𝑝,𝑞 
Table 3-1: Virtual displacement field components 𝑢𝑥∗  and 𝑢𝑦∗  and their derivatives used in the 2-D F-VFM. 
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3.8  Figures 
 
 
Figure 3-1: A 1-D linear virtual displacement (reference) and its approximation from (a) even; and (b) odd 
expansions using Fourier series. The even expansion uses cosine functions of different frequencies to fit the 
reference data whereas the odd expansion only involves sine functions. Different curves corresponding to 
different number (n) of cosine/sine terms of the Fourier series are plotted.  
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Figure 3-2: A structure of arbitrary shape subject to a traction distribution T on a portion (ℓ) of the whole 
boundary (S). Dimensions of the domain of interest are denoted by Lx and Ly whilst those of the traction 
boundary are lx and ly. The properties are assumed constant through the nominal thickness t of the structure. 
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 Chapter 4 
 
The Fourier-series-based Virtual 
Fields Method in 2-D (Part II)
 
 
The 2-D F-VFM was introduced in the previous chapter as a numerical technique to 
identify the spatially-varying stiffness distribution within a two-dimensional domain on the 
assumption that the boundary conditions are known. In this chapter the theory of the 2-D 
F-VFM is extended to cope with the commonly-occurring situation of unknown boundary 
conditions. Three different approaches are investigated to allow the unknown stiffness 
distributions and/or the traction profiles to be recovered. As long as the measured strain 
data are available, the fields of interest will be computed without any iterative calculation 
as required by many other methods.  
 
 
4.1  Introduction 
In solid mechanics, inverse identification of the material properties depends on the 
exactitude of the mathematical model being used, including the magnitudes and positions 
of the boundary conditions applied to the boundary of the domain of interest. Despite the 
importance of the determination of such boundary conditions in inverse engineering 
problems, only a modest number of research in this matter has been carried out because it 
is not easy to estimate the traction distributions by just using measuring devices (e.g. strain 
gauges, voltage probes, temperature probes, etc.) attached on the surface of the specimen, 
particularly in the case of (soft) biological materials.  
In statics, the problem of characterising unknown boundary condition distributions, i.e. 
tractions, displacements, heat fluxes or temperatures on the boundary of the domain of 
interest, has been solved by various methods. For example, Constantinescu used the 
measurements from different testing configurations of an elastic plate to recover its 
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bending rigidities [134]. The work required a series of simultaneous measurements of 
displacements and forces at different loading positions to compute a so-called Dirichlet-to-
Neumann data map from which the eigenelastic moduli were derived. Nakajima et al. 
[135] utilised displacement data at several interior points measured from a single testing 
configuration to reconstruct the traction distributions over the boundary of a 3-D body 
through an optimisation scheme. The importance of recovering information of the 
boundary conditions is highlighted in references [136-138] in which a separate section was 
reserved in their content for the boundary data detection.  
Many other researchers were successful in their efforts to find the unknown distributions of 
the boundary conditions on the whole boundary based on ‘redundant’ data measured on a 
portion of the boundary (known as over-specified boundary). The general idea of the 
methods using data on the over-specified boundary is that after a series of mathematical 
manipulations, a system of equations is established, which involves data from both the 
over-specified and the unknown boundaries. The vector containing parameters which 
characterise the unknown boundary is then computed analytically using data from the 
over-specified counterpart. For instance, the authors in [139] managed to determine 
parameters governing a linear heat exchange law in a domain by measuring temperatures at 
a number of fixed points on the over-specified boundary. Reference [140] addressed the 
Neumann-type boundary conditions of a thin elastic plate given bending moments on the 
over-specified boundary. In another direction, Martin et al. [141] developed an algorithm 
based on the boundary element method (BEM) to calculate both deformations (i.e. 
displacements, stresses, etc.) and tractions on the whole surface from the data given on the 
over-specified boundary. Later the algorithm was extended into 3-D for steady 
thermoelastic problems in both single- and multiple- connected domains [142]. Recently 
Dennis et al. [143] have moved a step further in the inverse determination of spatially-
varying modulus fields using either displacement or traction (i.e. reaction forces, moments) 
data of the nodes on the boundary. Separate research on the inverse problems of this type 
has confirmed that the problems of finding unknown boundary conditions are ill-
conditioned [144], which means that a small variation on the surface can lead to a 
considerable change in the estimated results. A regularisation method should therefore be 
used to stabilise the final results by preventing amplification of measurement errors [142], 
especially when the noise is persistent [145]. 
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In dynamics, Arai et al. [145] tried to determine the distribution of an unsteady pressure 
profile applied to an elastic thin plate. Both dynamic deflection and strain data were treated 
through a Laplace-transformed-BEM procedure to build up a system of equations of 
unknown pressure, then the time histories of the pressure distribution were recovered.  
In another field closely related to the current thesis, the unknown boundary condition 
problem in 3-D was considered by Avril et al. [84] using the finite-element-based VFM. 
These authors nullified the unknown tractions on the outer surfaces of a 3-D volume by 
using a set of virtual fields that are able to zero these tractions on the boundary. This 
approach is in fact the basis of the so-called ‘windowed traction’ technique which will be 
described later in this chapter. Pierron et al. [83] used the VFM with a sinusoidal window 
function on a dynamic data set of a phantom to determine its shear modulus.  
In this chapter, the unknown traction boundary condition problem is considered as part of 
the inverse identification of a 2-D stiffness distribution. The novel Fourier-series-based 
virtual fields method (F-VFM) developed in chapter 3, in which the VFM is parameterised 
in the spatial frequency domain rather than in the spatial domain, will be adapted to cope 
with the situation where boundary information is lacking. The chapter starts with an 
introduction section which provides a starting point for the extension of the F-VFM to 
tackle the challenge of unknown boundary conditions in three different approaches, namely 
‘experimental traction’, ‘windowed traction’ and ‘Fourier-series traction’, respectively. 
Some discussions and conclusions of the newly proposed method will be found in the last 
section of the chapter. 
 
 
4.2  Adaptations of the 2-D F-VFM for unspecified boundary 
problems 
As presented in equations (3-16) to (3-19) with the Fourier series parameterisation of the 
stiffness distribution in equation (3-11), the computation of the unknown coefficient vector 
X from the matrix equation (3-16) is trivial if the traction vector T = (Tx, Ty) necessary to 
establish the column vector Y is given. In reality however, these tractions might not be 
known due to some difficulties mentioned earlier in section 4.1. This section considers the 
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case where the traction vector T is not specified on the boundary. It therefore requires a 
slight adaptation of the general F-VFM presented in chapter 3. This can be done in (at 
least) three different ways, which we call the ‘experimental traction’, the ‘windowed 
traction’ and the ‘Fourier-series traction’ approaches hereafter. 
 
4.2.1  The ‘experimental traction’ approach 
This approach takes advantage of the elastic constitutive law of the material, whose 
spatially-varying coefficients are already going to be estimated as part of the analysis, to 
convert the measured strains around the boundary into equivalent tractions. The matrix Y 
in equation (3-16) will then be modified from its original formula in equation (3-19). The 
beauty of this approach is its simplicity: no extra variables from the unknown tractions are 
needed as they are expressed as a function of existing parameters, e.g. the stiffness Fourier 
coefficients. As a result, the vector of stiffness Fourier coefficients X will still be the only 
unknown vector in our problem as will be seen below, even though the tractions are 
unspecified. 
 
4.2.1.1  Plane stress problems 
The stress within a deformable body under quasi-static conditions is a measure of the 
internal forces which balance the external forces (including the external tractions and body 
forces) applied to the body. Following the assumptions made in the previous chapter, the 
body forces are small and can be neglected. Consequently, the external traction 
components 𝑇𝑥
[𝑖] and 𝑇𝑦[𝑖] distributed over an inclined edge i of the boundary of the domain 
of interest (see figure 4-1) can be written in their general forms as 
𝑇𝑥
[𝑖] = 𝜎𝑖 sin𝜃 − 𝜏𝑖 cos 𝜃 
𝑇𝑦
[𝑖] = 𝜎𝑖 cos𝜃 + 𝜏𝑖 sin 𝜃 (4-1) 
where 𝜎𝑖 and 𝜏𝑖 are respectively the normal and shear stress distributions on the edge i; and 
𝜃 is the angle between the edge and the horizontal direction [146]. It is worth noticing that 
the signs of the stress components in equation (4-1), and therefore those of the tractions, 
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can be changed according to the directions of the stress vectors. At particular values of the 
angle 𝜃, the traction components along the axis directions are as follows: 
𝜃 𝑇𝑥
[𝑖] 𝑇𝑦[𝑖] 
0o (horizontal edge) −𝜏𝑖 𝜎𝑖 
90o (vertical edge) 𝜎𝑖 𝜏𝑖 
If the domain of interest is not of arbitrary geometry but we choose instead to focus on a 
regular geometry such as a rectangle as in figure 4-2 with stress components specified on 
its edges, then the traction components on each edge will be presented in terms of 
measured strains and of stiffness component following the stress-strain relation as: 
Edge 1: 𝑇𝑥
[1] = 𝜎𝑥𝑥 = �𝜖𝑥𝑥 + 𝜈𝜖𝑦𝑦�𝑄𝑥𝑥 
(4-2) 
 𝑇𝑦
[1] = 𝜏𝑥𝑦 = 1−𝜈2 𝜖𝑠𝑠𝑄𝑥𝑥   
Edge 2: 𝑇𝑥
[2] = 𝜏𝑥𝑦 = 1−𝜈2 𝜖𝑠𝑠𝑄𝑥𝑥   
 𝑇𝑦
[2] = 𝜎𝑦𝑦 = �𝜖𝑦𝑦 + 𝜈𝜖𝑥𝑥�𝑄𝑥𝑥 
Edge 3: 𝑇𝑥
[3] = −𝜎𝑥𝑥 = −�𝜖𝑥𝑥 + 𝜈𝜖𝑦𝑦�𝑄𝑥𝑥 
 𝑇𝑦
[3] = −𝜏𝑥𝑦 = − 1−𝜈2 𝜖𝑠𝑠𝑄𝑥𝑥   
Edge 4: 𝑇𝑥
[4] = −𝜏𝑥𝑦 = − 1−𝜈2 𝜖𝑠𝑠𝑄𝑥𝑥   
 𝑇𝑦
[4] = −𝜎𝑦𝑦 = −�𝜖𝑦𝑦 + 𝜈𝜖𝑥𝑥�𝑄𝑥𝑥 
Depending on the geometry of the boundary, the formulae for the traction components 
might be different. In other words, equation (4-2) is only applicable in its current form for 
rectangular domains, but can easily be extended to more complex geometries. 
The integral in the right-hand side of equation (3-9) needs to be decomposed into 4 sub-
integrals before equation (4-2) can be substituted into it, each sub-integral corresponding to 
a different section of the boundary, and can be written as 
��𝑇𝑥𝑢𝑥∗ + 𝑇𝑦𝑢𝑦∗ �𝑑ℓ
ℓ
= ���𝑇𝑥[𝑖]𝑢𝑥∗ + 𝑇𝑦[𝑖]𝑢𝑦∗ � 𝑑ℓ𝑖
ℓ𝑖
4
𝑖=1
 (4-3) 
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where 𝑑ℓ𝑖 represents a length element along the edge i. By denoting 
𝑈1(𝑥, 𝑦) = �𝜖𝑥𝑥 + 𝜈𝜖𝑦𝑦�𝑢𝑥∗ + 1 − 𝜈2 𝜖𝑠𝑠𝑢𝑦∗  
(4-4) 
𝑈2(𝑥,𝑦) = 1 − 𝜈2 𝜖𝑠𝑠𝑢𝑥∗ + �𝜖𝑦𝑦 + 𝜈𝜖𝑥𝑥�𝑢𝑦∗  
the substitution of (4-2) into (4-3) yields an explicit form of the right-hand-side integral, 
with all the tractions and virtual fields contained in 𝑈1 and 𝑈2 as 
��𝑇𝑥𝑢𝑥∗ + 𝑇𝑦𝑢𝑦∗ �𝑑ℓ
ℓ = �𝑈1𝑄𝑥𝑥𝑑ℓ1
ℓ1
+ �𝑈2𝑄𝑥𝑥𝑑ℓ2
ℓ2
− �𝑈1𝑄𝑥𝑥𝑑ℓ3
ℓ3
− �𝑈2𝑄𝑥𝑥𝑑ℓ4
ℓ4
 
(4-5) 
Later, the stiffness distribution Qxx will be parameterised by a Fourier series as in equation 
(3-11). The combination of each term in the right-hand side of equation (4-5) with each of 
a cosine or sine function of the stiffness Fourier series then makes the equation look more 
complicated. A shorthand notation is therefore necessary to simplify the formulation, 
which is defined as follows: 
�〈𝑈,𝛼〉𝑑ℓ
ℓ
= �𝑈1𝛼𝑑ℓ1
ℓ1
+ �𝑈2𝛼𝑑ℓ2
ℓ2
− �𝑈1𝛼𝑑ℓ3
ℓ3
− �𝑈2𝛼𝑑ℓ4
ℓ4
 (4-6) 
Equation (4-6) corresponds to a single choice of the virtual fields. Next, the column vector 
Y in equation (3-19) with different choices of virtual fields can be restructured in another 
way by taking advantage of the notation (4-6): later, as 𝛼 will be replaced by either a 
cosine or a sine term of the stiffness series Qxx, the unknown coefficients can thus be taken 
out of the integrals and gathered in a single unknown vector. Therefore, the matrix Y can 
be decomposed into a coefficient matrix and an unknown vector. The decomposition of 
matrix Y with NF sets of virtual displacement and strain fields can be described by 
equation: 
𝐘 = 𝐘1𝐗 (4-7) 
in which X is as in equation (3-18), Y is as in equation (3-19), and 
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𝐘1 =
⎝
⎜
⎜
⎛
�〈𝑈(1),𝟏〉𝑑ℓ
ℓ
…�〈𝑈(1), 𝑐𝑚,𝑛〉𝑑ℓ
ℓ
… …�〈𝑈(1), 𝑠𝑚,𝑛〉𝑑ℓ
ℓ
…
⋮ ⋮ ⋮
�〈𝑈(𝑁𝐹),𝟏〉𝑑ℓ
ℓ
…�〈𝑈(𝑁𝐹), 𝑐𝑚,𝑛〉𝑑ℓ
ℓ
… …�〈𝑈(𝑁𝐹), 𝑠𝑚,𝑛〉𝑑ℓ
ℓ
…
⎠
⎟
⎟
⎞
 (4-8) 
In this equation, 1 is the one-matrix of the same size as U, and the superscript inside the 
parentheses indicates which set of virtual fields is used. Substituting vector Y in its new 
form into the matrix equation (3-16) while noting that both left-hand-side and right-hand-
side terms share the same unknown vector X leads to a homogeneous system of equations, 
by isolating the vector X, as 
𝐌1𝐗 = 𝟎 (4-9) 
with 
𝐌1 = 𝐌−𝐘1 (4-10) 
The matrix M was defined in the previous chapter in equation (3-17). The homogeneous 
system of equations (4-9) always has the trivial solution X = 0, which is normally not 
desirable because we want to obtain a unique and non-trivial solution for the stiffness 
distribution. Normalisation of the stiffness by its dc term 𝑎0,0 is however an option to solve 
the homogeneous system of equations (4-9) as follows. Thanks to the normalisation (see, 
e.g. [147]-chapter 3), the dc term of the Fourier stiffness becomes 1. Matrix M1 of size 
NF×NF can thus be split up in a column vector 𝐍� of size NF×1 and a sub-matrix 𝐌�  of size 
NF×(NF –1). The column vector 𝐍� is in fact the first column of matrix M1 which contains 
data corresponding to the unit dc term, and sub-matrix 𝐌�  contains the rest of the data. The 
column vector 𝐍� is then brought to the right side of equation (4-9), resulting in a non-
homogeneous and over-determined system of equations. This over-determined system of 
equations is written in equation (4-11) below, 
𝐌�𝐗� = 𝐍� (4-11) 
and its normalised solution 𝐗� can be computed in a least-squares sense using e.g. the 
Moore-Penrose inversion algorithm (see section 2.1.1). Formulae of the matrices and 
vectors in equation (4-11) are as follows: 
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𝐌� =
⎝
⎜
⎜
⎛
…�𝑃{1}(1)𝑐𝑚,𝑛𝑑𝑆
𝑆
− �〈𝑈(1), 𝑐𝑚,𝑛〉𝑑ℓ
ℓ
… …�𝑃{1}(1)𝑠𝑚,𝑛𝑑𝑆
𝑆
− �〈𝑈(1), 𝑠𝑚,𝑛〉𝑑ℓ
ℓ
…
⋮ ⋮…�𝑃{1}(𝑁𝐹)𝑐𝑚,𝑛𝑑𝑆
𝑆
− �〈𝑈(𝑁𝐹), 𝑐𝑚,𝑛〉𝑑ℓ
ℓ
… …�𝑃{1}(𝑁𝐹)𝑠𝑚,𝑛𝑑𝑆
𝑆
− �〈𝑈(𝑁𝐹), 𝑠𝑚,𝑛〉𝑑ℓ
ℓ
…
⎠
⎟
⎟
⎞
 
(4-12) 
𝐍� = −
⎝
⎜
⎜
⎛
�𝑃{1}(1)𝑑𝑆
𝑆
− �𝑈1
(1)𝑑ℓ
ℓ
⋮
�𝑃{1}(𝑁𝐹)𝑑𝑆
𝑆
− �𝑈1
(𝑁𝐹)𝑑ℓ
ℓ ⎠
⎟
⎟
⎞
 (4-13) 
𝐗� = 1
𝑎0,0 (… 𝑎𝑚,𝑛 … … 𝑏𝑚,𝑛 …)′ (4-14) 
 
4.2.1.2  Plane strain problems 
Similar to plane-stress problems, the traction components in plane-strain problems 
represented through the corresponding measured strain components and the unknown 
stiffness distribution for a rectangular domain can be described as 
Edge 1: 𝑇𝑥
[1] = 𝜎𝑥𝑥 = �𝜖𝑥𝑥 + 𝜈1−𝜈 𝜖𝑦𝑦�𝑄𝑥𝑥   
(4-15) 
 𝑇𝑦
[1] = 𝜏𝑥𝑦 = 1−2𝜈2(1−𝜈) 𝜖𝑠𝑠𝑄𝑥𝑥   
Edge 2: 𝑇𝑥
[2] = 𝜏𝑥𝑦 = 1−2𝜈2(1−𝜈) 𝜖𝑠𝑠𝑄𝑥𝑥   
 𝑇𝑦
[2] = 𝜎𝑦𝑦 = � 𝜈1−𝜈 𝜖𝑥𝑥+𝜖𝑦𝑦�𝑄𝑥𝑥   
Edge 3: 𝑇𝑥
[3] = −𝜎𝑥𝑥 = −�𝜖𝑥𝑥 + 𝜈1−𝜈 𝜖𝑦𝑦�𝑄𝑥𝑥  
 𝑇𝑦
[3] = −𝜏𝑥𝑦 = − 1−2𝜈2(1−𝜈) 𝜖𝑠𝑠𝑄𝑥𝑥   
Edge 4: 𝑇𝑥
[4] = −𝜏𝑥𝑦 = − 1−2𝜈2(1−𝜈) 𝜖𝑠𝑠𝑄𝑥𝑥   
 𝑇𝑦
[4] = −𝜎𝑦𝑦 = −� 𝜈1−𝜈 𝜖𝑥𝑥+𝜖𝑦𝑦�𝑄𝑥𝑥   
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which results in a new form of the right side of equation (3-9) for plane strain problems as 
follows: 
��𝑇𝑥𝑢𝑥∗ + 𝑇𝑦𝑢𝑦∗ �𝑑ℓ
ℓ = �𝑈3𝑄𝑥𝑥𝑑ℓ1
ℓ1
+ �𝑈4𝑄𝑥𝑥𝑑ℓ2
ℓ2
− �𝑈3𝑄𝑥𝑥𝑑ℓ3
ℓ3
− �𝑈4𝑄𝑥𝑥𝑑ℓ4
ℓ4
 
(4-16) 
in which 
𝑈3(𝑥, 𝑦) = �𝜖𝑥𝑥 + 𝜈1 − 𝜈 𝜖𝑦𝑦� 𝑢𝑥∗ + 1 − 2𝜈2(1 − 𝜈) 𝜖𝑠𝑠𝑢𝑦∗  
(4-17) 
𝑈4(𝑥, 𝑦) = 1 − 2𝜈2(1 − 𝜈) 𝜖𝑠𝑠𝑢𝑥∗ + � 𝜈1 − 𝜈 𝜖𝑥𝑥+𝜖𝑦𝑦� 𝑢𝑦∗  
The shorthand notation for the expansion of equation (4-16) written in plane-strain 
problems will be 
�〈𝑈,𝛼〉𝑑ℓ
ℓ
= �𝑈3𝛼𝑑ℓ1
ℓ1
+ �𝑈4𝛼𝑑ℓ2
ℓ2
− �𝑈3𝛼𝑑ℓ3
ℓ3
− �𝑈4𝛼𝑑ℓ4
ℓ4
 (4-18) 
which leads to the same set of equations as (4-7) to (4-14). 
 
4.2.2  The ‘windowed traction’ approach 
The term ‘windowing’ in spectral analysis refers to the process of multiplying the data by a 
function (the ‘window function’) that normally decays towards zero at the ends of the 
signal in a smooth and continuous way. The main aim of this process is to reduce ‘leakage’ 
from any given spectral peak, whilst avoiding excessive broadening of that peak. The 
proposed ‘windowed traction’ approach in the F-VFM also involves applying a smoothly 
varying function to the virtual displacements, but the reason now is somewhat different. 
Provided the window function is zero on all the boundaries, the virtual work becomes zero 
over the boundary regardless of the tractions. In other words, the knowledge of the 
tractions will no longer be necessary in the stiffness identification. As with window 
functions used for spectral analysis, continuity of the function is required, although here it 
is necessary in order to ensure that the virtual strains are well defined over the whole 
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domain. A rectangular window function, for example, does not satisfy this requirement. 
Mathematical explanations of the approach are presented below.  
 
4.2.2.1  Plane stress problems 
As briefly explained above, the traction components on the edges of the domain (S), 
assumed again to be rectangular, must be multiplied by virtual fields that are zero all 
around the boundary. If we denote Wx(x) and Wy(y) respectively one-dimensional functions 
which are able to null the virtual fields along the vertical and horizontal edges of the 
boundary, an appropriate window function for the whole boundary could be chosen as 
𝑊(𝑥, 𝑦) = 𝑊𝑥(𝑥)𝑊𝑦(𝑦). The matrix Y of external virtual works in equation (3-19) after 
the virtual displacements have been windowed by the window function 𝑊(𝑥, 𝑦) can be 
rewritten by 
𝐘� =
⎝
⎜
⎜
⎜
⎛
���𝑇𝑥
[𝑖]𝑢�𝑥∗ (1) + 𝑇𝑦[𝑖]𝑢�𝑦∗ (1)� 𝑑ℓ𝑖
ℓ𝑖
4
𝑖=1
⋮
���𝑇𝑥
[𝑖]𝑢�𝑥∗ (𝑁𝐹) + 𝑇𝑦[𝑖]𝑢�𝑦∗ (𝑁𝐹)� 𝑑ℓ𝑖
ℓ𝑖
4
𝑖=1 ⎠
⎟
⎟
⎟
⎞ = 𝟎 (4-19) 
in which a quantity with a hat symbol on the top is to indicate that it is windowed. The 
windowed virtual displacement fields 𝑢�𝑥∗  and 𝑢�𝑦∗  are defined by multiplying the usual 
virtual displacements 𝑢𝑥∗  and 𝑢𝑦∗  by the window function 𝑊(𝑥, 𝑦) so that 𝑢�𝑥∗ = 𝑊(𝑥, 𝑦)𝑢𝑥∗  
and 𝑢�𝑦∗ = 𝑊(𝑥, 𝑦)𝑢𝑦∗  are zero on the boundary. This leads to the fact that the windowed 
right-hand-side vector 𝐘� of the resolution equation (3-16) also equals zero. The windowed 
matrix equation (3-16) with its right-hand-side vector 𝐘�  being zero thus has a 
homogeneous form of 
𝐌�𝐗 = 𝟎 (4-20) 
with 
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𝐌� =
⎝
⎜
⎜
⎛
�𝑃�{1}(1)𝑑𝑆
𝑆
…�𝑃�{1}(1)𝑐𝑚,𝑛𝑑𝑆
𝑆
… …�𝑃�{1}(1)𝑠𝑚,𝑛𝑑𝑆
𝑆
…
⋮ ⋮ ⋮
�𝑃�{1}(𝑁𝐹)𝑑𝑆
𝑆
…�𝑃�{1}(𝑁𝐹)𝑐𝑚,𝑛𝑑𝑆
𝑆
… …�𝑃�{1}(𝑁𝐹)𝑠𝑚,𝑛𝑑𝑆
𝑆
…
⎠
⎟
⎟
⎞
 (4-21) 
𝑃�{1} = 𝑃�{1}(𝑥, 𝑦) = �𝜖𝑥𝑥 + 𝜈𝜖𝑦𝑦�𝜖?̂?𝑥∗ + �𝜖𝑦𝑦 + 𝜈𝜖𝑥𝑥�𝜖?̂?𝑦∗ + 1 − 𝜈2 𝜖𝑠𝑠𝜖?̂?𝑠∗  (4-22) 
and X the column vector of unknown Fourier stiffness coefficients defined in equation (3-
18). The windowed virtual strains 𝜖?̂?𝑥∗ , 𝜖?̂?𝑦∗  and 𝜖?̂?𝑠∗  are differentiated from the 
corresponding windowed virtual displacements 𝑢�𝑥∗  and 𝑢�𝑦∗  as follows: 
𝜖?̂?𝑥∗ = 𝜕𝑢�𝑥∗𝜕𝑥 = 𝜕(𝑊𝑢𝑥∗)𝜕𝑥 = 𝑊,𝑥𝑢𝑥∗ + 𝑊𝜕𝑢𝑥∗𝜕𝑥 = 𝑊𝑥 ,𝑥𝑊𝑦𝑢𝑥∗ + 𝑊𝜕𝑢𝑥∗𝜕𝑥  
𝜖?̂?𝑦∗ = 𝜕𝑢�𝑦∗𝜕𝑦 = 𝜕�𝑊𝑢𝑦∗ �𝜕𝑦 = 𝑊,𝑦𝑢𝑦∗ + 𝑊𝜕𝑢𝑦∗𝜕𝑦 = 𝑊𝑥𝑊𝑦,𝑦𝑢𝑦∗ + 𝑊𝜕𝑢𝑦∗𝜕𝑦  
𝜖?̂?𝑠∗ = 𝜕𝑢�𝑥∗𝜕𝑦 + 𝜕𝑢�𝑦∗𝜕𝑥 = 𝜕(𝑊𝑢𝑥∗)𝜕𝑦 + 𝜕�𝑊𝑢𝑦∗ �𝜕𝑥= 𝑊𝑥𝑊𝑦,𝑦𝑢𝑥∗ + 𝑊𝑥,𝑥𝑊𝑦𝑢𝑦∗ + 𝑊�𝜕𝑢𝑥∗𝜕𝑦 + 𝜕𝑢𝑦∗𝜕𝑥 � 
(4-23) 
Note that the above includes the fact that Wx and Wy are functions of single spatial variable 
x or y. The usual virtual displacements 𝑢𝑥∗ , 𝑢𝑦∗  and their associated derivatives are specified 
in table 3-1.  
The homogeneous matrix equation (4-20) can then be solved by implementing the 
normalisation by the dc term a0,0 as described in the ‘experimental traction’ approach 
above. The over-determined matrix equation after the normalisation is 
𝐌�𝐗� = 𝐍� (4-24) 
in which 𝐌�  is the sub-matrix of the normalised matrix 𝐌�  in equation (4-20) by removing 
its first column; 𝐍� the column vector made of the first column of matrix 𝐌� ; and 𝐗� the 
normalised unknown coefficient vector defined in equation (4-14). The formulae of the 
sub-matrix 𝐌�  and column vector 𝐍� are 
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𝐌� =
⎝
⎜
⎜
⎛
…�𝑃�{1}(1)𝑐𝑚,𝑛𝑑𝑆
𝑆
… …�𝑃�{1}(1)𝑠𝑚,𝑛𝑑𝑆
𝑆
…
⋮ ⋮…�𝑃�{1}(𝑁𝐹)𝑐𝑚,𝑛𝑑𝑆
𝑆
… …�𝑃�{1}(𝑁𝐹)𝑠𝑚,𝑛𝑑𝑆
𝑆
…
⎠
⎟
⎟
⎞
 (4-25) 
𝐍� = −
⎝
⎜
⎜
⎛
�𝑃�{1}(1)𝑑𝑆
𝑆
⋮
�𝑃�{1}(𝑁𝐹)𝑑𝑆
𝑆 ⎠
⎟
⎟
⎞
 (4-26) 
The choice of different window functions will be discussed in detail in chapter 6 where the 
‘windowed traction’ approach is applied to a specific case. 
 
4.2.2.2  Plane strain problems 
The principle of the ‘windowed traction’ approach for plane strain problems is exactly the 
same as for plane stress problems except for minor modifications of some equations which 
will be listed here. Firstly the windowed spatial function 𝑃�{1}(𝑥, 𝑦) derived for plane stress 
problems in equation (4-22) must be rewritten for plane strain problems as 
𝑃�2(𝑥,𝑦) = �𝜖𝑥𝑥 + 𝜈1 − 𝜈 𝜖𝑦𝑦� 𝜖?̂?𝑥∗ + � 𝜈1 − 𝜈 𝜖𝑥𝑥 + 𝜖𝑦𝑦� 𝜖?̂?𝑦∗ + 1 − 2𝜈2(1 − 𝜈) 𝜖𝑠𝑠𝜖?̂?𝑠∗  (4-27) 
and therefore the windowed matrix 𝐌�  in equation (4-21) must be reformulated by 
replacing the function 𝑃�{1}  inside the integrals by function 𝑃�{2}  above. The same 
replacement applies for the terms 𝐌�  and 𝐍� of the normalised resolution matrix equation (4-
24) defined in equations (4-25) and (4-26), from which the normalised unknown 
coefficient vector 𝐗� can be determined. 
 
4.2.3  The ‘Fourier-series traction’ approach 
The F-VFM adapted by the ‘Fourier-series traction’ approach assumes that the components 
Tx and Ty of the traction vector T can be represented by 1-D Fourier series along the 
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boundary, whose coefficients can be determined together with the 2-D Fourier stiffness 
coefficients through a matrix inversion. The mathematical interpretations of the ‘Fourier-
series traction’ approach are presented in this section.  
As there exists a total of eight traction components distributed over four edges of the 
boundary of the rectangular domain, as shown in figure 4-2, eight (1-D) Fourier series are 
required to represent those traction distributions. These Fourier series, expressed as a 
function of either x or y depending on which edge the traction is applied to, are as follows:  
Edge 1:  
𝑇𝑥
[1](𝑦) = �𝛼𝑘[1] cos 2𝜋 𝑘𝑦𝑙1𝐾𝑘=0 + �𝛽𝑘[1] sin 2𝜋 𝑘𝑦𝑙1𝐾𝑘=0 = (… 𝑐𝑘(𝑦) … 𝑠𝑘(𝑦) …) �…𝛼𝑘[1] …𝛽𝑘[1] … �′ 
𝑇𝑦
[1](𝑦) = �𝜙𝑘[1] cos 2𝜋 𝑘𝑦𝑙1𝐾𝑘=0 + �𝜓𝑘[1] sin 2𝜋 𝑘𝑦𝑙1𝐾𝑘=0 = (… 𝑐𝑘(𝑦) … 𝑠𝑘(𝑦) …) �…𝜙𝑘[1] …𝜓𝑘[1] … �′ 
Edge 2:  
𝑇𝑥
[2](𝑥) = �𝛼𝑘[2] cos 2𝜋 𝑘𝑥𝑙2𝐾𝑘=0 + �𝛽𝑘[2] sin 2𝜋 𝑘𝑥𝑙2𝐾𝑘=0 = (… 𝑐𝑘(𝑥) … 𝑠𝑘(𝑥) …) �…𝛼𝑘[2] …𝛽𝑘[2] … �′ 
𝑇𝑦
[2](𝑥) = �𝜙𝑘[2] cos 2𝜋 𝑘𝑥𝑙2𝐾𝑘=0 + �𝜓𝑘[2] sin 2𝜋 𝑘𝑥𝑙2𝐾𝑘=0 = (… 𝑐𝑘(𝑥) … 𝑠𝑘(𝑥) …) �…𝜙𝑘[2] …𝜓𝑘[2] … �′ 
Edge 3:  
𝑇𝑥
[3](𝑦) = �𝛼𝑘[3] cos 2𝜋 𝑘𝑦𝑙3𝐾𝑘=0 + �𝛽𝑘[3] sin 2𝜋 𝑘𝑦𝑙3𝐾𝑘=0 = (… 𝑐𝑘(𝑦) … 𝑠𝑘(𝑦) …) �…𝛼𝑘[3] …𝛽𝑘[3] … �′ 
𝑇𝑦
[3](𝑦) = �𝜙𝑘[3] cos 2𝜋 𝑘𝑦𝑙3𝐾𝑘=0 + �𝜓𝑘[3] sin 2𝜋 𝑘𝑦𝑙3𝐾𝑘=0 = (… 𝑐𝑘(𝑦) … 𝑠𝑘(𝑦) …) �…𝜙𝑘[3] …𝜓𝑘[3] … �′ 
Edge 4:  
𝑇𝑥
[4](𝑥) = �𝛼𝑘[4] cos 2𝜋 𝑘𝑥𝑙4𝐾𝑘=0 + �𝛽𝑘[4] sin 2𝜋 𝑘𝑥𝑙4𝐾𝑘=0 = (… 𝑐𝑘(𝑥) … 𝑠𝑘(𝑥) …) �…𝛼𝑘[4] …𝛽𝑘[4] … �′ 
𝑇𝑦
[4](𝑥) = �𝜙𝑘[4] cos 2𝜋 𝑘𝑥𝑙4𝐾𝑘=0 + �𝜓𝑘[4] sin 2𝜋 𝑘𝑥𝑙4𝐾𝑘=0 = (… 𝑐𝑘(𝑥) … 𝑠𝑘(𝑥) …) �…𝜙𝑘[4] …𝜓𝑘[4] … �′ 
 (4-28) 
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so that the integrations of themselves with any virtual fields over different parts of the 
boundary can be written as 
��𝑇𝑥
[𝑖]𝑢𝑥∗ + 𝑇𝑦[𝑖]𝑢𝑦∗ � 𝑑ℓ𝑖
ℓ𝑖
= ��(… 𝑐𝑘 … 𝑠𝑘 …)�𝑢𝑥∗ + 𝑢𝑦∗ �𝑑ℓ𝑖
ℓ𝑖
� 𝐗�𝑖  
= �… ��𝑢𝑥∗ + 𝑢𝑦∗ �𝑐𝑘𝑑ℓ𝑖
ℓ𝑖
… ��𝑢𝑥∗ + 𝑢𝑦∗ �𝑠𝑘𝑑ℓ𝑖
ℓ𝑖
…�𝐗�𝑖 (4-29) 
In equation (4-28) the number of cosine/sine terms is chosen as K for all of the traction 
Fourier series for the notation simplicity purpose, but when it is necessary, different values 
of K can be chosen for each of the traction Fourier series. The column vector 𝐗�𝑖  in 
equation (4-29) contains the coefficients of the traction Fourier series applied to the edge i. 
Also, equation (4-29) is written similarly for each of the edges, except that the cosine (ck) 
and sine (sk) are functions of different spatial variables. Therefore, if one denotes 
𝐴𝑥 = �𝑢𝑥∗ + 𝑢𝑦∗ �𝑐𝑘(𝑥) 
𝐵𝑥 = �𝑢𝑥∗ + 𝑢𝑦∗ �𝑠𝑘(𝑥) 
𝐴𝑦 = �𝑢𝑥∗ + 𝑢𝑦∗ �𝑐𝑘(𝑦) 
𝐵𝑦 = �𝑢𝑥∗ + 𝑢𝑦∗ �𝑠𝑘(𝑦) 
(4-30) 
the substitution of the integrals in equation (4-29) into the right-hand side of equation (3-
15) with regard of notations (4-30) yields a single element of vector Y defined in equation 
(3-19). The arrangement of all the elements derived from different selections of the virtual 
displacement fields (presented in table 3-1) builds up the vector Y. Through a simple 
matrix operation, the vector Y can be decomposed into the product of a coefficient matrix 
𝐘� and an unknown vector of traction coefficients 𝐗� as follows: 
𝐘 = 𝐘�𝐗� (4-31) 
in which 
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𝐘� =
⎝
⎜
⎜
⎛
… �𝐴𝑦(1)𝑑ℓ1
ℓ1
… �𝐵𝑦(1)𝑑ℓ1
ℓ1
… �𝐴𝑥(1)𝑑ℓ2
ℓ2
… �𝐵𝑥(1)𝑑ℓ2
ℓ2
…
⋮ ⋮ ⋮ ⋮ …… �𝐴𝑦(𝑁𝐹)𝑑ℓ1
ℓ1
… �𝐵𝑦(𝑁𝐹)𝑑ℓ1
ℓ1
… �𝐴𝑥(𝑁𝐹)𝑑ℓ2
ℓ2
… �𝐵𝑥(𝑁𝐹)𝑑ℓ2
ℓ2
… 
… �𝐴𝑦(1)𝑑ℓ3
ℓ3
… �𝐵𝑦(1)𝑑ℓ3
ℓ3
… �𝐴𝑥(1)𝑑ℓ4
ℓ4
… �𝐵𝑥(1)𝑑ℓ4
ℓ4
…… ⋮ ⋮ ⋮ ⋮… �𝐴𝑦(𝑁𝐹)𝑑ℓ3
ℓ3
… �𝐵𝑦(𝑁𝐹)𝑑ℓ3
ℓ3
… �𝐴𝑥(𝑁𝐹)𝑑ℓ4
ℓ4
… �𝐵𝑥(𝑁𝐹)𝑑ℓ4
ℓ4
…
⎠
⎟
⎟
⎞
 
(4-32) 
𝐗� = �…𝛼𝑘[1] …𝛽𝑘[1] …𝜙𝑘[1] …𝜓𝑘[1] … 𝛼𝑘[2] … 𝛽𝑘[2] …𝜙𝑘[2] …𝜓𝑘[2] … …𝛼𝑘[3] …𝛽𝑘[3] …𝜙𝑘[3] …𝜓𝑘[3] …𝛼𝑘[4] …𝛽𝑘[4] …𝜙𝑘[4] …𝜓𝑘[4] … �′ (4-33) 
As a consequence of the Fourier parameterisation of the tractions, the resolution matrix 
equation (3-16) now involves not only the unknown vector X of the Fourier stiffness 
coefficients but also the unknown vector 𝐗�  of the Fourier traction coefficients. The 
equation thus needs to be rearranged in such a way that the coefficient matrices M and 𝐘� 
are combined together into a single matrix M*, and the two unknown vectors X and 𝐗� into 
a single column vector X*. By bringing the right-hand-side column vector Y to the left of 
equation (3-16), the equation is reformulated in a homogeneous form as 
𝐌∗𝐗∗ = 𝟎 (4-34) 
with 
𝐌∗ = �𝐌��−𝐘��� (4-35) 
𝐗∗ = �𝐗�𝐗��′ (4-36) 
in which matrix M is defined in equation (3-17), matrix 𝐘� in equation (4-32), vector X in 
equation (3-18) and vector 𝐗� in equation (4-33). The total length of vector 𝐗� according to 
the Fourier series expansions of the tractions in equation (4-28) with the single choice of K 
cosine and sine terms in each expansion is 
𝑀𝐹 = 8(2𝑀 + 1) (4-37) 
which leads to the length of vector X*: 
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𝑁𝐹
∗ = 𝑁𝐹 + 𝑀𝐹 (4-38) 
with NF being defined in equation (3-12) or (3-13). In this way, the resolution matrix (4-
34) to solve for the unknowns is homogeneous. Again the normalisation of the equation by 
the dc term a0,0 of the Fourier stiffness may be implemented, as presented in section 4.2.1. 
The normalised equation rewritten from equation (4-34) is 
𝐌� ∗𝐗�∗ = 𝐍�∗ (4-39) 
with  
𝐌� ∗ =
⎝
⎜
⎜
⎛
…�𝑃{𝑖}(1)𝑐𝑚,𝑛𝑑𝑆
𝑆
…�𝑃{𝑖}(1)𝑠𝑚,𝑛𝑑𝑆
𝑆
…− �𝐴𝑦(1)𝑑ℓ1
ℓ1
…− �𝐵𝑦(1)𝑑ℓ1
ℓ1
…
⋮ ⋮ ⋮ ⋮ ……�𝑃{𝑖}(𝑁𝐹)𝑐𝑚,𝑛𝑑𝑆
𝑆
…�𝑃{𝑖}(𝑁𝐹)𝑠𝑚,𝑛𝑑𝑆
𝑆
…− �𝐴𝑦(𝑁𝐹)𝑑ℓ1
ℓ1
…− �𝐵𝑦(𝑁𝐹)𝑑ℓ1
ℓ1
… 
… − �𝐴𝑥(1)𝑑ℓ2
ℓ2 …− �𝐵𝑥(1)𝑑ℓ2ℓ2 …− �𝐴𝑦(1)𝑑ℓ3ℓ3 …− �𝐵𝑦(1)𝑑ℓ3ℓ3 …… ⋮ ⋮ ⋮ ⋮ ……− �𝐴𝑥(𝑁𝐹)𝑑ℓ2
ℓ2 …− �𝐵𝑥(𝑁𝐹)𝑑ℓ2ℓ2 …− �𝐴𝑦(𝑁𝐹)𝑑ℓ3ℓ3 …− �𝐵𝑦(𝑁𝐹)𝑑ℓ3ℓ3 …
 
… − �𝐴𝑥(1)𝑑ℓ4
ℓ4
…− �𝐵𝑥(1)𝑑ℓ4
ℓ4
…… ⋮ ⋮…− �𝐴𝑥(𝑁𝐹)𝑑ℓ4
ℓ4
…− �𝐵𝑥(𝑁𝐹)𝑑ℓ4
ℓ4
…
⎠
⎟
⎟
⎞
 
(4-40) 
𝐗�∗ = 1
𝑎0,0 �…𝑎𝑚,𝑛 … 𝑏𝑚,𝑛 … �…𝛼𝑘[𝑖] …𝛽𝑘[𝑖] …𝜙𝑘[𝑖] …𝜓𝑘[𝑖] … �′ (4-41) 
𝐍�∗ = −
⎝
⎜
⎜
⎛
�𝑃{𝑖}(1)𝑑𝑆
𝑆
⋮
�𝑃{𝑖}(𝑁𝐹)𝑑𝑆
𝑆 ⎠
⎟
⎟
⎞
 (4-42) 
In the equations above, {i} = 1 corresponds to plane stress problems, with the formula of 
P{1} defined in equation (3-14); and {i} = 2 corresponds to plane strain problems, with P{2} 
defined in equation (3-23). 
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4.3  Summary 
Adaptions of the F-VFM to resolve the unspecified boundary issues have been discussed in 
this chapter. Three different approaches have been proposed: the ‘experimental traction’, 
the ‘windowed traction’ and the ‘Fourier-series traction’ methods. The first two approaches 
avoid the explicit determination of the traction components either by expressing them as a 
function of existing parameters in the inverse problem, or by nulling them over the 
boundary with appropriate window functions. By contrast, the ‘Fourier-series traction’ 
approach is derived with the aim of identifying the traction profiles applied on the 
boundary. The stiffness distribution recovered from the three approaches is always 
normalised by the dc term of the Fourier stiffness expansion. Thus only relative stiffness 
values can be obtained with any of these approaches unless additional information is 
provided (for example, the total load applied to the sample if this can be related to the 
integrated traction field applied to the region of interest). The approaches can once again 
be implemented using the fast algorithm described in section 3.5. 
The 2-D validation of the three approaches with both numerical and experimental data is 
presented in chapter 6. 
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4.4  Figures 
 
 
Figure 4-1: Diagram of normal (σi) and shear (τi) stress distributions applied to the edge i of the domain (S). 
The edge is inclined θ degrees about horizontal direction. The traction components 𝑇𝑥
[𝑖] and 𝑇𝑦[𝑖] acting on the 
edge i can then be calculated from these stress components. 
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Figure 4-2: Diagram of a rectangular domain subject to normal and shear stress distributions over its edges. 
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 Chapter 5 
 
The Fourier-series-based 
Virtual Fields Method in 3-D
 
 
The theory of the newly proposed 2-D F-VFM is extended in this chapter to reconstruct the 
spatially-dependent stiffness distributions of the materials, where the property distributions 
are dependent on three spatial variables instead of two. The simplest situation in which the 
traction distributions over the boundary are known is investigated first. Then the method is 
adapted, as for the 2-D F-VFM, to handle the case of unknown boundary information. The 
method is also developed ready for application to and applied for a specific class of 
material, namely soft biomaterials, which exhibit isotropic and nearly incompressible 
characteristics. 
 
 
5.1  Introduction 
When the dimension along the thickness direction is no longer smaller than the others, and 
the variation of the load distribution along that direction varies so that plane strain 
assumptions are not valid, an extension of the 2-D F-VFM into 3-D is important. A full 3-
D analysis would be able to give a complete understanding of the stiffness distributions 
within the materials, which, for example in medicine, would help diagnose diseases by 
detecting pathological tissues inside the human body. For example, a common condition in 
humans is kidney stones. One in every 20 people have a kidney stone at some point in their 
life and the prevalence has increased over the past three decades [148]. Tumours, an 
abnormal swelling of the flesh, are another common human disease. A common 
characteristic of these diseases is that there is a hard deposit of mineral substances or a 
solid mass of pathological tissue of various shapes growing in the middle of surrounding 
soft organs, which is a principal cause of many health problems. 
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Such a hard inclusion inside softer surroundings can be detected non-invasively using 
medical imaging techniques. Thanks to ultrasonography [149, 150] and magnetic 
resonance interferometry (MRI) [85, 86] scanning techniques, the displacement fields in 
human tissues can now be measured in vivo. Even though MRI is more expensive and 
slower than ultrasonography in terms of processing time, the former has higher spatial 
resolution and sensitivity than the latter, and is also able to penetrate deeper inside the 
body, e.g. the brain [151]. Images obtained from the scanning can be processed to provide 
high contrast images that segment different pathological regions of the tissues.  
Depending on how the excitation is generated, the displacement data achieved are either 
quasi-static or dynamic, leading to different ways of inverse recovery of the modulus 
distribution. Modulus distributions reconstructed using quasi-static data cannot be unique 
without the knowledge of traction boundary conditions [152], in other words the 
reconstruction is usually only accurate up to a scale factor. Reconstructions using dynamic 
data, on the other hand, require the assumption that the gradients of the hydraulic pressure 
and of the shear modulus are negligible [153, 154], which can introduce a certain level of 
inaccuracy [155]. We are interested in 3-D quasi-static data because a quasi-static strain 
map contains not only information about modulus distributions but also boundaries 
between neighbouring segments [84]. 
In the literature, three different strategies to invert the elasto-static equilibrium equation for 
the modulus/stiffness distributions have been proposed. A direct inversion method was first 
published by Skovoroda et al. [156], and the uniqueness of the direct inverse solution in 2-
D was examined in [157]. The principle of the method is based on mathematical 
transformation of the equilibrium equation whilst exploiting compatibility and continuity 
conditions to establish a partial differential equation, with the modulus being an unknown 
variable. Barbone et al. [36] approached the direct method from another direction which 
requires computation of the hydrostatic pressure gradients. Recently, Sinkus et al. [158] 
proposed an alternative approach to eliminate the hydrostatic pressure term by applying a 
curl operator to the acoustic wave propagation equation. The approach, however, needs 
third-order derivatives of the data and knowledge of local property parameters. Another 
method, although less popular in the literature than the direct method, is finite-element-
based, which discretises the governing equations using typical finite element basis 
functions. However the application of the finite element based method in 3-D is limited 
due to its computational cost. Being aware of the drawbacks of the aforementioned 
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methods, the first extension of the virtual fields method to 3-D modulus reconstruction has 
been recently presented [84]. The method here uses a combination of the VFM concept of 
using virtual fields to build up different equilibrium equations and the discretisation of 
those equations from a finite element based method. A wise choice of virtual fields which 
nulls the traction contributions on the boundary helps eliminate the hydrostatic pressure 
term and its gradients. 
This chapter describes another approach to recovering the modulus/stiffness distributions 
in which the existing 2-D F-VFM algorithm is extended into three dimensions. The first 
section of the chapter addresses the details of the 3-D F-VFM algorithm in the recovery of 
3-D stiffness distributions with known boundary conditions. This is then followed by an 
extensive development of the algorithm for cases where there is insufficient knowledge of 
the boundary conditions. Extension of the algorithm for the case of nearly incompressible 
materials such as soft tissues is also of great interest, and will be found in section 7.3 in a 
specific case study. 
 
 
5.2  Fast algorithm with specified boundary conditions 
5.2.1  Principle of 3-D F-VFM for elastic isotropic deformation 
Referring back to the fundamental equation (2-8) of the F-VFM written for a deformable 
body subject to a quasi-static loading state, one can simplify the equation by neglecting the 
integrals involving the body force and acceleration terms as 
−�𝛜∗𝐐𝛜 𝑑𝑉
𝑉
+ �𝐓𝐮∗𝑑𝑆𝑓
𝑆𝑓
= 0 (5-1) 
Consider a cuboidal volume of interest V of ultimate dimensions Lx, Ly and Lz along the x, y 
and z axes, respectively (see figure 5-1). The surface Sf over which the tractions are applied 
has the size of either Lx×Ly, Ly×Lz or Lz×Lx depending on how the surface is located in 
space. Definitions of other terms can be found together with equation (2-8). The stiffness 
matrix Q for elastic isotropic materials is only dependent on two elastic parameters, Qxx 
and νQxx, as follows: 
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𝐐 = 𝑄𝑥𝑥
⎝
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛
1 𝜈1 − 𝜈 𝜈1 − 𝜈 0 0 0
𝜈1 − 𝜈 1 𝜈1 − 𝜈 0 0 0
𝜈1 − 𝜈 𝜈1 − 𝜈 1 0 0 00 0 0 1 − 2𝜈2(1 − 𝜈) 0 00 0 0 0 1 − 2𝜈2(1 − 𝜈) 00 0 0 0 0 1 − 2𝜈2(1 − 𝜈)⎠⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞
 (5-2) 
with 𝑄𝑥𝑥 related to the elastic modulus E and the Poisson’s ratio ν by the equation 
𝑄𝑥𝑥 = 𝐸(1 − 𝜈)(1 + 𝜈)(1 − 2𝜈) (5-3) 
Equation (5-2) is the three-dimensional version of equations (3-6) and (3-20) from the 
original 2-D F-VFM in chapter 3. If only the modulus/stiffness distributions need to be 
reconstructed, with Poisson’s ratio assumed to be known, equations (5-1) and (5-2) can be 
reformulated with respect to the only unknown quantity Qxx = Qxx(x, y, z), yielding 
�
⎝
⎜
⎜
⎜
⎛
𝜖𝑥𝑥∗
𝜖𝑦𝑦∗
𝜖𝑧𝑧∗
𝛾𝑦𝑧∗
𝛾𝑧𝑥∗
𝛾𝑥𝑦∗ ⎠
⎟
⎟
⎟
⎞
′
⎝
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛
1 𝜈1 − 𝜈 𝜈1 − 𝜈 0 0 0
𝜈1 − 𝜈 1 𝜈1 − 𝜈 0 0 0
𝜈1 − 𝜈 𝜈1 − 𝜈 1 0 0 00 0 0 1 − 2𝜈2(1 − 𝜈) 0 00 0 0 0 1 − 2𝜈2(1 − 𝜈) 00 0 0 0 0 1 − 2𝜈2(1 − 𝜈)⎠⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞
⎝
⎜
⎜
⎛
𝜖𝑥𝑥
𝜖𝑦𝑦
𝜖𝑧𝑧
𝛾𝑦𝑧
𝛾𝑧𝑥
𝛾𝑥𝑦⎠
⎟
⎟
⎞
𝑄𝑥𝑥𝑑𝑉
𝑉
 
= �(𝑇𝑥 𝑇𝑦 𝑇𝑧)�𝑢𝑥∗𝑢𝑦∗
𝑢𝑧∗
� 𝑑𝑆𝑓
𝑆𝑓
 
(5-4) 
or 
�𝑃{3}(𝑥, 𝑦, 𝑧)𝑄𝑥𝑥𝑑𝑉
𝑉
= ��𝑇𝑥𝑢𝑥∗ + 𝑇𝑦𝑢𝑦∗ + 𝑇𝑧𝑢𝑧∗�𝑑𝑆𝑓
𝑆𝑓
 (5-5) 
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with 
𝑃{3}(𝑥,𝑦, 𝑧) = �𝜖𝑥𝑥 + 𝜈1 − 𝜈 �𝜖𝑦𝑦 + 𝜖𝑧𝑧�� 𝜖𝑥𝑥∗ + �𝜖𝑦𝑦 + 𝜈1 − 𝜈 (𝜖𝑥𝑥 + 𝜖𝑧𝑧)�𝜖𝑦𝑦∗  +�𝜖𝑧𝑧 + 𝜈1 − 𝜈 �𝜖𝑥𝑥 + 𝜖𝑦𝑦�� 𝜖𝑧𝑧∗ + 1 − 2𝜈2(1 − 𝜈) �𝛾𝑦𝑧𝛾𝑦𝑧∗ + 𝛾𝑧𝑥𝛾𝑧𝑥∗ + 𝛾𝑥𝑦𝛾𝑥𝑦∗ � (5-6) 
Following the logic of the 2-D F-VFM, the unknown stiffness distribution Qxx will be 
parameterised by a Fourier series, this time as a function of 3 spatial variables, as 
 𝑄𝑥𝑥(𝑥, 𝑦, 𝑧) = � � � 𝑎𝑚,𝑛,𝑜 cos 2𝜋�𝑚𝑥𝐿𝑥 + 𝑛𝑦𝐿𝑦 + 𝑜𝑧𝐿𝑧�
𝑂
𝑜=−𝑂
𝑁
𝑛=−𝑁
𝑀
𝑚=0+ � � � 𝑏𝑚,𝑛,𝑜 sin 2𝜋 �𝑚𝑥𝐿𝑥 + 𝑛𝑦𝐿𝑦 + 𝑜𝑧𝐿𝑧�𝑂
𝑜=−𝑂∗
𝑁
𝑛=−𝑁∗
𝑀
𝑚=0∗
 (5-7) 
or  
 𝑄𝑥𝑥(𝑥, 𝑦, 𝑧) = � � � 𝑎𝑚,𝑛,𝑜𝑐𝑚,𝑛,𝑜(𝑥, 𝑦, 𝑧)
𝑂
𝑜=−𝑂
𝑁
𝑛=−𝑁
𝑀
𝑚=0+ � � � 𝑏𝑚,𝑛,𝑜𝑠𝑚,𝑛,𝑜(𝑥,𝑦, 𝑧)𝑂
𝑜=−𝑂∗
𝑁
𝑛=−𝑁∗
𝑀
𝑚=0∗
 (5-8) 
or  
𝑄𝑥𝑥(𝑥, 𝑦, 𝑧) = (1 … 𝑐𝑚,𝑛,𝑜(𝑥, 𝑦, 𝑧) … … 𝑠𝑚,𝑛,𝑜(𝑥, 𝑦, 𝑧) …)
⎝
⎜⎜
⎛
𝑎0,0,0
⋮
𝑎𝑚,𝑛,𝑜
⋮
𝑏𝑚,𝑛,𝑜
⋮ ⎠
⎟⎟
⎞ (5-9) 
As previously explained in section 3.3.1 for the 2-D version of the F-VFM, equation (5-7) 
should contain both positive and negative frequency terms of the spatial variables. 
However, due to the even/odd symmetry of the cosine/sine functions, this equation can be 
further simplified: we choose index m to take the values from 0 to M whilst the indices n 
and o run from –N to N and –O to O, respectively. It results in a reduction of number of 
unknown Fourier coefficients by a factor of 2 compared to the case where all indices were 
allowed to take negative values. Condition (*) in the sine part of the equation (5-7) 
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prevents the indices m, n and o from being zero at the same time, which otherwise would 
lead to a zero row of the left-hand-side matrix. Equation (5-8) is rewritten from equation 
(5-7) by the use of shorthand notations for the trigonometric functions as 𝑐𝑚,𝑛,𝑜(𝑥, 𝑦, 𝑧) =cos 2𝜋 �𝑚𝑥
𝐿𝑥
+ 𝑛𝑦
𝐿𝑦
+ 𝑜𝑧
𝐿𝑧
�  and 𝑠𝑚,𝑛,𝑜(𝑥,𝑦, 𝑧) = sin 2𝜋 �𝑚𝑥𝐿𝑥 + 𝑛𝑦𝐿𝑦 + 𝑜𝑧𝐿𝑧� . Equation (5-9) is 
simply equation (5-8) written in a matrix form. This leads to an equation of the F-VFM 
associated with a single virtual field as follows:  
��𝑃{3}𝑑𝑉
𝑉
…�𝑃{3}𝑐𝑚,𝑛,𝑜𝑑𝑉
𝑉
… …�𝑃{3}𝑠𝑚,𝑛,𝑜𝑑𝑉
𝑉
…�
⎝
⎜⎜
⎛
𝑎0,0,0
⋮
𝑎𝑚,𝑛,𝑜
⋮
𝑏𝑚,𝑛,𝑜
⋮ ⎠
⎟⎟
⎞
 
= ��𝑇𝑥𝑢𝑥∗ + 𝑇𝑦𝑢𝑦∗ + 𝑇𝑧𝑢𝑧∗�𝑑𝑆𝑓
𝑆𝑓
 
(5-10) 
The number of unknown stiffness Fourier coefficients under the assumption M = N = O is 
𝑁𝐹 = 2(𝑁 + 1)(2𝑁 + 1)2 − 1 (5-11) 
for the case where the lower limit on n and o are –N, and 
𝑁𝐹 = 2(𝑁 + 1)3 − 1 (5-12) 
for the case where the lower limits are 0. 
With a full set of total NF pairs of virtual displacement and strain fields being chosen, one 
comes up with a matrix equation of the F-VFM to compute the stiffness Fourier 
coefficients, which is the 3-D version of equation (3-16): 
𝐌𝐗 = 𝐘 (5-13) 
in which 
 𝐌 =
⎝
⎜
⎜
⎛
�𝑃{3}(1)𝑑𝑉
𝑉
…�𝑃{3}(1)𝑐𝑚,𝑛,𝑜𝑑𝑉
𝑉
… …�𝑃{3}(1)𝑠𝑚,𝑛,𝑜𝑑𝑉
𝑉
…
⋮ ⋮ ⋮
�𝑃{3}(𝑁𝐹)𝑑𝑉
𝑉
…�𝑃{3}(𝑁𝐹)𝑐𝑚,𝑛,𝑜𝑑𝑉
𝑉
… …�𝑃{3}(𝑁𝐹)𝑠𝑚,𝑛,𝑜𝑑𝑉
𝑉
…
⎠
⎟
⎟
⎞ (5-14) 
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 𝐗 =
⎝
⎜⎜
⎛
𝑎0,0,0
⋮
𝑎𝑚,𝑛,𝑜
⋮
𝑏𝑚,𝑛,𝑜
⋮ ⎠
⎟⎟
⎞ (5-15) 
 𝐘 =
⎝
⎜
⎜
⎜
⎛
��𝑇𝑥𝑢𝑥∗
(1) + 𝑇𝑦𝑢𝑦∗ (1) + 𝑇𝑧𝑢𝑧∗(1)�𝑑𝑆𝑓
𝑆𝑓
⋮
��𝑇𝑥𝑢𝑥∗
(𝑁𝐹) + 𝑇𝑦𝑢𝑦∗ (𝑁𝐹) + 𝑇𝑧𝑢𝑧∗(𝑁𝐹)�𝑑𝑆𝑓
𝑆𝑓 ⎠
⎟
⎟
⎟
⎞ (5-16) 
 
5.2.2  Selection of virtual displacement and strain fields 
The virtual displacement fields and their derivatives will be selected from a pool of simple 
cosine and sine functions of different spatial frequencies, as explained in section 3.4 for the 
2-D case. There will only be a slight modification in the formulation of the virtual fields as 
well as the content of sub-matrices of matrix M from those in section 3.4. 
The matrix M of size NF × NF is decomposed into four sub-matrices A, B, C, D similar to 
those represented in equation (3-24), where A is of size (N+1)(2N+1)2 rows × 
(N+1)(2N+1)2 columns, B is (N+1)(2N+1)2 × ((N+1)(2N+1)2-1), C is ((N+1)(2N+1)2-1) × 
(N+1)(2N+1)2, and D is ((N+1)(2N+1)2-1) × ((N+1)(2N+1)2-1). A and C contain the cosine 
terms 𝑐𝑚,𝑛,𝑜 in the stiffness expansion with B and D containing the sine terms 𝑠𝑚,𝑛,𝑜. A and 
B contain the corresponding cosine waves in 𝜖𝛼𝛼∗  (denoted 𝑐𝑝,𝑞,𝑟) with C and D containing 
the sine terms 𝑠𝑝,𝑞,𝑟. All the virtual displacements and their derivatives are reported in table 
5-1. The virtual strain fields are computed from the derivatives as follows: 
𝜖𝑥𝑥∗ = 𝜕𝑢𝑥∗𝜕𝑥  ; 𝛾𝑦𝑧∗ = 𝜕𝑢𝑦∗𝜕𝑧 + 𝜕𝑢𝑧∗𝜕𝑦  
(5-17) 𝜖𝑦𝑦∗ = 𝜕𝑢𝑦∗𝜕𝑦  ; 𝛾𝑧𝑥∗ = 𝜕𝑢𝑧∗𝜕𝑥 + 𝜕𝑢𝑥∗𝜕𝑧  
𝜖𝑧𝑧∗ = 𝜕𝑢𝑧∗𝜕𝑧  ; 𝛾𝑥𝑦∗ = 𝜕𝑢𝑥∗𝜕𝑦 + 𝜕𝑢𝑦∗𝜕𝑥  
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With this choice of virtual fields, it is now possible to write the elements of matrix M in 
their explicit forms by combining equations (5-6), (5-17) and table 5-1. These 
representations will be convenient when the fast algorithm of the F-VFM is introduced in 
the following section. The contribution of the experimental normal strains to the general 
element of matrix M can be expanded as 
���𝜖𝑥𝑥 + 𝜈1 − 𝜈 �𝜖𝑦𝑦 + 𝜖𝑧𝑧�� 𝜖𝑥𝑥∗ + �𝜖𝑦𝑦 + 𝜈1 − 𝜈 (𝜖𝑥𝑥 + 𝜖𝑧𝑧)� 𝜖𝑦𝑦∗
𝑉 + �𝜖𝑧𝑧 + 𝜈1 − 𝜈 �𝜖𝑥𝑥 + 𝜖𝑦𝑦�� 𝜖𝑧𝑧∗ � �𝑐𝑚,𝑛,𝑜𝑠𝑚,𝑛,𝑜� 𝑑𝑉 
= 1 + 𝜈1 − 𝜈��𝜖𝑥𝑥 + 𝜖𝑦𝑦 + 𝜖𝑧𝑧� �𝑐𝑝,𝑞,𝑟𝑠𝑝,𝑞,𝑟� × �𝑐𝑚,𝑛,𝑜𝑠𝑚,𝑛,𝑜� 𝑑𝑉
𝑉
 
(5-18) 
Note that m, n, o are indices of the cosine/sine terms from the stiffness expansion whilst p, 
q, r are those of the cosine/sine virtual strain fields. The four different combinations of 
these cosine and sine terms appear in the four quadrants A, B, C or D of matrix M, as for 
the 2-D case. The shear strains involved in the formation of matrix M can be expressed in a 
similar way as follows: 
1 − 2𝜈2(1 − 𝜈) �𝛾𝑦𝑧𝛾𝑦𝑧∗ �𝑐𝑚,𝑛,𝑜𝑠𝑚,𝑛,𝑜� 𝑑𝑉
𝑉
 
 =
⎩
⎪
⎪
⎨
⎪
⎪
⎧
1 − 2𝜈2(1 − 𝜈) �𝛾𝑦𝑧 �𝐿𝑦𝐿𝑧 𝑟𝑞 + 𝐿𝑧𝐿𝑦 𝑞𝑟� �𝑐𝑝,𝑞,𝑟𝑠𝑝,𝑞,𝑟� × �𝑐𝑚,𝑛,𝑜𝑠𝑚,𝑛,𝑜� 𝑑𝑉
𝑉
 (𝑞 ≠ 0, 𝑟 ≠ 0)1 − 2𝜈2(1 − 𝜈) �𝑦𝛾𝑦𝑧 �2𝜋𝑟𝐿𝑧 � �−𝑠𝑝,0,𝑟𝑐𝑝,0,𝑟� × �𝑐𝑚,𝑛,𝑜𝑠𝑚,𝑛,𝑜� 𝑑𝑉
𝑉
 (𝑞 = 0)1 − 2𝜈2(1 − 𝜈) �𝑧𝛾𝑦𝑧 �2𝜋𝑞𝐿𝑦 � �−𝑠𝑝,𝑞,0𝑐𝑝,𝑞,0� × �𝑐𝑚,𝑛,𝑜𝑠𝑚,𝑛,𝑜� 𝑑𝑉
𝑉
 (𝑟 = 0)
 (5-19) 
1 − 2𝜈2(1 − 𝜈) �𝛾𝑧𝑥𝛾𝑧𝑥∗ �𝑐𝑚,𝑛,𝑜𝑠𝑚,𝑛,𝑜� 𝑑𝑉
𝑉
 (5-20) 
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 =
⎩
⎪
⎪
⎨
⎪
⎪
⎧
1 − 2𝜈2(1 − 𝜈) �𝛾𝑧𝑥 �𝐿𝑥𝐿𝑧 𝑟𝑝 + 𝐿𝑧𝐿𝑥 𝑝𝑟� �𝑐𝑝,𝑞,𝑟𝑠𝑝,𝑞,𝑟� × �𝑐𝑚,𝑛,𝑜𝑠𝑚,𝑛,𝑜� 𝑑𝑉
𝑉
 (𝑝 ≠ 0, 𝑟 ≠ 0)1 − 2𝜈2(1 − 𝜈) �𝑥𝛾𝑧𝑥 �2𝜋𝑟𝐿𝑧 � �−𝑠0,𝑞,𝑟𝑐0,𝑞,𝑟� × �𝑐𝑚,𝑛,𝑜𝑠𝑚,𝑛,𝑜� 𝑑𝑉
𝑉
 (𝑝 = 0)1 − 2𝜈2(1 − 𝜈) �𝑧𝛾𝑧𝑥 �2𝜋𝑝𝐿𝑥 � �−𝑠𝑝,𝑞,0𝑐𝑝,𝑞,0� × �𝑐𝑚,𝑛,𝑜𝑠𝑚,𝑛,𝑜� 𝑑𝑉
𝑉
 (𝑟 = 0)
 
1 − 2𝜈2(1 − 𝜈) �𝛾𝑥𝑦𝛾𝑥𝑦∗ �𝑐𝑚,𝑛,𝑜𝑠𝑚,𝑛,𝑜� 𝑑𝑉
𝑉
 
 =
⎩
⎪
⎪
⎨
⎪
⎪
⎧
1 − 2𝜈2(1 − 𝜈) �𝛾𝑥𝑦 �𝐿𝑥𝐿𝑦 𝑞𝑝 + 𝐿𝑦𝐿𝑥 𝑝𝑞� �𝑐𝑝,𝑞,𝑟𝑠𝑝,𝑞,𝑟� × �𝑐𝑚,𝑛,𝑜𝑠𝑚,𝑛,𝑜� 𝑑𝑉
𝑉
 (𝑝 ≠ 0,𝑞 ≠ 0)1 − 2𝜈2(1 − 𝜈) �𝑥𝛾𝑥𝑦 �2𝜋𝑞𝐿𝑦 � �−𝑠0,𝑞,𝑟𝑐0,𝑞,𝑟� × �𝑐𝑚,𝑛,𝑜𝑠𝑚,𝑛,𝑜� 𝑑𝑉
𝑉
 (𝑝 = 0)1 − 2𝜈2(1 − 𝜈) �𝑦𝛾𝑥𝑦 �2𝜋𝑝𝐿𝑥 � �−𝑠𝑝,0,𝑟𝑐𝑝,0,𝑟� × �𝑐𝑚,𝑛,𝑜𝑠𝑚,𝑛,𝑜� 𝑑𝑉
𝑉
 (𝑞 = 0)
 
(5-21) 
 
5.2.3  Fast algorithm of the 3-D F-VFM 
As already stated in the introduction to the chapter, the computation time might be 
expected to increase dramatically when another spatial variable is included in the analysis. 
An efficient algorithm for the F-VFM is therefore even more necessary than before.  
The cross product � .. � × � .. � term from equations (5-18) to (5-21) can be rewritten in the 
following forms: 
𝑐𝑚,𝑛,𝑜𝑐𝑝,𝑞,𝑟 = 12 �𝑐𝑚+𝑝,𝑛+𝑞,𝑜+𝑟 + 𝑐𝑚−𝑝,𝑛−𝑞,𝑜−𝑟�  
𝑐𝑚,𝑛,𝑜𝑠𝑝,𝑞,𝑟 = 12 �𝑠𝑚+𝑝,𝑛+𝑞,𝑜+𝑟 − 𝑠𝑚−𝑝,𝑛−𝑞,𝑜−𝑟�  
𝑠𝑚,𝑛,𝑜𝑐𝑝,𝑞,𝑟 = 12 �𝑠𝑚+𝑝,𝑛+𝑞,𝑜+𝑟 + 𝑠𝑚−𝑝,𝑛−𝑞,𝑜−𝑟�  
𝑠𝑚,𝑛,𝑜𝑠𝑝,𝑞,𝑟 = 12 �−𝑐𝑚+𝑝,𝑛+𝑞,𝑜+𝑟 + 𝑐𝑚−𝑝,𝑛−𝑞,𝑜−𝑟�  
(5-22) 
The connection between equation (5-22) and the real and imaginary parts of a function H 
of complex variables was examined in section 3.5 and is revised here in 3-D form, with the 
complex function H given by 
 
The Fourier-series-based Virtual Fields Method in 3-D 89 
𝐻(𝑗,𝑘, 𝑙) = �ℎ(𝑥,𝑦, 𝑧)(𝑐𝑗,𝑘,𝑙 − 𝑖𝑠𝑗,𝑘,𝑙)𝑑𝑉
𝑉
 (5-23) 
and its discrete form being 
𝐻(𝑗, 𝑘, 𝑙) = 𝐿𝑥𝐿𝑦𝐿𝑧
𝑁𝑥𝑁𝑦𝑁𝑧
� � � ℎ�(?̅?,𝑦�, 𝑧̅)(𝑐?̅?,𝑘,𝑙 − 𝑖?̅?𝑗,𝑘,𝑙)𝑁𝑧−1
?̅?=0
𝑁𝑦−1
𝑦�=0
𝑁𝑥−1
?̅?=0
 (5-24) 
In the equations above, h is a function derived from the experimental strain fields; ℎ� is ℎ 
expressed in terms of non-dimensional spatial coordinates ?̅?, 𝑦� and 𝑧̅ (?̅? = 0,1,2, … ,𝑁𝑥 −1; 𝑦� = 0,1,2, … ,𝑁𝑦 − 1; 𝑧̅ = 0,1,2, … ,𝑁𝑧 − 1 ). Equation (5-24) is the 3-D discrete 
Fourier transform of the sampled signal ℎ�(?̅?,𝑦�, 𝑧̅) and can be calculated rapidly by a fast 
Fourier transform (FFT) algorithm, implemented for example as fftn in the MATLAB 
language. The shift of the domain’s origin from one corner of the volume to the centre can 
be done by swapping between the quadrants of the strain fields using the fftshift 
function. A total of 10 FFTs of the function h in the right-hand sides of equations (5-23) 
and (5-24) are required to build up matrix M, which are shown as follows: 
ℎ1(𝑥,𝑦, 𝑧) = 𝜖𝑥𝑥(𝑥,𝑦, 𝑧) + 𝜖𝑦𝑦(𝑥, 𝑦, 𝑧) + 𝜖𝑧𝑧(𝑥, 𝑦, 𝑧) 
ℎ2(𝑥, 𝑦, 𝑧) = 𝛾𝑦𝑧(𝑥, 𝑦, 𝑧) 
ℎ3(𝑥, 𝑦, 𝑧) = 𝑦𝛾𝑦𝑧(𝑥, 𝑦, 𝑧) 
ℎ4(𝑥, 𝑦, 𝑧) = 𝑧𝛾𝑦𝑧(𝑥, 𝑦, 𝑧) 
ℎ5(𝑥, 𝑦, 𝑧) = 𝛾𝑧𝑥(𝑥, 𝑦, 𝑧) 
ℎ6(𝑥, 𝑦, 𝑧) = 𝑧𝛾𝑧𝑥(𝑥, 𝑦, 𝑧) 
ℎ7(𝑥, 𝑦, 𝑧) = 𝑥𝛾𝑧𝑥(𝑥, 𝑦, 𝑧) 
ℎ8(𝑥, 𝑦, 𝑧𝑍) = 𝛾𝑥𝑦(𝑥,𝑦, 𝑧) 
ℎ9(𝑥, 𝑦, 𝑧) = 𝑥𝛾𝑥𝑦(𝑥,𝑦, 𝑧) 
ℎ10(𝑥, 𝑦, 𝑧) = 𝑦𝛾𝑥𝑦(𝑥,𝑦, 𝑧) 
(5-25) 
As was argued in section 3.5, the reduction in computational effort with the fast algorithm 
is remarkable. For example, with N = 15, the 3-D ‘egg-box’ stiffness distribution in section 
7.2.1 requires ~1.2×106 s of computation to implement a direct algorithm of the 3-D F-
VFM on an Intel® Core™ i7 CPU 2.79 GHz computer with 8GB of memory, whereas this 
figure is decreased to ~18 s using the fast algorithm, i.e. ~66,000× faster.  
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5.3  Estimation of 3-D boundary conditions with the F-VFM 
In this section, different approaches to tackling the lack of knowledge of the boundary 
conditions in 3-D using the F-VFM will be discussed. This is a natural extension to the 2-D 
case already considered in chapter 4, which leads to the so-called ‘experimental traction’, 
‘windowed traction’ and ‘Fourier-series traction’ approaches of the F-VFM, respectively. 
A volumetric domain of interest with a cuboidal shape subject to a general stress state as 
presented in figure 5-1 is considered throughout this section. The cuboid is of size 
Lx×Ly×Lz. As the logic is analogous to that of chapter 4, only mathematical 
implementations of the adapted F-VFM in 3-D are presented.  
 
5.3.1  The ‘experimental traction’ approach 
In this approach, which is an extension of section 4.2.1 to 3-D, the unknown boundary 
tractions are replaced by the unknown modulus/stiffness distributions using the known 
form of the constitutive relation. Following this idea, the traction components applied on 
different faces of the cuboid in figure 5-1 can be rewritten as functions of the unknown 
stiffness quantity Qxx as 
Face 1: 𝑇𝑥
[1] = 𝜎𝑥𝑥 = �𝜖𝑥𝑥 + 𝜈1−𝜈 �𝜖𝑦𝑦 + 𝜖𝑧𝑧��𝑄𝑥𝑥   
 𝑇𝑦
[1] = 𝜏𝑥𝑦 = 1−2𝜈2(1−𝜈) 𝛾𝑥𝑦𝑄𝑥𝑥   
 𝑇𝑧
[1] = 𝜏𝑥𝑧 = 1−2𝜈2(1−𝜈) 𝛾𝑥𝑧𝑄𝑥𝑥   
Face 2: 𝑇𝑥
[2] = 𝜏𝑥𝑦 = 1−2𝜈2(1−𝜈) 𝛾𝑥𝑦𝑄𝑥𝑥   
 𝑇𝑦
[2] = 𝜎𝑦𝑦 = �𝜖𝑦𝑦 + 𝜈1−𝜈 (𝜖𝑥𝑥 + 𝜖𝑧𝑧)�𝑄𝑥𝑥   
 𝑇𝑧
[2] = 𝜏𝑦𝑧 = 1−2𝜈2(1−𝜈) 𝛾𝑦𝑧𝑄𝑥𝑥   
Face 3: 𝑇𝑥
[3] = 𝜏𝑥𝑧 = 1−2𝜈2(1−𝜈) 𝛾𝑥𝑧𝑄𝑥𝑥   
 𝑇𝑦
[3] = 𝜏𝑦𝑧 = 1−2𝜈2(1−𝜈) 𝛾𝑦𝑧𝑄𝑥𝑥   
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 𝑇𝑧
[3] = 𝜎𝑧𝑧 = �𝜖𝑧𝑧 + 𝜈1−𝜈 �𝜖𝑥𝑥 + 𝜖𝑦𝑦��𝑄𝑥𝑥   
Face 4: 𝑇𝑥
[4] = −𝜎𝑥𝑥 = −�𝜖𝑥𝑥 + 𝜈1−𝜈 �𝜖𝑦𝑦 + 𝜖𝑧𝑧��𝑄𝑥𝑥   
 𝑇𝑦
[4] = −𝜏𝑥𝑦 = − 1−2𝜈2(1−𝜈) 𝛾𝑥𝑦𝑄𝑥𝑥   
 𝑇𝑧
[4] = −𝜏𝑥𝑧 = − 1−2𝜈2(1−𝜈) 𝛾𝑥𝑧𝑄𝑥𝑥   
Face 5: 𝑇𝑥
[5] = −𝜏𝑥𝑦 = − 1−2𝜈2(1−𝜈) 𝛾𝑥𝑦𝑄𝑥𝑥   
 𝑇𝑦
[5] = −𝜎𝑦𝑦 = −�𝜖𝑦𝑦 + 𝜈1−𝜈 (𝜖𝑥𝑥 + 𝜖𝑧𝑧)�𝑄𝑥𝑥   
 𝑇𝑧
[5] = −𝜏𝑦𝑧 = − 1−2𝜈2(1−𝜈) 𝛾𝑦𝑧𝑄𝑥𝑥   
Face 6: 𝑇𝑥
[6] = −𝜏𝑥𝑧 = − 1−2𝜈2(1−𝜈) 𝛾𝑥𝑧𝑄𝑥𝑥   
 𝑇𝑦
[6] = −𝜏𝑦𝑧 = − 1−2𝜈2(1−𝜈) 𝛾𝑦𝑧𝑄𝑥𝑥   
 𝑇𝑧
[6] = −𝜎𝑧𝑧 = −�𝜖𝑧𝑧 + 𝜈1−𝜈 �𝜖𝑥𝑥 + 𝜖𝑦𝑦��𝑄𝑥𝑥   
  (5-26) 
The right-hand-side integral of equation (5-10) which corresponds to a single element of 
vector Y in equation (5-16) can then be decomposed into several sub-integrals 
corresponding to different faces of the domain as 
��𝑇𝑥𝑢𝑥∗ + 𝑇𝑦𝑢𝑦∗ + 𝑇𝑧𝑢𝑧∗�𝑑𝑆𝑓
𝑆𝑓
= � ��𝑇𝑥[𝑖]𝑢𝑥∗ + 𝑇𝑦[𝑖]𝑢𝑦∗ + 𝑇𝑧[𝑖]𝑢𝑧∗�𝑑𝑆𝑓[𝑖]
𝑆𝑓
[𝑖]
6
𝑖=1
 (5-27) 
By substituting (5-26) into (5-27) and denoting 
𝑈1(𝑥, 𝑦, 𝑧) = �𝜖𝑥𝑥 + 𝜈1 − 𝜈 �𝜖𝑦𝑦 + 𝜖𝑧𝑧�� 𝑢𝑥∗ + 1 − 2𝜈2(1 − 𝜈) �𝛾𝑥𝑦𝑢𝑦∗ + 𝛾𝑥𝑧𝑢𝑧∗� 
(5-28) 𝑈2(𝑥,𝑦, 𝑧) = �𝜖𝑦𝑦 + 𝜈1 − 𝜈 (𝜖𝑥𝑥 + 𝜖𝑧𝑧)�𝑢𝑦∗ + 1 − 2𝜈2(1 − 𝜈) �𝛾𝑥𝑦𝑢𝑥∗ + 𝛾𝑦𝑧𝑢𝑧∗� 
𝑈3(𝑥,𝑦, 𝑧) = �𝜖𝑧𝑧 + 𝜈1 − 𝜈 �𝜖𝑥𝑥 + 𝜖𝑦𝑦�� 𝑢𝑧∗ + 1 − 2𝜈2(1 − 𝜈) �𝛾𝑥𝑧𝑢𝑥∗ + 𝛾𝑦𝑧𝑢𝑦∗ � 
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the virtual work done by the tractions can then be rearranged in an explicit form for this 
domain as 
��𝑇𝑥𝑢𝑥∗ + 𝑇𝑦𝑢𝑦∗ + 𝑇𝑧𝑢𝑧∗�𝑑𝑆𝑓
𝑆𝑓 = �𝑈1𝑄𝑥𝑥𝑑𝑆𝑓[1]
𝑆𝑓
[1] + �𝑈2𝑄𝑥𝑥𝑑𝑆𝑓[2]𝑆𝑓[2] + �𝑈3𝑄𝑥𝑥𝑑𝑆𝑓[3]𝑆𝑓[3]
− �𝑈1𝑄𝑥𝑥𝑑𝑆𝑓
[4]
𝑆𝑓
[4] − �𝑈2𝑄𝑥𝑥𝑑𝑆𝑓
[5]
𝑆𝑓
[5] − �𝑈3𝑄𝑥𝑥𝑑𝑆𝑓
[6]
𝑆𝑓
[6]  
(5-29) 
One can then shorten the right side of equation (5-29) by the notation 
�〈𝑈,𝛼〉𝑑𝑆𝑓
𝑆𝑓
= �𝑈1𝛼𝑑𝑆𝑓[1]
𝑆𝑓
[1] + �𝑈2𝛼𝑑𝑆𝑓[2]𝑆𝑓[2] + �𝑈3𝛼𝑑𝑆𝑓[3]𝑆𝑓[3] − �𝑈1𝛼𝑑𝑆𝑓[4]𝑆𝑓[4]  
− �𝑈2𝛼𝑑𝑆𝑓
[5]
𝑆𝑓
[5] − �𝑈3𝛼𝑑𝑆𝑓
[6]
𝑆𝑓
[6]  
(5-30) 
The column vector Y in equation (5-16) with NF sets of virtual fields is therefore 
decomposed into the product of a sub-matrix Y1 of size NF×NF and a column vector X of 
length NF×1 as follows: 
𝐘 = 𝐘1𝐗 (5-31) 
in which the vector X is defined in equation (5-15), which contains the unknown 
coefficients of the stiffness Fourier series, and the sub-matrix Y1 is shown below: 
𝐘1 =
⎝
⎜
⎜
⎜
⎛
�〈𝑈(1),𝟏〉𝑑𝑆𝑓
𝑆𝑓
… �〈𝑈(1), 𝑐𝑚,𝑛,𝑜〉𝑑𝑆𝑓
𝑆𝑓
… … �〈𝑈(1), 𝑠𝑚,𝑛,𝑜〉𝑑𝑆𝑓
𝑆𝑓
…
⋮ ⋮ ⋮
�〈𝑈(𝑁𝐹),𝟏〉𝑑𝑆𝑓
𝑆𝑓
… �〈𝑈(𝑁𝐹), 𝑐𝑚,𝑛,𝑜〉𝑑𝑆𝑓
𝑆𝑓
… … �〈𝑈(𝑁𝐹), 𝑠𝑚,𝑛,𝑜〉𝑑𝑆𝑓
𝑆𝑓
…
⎠
⎟
⎟
⎟
⎞
 (5-32) 
Next, the establishment of a homogeneous system of equations and how to solve it through 
a normalisation by the dc term of the stiffness distribution is similar to section 4.2.1.1 and 
will not be repeated here. The final matrix equation to solve for the unknown coefficients 
has the form  
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𝐌�𝐗� = 𝐍� (5-33) 
where  
𝐌� =
⎝
⎜
⎜
⎜
⎛
…�𝑃{3}(1)𝑐𝑚,𝑛,𝑜𝑑𝑉
𝑉
− �〈𝑈(1), 𝑐𝑚,𝑛,𝑜〉𝑑𝑆𝑓
𝑆𝑓
…
⋮…�𝑃{3}(𝑁𝐹)𝑐𝑚,𝑛,𝑜𝑑𝑉
𝑉
− �〈𝑈(𝑁𝐹), 𝑐𝑚,𝑛,𝑜〉𝑑𝑆𝑓
𝑆𝑓
… 
…�𝑃{3}(1)𝑠𝑚,𝑛,𝑜𝑑𝑉
𝑉
− �〈𝑈(1), 𝑠𝑚,𝑛,𝑜〉𝑑𝑆𝑓
𝑆𝑓
…
⋮…�𝑃{3}(𝑁𝐹)𝑠𝑚,𝑛,𝑜𝑑𝑉
𝑉
− �〈𝑈(𝑁𝐹), 𝑠𝑚,𝑛,𝑜〉𝑑𝑆𝑓
𝑆𝑓
…
⎠
⎟
⎟
⎟
⎞
 
 (5-34) 
𝐍� = −
⎝
⎜
⎜
⎜
⎛
�𝑃{3}(1)𝑑𝑉
𝑉
− �〈𝑈(1),𝟏〉𝑑𝑆𝑓
𝑆𝑓
⋮
�𝑃{3}(𝑁𝐹)𝑑𝑉
𝑉
− �〈𝑈(𝑁𝐹),𝟏〉𝑑𝑆𝑓
𝑆𝑓 ⎠
⎟
⎟
⎟
⎞
 (5-35) 
𝐗� = 1
𝑎0,0,0 (… 𝑎𝑚,𝑛,𝑜 … … 𝑏𝑚,𝑛,𝑜 …)′ (5-36) 
 
5.3.2  The ‘windowed traction’ approach 
As in section 4.2.2, this approach uses appropriate window functions to zero the 
contribution of the tractions on the boundary. If the selected functions, denoted by Wx = 
Wx(x), Wy = Wy(y) and Wz = Wz(z), are chosen so as to zero the virtual displacements on 
faces 1 and 4, faces 2 and 5, and faces 3 and 6 respectively (refer to figure 5-1), one can 
choose W(x,y,z) = Wx(x)Wy(y)Wz(z) as an appropriate combined window function. The 
window function is then incorporated in the integrals of vector Y, hence reducing them all 
to zero. Equation (5-13) then becomes homogeneous, and so can be normalised by the dc 
term of the stiffness Fourier series a0,0,0, thus leading to a non-homogeneous and over-
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determined matrix equation similar to equation (4-24). The windowed matrices and vectors 
of this equation are listed hereafter: 
𝐌� =
⎝
⎜
⎜
⎛
…�𝑃�{3}(1)𝑐𝑚,𝑛,𝑜𝑑𝑉
𝑉
… …�𝑃�{3}(1)𝑠𝑚,𝑛,𝑜𝑑𝑉
𝑆
…
⋮ ⋮…�𝑃�{3}(𝑁𝐹)𝑐𝑚,𝑛,𝑜𝑑𝑉
𝑉
… …�𝑃�{3}(𝑁𝐹)𝑠𝑚,𝑛,𝑜𝑑𝑉
𝑉
…
⎠
⎟
⎟
⎞
 (5-37) 
𝐍� = −
⎝
⎜
⎜
⎛
�𝑃�{3}(1)𝑑𝑉
𝑉
⋮
�𝑃�{3}(𝑁𝐹)𝑑𝑉
𝑉 ⎠
⎟
⎟
⎞
 (5-38) 
in which 
𝑃�{3} = �𝜖𝑥𝑥 + 𝜈1 − 𝜈 �𝜖𝑦𝑦 + 𝜖𝑧𝑧�� 𝜖?̂?𝑥∗ + �𝜖𝑦𝑦 + 𝜈1 − 𝜈 (𝜖𝑥𝑥 + 𝜖𝑧𝑧)� 𝜖?̂?𝑦∗  +�𝜖𝑧𝑧 + 𝜈1 − 𝜈 �𝜖𝑥𝑥 + 𝜖𝑦𝑦�� 𝜖?̂?𝑧∗ + 1 − 2𝜈2(1 − 𝜈) �𝛾𝑦𝑧𝛾�𝑦𝑧∗ + 𝛾𝑧𝑥𝛾�𝑧𝑥∗ + 𝛾𝑥𝑦𝛾�𝑥𝑦∗ � (5-39) 
and 
𝜖?̂?𝑥∗ = 𝜕𝑢�𝑥∗𝜕𝑥 = 𝜕(𝑊𝑢𝑥∗)𝜕𝑥 = 𝑊𝑥,𝑥𝑊𝑦𝑊𝑧𝑢𝑥∗ + 𝑊𝜕𝑢𝑥∗𝜕𝑥  
𝜖?̂?𝑦∗ = 𝜕𝑢�𝑦∗𝜕𝑦 = 𝜕�𝑊𝑢𝑦∗ �𝜕𝑦 = 𝑊𝑦,𝑦𝑊𝑥𝑊𝑧𝑢𝑦∗ + 𝑊𝜕𝑢𝑦∗𝜕𝑦  
𝜖?̂?𝑧∗ = 𝜕𝑢�𝑧∗𝜕𝑧 = 𝜕(𝑊𝑢𝑧∗)𝜕𝑧 = 𝑊𝑧 ,𝑧𝑊𝑥𝑊𝑦𝑢𝑧∗ + 𝑊𝜕𝑢𝑧∗𝜕𝑧  
𝛾�𝑦𝑧∗ = 𝜕𝑢�𝑦∗𝜕𝑧 + 𝜕𝑢�𝑧∗𝜕𝑦 = 𝜕�𝑊𝑢𝑦∗ �𝜕𝑧 + 𝜕(𝑊𝑢𝑧∗)𝜕𝑦= 𝑊𝑧,𝑧𝑊𝑥𝑊𝑦𝑢𝑦∗ + 𝑊𝜕𝑢𝑦∗𝜕𝑧 + 𝑊𝑦,𝑦𝑊𝑥𝑊𝑧𝑢𝑧∗ + 𝑊𝜕𝑢𝑧∗𝜕𝑦  
𝛾�𝑧𝑥∗ = 𝜕𝑢�𝑧∗𝜕𝑥 + 𝜕𝑢�𝑥∗𝜕𝑧 = 𝜕(𝑊𝑢𝑧∗)𝜕𝑥 + 𝜕(𝑊𝑢𝑥∗)𝜕𝑧= 𝑊𝑥 ,𝑥𝑊𝑦𝑊𝑧𝑢𝑧∗ + 𝑊𝜕𝑢𝑧∗𝜕𝑥 + 𝑊𝑧,𝑧𝑊𝑥𝑊𝑦𝑢𝑥∗ + 𝑊𝜕𝑢𝑥∗𝜕𝑧  
(5-40) 
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𝛾�𝑥𝑦∗ = 𝜕𝑢�𝑥∗𝜕𝑦 + 𝜕𝑢�𝑦∗𝜕𝑥 = 𝜕(𝑊𝑢𝑥∗)𝜕𝑦 + 𝜕�𝑊𝑢𝑦∗ �𝜕𝑥= 𝑊𝑦,𝑦𝑊𝑥𝑊𝑧𝑢𝑥∗ + 𝑊𝜕𝑢𝑥∗𝜕𝑦 + 𝑊𝑥 ,𝑥𝑊𝑦𝑊𝑧𝑢𝑦∗ + 𝑊𝜕𝑢𝑦∗𝜕𝑥  
The virtual displacement fields and their derivatives in equation (5-40) before windowing 
can be found in table 5-1. The column vector 𝐗� of unknown Fourier coefficients of the 
stiffness Qxx is calculated by inverting equation (4-24) written for 3-D problems with its 
components shown in equations (5-37) and (5-38). The traction distributions can then be 
reconstructed from the recovered stiffness Qxx using equation (5-26). 
 
5.3.3  The ‘Fourier-series traction’ approach 
The ‘Fourier-series traction’ approach assumes that the traction components can be 
represented by Fourier series of spatial coordinates on the surface of the domain. For 
example, let consider a box-shaped volumetric domain of size Lx×Ly×Lz. If the tractions Tx, 
Ty and Tz are defined on the peripheral faces 𝑆𝑓
[1] to 𝑆𝑓[6] of the domain, as shown in figure 
5-1, they can be expressed by different 2-D Fourier series, with spatial coordinates x, y, z 
being those of discrete nodes on corresponding faces. The Fourier series of three traction 
components applied on face k of the cubic domain can be generally formulated as follows: 
Face k:  
𝑇𝑥
[𝑘](𝑢,𝑣) = ��𝛼𝑖𝑗[𝑘] cos 2𝜋 �𝑖𝑢𝑙𝑢 + 𝑗𝑣𝑙𝑣 �𝐽
𝑗=0
𝐼
𝑖=0
+ � �𝛽𝑖𝑗[𝑘] sin 2𝜋 �𝑖𝑢𝑙𝑢 + 𝑗𝑣𝑙𝑣 �𝐽
𝑗=0
𝐼
𝑖=0
𝑖+𝑗≠0= (… 𝑐𝑖,𝑗(𝑢, 𝑣) … 𝑠𝑖,𝑗(𝑢, 𝑣) …) �…𝛼𝑖𝑗[𝑘] …𝛽𝑖𝑗[𝑘] … �′ 
𝑇𝑦
[𝑘](𝑢,𝑣) = ��𝜙𝑖𝑗[𝑘] cos 2𝜋 �𝑖𝑢𝑙𝑢 + 𝑗𝑣𝑙𝑣 �𝐽
𝑗=0
𝐼
𝑖=0
+ � �𝜓𝑖𝑗[𝑘] sin 2𝜋 �𝑖𝑢𝑙𝑢 + 𝑗𝑣𝑙𝑣 �𝐽
𝑗=0
𝐼
𝑖=0
𝑖+𝑗≠0= (… 𝑐𝑖,𝑗(𝑢, 𝑣) … 𝑠𝑖,𝑗(𝑢, 𝑣) …) �…𝜙𝑖𝑗[𝑘] …𝜓𝑖𝑗[𝑘] … �′ 
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𝑇𝑧
[𝑘](𝑢,𝑣) = ��𝜂𝑖𝑗[𝑘] cos 2𝜋 �𝑖𝑢𝑙𝑢 + 𝑗𝑣𝑙𝑣 �𝐽
𝑗=0
𝐼
𝑖=0
+ � �𝜉𝑖𝑗[𝑘] sin 2𝜋 �𝑖𝑢𝑙𝑢 + 𝑗𝑣𝑙𝑣 �𝐽
𝑗=0
𝐼
𝑖=0
𝑖+𝑗≠0= (… 𝑐𝑖,𝑗(𝑢, 𝑣) … 𝑠𝑖,𝑗(𝑢, 𝑣) …) �…𝜂𝑖𝑗[𝑘] … 𝜉𝑖𝑗[𝑘] … �′ 
(5-41) 
in which 𝑢 and 𝑣 are two out of the three variables x, y and z, according to which face the 
tractions are applied on. Each face of the domain requires three Fourier series to represent 
three traction components, resulting in a total of 18 Fourier series over six faces*. The 
integrals of the product between these traction Fourier series and the virtual fields over 
face k of the boundary can be written as 
��𝑇𝑥
[𝑘]𝑢𝑥∗ + 𝑇𝑦[𝑘]𝑢𝑦∗ + 𝑇𝑧[𝑘]𝑢𝑧∗�𝑑𝑆𝑓[𝑘]
𝑆𝑓
[𝑘]  
= � �(… 𝑐𝑖,𝑗 … 𝑠𝑖,𝑗 …)�𝑢𝑥∗ + 𝑢𝑦∗ + 𝑢𝑧∗�𝑑𝑆𝑓[𝑘]
𝑆𝑓
[𝑘] �𝐗�𝑘 
= �… ��𝑢𝑥∗ + 𝑢𝑦∗ + 𝑢𝑧∗�𝑐𝑖,𝑗𝑑𝑆𝑓[𝑘]
𝑆𝑓
[𝑘] … ��𝑢𝑥∗ + 𝑢𝑦∗ + 𝑢𝑧∗�𝑠𝑖,𝑗𝑑𝑆𝑓[𝑘]𝑆𝑓[𝑘] …�𝐗�𝑘  
(5-42) 
We assume here that the number of cosine/sine terms in each traction Fourier series in (5-
41) is the same, but when necessary, different values of I and J can be chosen for each of 
the traction Fourier series. The column vector 𝐗�𝑘  in equation (5-42) contains the 
coefficients of the traction Fourier series applied to face k. If one denotes 
* There are equations to specify zero moments on the volume from the tractions, giving rise to additional 6 
equations or constraints. These equations could be included in the formulation of the right-hand-side vector. 
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𝐴𝑥 = �𝑢𝑥∗ + 𝑢𝑦∗ + 𝑢𝑧∗�𝑐𝑖,𝑗(𝑦, 𝑧) 
𝐵𝑥 = �𝑢𝑥∗ + 𝑢𝑦∗ + 𝑢𝑧∗�𝑠𝑖,𝑗(𝑦, 𝑧) 
𝐴𝑦 = �𝑢𝑥∗ + 𝑢𝑦∗ + 𝑢𝑧∗�𝑐𝑖,𝑗(𝑥, 𝑧) 
𝐵𝑦 = �𝑢𝑥∗ + 𝑢𝑦∗ + 𝑢𝑧∗�𝑠𝑖,𝑗(𝑥, 𝑧) 
𝐴𝑧 = �𝑢𝑥∗ + 𝑢𝑦∗ + 𝑢𝑧∗�𝑐𝑖,𝑗(𝑥,𝑦) 
𝐵𝑧 = �𝑢𝑥∗ + 𝑢𝑦∗ + 𝑢𝑧∗�𝑠𝑖,𝑗(𝑥, 𝑦) 
(5-43) 
the substitution of the integrals in equation (5-42) into the right-hand side of equation (5-
10) with regard of notations (5-43) yields a single element of vector Y defined in equation 
(5-16). Different elements of vector Y are arranged by selecting different sets of virtual 
fields, as listed in table 5-1. The vector Y can then be decomposed into the product of a 
coefficient matrix 𝐘� and an unknown vector of traction coefficients 𝐗� similar to equation 
(4-31), in which: 
𝐘� =
⎝
⎜
⎜
⎜
⎛
… �𝐴𝑥(1)𝑑𝑆𝑓[1]
𝑆𝑓
[1] … �𝐵𝑥(1)𝑑𝑆𝑓[1]𝑆𝑓[1] … �𝐴𝑦(1)𝑑𝑆𝑓[2]𝑆𝑓[2] … �𝐵𝑦(1)𝑑𝑆𝑓[2]𝑆𝑓[2] …
⋮ ⋮ ⋮ ⋮ …… �𝐴𝑥(𝑁𝐹)𝑑𝑆𝑓[1]
𝑆𝑓
[1] … �𝐵𝑥(𝑁𝐹)𝑑𝑆𝑓[1]𝑆𝑓[1] … �𝐴𝑦(𝑁𝐹)𝑑𝑆𝑓[2]𝑆𝑓[2] … �𝐵𝑦(𝑁𝐹)𝑑𝑆𝑓[2]𝑆𝑓[2] …
 
… �𝐴𝑧(1)𝑑𝑆𝑓[3]
𝑆𝑓
[3] … �𝐵𝑧(1)𝑑𝑆𝑓[3]𝑆𝑓[3] … �𝐴𝑥(1)𝑑𝑆𝑓[4]𝑆𝑓[4] … �𝐵𝑥(1)𝑑𝑆𝑓[4]𝑆𝑓[4] …… ⋮ ⋮ ⋮ ⋮ …… �𝐴𝑧(𝑁𝐹)𝑑𝑆𝑓[3]
𝑆𝑓
[3] … �𝐵𝑧(𝑁𝐹)𝑑𝑆𝑓[3]𝑆𝑓[3] … �𝐴𝑥(𝑁𝐹)𝑑𝑆𝑓[4]𝑆𝑓[4] … �𝐵𝑥(𝑁𝐹)𝑑𝑆𝑓[4]𝑆𝑓[4] …
 
… �𝐴𝑦(1)𝑑𝑆𝑓[5]
𝑆𝑓
[5] … �𝐵𝑦(1)𝑑𝑆𝑓[5]𝑆𝑓[5] … �𝐴𝑧(1)𝑑𝑆𝑓[6]𝑆𝑓[6] … �𝐵𝑧(1)𝑑𝑆𝑓[6]𝑆𝑓[6] …… ⋮ ⋮ ⋮ ⋮… �𝐴𝑦(𝑁𝐹)𝑑𝑆𝑓[5]
𝑆𝑓
[5] … �𝐵𝑦(𝑁𝐹)𝑑𝑆𝑓[5]𝑆𝑓[5] … �𝐴𝑧(𝑁𝐹)𝑑𝑆𝑓[6]𝑆𝑓[6] … �𝐵𝑧(𝑁𝐹)𝑑𝑆𝑓[6]𝑆𝑓[6] …⎠⎟
⎟
⎟
⎞
 
(5-44) 
𝐗� = �…𝛼𝑖𝑗[1] …𝛽𝑖𝑗[1] …𝜙𝑖𝑗[1] …𝜓𝑖𝑗[1] … 𝜂𝑘[1] … 𝜉𝑘[1] … … … …𝛼𝑖𝑗[6] …𝛽𝑖𝑗[6] …𝜙𝑖𝑗[6] …𝜓𝑖𝑗[6] … 𝜂𝑘[6] … 𝜉𝑘[6] … … �′ (5-45) 
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As a result of the parameterisation of the traction components, extra unknown coefficients 
are incorporated in the identification. In other words, the unknown vector X in equation (5-
13) now contains coefficients from both stiffness and traction Fourier series. The total 
length of vector 𝐗� according to the Fourier series expansions of the tractions in equation 
(5-41) is: 
𝑀𝐹 = 18(2(𝑀 + 1)2 − 1) (5-46) 
with M = I = J chosen for reasons of simplicity. By gathering all the unknown coefficients 
into a single vector named X* (see section 4.2.3 for more details), one comes up with a 
homogeneous system of equations, which can be solved through a normalisation operation. 
The final matrix equation derived for the ‘Fourier-series traction’ approach is of the form: 
𝐌� ∗𝐗�∗ = 𝐍�∗ (5-47) 
in which 
𝐌� ∗ =
⎝
⎜
⎜
⎜
⎛
…�𝑃{3}(1)𝑐𝑚,𝑛,𝑜𝑑𝑉
𝑉
…�𝑃{3}(1)𝑠𝑚,𝑛,𝑜𝑑𝑉
𝑉
…− �𝐴𝑥(1)𝑑𝑆𝑓[1]
𝑆𝑓
[1] …− �𝐵𝑥(1)𝑑𝑆𝑓[1]𝑆𝑓[1] …
⋮ ⋮ ⋮ ⋮ ……�𝑃{3}(𝑁𝐹)𝑐𝑚,𝑛,𝑜𝑑𝑉
𝑉
…�𝑃{3}(𝑁𝐹)𝑠𝑚,𝑛,𝑜𝑑𝑉
𝑉
…− �𝐴𝑥(𝑁𝐹)𝑑𝑆𝑓[1]
𝑆𝑓
[1] …− �𝐵𝑥(𝑁𝐹)𝑑𝑆𝑓[1]𝑆𝑓[1] …
 
… − �𝐴𝑦(1)𝑑𝑆𝑓[2]
𝑆𝑓
[2] …− �𝐵𝑦(1)𝑑𝑆𝑓[2]𝑆𝑓[2] …− �𝐴𝑧(1)𝑑𝑆𝑓[3]𝑆𝑓[3] …− �𝐵𝑧(1)𝑑𝑆𝑓[3]𝑆𝑓[3] …… ⋮ ⋮ ⋮ ⋮ ……− �𝐴𝑦(𝑁𝐹)𝑑𝑆𝑓[2]
𝑆𝑓
[2] …− �𝐵𝑦(𝑁𝐹)𝑑𝑆𝑓[2]𝑆𝑓[2] …− �𝐴𝑧(𝑁𝐹)𝑑𝑆𝑓[3]𝑆𝑓[3] …− �𝐵𝑧(𝑁𝐹)𝑑𝑆𝑓[3]𝑆𝑓[3] …
 
… − �𝐴𝑥(1)𝑑𝑆𝑓[4]
𝑆𝑓
[4] …− �𝐵𝑥(1)𝑑𝑆𝑓[4]𝑆𝑓[4] …− �𝐴𝑦(1)𝑑𝑆𝑓[5]𝑆𝑓[5] …− �𝐵𝑦(1)𝑑𝑆𝑓[5]𝑆𝑓[5] …… ⋮ ⋮ ⋮ ⋮ ……− �𝐴𝑥(𝑁𝐹)𝑑𝑆𝑓[4]
𝑆𝑓
[4] …− �𝐵𝑥(𝑁𝐹)𝑑𝑆𝑓[4]𝑆𝑓[4] …− �𝐴𝑦(𝑁𝐹)𝑑𝑆𝑓[5]𝑆𝑓[5] …− �𝐵𝑦(𝑁𝐹)𝑑𝑆𝑓[5]𝑆𝑓[5] …
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… − �𝐴𝑧(1)𝑑𝑆𝑓[6]
𝑆𝑓
[6] …− �𝐵𝑧(1)𝑑𝑆𝑓[6]𝑆𝑓[6] …… ⋮ ⋮…− �𝐴𝑧(𝑁𝐹)𝑑𝑆𝑓[6]
𝑆𝑓
[6] …− �𝐵𝑧(𝑁𝐹)𝑑𝑆𝑓[6]𝑆𝑓[6] …⎠⎟
⎟
⎟
⎞
 
 (5-48) 
𝐗�∗ = 1
𝑎0,0,0 �… 𝑎𝑚,𝑛,𝑜 … 𝑏𝑚,𝑛,𝑜 … �𝐗��′ (5-49) 
𝐍�∗ = −
⎝
⎜
⎜
⎛
�𝑃{3}(1)𝑑𝑉
𝑉
⋮
�𝑃{3}(𝑁𝐹)𝑑𝑉
𝑉 ⎠
⎟
⎟
⎞
 (5-50) 
The unknown vector 𝐗�∗ can be computed in a least-squares sense using for example the 
Moore-Penrose inversion algorithm. The first part of the unknown vector 𝐗�∗ can be used to 
recover the stiffness distribution whilst the remaining part will be used to reconstruct the 
traction distributions using equation (5-41). All distributions identified using this approach 
are normalised. 
 
 
5.4  Summary 
The chapter has summarised the extension of the F-VFM theory from two to three 
dimensions to allow the reconstruction of stiffness distributions within a deformable body 
when the internal strain distributions are known. The method was presented in two 
different phases: firstly the easiest situation where the information about the boundary 
conditions is specified in advance, and secondly the more challenging problem of 
unspecified boundary conditions. Three approaches adapted from the usual 2-D F-VFM 
algorithm to reconstruct the traction components were proposed. One of the approaches, 
namely the ‘Fourier-series traction’ method, introduces extra variables for the coefficients 
of the traction Fourier series, thus increasing the number of degrees of freedom of the 
problem whereas the other two approaches do not. 
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The results of applying the 3-D F-VFM algorithms to both numerical and experimental 
data are presented in chapter 7. 
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5.5  Tables 
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Table 5-1: Virtual displacement field components 𝑢𝑥∗ , 𝑢𝑦∗  and 𝑢𝑧∗  and their derivatives used in the 3-D F-
VFM. 
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5.6  Figures 
 
  
Figure 5-1: Diagram of a volume subject to normal and shear stress distributions over its faces.  
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 Chapter 6 
 
Identification of 2-D spatially- 
varying stiffness distributions
 
 
The application of the F-VFM for the identification of material property distributions from 
numerical data is demonstrated in this chapter. The efficient numerical algorithm of the F-
VFM based on the 2-D fast Fourier transform was presented in chapter 3, which reduces 
the computation time by 3-4 orders of magnitude compared to a direct implementation of 
the F-VFM for typical experimental dataset sizes. In the current chapter, the F-VFM theory 
and proposed fast numerical algorithm are applied to two 2-D artificial stiffness 
distribution scenarios under varying levels of noise in the input displacement fields, and 
compared with the results from an iterative model updating technique. Artefacts specific to 
the F-VFM (ringing at the highest spatial frequency near to modulus discontinuities) can 
be largely removed through the use of appropriate filtering strategies. It will be shown that 
robust reconstructions are achieved even when the displacement noise is higher than in 
typical experimental fields; and the direct determination of Fourier coefficients results in a 
computation time over five orders of magnitude less than the iterative model updating 
method. Whilst the boundary information is not specified in most experimental situations, 
the distributions of stiffness still can be recovered up to a scale factor thanks to the 
adaptations of the F-VFM presented in chapter 4. The performance of the technique with 
experimental displacement fields is also investigated using DIC data from a compression 
test of a plastic prism. 
 
 
6.1  Introduction 
The Fourier-series-based virtual fields method (F-VFM) and its three approaches for 
handling unknown boundary conditions were described in previous chapters, which offer a 
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novel development of the usual VFM by working in the spatial frequency domain. In this 
chapter, the performance of the F-VFM will be tested with different datasets obtained from 
several forward analyses, where the information about the tractions is either considered 
known, or else deliberately excluded from the analysis to allow the performance of the 
unknown-traction algorithms to be evaluated. Numerical strain fields obtained from finite 
element analyses of two different stiffness distributions are fed into the F-VFM to solve for 
the coefficients of the Fourier stiffness. A sensitivity analysis of the technique to noise 
demonstrates its robustness even when the artificial noise added is at a higher level than 
that in typical experiments. The stiffness identification performance of the F-VFM is then 
compared with that of a finite element model updating scheme. 
The F-VFM has also been applied to real experimental situation when trying to recover the 
stiffness distribution of a layered plastic cube under quasi-static compressive loading. As 
the data near the edges of the cube are noisy, only the inner portion of the data is useful for 
the identification. The traction distributions around the boundary of this portion were not 
measured, which therefore required the use of one of the three approaches of the extended 
F-VFM. The fast algorithm of the F-VFM is able to return a resolution vector of nearly a 
thousand of degrees of freedom in a few seconds. 
 
 
6.2  Identification of 2-D stiffness distributions – Part I: 
Simulation (known tractions) 
In this section we give proof-of-principle results of the F-VFM presented in chapter 3 with 
complex stiffness distributions under specified loading conditions. Two reference scenarios 
are considered, one with spatial discontinuities in the stiffness (discontinuous pattern), and 
the other with smooth variation of the stiffness (‘egg-box’ pattern). The input strain data to 
the F-VFM were provided from a forward analysis using a commercial finite element 
package. 
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6.2.1  Identification of a discontinuous stiffness pattern 
A thin rectangular plate of size Lx×Ly = 16×10 mm2 and of thickness t = 1 mm containing a 
discontinuous stiffness distribution pattern, as shown in figure 6-1, was modelled in 
Mentat2010, the pre/post-processor of the commercial finite element package 
MscMarc™2010. Plane stress assumptions are applicable in this situation as the third 
dimension (thickness) of the plate is much smaller than the other dimensions. The origin of 
the coordinate system is situated at the centre of the plate. The region of interest was 
meshed using 1600×1000 linear quadrilateral elements (QUAD4) with full integration. The 
material was chosen to be linear elastic isotropic, with all elements having the same 
Poisson’s ratio of 0.3, but different reference modulus values of E = 20 or 40 MPa were 
assigned for different portions of the plate. The reference stiffness values Qxx computed 
from the corresponding modulus values using equation (3-7) thus are 21.98 and 43.96 
MPa, respectively. A uniform stress of magnitude σxx = 1 MPa pointing outwards was 
applied perpendicularly to the vertical edges of the plate. 
The integral in the right-hand side of equation (3-15) which corresponds to a single 
element of the vector Y defined in equation (3-19), can be determined as follows. As the 
stress distribution is only applied along the x-direction, the traction component in this 
direction Tx is non-zero whilst the other component Ty is zero. The product between Tx and 
the length element 𝑑ℓ can be approximated as a small concentrated force applied on the 
edge of each of the elements. Its resultant along the whole boundary length ly is then 
computed as 𝑇𝑥𝑑ℓ = 𝑇𝑥 𝑙𝑦𝑁𝜖 = 1 � 𝑁𝑚𝑚2� × 101000 [𝑚𝑚] = 0.01[ 𝑁𝑚𝑚] which is constant over the 
edge of every element, and can therefore be taken out of the integral. In this formula, 𝑁𝜖 is 
the number of elements along a vertical edge of the plate. As a result, if 𝑁𝜖 is large enough, 
the integral over the boundary ℓ associated with the virtual work of the tractions can be 
approximated by the summation of only the virtual displacements times the constant 𝑇𝑥𝑑ℓ.  
The three strain field components ϵxx, ϵyy and ϵss provided from the finite element analysis 
were used to compute the function P{1} in equation (3-14), then the unknown Fourier series 
coefficients were calculated from the resolution equation (3-16), with the virtual fields 
defined in equation (3-25) and table 3-1. In this example, the number of cosine/sine terms 
in the Fourier series (3-11) of the stiffness N = 32 was chosen, and the lower limit on the 
summation index n in equation (3-10) was 0, which leads to a total number of NF = 2177 
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unknown Fourier coefficients using equation (3-13). Total computation time for 
1600×1000 elements of input strains was ~8.5×103 s on an Intel® Core™i7 CPU 2.79 GHz 
computer with 8GB of memory, using the MATLAB programming language with pinv 
operator to perform the inversion of equation (3-16). The use of the fast algorithm to 
generate matrix M of equation (3-16) reduced this figure to ~20 s. 
The reference and recovered stiffness distributions are shown in figures 6-2(a) and 6-2(b). 
Although the patterns of the two maps seem to be in good agreement, the latter is in fact 
disturbed by a number of vertical fringes or ripples. The reason for this disturbance is 
believed to come from the presence of high frequency terms in the Fourier series of the 
identifying stiffness Qxx (the number of ripples/fringes is equal to N, the number of 
cosine/sine terms of the selected Fourier series; in this case N = 32). To remove such 
ripples, smoothing from the use of an average filter (2-D) can be conducted over the 
recovered stiffness map through a convolution. Although smoothing is generally 
undesirable, it is not possible to see finer details in the stiffness reconstruction than the 
pitch value p, where p is fixed by the highest spatial frequency in the reconstructed 
stiffness maps as 𝑝 = 𝐿𝑥
𝑁
 mm or 𝑝 = 𝑁𝜖 
𝑁
 pixels (where 𝑁𝜖 is the number of pixels (or sample 
points/elements) in the direction along which the fringes are spread). Thus, smoothing with 
a square filter of size p, with all the points inside the filter equally weighted, does not 
significantly degrade spatial resolution beyond the limit already inherent in the technique. 
It does however result in a narrow ribbon of low magnitude along the edges of the stiffness 
map as shown in figure 6-2(c). This is due to the fact that any point within a distance p/2 
from the edges of the map is influenced by the stiffness values outside the region of 
interest, which are unknown and here assumed to be zero. 
The recovered stiffness map after masking out the affected data can be seen in figure 6-
2(d). The error map, defined as the difference between the filtered and the reference 
stiffness distributions, is shown in figure 6-2(e). Figure 6-2(f) shows the stiffness profiles 
at the middle of the stiffness map by plotting a horizontal cross section through the 
reference stiffness map, the recovered stiffness map and the recovered stiffness map after 
data smoothing and edge effect masking. It is interesting to observe an overshoot in the 
recovered stiffness at the transitions between regions of different modulus (or 
discontinuities), which is analogous to the Gibbs phenomenon when representing 
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discontinuous functions by a Fourier series expansion. Thanks to the smoothing, the 
influence of this phenomenon is significantly reduced. 
 
6.2.2  Identification of an ‘egg-box’ stiffness pattern 
In this section, a second example of the application of the F-VFM is given involving the 
identification of an ‘egg-box’ stiffness pattern. The finite element model used to generate 
the input strain fields consisted of a thin square plate of size Lx×Ly = 10×10 mm2 and of 
thickness t = 1 mm. As in the previous section, the geometry was meshed in Mentat2010 
using 1000×1000 linear quadrilateral elements (QUAD4) with full integration. Two 
vertical edges of the plate perpendicular to the x-axis were loaded with a uniformly 
distributed stress σxx = 1 MPa pointing outwards. The origin of the coordinate system is at 
the centre of the plate (see figure 6-3). 
One of the benefits of using MscMarc™2010 is that one can easily define a spatially 
varying field (in this case the modulus distribution) and apply it directly onto the meshed 
structure without the need to write a subroutine as is required by many other finite element 
packages. 
The material was chosen to be linear elastic isotropic with the reference elastic modulus 
distribution given by 
𝐸ref = 20 + cos 2𝜋 �2𝑥
𝐿𝑥
+ 𝑦
𝐿𝑦
� + sin 2𝜋 � 𝑥
𝐿𝑥
+ 2𝑦
𝐿𝑦
�  (MPa) (6-1) 
and a constant Poisson’s ratio ν = 0.3. Plane stress conditions are applicable in this case 
since the thickness of the plate is relatively small compared to the other dimensions. The 
plane-stress reference stiffness distribution computed from the reference modulus using 
equation (3-7) is therefore 
𝑄𝑥𝑥ref = 21.98 + 1.10 cos 2𝜋 �2𝑥𝐿𝑥 + 𝑦𝐿𝑦� + 1.10 sin 2𝜋� 𝑥𝐿𝑥 + 2𝑦𝐿𝑦�   (MPa) (6-2) 
The distribution of the ‘egg-box’ stiffness pattern defined by equation (6-2) is shown in 
figure 6-4(a). 
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As in the previous section, the three strain fields achieved from the forward finite element 
analysis were used to reconstruct the ‘egg-box’ stiffness distribution. In this example, the 
number of cosine/sine terms in the stiffness Fourier series is N = 20, and the lower limit on 
the summation index n in equation (3-10) was 0, giving a total number of NF = 881 
unknown Fourier coefficients of the stiffness, determined from equation (3-13). The 
integrals of the virtual works associated with the tractions can be computed in the same 
way as for the discontinuous stiffness case above. 
Results of the stiffness identification using F-VFM are shown in figure 6-4. Ripples in the 
recovered stiffness map were also observed as in the discontinuous stiffness pattern case, 
however their magnitudes are much smaller than those of the latter as the egg-box 
distribution is continuous, which does not lead to the overshoots at discontinuities. Such 
ripples can be largely removed by smoothing with a uniform square filter of size equal to 
the pitch p of the highest frequency fringes. In this case Nϵ = 1000, N = 20 and so 𝑝 = 𝑁𝜖 𝑁  = 
50. The edge effect region of 25 pixels wide (half of the filter size) resulting from the 
convolution is masked out from the reconstructed stiffness as in figure 6-4(d). The error 
map in figure 6-4(e) represents a difference in magnitude of ~0.5% (highest) between the 
reference and the recovered stiffness. Direct implementation of the F-VFM in MATLAB 
requires a total computation time of ~6.1×103 s on an Intel® Core™i7 CPU 2.79 GHz 
computer with 8GB of memory whilst this figure is reduced to ~2.5 s with the use of the 
fast algorithm. 
 
6.2.3  Sensitivity analyses of the F-VFM 
The section is dedicated to the sensitivity analysis of the F-VFM stiffness recovery with 
respect to a variety of artificial noise levels and to numbers of Fourier terms in the stiffness 
expansion. Only the case of the ‘egg-box’ stiffness distribution presented in section 6.2.2 is 
investigated due to the high complexity in its pattern. 
In order to simulate the effect of the noise on the performance of the F-VFM, the 
numerical input data were modified by a number of additive white noise patterns of 
different standard deviation levels. The noise should not be added directly to the strain 
fields since the three strains are correlated to each other through the displacement-strain 
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relations. A better way is therefore to introduce the noise into the displacement fields, 
which also simulates more closely the typical experimental situation, and then calculate the 
strains from the noisy displacements. White noise distributions generated from 
independent random numbers with a zero-mean normal distribution and with standard 
deviation σ were added to the ux and uy fields. The algorithm’s performance was assessed 
for ten different σ values ranging from 10-3 mm (low noise level) to 10-2 mm (high noise 
level). For comparison, the ranges of displacements (i.e., minimum to maximum across the 
full field) were 0.593 mm and 0.244 mm for the noise-free ux and uy fields, respectively. 
For each of the ten noise levels, 100 noise patterns were generated and the identification of 
stiffness distribution was therefore carried out a total of 1000 times. 
The derivative ∂uj ⁄ ∂x (where j = x or y) at any given point (x, y) was estimated from the uj 
values over a square region of size Ns×Ns pixels centred on (x, y). A gradient estimator 
with reduced variance compared to a simple finite difference operator is obtained by least 
squares fitting a first order polynomial to the displacement data along each row of the 
square, and then averaging the Ns resulting best-fit gradients over all the rows. The 
derivative with respect to y was carried out in the same way but with the least squares 
fitting carried out along the columns of the square and the gradients averaged over the 
columns. Two gradient kernels of size 7×7 and 13×13 pixels were investigated. Both are 
small compared to the pitch of the highest frequency Fourier coefficient (p = 50 pixels) and 
therefore introduce relatively little additional blurring to the recovered stiffness 
distribution. 
The noisy ‘egg-box’ strains differentiated with different kernel sizes and at different noise 
levels are shown in figure 6-5; and the stiffness distributions corresponding to those noisy 
strain fields recovered by the F-VFM in figure 6-6. It is interesting to note that even though 
the strain maps are so disturbed at the high noise level of σ = 10-2 mm that their textures 
are no longer clearly visible (figure 6-5) compared with the noise-free strain maps, one can 
still distinctly see the contrast in the associated stiffness map after filtering (figure 6-6). 
The 3-D graph in figure 6-7 represents the mean and standard deviation values of the 
stiffness errors (in MPa) at different gradient kernel sizes, different noise levels and 
different numbers of cosine/sine terms of the stiffness Fourier series. At each noise level 
and each number of stiffness Fourier terms, the F-VFM computation was implemented 100 
times according to 100 different patterns of noise. Mean values of the stiffness error maps 
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are presented in the graph together with their uncertainties (error bars) achieved from 100 
computations. As would be expected intuitively, at lower noise levels there is less 
difference in the stiffness errors when using either the small or large kernel, with the 
discrepancies in stiffness errors increasing at higher noise levels. At the lower noise level, 
the mean values of the stiffness error distributions seem to be less sensitive to the kernel 
sizes, and become more sensitive to kernel sizes at higher noise levels, as presented by 
wider error bars. It can also be seen from the graph that the identification procedure using 
F-VFM is sensitive to the number of stiffness Fourier series terms (N), especially when the 
noise levels are relatively high and small gradient kernels are used to differentiate the 
displacements.  
 
6.2.4  Comparison of the F-VFM to FEMU 
As mentioned in section 2.2.3.3, the finite element model updating (FEMU) method is a 
mixed numerical-experimental inverse method to recover material properties by optimising 
an appropriate cost function. The cost function describes the difference between the output 
of a finite element model which incorporates adjustable parameters describing the material 
properties, and related experimental data. Amongst a family of potential optimisation 
techniques, genetic algorithms (GAs) are rather efficient when dealing with large and 
complex parameter spaces where traditional gradient-based optimisation techniques might 
fail. It is due to the fact that the GAs search the whole parameter space to look for the 
global optimum among many local optima. This, however, also suggests that optimisation 
problems using GAs are relatively slow to converge. In the literature of inverse problems 
of type 1, GAs have been used to minimise the difference in vibrating frequencies of 
structures at specific mode shapes, for example in [159, 160]. Meanwhile in other studies, 
for example [41], static data were utilised as the input to the inverse characterisation of 
mechanical properties of a damaged composite specimen using a GA. Another thing to 
consider in the use of GAs is the decision of the types of kinematic data being measured. A 
majority of publications in this field have used displacement data for the inverse 
identification coupled with a GA since the measurement procedure for displacements is 
straightforward. Other publications mentioned the use of other kinematic data rather than 
displacement, i.e. stress or strain, in the inverse identification of material properties. Paluch 
et al. [161] for instance, used stresses as input data to optimise the weight of composite 
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structures by searching for optimal thickness distributions using a GA. In large-scale 
testing, the use of static strain data is more attractive than displacement data [162] as it 
does not require any frame of reference. 
A general block diagram to solve for the material properties based on FEMU is shown in 
figure 6-8. An initial numerical model of the real event (inverse identification of type 1) 
must be set up in advance. It requires users to provide information of the boundary 
conditions applied to the model (e.g. forces, constraints, etc.) and parameters for the 
optimiser, i.e. the optimisation variables, the optimisation objectives (e.g. optimisation 
algorithm being used, form of the cost function, quantities involved in the cost function, 
etc.) and the optimisation constraints (e.g. initial estimates and upper/lower bounds of 
variables, convergence criteria, etc.). Structural responses collected from experiments form 
a reference for an iterative adjustment of the parameters of the numerical model driven by 
the optimisation algorithm. The sub-flowchart in figure 6-9 explains more about the 
optimisation block in figure 6-8 specifically designed for the use of the GA. The initial 
population comprises a random choice of individuals, or variables representing the 
properties of the elements. The reproduction of a chromosome (a set of individuals) is 
implemented by selecting random individuals within a pre-defined interval of possible 
values. The numerical model associated with the chosen individuals is then analysed by a 
finite element solver (in this case MscMarc2010) and the kinematic output data are read 
out from the numerical result files. The cost function representing the difference between 
kinematic fields acquired from numerical analysis, and from experiment, are computed. If 
no convergence criterion is reached, the best chromosome of this generation will be 
recorded and then copied to the next generation through inheritance, crossover and 
mutation operators. In fact, a chromosome is actually a vector which contains unknown 
parameters of the inverse problems, which is ‘reproduced’, or updated, when the 
optimisation progresses. The chromosome’s reproduction is done iteratively until the best 
one is achieved. The optimisation block is mainly controlled by MATLAB, except for an 
inner block that performs the forward analysis which is implemented in MscMarc2010. 
In this section we compare the performance of the proposed F-VFM with a FEMU scheme 
coupled with GA in the stiffness identification of the ‘egg-box’ distribution mentioned in 
section 6.2.2. The optimisation model of the ‘egg-box’ stiffness pattern was built up as 
follows. Poisson’s ratio was assumed constant with ν = 0.3, so the unknown variables of 
the problems were only the elastic moduli of the elements. The initial population of elastic 
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modulus values was initially generated from the value of 20 MPa, and possible modulus 
values of the individuals were selected within the interval from 15 to 25 MPa. The function 
ga of the MATLAB Global Optimization Toolbox was used to drive the parameter 
adjustment using a GA. The GA was set up using gaoptimset with a number of 50 
potential sets of parameters (or ‘population of solutions’) instead of 20 (the default value of 
ga) in order to increase the probability of the GA escaping from local minima of the cost 
function f to reach the global optimum (an implementation of the GA with 20 potential sets 
was found to become trapped at a local rather than a global minimum of the cost functions, 
meaning that this default value is not sufficient for problems with large number of 
variables). Other settings of the GA were kept at their default values. Some key default 
settings include: initial population is created randomly with a uniform distribution using 
@gacreationuniform; the parents for the next generation are chosen using a 
stochastic uniform selection function @selectionstochunif; the combination of two 
individuals to form a crossover child using the ‘scattered’ algorithm 
@crossoverscattered and a mutation child using the Gaussian distribution 
algorithm @mutationgaussian. One can consult MATLAB’s help documentation for 
more details of the GA settings. 
The cost function f, sometimes known as the output error [163], can be described as a 
scalar error between numerical and experimental data as 
𝑓 = ���𝑂�𝑥𝑗,𝑦𝑘�𝑛𝑢𝑚 − 𝑂�𝑥𝑗,𝑦𝑘�𝑒𝑥𝑝 �2
𝑦𝑘𝑥𝑗
 (6-3) 
in which 𝑂�𝑥𝑗,𝑦𝑘�𝑛𝑢𝑚  and 𝑂�𝑥𝑗,𝑦𝑘�𝑒𝑥𝑝  are respectively the ‘numerical’ and ‘experimental’ output at 
position (xj, yk) at which the O fields are sampled. By considering several analogous 
inverse problems from the literature, it was decided to use the equivalent (or Von Mises) 
strains of the elements centred at (xj, yk) for the 𝑂�𝑥𝑗,𝑦𝑘� values in equation (6-3).  
The same number of unknown variables is desirable in order to have a fair comparison 
between the FEMU with GA and the F-VFM. For example with the ‘egg-box’ stiffness 
distribution case presented in section 6.2.2 which has NF = 881 unknown Fourier 
coefficients, the number of unknowns of the FEMU should be as close to this value as 
possible, whilst keeping the same mesh grid in both cases. It was therefore decided to use a 
mesh grid of 60×60 quadrilateral elements over the domain of 10×10 mm2. In the FEMU 
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model, elements were packed into blocks in such a way that 30×30 blocks are generated 
within the domain. Each block contained 2×2 adjacent elements which were constrained to 
have a single modulus (and so stiffness) value. This results in a total of 900 unknowns, 
which is very close to the aforementioned value NF = 881. The arrangement of elements 
into blocks is sketched in figure 6-10. A constraint matrix to impose the same modulus 
value to the four adjacent elements within each block of elements can be seen in figure 6-
11. This constraint matrix is built up as follows. Each block of elements corresponds to 3 
constraint equations in which elements with higher ID numbers are constrained to have the 
same material properties as the element with lowest ID number. For example, consider 
block M in figure 6-10 which contains 4 elements of ID numbers i, j, k, l respectively, with 
i the lowest element ID number in the block. Denote the modulus values associated with 
the four elements of corresponding ID numbers of block M by Ei, Ej, Ek and El, 
respectively. The 3 constraint equations of the unknown modulus variables inside block M 
are thus 
𝐸𝑖 − 𝐸𝑗 = 0 
𝐸𝑖 − 𝐸𝑘 = 0 
𝐸𝑖 − 𝐸𝑙 = 0 (6-4) 
which leads to a part of the constraint matrix related to block M as 
⎝
⎜
⎜
⎜
⎜
⎛
… … … … … … …… 1 … −1 … … …… 1 … … −1 … …… 1 … … … −1 …… …⏟
col 𝑖 … …⏟col 𝑗 …⏟col 𝑘 …⏟col 𝑙 …⎠⎟
⎟
⎟
⎟
⎞
← row (3𝑚 − 2)
← row (3𝑚 − 1)
← row (3𝑚)   (6-5) 
The constraint entities of block M are bounded by the dash rectangle. Empty places filled 
with suspension marks (‘…’) inside the dash rectangle are all zeros. Other suspension 
marks outside the dash rectangle can represent either zero or non-zero values because they 
belong to other blocks. With 900 blocks of elements, there is a total of (900×3 =) 2700 
constraint equations, taking effect over (60×60 =) 3600 variables. Scatter plot of the 
constraint matrix in figure 6-11 shows a total number of (2700×2 =) 5400 non-zero entities 
in the matrix. 
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Figure 6-12 represents the recovery of the ‘egg-box’ stiffness distribution returned by the 
FEMU coupled with GA after 500 generations, compared to the results achieved from the 
F-VFM. Quantitative comparisons indicate that the stiffness distribution by updating a 
numerical model is not as close to the reference as that from the F-VFM (see table 6-1) 
although regions of contrast stiffness values can be distinguished (see figures 6-12(d) and 
6-12(e)). Furthermore, the FEMU method is much more computationally expensive than 
the F-VFM, requiring about 6.5 days for 500 generations on an Intel® Core™ i7 CPU 3.33 
GHz 64-bit computer with 50 GB of memory. The optimisation history of the cost 
function, both with and without noise, is found in figure 6-13. It is clear that even after 500 
generations the optimisation did not converge, which explains the poor agreement between 
recovered and reference stiffness distributions in figures 6-12(d) and (e). 
The inverse identification results of the ‘egg-box’ stiffness distribution are also presented 
in tabular form as in table 6-1, with and without the existence of noise in the input data. 
The standard deviation of the displacement noise was 5×10-3 mm and the size of the 
average filter was 3×3 pixels. The results from the FEMU approach (after 500 generations) 
are compared with those from the F-VFM approach. Even though it has been demonstrated 
in the literature that all FEMU approaches are theoretically equivalent to the VFM [50], an 
inferior performance of the GA is observed here, which is likely to be due to the fact that 
the optimisation has not yet converged. In terms of computational effort, the identification 
using FEMU is much slower than that using the F-VFM as the former requires an iterative 
computation while the latter gives results after only one calculation (the results reported in 
table 6-1 were obtained from a single calculation). The implementation of the fast 
algorithm on the same dataset reduced the computation time to less than a second. 
 
 
6.3  Identification of 2-D stiffness distributions – Part II: 
Simulation (traction recovery) 
The current section is a continuation of the preceding one dealing with common situations 
in engineering where the information about the boundary conditions is incomplete. It will 
be shown that the artificial ‘egg-box’ stiffness pattern is successfully recovered with the 
three adaptations of the F-VFM discussed in section 4.2. A sensitivity analysis of the three 
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approaches to a variety of noise levels and to different numbers of terms in the stiffness 
Fourier series expansion has been implemented. 
 
6.3.1  Plate of ‘egg-box’ stiffness pattern under non-uniform biaxial loads 
The benchmark test for this section consisted of a thin square plate of size Lx×Ly = 10×10 
mm2 and of thickness t = 1 mm, similar to the model in section 6.2.2 above. The traction 
distributions are however more complex: loads were applied in both horizontal and vertical 
directions with a stepped stress profile pointing outwards, as shown in figure 6-14. The 
magnitudes of the steps in the stress profile are in the ratio of 1:2, being 0.5 and 1 MPa 
respectively. The origin of the Cartesian coordinate system is situated at the centre of the 
plate. The domain within the boundary of the plate was meshed using 1000×1000 linear 
quadrilateral elements with full integration, using the pre/post-processor Mentat2010 of the 
commercial software MscMarc2010.  
The material was chosen to be linear elastic isotropic with the reference elastic modulus 
distribution having an ‘egg-box’ pattern defined by equation (6-1), and a constant 
Poisson’s ratio ν = 0.3. Plane stress conditions are applicable in this case since the 
thickness of the plate is relatively small compared to the other dimensions. The reference 
stiffness distribution 𝑄𝑥𝑥ref is computed as in equation (6-2) and its normalised distribution 
𝑄�𝑥𝑥ref is deduced by scaling down the reference stiffness 𝑄𝑥𝑥ref by its dc term, i.e. 
𝑄�𝑥𝑥ref = 𝑄𝑥𝑥ref21.98 = 1 + 0.05 cos 2𝜋�2𝑥𝐿𝑥 + 𝑦𝐿𝑦� + 0.05 sin 2𝜋 � 𝑥𝐿𝑥 + 2𝑦𝐿𝑦�   (MPa) (6-6) 
The three numerical strain components ϵxx, ϵyy and ϵss provided by the forward finite 
element analysis were used as the input to the adapted F-VFM approaches, the 
mathematical implementations of which were presented in chapter 4. No traction 
information was provided to the adapted F-VFM approaches, unlike the results from earlier 
in this chapter. The recovered stiffness maps recovered are therefore compared to the 
normalised stiffness 𝑄�𝑥𝑥ref instead of the reference stiffness 𝑄𝑥𝑥ref as discussed in chapter 4. 
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6.3.2  Identification of ‘egg-box’ stiffness and traction profiles by 
‘experimental traction’ approach 
Mathematical explanations of the ‘experimental traction’ approach were presented in detail 
in section 4.2.1. Stiffness identification from the ‘experimental traction’ approach was 
achieved by computing the normalised solution vector 𝐗� defined in equation (4-14), which 
contains the stiffness Fourier coefficients, through a matrix inversion of the normalised 
matrix equation (4-11). The stiffness map determined by the ‘experimental traction’ 
approach is displayed in the top row of figure 6-15 with the choice of N = 20 cosine/sine 
terms in the stiffness Fourier series, resulting in a total of 880 unknown coefficients. The 
recovered stiffness in the top row of figure 6-15 reveals the presence of high frequency 
terms in its pattern, as for the results presented earlier in the chapter, which can be 
attenuated by using an appropriate averaging filter of size 50×50 pixels. The error map 
shows a difference in magnitude of ~4% (highest) between the reference and the recovered 
stiffness. The fast algorithm returned the unknown coefficients after ~2.5 s using the same 
computer as in section 6.2.2. 
The traction components Tx and Ty can then be reconstructed from the measured strain data 
and the recovered stiffness using equation (4-1). Their profiles are depicted in figure 6-16 
by red dashed lines, together with traction profiles recovered from the other approaches for 
comparison, and look very similar to the reference traction profiles. 
 
6.3.3  Identification of ‘egg-box’ stiffness and traction profiles by 
‘windowed traction’ approach 
The choice of window functions in the ‘windowed traction’ approach has not been 
mentioned earlier in the thesis. Potential window functions include the following: 
(i) cosine window functions (and their derivatives): 
�
𝑊𝑥 = cos𝜋𝑥𝐿𝑥 ;𝑊𝑥,𝑥 = − 𝜋𝐿𝑥 sin 𝜋𝑥𝐿𝑥 ;𝑊𝑥 ,𝑦 = 0
𝑊𝑦 = cos𝜋𝑦𝐿𝑦 ;𝑊𝑦,𝑦 = − 𝜋𝐿𝑦 sin𝜋𝑦𝐿𝑦 ;𝑊𝑦,𝑥 = 0 (6-7) 
(ii) polynomial functions (and their derivatives): 
 
Identification of 2-D spatially-varying stiffness distributions 119 
�
𝑊𝑥 = �𝑥 − 𝐿𝑥2 � �𝑥 + 𝐿𝑥2 � ;𝑊𝑥 ,𝑥 = 2𝑥;𝑊𝑥,𝑦 = 0
𝑊𝑦 = �𝑦 − 𝐿𝑦2 � �𝑦 + 𝐿𝑦2 � ;𝑊𝑦,𝑦 = 2𝑦;𝑊𝑦,𝑥 = 0 (6-8) 
Either of these can be used in the case of the non-uniform biaxial loading conditions 
described in section 6.3.1 as they both null the integrals of the vector 𝐘� in equation (4-19), 
which then leads to the homogenous matrix equation (4-20). Solution of the equation 
through normalisation can be found in section 4.2.2 above. The effects of different window 
functions on the identified stiffness results were investigated. Since these effects were not 
very significant, only the results obtained from the use of the cosine window functions are 
presented here, in the middle row of figure 6-15. The error map of the stiffness recovered 
by the ‘windowed traction’ approach is of relatively low magnitude when compared with 
those recovered by other approaches, and looks quite uniform over the domain. 
The traction profiles applied on the four edges of the plate were also reconstructed from 
equation (4-1) by using the measured strain data and the recovered stiffness distribution. It 
is interesting to note the presence of overshoots in the recovered tractions at the transitions 
between regions of different stress values, which is analogous to the Gibbs phenomenon 
observed in figure 6-2(f). The phenomenon can be overcome by smoothing the traction 
profiles using an appropriate filter. In this case a 1-D average filter of length 𝑝 = 𝑀𝜖
𝑀
=
1000
20
= 50 pixels (with 𝑀𝜖  the number of pixels/sample points/elements along a traction 
profile’s length; and M the number of cosine / sine terms of the traction Fourier series) is 
chosen, with all points inside the filter having equal weight. The smoothing is done by 
convolving the tractions with this filter. It does however result in a narrow region of low 
magnitude at the ends of the traction profiles due to the fact that any point within a 
distance p/2 from the extremities was convolved with the traction (or stress) values outside 
the boundary length, which are unknown and assumed to be zero. These low magnitude 
data must therefore be discarded from the recovered traction data. Recovered traction 
profiles after filtering out the low magnitude data are plotted in figure 6-16 together with 
the reference and the traction profiles recovered by the two other approaches, for 
comparison. 
 
 
Identification of 2-D spatially-varying stiffness distributions 120 
6.3.4  Identification of ‘egg-box’ stiffness and traction profiles by ‘Fourier-
series traction’ approach 
The normalised unknown vector 𝐗�∗ defined in equation (4-41) which contains the Fourier 
coefficients of the stiffness distribution and of the traction components was computed 
using equation (4-39) through a matrix inversion, with the virtual fields taken from table 3-
1. In this example, the number of cosine/sine terms of the stiffness Fourier series was 
chosen as N = 20, and that of the traction Fourier series (4-28) is M = 20. This leads to the 
total length of vector 𝐗�∗ being NF + 2MF - 1 = 921, which is higher than the 880 variables 
required by the two other approaches. The total computation time for the solution vector 
with 1000×1000 pixels of ‘measured’ strain fields was ~3 s on an Intel® Core™ i7 CPU 
2.79 GHz computer with 8GB of memory, using the MATLAB programming language to 
implement the fast F-VFM algorithm. It is worth noticing that only one Fourier series is 
sufficient to represent the two horizontal traction profiles as they are assumed to be 
identical to each other but of opposite signs; and likewise for the vertical traction profiles. 
The first part of the solution vector 𝐗�∗ containing the Fourier coefficients of the stiffness is 
put into equation (3-11) to recover the (normalised) stiffness distribution. The (normalised) 
reference and recovered stiffness distributions of the ‘egg-box’ stiffness pattern are shown 
in the bottom row of figure 6-15. The error map (residual) of stiffness indicates of ~2% 
maximum difference between the two stiffness maps. The rest of the solution vector 𝐗�∗ is 
used to reconstruct the traction profiles. Figure 6-16 represents both traction profiles Tx and 
Ty recovered using the Fourier series (4-28). The horizontal and vertical ripples were 
observed in the recovered traction profiles and were smoothed using a 1-D filter as in 
preceding sections. It is obvious from the same figure that the tractions recovered by 
different approaches are not too different from the reference profiles when the strain data 
are noise-free. 
 
6.3.5  Sensitivity analyses of the F-VFM-adapted approaches 
This section addresses the sensitivity to noise of the three stiffness identification 
approaches. In this example, the noise was introduced into the numerical displacement 
fields, which were then differentiated to obtain the noisy strain fields using the same 
procedure as in section 6.2.3.  
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Figure 6-17 shows the three stiffness maps recovered by the ‘experimental traction’, the 
‘windowed traction’ and the ‘Fourier-series traction’ approaches respectively, with the 
same standard deviation value of the noise σ = 5×10-3 mm (medium noise level) and a 
displacement gradient kernel size of 13×13 pixels. It is obvious that even though the high 
frequency terms are present in all stiffness maps, it looks less severe in the maps of the 
‘Fourier-series traction’ and ‘windowed traction’ approaches than in that of the 
‘experimental traction’ approach. However, the presence of high frequency terms in the 
recovered stiffness maps can be attenuated by smoothing the stiffness data with a 2-D filter 
of size 50×50 pixels, and the redundant data of low magnitude of distance p/2 from the 
border of the domain should be masked out, in the same way as described in previous 
sections. The corresponding smoothed/filtered stiffness maps are presented in the second 
column of figure 6-17. Thanks to the data smoothing, the magnitude of the error maps is 
also reduced, as can be seen in the last column of the same figure. 
The situation is similar in the traction profiles reconstructed by the three approaches. As 
shown in figure 6-18 the traction profiles recovered by the ‘experimental traction’ 
approach are very sensitive to the noise, which can be explained by the fact that the 
recovered stiffness used to reconstruct the tractions as in equation (4-1) is also sensitive to 
a variety of noise levels. However, the tractions computed by the ‘Fourier series traction’ 
approach look not much different from those in the noise-free case, indicating the 
identification stability of the approach. 
The set of figures from 6-19 to 6-21 gives an idea of how sensitive to noise and to the 
number of terms in the Fourier series the stiffness identification using the three approaches 
is. Independent random white noise patterns of zero-mean normal distribution and of 
standard deviation σ were added to the numerical displacement fields ux and uy. The 
algorithms’ performance was assessed for ten different σ levels ranging from 10-3 mm (low 
noise level) to 10-2 mm (high noise level). These σ values, which are higher than in typical 
experiments using interferometry, are compared with the ranges of displacements (i.e., 
minimum to maximum across the full field) of 0.680 mm and 0.684 mm for the ux and uy 
fields respectively. For each of the ten noise levels, a hundred noise patterns were 
generated and the identification of stiffness distribution was therefore carried out a total of 
1000 times. The figures show that the stiffness errors of the ‘experimental traction’ 
approach have higher mean and standard deviation values than those from the other two 
approaches and increase in proportion to the noise levels, meaning that the former is more 
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sensitive to noise than the latter, with the same noise level and with the same gradient 
kernel size. The bar graphs of error mean values generated from the ‘Fourier-series 
traction’ and the ‘windowed traction’ approaches look flat regardless of the noise levels 
and of the number of terms in the stiffness Fourier series, suggesting good identification 
stability of the two approaches. Meanwhile, it is likely that the ‘experimental traction’ 
approach is sensitive to the levels of noise and the numbers of terms in the stiffness Fourier 
series terms at the same time. However the sensitivity is more significant along the axis of 
numbers of terms in the Fourier series expansion. 
 
 
6.4  Identification of 2-D stiffness distributions – Part III: 
Experiment 
The proposed F-VFM has been applied to an experimental situation involving a controlled 
spatial variation of modulus in a sample undergoing uniaxial compression. The surface 
displacement fields were measured using DIC and the results of applying the F-VFM to the 
resulting strain data are presented in this section. 
 
6.4.1  Specimen preparation 
The sample consisted of a prism made of 10 plastic layers. Poly-vinyl chloride (PVC) and 
poly-methyl methacrylate (PMMA) (five pieces of each type) have been chosen as they are 
popular plastics and their modulus ratio is not either too high or too low, which assure that 
during loading, all plastic layers will deform. Small pieces cut from a sheet of each plastic 
type was put in a mould with the distance of 5 mm between the hot plates. The mould was 
then hot pressed to melt the plastic. When it is cooled down, the new plastic sheet of 5 mm 
thick was formed, then cut into small squared pieces. The plastic prism was then built up 
by adhering one piece of plastic after another with cyanoacrylate adhesive. Each plastic 
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layer has a thickness of ~5 mm resulting in a plastic prism of dimensions * 
height×width×depth ≈ 53×23×22 mm3. After bonding the plastic layers together, the 
plastic prism was polished on a polishing machine (with the roughness of the polishing 
paper ~240 nm), and then were painted with a white matt background. Speckles of black 
paint were then sprayed onto this background to obtain a high contrast random pattern for 
the image processing. Locations of the interfaces between two consecutive layers were 
marked for reference. The prismatic specimen before and after coating can be seen in 
figure 6-23. Mechanical properties of the plastics were provided by a third party and are 
summarised in table 6-2. The information will only be used for reference purposes as the 
modulus ratio is important in our case rather than individual absolute modulus values.  
 
6.4.2  Experimental setup 
The specimen was tested under an Instron-type tensile test machine 3366. The machine can 
perform both tensile and compressive tests. In this situation the specimen was compressed 
within the elastic region of the plastics. A 10kN load cell was mounted on the Instron 
machine together with an electronic micrometer, and both were connected to a computer. 
The computer reads the applied load values from the load cell and the deformation values 
along the vertical axis from the micrometer, then plots the load-deformation curve on the 
screen to make sure that the testing materials are in their elastic region. A compressive load 
of ~3kN was used for the results presented here. The front face of the specimen was 
illuminated by the white light. The images of the front face of the specimen were recorded 
by an IDS uEyeLE USB2.0 camera (series UI-1545LE-M) which can capture black and 
white images of size 1280×1024 pixels. The camera was aligned with the front face of the 
specimen so that its optical axis was perpendicular to the face. The camera was then 
triggered from a laptop which acquired and stored the images for subsequent processing. 
The apparatus of the compression test with all devices and equipment is presented in figure 
6-22. 
*  Dimensions of the prism were decided following the ASTM D695-10 ‘Standard test method for 
compressive properties of rigid plastics’ – Last accessed: Wed Apr 6 07:07:32 EDT 2011 via Loughborough 
University. 
 
                                               
 
Identification of 2-D spatially-varying stiffness distributions 124 
 
6.4.3  Pre-processing – from images to deformation fields 
The images captured by the camera were processed off-line by an in-house DIC code (see 
[164] for details). The algorithm used to extract the displacement data from the images of 
the deformed specimen is mainly based on the classical DIC technique [165]. The basic 
principle of the DIC technique is the matching of the same point on the sample surface on 
different images recorded before and after deformation by correlating the data within a 
subset (or correlation window) centred on that point in the ‘before deformation’ image. 
The translations of the point along horizontal and vertical axes are the displacement 
components in the two directions. The displacement gradients, or in-plane strains, are 
computed from these displacements through a differentiation algorithm previously 
described in section 6.2.3.  
A DIC subimage size of 11×11 pixels was chosen for the analysis. If a smaller subimage 
size was used, the displacement data tended to be very noisy or even not available at some 
locations where the correlation peaks could not be detected. If bigger subimage size was 
used, on the other hand, the displacement fields became blurred, and the transitions across 
the interfaces of the strain maps were not clearly seen. The size of the speckles is also an 
important factor as it will affect the optimal size of the subimage. A number of studies on 
the quality assessment of the DIC technique suggested a rule of thumb in the choice of 
subimage sizes in terms of mean speckle sizes, see for example [166]. Different speckle 
sizes were investigated in this case and the best speckle pattern is shown in figure 6-23 
where the average speckle size is about 9 pixels (in diameter). 
A displacement gradient kernel of size 7×7 pixels was used in the differentiation of the 
displacements to calculate strain fields. This small kernel is used because we want to see 
the transitions across the interfaces between plastic layers in the strain maps, especially in 
the normal strain map ϵyy as the principal loading is in the y-direction. Bigger kernels will 
blur the information across the interfaces. 
The measuring region was sampled/gridded, and the displacements computed at every 
node of the grid, resulting in displacement/strain datasets of size 118×299. The element 
size was then determined based on the distance between two adjacent nodes of the mesh 
and the pixel size. However, full-field displacement data is quite noisy and even 
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unavailable at some places where the peaks of correlation cannot be detected, so only a 
small region (called the region of interest, or ROI) where the data are available and clearly 
seen, was extracted, and then used as input to the F-VFM. Consequently, the ROI is of size 
118×125, equivalent to a rectangular region of approximately Lx×Ly = 19.67×20.83 mm2. 
The ROI can cover three complete plastic layers and a part of two other layers at the top 
and bottom. The origin of the Cartesian coordinate system is situated at the centre of the 
ROI. Three components of the measured strain field within the ROI for a load of 3 kN are 
shown in figure 6-24. Due to the Poisson’s effect, when a compressive load is applied in 
the y-direction, the strain field ϵxx should on average be positive. However, the strain data 
are quite noisy, resulting in negative values at some locations of the strain map ϵxx . 
 
6.4.4  Processing – identification of stiffness distribution with the F-VFM 
Even though the plastic cube was strictly deformed in 3-D, in-plane deformation fields are 
sufficient to recover the distribution of stiffness within the specimen if one assumes plane 
strain conditions. Even though the displacements were measured on the surface, plane 
strain seems a better approximation than plane stress because of the relatively high 
thickness of the sample compared to its height. Since only a part of the dataset is available 
for the identification, traction information on the boundary of the ROI is unspecified. The 
extended version of the F-VFM with its three approaches presented in chapter 4 will 
therefore be necessary for this application.  
Measured strain fields within the ROI, depicted in figure 6-24, were fed into the 
corresponding equations of the F-VFM to determine the unknown Fourier coefficients. The 
plastics were provided by a third party with a nominal elastic modulus ratio (PVC over 
PMMA) of ~1.3, and a nominal Poisson’s ratio in each case of ~0.38. For simplicity we 
assume hereafter that the two plastics take the same Poisson’s ratio value of 0.38. The 
number of cosine/sine terms of the stiffness Fourier series was chosen as N = 25 in all 
cases, and that of the traction Fourier series in the ‘Fourier-series traction’ approach is M = 
25. 
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6.4.5  Post-processing – presentation and interpretation of results 
The stiffness maps reconstructed using the three adapted F-VFM approaches are shown in 
figure 6-25 together with the reference layup of the specimen. The graphs in the last 
column of the figure represent the curves connecting the mean values of each row of the 
dataset. As can be seen in the figure, different plastic layers can be distinguished with a 
relatively wide interface region of very low modulus between consecutive layers, which is 
also indicated in the graphs as the curves across the interfaces are blunt. 
 
6.4.6  Discussion 
The results shown in figures 6-24 and 6-25 have an unexpected feature, namely the high 
strains in 𝜖𝑦𝑦  in the interface region between plastic layers, and the corresponding low 
modulus in the recovered stiffness distributions (figure 6-25) in the same regions. As a 
check on the 𝜖𝑦𝑦  strain data, figure 6-26 shows the variation of displacement component uy 
versus y, after averaging the displacements along the rows of the ROI. This graph indeed 
shows much higher displacement gradients in the interface regions than in the polymers 
themselves. The modulus of cured cyanoacrylate adhesive is ~20 MPa [167] which is a 
factor of approximately 150 lower than the more compliant of the two polymers. Although 
the layer of adhesive used is very thin (~0.1 mm), adhesive compliance could be a 
significant factor in explaining the high strains in the interface regions. Another possibility 
is that the adhesive has reacted chemically with one or both of the two polymers, in the 
process reducing its modulus. Another possible explanation is that the layers were not 
bonded uniformly across their surfaces and that the camera is viewing the ends of the 
layers with ‘dry’ glue joints. Other factors which could affect the identification results 
include the assumption of a single Poisson’s ratio value for both materials, and from the 
specimen preparation process in which the top and bottom surfaces of the specimen may 
not be perfectly parallel, thus causing a non-uniform distribution of compression load over 
the top and bottom surfaces. The use of a higher-resolution camera would also have helped 
improve the spatial resolution of the strain fields and hence the recovered stiffness 
distributions. 
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Due to time constraints it was not possible to investigate the phenomenon further. 
However, the F-VFM results are encouraging in that they demonstrate recovered modulus 
distributions which are qualitatively consistent with the input strain fields and with 
acceptable levels of noise. The ratio of recovered modulus for the two materials can be 
estimated as 1.05±0.10 by averaging the values from figure 6-25 over all the pixels 
positioned at least 10 pixels away from the interface region, to exclude the influence of the 
interface. This value may be compared to the ratio of 1.2 expected from the datasheet 
modulus values. 
 
 
6.5  Importance of negative frequency terms in the Fourier 
series expansion of stiffness 
As pointed out previously in section 3.3.1, the Fourier series representing the distributions 
of the two stiffness patterns in sections 6.2 and 6.3, i.e. the discontinuous and the ‘egg-box’ 
patterns, and that in section 6.4 with experimental data, only includes positive frequency 
terms along both x and y axes. This assumption is reasonable because of the fact that the 
reference stiffness distributions do not contain negative frequency terms, and decreases the 
number of unknown coefficients in the identification by a factor of approximately 2. 
However, in the general case both positive and negative frequency terms in the Fourier 
series expansion must be considered. For example, consider a particular case of a square 
plate with the 2-D Gaussian distribution 
𝐸ref = 20 + 5𝑒−𝑥2+𝑦24   (MPa) (6-9) 
Its expansion by Fourier series may be written (see, e.g. [32]) 
𝐸�ref = 20.6278 + 0.8452�cos 2𝜋 𝑥
𝐿𝑥
+ cos 2𝜋 𝑦
𝐿𝑦
� + 0.5666 cos 2𝜋 � 𝑥
𝐿𝑥
+ 𝑦
𝐿𝑦
�+ 0.5712 cos 2𝜋 � 𝑥
𝐿𝑥
−
𝑦
𝐿𝑦
� + ⋯   (MPa) (6-10) 
which shows the contribution of the negative frequency terms along the y axis to the 
reference stiffness distribution, indicating the need for negative frequency terms in the 
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Fourier series expansion of the unknown stiffness. Theoretically the Fourier coefficients 
for the third and the fourth terms on the right-hand side of equation (6-10) should be 
identical. The small (0.8%) difference between the two is probably due to a small offset in 
the centering of the Gaussian function with the 2-D array prior to performing the 2-D FFT. 
A biaxial uniform pressure of 1 MPa in magnitude was applied to the plate through edge 
tractions Tx = 1 MPa on the left and right edges and Ty = 1 MPa on the bottom and top 
edges. The stiffness reconstruction by the F-VFM using the known tractions, and with N = 
20 cosine/sine terms of the stiffness Fourier series, is presented in figure 6-27 both with 
and without the inclusion of the negative frequency terms. The distortion observed in the 
reconstructed stiffness map when only positive frequencies are included demonstrates the 
importance of having negative frequency terms in the expansion of the stiffness 
distribution. This conclusion will be applied to the analysis of 3-D experimental MRI data 
in the next chapter. 
 
 
6.6  Summary 
The first part of the chapter presents a validation of the theoretical basis for the Fourier 
series version of the virtual fields method that was developed in chapter 3. Different 
stiffness distribution scenarios have been reconstructed after a single computation step 
without any iteration. The sensitivity of the identification to noise is relatively low, e.g. 
~1% error in the ‘egg-box’ case without artificial noise added to the data, ~5% error with a 
displacement noise level significantly higher than in typical experimental fields (in the case 
of 20 cosine/sine terms in the Fourier series of the stiffness); and the spatial resolution of 
the recovered stiffness by F-VFM is directly controllable through the choice of maximum 
spatial frequency in the Fourier series expansion. An inverse scheme using genetic 
algorithm to update a finite element model has also been carried out. The very high 
computational effort due to the large number of degrees of freedom prevented convergence 
of this inverse method in a reasonable time. The computation time for a fast 
implementation of the F-VFM, with a similar number of degrees of freedom, was some 6 
order of magnitude less at just a few seconds. Whilst this demonstrated one of the most 
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important benefits of the fast F-VFM, a detailed comparison of the accuracy of the two 
methods was as a result not possible. 
The second part of the chapter discusses the application of the three extensions to the F-
VFM, introduced in chapter 4 to deal with the problem of unknown boundary conditions. 
The same ‘egg-box’ stiffness distribution was used, but with a more complex distribution 
of edge tractions that provided biaxial loading of the sample with stepwise variation of 
stress with position along the edges. As previously noted, the stiffness distribution can only 
be recovered up to a scale to the normalisation of the stiffness by its dc term. Sensitivity 
analyses of the approaches to noise show an identification error of about 5%, 2% and 1% 
using the ‘experimental traction’, the ‘Fourier-series traction’ and the ‘windowed traction’ 
approaches, respectively, with a medium level of artificial noise. In all applications, a 
minor loss of data near the edges of the domain occurs due to the use of a moving average 
filter to wipe out high frequency artefacts. 
Application of the F-VFM to real experimental data was also demonstrated. Although the 
experiment showed unexpected behaviour in the measured strain field, qualitatively 
reasonable reconstructions of the stiffness distributions were obtained. 
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6.7  Tables 
 
Method 
Noise-free data Noisy data 
Mean of 
error dist. 
(MPa) 
Std. of 
error dist. 
(MPa) 
Compute 
time 
(s) 
Mean of 
error dist. 
(MPa) 
Std. of 
error dist. 
(MPa) 
Compute 
time 
(s) 
F-VFM 
(881 vars) 
Direct 
0.003 0.070 
681 
0.206 0.878 
692 
Fast < 1 < 1 
FEMU+GA 
(900 vars.) 0.049 0.922 5.50×10
5 1.988 0.977 5.57×105 
Table 6-1: Comparison of the identifications of an ‘egg-box’ stiffness distribution achieved from the 
implementation of the F-VFM and of the FEMU+GA schemes. The same mesh grid of size 60×60 is applied 
in both approaches. The displacement noise level used in the comparison is σ = 5×10-3 mm. The errors (mean 
and standard deviation values) are computed after data smoothing and edge effect masking. Computational 
performance of the F-VFM includes a comparison in computation time of a direct implementation and of the 
fast algorithm of the F-VFM, and then compared with those of the FEMU+GA. Abbreviations: ‘vars.’ = 
variables, ‘dist.’ = distribution, ‘std.’ = standard deviation. 
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 Poly-vinyl chloride  
(PVC) 
Poly-methyl 
methacrylate (PMMA) 
Density (g/mm3) 1.40×10-3 1.19×10-3 
Young’s modulus (GPa) 3.38 2.81 
Poisson’s ratio 0.40 0.38 
Table 6-2: Mechanical properties of poly-vinyl chloride (PVC) and poly-methyl methacrylate (PMMA) 
provided by a third party partner (Advanced Polymers Research Group, Department of Materials, 
Loughborough University). Poisson’s ratios are measured at room temperature. The plastics can be 
distinguished by their natural colours: chestnut brown for PVC and transparent light grey for PMMA. The 
modulus ratio of PVC over PMMA is ~1.20.  
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6.8  Figures 
 
  
Figure 6-1: A rectangular plate of a discontinuous stiffness distribution subject to horizontal uniform stress 
σxx. The reference elastic modulus E takes the values of 20 MPa (dark grey) or 40 MPa (light grey) on 
different portions of the plate. Corresponding stiffness values Qxx are 21.98 MPa and 43.86 MPa respectively. 
The origin of the coordinate system is situated at the centre of the plate. 
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Figure 6-2: Reconstruction of a discontinuous stiffness distribution, with N = 32 cosine/ sine terms in the 
Fourier-series stiffness (units: MPa). (a) Reference stiffness distribution (mesh size 1600×1000); (b) 
Recovered stiffness distribution by F-VFM; (c) Recovered stiffness in (b) after smoothing by an average 
filter of size 50×50 pixels; (d) Recovered stiffness in (c) after masking out outlier data near the edges; (e) 
Stiffness error map (difference between the stiffness maps in (a) and (d)); (f) A horizontal stiffness profile 
drawn through the middle of the plate (vertical axis: stiffness values / MPa, horizontal axis: edge length / 
mm). 
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Figure 6-3: A square plate of an ‘egg-box’ stiffness distribution subject to horizontal uniform stress σxx. The 
origin of the coordinate system is found at the centre of the plate. 
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Figure 6-4: Reconstruction of an ‘egg-box’ stiffness distribution, with N = 20 cosine/ sine terms in the 
Fourier-series stiffness (units: MPa). (a) Reference stiffness distribution (1000×1000 pixels); (b) Recovered 
stiffness distribution by F-VFM; (c) Recovered stiffness in (b) after smoothing by an average filter of size 
50×50 pixels; (d) Stiffness error map (difference between the reference and the recovered stiffness after data 
smoothing and masking out redundant data near the edges). 
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Figure 6-5: Numerical strain fields of an ‘egg-box’ pattern obtained from a forward finite element analysis, 
differentiated from displacement fields with a gradient kernel size of 13×13 with and without the presence of 
noise. The three strain fields, ϵxx, ϵyy and ϵss, are shown respectively in the left, middle and right columns of 
the figure. Figures in the top row are noise-free, in the middle row are with displacement noise level σ = 10-3 
mm (low noise level), and in bottom row with σ = 10-2 mm (high noise level). 
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Figure 6-6: Reconstruction of an ‘egg-box’ stiffness pattern with different strain data shown in figure 6-5. 
Figures in the left column are the reconstructed stiffness patterns by the F-VFM with different noise levels, in 
the middle column are distributions after data smoothing/ removing, and in the right column are errors of 
recovered stiffness with respect to the reference. Different noise levels are added to displacement fields: σ = 
0 (figures in the top row), σ = 10-3mm (middle row) and σ = 10-2 mm (bottom row). Displacement gradient 
kernel size = 3×3 pixels in noise-free case and = 13×13 pixels otherwise. Note the same colour scale for all 
stiffness maps, and another colour scale for all error maps. Figures in the top row are reproduced from figure 
6-4 above. 
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Figure 6-7: Sensitivity analysis of the F-VFM to a variety of noise levels and of number of stiffness Fourier 
terms in the identification of an ‘egg-box’ stiffness pattern, with the tractions specified on the boundary. The 
differentiation for strains from noisy displacements is carried out with the use of two different gradient kernel 
sizes of 7×7 and 13×13 pixels, whilst the differentiation from noise-free displacements is done with a kernel 
of size 3×3 (smallest kernel available). At each noise level and each number of Fourier term, 100 
computations corresponding to 100 random noise patterns were implemented. The sensitivity of the F-VFM 
is then decided by looking at the mean values of the stiffness errors (3-D bars) and the standard deviations in 
the mean of errors (red columns). The stiffness errors were computed from the recovered stiffness before data 
smoothing and filtering. In the graph, noise level = 0 stands for ‘noise-free’. 
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Figure 6-8: Block diagram showing a general structural property optimisation procedure. The procedure is 
composed of three main task blocks. Details of the optimisation block ‘solve optimisation model’ using 
genetic algorithm (yellow) are presented in another sub-flowchart. Dash lines indicate information flow.  
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Figure 6-9: Sub-flowchart explaining the optimisation block, with genetic algorithm as its optimiser, used in 
the identification of an ‘egg-box’ stiffness pattern. The whole block is driven by MATLAB, which is able to 
call an external finite element solver to implement the ‘forward structural analysis’ sub-block (pink). Design 
variables are constrained in ‘constraint screening’ block (brown), which is detailed in another figure whilst 
being applied for a particular case. Dash lines indicate information flow.  
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Figure 6-10: Formation of element blocks in the identification of an ‘egg-box’ stiffness pattern with 
FEMU+GA. The domain of interest is meshed with 60×60 elements. Four adjacent elements (same colours) 
are gathered within a block of elements of size 2×2, resulting in a number of 30 blocks along the horizontal 
direction and 30 blocks along the vertical direction, or a total of 900 blocks of elements. Elements within a 
block will share a single modulus value. 
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Figure 6-11: ‘Constraint screening’ – Scatter plot describing structure of the GA constraint matrix in the 
identification of an ‘egg-box’ stiffness pattern, with 900 unknown modulus variables. Each block of elements 
in figure 6-10 yields 3 constraint equations in which elements of higher ID numbers are linked with the 
element of lowest ID number in such a manner that they share the same modulus value. A total number of 
900 blocks of elements results in a total of (900×3=) 2700 constraint equations (vertical axis), taking effect 
over (60×60=) 3600 dependent variables (horizontal axis). The plot shows a total number of (2700×2=) 5400 
non-zero entities of the constraint matrix (blue dots). 
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Figure 6-12: Reconstruction of an ‘egg-box’ stiffness pattern by F-VFM and FEMU+GA, with and without 
addition of noise. (a) Reference ‘egg-box’ stiffness distribution (mesh size 60×60); (b) Recovered stiffness 
map by F-VFM, without noise addition (N= 20 cosine/sine Fourier terms); (c) Recovered stiffness by F-
VFM, with noise addition (noise standard deviation = 5 μm, N = 20 cosine/sine Fourier terms); (d) Recovered 
stiffness by FEMU+GA, without noise addition; (e) Recovered stiffness by FEMU+GA, with noise addition 
(noise standard deviation = 5 μm). The colour scales are different between figures (a)(b)(c) and (d)(e) due to 
the limited modulus range recovered by FEMU+GA with this number of iterations.  
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Figure 6-13: Optimisation history of an error-output cost function using genetic algorithm after 500 
generations, within the scope of the identification of an ‘egg-box’ stiffness pattern using FEMU+GA. 
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Figure 6-14: A square plate with an ‘egg-box’ stiffness distribution subject to biaxial loading with stepped 
stress profile in all directions. The origin of the coordinate system is at the centre of the plate. 
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Figure 6-15: Reconstruction of an ‘egg-box’ stiffness pattern of a plate under unknown loading conditions. 
Input strain fields were obtained from a numerical model of biaxial loading, in the absence of the noise. The 
(normalised) stiffness distributions were identified using the three extended versions of the F-VFM, i.e. the 
‘experimental traction’ (figures in the top row), ‘windowed traction’ (middle row) and ‘Fourier-series 
traction’ (bottom row). Figures in the left column are the reconstructed stiffness patterns by different 
approaches, in the middle column are distributions after data smoothing/ removing, and in the right column 
are errors of recovered stiffness with respect to the (normalised) reference stiffness pattern. In all cases, the 
number of cosine/ sine terms in the stiffness Fourier series is N = 20. The extra number of cosine/ sine terms 
in the traction Fourier series of the ‘Fourier-series traction’ approach is M = 20. 
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Figure 6-16: Reconstruction of traction profiles Tx and Ty applied on an ‘egg-box’ stiffness plate. The 
reconstruction is based on the resulting stiffness maps shown in figure 6-15 recovered by three different 
approaches. (a) Recovery of the traction profiles Tx after data smoothing/ filtering; (b) Recovery of the 
traction profiles Ty after data smoothing / filtering. 
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Figure 6-17: Reconstruction of an ‘egg-box’ stiffness pattern of a plate under unknown loading conditions, 
with noisy data. Input strain fields were obtained from a numerical model of biaxial loading, and then 
disturbed with a noise pattern of standard deviation σ = 5 μm. The (normalised) stiffness distributions were 
identified using the three extended versions of the F-VFM, i.e. the ‘experimental traction’ (figures in the top 
row), ‘windowed traction’ (middle row) and ‘Fourier-series traction’ (bottom row). Figures in the left column 
are the reconstructed stiffness patterns by the different approaches, in the middle column are distributions 
after data smoothing/ removing, and in the right column are errors in recovered stiffness with respect to the 
(normalised) reference stiffness pattern. In all cases, the number of cosine/ sine terms in the stiffness Fourier 
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series is N = 20. An extra number of cosine/ sine terms in the traction Fourier series of the ‘Fourier-series 
traction’ approach is M = 20. A displacement gradient kernel size of 13×13 pixels was used throughout. 
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Figure 6-18: Reconstruction of traction profiles (a) Tx and (b) Ty applied to a plate with ‘egg-box’ stiffness 
distribution, in the presence of noise and after data smoothing/filtering. The reconstruction is based on the 
resulting stiffness maps shown in figure 6-17 recovered by three different approaches. 
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Figure 6-19: Sensitivity analysis of the F-VFM-adapted ‘experimental traction’ approach to a variety of noise 
levels and of numbers of stiffness Fourier terms in the identification of an ‘egg-box’ stiffness pattern, with 
the tractions unspecified on the boundary. The differentiation for strains from noisy displacements is carried 
out with the use of two different gradient kernel sizes of 7×7 and 13×13 pixels, whilst the differentiation 
from noise-free displacements is done with a kernel of size 3×3 (smallest kernel available). At each noise 
level and each number of Fourier terms, 100 computations corresponding to 100 random noise patterns were 
implemented. The sensitivity of the F-VFM is then decided by looking at the mean values of the stiffness 
errors (3-D bars) and the standard deviations in the mean of errors (red columns). The stiffness errors were 
computed from the recovered stiffness before data smoothing and filtering. In the graph, noise level = 0 
stands for ‘noise-free’. 
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Figure 6-20: Sensitivity analysis of the F-VFM-adapted ‘windowed traction’ approach to a variety of noise 
levels and of numbers of stiffness Fourier terms in the identification of an ‘egg-box’ stiffness pattern, with 
the tractions unspecified on the boundary. The differentiation for strains from noisy displacements is carried 
out with the use of two different gradient kernel sizes of 7×7 and 13×13 pixels, whilst the differentiation 
from noise-free displacements is done with a kernel of size 3×3 (smallest kernel available). At each noise 
level and each number of Fourier terms, 100 computations corresponding to 100 random noise patterns were 
implemented. The sensitivity of the F-VFM is then decided by looking at the mean values of the stiffness 
errors (3-D bars) and the standard deviations in the mean of errors (red columns). The stiffness errors were 
computed from the recovered stiffness before data smoothing and filtering. In the graph, noise level = 0 
stands for ‘noise-free’. 
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Figure 6-21: Sensitivity analysis of the F-VFM-adapted ‘Fourier-series traction’ approach to a variety of 
noise levels and of numbers of stiffness Fourier terms in the identification of an ‘egg-box’ stiffness pattern, 
with the tractions unspecified on the boundary. The differentiation for strains from noisy displacements is 
carried out with the use of two different gradient kernel sizes of 7×7 and 13×13 pixels, whilst the 
differentiation from noise-free displacements is done with a kernel of size 3×3 (smallest kernel available). At 
each noise level and each number of Fourier terms, 100 computations corresponding to 100 random noise 
patterns were implemented. The sensitivity of the F-VFM is then decided by looking at the mean values of 
the stiffness errors (3-D bars) and the standard deviations in the mean of errors (red columns). The stiffness 
errors were computed from the recovered stiffness before data smoothing and filtering. In the graph, noise 
level = 0 stands for ‘noise-free’. 
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Figure 6-22: Experimental setup of a prismatic plastic cube under uniaxial compression test. The plastic 
specimen was mounted between the two plates of the compression machine. A load cell was attached to the 
top (moving) plate of the machine to record the applied load, and was connected to a computer. The 
computer can control the movement of the top plate in either force- or displacement-controlled mode. An 
electronic micrometer was mounted on the machine to measure the vertical deformation of the specimen. A 
camera was aligned to the front face of the specimen to capture the deformations of the specimen in such a 
way that its optical axis is relatively perpendicular to the front face, and the measuring region is lying within 
the field of view of the camera. The front face of the specimen was illuminated by white light from a desk 
lamp. The camera was connected to a personal laptop to control the image capture process. 
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Figure 6-23: Test specimen of prism shape made of ten layers of different plastics bonded together. (a) 
Specimen before coating; (b) Specimen after coating and speckle spraying, with its region of interest (ROI) 
and marks at interfaces. The measuring coordinate system is as shown in the figure with its origin at the 
centre of the ROI, x axis horizontal and y vertical; (c) Reference ROI with layer separations, with marks at 
interfaces.  
 
  
PVC
PMMA
PVC
PMMA
PVC
PMMA
PVC
PMMA
PVC
PMMA
measuring region
region of interest
interfaces
interface marks
(a) (b)
(c)
x
y
 
Identification of 2-D spatially-varying stiffness distributions 156 
 
Figure 6-24: Experimental strain fields within the region of interest (ROI). (a) ϵxx; (b) ϵyy; (c) ϵss. The dataset 
size is 125×118, covering a region of ~19.67×20.83 mm2. The measuring coordinate system of the ROI is 
shown in figure 6-23 (x axis horizontal and y vertical) with its origin at the centre of the ROI. 
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Figure 6-25: Recovered stiffness maps of the plastic prism by three F-VFM-adapted approaches: the 
‘experimental traction’ (figures in the top row), ‘windowed traction’ (middle row) and ‘Fourier-series 
traction’ (bottom row), respectively. Figures in the last column are the graphs of row-wise mean values of 
each stiffness map.  
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Figure 6-26: Variations of the strain component 𝜖𝑦𝑦 and displacement component uy versus y, after averaging 
the strains and displacements along the rows of the ROI. (a) Reference ROI with layer separations; (b) Row-
wise variation of 𝜖𝑦𝑦 ; (c) Row-wise variation of uy; and (d) Row-wise mean values of the reconstructed 
stiffness map by the ‘Fourier-series traction’ approach of the F-VFM. 
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Figure 6-27: Importance of negative frequency terms in the Fourier series expansion of the stiffness 
demonstrated through a stiffness reconstruction of a 2-D square plate with a Gaussian reference stiffness 
distribution under biaxial uniform loading. (a) Reference Gaussian stiffness distribution; (b) Reconstruction 
of the Gaussian distribution (N = 20) without; and (c) with negative frequency terms included in the Fourier 
series expansion of the stiffness.   
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 Chapter 7 
 
Identification of 3-D spatially- 
varying stiffness distributions
 
 
The chapter presents results from the application of the 3-D modulus reconstruction 
method, the F-VFM, the theoretical development of which was developed in chapter 5. As 
will be shown, the 3-D F-VFM shows a good performance in the identification of an 
artificial 3-D modulus distribution, for both known and unknown traction boundary 
conditions. As in 2-D, the method is found to be still well-behaved even with additional 
noise disturbances in the dataset. High frequency artefacts in the reconstructed stiffness 
maps can be largely removed through a simple data smoothing step as for the 2-D case. 
The efficiency of the FFT-based algorithm of the 3-D F-VFM has been demonstrated with 
a significant (over three orders of magnitude) saving of computation time when compared 
with that needed in a direct implementation of the method. In addition to validation tests on 
strain fields computed by a forward 3-D finite element analysis, the method has also been 
applied to experimental MRI data from a phantom consisting of a high modulus spherical 
inclusion in a more compliant matrix. 
 
 
7.1  Introduction 
The ability to reconstruct 3-D modulus/stiffness distributions has tremendous practical 
applicability, from material property identification in solid mechanics to damage detection 
in structural health monitoring, to medical diagnosis of pathological tissues in human body, 
and many more, as previously mentioned in the introduction to chapter 5. A modest 
number of numerical techniques have been proposed in the literature, including the VFM. 
In the first section of this chapter, the theory underpinning the 3-D F-VFM presented in 
chapter 5 is applied to the identification of a numerical stiffness distribution, namely a 3-D 
‘egg-box’ pattern. The identification of the pattern is first carried out in the light of the 
known traction distributions on the boundary. The appearance of high frequency terms in 
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the identified stiffness can be attenuated by the use of an appropriate filter as in the 2-D 
case. The sensitivity of the F-VFM method to a variety of noise levels is also investigated. 
The determination of the same reference stiffness pattern is then implemented without 
incorporating any knowledge of the tractions on the boundary, which reflects the usual 
case with real experimental data, using the ‘experimental traction’, the ‘windowed traction’ 
and the ‘Fourier-series traction’ approaches. The fast algorithm based on fast Fourier 
transforms shows a computation time reduction of ~66,000× less than that required in a 
direct implementation of the F-VFM for the particular number of terms in the Fourier 
series considered here. The results presented in sections 7.2 and 7.3 exclude the negative 
frequency terms in the Fourier series expansion of the stiffness described in equation (5-9) 
for the purpose of reducing the number of variables. 
The next section of the chapter represents an application of the F-VFM to reconstruction of 
the stiffness distribution of a cubic phantom containing a higher modulus spherical 
inclusion. Phase data obtained using Magnetic Resonance Imaging (MRI) provided static 
deformation information, i.e. displacement and strain fields, within the phantom. This 
application of the F-VFM includes the negative frequency terms in the expansion of the 
stiffness as written in equation (5-7). The results are then compared with those determined 
by the finite-element-based VFM on the same data, as presented in [84]. 
 
 
7.2  Identification of 3-D stiffness distributions – Part I: 
Simulation (known tractions) 
Proof-of-principle results of the 3-D F-VFM are presented through the determination of a 
stiffness distribution under specified loading conditions. Six strain components used in the 
identification were provided from a forward analysis using a commercial finite element 
package. Sensitivity analyses demonstrate the impact of noise on the performance of the F-
VFM. 
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7.2.1  Identification of a 3-D ‘egg-box’ stiffness pattern 
A cube of size Lx×Ly×Lz = 10×10×10 mm3 was subject to uniform tri-axial traction 
distributions of magnitude σ0 = 1 MPa perpendicular to all six faces of the cube and 
pointing outwards as shown in figure 7-1. The cube was defined to consist of a linear 
elastic isotropic material of Poisson’s ratio ν = 0.3 and with an elastic modulus following a 
3-D version of the earlier 2-D ‘egg-box’ pattern as follows: 
𝐸ref = 20 + cos 2𝜋 �2𝑥
𝐿𝑥
+ 𝑦
𝐿𝑦
+ 2𝑧
𝐿𝑧
� + sin 2𝜋 � 𝑥
𝐿𝑥
+ 2𝑦
𝐿𝑦
+ 2𝑧
𝐿𝑧
�  (MPa) (7-1) 
in which x, y and z are 3-D grid coordinates of discrete nodes within the cube. The origin 
of the measuring coordinate system is located at the centroid of the cube. The 
corresponding 3-D stiffness distribution follows from equation (5-3) as: 
𝑄𝑥𝑥ref = 26.92 + 1.35 cos 2𝜋�2𝑥𝐿𝑥 + 𝑦𝐿𝑦 + 2𝑧𝐿𝑧� + 1.35 sin 2𝜋 � 𝑥𝐿𝑥 + 2𝑦𝐿𝑦 + 2𝑧𝐿𝑧�   (MPa) 
(7-2) 
The geometry was meshed in Mentat2010 using 100×100×100 eight-node hexahedral 
volume elements (HEX8) with full integration. The model was then analysed in Marc2010 
and six strain components were returned. 
As the traction distributions applied to the outer surfaces of the cube are specified, the 
right-hand-side integral of equation (5-10) which forms a single element of the vector Y of 
equation (5-16) can be determined. Due to the symmetry of the cubic model, the integral of 
the tractions can be rewritten as a summation of 3 identical sub-integrals of the form 
∫ 𝑇𝑖𝑢𝑖
∗𝑑𝑆𝑓
[𝑖]
𝑆𝑓
[𝑖]  in which i = x, y or z and 𝑆𝑓[𝑖] the surface perpendicular to the i-direction over 
which the integral is calculated. The product between the traction Ti and the infinitesimal 
surface element 𝑑𝑆𝑓
[𝑖]  can be approximated as a small concentrated force applied to the 
surface of each element. This product can be simply calculated as in the 2-D case of 
section 6.2.1, which is 𝑇𝑖𝑑𝑆𝑓
[𝑖] = 𝑇𝑖 𝑙𝑖
𝑁𝜖
(𝑖) 𝑙𝑗𝑁𝜖(𝑗) = 1 � 𝑁𝑚𝑚2� × 10100 [𝑚𝑚] × 10100 [𝑚𝑚] = 0.01[𝑁]; 
with i, j = x, y, z and 𝑁𝜖
(𝛼) the number of elements along the α-direction. This value is 
constant on every element. If 𝑁𝜖
(𝛼)  is large enough, the initial sub-integral can be 
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approximated as a summation of the corresponding virtual displacements multiplied by the 
constant 𝑇𝑖𝑑𝑆𝑓
[𝑖]. 
The six strain components ϵxx, ϵyy, ϵzz, ϵyz, ϵzx and ϵxy obtained from the forward FEA of the 
cube were fed into the F-VFM script as input data. The unknown Fourier series 
coefficients of the stiffness distribution were then calculated from the resolution equation 
(5-13), with the virtual fields summarised in table 5-1. In this calculation, the number of 
cosine/sine terms of the stiffness Fourier series (5-7) took the value N = 15, which results 
in a total of NF = 8191 unknowns using equation (5-12). The total computation time for 
nearly ten thousand degrees of freedom with a million of elements of input strains was 
~1.2×106 s on an Intel® Core™i7 CPU 2.79 GHz computer with 8GB of memory using 
the MATLAB programming language. Matrix inversion of resolution equation (5-13) was 
implemented by the pinv operator. The fast algorithm presented in section 5.2.3, which is 
used to generate matrix M in equation (5-14), reduced the computation time to ~18 s, i.e. 
~66,000× faster than the direct implementation.  
The reference ‘egg-box’ stiffness distribution is shown in figures 7-2(a) with a cut-out of 
one eighth of the cube in order to observe details inside it. Figure 7-2(c) is the stiffness 
reconstructed from a Fourier series of N = 15 cosine/sine terms. As with the 2-D ‘egg-box’ 
case, ripples at the highest spatial frequency of the Fourier series stiffness expansion are 
present in the recovered distribution, which need to be removed by convolution with an 
appropriate kernel. A kernel of size 7×7×7 is used for this purpose, with its elements 
equally weighted. The dimension of the filter was estimated from the pitch of the highest 
spatial frequency in the reconstructed stiffness map as 𝑝 = 𝑁𝜖 
𝑁
= 100
15
≈ 7 pixels, where 𝑁𝜖 
is the number of pixels or elements in the direction along which the ripples are spread, and 
N the predefined maximum number of cosine/sine cycles of the stiffness Fourier series 
along that direction. Figure 7-2(d) depicts the reconstructed ‘egg-box’ smoothed by the 
filter. However, the smoothing results in a thin shell of low magnitude data around the 
cube, which is represented by dark blue colour in figure 7-2(d). The shell’s thickness is 
equal to half of the pitch p of the highest spatial frequency. It is therefore advisable to 
remove such data from the reconstruction as presented in figure 7-2(e). The stiffness in 
figure 7-2(e) is then compared with the reference ‘egg-box’ pattern after cutting off the 
same amount of redundant data (see figure 7-2(b)); and their difference, called the residual, 
is shown in figure 7-2(f). An identification error before data smoothing has a root mean 
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square value of ~0.3% whereas this value after smoothing is ~0.1% thanks to the data 
filtering step. 
 
7.2.2  Sensitivity of the 3-D F-VFM to noise 
The sensitivity to noise of the 3-D ‘egg-box’ stiffness identification using the F-VFM is 
investigated in this section. Due to the high computational effort, the analysis was only 
implemented at the fixed value N = 15. Even though strain data are needed for the F-VFM, 
the noise patterns were added into the displacement data instead of strain data, and then the 
strains were calculated from the noisy displacements as for the 2-D case considered in 
section 6.2.3. Artificial white noise patterns generated from independent random numbers 
with a zero-mean normal distribution and with standard deviation σ were therefore added 
to the displacement fields ux, uy and uz. The standard deviation σ of the noise took ten 
different values ranging from 10-3 mm (low noise level) to 10-2 mm (high noise level) in 
order to be consistent with the ranges of the displacements (minimum to maximum across 
the full field), i.e. 0.301 mm, 0.299 mm and 0.396 mm for the noise-free ux, uy and uz 
fields, respectively. For each of the ten noise levels, 50 noise patterns were generated and 
the identification of the ‘egg-box’ stiffness distribution was therefore carried out a total of 
500 times. 
The six partial derivatives of the 3-D displacement fields ∂ui ⁄ ∂j (where i, j = x, y or z; and 
i ≠ j) were estimated based on the same principle used in section 6.2.3 for the 2-D case as 
follows. First, the gradients along the j-direction of a group of data points lying on a slice 
of the displacement ui parallel to the ij-plane were estimated within a square region (or 
gradient kernel) of Ns×Ns pixels. The 2-D gradients were obtained by least squares fitting a 
the first order polynomial along each row of the kernel, then averaging the Ns resulting 
best-fit gradients over all the rows. Then all the slices of gradient data were stacked in an 
appropriate order along the k-direction (perpendicular to both i- and j- directions) to build 
up the 3-D displacement gradients fields. Likewise, the three remaining partial derivatives 
∂ux ⁄ ∂x, ∂uy ⁄ ∂y and ∂uz ⁄ ∂z were computed from the slices of data of the 3-D displacement 
fields ux, uy and uz parallel to the xy-, yz- and xz- planes, respectively. Two gradient kernels 
of size of 3×3 and 7×7 pixels were used throughout the analysis as they are not bigger than 
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the pitch p = 7 of the highest frequency Fourier coefficient and therefore introduce 
relatively little additional blurring to the recovered stiffness distribution. 
Figure 7-3 shows the ‘egg-box’ stiffness distributions reconstructed at low, medium and 
high noise levels by the F-VFM with the same number of cosine/sine terms of the stiffness 
Fourier series. The results were filtered and redundant data near the outer surfaces cropped, 
as previously discussed. The sensitivity of the reconstructed stiffness to noise is presented 
in figure 7-4. The graph shows the means and standard deviations of the error maps from 
500 different stiffness patterns recovered from 50 noise patterns at each of the 10 noise 
levels. As would be expected, the error values show increasing scatter with increasing 
noise level and decreasing kernel size.  
 
 
7.3  Identification of 3-D stiffness distributions – Part II: 
Simulation (traction recovery) 
This section uses the numerical strain data of the artificial ‘egg-box’ model under tri-axial 
loading conditions from the previous section. The information about the boundary 
conditions is, however, now assumed to be unknown, and the three approaches in the 
modified F-VFM as described in section 5.3 are used to recover it together with the 
distributions of stiffness. Once again a sensitivity analysis is included to see the effect of 
noise on the recovered stiffness distributions. 
 
7.3.1  Identification of 3-D ‘egg-box’ stiffness and traction profiles by the 
‘experimental traction’ approach 
A mathematical description of the 3-D F-VFM ‘experimental traction’ approach was given 
in section 5.3.1 and its validation is presented in this section. The normalised distribution 
of the 3-D ‘egg-box’ stiffness from the ‘experimental traction’ approach was achieved by 
computing the normalised solution vector 𝐗� defined in equation (5-36) through a simple 
matrix inversion. The stiffness map recovered by this approach is shown in the top row of 
figure 7-5 for the case N = 15, resulting in a total of 8191 unknown coefficients determined 
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from equation (5-12). The recovered stiffness map contains high frequency terms similar to 
those found in the 2-D reconstruction. The root mean square error of the recovered 
stiffness is ~10% compared to the reference. The fast algorithm returned the left-hand-side 
matrix 𝐌�  in equation (5-34) in ~2 s, and then the unknown coefficients after ~16 s using 
the same computer as in section 7.2.1. 
The normalised traction components Tx, Ty and Tz can then be reconstructed from the 
measured strain data and the reconstructed stiffness using equation (5-26). Their 
distributions on the surface boundaries of the cube are depicted in figure 7-6(b) alongside 
the reference distributions and those recovered from the two other approaches. 
  
 
7.3.2  Identification of 3-D ‘egg-box’ stiffness and traction profiles by the 
‘windowed traction’ approach 
A number of window functions can be used in the approach, e.g. the cosine window 
functions or the polynomial functions, which are similar to those in section 6.3.3. The 
results presented in this section were obtained by using the cosine window function 
𝑊(𝑥, 𝑦, 𝑧) = 𝑊𝑥(𝑥)𝑊𝑦(𝑦)𝑊𝑧(𝑧), in which 
⎩
⎪
⎨
⎪
⎧𝑊𝑥 = cos𝜋𝑥𝐿𝑥 ;𝑊𝑥,𝑥 = − 𝜋𝐿𝑥 sin 𝜋𝑥𝐿𝑥 ;𝑊𝑥,𝑦 = 0; 𝑊𝑥 ,𝑧 = 0
𝑊𝑦 = cos𝜋𝑦𝐿𝑦 ;𝑊𝑦,𝑦 = − 𝜋𝐿𝑦 sin 𝜋𝑦𝐿𝑦 ;𝑊𝑦,𝑧 = 0;𝑊𝑦,𝑥 = 0
𝑊𝑧 = cos𝜋𝑧𝐿𝑧 ;𝑊𝑧,𝑧 = − 𝜋𝐿𝑧 sin 𝜋𝑧𝐿𝑧 ;𝑊𝑧 ,𝑥 = 0;𝑊𝑧 ,𝑦 = 0
 (7-3) 
and are shown in the middle row of figure 7-5. The high frequency artefacts in the 
reconstructed stiffness are not as significant as those for the ‘experimental traction’ 
approach. The root mean square stiffness error produced by the ‘windowed traction’ 
approach is also of much lower magnitude than that from the ‘experimental traction’ 
approach. The computation time for the identification is ~14 s on an Intel® Core™ i7 CPU 
2.79 GHz computer with 8GB of memory, using the MATLAB programming language to 
implement the fast F-VFM algorithm. 
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Traction distributions applied on the outer surfaces of the plate were then reconstructed 
using equation (5-26) based on the measured strain data and the stiffness distributions just 
recovered above. They look more uniform than those of the ‘experimental traction’ 
approach, as seen in figure 7-6(c).  
 
7.3.3  Identification of 3-D ‘egg-box’ stiffness and traction profiles by the 
‘Fourier-series traction’ approach 
The normalised unknown vector 𝐗�∗ defined in equation (5-49) which contains the Fourier 
coefficients of the stiffness distribution and of the Fourier traction components was 
computed in a least-squares sense through a matrix inversion, with the virtual fields taken 
from table 5-1. Three (instead of six in general, as presented in section 5.3.3) different 
Fourier series representing traction distributions on three faces were chosen on the 
assumption that identical traction Fourier series (but of opposite signs) are applied to each 
of the opposite faces. This was done in order to reduce the number of unknown variables. 
In the general case, however, both positive and negative frequency terms are required in 
the Fourier expansion of each traction component are required to define its 2-D 
distribution, in the same way as was required for the expansion of the stiffness in section 
6.5. Also, since no shear stress was applied to the faces of the cube, the Fourier series 
representing tractions from shear stress components in (5-26) can be discarded. In general, 
of course, this may not be a valid assumption, but was imposed once again in order to 
reduce the number of unknowns. 
The number of cosine/sine terms of the stiffness Fourier series was chosen as N = 15 in this 
example, and that of the traction Fourier series (5-26) as K = 15, leading to a total number 
of 9726 variables in vector 𝐗�∗ using equation (5-46). This is significantly more than the 
8191 variables required by each of the two other approaches. The total computation time 
for the unknown vector with 100×100×100 voxels of measured strain fields was ~20 s on 
an Intel® Core™ i7 CPU 2.79 GHz computer with 8GB of memory, using the MATLAB 
programming language to implement the fast F-VFM algorithm. The majority of the 
computation time is used to establish the matrix 𝐌� ∗ defined in equation (5-48). 
The first portion of the solution vector 𝐗�∗ which contains the coefficients of the stiffness 
Fourier series is substituted in equation (5-7) to reconstruct the (normalised) stiffness 
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distribution. The (normalised) reference and reconstructed stiffness distributions of the 
‘egg-box’ stiffness pattern are shown in the bottom row of figure 7-5. The mean value of 
the stiffness error map (residual) indicates a difference of ~0.2% between the two stiffness 
maps. The rest of the solution vector 𝐗�∗ is used to reconstruct the traction profiles. Figure 
7-6(d) represents the three traction profiles Tx, Ty and Tz recovered using the Fourier series 
(5-26). The tractions on other three faces of the cube are identical to those on the three 
shown here. 
 
7.3.4  Sensitivity of the F-VFM-adapted approaches to noise 
Due to the fact that experimental data are usually disturbed by noise, it is important to 
understand how the noise will affect the F-VFM identification. In this section, different 
random white noise patterns were introduced to the numerical displacement fields, which 
were then differentiated to obtain the noisy strain fields. The differentiations of the 3-D 
displacements for strains were implemented as described in section 7.2.2. Two kernels of 
size 3×3 and 7×7 pixels were investigated, as they are no larger than the pitch 𝑝 =100/15 ≈ 7  pixels of the highest frequency Fourier coefficient of the stiffness, and 
therefore contribute only a relatively small amount of blurring to the original data. The 
value N = 15 was chosen throughout the analysis.  
Figure 7-7 presents the stiffness distributions reconstructed by the ‘experimental traction’, 
the ‘windowed traction’ and the ‘Fourier-series traction’ approaches respectively, with the 
same standard deviation value of the noise σ = 5×10-3 mm (medium noise level) and a 
displacement gradient kernel size of 7×7 pixels. As seen from the figure, the effect of high 
frequency terms seems to be magnified by the noise, which becomes more severe than the 
case shown in figure 7-5. A loss of stiffness information near the faces of the cube was 
observed when using the ‘windowed traction’ approach when compared with stiffness 
distributions recovered by the other approaches. A mean value of the stiffness error of 
~0.35% was achieved with this approach. The traction distributions over the faces of the 
cube were then reconstructed based on the recovered stiffness and are depicted in figure 7-
8. 
The graph in figure 7-9 illustrates the noise sensitivity of the stiffness identification using 
the three F-VFM-adapted approaches. Independent random white noise patterns of zero-
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mean normal distribution and of standard deviation σ were added to the numerical 
displacement fields ux, uy and uz as described in section 7.2.2. The graph shows that the 
stiffness errors of the ‘experimental traction’ approach have higher mean and standard 
deviation values than those from the other two approaches for the same gradient kernel 
size. 
 
 
7.4  Identification of 3-D stiffness distributions – Part III: 
Experiment 
In this section, the 3-D F-VFM is applied to the experimental MRI data of a two-phase 
phantom presented in [85]. The elastic modulus distribution of the phantom is recovered 
using the 3-D F-VFM. The first part of this section reviews the experimental specimen and 
the measurement technique, followed by the theory of the F-VFM adapted for 
incompressible material models. The section ends with the reconstruction of the modulus 
map of the phantom by the F-VFM and a comparison of this map with the results of the 
finite-element-based VFM presented in [84]. 
 
7.4.1  Experimental specimen and displacement measurement technique 
The experiment was carried out by the authors of [85], but some details are included here 
for completeness. The sample consisted of a tissue-mimicking phantom of rectangular 
cuboid shape of size 80×64×154 mm3, incorporating a spherical inclusion of 25 mm 
diameter. The inclusion was located approximately at the centre of the phantom. Silicone 
gel (Semicosil 921) with different mixing ratios was used to create the hard inclusion and 
the background material. Measurements of the phantom were performed on a force-
deformation system [168] to ensure that both phases of the phantom have linear elastic 
isotropic and nearly incompressible behaviour. The measurements also demonstrated that 
the inclusion is four times stiffer than the background, which will be used as reference for 
the later identification. 
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The phantom was placed within the magnetic field of a MRI instrument to measure its 
internal static displacements. A vertical deformation (along the y-direction) of about 2.4 
mm was applied to the phantom. The MRI instrument then stimulated small particles of the 
phantom by pulses of magnetic field. The pulses were generated by varying the gradient of 
the magnetic field. The spectrum of output signals collected by a receptor is complex, with 
its magnitude providing topographic information of the phantom, and its phase angle being 
used to deduce the internal displacement fields. Details of how the signals were acquired 
and manipulated can be found in [85]. 
The raw data obtained from the measurement instrument near the outer faces of the 
phantom are noisy and need to be removed. Only part of the data around the inclusion was 
used. The experimental data after chopping off the noisy part has dimensions of 
116×142×37 voxels, covering a volume of ~50×50×42 mm3 of the phantom. A median 
filter was used to smooth the data within this volume. 
 
7.4.2  The 3-D F-VFM in case of nearly incompressible materials 
Although the 3-D F-VFM presented in chapter 5 can theoretically be applied to nearly all 
types of material, equation (5-2) might not be valid if the material is nearly incompressible 
(Poisson’s ratio is close to 0.5), as the term (1 − 2𝜈) of the denominator tends to zero. 
Therefore several equations in chapter 5 need to be rewritten in order to apply the 3-D F-
VFM to this particular type of material. For example, the stress-strain relation of 
incompressible material can be written as follows [169]: 
𝛔 = 𝐩 + 2𝐺𝐈𝛜 (7-4) 
in which 𝛔 = �𝜎𝑥𝑥  𝜎𝑦𝑦 𝜎𝑧𝑧  𝜏𝑦𝑧  𝜏𝑧𝑥  𝜏𝑥𝑦�′ is the column vector of stress components of the 
stress tensor; 𝛜 = �𝜖𝑥𝑥  𝜖𝑦𝑦  𝜖𝑧𝑧  𝛾𝑦𝑧  𝛾𝑧𝑥  𝛾𝑥𝑦�′ is the column vector of strain components of 
the strain tensor; 𝐩 = (𝑝  𝑝  𝑝  0  0  0)′  is the vector of hydrostatic pressure; G is the 
material shear modulus distribution, which in some textbooks is denoted by μ; and I is the 
identity matrix of size 6×6. The substitution of equation (7-4) into (2-8) with all 
acceleration and body force terms neglected yields the essential equation of the F-VFM 
written for incompressible materials as 
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�𝐩𝛜∗𝑑𝑉
𝑉
+ � 2𝐺𝐈𝛜𝛜∗𝑑𝑉
𝑉
= �𝐓 ∙ 𝐮∗𝑑𝑆𝑓
𝑆𝑓
 (7-5) 
The contribution of the hydrostatic pressure in the equation above is unknown and cannot 
be easily neglected in general. However, with a reasonable choice of the virtual fields, one 
can still discard its involvement in the equation. Indeed, let us consider only the term of 
virtual work generated by the hydrostatic pressure ∫ 𝐩𝛜∗𝑑𝑉𝑉 . By integrating it by parts, one 
gets: 
�𝐩𝛜∗𝑑𝑉
𝑉
= �𝐩(∇𝐮∗)𝑑𝑉
𝑉
= 𝐩�𝐮∗𝑑𝑉
𝑉
− �𝐮∗𝑑𝐩
𝑉
 (7-6) 
As suggested by the authors in [84], if the virtual displacement field 𝐮∗ is somehow chosen 
to be zero over the boundary of the volume V, the integrals 𝐩∫ 𝐮∗𝑑𝑉𝑉  and ∫ 𝐮
∗𝑑𝐩
𝑉
 
involving the contributions of the hydrostatic pressure will become zero, leading to the 
integral ∫ 𝐩𝛜∗𝑑𝑉𝑉  being neglected. As a result, equation (7-5) becomes 
� 2𝐺𝐈𝛜𝛜∗𝑑𝑉
𝑉
= �𝐓 ∙ 𝐮∗𝑑𝑆𝑓
𝑆𝑓
 (7-7) 
which only has G as its unknown quantity. The shear modulus distribution G is related to 
the elastic modulus E and the Poisson’s ratio ν of an incompressible material by 
𝐺 = 𝐸2(1 + 𝜈) = 𝐸3 (7-8) 
As equation (7-7) is identical to equation (5-1) except for the notation of G being used 
instead of Q, the F-VFM re-derived for incompressible material can be replicated from that 
derived in the general case (see chapter 5), starting with the unknown shear modulus being 
parameterised by a Fourier series. 
  
7.4.3  Identification of experimental shear modulus distribution 
Due to the noisy data near the boundary of the phantom, only a part of the dataset around 
the inclusion is used, which leads to the fact that the traction distributions applied to the 
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outer faces of the useful part of the phantom are unknown. Likewise, as the contribution of 
the hydrostatic pressure is unspecified within the volume of interest, it needs to be 
discarded from the essential equation of the F-VFM, which requires the implementation of 
an appropriate window function to the virtual displacement fields such that the 
displacement values on the outer faces of the volume are zero. It was therefore decided to 
use the ‘windowed traction’ approach of the F-VFM presented in section 5.3.2 to 
reconstruct the shear modulus distribution of the phantom. 
The origin of the measuring coordinate system is taken to be the centroid of the volume of 
interest, with its dimensions along each axis being Lx ≈ 46.41 mm, Ly ≈ 46.72 mm and Lz ≈ 
42.19 mm. A value of 9 was chosen for each of M, N and O in equation (5-7), which 
results in a total of 7219 unknown coefficients to be determined (including those from both 
positive and negative frequency terms). The window function 𝑊 = �𝑥 − 𝐿𝑥
2
� �𝑥 + 𝐿𝑥
2
� �𝑦 −
𝐿𝑦
2
� �𝑦 + 𝐿𝑦
2
� �𝑧 −
𝐿𝑧
2
� �𝑧 + 𝐿𝑧
2
�, which is identical to the one from [84], was used for the 
results presented here. When applied to the MRI strain data of size 115×141×36, this 
window function is able to null the virtual displacements on the outer faces of the volume 
of interest. The fast algorithm of the ‘windowed traction’ approach was implemented, 
which returned the map of the modulus distribution in less than 3 minutes. The shear 
modulus distribution of the phantom reconstructed by the F-VFM is shown in figure 7-
10(a). As there are 36 voxels along the z-direction, the same number of cross-sections of 
the modulus distribution passing through the centroids of these voxels can be visualised in 
the same figure, giving an idea of how the modulus within the phantom is distributed. The 
positions of these slices along z-direction are also indicated. The distribution reconstructed 
by the F-VFM is then compared with that recovered by the finite-element-based VFM 
(figure 7-10(b)) and a reference modulus distribution determined from the magnitude of 
the MRI signals (figure 7-10(c)). 
In order to determine the modulus ratio between different phases of the phantom, a 
MATLAB script was written by the authors in [84], which will estimate an ellipsoidal 
boundary around the region of the higher modulus (the inclusion). The ellipsoid is defined 
by 6 unknown parameters: x0, y0, z0 for the centre and rx, ry, rz for the lengths of semi-
principal axes of the ellipsoid, which are determined through a simple fminsearch 
optimisation in MATLAB. A standard ellipsoid centred at (x0, y0, z0) and aligned with the 
axes has the form: 
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(𝑥 − 𝑥0)2
𝑟𝑥2
+ (𝑦 − 𝑦0)2
𝑟𝑦2
+ (𝑧 − 𝑧0)2
𝑟𝑧2
= 1 (7-9) 
The voxels whose centroids are detected inside this ellipsoid are considered as part of the 
inclusion; the rest belong to the background material. An ellipsoid was used here instead of 
a sphere because the voxels do not have perfect cubic shape. The average modulus values 
of different phases of the phantom as well as the modulus ratios are presented in table 7-1 
and compared with the reference values.  
Discussions of the results: 
The modulus ratio between different regions of the phantom determined by the F-VFM is 
in close agreement with the ratio determined by the finite-element-based VFM presented in 
[84]. However, the difference between the shear modulus ratio of 4.26 as reconstructed by 
the F-VFM and the reference value of 4 may be due to uncertainty in the detection of the 
ellipsoidal boundary separating the two phases of the phantom. According to [84], an error 
of 1% in the detection of the inclusion’s diameter results in an error of 20% in the 
calculated average modulus ratio. Moreover, the assumption of perfectly incompressible 
material with Poisson’s ratio of 0.5 might not be correct, which can also cause some 
differences.  
When compared with the work presented in [84], the finite-element-based VFM assumed 
the modulus values of the voxels on the outer faces of the volume of interest took the 
values of 1. This assumption is, however, only appropriate if a priori knowledge about the 
phantom is given. The current F-VFM does not make any assumption about the modulus 
distribution in advance. Another point worth pointing out here is that the authors in [84] 
only included deformation fields along the y-direction (the loading direction) in the 
identification with the argument that these fields are more sensitive to the modulus 
variations than the others. The modulus reconstruction with the F-VFM, on the other hand, 
accounted for deformations in all directions. In terms of the numbers of degrees of freedom 
(DOF) of the inverse problem, the choice of N = 9 cosine/sine Fourier terms results in a 
total of ~10,000 unknowns whereas [84] generated ~120,000 unknowns, or ~12 times more 
DOF than with the F-VFM reconstruction considered here. In principle, the number of 
DOF of the F-VFM approach can be further increased. However the fast F-VFM algorithm 
with fast Fourier transforms was in fact limited by the size of the experimental dataset 
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which does not allow an increase in the number of DOF of the F-VFM implementation. 
The reason for that is because the lowest number of voxels in the dataset along the z-axis is 
36, which only allows possible limits of the indices n and o in equation (5-7) being from -9 
to 9 so that the indices of the terms defined in equation (5-22) do not go beyond the 
interval from -18 to 18. This limitation could be removed by interpolating the input data, 
for example by Fourier transforming the strain fields, zero padding and then inverse 
Fourier transforming [170]. Other problems such as the significant size of the left-hand-
side matrix due to the large number of unknown coefficients will be addressed in the future 
work section and possible solutions will be recommended.  
 
 
7.5  Summary 
The chapter provides a validation of the F-VFM presented in chapter 5 with numerical and 
experimental data. The method was tested successfully with a 3-D spatially-dependent 
‘egg-box’ modulus pattern with tri-axial uniformly distributed tractions. When the 
knowledge of the boundary conditions is hidden, the extended versions of the F-VFM (the 
‘experimental traction’, ‘windowed traction’ and ‘Fourier-series traction’ approaches) were 
all able to reconstruct both the volumetric modulus distribution and the surface traction 
distributions. A variety of random noise distributions were added to the numerical 
displacement data to simulate the experimental reality. A mean value of the (normalised) 
error distribution of ~0.2% was achieved by the ‘Fourier-series traction approach’ with 
noise-free data (the best value that can be achieved). This figure increases to ~0.35% with 
a ‘medium’ level of white noise.  
When applied to experimental MRI data of a two-phase phantom, the distribution of the 
hydrostatic pressure was neglected by choosing an appropriate window function. From the 
distribution of the shear modulus reconstructed by the F-VFM, different phases of the 
phantom were separated from each other by an ellipsoidal boundary surface and a modulus 
ratio of 4.26 between them was calculated. The ratio is in an acceptable agreement with 
both an experimental assessment of the stiffness of the two phases, and a previously 
published analysis of the same dataset using a finite-element-based VFM.  
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7.6  Tables 
 
Method 
Average values of  
non-dimensional modulus Ratio of  
modulus 
Background Inclusion 
Measurement-based method [168] – – 4.0 
Finite-element-based VFM [84] 0.69 2.98 4.31 
Fourier-series-based VFM 0.62 2.64 4.26 
Table 7-1: Comparison of the (average) shear modulus values of different phases of the phantom 
reconstructed by different methods. 
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7.7  Figures 
 
 
Figure 7-1: Schematic model of a cube having a 3-D ‘egg-box’ stiffness distribution subjected to tri-axial 
uniform stress σxx = σyy = σzz = σ0. The origin of the coordinate system is located at the centroid of the cube.  
Lx
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Figure 7-2: Reconstruction of a 3-D ‘egg-box’ stiffness distribution, using a highest normalised spatial 
frequency N = 15 (units: MPa). (a) Reference ‘egg-box’ stiffness distribution (100×100×100 pixels); (b) 
Reference ‘egg-box’ stiffness distribution with removal of data near the outer surfaces for comparison with 
(e); (c) Reconstructed stiffness distribution using the 3-D F-VFM; (d) Reconstructed stiffness in (c) after data 
smoothing using an average filter of size 7×7 pixels (data of low magnitude caused by the data smoothing 
lies within the thin dark blue shell bounding the cube); (e) Reconstructed stiffness in (d) after removing the 
thin shell of low-magnitude data; (f) Stiffness error (difference between the reference stiffness in (b) and the 
reconstructed stiffness after data smoothing and masking out redundant data near the surfaces in (e)). In all 
figures, an eighth of the cube is cut out to allow some data inside the cube to be visualised. The measuring 
coordinate system is the same as in figure 7-1. 
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Figure 7-3: Reconstruction of a 3-D ‘egg-box’ stiffness pattern with artificial noise patterns added to input 
displacement data. Figures in the left column are the reconstructed stiffness distributions using the 3-D F-
VFM at different noise levels, in the right column are errors of reconstructed stiffness with respect to the 
reference. Different noise levels are added to displacement fields: σ = 10-3 mm (low noise level; figures in top 
row), σ = 5×10-3 mm (medium noise level; figures in middle row) and σ = 10-2 mm (high noise level; figure in 
bottom row). A displacement gradient kernel size of 7×7 pixels is used throughout. Note the same colour 
scale for all stiffness maps, and another colour scale for all error maps. In all figures, an eighth of the cube is 
cut out for better vision inside the cube. The measuring coordinate system is the same as in figure 7-1. 
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Figure 7-4: Sensitivity of the 3-D F-VFM to a variety of noise levels in the identification of a 3-D ‘egg-box’ 
stiffness pattern, with known boundary tractions and N = 15. Standard deviation σ of the noise ranges from 
10-3 mm to 10-2 mm. At each noise level, 50 computations corresponding to 50 random noise patterns were 
implemented, resulting in a total of 500 3-D modulus reconstructions. The differentiation for strains from 
noisy displacements was carried out with two different kernel sizes: 3×3 and 7×7 pixels. The stiffness errors 
(markers) and the standard deviations in the mean of errors (error bars) were computed from the difference of 
the recovered stiffness after data smoothing/ filtering with respect to the reference.  
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Figure 7-5: Reconstruction of a 3-D ‘egg-box’ stiffness pattern of a cube under unknown loading conditions 
for the case N = M = 15. Input strain fields were obtained from a reference numerical model under tri-axial 
loading, without noise. The (normalised) stiffness distributions are identified using the three F-VFM-adapted 
approaches, i.e. the ‘experimental traction’ (a, b), ‘windowed traction’ (c, d) and ‘Fourier-series traction’ (e, 
f). (a), (c), (e) are the reconstructed stiffness patterns; (b), (d), (f) are the errors in reconstructed stiffness with 
respect to the (normalised) reference stiffness pattern. In all cases, the number of cosine/ sine terms in the 
stiffness Fourier series is N = 15. A displacement gradient kernel size of 7×7 pixels was used throughout. In 
all figures, an eighth of the cube is removed for better visibility of the interior of the cube. The measuring 
coordinate system is the same as in figure 7-1. 
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Figure 7-6: Magnitude distributions of the reconstructed traction profiles Tx, Ty and Tz applied to the outer 
faces of a 3-D cube of ‘egg-box’ stiffness pattern by three different approaches of the F-VFM. The 
reconstruction is implemented based on the resulting stiffness distribution shown in figure 7-5 recovered by 
the three approaches. (a) The reference uniform traction distributions of (normalised) magnitude ~0.037 on 
the outer faces of the cube; Recovery of traction distributions by (b) the ‘experimental traction’ approach; (c) 
the ‘windowed traction’ approach; and (d) the ‘Fourier-series traction’ approach. 
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Figure 7-7: Reconstruction of a 3-D ‘egg-box’ stiffness pattern of a cube under unknown loading conditions 
for the case N = M = 15. Input strain fields were obtained from a reference numerical model under tri-axial 
loading, with a random noise distribution of standard deviation σ = 5 μm. The (normalised) stiffness 
distributions are identified using the three F-VFM-adapted approaches, i.e. the ‘experimental traction’ (a, b), 
‘windowed traction’ (c, d) and ‘Fourier-series traction’ (e, f). (a), (c), (e) are the reconstructed stiffness 
patterns; (b), (d), (f) are the errors in reconstructed stiffness with respect to the (normalised) reference 
stiffness pattern. In all cases, the number of cosine/ sine terms in the stiffness Fourier series is N = 15. A 
displacement gradient kernel size of 7×7 pixels was used throughout. In all figures, an eighth of the cube is 
removed for better visibility of the interior of the cube. The measuring coordinate system is the same as in 
figure 7-1. 
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Figure 7-8: Magnitude distributions of the reconstructed traction profiles Tx, Ty and Tz applied to the outer 
faces of a 3-D cube of ‘egg-box’ stiffness pattern by three different approaches of the F-VFM. The 
reconstruction is implemented based on the resulting stiffness distribution shown in figure 7-7 recovered by 
the three approaches. (a) The reference uniform traction distributions of (normalised) magnitude ~0.037 on 
the outer faces of the cube; Recovery of traction distributions by (b) the ‘experimental traction’ approach; (c) 
the ‘windowed traction’ approach; and (d) the ‘Fourier-series traction’ approach. 
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Figure 7-9: Sensitivity of the three approaches of the F-VFM to a variety of noise levels in the identification 
of a 3-D ‘egg-box’ stiffness pattern, with unknown boundary tractions and N = 15. Standard deviation σ of 
the noise ranges from 10-3 mm to 10-2 mm. At each noise level, 50 computations corresponding to 50 random 
noise patterns were implemented, resulting in a total of 500 3-D modulus reconstructions. The differentiation 
for strains from noisy displacements was carried out with two different kernel sizes: 3×3 and 7×7 pixels. The 
stiffness errors (markers) and the standard deviations in the mean of errors (error bars) were computed from 
the difference of the recovered stiffness after data smoothing/ filtering with respect to the reference. 
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Figure 7-10: Reconstruction of shear modulus distribution of a phantom from its MRI data by (a) the F-VFM; 
(b) the finite-element-based VFM [84]; and compared with (c) the reference distribution determined from the 
magnitude of the MRI signals. 
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Conclusions and Future work
 
 
8.1  Conclusions 
In recent decades, the development of inverse identification techniques has become 
recognised as a toolbox of experimental techniques for characterising the basic physical 
and mechanical properties of materials that are essential in many research and practical 
fields. However, these techniques have not been widely adopted by industry compared to 
conventional testing techniques (which use contact measuring devices) since the 
identification algorithms can take a long time to find solutions, there may be lack of 
confidence in the accuracy of those solutions, and the techniques also require expert 
knowledge from end users. Moreover, a relatively large number of these inverse techniques 
only use discrete data measured at a limited number of positions on the specimen, and are 
therefore unable to describe local phenomena occurring in the materials such as damage or 
stress concentrations. The virtual fields method is an alternative technique that can exploit 
the information from full-field measurement data acquired from non-standard experiments 
to recover mechanical properties of materials. The technique does not require iterative 
computations, and thus provides significant advantages in attempting to overcome the 
barrier in computation time seen in many other inverse techniques. However, the technique 
has so far been limited to the spatial domain, which is sometimes not efficient, especially 
when the number of variables is very large. 
This thesis has investigated the feasibility of applying a Fourier version of the virtual fields 
method to real situations, opening the door to extending the technique into the spatial 
frequency domain. Thanks to the fast algorithm of the Fourier Virtual Fields Method (F-
VFM), thousands-of-degrees-of-freedom problems can now be handled within a few 
seconds. The F-VFM also addresses an obstacle in experimental mechanics where the 
boundary conditions are not well characterised. The three adapted versions of the F-VFM, 
which we called the ‘experimental traction’, the ‘windowed traction’ and the ‘Fourier-
series traction’ approaches throughout the thesis, can recover both the modulus 
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distributions within the sample and the traction distributions on the boundary. The theory 
underpinning the F-VFM has been developed and presented in section II of the thesis.  
Applications of the F-VFM to different modulus distribution scenarios in both two and 
three dimensions have been implemented and presented in section III of the thesis. In two-
dimensions for example, a systematic numerical study of the performance of the F-VFM in 
the identification of one discontinuous and one continuous modulus distributions has been 
produced. In three-dimensions, a continuous reference modulus distribution of a 3-D ‘egg-
box’ pattern was used. Artificial white noise of various levels has also been added to the 
original data in order to understand how sensitive the F-VFM is to noise and to different 
numbers of Fourier terms of the modulus expansion. It has been demonstrated that even 
when the displacement noise is higher than in typical experimental fields, the accuracy of 
the modulus identification is still within an acceptable range of up to ~±1%. An iterative 
model-updating procedure has also been conducted on the same dataset of an ‘egg-box’ 
modulus pattern whilst keeping the number of design variables as close to that of the F-
VFM as possible. The final results showed that the iterative model-updating technique is 
slow to reach the convergence point whilst the F-VFM returned the vector of unknown 
coefficients after several seconds. The same study has also been carried out in the case 
where the traction boundary conditions are unknown. Reconstructions of the modulus and 
traction distributions by the three adapted versions of the F-VFM were obtained up to a 
scale factor of the dc term due to a normalisation procedure. The adapted F-VFM 
approaches were then applied to real experimental data (2-D) in order to recover the 
modulus ratio of two different plastic materials through a single compression test. The 
reconstructed modulus field was qualitatively consistent with the input displacement and 
strain fields, even though these latter fields were somewhat counter-intuitive, probably due 
to some imperfection in the sample preparation. The shear modulus distribution of a 
biologically inspired material was reconstructed by the F-VFM from its sub-surface (3-D) 
MRI data. The results were then compared with the work presented in [84], showing a very 
similar shear modulus ratio between the two media.  
Amongst the three adapted approaches of the F-VFM, the ‘windowed traction’ approach 
has been shown to be better than the other two. It does not require extra Fourier 
coefficients (as in the ‘Fourier-series traction’ approach), which complicate the numerical 
algorithm, and is also more easily extendable to arbitrary geometries. It’s performance in 
the presence of noise is better than the ‘experimental traction’ approach. When comparing 
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for example the performance of the stiffness reconstruction of a 2-D ‘egg-box’ pattern in 
section 6.3.1 in the case of known tractions (normalised), and unknown tractions using the 
‘windowed traction’ approach, at the same noise level of 5×10-3 mm and same value N = 
20, the error map of the ‘windowed traction’ approach gives a higher mean error (5.63× 
10-4 compared to 5.5×10-5 from the known traction case) and higher standard deviation 
(0.0135 compared to 0.0082). The results show that under the same conditions, as one may 
expect, a priori knowledge of the traction will give better results. 
 
 
8.2  Future work 
Development of the Fourier Virtual Fields Method based on the extension of the virtual 
fields method in the spatial frequency domain has demonstrated that spatially-dependent 
elastic modulus distributions inside materials can be reconstructed despite limited 
knowledge of the boundary conditions. Several assumptions have been made during the 
work which can be improved in the future. 
Numerical and experimental validations of the F-VFM addressed only linear elastic 
isotropic materials which are characterised by two quantities: the elastic modulus and the 
Poisson’s ratio. The Poisson’s ratio is assumed to be given, therefore the elastic modulus 
becomes the only unknown quantity. Further extensions of the F-VFM to orthotropic and 
anisotropic materials would include four (in the orthotropic case) or nine (in the 
anisotropic case) unknown quantities, each of which could be parameterised by an 
additional Fourier series. 
Future development of the F-VFM can also look at the dynamic side which will include the 
acceleration terms in the fundamental equation of the method. Dynamic data is useful 
because they contain more information about the materials than static data, especially 
when the material properties are strain-rate or time dependent. Moreover, dynamic data 
acquisitions are common in biological materials, which is attracting more interest from the 
research community. In this case, a development of the virtual fields method using wavelet 
transforms may prove to be better than the F-VFM because the wavelets can carry both 
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temporal and spatial information of the deformations, not only spatial information as the 
Fourier transforms. 
The minimisation of noise on the virtual fields method was already investigated with a 
special choice of virtual fields, for example in [79]. The development of the F-VFM with 
special virtual fields is therefore possible: the sine and cosine virtual fields are no longer 
selected arbitrarily, but those with frequencies sensitive to the change of the noise will be 
removed, allowing only the virtual fields less sensitive to noise (the special virtual fields) 
to participate in the F-VFM. 
The current F-VFM can only be applied to problems of regular geometries of the boundary 
such as rectangular (in 2-D) or cuboid (in 3-D). Further development of the F-VFM could 
aim at the design of a window function that can be distorted to null the data on more 
complex geometries. 
In practice, we face the situation where the input parameters have their own uncertainties, 
which will contribute to the uncertainty of the determination of the stiffness distribution. It 
is therefore important to quantify the contribution of these individual uncertainties to that 
of the quantity of interest. The analysis of error propagation would be useful in this case. 
There has been a high computation time recognised during the setup of the right-hand-side 
matrices with 3-D datasets in chapter 7 of the thesis, which must be rectified if we want to 
further apply the F-VFM to reality. The technique also has difficulty in the inversion of the 
large left-hand-side matrices in 3-D. The use of an iterative conjugate gradient method as 
in [84] would therefore be useful, which managed to solve a problem with ~120,000 
variables. 
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