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Abstract. This study aims to model factors affecting HDI (Human Development Index) in 
North Sumatra at 2015 using ridge regression method. We use ridge regression method 
because in the IPM data there is a multicolinearity problem. Ordinary least squares, as 
regression method commonly used in statistical modeling, cannot be applied in this case. 
This study makes the comparison between the use of OLS and the ridge regression method 
to the HDI data. This study proves that the ridge regression method produces better model 
and can solve the problem of multicolinearity case in data, while the OLS method can not. 
The significant factors  that effecting the HDI at  North Sumtera in 2015 are Total 
expenditure / capita / month (𝑋4) and Average school length (𝑋5). The indicator of the 
goodness of fit for the proposed model 81.81% which means that the model is good and 
could be accepted. 
Keywords : Modelling, HDI, Index, Ridge Regression  
 
1. Introduction 
The basically target of development is human development. While the main goal of 
development is to create an environment that enables people in the nation to enjoy longevity, health 
and live a productive life. Human development places humans as the ultimate goal of development 
rather than a tool of development. The success of human development can be seen from how much 
fundamental human problems can be solved. These are the issues of health and education [1-3]. 
Human Development Index (HDI) is an indicator that is used to measure the important 
aspects related to the quality of economic development outcomes, ie., longevity, health and live a 
productive life[2-5]. These three elements are very important elements in determining the level of 
HDI. The three elements are interrelated and can not stand alone. In addition, HDI is also 
influenced by other factors, which is in the form of economic growth, infrastructure and 
government policies. So the HDI in an area will increase if there is an increase in the three 
elements. An area is said to have good economic development characterized by high HDI value. 
In other words, there is a positive correlation between the value of HDI with the degree of success 
of economic development. 
Since the importance of HDI as an indicator of successful economic development of a 
region, it is important to identify the level of HDI in an area periodically. In determining the factors 
of HDI’ model, it used the commonly modeling method is ordinary least squares (OLS) method. 
OLS can result acceptable model if all assumptions of classical model are fulfilled, such as error 
has normal distribution, no multicollinearity problems between indicator variables. All 
assumptions must be met in order to obtain predicted parameters that are BLUE (Best Linear 
Unbiased Estimator) [6].  
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One method to solve multicollinearity problem is ridge regression. The regression 
coefficient produced of this method is more stable and variance of the regression coefficient is 
smaller than classical method (OLS) [7,8]. Basically this method is a modification of the OLS 
method. The basically process in this method is the correlation matrix of the independent variable 
are converted using ridge regression method so that the value of the regression coefficient 
estimation is easy to be obtained. 
Based on the above description, the problem in this research is the modeling of factors that 
affect HDI in North Sumatra in 2015 by using ridge regression method. In this article we will also 
compare the results of the OLS analysis and the ridge regression method. 
 
2.   Data and Methods 
2.1. Data 
The data used in this study are secondary data, ie Human Development Index (HDI) data and 
influencing factors for each district (33 districts) in North Sumatera at 2015. Factors assumed to 
affect the HDI are Number of poor (𝑋1), Population density (𝑋2), GRDP (Gross Regional Domestic 
Product) (𝑋3), Total expenditure / capita / month (𝑋4), Average school length (𝑋5) , Number of 
educational facilities (𝑋6) and Number of health facilities (𝑋7). Data obtained from Central 
Statistics Agency (BPS) of North Sumatra (BPS, 2016). Data has multicolinearity problems. Then 
the data is modeled using OLS dan ridge regression method. 
 
2.2.   Ridge Regression Analysis 
Ridge regression method is bias estimator, but values for variance is small. Ridge regression is one 
method that can be used to solve the problem of multicollinearity that categorized as less perfect. 
This method do any modification to the OLS method [7], [8]. The modification is accomplished 
by adding the bias constant of k on the diagonal of the 𝑍′𝑍 correlation matrix, so that the coefficient 
of the ridge estimator is influenced by the magnitude of the bias constant k. The k values for the 
ridge regression coefficients are generally between 0 and 1.  
In the simplest form, the ridge regression procedure is as follows: Let Z be centrally and scaled of 
matrix X when the regression problem is in the form of correlation. 
The ridge prediction value vector is obtained by minimizing the mean square error (MSE) for the 
regression formed model. Estimated values of ridge regression are as follows [7], [10]: 
             ** Y''βˆ ZIZZ 1  k
R
                              (1) 
Where 
*βˆ R is ridge regression estimator, k is as ridge parameter, I is as identity matrix and Z is 
matrix X which is centering and scaling. 
 
Mathematically there is a relationship between the ridge regression estimator, 
*βˆ
R  and the OLS 
estimator, 
*βˆOLS   as follows [8] : 
 
              
*
OLSR kk βˆ'βˆ       
* 1
IZZI

                                       (2) 
The properties of ridge regression estimators are : 
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a. The expected value of the ridge estimator is biased : 
  **1  *  β βˆ))'(( )βˆ(   OLSkEE R IZZI  
b. Minimum Variance, the variance matrix and the covariance of the ridge regression are 
given by 
-1
   
-1
 )()()( IZZZZIZZcov kkσ 2  '''βˆ*  
Variance for ridge regression is as follows: 
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Variance for the OLS method is: 

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OLS
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* 1)βˆ(var                                                     (4) 
When compared to the OLS variance in Equation (4) with the variance of the ridge 
regression in Equation (3) the variance of the ridge regression estimator is less than the 
OLS variance. 
2.3   The Selection for Bias Constant, k 
Selection of the magnitude for bias constant k has to be considered carefully. The desired bias 
constant, k will produce relatively small biases and produces a relatively stable parameter estimate. 
There are several ways to choose the magnitude of k, one of them is by minimizing MSE (Mean 
Square Error) of ridge regression [8] : 
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So, it will be obtained : 
 
βˆβˆ '
2pσ
k                                                                     (6) 
With p is number of parameters except 𝛽0, while 𝜎
2 and ?̂? are obtained from OLS estimation 
method. Kibria & Banik (2016) did iteration procedure to determine the value of k, by following 
any steps below : 
1. Determine the initial value, by making Equation (6) as the initial value that is 𝑘𝑜 =
𝑝?̂?2
?̂?′?̂?
 
then substituted the value of 𝑘𝑜 to the equation 
**
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00R
kk  
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    and then substitute the value of 𝑘1  to the equation 
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3. Define 
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After obtaining the expected value of the ridge regression parameter, k, the parameter value can 
be restored to the initial form before the variable is standardized by the formula [7] : 
 ,...,p,,jβ
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
                                                           (7) 
Test of regression significance simultaneously can be done by F test or ANOVA test, and 
individual test with t test. 
 
3.   Results and Discussions 
3.1  Multicollineary Test 
 
The following is multicollinearity test  on HDI data in North Sumatra 2015 using several ways : 
1. VIF and Tolerance values 
The multicollinearity problem can be detected by using VIF and tolerance values for each 
independent variable. If the VIF value of the independent variables is greater than 10 or 
the tolerance value of the independent variables is less than 0.1 then the multicollinearity 
is less than perfect. Table 1 below presents the results of multicollinearity test on HDI data. 
 
Table 1. VIF and Tolerance Values on HDI Data  
 
Variable VIF Tolerance 
𝑋1 10.123 0.0988 
𝑋2 2.462 0.4062 
𝑋3 20.467 0.0489 
𝑋4 5.681 0.1760 
𝑋5 6.365 0.1571 
𝑋6 18.718 0.0534 
𝑋7 11.533 0.0867 
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Table 1 shows that the VIF values of 𝑋1, 𝑋3, 𝑋6 and 𝑋7 are greater than 10 and also the 
tolerance values 𝑋1, 𝑋3, 𝑋6 and 𝑋7 are less than 0.1. Thus it can be concluded that there is 
an imperfect multicolinearity problem between the independent variables. 
 
2. Determinant of Correlation Matrix. 
Multicollinearity can be detected by using the determinant of correlation matrix. If the 
determinant value of the correlation matrix is close to 0, it indicates that there is an 
incomplete multicollinearity problem.  
The following matrix R contains the correlation coefficient between the selected 
independent variables in the HDI data. 
  
 



























0.3853340.4022310.3208110.3080680.3547460.4670890.262791
10.9078130.3607240.4985360.9438860.6568890.851038
0.90781310.279680.4067480.958770.536480.9235
0.3607240.2796810.8715010.3234190.5602910.088555
0.4985360.4067480.87150110.4661060.5169780.285885
0.9438860.958770.3234190.46610610.5861620.894617
0.6568890.536480.5602910.5169780.58616210.40174
0.8510380.92350.0885550.2858850.8946170.401741
  R
 
The determinant of the correlation matrix R above is 0.000060719. Since the determinant 
value of the correlation matrix is close to 0, this means that the correlation matrix is almost 
singular, so it can be concluded that there is an imperfect multicolinearity problem between 
the independent variables. 
3. Condition Value. 
Multicolinearity can also be measured in terms of the ratio of the largest and smallest values 
of eigenvalues, obtained and expressed as the condition values of the correlation matrix. 
Eigen value is calculated using NCSS software. The condition value for this HDI data is : 
52.159
029024.0
629857.4
7
1
min
max








 
The value of the obtained condition is larger than 100, so it can be concluded that imperfect 
multicolinearity due among independent variables. 
 
3.2    Modeling the HDI Data Using OLS 
In this section we will estimate the HDI model using OLS method. The regression analysis was 
performed with the help of SPSS software, parameter estimated are presenting in Table 2. 
Table 2. Parameter Estimated Using OLS  
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Variables Parameter Estimated Standard Error 
 Constant 43.16153 1.91100 
𝑋1 1ˆ  0.00543 0.01897 
𝑋2 2ˆ  0.00007 0.00019 
𝑋3 3ˆ  0.00006 0.00003 
𝑋4 4ˆ  0.00764 0.00338 
𝑋5 5ˆ  2.15107 0.38667 
𝑋6 6ˆ  0.00008 0.00004 
𝑋7 7ˆ  0.00035 0.00043 
 
Furthermore, the test of model significance simultaneously or together for all (β) with the test 
statistics F. The results are presented in Table 3. The hypothesis for this test is as follows: 
𝐻0 : The variable X simultaneously has no effect on the predicted value of Y 
𝐻1 : There is at least one variable X simultaneously affecting the predicted value of Y 
Table 3. Variance Analysis for HDI Data Using OLS Method 
Model Sum of Square 
Degree of 
Fredom 
Mean 
Square 
FCount FTable 
Regresi 709.648 7 101.378 
58.805 2.4 Error 43.099 25 1.724 
Total 752.748 32  
 
Based on Table 3 it can be seen that the value of FCount more than  FTable. This means that there is 
at least one of the independent variable affects the predicted value of Y significantly. Thus, t test 
should be done to determine the significant independent variables. Following are the hypothesis: 
𝐻0: The independent variable has no significant effect on the predicted value of Y 
𝐻1: Individually independent variables significantly influence the value of predictor Y 
The t test statistic are presented in Table 4. 
 
Table 4. T Test on HDI Data  
Parameter Estimate Standard Error tcount ttable 
Intercept 43.16153 1.911 22.586 
2.05954 
1ˆ  0.00543 0.01897 0.287 
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2ˆ  0.00007 0.00019 0.383 
3ˆ  -0.00006 0.00003 -1.893 
4ˆ  0.00764 0.00338 2.259* 
5ˆ  2.15107 0.38667 5.563* 
6ˆ  0.00008 0.00004 1.853 
7ˆ  0.00035 0.00043 0.813 
                      (* significant at α = 0,05) 
 
Based on Table 4 it is known that the tcount value of the variables 𝑋4 and 𝑋5  is greater than ttable, 
meaning independent variables 𝑋4 and 𝑋5 individually significance to influence the value of 
estimated Y. 
The value of determination coefficient or 𝑅2 is 94.3 percent which means that the variability of 
the dependent variable can be explained by the regression model is 94.3 percent. 
 
The HDI data has muticolinearity problem. Following are the consequences of multicolinearty if 
apply OLS method. First, in the partial test, it resulted that only few variables are statistically 
significant, as presented at Table 4. Second, the coefficient of the regression estimated is not 
suitable, look at the variable number of poor people (𝑋1) should have a negative sign, because 
based on previous research the number of poor people have a negative relationship with HDI. 
Third, the standard errors from OLS method are also quite large. Thus, OLS method cannot be 
applied to the data which has multicolinearity problem. 
 
3.3 Modeling with Ridge Regression Method 
 
To solve the multicollinearity problem that occurred in HDI data in North Sumatera in 2015, we 
used ridge regression method [8]. In the process of estimating the ridge regression parameters, the 
first step is doing centralization and scaling of the data [12], [13]. By using iteration procedure 
then we obtain the best value for k is 0.300719.  At k = 0.300719 are obtained the expected value 
for all model parameters as presented in Table 5 below. 
 
Table 5. Parameter Estimate, VIF Values on HDI Data Using Ridge Regression Method 
Parameter Estimate Standard Error VIF 
*
1ˆ  -0.0027 0.00731 0.473 
*
2ˆ  0.0918 0.00018 0.681 
*
3ˆ  0.0055 0.00001 0.331 
*
4ˆ  0.3170 0.00188 0.556 
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*
5ˆ  0.4365 0.19566 0.513 
*
6ˆ  0.0857 0.00001 0.364 
*
7ˆ  0.0492 0.00015 0.462 
 
 
The parameter estimated then be transformed to the original values before standardized, 
the values are presented in Table 6.  
Table 6. Parameter Estimated Using Ridge Regression Method 
Variable Parameter Estimate Standard Error 
𝑋1 1ˆ  -0.00034 0.00731 
𝑋2 2ˆ  0.00023 0.00018 
𝑋3 3ˆ  0.00001 0.00001 
𝑋4 4ˆ  0.00940 0.00188 
𝑋5 5ˆ  1.39774 0.19566 
𝑋6 6ˆ  0.00001 0.00001 
𝑋7 7ˆ  0.00013 0.00015 
  
 
 
3.4 Comparison of Parameter Estimation Model with Ridge Regression and Ordinary Least 
Square (OLS) 
 
This section presents the results of ordinary least squares (OLS) method and ridge regression, 
presented in Table 7 below. 
 
Table 7.  Comparison of Parameter Estimate Using Ridge Regression and OLS. 
 
Parameter 
OLS ‘s 
Estimated 
Ridge 
Regression’s 
Estimated 
OLS’s VIF Ridge’s VIF 
OLS’s 
Standard 
Error 
Ridge’s 
Standard 
Error 
1ˆ  0.00543 -0.00034 10.124 0.473 0.01897 0.00731 
2ˆ  0.00007 0.00023 2.462 0.681 0.00019 0.00018 
3ˆ  0.00006 0.00001 20.468 0.331 0.00003 0.00001 
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4ˆ  0.00764 0.00940 5.681 0.556 0.00338 0.00188 
5ˆ  2.15107 1.39774 6.366 0.513 0.38667 0.19566 
6ˆ  0.00008 0.00001 18.719 0.364 0.00004 0.00001 
7ˆ  0.00035 0.00013 11.533 0.462 0.00043 0.00015 
 
Based on Table 7 it is known that the VIF value for all independent variables of the ridge regression 
results is less than 10. Thus the multicolinearity problem has been solved by using the ridge 
regression. 
In addition, the parameter predictor mark for the variable of the poor population (𝑋1) has been in 
accordance with the theory that should be, that is negative value. Table 7 also shows that the all 
standard errors from ridge regression are smaller than the standard errors of the OLS method. Thus 
it can be concluded that the ridge regression method could produce better proposed model than the 
OLS method, as due to multicolinearity problem. 
 
3.5  Test The Significance Of Model Parameters  
Then will be tested the significance of the model parameters, to perform linear regression testing 
is done with the hypothesis as follows: 
𝐻0 : The variable X simultaneously has no effect on the predicted value of Y   
𝐻1 : There is at least one variable X simultaneously affecting the predicted value of Y 
Following Table 8 is presenting ANOVA test using ridge regression method. 
Tabel 8. ANOVA untuk Data IPM dengan Regresi Ridge 
Model Mean Square 
Degree of 
Freedom 
Mean Square Fcount Ftable 
Regression 615.817 7 87.97385 
16.0618 2.4 Error 136.930 25 5.47722 
Total 752.747 32 23.52336 
 
Based on Table 8 it can be seen that value of Fcount is more than Ftable, thus we should to reject 𝐻0. 
Thus it can be stated that at least one of independent variables has a significant effect on the 
dependent variable. T test then has to done to determine the independent variables that have 
significant influence on HDI. The results of the T test are presented in Table 9. 
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Tabel 9. T test on HDI Data 
Parameter Estimate 
Standard 
Error 
T Count T Table 
2ˆ  0.00023 0.00018 1.30455 
2.05954 
3ˆ  0.00001 0.00001 0.11216 
4ˆ  0.00940 0.00188 4.98349* 
5ˆ  1.39774 0.19566 7.14364* 
 6ˆ  0.00002 0.00001 1.66473 
7ˆ  0.00013 0.00015 0.84858 
               * significant at level significant 0.05. 
Based on Table 9 it can be seen that 𝑋4 dan 𝑋5 individually have significant influence on response 
varable, Y. Goodness of fit for this proposed model or 𝑅2 is 81%, meaning the proposed model 
could be accepted. 
  
4. Conclusion 
 
The multicolinearity problem that occurs in multiple linear regression can be solved by the ridge 
regression method, which essentially seeks the variance to be smaller by adding a bias constant k. 
This causes the estimator of ridge regression parameters to be more stable even if biased.  
 
This article modeled the factors of HDI in North Sumatera at 2015 by using ridge regression 
method because in the preliminary analysis it is known that in the data there are multicollinearity 
problems. This study conducted a comparison analysis between OLS and ridge regression method 
and it was proved that ridge regression method was able to overcome multicolinearity problem 
while OLS did not. This study found that that expenditure (𝑋4) dan mean of school length (𝑋5) 
individually have significant influence on response varable, Y. Goodness of fit for this proposed 
model or 𝑅2 is 81%. 
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