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Kapitel 1
Einleitung
Der Betrieb von Rechenzentren wird heutzutage oft ereignisgetrieben durch-
gefu¨hrt. Als Reaktion auf neue Kundenbedarfe werden weitere Hardware-
systeme in das Rechenzentrum integriert. Auch wenn die Beschaffungskos-
ten fu¨r zusa¨tzliche Hardware von den Betreibern der Rechenzentren im Ver-
gleich zu den Personalkosten meist als unkritisch betrachtet werden, fu¨hrt der
Ausbau der Informationsinfrastruktur zu einem erho¨hten Administrations-,
Wartungs- und damit letztlich auch Personalaufwand.
1.1 Motivation
Fu¨r die Ablo¨sung der ereignisgetriebenen Betriebsstrukturen erscheint die
Adaption geeigneter Verfahren der operativen Produktionsplanung und
-steuerung fu¨r die Entwicklung effizienterer Betriebskonzepte sinnvoll. In
der Praxis hat der Prozess der Bereitstellung und des Betriebs der Infra-
struktur oft den Charakter eines IT-Projekts. Dieser Prozess soll durch
erprobte Verfahren der Produktionsplanung und -steuerung standardisiert
werden. Zielsetzung ist die Erbringung vorgegebener IT-Dienstleistungen
mit mo¨glichst geringen Kosten. Die Umsetzung dieses Wirtschaftlichkeits-
prinzips soll durch die Minimierung von Wartezeiten, Stillstandszeiten und
Terminu¨berschreitungen sowie die Maximierung der Kapazita¨tsauslastung
aller Betriebsmittel erreicht werden (vgl. Kurbel, 2005, S. 9 f.).
2 Einleitung
In der vorliegenden Arbeit wird untersucht, ob und wie betriebswirtschaft-
liche Methoden auf den Betrieb eines Rechenzentrums als IT-Dienstleister
angewendet werden ko¨nnen. Der Schwerpunkt der Arbeit liegt dabei auf
der Betrachtung der Kapazita¨tswirtschaft. Explizit nicht betrachtet werden
hierbei Fragen zu den Themen Virtualisierungstechniken, Instandhaltung,
und Sto¨rungsmanagement. Zu diesen Themen entstehen im Rahmen des
Forschungsschwerpunktes weitere Dissertationen.
1.2 Forschungsmethodik
Die Arbeit wird in der Forschungsdisziplin Wirtschaftsinformatik erstellt.
Diese versteht sich als eigensta¨ndige Subdisziplin der Wirtschaftswissenschaf-
ten und der Informatik (vgl. Winter, 2009, S. 231). Forschungsgegenstand
der Wirtschaftsinformatik sind Informations- und Kommunikationssysteme
in Wirtschaft und Verwaltung (vgl. Alpar, 2000, S. 4). Die in der Arbeit be-
trachteten Forschungsgegensta¨nde sind somit zum einen IT-Dienstleistungen
sowie die Systeme zur Produktionsplanung und -steuerung, in denen die
Produktion dieser IT-Dienstleistungen abgebildet werden soll.
Als Forschungsmethodik wird eine ingenieurwissenschaftliche Vorgehenswei-
se gewa¨hlt. Diese zeichnet sich durch die Entwicklung von Konzepten und
Modellen sowie den Bau von Prototypen aus. Die durch den Bau eines Pro-
totypen neu geschaffene oder vera¨nderte Wirklichkeit bedarf selbst wieder
der wissenschaftlichen Untersuchung, um das Wissen u¨ber den Forschungs-
gegenstand zu erweitern (vgl. Heinrich, 2005, S. 107).
Wirtschaftsinformatik ist als Realwissenschaft eine praxisnahe Forschungs-
disziplin (vgl. Heinrich, 2005, S. 107). Um diese Praxisna¨he zu gewa¨hrleisten,
wird im Rahmen der Arbeit nicht aus den Anforderungen der Produktion
von IT-Dienstleistungen ein neues System zur Produktionsplanung und
-steuerung entwickelt. Vielmehr wird versucht, die Anforderungen an die
Produktion von IT-Dienstleistungen mit den in realen Systemen existie-
renden Datenstrukturen und Methoden abzubilden. Die Datenstrukturen
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und Methoden etablierter Systeme zur Produktionsplanung und -steuerung
werden in dem Standardwerk von Karl Kurbel “Produktionsplanung und
-steuerung im Enterprise Resource Planning und Supply Chain Manage-
ment” (Kurbel, 2005) praxisnah beschrieben. Eine formalere Darstellung
dieser Thematik wird in dem Standardwerk “Produktions-Management”
(Adam, 1998) von Dietrich Adam gegeben. Diese Werke dienen der Arbeit
im Wesentlichen als Grundlage zur Beschreibung der Systeme zur Produkti-
onsplanung und -steuerung als Forschungsgegenstand.
Auf den aktuellen Stand der Forschung im Bereich der Wirtschaftswissen-
schaften wird dabei bewusst kein Bezug genommen. Als Begru¨ndung hierfu¨r
sei an dieser Stelle Karl Kurbel zitiert (vgl. Kurbel, 2005, S. 40):
“Zusammenfassend muss man kritisch feststellen, dass die Betriebswirt-
schaftslehre und insbesondere die Unternehmensforschung ... keinen nen-
nenswerten Beitrag zur Lo¨sung der praktischen Probleme der Produktions-
planung geleistet haben.”
Im Rahmen der Arbeit wird die Produktion von IT-Dienstleistungen durch
Datenstrukturen und Methoden der Produktionsplanung und -steuerung
abgebildet. Als Forschungsergebnis liegt im ersten Schritt ein Referenzmo-
dell zur Umsetzung dieser Anforderungen vor. Bei der Referenzmodellierung
wird induktiv und deduktiv eine vereinfachte und optimierte Abbildung eines
Systems entwickelt (vgl. Wilde und Hess, 2007, S. 282). Die gewonnenen
Erkenntnisse werden als Grundlage fu¨r weitere Modellierungsaktivita¨ten
dokumentiert (vgl. Schneider, 1998, S. 714).
Im na¨chsten Schritt wird das vorliegende Modell anhand eines Prototypen
evaluiert. Ein Prototyp ist eine fru¨he ausfu¨hrbare Version eines spa¨teren
Produkts, die bereits alle relevanten grundlegenden Merkmale aufweist
(vgl. Alpar, 2000, S. 218). Die Methodik des Prototyping beschreibt die
Entwicklung und Evaluation einer Vorabversion eines Anwendungssystems
(vgl. Wilde und Hess, 2007, S. 282). Im Rahmen der Arbeit wird das Pro-
totyping auf die Anpassung eines Informationssystems an die spezifischen
Anforderungen eines Unternehmens beschra¨nkt. Diese Aufgabe wird als
Customizing bezeichnet (vgl. Kurbel, 2005, S. 414). Zur Erweiterung des
Wissens u¨ber den Forschungsgegenstand IT-Dienstleistung werden anhand
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des Prototypen weitere Forschungsfragen generiert. Die Beantwortung dieser
Forschungsfragen liefert als Forschungsergebnis jeweils weitere Modelle der
betrachteten Forschungsgegensta¨nde. Diese Modelle werden auf Grundlage
von Erkenntnissen der Mathematik als Forschungsdisziplin erstellt.
Forschungsziel der Arbeit ist es, das Einsatzgebiet von Systemen zur Pro-
duktionsplanung und -steuerung zu erweitern. Es soll aufgezeigt werden,
dass es mo¨glich ist, diese Systeme auch zur Abbildung der Produktion von
IT-Dienstleistungen in Rechenzentren einzusetzen. Der wissenschaftliche
Mehrwert im Sinne der Wirtschaftsinformatik liegt somit in der Erschlie-
ßung eines neuen Anwendungsgebiets der Wirtschaft fu¨r ein existierendes
Informations- und Kommunikationssystem. Dies geschieht insbesondere
vor dem Hintergrund, dass in Rechenzentren heute bereits Systeme fu¨r
das Enterprise Resource Planning (ERP) eingesetzt werden. ERP-Systeme
dienen der vollsta¨ndigen und durchgehenden Abbildung aller betriebswirt-
schaftlichen Standardprozesse eines Unternehmens (vgl. Lassmann, 2006,
S. 489). Dieser Anforderung werden die im Rechenzentrum eingesetzten
ERP-Systeme jedoch nicht gerecht, da meist die Komponenten zur Abbil-
dung der Prozesse fu¨r Einkauf, Vertrieb, Finanzbuchhaltung, Controlling
und Personalwirtschaft eingesetzt werden, eine Abbildung der Produktion
der IT-Dienstleistungen bisher jedoch nicht erfolgt.
1.3 Aufbau der Arbeit
Im folgenden Kapitel wird das Rechenzentrum als IT-Dienstleister vorgestellt
und die IT Infrastructure Library (ITIL) als mo¨gliche Umsetzung eines IT-
Service-Managements beschrieben. In Kapitel 3 wird das Rechenzentrum als
Produktionsbetrieb fu¨r IT-Dienstleistungen dargestellt. Als Forschungsme-
thode wird die Referenzmodellierung eingesetzt. Es wird ein Referenzmodell
der Datenstrukturen und Methoden fu¨r die Bereitstellung und den Betrieb
der Infrastruktur eines Rechenzentrums durch Methoden der Produktionspla-
nung und -steuerung erstellt. Das beschriebene Referenzmodell wird durch
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ein Prototyping in einem SAP R©ERP evaluiert. Anhand des Referenzmodells
und des Prototypen werden Probleme identifiziert, die sich nicht durch stan-
dardisierte Methoden der Produktionsplanung und -steuerung lo¨sen lassen.
Diese Probleme werden in den folgenden Kapiteln behandelt. In Kapitel 4
wird untersucht, welchen Einfluss der Einsatz von Virtualisierungstechniken
auf die Planung des Kapazita¨tsangebots hat. Hierzu wird ein mathematisch-
formales Modell (vgl. Wilde und Hess, 2007, S. 282) entwickelt, welches die
Inanspruchnahme des Kapazita¨tsangebots beschreibt. Das Modell wird auf
der Grundlage von Markovketten und der Weibullverteilung erstellt. In Kapi-
tel 5 wird ein mathematisch-formales Modell fu¨r die Entwicklung des Kapa-
zita¨tsangebots der Infrastrukturkomponenten eines Rechenzentrums entwor-
fen. Auf Grundlage dieses Modells werden standardisierte Prognoseverfah-
ren angewendet, um die Entwicklung des Kapazita¨tsangebots in zuku¨nftigen
Perioden ermitteln zu ko¨nnen. Kapitel 6 bescha¨ftigt sich mit Fragen der
Betriebsmittelzuordnung. Die Frage der Zuordnung von virtuellen zu phy-
sischen Betriebsmitteln wird als Bin-Packing-Problem dargestellt. Ansa¨tze
zur Lo¨sung des Bin-Packing-Problems werden als Methoden der Betriebs-
mittelzuordnung in einem Referenzmodell beschrieben. Abschließend wird
die Zuordnung virtualisierter Betriebsmittel zu Fertigungsauftra¨gen darge-
stellt. Hierzu wird auf Erkenntnisse aus dem mathematisch-formalen Modell
zur Planung des Kapazita¨tsangebots zuru¨ckgegriffen.

Kapitel 2
Betrachtung des Rechen-
zentrums als IT-Dienstleister
In diesem Kapitel wird das Rechenzentrum als IT-Dienstleister dargestellt.
Als Grundlage zur Umsetzung der Methoden zur Produktionsplanung und
-steuerung wird der Forschungsgegenstand IT-Dienstleistung beschrieben.
Weiterer Forschungsgegenstand der Arbeit sind Systeme zur Produktions-
planung und -steuerung. Hierbei handelt es sich um offene Systeme, die
im Informationsaustausch mit ihrer Umwelt stehen (vgl. von Bertalanffy,
1980, S. 141). In Abschnitt 2.2 werden Systeme zur Produktionsplanung
und -steuerung als betrachteter Forschungsgegenstand zu ihrer Umwelt im
Rechenzentrum in Beziehung gesetzt.
2.1 IT-Dienstleistungen
Dienstleistungen sind immaterielle Wirtschaftsgu¨ter, die unter Einsatz ex-
terner Produktionsfaktoren fu¨r den Bedarf Dritter produziert werden (vgl.
Frietzsche und Maleri, 2006, S. 197). IT-Dienstleistungen werden von ei-
nem IT-Dienstleistungsanbieter fu¨r einen oder mehrere Kunden erbracht.
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IT-Dienstleistungen unterstu¨tzen die Gescha¨ftsprozesse des Kunden und ba-
sieren auf dem Einsatz von Informationstechnologie. Bei der Erbringung von
IT-Dienstleistungen werden Personen und Technologien fu¨r die Ausfu¨hrung
von Prozessen eingesetzt (vgl. Arbeitskreis Publikation ITIL Version 3
Translation Project, 2007, S. 26).
Der Umfang einer IT-Dienstleistung wird in einer Service-Level-Vereinbarung
(engl. Service Level Agreement, SLA) definiert. Service-Level-Vereinbarungen
werden zwischen dem Anbieter der IT-Dienstleistung und dem Kunden ge-
troffen. Die Vereinbarungen ko¨nnen fu¨r mehrere IT-Dienstleistungen oder
mehrere Kunden gelten. Sie beschreiben die IT-Dienstleistung, definieren
die Service Level und legen die Verantwortlichkeiten des Anbieters der IT-
Dienstleistung und des Kunden fest. Ein Service Level entha¨lt messbare und
nachweisbare Ergebnisse, die im Rahmen der Erbringung einer oder mehrerer
IT-Dienstleistungen erzielt werden sollen (vgl. Arbeitskreis Publikation ITIL
Version 3 Translation Project, 2007, S. 44).
IT-Dienstleistungen werden ha¨ufig zu einem Dienstleistungsbu¨ndel zu-
sammengefasst (vgl. Corsten und Go¨ssinger, 2007, S. 30). Ein solches
Dienstleistungsbu¨ndel wird dem Kunden als IT-Produkt angeboten. IT-
Dienstleistungen lassen sich unterteilen in (vgl. Zarnekow, 2007, S. 11):
• Infrastrukturdienstleistungen,
• IT-Arbeitsplatzdienstleistungen,
• Gescha¨ftsprozessdienstleistungen und
• Unterstu¨tzungs- und Wartungsdienstleistungen.
Das Rechenzentrum stellt dem Kunden IT-Infrastruktur zur Verfu¨gung und
erbringt somit eine Infrastrukturdienstleistung. Die Identifikation des Reife-
grads eines IT-Dienstleisters kann anhand des fu¨nfstufigen Service Provider
Maturity Model vorgenommen werden. Der Fokus des IT-Dienstleisters kann
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durch die Reifegradstufe bestimmt werden (vgl. Grawe und Fa¨hnrich, 2008,
S. 282 f.):
• Stufe 1 Infrastruktur: Der Dienstleistungsanbieter konzentriert sich
ausschließlich auf den Betrieb der Infrastruktur. Es existieren keine
klar definierten IT-Dienstleistungen oder IT-Produkte. Der Betrieb der
Infrastruktur wird ereignisgetrieben durchgefu¨hrt.
• Stufe 2 Prozesse: Hauptaufgabe ist weiterhin der Betrieb der Infra-
struktur. Der Betrieb wird jedoch auf Grundlage definierter Prozesse
gesteuert und nach festen Vorgaben durchgefu¨hrt.
• Stufe 3 Anwender: Es existieren definierte IT-Dienstleistungen. Der
Umfang der IT-Dienstleistung wird in Service-Level-Vereinbarungen
definiert. Der Anbieter versucht die Service-Level-Vereinbarungen an
die Anforderungen des Kunden anzupassen.
• Stufe 4 Produkte: Der Anbieter entwickelt ein Portfolio von IT-
Produkten mit vordefinierten IT-Dienstleistungen. Die Erbringungs-
prozesse der IT-Dienstleistungen werden fu¨r definierte IT-Produkte op-
timiert. IT-Dienstleistungen und damit auch IT-Produkte lassen sich
modularisieren (vgl. Bo¨hmann und Krcmar, 2006, S. 45 ff.). Auf die-
se Weise ko¨nnen dem Kunden an seine Anforderungen angepasste IT-
Produkte aus standardisierten Modulen von IT-Dienstleistungen ange-
boten werden.
• Stufe 5 Markt: Der IT-Dienstleister positioniert sich am Markt oder
tritt als interner IT-Dienstleister in Wettbewerb mit externen Anbie-
tern.
Die Hauptaufgabe des Rechenzentrums bleibt unabha¨ngig von der Reifegrad-
stufe der Betrieb der Infrastruktur. Mit steigender Reifegradstufe steigen
jedoch die Anforderungen an das Rechenzentrum als IT-Dienstleister. Be-
reits auf der Prozessstufe werden die Abla¨ufe im Rechenzentrum klar defi-
10 Betrachtung des Rechenzentrums als IT-Dienstleister
Ideenfindung und
−bewertung
Anforderungsanalyse
Dienstleistungskonzeption
Tests
Markteinführung
Abbildung 2.1: Fu¨nf-Phasen-Modell der Dienstleistungsentwicklung (nach
van Husen et al., 2008, S. 36)
niert. Die Strukturen dieser Abla¨ufe ko¨nnen in Arbeitspla¨nen erfasst wer-
den. Der Aufbau solcher Arbeitspla¨ne wird in Abschnitt 3.1.1 beschrieben.
Fu¨r eine Bewertung der Einhaltung der Service-Level-Vereinbarungen auf
der Anwenderstufe mu¨ssen Bewertungsmodelle entwickelt werden. Die Be-
wertung der Kapazita¨tswirtschaft wird in Abschnitt 3.3.2 vorgenommen. Ab
der Produktstufe sind fu¨r IT-Dienstleistungen die Kapazita¨tsangebote der In-
frastrukturkomponenten eines IT-Produkts festzulegen. Ein Modell zur Ka-
pazita¨tsangebotsplanung wird in Abschnitt 4 vorgestellt. Weiterhin ist der
erwartete Kapazita¨tsbedarf kommender Planungsperioden zu ermitteln. Die
Prognose der Kapazita¨tsbedarfe wird in Abschnitt 5 beschrieben. Um auf
der Marktstufe konkurrenzfa¨hig gegenu¨ber anderen Marktanbietern sein zu
ko¨nnen, ist es notwendig, kosteneffizient zu arbeiten. Eine Voraussetzung
hierfu¨r ist die effiziente Ausnutzung der Kapazita¨ten der Infrastrukturkom-
ponenten. Modelle fu¨r eine effiziente Betriebsmittelzuordnung werden in Ab-
schnitt 6 vorgestellt.
Die Entwicklung einer neuen IT-Dienstleistung la¨sst sich in mehrere Pha-
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sen unterteilen (siehe Abbildung 2.1). Es wird folgendes Fu¨nf-Phasen-Modell
durchlaufen (vgl. van Husen et al., 2008, S. 36):
• Phase 1: Ideenfindung und -bewertung
Ideen werden ha¨ufig durch Mitarbeiter formuliert, die in Kontakt
zu Kunden stehen. Geeignete Methoden fu¨r die Ideenfindung und
-bewertung sind Innovationsworkshops und Marktuntersuchungen.
• Phase 2: Anforderungsanalyse
Im Rahmen der Anforderungsanalyse wird eine Klassifizierung und
Priorisierung der Anforderungen an die IT-Dienstleistung vorgenom-
men. Strategische, funktionale, organisatorische und Marktanforde-
rungen sind mo¨gliche Klassifizierungen. Die Anforderungen lassen sich
weiterhin in fachliche und technische Anforderungen unterteilen.
• Phase 3: Dienstleistungskonzeption
Bei der Konzeption von IT-Dienstleistungen werden Produktmodel-
le, Prozessmodelle, Ressourcenkonzepte und Marketingkonzepte einge-
setzt.
• Phase 4: Tests
Die Marktreife einer IT-Dienstleistung wird durch Akzeptanz- und Be-
nutzertests bestimmt. Tests werden ha¨ufig durch Einbindung eines Pi-
lotkunden durchgefu¨hrt.
• Phase 5: Markteinfu¨hrung
Die Einfu¨hrung einer neuen IT-Dienstleistung wird durch inter-
ne und externe Marketingmaßnahmen begleitet. Es werden Mit-
arbeiterschulungen durchgefu¨hrt, um das Personal mit den neuen
IT-Dienstleistungen vertraut zu machen.
Weiterhin ist bei der Einfu¨hrung von IT-Dienstleistungen im Rahmen der
Standortplanung eine geeignete Standortwahl vorzunehmen. Hierbei besteht
ein Zielkonflikt zwischen Kosteneffizienz und Kundenna¨he (vgl. Miklitz et al.,
2006, S. 397). Der Anbieter der IT-Dienstleistung ist bestrebt, diese so kos-
tengu¨nstig wie mo¨glich anzubieten und versucht gleichzeitig, eine ho¨here Ak-
zeptanz durch Kundenna¨he zu erreichen.
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2.2 ITIL
Die IT Infrastructure Library (ITIL) ist ein Best-Practise-Ansatz zur Etablie-
rung eines IT-Service-Managements. Aufgabe des IT-Service-Managements
ist die Bereitstellung und Erbringung von IT-Dienstleistungen zur Un-
terstu¨tzung der Gescha¨ftsprozesse einer Betriebswirtschaft (vgl. Buchsein
et al., 2008, S. 5). Durch den Einsatz von ITIL sollen folgende Ziele erreicht
werden (vgl. Olbrich, 2008, S. 4):
• effektive und zielorientierte Gestaltung von Prozessen, Aufgaben und
Rollen,
• gro¨ßere Flexibilita¨t und Handlungsfreiheit bei vera¨nderten Marktsitua-
tionen,
• bessere Umsetzung neuer Anforderungen an eine Betriebswirtschaft,
• Senkung der Kosten zur Erbringung einer IT-Dienstleistung,
• Verbesserung der internen und externen Kommunikation,
• Verbesserung der Kunden- und Mitarbeiterzufriedenheit durch Schaf-
fung transparenter Arbeitsabla¨ufe,
• Verbesserung der Qualita¨t von IT-Dienstleistungen und
• Bildung einer einheitlichen Begriffsverwendung zur Vermeidung von
Missversta¨ndnissen.
In der Version 3 besteht ITIL aus fu¨nf Phasen eines iterativen mehrdimensio-
nalen Lebenszyklus (vgl. Buchsein et al., 2008, S. 15). Es werden die Phasen
Servicestrategie (engl. Service Strategy), Service Design, Serviceu¨berfu¨hrung
(engl. Service Transition), Servicebetrieb (engl. Service Operation) und
Kontinuierliche Serviceverbesserung (engl. Continual Service Improvement)
durchlaufen (vgl. OGC, 2007b, S. 6). Abbildung 2.2 veranschaulicht die
Beziehung der Phasen zueinander.
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Abbildung 2.2: ITIL Service Lebenszyklus (nach OGC, 2007b, S. 19)
2.2.1 Servicestrategie
Im Mittelpunkt des Lebenszyklus steht die Phase Servicestrategie. Im Rah-
men der Servicestrategie werden strategische Entscheidungen fu¨r das Design,
die Entwicklung und die Implementierung des Service Managements getrof-
fen (vgl. Buchsein et al., 2008, S. 15).
Aufgabe dieser Phase ist die Erschließung neuer Gescha¨ftsmo¨glichkeiten.
Hierzu ist es notwendig die Marktsituation zu erfassen, richtig einzuscha¨tzen
und die Bedu¨rfnisse der Kunden zu verstehen. Auf dieser Grundlage ko¨nnen
neue, auf die Kundenbedu¨rfnisse angepasste Serviceangebote bereitgestellt
werden. Das Serviceangebot wird in einem Serviceportfolio erfasst (vgl.
Olbrich, 2008, S. 147). Ein Serviceportfolio entha¨lt alle Dienstleistungen,
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die von einem Leistungsanbieter verwaltet werden. Hierzu za¨hlen (vgl.
Arbeitskreis Publikation ITIL Version 3 Translation Project, 2007, S. 48):
• beantragte oder in der Entwicklung befindliche Dienstleistungen,
• der Servicekatalog mit allen Dienstleistungen, die sich in Produktion
befinden oder bereit zur Produktion sind und
• alle außer Kraft gesetzten Dienstleistungen.
Im Rahmen der Servicestrategie werden kritische Erfolgsfaktoren identifi-
ziert. Weiterhin wird die Wettbewerbssituation am Markt analysiert. Es wer-
den Methoden, Modelle, Techniken, Analysen und Aktivita¨ten zur Budgetie-
rung und Kostenrechnung entwickelt und angewendet (vgl. Olbrich, 2008,
S. 147). Die Sericestrategie bildet die Grundlage der Phasen Service Design,
Serviceu¨berfu¨hrung und Servicebetrieb.
2.2.2 Service Design
Aufgabe des Service Design ist die Entwicklung innovativer IT-Dienstleis-
tungen auf Grundlage der Servicestrategie. Im Rahmen des Service De-
signs wird der Servicekatalog erstellt. Es werden Serviceziele mit den
Gescha¨ftspartnern definiert und in Service Level Vereinbarungen festge-
halten (vgl. Olbrich, 2008, S. 149 f.). Um die Service Level Vereinbarun-
gen wirtschaftlich und zeitlich einhalten zu ko¨nnen, muss sichergestellt
werden, dass ausreichende Kapazita¨ten der IT-Dienstleistungen und der
IT-Infrastruktur bereitgestellt werden. (vgl. Arbeitskreis Publikation ITIL
Version 3 Translation Project, 2007, S. 11). Die in dieser Arbeit betrachtete
Kapazita¨tswirtschaft ist somit Teil der Phase Service Design des ITIL Le-
benszyklus.
Im Rahmen des Service Design ist weiterhin sicherzustellen, dass die bereit-
gestellten Kapazita¨ten auch verfu¨gbar sind und bei auftretenden Sto¨rungen
innerhalb eines definierten Zeitintervalls wieder in Betrieb gesetzt werden
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ko¨nnen (vgl. Olbrich, 2008, S. 150). Eine weitere Aufgabe ist die Sicher-
stellung der Vertraulichkeit, Integrita¨t und Verfu¨gbarkeit der Ressourcen,
Informationen, Daten und IT-Dienstleistungen (vgl. Arbeitskreis Publikation
ITIL Version 3 Translation Project, 2007, S. 23). Im Rahmen des Service
Design ist weiterhin sicherzustellen, dass alle Zulieferer ihre vertraglichen
Vereinbarungen erfu¨llen.
2.2.3 Serviceu¨berfu¨hrung
Aufgabe der Serviceu¨berfu¨hrung ist die Ausfu¨hrung und Koordination
von Prozessen und Funktionen zur Erstellung, Testung, Paketierung und
Auslieferung neuer Versionen von IT-Dienstleistungen und technischer Kom-
ponenten in die Produktion. Die Serviceu¨berfu¨hrung wird auf Grundlage der
Servicestrategie und der Anforderungen des Service Design vorgenommen
(vgl. Buchsein et al., 2008, S. 19 f.).
Die Umsetzung der Serviceu¨berfu¨hrung erfordert eine strukturierte Planung.
Bei weitreichenden Vera¨nderungen ist eine projektu¨bergreifende Koordi-
nation sicherzustellen (vgl. Olbrich, 2008, S. 152). Fu¨r die Ablo¨sung alter
Versionen von IT-Dienstleistungen und technischer Komponenten ist eine
zeitlich minimale Unterbrechung anzustreben. Sa¨mtliche Konfigurations-
elemente von IT-Dienstleistungen und technischen Komponenten werden
in einem zentralen Datenbankmanagementsystem verwaltet. Dieses System
wird als Configuration Management Database (CMDB) bezeichnet. Konfi-
gurationselemente sind alle Komponenten, die eingesetzt werden, um eine
IT-Dienstleistung bereitzustellen (vgl. Arbeitskreis Publikation ITIL Version
3 Translation Project, 2007, S. 14). Um gewa¨hrleisten zu ko¨nnen, dass neue
oder gea¨nderte Dienstleistungen die Service Level Vereinbarungen erfu¨llen,
ist ein Qualita¨tssicherungsprozess zu etablieren. Leistungsmerkmale von
IT-Dienstleistungen und technischen Komponenten sind kontinuierlich zu
evaluieren, um Abweichungen von Vorgabewerten zu erkennen. Eine weitere
Aufgabe der Serviceu¨berfu¨hrung besteht darin, neu gewonnenes Wissen per-
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sistent zu machen und sicherzustellen, dass dieses Wissen allen Interessenten
zuga¨nglich ist (vgl. Olbrich, 2008, S. 153).
2.2.4 Servicebetrieb
Aufgabe des Servicebetriebs ist die Sicherstellung der Erbringung der IT-
Dienstleistungen. In dieser Phase erfolgt die eigentliche Realisierung der stra-
tegischen Ziele (vgl. Buchsein et al., 2008, S. 21).
Im Rahmen des Servicebetriebs sind alle IT-Dienstleistungen und technischen
Komponenten zu u¨berwachen. Beobachtete Ereignisse und Auffa¨lligkeiten
werden zur Steuerung des Regelbetriebs und zur Erkennung und Eskalation
von Fehlern und Ausnahmesituationen herangezogen (vgl. Olbrich, 2008, S.
155).
Bei Ausfa¨llen von IT-Dienstleistungen oder technischen Komponenten ist
eine schnellstmo¨gliche Wiederherstellung des Sollzustands zu gewa¨hrleisten
(vgl. Arbeitskreis Publikation ITIL Version 3 Translation Project, 2007, S.
23). Die Ursachen auftretender Sto¨rungen sind zu bestimmen, um geeigne-
te Lo¨sungsmo¨glichkeiten zu finden und proaktiv auf zuku¨nftige potentielle
Sto¨rungen reagieren zu ko¨nnen.
Weiterhin sind im Rahmen des Servicebetriebs die Berechtigungen fu¨r den
Zugriff auf eine IT-Dienstleistung zu regeln. Es wird sichergestellt, dass be-
rechtigte Personen oder Gruppen die IT-Dienstleistung in Anspruch nehmen
ko¨nnen (vgl. Olbrich, 2008, S. 155).
2.2.5 Kontinuierliche Serviceverbesserung
IT-Dienstleistungen mu¨ssen sta¨ndig an sich a¨ndernde Anforderungen der
Gescha¨ftsprozesse angepasst werden. Aufgabe der kontinuierliche Servicever-
besserung ist eine stetige Optimierung aller Phasen des ITIL Lebenszyklus
(vgl. Buchsein et al., 2008, S. 22). Hierzu sind sa¨mtliche gewonnenen Infor-
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mationen in einem Berichtswesen zu erfassen und in geeigneter Form fu¨r den
Informationsempfa¨nger aufzubereiten. Fu¨r die Datenerhebung sind Metho-
den zu definieren, die eine Messung von Merkmalen der IT-Dienstleistungen
und technischen Komponenten ermo¨glichen. Durch Ermittlung des Investi-
tionsertrags (engl. Return on Invest) kann der Mehrwert der Verbesserung
gegenu¨ber einem Ausgangszustand ermittelt werden (vgl. Olbrich, 2008, S.
157 f.).
2.3 Zusammenfassung
Das Rechenzentrum ist ein IT-Dienstleister. Es erbringt Infrastrukturdienst-
leistungen fu¨r Kunden. Diese Infrastrukturdienstleistungen werden ha¨ufig
mit weiteren IT-Dienstleistungen zu einem Dienstleistungsbu¨ndel zusammen-
gefasst und als IT-Produkte angeboten. Die Bereitstellung und Erbringung
von IT-Dienstleistungen ist Aufgabe des IT-Servicemanagements.
ITIL ist ein Rahmenwerk zur Umsetzung des IT-Service-Managements. Es
beschreibt Ziele, Aufgaben, Rollen und Prozesse jedoch nicht deren konkrete
Umsetzung. Der ITIL Lebenszyklus besteht aus den Phasen Servicestrate-
gie, Service Design, Serviceu¨berfu¨hrung, Servicebetrieb und Kontinuierliche
Serviceverbesserung. Die Kapazita¨tswirtschaft ist Bestandteil der Phase Ser-
vice Design des ITIL Lebenszyklus. Im weiteren Verlauf der Arbeit wird un-
tersucht, wie sich die Aufgaben der Kapazita¨tswirtschaft der Phase Service
Design durch Methoden der Produktionsplanung und -steuerung umsetzen
lassen.

Kapitel 3
Abbildung des Rechenzentrums
als Produktionsbetrieb
Im vorigen Kapitel wurde das Rechenzentrum als IT-Dienstleister beschrie-
ben. Zur Ablo¨sung der ereignisgetriebenen Betriebsstrukturen sollen geeig-
nete Verfahren der operativen Produktionsplanung und -steuerung fu¨r den
Betrieb eines Rechenzentrums adaptiert werden. In diesem Kapitel soll fol-
gende Hypothese u¨berpru¨ft werden:
IT-Dienstleistungen lassen sich in einem System zur
Produktionsplanung und -steuerung abbilden.
Bei der Besta¨tigung der Hypothese wird von der Bedingung ausgegan-
gen, dass der Einsatz von Virtualisierungstechniken aus Sicht der Kapa-
zita¨tswirtschaft sinnvoll ist. Zielsetzung ist die Abbildung des Prozesses
zur Erbringung einer IT-Dienstleistung auf einen Produktionsprozess. Als
Ergebnis liegt ein Referenzmodell fu¨r die Umsetzung dieser Anforderung
vor. Das Referenzmodell soll anhand eines Prototypen evaluiert werden.
Am Beispiel des Enterprise Resource Planning Systems SAP ERP wird
aufgezeigt, wie sich diese Prozesse in der Praxis umsetzen lassen. Weiterhin
wird ein Modell erstellt, das die Bewertung der Qualita¨t der erbrachten
IT-Dienstleistung aus Sicht der Kapazita¨tswirtschaft ermo¨glicht. Als Bewer-
tungsgrundlage dienen die Bewegungsdaten (vgl. Schuh, 2006, S. 77) des
Systems zur Produktionsplanung und -steuerung.
Das in Abschnitt 3.1 beschriebene Referenzmodell wurde bereits in der Fach-
zeitschrift fu¨r Information Management & Consulting (vgl. Osterburg et al.,
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2009b, S. 65 ff.) publiziert. Der in Abschnitt 3.2 beschriebene Implementie-
rungsansatz fu¨r SAP ERP wurde in Auszu¨gen bereits in der Fachzeitschrift
PPS-Management vero¨ffentlicht (vgl. Osterburg und Pinnow, 2009, S. 27
ff.).
3.1 Produktionsplanung und -steuerung im
Rechenzentrum
Der folgende Abschnitt zeigt auf, wie der Prozess der Bereitstellung und
des Betriebs der Informationsinfrastruktur zur Erbringung einer IT-Dienst-
leistung durch Methoden der Produktionsplanung und -steuerung abgebildet
werden kann. Hierzu werden im ersten Schritt die Datenstrukturen der Pro-
duktionsplanung und -steuerung beschrieben.
3.1.1 Datenstrukturen der Produktionsplanung und
-steuerung
Die Aufgaben einer Betriebswirtschaft, die sich mit Information und Kommu-
nikation als wirtschaftlichem Gut befassen, werden als Informationsfunktion
bezeichnet (vgl. Heinrich und Lehner, 2005, S. 19).
Aus Sicht des Betreibers eines Rechenzentrums werden dem Kunden als Kon-
sumenten physische und immaterielle Potentialfaktoren zur Ausfu¨hrung der
Informationsfunktion zur Verfu¨gung gestellt. Potentialfaktoren stellen ihre
Leistungspotentiale dem Produktionsprozess zur Verfu¨gung, ohne ihre pro-
duktive Wirksamkeit innerhalb einer abgegrenzten Periode zu verlieren. Po-
tentialfaktoren sind die Arbeitsleistungen der Arbeitskra¨fte sowie Betriebs-
mittel (vgl. Za¨pfel, 2001, S. 16 ff.). Der Betrieb dieser Potentialfaktoren ist
die zu erbringende IT-Dienstleistung und la¨sst sich als diskretes Fertigungs-
produkt betrachten. Der Zeitraum, fu¨r den die IT-Dienstleistung dem Kon-
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sumenten erbracht wird, entspricht der Produktionszeit des Fertigungspro-
dukts. Die vom Konsumenten beziehbaren Zeiteinheiten werden als Produk-
tionszeit einer Mengeneinheit des Fertigungsprodukts definiert. Dies fu¨hrt
zu einer Auslastung der zur Erbringung der IT-Dienstleistung verwendeten
Potentialfaktoren. Der Aufwand fu¨r die Bereitstellung der Potentialfaktoren
wird als Ru¨stvorgang betrachtet. Vom Fertigungsprodukt IT-Dienstleistung
wird fu¨r den Konsumenten eine festgelegte Menge als zeitlich geschlossener
Posten hergestellt. Ein solcher Produktionsprozess ist als Form der Serienfer-
tigung definiert (vgl. Gutenberg, 1983, S. 109). Jede produzierte Serie ist ge-
nau einem Kundenauftrag zugeordnet. Bei Kundenauftra¨gen mit einer langen
Laufzeit ist der U¨bergang zur Massenfertigung fließend. Jede zu produzieren-
de Serie erfordert ein Umru¨sten der Betriebsmittel, da die Potentialfaktoren
entsprechend den Kundenauftra¨gen konfiguriert werden mu¨ssen.
Endprodukt IT-Dienstleistung
Das Rechenzentrum als Produktionssystem erzeugt IT-Dienstleistungen als
Ausbringung der Informationsfunktion. Diese IT-Dienstleistungen werden
den Konsumenten als IT-Produkte zur Verfu¨gung gestellt (vgl. Zarnekow
et al., 2006, S. 16 ff.). IT-Dienstleistungen sind somit die Endprodukte der
Produktion. Fu¨r jede Art von IT-Dienstleistung ist ein eigenes Endprodukt
zu spezifizieren. Die gleiche Art von IT-Dienstleistungen kann mit unter-
schiedlichen Auspra¨gungen des Leistungsvermo¨gens als eigensta¨ndiges IT-
Produkt angeboten werden. Das Leistungsvermo¨gen des IT-Produkts wird als
Kapazita¨t bezeichnet (vgl. Kern, 1992, S. 21). Aus dem Leistungsvermo¨gen
des IT-Produkts ergeben sich Anforderungen an das Leistungsvermo¨gen der
zur Produktion beno¨tigten Potentialfaktoren. Aus diesem Grund sind die
Endprodukte nach ihrem Leistungsvermo¨gen zu differenzieren.
IT-Dienstleistungen werden als Endprodukte in Eigenfertigung vom Rechen-
zentrum erstellt. Die Mengeneinheit des Endprodukts wird in Zeiteinheiten
angegeben und soll der Zeiteinheit des angebotenen IT-Produkts entspre-
chen. Kann ein Konsument beispielsweise eine IT-Dienstleistung fu¨r eine
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Abbildung 3.1: Produktion von IT-Dienstleistungen
bestimmte Menge von Tagen in Anspruch nehmen, ist auch die Mengen-
einheit des Endprodukts in Tagen zu dimensionieren. Die beschriebenen
Eigenschaften des Endprodukts sind in den Teilestammdaten des jeweiligen
IT-Produkts zu spezifizieren.
Dienstleistungen sind fu¨r den Absatz produzierte immaterielle Wirtschafts-
gu¨ter (vgl. Malerie und Frietzsche, 2008, S. 5). Zur Erstellung einer IT-
Dienstleistung als Endprodukt werden somit keine materiellen Vorprodukte
oder Rohstoffe beno¨tigt (vgl. Malerie und Frietzsche, 2008, S. 100). Die
Erzeugnisstruktur des IT-Produkts besteht deshalb nur aus einem Knoten,
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der das Endprodukt selbst repra¨sentiert.
Abbildung 3.1 stellt die Produktion von IT-Dienstleistungen aus Anbieter-
sicht der klassischen Produktion gegenu¨ber. In der klassischen Produktion
werden Vorprodukte durch Einsatz von Potentialfaktoren in Endprodukte
transformiert, die am Ende des Produktionsprozesses dem Konsumenten
zur Verfu¨gung stehen. Bei der Produktion von IT-Dienstleistungen kann
aus Anbietersicht der Produktionsprozess selbst als Endprodukt betrachtet
werden, da dieser zur Auslastung der Potentialfaktoren fu¨hrt. Aus Sicht
des Konsumenten kann die Ausfu¨hrung der Informationsfunktion innerhalb
dieses Produktionsprozesses unter Einsatz der Potentialfaktoren realisiert
werden. Im weiteren Verlauf der Arbeit wird die Ausfu¨hrung der Informati-
onsfunktion aus Sicht des Konsumenten nicht na¨her betrachtet, da diese fu¨r
die Kapazita¨tsplanung aus Sicht des Betreibers des Rechenzentrums nicht
relevant ist. Zur Herstellung des Endprodukts IT-Dienstleistung werden
Betriebsmittel verwendet.
Betriebsmittel im Rechenzentrum
Betriebsmittel sind technische Mittel, die zur Leistungserstellung beno¨tigt
werden und die ihr Nutzungspotential u¨ber la¨ngere Zeitra¨ume abgeben.
Fu¨hrt der planma¨ßige Einsatz der technischen Mittel zu einem Ferti-
gungsfortschritt, werden diese als Betriebsmittel mit Werkverrichtungen
bezeichnet. Das Rechenzentrum als Geba¨ude kann als Betriebsmittel ohne
Werkverrichtung angesehen werden, da es die Fertigungsvorbedingung dar-
stellt (vgl. Za¨pfel, 2001, S. 18).
Der Aufbau eines Rechenzentrums kann anhand seiner Informationsinfra-
struktur beschrieben werden. Die Informationsinfrastruktur als Erkenntnis-
objekt des Informationsmanagements umfasst die Einrichtungen, Mittel und
Maßnahmen, die zur Produktion, Verbreitung und Nutzung von Informatio-
nen im Unternehmen beno¨tigt werden (vgl. Heinrich und Lehner, 2005, S.
19).
Anhand dieser Definition lassen sich die in Abbildung 3.2 dargestellten
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Abbildung 3.2: Informationsinfrastruktur (nach Rautenstrauch, 1997, S. 13)
Hauptkomponenten Anwendungssoftware, Basissysteme und Personal iden-
tifizieren. Anwendungssoftware und Basissysteme stellen die Betriebsmittel
mit Werkverrichtung dar. Fu¨r jede Infrastrukturkomponente sind Betriebs-
mitteldaten zu definieren. Betriebsmittel ko¨nnen auf mehrere Rechenzentren
verteilt sein und sind deshalb eindeutig einem Standort zuzuordnen.
Das Kapazita¨tsangebot einer Infrastrukturkomponente la¨sst sich zum einen
u¨ber die technische Leistungsfa¨higkeit und zum anderen u¨ber die zeitliche
Verfu¨gbarkeit beschreiben. Das zeitliche Kapazita¨tsangebot eines Betriebs-
mittels im Rechenzentrum betra¨gt u¨blicherweise 24 Stunden pro Tag. Das
technische Leistungsvermo¨gen als Kapazita¨tsangebot eines Betriebsmittels
ergibt sich aus seinen technischen Spezifikationen.
Rechnersysteme als Betriebsmittel lassen sich als System aus den Hardwa-
rekomponenten Prozessor, Speicher und Ein-/Ausgabegera¨ten betrachten.
Ein-/Ausgabegera¨te werden zur Kommunikation mit dem Rechnersystem
verwendet. Der Prozessor ruft Instruktionen aus dem Speicher ab, dekodiert
diese Instruktionen und fu¨hrt sie anschließend aus. Die Hardwarekompo-
nente Speicher la¨sst sich in Prima¨r- und Sekunda¨rspeicher unterteilen.
Prima¨rspeicher verwaltet die Daten wa¨hrend des unmittelbaren Betriebs
von Anwendungs- und Basissystemen (vgl. Tanenbaum, 1999, S. 113). Se-
kunda¨rspeicher ist nichtflu¨chtiger Speicher und meist ein als Plattenspeicher
ausgebildetes Medium. Die Kapazita¨t des Sekunda¨rspeichers ist u¨blicherweise
ein Vielfaches gro¨ßer als die Kapazita¨t des Prima¨rspeichers (vgl. Saake und
Heuer, 1999, S. 44). Jede Hardwarekomponente verfu¨gt u¨ber ein technisches
Leistungsvermo¨gen, das sich durch ein geeignetes Maß beschreiben la¨sst.
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Abbildung 3.3: Virtualisierung von Betriebsmitteln
Eine mo¨gliche Kenngro¨ße zur Beschreibung der Prozessorkapazita¨t ist die
Anzahl an Operationen, die von einem Prozessor pro Sekunde ausgefu¨hrt
werden kann (vgl. Langendo¨rfer, 1992, S. 10). Die Kapazita¨tsbewertung
erfolgt in Millionen Instruktionen pro Sekunde (MIPS). Die Kommunikation
der Ein-/Ausgabegera¨te erfolgt u¨ber Kana¨le. Ein Kanal ist die Verbindung
zwischen dem Sender der Information und dem Empfa¨nger. Als Maß zur
Bestimmung der maximalen U¨bertragungsgeschwindigkeit eines Kanals wird
die Bandbreite verwendet (vgl. Klimant et al., 2006, S. 75 f.). Die Bewer-
tung der U¨bertragungsgeschwindigkeit erfolgt in bit/s (vgl. Klimant et al.,
2006, S. 86). Die Speicherkapazita¨t ist eine Maßzahl, die definiert, wie viele
Speicherzellen zur Speicherung von Bina¨rzeichen auf dem Medium enthalten
sind. Die Kapazita¨tsbewertung erfolgt in Bit oder Byte (vgl. Schneider,
1998, S. 802). Die Kommunikation mit externen Speichersystemen erfolgt
u¨ber Ein-/Ausgabegera¨te. Neben der Speicherkapazita¨t ist zusa¨tzlich die
Kanalbandbreite der Kommunikationskapazita¨t zu beru¨cksichtigen.
Fu¨r eine effiziente Ausnutzung der vorhandenen Betriebsmittel stehen heute
Konzepte wie Virtual und Adaptive Computing zur logischen Trennung
von Hard- und Software zur Verfu¨gung. Virtualisierungskonzepte erlauben
die Aggregation und Partitionierung physischer Betriebsmittel in virtuel-
le Betriebsmittel (vgl. Osterburg et al., 2009a, S. 120 f.). Die Beziehung
zwischen virtuellen und physischen Betriebsmitteln la¨sst sich u¨ber Be-
triebsmittelhierarchien abbilden. Abbildung 3.3 veranschaulicht die beiden
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Virtualisierungskonzepte. Das zeitliche Kapazita¨tsangebot eines physischen
Betriebsmittels la¨sst sich durch Partitionierung in n virtuelle Betriebs-
mittel um den Faktor n vervielfachen. Das technische Leistungsvermo¨gen
physischer Betriebsmittel wird durch Aggregation summiert oder durch
Partitionierung auf die virtuellen Betriebsmittel aufgeteilt. Fu¨r den Betrieb
virtueller Betriebsmittel wird ebenfalls technische Kapazita¨t des physischen
Betriebsmittels in Anspruch genommen. Dieser Kapazita¨tsbedarf wird als
Virtualisierungsoverhead bezeichnet (vgl. Smith und Nair, 2005, S. 166 f.)
und limitiert den technischen Nutzungsgrad des physischen Betriebsmittels.
Der Einsatz von Virtualisierungstechniken beeinflusst den Kapazita¨tsbedarf
und somit auch das beno¨tigte Kapazita¨tsangebot. Die Auswirkungen der
Virtualisierung auf das Kapazita¨tsangebot werden in Kapitel 4 untersucht.
Im Gegensatz zur konventionellen Produktion ko¨nnen durch Virtualisierung
Betriebsmittel kurzfristig entsprechend einem Fertigungsauftrag angelegt
oder bezu¨glich des technischen Leistungsvermo¨gens angepasst werden. Diese
Mo¨glichkeiten sind bei der Erstellung der Arbeitspla¨ne zu beru¨cksichtigen.
Arbeitspla¨ne
In Arbeitspla¨nen werden die fu¨r die Produktion eines Auftrags vorgese-
henen Arbeitsoperationen in den jeweiligen Bearbeitungsstationen in ihrer
logischen Abfolge erfasst. Es wird festgelegt, welche Arbeitsoperationen
vor Beginn des na¨chsten Arbeitsschritts abgeschlossen sein mu¨ssen (vgl.
Adam, 1998, S. 556). Die Arbeitsschritte zur Erstellung des Endprodukts
IT-Dienstleistung lassen sich in die Phasen Bereitstellung und Betrieb der
Informationsinfrastruktur unterteilen.
Die Phase des Betriebs der Informationsinfrastruktur wird in einem Arbeits-
schritt abgebildet. Die Bearbeitungszeit zur Erstellung einer Mengeneinheit
entspricht der definierten Mengeneinheit des Endprodukts IT-Dienstleistung.
Werden beispielsweise als Mengeneinheit fu¨r das Endprodukt Tage definiert,
betra¨gt die Bearbeitungszeit zur Erstellung eines IT-Dienstleistungstages
24 Stunden. Fu¨r die Phase des Betriebs werden Anwendungssoftware und
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Basissysteme als Infrastrukturkomponenten eingesetzt. Die beno¨tigten In-
frastrukturkomponenten werden als Betriebsmittel dem Arbeitsschritt des
Betriebs der Informationsinfrastruktur zugeordnet. Im Arbeitsplan ist fest-
zulegen, dass eine Aufspaltung der zu produzierenden Gesamtmenge in
mehrere Teilmengen nicht zula¨ssig ist. Das Splitten von Fertigungsauftra¨gen
wird u¨blicherweise zur Verku¨rzung der Durchlaufzeiten verwendet (vgl. Kur-
bel, 2005, S. 148). Da u¨ber die Bearbeitungszeit des Arbeitsschritts zum
Betrieb der Informationsinfrastruktur der Zeitraum der Leistungserstellung
abgebildet wird, kann diese Methode jedoch nicht eingesetzt werden.
Die Ausfu¨hrung dieses Arbeitsschritts fu¨hrt zu einer Reduzierung des Ka-
pazita¨tsangebots von Anwendungssoftware und Basissystemen fu¨r einen
definierten Zeitraum in Abha¨ngigkeit von der produzierten Menge IT-
Dienstleistung in Zeiteinheiten. In der Phase des Betriebs wird die Infra-
strukturkomponente Personal u¨blicherweise nur fu¨r Aufgaben der Wartung
und Instandhaltung beno¨tigt. Diese Ta¨tigkeiten sind jedoch nicht Bestandteil
von Arbeitspla¨nen sondern werden in Wartungs- und Instandhaltungspla¨nen
erfasst.
Die Vorbereitung der Betriebsmittel zur Erfu¨llung einer Arbeitsaufgabe wird
als Ru¨sten bezeichnet (vgl. Za¨pfel, 2001, S. 71). Die Phase der Bereitstel-
lung der Informationsinfrastruktur ist somit die Ru¨stzeit zur Erstellung des
Endprodukts IT-Dienstleistung. Im Arbeitsschritt Betrieb der Informati-
onsinfrastruktur werden verschiedene Infrastrukturkomponenten verwendet,
deren Arbeitsvorbereitung in mehreren aufeinander abgestimmten Arbeits-
schritten erfolgt.
Als erstes werden die Basissysteme geru¨stet. Die Installation und Konfigu-
ration jeder physischen und virtuellen Hardwarekomponente wird in einem
eigenen Arbeitsschritt abgebildet. Die Ausfu¨hrung dieser Arbeitsschritte
kann parallel erfolgen. Im na¨chsten Arbeitsschritt wird auf der Hardware
das Betriebssystem installiert. Im Folgeschritt wird ein Datenbankmanage-
mentsystem auf dem Betriebssystem eingerichtet, sofern dies zur Erstellung
der IT-Dienstleistung beno¨tigt wird.
Nachdem die Arbeitsvorbereitung der Basissysteme abgeschlossen ist, wird
die Anwendungssoftware auf die Basissysteme aufgesetzt. Die Installation
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und Konfiguration jeder Anwendungssoftware wird in einem eigenen Ar-
beitsschritt abgebildet. Solange keine Abha¨ngigkeitsbeziehungen zwischen
den Infrastrukturkomponenten Anwendungssoftware bestehen, ko¨nnen diese
Arbeitsschritte parallel durchgefu¨hrt werden. Die Ausfu¨hrung der Arbeits-
schritte zum Ru¨sten der Betriebsmittel ist teilweise automatisierbar. Zur
Durchfu¨hrung nichtautomatisierter Arbeitsschritte wird Personal eingesetzt.
Fu¨r manuell auszufu¨hrende Ru¨stta¨tigkeiten ist die erforderliche Qualifikation
des Personals in den Arbeitspla¨nen zu spezifizieren.
Der Einsatz von Virtualisierungstechniken hat zur Folge, dass zum Zeit-
punkt der Erstellung der Arbeitspla¨ne die eingesetzten Betriebsmittel nicht
vollsta¨ndig bekannt sind. Virtuelle Betriebsmittel werden im Arbeitsplan
durch Planbetriebsmittel beschrieben. Ein Planbetriebsmittel wird durch
sein technisches Leistungsvermo¨gen und die Betriebsmittelart spezifiziert
und im Fertigungsauftrag durch ein virtuelles Betriebsmittel substituiert.
Die beschriebenen Datenstrukturen bilden die Grundlage zur Umsetzung
der Methoden der Produktionsplanung und -steuerung.
3.1.2 Methoden der Produktionsplanung und
-steuerung
Ein Produktionsbetrieb erzeugt Zwischenprodukte oder Endprodukte fu¨r
Konsumenten. Der Prima¨rbedarf an Zwischen- und Endprodukten wird
als Produktionsprogramm bezeichnet. Eine Methode zur Ermittlung des
Produktionsprogramms ist die Produktionsprogrammplanung. Aufgabe der
Produktionsprogrammplanung ist die Definition der Mengen an Produkten,
die in einer gegebenen Periode produziert werden.
Ausgangspunkt der Produktionsprogrammplanung ist eine vorgegebene
Menge an IT-Produktarten sowie die gegebenen Kapazita¨ten der Infra-
strukturkomponenten Anwendungssoftware, Basissysteme und Personal.
Das Produktionsprogramm bildet die Grundlage der Material- und Kapa-
zita¨tsbedarfsplanung. Da Dienstleistungen immaterielle Wirtschaftsgu¨ter
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darstellen, ist die Durchfu¨hrung einer Materialbedarfsplanung nicht notwen-
dig.
Kapazita¨tsbedarfsplanung
Die Planung des Kapazita¨tsbedarfs kann nicht ausschließlich auf Basis der
Produktionsprogrammplanung durchgefu¨hrt werden. So fu¨hrt zum Beispiel
der Release-Wechsel von Softwareprodukten, die zur Erbringung von IT-
Dienstleistungen beno¨tigt werden, zu einer A¨nderung des Kapazita¨tsbedarfs
an Basissystemen. Zur Vorhersage des erforderlichen Kapazita¨tsbedarfs kann
auf Basis des in der Vergangenheit beobachteten Bedarfs deren Entwicklung
in die Zukunft extrapoliert werden. Der Kapazita¨tsbedarf an Basissystemen
kann durch entsprechende Monitoringwerkzeuge ermittelt werden. Zur Pro-
gnose des zuku¨nftigen Kapazita¨tsbedarfs stehen Prognoseverfahren wie die
lineare Regressionsrechnung (vgl. Tempelmeier, 2006, S. 51 ff.), die exponen-
tielle Gla¨ttung erster Ordnung (vgl. Brown und Meyer, 1960, S. 673 ff.) oder
das Verfahren von Holt (vgl. Holt, 2004, S. 5 ff.) zur Verfu¨gung. In Kapitel 5
wird die Kapazita¨tsbedarfsplanung durch Prognoseverfahren ausfu¨hrlich be-
schrieben.
Im Rahmen der Kapazita¨ts- und Zeitwirtschaft wird die Betriebsmittelbe-
legung unter Beachtung zeitlicher Restriktionen und der verfu¨gbaren Kapa-
zita¨ten der Betriebsmittel geplant.
Kapazita¨ts- und Zeitwirtschaft
Fu¨r Kundenauftra¨ge zur Erbringung von IT-Dienstleistungen werden Ferti-
gungsauftra¨ge auf Basis von Arbeitspla¨nen angelegt. Die Vergabe von Start-
und Endterminen fu¨r die Fertigungsauftra¨ge wird als Durchlaufterminierung
bezeichnet. Bei der Durchlaufterminierung werden Verfahren zur Vorwa¨rts-,
Ru¨ckwa¨rts- und zur Doppelten Terminierung verwendet (vgl. Kurbel, 2005,
S. 139 ff.). Der Fertigungsauftrag umfasst sowohl den Arbeitsschritt des
Betriebs der Informationsinfrastruktur als auch die Arbeitsschritte zur
Bereitstellung. Start- und Endtermin des Betriebs sind durch den Kunden-
auftrag zur Erbringung der IT-Dienstleistung festgelegt. Im Rahmen der
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Durchlaufterminierung sind die Start- und Endtermine der Arbeitsschritte
zur Bereitstellung so zu definieren, dass mit dem Betrieb der Infrastruktur
entsprechend dem Kundenauftrag begonnen werden kann. Diese Restriktio-
nen lassen sich durch Einsatz der Ru¨ckwa¨rtsterminierung erfu¨llen, indem
ausgehend vom Endtermin der Erbringung der IT-Dienstleistung alle Ar-
beitsschritte ru¨ckwa¨rtsschreitend terminiert werden. Liegt der Starttermin
des ersten Arbeitsschritts der Bereitstellung in der Vergangenheit, kann der
Kundenauftrag in der vorliegenden Form nicht erfu¨llt werden. In diesem Fall
kann durch Vorwa¨rtsterminierung der fru¨heste Starttermin fu¨r den Betrieb
der Informationsinfrastruktur ermittelt werden. Der Kundenauftrag ist dem
Terminierungsergebnis anzupassen, da der vereinbarte zeitliche Rahmen zur
Erbringung der IT-Dienstleistung nicht eingehalten werden kann.
Bei der Durchlaufterminierung wird das tatsa¨chlich vorhandene Kapa-
zita¨tsangebot nicht beru¨cksichtigt. Im Rahmen der Kapazita¨tsplanung
wird das Kapazita¨tsangebot mit dem Kapazita¨tsbedarf durch Anpassungs-
maßnahmen in Einklang gebracht. Ein Defizit des Kapazita¨tsangebots
an Betriebsmitteln ist durch Beschaffung weiter Hardwarekomponenten
zu beseitigen. La¨sst sich der Starttermin der Durchlaufterminierung des
Arbeitsschritts zur Bereitstellung eines Betriebsmittels nicht mit der Wie-
derbeschaffungszeit vereinbaren, kann der Kundenauftrag in der vorliegenden
Form nicht erfu¨llt werden und muss angepasst werden. Kapazita¨tsengpa¨sse
treten u¨blicherweise beim Personal auf, das fu¨r die Bereitstellung der Be-
triebsmittel zusta¨ndig ist. Eine Beseitigung dieses Kapazita¨tsengpasses
erfolgt durch terminliche Anpassung, indem Arbeitsschritte unter Beachtung
der zeitlichen Reihenfolge auf einen fru¨heren Starttermin verschoben werden.
Als Ergebnis der Durchlaufterminierung und Kapazita¨tsplanung liegt ein
Grobplan fu¨r Produktionsmengen und -termine vor, der die Grundlage der
Fertigungssteuerung darstellt.
Fertigungssteuerung
Im Rahmen der Fertigungssteuerung werden die grobgeplanten Auftra¨ge zur
Fertigung freigegeben. Die Auftragsfreigabe stellt den U¨bergang von der Pro-
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Abbildung 3.4: (s,Q)-Politik (nach Mertens, 2004, S. 81)
duktionsplanung zur Produktionssteuerung dar. Die freigegebenen Auftra¨ge
werden im Rahmen der Feinterminierung konkreten Einzelbetriebsmitteln
zugeordnet.
In den zugrundeliegenden Arbeitspla¨nen wurden die virtuellen Betriebsmit-
tel durch Planbetriebsmittel beschrieben. Diese Planbetriebsmittel sind vor
der Auftragsfreigabe durch virtuelle Betriebsmittel zu ersetzen. Die virtuel-
len Betriebsmittel ko¨nnen entweder vor der Auftragsfreigabe entsprechend
den Spezifikationen der Planbetriebsmittel angelegt werden oder auf Vorrat
bereitgestellt werden. Die Vorratsbereitstellung kann auf Basis der soge-
nannten (s,Q)-Politik durchgefu¨hrt werden. Der Bestand an eingerichteten,
noch nicht zur Produktion eingesetzten virtuellen Betriebsmitteln wird als
Lagerbestand betrachtet. Nach jeder Freigabe eines Fertigungsauftrags wird
u¨berpru¨ft, ob der Bestand an nicht zur Produktion eingesetzten Betriebsmit-
teln einer Art den Wert s unterschreitet. Ist dies der Fall, wird ein neues Los
an virtuellen Betriebsmitteln der Gro¨ße Q eingerichtet. Die Wiederbeschaf-
fungszeit tw entspricht der Zeit, die zum Einrichten eines Loses Q virtueller
Betriebsmittel beno¨tigt wird. Der Bestand s ist so zu dimensionieren, dass
der Bedarf an Betriebsmitteln wa¨hrend der Wiederbeschaffungszeit tw nicht
den Sicherheitsbestand e beansprucht (siehe Abbildung 3.4).
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Abbildung 3.5: Zuordnung virtueller Betriebsmittel als
Bin-Packing-Problem
Planbetriebsmittel beschreiben den Kapazita¨tsbedarf als technisches Leis-
tungsvermo¨gen, der an ein virtuelles Betriebsmittel gestellt wird. Ein virtu-
elles Betriebsmittel wird nach den Spezifikationen eines Planbetriebsmittels
eingerichtet und ist einem physischen Betriebsmittel zugeordnet. Ein physi-
sches Betriebsmittel stellt ein Kapazita¨tsangebot als technisches Leistungs-
vermo¨gen zur Verfu¨gung.
Die Frage der Zuordnung der virtuellen Betriebsmittel zu physischen Be-
triebsmitteln la¨sst sich im Fall der Virtualisierung durch Partitionierung
als Bin-Packing-Problem beschreiben. Das Bin-Packing-Problem ist ein
NP-vollsta¨ndiges kombinatorisches Optimierungsproblem. Es beschreibt die
Fragestellung der Verteilung einer Menge an Objekten mit einer definierten
Gro¨ße auf eine Menge an Beha¨ltern mit einer vorgegebenen Gro¨ße (vgl.
Galambos und Woeginger, 1995, S. 25). Im Fall der Virtualisierung werden
die physischen Betriebsmittel als Beha¨lter betrachtet. Die virtuellen Be-
triebsmittel werden durch die zu verteilenden Objekte repra¨sentiert (siehe
Abbildung 3.5). Die Gro¨ße der Beha¨lter und Objekte wird durch das techni-
sche Leistungsvermo¨gen der Betriebsmittel bestimmt. Wird das technische
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Abbildung 3.6: Realisierung der Datenintegration
Leistungsvermo¨gen eines Betriebsmittels durch mehrere Gro¨ßen spezifiziert,
liegt ein mehrdimensionales Bin-Packing-Problem vor (vgl. Galambos und
Woeginger, 1995, S. 40). In Kapitel 6 wird die Betriebsmittelzuordnung
durch Lo¨sung des Bin-Packing-Problems ausfu¨hrlich dargestellt.
ITIL fordert den Einsatz einer Configuration Management Database zur
Verwaltung sa¨mtlicher Konfigurationselemente. Die Umsetzung der Kapa-
zita¨tswirtschaft in einem System zur Produktionsplanung und -steuerung
hat zur Folge, dass die Verwaltung der Konfigurationselemente teilweise von
diesem System u¨bernommen wird. Zur Vermeidung redundanter Datenhal-
tung ist eine Postintegration beider Systeme vorzunehmen. Postintegration
bezeichnet die nachtra¨gliche Integration von Datenbanken zu einer verteilten
Datenbank (vgl. Dadam, 1996, S. 96 ff.). Hierbei wird fu¨r beide Systeme ein
lokales Repra¨sentationsschema eingefu¨hrt, welches die lokalen Relationen, die
global zur Verfu¨gung gestellt werden sollen, in einer einheitlichen strukturel-
len Form repra¨sentiert. Die beiden lokalen Repra¨sentationsschemata werden
in einem globalen Schema integriert. Abbildung 3.6 veranschaulicht die
Integration. Im folgenden Abschnitt wird die Umsetzung der beschriebenen
Methoden und Datenstrukturen fu¨r SAP ERP beschrieben.
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3.2 Implementierungsansatz fu¨r SAP ERP
Im vorigen Abschnitt wurde aufgezeigt, wie die Methoden der Produktions-
planung und -steuerung auf den Betrieb eines Rechenzentrums angewendet
werden ko¨nnen. In diesem Abschnitt wird an einem einfachen Beispiel unter-
sucht, wie sich diese Methoden in SAP ERP implementieren lassen. Hierzu
wird im ersten Schritt eine geeignete Fertigungsart gewa¨hlt.
3.2.1 Auswahl der Fertigungsart
Die Fertigungsart definiert das Verfahren der Fertigung. In SAP ERP
wird zwischen diskreter Fertigung und Prozessfertigung unterschieden.
Serien- und Kanbanfertigung sind spezielle Arten der diskreten Fertigung.
Bei der Kanbanfertigung erfolgt die Produktionssteuerung auf Basis des
Materialbestands (vgl. Dickmann, 2007, S. 181 ff.). Da das Endprodukt IT-
Dienstleistung ein immaterielles Gut ist, das weder materielle Vorprodukte
noch Rohstoffe beno¨tigt, wird diese Fertigungsart nicht weiter betrachtet.
In Abschnitt 3.1.1 wurde der Produktionsprozess als Form der Serienferti-
gung definiert. In SAP ERP wird die Form der Serienfertigung eingesetzt,
wenn (vgl. SAP, 2007):
• dasselbe Erzeugnis u¨ber einen la¨ngeren Zeitraum hinweg produziert
wird,
• u¨ber einen bestimmten Zeitraum eine Gesamtmenge mit einer Produk-
tionsrate pro Teilperiode erzeugt wird und
• die Erzeugnisse die Betriebsmittel immer in der gleichen Reihenfolge
durchlaufen.
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Fu¨r die Phase des Betriebs der Informationsinfrastruktur treffen diese An-
forderungen zu. Fu¨r einen Kunden werden u¨ber einen la¨ngeren Zeitraum
hinweg identische Zeiteinheiten des Endprodukts IT-Dienstleistung produ-
ziert. Die Gesamtmenge an Zeiteinheiten des Endprodukts IT-Dienstleistung
wird mit einer definierten Produktionsrate erzeugt. Je Zeiteinheit wird genau
eine Mengeneinheit des Endprodukts erzeugt. Die Phase des Betriebs wird in
einem Arbeitsschritt abgebildet, der stets dieselben Betriebsmittel verwen-
det (siehe Abschnitt 3.1.1). Als Terminierungsverfahren wird die Taktter-
minierung eingesetzt. Hierbei werden im Gegensatz zur Durchlaufterminie-
rung nicht die Bearbeitungszeiten einzelner Arbeitsschritte sondern Taktzei-
ten verwendet. Es werden keine Kapazita¨tsbedarfe erzeugt (vgl. SAP, 2007).
In der Phase des Betriebs entspricht die Taktzeit der Zeiteinheit des Endpro-
dukts IT-Dienstleistung. Ist die Mengeneinheit des Endprodukts beispielswei-
se in Tagen dimensioniert, betra¨gt die Taktzeit zur Produktion eines Dienst-
leistungstages 24 Stunden.
Fu¨r die Phase der Bereitstellung der Informationsinfrastruktur ist der Ein-
satz der Serienfertigung jedoch nicht geeignet. Zur Herstellung einer Serie
von Zeiteinheiten des Endprodukts IT-Dienstleistung werden einmalig meh-
rere aufeinander abgestimmte Arbeitsschritte zum Ru¨sten der Betriebsmit-
tel ausgefu¨hrt. In der Phase der Bereitstellung mu¨ssen Kapazita¨tsengpa¨sse
insbesondere beim Personal beru¨cksichtigt werden. Diese Anforderung wird
durch eine Ru¨ckwa¨rtsterminierung der Bereitstellung (siehe Abschnitt 3.1.2)
erfu¨llt. Da bei der Taktterminierung keine Zufu¨hrungslinien beru¨cksichtigt
werden (vgl. SAP, 2007), ist der Einsatz der diskreten Fertigung fu¨r die Be-
reitstellung mit anschließender Serienfertigung der Phase des Betriebs der
Informationsinfrastruktur nicht sinnvoll.
Werden die Phasen Bereitstellung und Betrieb in einem Arbeitsplan abgebil-
det, wu¨rde sich die Fertigungsart der diskreten Fertigung anwenden lassen.
Der Einsatz von Virtualisierungstechniken hat jedoch zur Folge, dass zum
Zeitpunkt der Erstellung der Arbeitspla¨ne die eingesetzten virtuellen Be-
triebsmittel noch nicht existieren und somit noch nicht bekannt sind. Die
Verwendung von Planbetriebsmitteln bei der Erstellung von Arbeitspla¨nen
ist in der diskreten Fertigung nicht vorgesehen. Die diskrete Fertigung ist
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deshalb zur Produktionsplanung und -steuerung eines virtualisierten Rechen-
zentrums nicht geeignet.
Die Fertigungsart der Prozessfertigung ermo¨glicht den Einsatz von Planbe-
triebsmitteln bei der Erstellung von Arbeitspla¨nen. Die Funktionalita¨t der
diskreten Fertigung steht auch in der Prozessfertigung zur Verfu¨gung. Die
Produktionsplanung und -steuerung des Rechenzentrums wird deshalb in der
Komponente Produktionsplanung fu¨r die Prozessindustrie (PP-PI) von SAP
ERP durchgefu¨hrt.
Jede produzierte Serie des Endprodukts IT-Dienstleistung ist genau einem
Kundenauftrag zugeordnet. Die Fertigungsart ist somit als kundenauftrags-
orientierte Prozessfertigung definiert.
3.2.2 Stammdaten der Prozessfertigung
In Abschnitt 3.1.1 wurden die Datenstrukturen zur Produktionsplanung und
-steuerung eines virtualisierten Rechenzentrums spezifiziert. In diesem Ab-
schnitt wird an einem einfachen Beispiel gezeigt, wie diese Datenstruktu-
ren in SAP ERP bei kundenauftragsorientierter Prozessfertigung abgebildet
werden ko¨nnen. Hierzu wird exemplarisch ein Endprodukt definiert, wel-
ches dem Kunden ein SAP R© Business Information Warehouse (SAP BW)
als Endprodukt einer IT-Dienstleistung zur Verfu¨gung stellt. Das technische
Leistungsvermo¨gen der Rechnersysteme wird hierbei im proprieta¨ren Kapa-
zita¨tsmaß SAP Application Benchmark Performance Standard (SAPS) ange-
geben. Hierbei entsprechen 100 SAPS der standardisierten Verarbeitung von
2000 Bestellpositionen pro Stunde, die 6000 Benutzer-Interaktionsschritte er-
fordern (vgl. Mißbach, 2005, S. 145).
Die organisatorische Einheit, in der Produkte hergestellt werden, wird in
SAP ERP als Werk abgebildet (vgl. Benz und Ho¨flinger, 2008, S. 49). Das
Rechenzentrum als Produktionssta¨tte der IT-Dienstleistung wird als Werk
1000 angelegt.
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Materialstammsatz des Endprodukts
Materialspezifische Daten eines Unternehmens werden im Materialstamm-
satz verwaltet. Dem Kunden soll eine Anwendungssoftware SAP BW als
Endprodukt mit einem technischen Leistungsvermo¨gen von 2000 SAPS fu¨r
eine bestimmte Menge von Tagen zur Verfu¨gung gestellt werden. Das End-
produkt wird hierzu fu¨r das Werk 1000 als Material BW-2000-SAPS der
Materialart Fertigerzeugnis angelegt. Die Basismengeneinheit des Materials
ist Tage (TAG). Die Beschaffungsart des Materials ist Eigenfertigung (E), da
das Endprodukt vom Rechenzentrum selbst produziert wird.
Ressourcen
Personal und Betriebsmittel werden in der Prozessfertigung als Ressourcen
abgebildet. Ressourcen sind eindeutig einem Werk zugeordnet. Fu¨r die Be-
reitstellung des Endprodukts werden Administratoren als Personalressour-
ce beno¨tigt. Im Beispiel wird davon ausgegangen, dass im Rechenzentrum
acht Administratoren mit identischen Qualifikationen arbeiten. Im Werk 1000
wird eine Ressource ADMIN vom Typ Prozesseinheit angelegt. Fu¨r die Res-
source ADMIN wird eine Kapazita¨t vom Typ Person definiert. Die Kapa-
zita¨t der Administratoren besteht aus acht Einzelkapazita¨ten die werktags
von 8:00 Uhr bis 17:00 Uhr mit einer Stunde Pause zur Verfu¨gung stehen.
Folgende Betriebsmittel werden beno¨tigt, um dem Kunden ein SAP BW als
IT-Dienstleistung anbieten zu ko¨nnen:
• Rechnerkapazita¨t als virtueller Server,
• Sekunda¨rspeicherkapazita¨t als virtuelle Storagepartition und
• Kommunikationskapazita¨t als virtuelles Local Area Network (VLAN).
Fu¨r jeden eingesetzten Typ Betriebsmittel wird ein Planbetriebsmittel
als Planressource SE-00000 (Server), ST-00000 (Storage) und VL-00000
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Betriebsmittel Ressource Klassifizierung
Server SE-00001 Leistung<=1500 SAPS
SE-00002 Leistung<=2000 SAPS
SE-00003 Leistung<=2500 SAPS
Storagepartition ST-00001 Speicherplatz<=150 GByte
ST-00002 Speicherplatz<=200 GByte
ST-00003 Speicherplatz<=250 GByte
VLAN VL-00001 U¨bertragungsrate<=1000 MBit/s
VL-00002 U¨bertragungsrate<=1000 MBit/s
VL-00003 U¨bertragungsrate<=1000 MBit/s
Tabelle 3.1: Klassifizierung des technischen Leistungsvermo¨gens
(VLAN) vom Typ Prozesseinheit angelegt. Von den Administratoren werden
auf Vorrat jeweils drei virtuelle Server (SE-00001 bis SE-00003), drei virtu-
elle Storagepartitionen (ST-00001 bis ST-00003) und drei VLAN (VL-00001
bis VL-00003) eingerichtet. Jedes dieser Betriebsmittel soll vom Kunden 24
Stunden pro Tag genutzt werden ko¨nnen. Die Kapazita¨t vom Typ Prozess-
einheit steht von 0:00 Uhr bis 24:00 Uhr, sieben Tage in der Woche, ohne
Pausen zur Verfu¨gung.
Fu¨r jedes Betriebsmittel ist ein technisches Leistungsvermo¨gen zu spezifi-
zieren. In SAP ERP werden Klassifizierungen verwendet, um Objekte mit
Merkmalen zu beschreiben. Das technische Leistungsvermo¨gen der Betriebs-
mittel wird in den Ressourcen als Klassifizierungsmerkmal spezifiziert. Die
Klassifizierung des technischen Leistungsvermo¨gens der auf Vorrat bereitge-
stellten Betriebsmittel ist in Tabelle 3.1 zusammengefasst.
Planungsrezept
Arbeitspla¨ne werden in der Prozessfertigung als Planungsrezepte angelegt.
Planungsrezepte dienen dazu, die Herstellung von Produkten zu planen
und dienen als Vorlage fu¨r die Erstellung von Prozessauftra¨gen. Ein Pla-
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Abbildung 3.7: EPK der Bereitstellung
nungsrezept besteht aus einer Menge von Vorga¨ngen. Jedem Vorgang ist
eine Prima¨rressource zugeordnet, auf der dieser Vorgang ausgefu¨hrt wird.
Arbeitsschritte werden in der Prozessfertigung als Phasen abgebildet. Eine
Phase ist eindeutig einem Vorgang zugeordnet und belegt wa¨hrend ihrer
Ausfu¨hrung die Prima¨rressource des Vorgangs (vgl. SAP, 2007).
Die Bereitstellung und der Betrieb eines SAP BW sollen in einem Pla-
nungsrezept abgebildet werden. Die ereignisgesteuerte Prozesskette (EPK)
in Abbildung 3.7 beschreibt beispielhaft den Ablauf der Bereitstellung.
Die virtuellen Betriebsmittel sind auf Vorrat bereitgestellt und fu¨r die Ar-
beitsga¨nge zur Bereitstellung des SAP BW verfu¨gbar. Im ersten Schritt wird
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das Betriebssystem installiert. Auf dem Rechnersystem mit dem installierten
Betriebssystem wird im na¨chsten Arbeitsgang das Datenbankmanagement-
system eingerichtet. Im letzten Arbeitsgang wird das SAP BW installiert.
Im Beispiel werden alle Arbeitsga¨nge zur Bereitstellung manuell von einem
Administrator ausgefu¨hrt.
Bereitstellung und Betrieb sollen in einem Planungsrezept abgebildet werden.
Die im Planungsrezept eingesetzten Prima¨rressourcen sind die Betriebsmittel
Server, Storagepartition und VLAN sowie die Personalressource Adminis-
trator. Fu¨r jede Prima¨rressource wird ein eigener Vorgang definiert. Da
die tatsa¨chlich verwendeten Betriebsmittel zum Zeitpunkt der Erstellung
des Planungsrezepts nicht bekannt sind, werden die Planressourcen als
Prima¨rressourcen verwendet. In den Arbeitsga¨ngen zur Bereitstellung wer-
den alle vier Prima¨rressourcen eingesetzt. Deshalb wird in jedem Vorgang
fu¨r jeden Arbeitsgang eine Phase angelegt. Die Phasen eines Arbeitsgangs
in den jeweiligen Vorga¨ngen werden parallel ausgefu¨hrt. Die Arbeitsga¨nge
zur Bereitstellung sind unabha¨ngig von der Anzahl zu produzierender
Dienstleistungstage, somit ist die Dauer der entsprechenden Phasen men-
genunabha¨ngig. Bei der Terminierung des Planungsrezepts ko¨nnen Kapa-
zita¨tsengpa¨sse der Personalressourcen zu einer zeitlichen Verschiebung eines
Arbeitsgangs fu¨hren. Um zu verhindern, dass die Kapazita¨ten der Betriebs-
mittel zeitweise anderen Auftra¨gen zur Verfu¨gung stehen, wird die Dauer
der Phasen der Betriebsmittelvorga¨nge als dehnbar konfiguriert.
Als IT-Dienstleistung wird dem Kunden das SAP BW fu¨r eine bestimm-
te Menge von Tagen zur Verfu¨gung gestellt. Fu¨r den Betrieb werden die
Betriebsmittel Server, Storagepartition und VLAN beno¨tigt. Der Betrieb
des SAP BW wird in einem Arbeitsgang abgebildet. Der Arbeitsgang des
Betriebs wird im Vorgang jeder Prima¨rressource als Phase definiert. Diese
Phase ist abha¨ngig von der Anzahl zu produzierender Dienstleistungstage.
Die Produktionsdauer eines Dienstleistungstages betra¨gt mengenabha¨ngig
24 Stunden. Tabelle A.1 im Anhang fasst die wesentlichen Daten des Pla-
nungsrezepts zusammen.
In den Vorga¨ngen der Betriebsmittel Server, Storagepartition und VLAN
werden Planressourcen als Platzhalter fu¨r die virtualisierten Betriebsmittel
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verwendet. Um die Planressourcen spa¨ter gegen geeignete Ressourcen austau-
schen zu ko¨nnen, wird fu¨r jeden Vorgang eine Ressourcenauswahlbedingung
spezifiziert. Im Beispiel sollen folgende Ressourcenauswahlbedingungen gel-
ten, um ein SAP BW mit einem technischen Leistungsvermo¨gen von 2000
SAPS betreiben zu ko¨nnen:
• Virtueller Server: Leistung=2000 SAPS,
• Virtuelle Storagepartition: Speicherplatz=200 GByte und
• VLAN: U¨bertragungsrate=1000 MBit/s.
Im folgenden Abschnitt werden die definierten Stammdaten verwendet, um
eine Produktionsplanung durchzufu¨hren.
3.2.3 Durchfu¨hrung der Prozessfertigung
Im vorigen Abschnitt wurden die Stammdaten der Prozessfertigung de-
finiert. Auf Basis dieser Stammdaten wird die Produktionsplanung und
-steuerung durchgefu¨hrt. Im Beispiel bestellt ein Kunde ein SAP BW als
IT-Dienstleistung fu¨r den Zeitraum von fu¨nf Tagen. Das System soll dem
Kunden ab dem 17.3.2009 zur Verfu¨gung stehen.
Terminauftrag anlegen
Im Modul Vertrieb (SD) wird ein Terminauftrag angelegt, um die IT-
Dienstleistung zu bestellen. Terminauftra¨ge werden im Vertrieb verwendet,
um die Lieferung zu einem bestimmten Termin zu veranlassen (vgl. Maassen
et al., 2006, S. 431). Die Produktion des Materials BW-2000-SAPS entspricht
der Erbringung der IT-Dienstleistung. Der Liefertermin im Terminauftrag
wird verwendet, um den Zeitpunkt zu spezifizieren, an dem die Erbringung
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der IT-Dienstleistung abgeschlossen ist. Die Auftragsmenge entspricht dem
Zeitraum der Erbringung der IT-Dienstleistung und wird genau fu¨r einen
Kunden produziert. Der Terminauftrag soll im Rechenzentrum in Kunden-
einzelfertigung (vgl. Benz und Ho¨flinger, 2008, S. 161 f.) mit folgenden
Auftragsdaten ausgefu¨hrt werden:
• Auftragsart: Terminauftrag,
• Material: BW-2000-SAPS,
• Werk: 1000,
• Lieferdatum: 22.3.2009,
• Auftragsmenge: 5 TAG und
• Bedarfsart: Kundeneinzelfertigung.
Planauftrag erzeugen
Im Rahmen der Bedarfsplanung wird der Terminauftrag in einen Planauftrag
u¨berfu¨hrt. Ein Planauftrag ist das Ergebnis der Bedarfsplanung und stellt
eine Anforderung zur Beschaffung eines bestimmten Materials zu einem fest-
gelegten Termin dar. Aus der Eigenfertigungszeit im Materialstammsatz wer-
den durch Ru¨ckwa¨rtsterminierung Eckstart- und Endtermin ermittelt (vgl.
SAP, 2007). Der Planauftrag beinhaltet die Beschaffung einer Menge von
fu¨nf Tagen des Materials BW-2000-SAPS zum 22.3.2009.
Prozessauftrag erzeugen
Das Material BW-2000-SAPS soll in Eigenfertigung produziert werden. Ein
Prozessauftrag wird fu¨r die Herstellung einer bestimmten Menge eines Ma-
terials zu einem bestimmten Termin verwendet. Der Prozessauftrag wird auf
Basis des Planungsrezepts aus dem Planauftrag erzeugt (vgl. SAP, 2007).
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Aus dem Planauftrag wird ein Prozessauftrag fu¨r die Produktion einer Men-
ge von fu¨nf Tagen des Materials BW-2000-SAPS zum 22.3.2009 erstellt.
Terminierung des Prozessauftrags
Ausgehend vom Eckendtermin wird der Prozessauftrag ru¨ckwa¨rtsterminiert.
Der spa¨teste Starttermin der Phasen zum Betrieb des SAP BW ist der
17.3.2009 um 0:00 Uhr. Zu diesem Termin wird dem Kunden die Dienstleis-
tung zur Verfu¨gung gestellt. Der Betrieb des SAP BW wird am 21.3.2009
um 24:00 Uhr beendet. Die einzelnen Phasen der Bereitstellung werden ent-
sprechend dem Planungsrezept vor dem Betrieb ausgefu¨hrt. Tabelle A.2 im
Anhang zeigt die wesentlichen Daten der Terminierung des Prozessauftrags.
Ressourcenauswahl
Im Planungsrezept werden die virtualisierten Betriebsmittel durch Planres-
sourcen beschrieben. Im Prozessauftrag werden diese Planressourcen in den
entsprechenden Vorga¨ngen durch tatsa¨chliche Ressourcen ersetzt. Die Res-
sourcenauswahl wird anhand der Ressourcenauswahlbedingungen des Pla-
nungsrezepts durchgefu¨hrt. Zur Auswahl werden die Ressourcen angeboten,
deren Klassifizierungsmerkmale den Ressourcenauswahlbedingungen entspre-
chen. Die Ressourcenauswahl wird manuell durchgefu¨hrt. Die Planressourcen
werden durch die Ressourcen SE-00002, ST-00002 und VL-00001 ersetzt.
Tabelle A.2 im Anhang zeigt das Ergebnis der Ressourcenauswahl im Pro-
zessauftrag. Ansa¨tze fu¨r eine automatisierte Entscheidungsfindung werden in
Kapitel 6 aufgezeigt.
Kapazita¨tsabgleich
Der Kapazita¨tsabgleich ist Teil der Kapazita¨tsplanung. Ziel des Kapa-
zita¨tsabgleichs ist die Verbesserung der Kapazita¨tsauslastung, der Termin-
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treue und der Durchlaufzeiten. Wesentliche Aufgaben des Kapazita¨tsabgleichs
sind die geeignete Auswahl und Belegung von Ressourcen sowie der Ausgleich
von U¨ber- und Unterbelastungen. Der Kapazita¨tsabgleich wird in grafischen
oder tabellarischen Plantafeln durchgefu¨hrt (vgl. SAP, 2007).
Auftragsfreigabe
Vor der Durchfu¨hrung der eigentlichen Produktion der IT-Dienstleistung
muss der Prozessauftrag zur Fertigung freigegeben werden. Voraussetzung
fu¨r die Auftragsfreigabe ist die Substitution aller Planressourcen durch
tatsa¨chliche Ressourcen. Die Auftragsfreigabe ist manuell durchzufu¨hren,
da die Ressourcenauswahl eine automatische Auftragsfreigabe verhindert.
Mit der Auftragsfreigabe erfolgt die U¨bergabe des Prozessauftrags an die
Produktion. Nach der Auftragsfreigabe ko¨nnen die Arbeitspapiere gedruckt
werden. Arbeitspapiere sind Dokumente, die fu¨r die Ru¨ckmeldung verwendet
werden (vgl. Maassen et al., 2006, S. 366 f.).
Ru¨ckmeldung
Der Bearbeitungsstand eines Prozessauftrags wird durch Ru¨ckmeldungen ak-
tualisiert. Voraussetzung fu¨r die Ausfu¨hrung von Ru¨ckmeldungen ist die Auf-
tragsfreigabe. Ru¨ckmeldungen geben Auskunft daru¨ber, welche Gut- und
Ausschussmengen produziert, wieviel Zeit dafu¨r in Anspruch genommen und
durch welche Ressourcen der Vorgang ausgefu¨hrt wurde. Die Kapazita¨ten
der betroffenen Ressourcen werden entlastet und die entstandenen Istkosten
verrechnet (vgl. Benz und Ho¨flinger, 2008, S. 250 f.). Die Ru¨ckmeldung des
Prozessauftrags wird auf Phasenebene vorgenommen.
Die Fertigungsart der Prozessfertigung ermo¨glicht die Anbindung von Pro-
zesssteuerungssystemen. Durch den Einsatz von Prozesssteuerungssystemen
ko¨nnen Ru¨ckmeldungen automatisiert u¨ber Prozessmeldungen durchgefu¨hrt
werden (vgl. SAP, 2007).
Bei der Ausfu¨hrung des Prozessauftrags werden Bewegungsdaten erzeugt.
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Diese Bewegungsdaten ermo¨glichen eine qualitative Bewertung der Produk-
tionsplanung und -steuerung.
3.3 Bewertung der Kapazita¨tswirtschaft
Aufgabe der Kapazita¨tswirtschaft ist die Sicherstellung einer den An-
forderungen gerecht werdenden Bereitstellung und U¨berwachung der IT-
Kapazita¨ten (vgl. Zarnekow et al., 2005, S. 49). Im folgenden Abschnitt
soll ein Qualita¨tsmodell erstellt werden, das eine Bewertung ermo¨glicht,
inwieweit die Kapazita¨tswirtschaft auf Ressourcenebene im Rechenzentrum
diesen Anforderungen gerecht wird.
3.3.1 Qualita¨t
Qualita¨t ist ein Maßstab dafu¨r, wie gut oder schlecht eine betrachtete Einheit
die Forderung an ihre Beschaffenheit erfu¨llt (vgl. Geiger und Kotte, 2008, S.
67 ff.). Somit wird durch Qualita¨t eine Relation zwischen einer realisierten
und einer geforderten Beschaffenheit an eine Einheit dargestellt. Dabei be-
zeichnet eine Einheit das, was einzeln beschrieben und betrachtet werden
kann (vgl. Geiger und Kotte, 2008, S. 61 ff.). Eine Einheit kann demnach
materiell wie Produkte oder Personen oder immateriell wie Ta¨tigkeiten sein.
Die Beschaffenheit einer Einheit ist dabei die Gesamtheit der inha¨renten
Merkmale und ihrer Werte, die zur Einheit selbst geho¨ren.
Bei der Bestimmung der Qualita¨t einer Einheit kommen Qualita¨tsmodelle
zum Einsatz. Sie legen die operationalen Qualita¨tsmerkmale fu¨r jede be-
trachtete Einheit fest (vgl. Heinrich et al., 2004, S. 547). Eine Zerlegung
der Qualita¨t in einzelne Merkmale ermo¨glicht eine Zuordnung von Kenn-
gro¨ßen, die quantifizierbar sind. Qualita¨tsanforderungen legen fest, welche
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Qualita¨tsmerkmale im konkreten Fall als relevant erachtet werden und wel-
che Auspra¨gungen diese Merkmale erreichen sollen. Zur Bewertung der Qua-
lita¨tsmerkmale sind Qualita¨tsstufen zu definieren. Es ist festzulegen, welche
Qualita¨tsstufen erreicht werden sollen (vgl. Balzert, 1998, S. 269 ff.). Eine
Qualita¨tsstufe ist ein Wertebereich auf einer Skala, mit deren Hilfe die be-
trachtete Einheit entsprechend den festgelegten Qualita¨tsanforderungen klas-
sifiziert wird (vgl. ISO/IEC 9126-1, 2001, S. 2).
Nominal-, Ordinal-, Intervall- und Verha¨ltnisskala ko¨nnen als Skalentypen
zur Abbildung der Qualita¨tsstufen eingesetzt werden. Zwischen diesen Ska-
lentypen existiert eine hierarchische Ordnung (vgl. Rasch et al., 2006, S.
9 ff.). Die Nominalskala verfu¨gt u¨ber das niedrigste Skalenniveau. Fu¨r die
Werte auf einer Nominalskala gilt Exklusivita¨t und Exhaustivita¨t. Unter-
schiedliche Auspra¨gungen der Qualita¨tsmerkmale werden unterschiedlichen
Qualita¨tsstufen zugeordnet. Es existiert eine Qualita¨tsstufe fu¨r jede beob-
achtete oder potentielle Auspra¨gung eines Qualita¨tsmerkmals.
Fu¨r die Ordinalskala gelten dieselben Eigenschaften wie fu¨r die Nominalskala.
Zusa¨tzlich repra¨sentieren die Qualita¨tsstufen Unterschiede einer bestimmten
Gro¨ße in Bezug auf das Qualita¨tsmerkmal. Aus diesen Unterschieden la¨sst
sich eine hierarchische Ordnung der Qualita¨tsstufen ableiten.
Die Intervallskala schließt die Eigenschaften der Ordinalskala ein. Weiterhin
werden u¨ber gleich große Absta¨nde der Qualita¨tsstufen gleich große Absta¨nde
der Qualita¨tsmerkmale abgebildet.
Neben den aufgefu¨hrten Eigenschaften wird bei einer Verha¨ltnisskala ein
Nullpunkt fu¨r ein Qualita¨tsmerkmal definiert. Dieser Nullpunkt definiert den
Zustand, in dem die betrachtete Einheit u¨ber keine Qualita¨t verfu¨gt.
Zur Bewertung eines Qualita¨tsmerkmals kann es notwendig sein, eine Skalen-
transformation durchzufu¨hren. Grundsa¨tzlich kann ein ho¨heres Skalenniveau
in ein niedrigeres u¨berfu¨hrt werden (vgl. Weiß, 2005, S. 26 f.).
Um ein Qualita¨tsmerkmal einer Qualita¨tsstufe zuordnen zu ko¨nnen, muss es
ermittelbar sein. Unter Ermittlung wird die Bestimmung eines oder mehre-
rer Werte einer oder mehrerer betrachteter Einheiten verstanden. Versuch,
Test, Untersuchung und Messung sind Methoden zur Ermittlung eines Qua-
lita¨tsmerkmals (vgl. Geiger und Kotte, 2008, S. 118). Die Qualita¨tsmerkmale
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von Dienstleistungen lassen sich folgenden Dimensionen zuordnen (vgl. Do-
nabedian, 1980, S. 83):
• Potentialqualita¨t,
• Prozessqualita¨t und
• Ergebnisqualita¨t.
Die zur Erbringung der Dienstleistung notwendigen Leistungsvorausset-
zungen werden durch die Potentialqualita¨t bewertet. Die Qualita¨t der
Aktivita¨ten wa¨hrend der Leistungserstellung wird durch die Prozessqua-
lita¨t abgebildet. Die U¨bereinstimmung von versprochener Leistung und
dem Dienstleistungsergebnis wird durch die Ergebnisqualita¨t beschrieben
(vgl. Ziemeck, 2006, S. 24). Bei Dienstleistungen finden Produktion und
Konsumtion simultan statt (vgl. Bruhn, 2006, S. 21). Prozess- und Ergeb-
nisqualita¨t beziehen sich somit beide auf die Phase der Leistungserstellung,
repra¨sentieren jedoch verschiedene Sichten auf diesen Prozess. Die Prozess-
qualita¨t beschreibt die Erfu¨llung der Forderungen an die Beschaffenheit der
IT-Dienstleistung aus Sicht des Anbieters. Aus Sicht des Kunden ist die
Ergebnisqualita¨t die relevante Qualita¨tsdimension.
Die konkreten Anforderungen an die Dienstleistungsqualita¨t aus Kunden-
und Anbietersicht werden im Rahmen der Qualita¨tsplanung festgelegt
(vgl. Bruhn, 2006, S. 253). Im folgenden Abschnitt werden die Qua-
lita¨tsmerkmale von IT-Dienstleistungen identifiziert, die im Rahmen der
Kapazita¨tswirtschaft vom Rechenzentrum beeinflussbar sind. Diese Qua-
lita¨tsmerkmale sollen eine Bewertung der Qualita¨t der Kapazita¨tswirtschaft
im Rechenzentrum ermo¨glichen.
3.3.2 Qualita¨t der Kapazita¨tswirtschaft
Die vom Rechenzentrum erbrachte IT-Dienstleistung ist die Einheit, de-
ren Qualita¨t aus Kunden- und Anbietersicht bewertet werden soll. Es
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werden ausschließlich Qualita¨tsmerkmale betrachtet, die im Rahmen der
Kapazita¨tswirtschaft beeinflusst werden ko¨nnen und messbar sind. Die
Qualita¨tsmerkmale der IT-Dienstleistung als Ausbringung der Produktions-
funktion werden aus Kunden- und Anbietersicht durch die Verfu¨gbarkeit der
geforderten Kapazita¨ten bestimmt. Die Verfu¨gbarkeit als Qualita¨tsmerkmal
la¨sst sich in drei Hauptmerkmale untergliedern:
• Bereitstellung zum vereinbarten Termin,
• zeitliche Verfu¨gbarkeit und
• technisches Leistungsvermo¨gen.
Die Qualita¨tsstufen der Merkmale werden in Service Level Vereinbarungen
zwischen Anbieter und Kunden definiert. Service Level legen dabei fest,
welche Qualita¨tsstufen erreicht werden sollen. Service Level Vereinbarungen
sind Bestandteil des Service Level Managements der IT Infrastructure Li-
brary (vgl. OGC, 2007a, S. 66).
Mit dem Kunden wird ein Termin vereinbart, ab dem die Erbringung
der IT-Dienstleistung beginnt. Rechtzeitig zu diesem Termin mu¨ssen alle
Arbeitsschritte zur Bereitstellung beendet sein. Das Qualita¨tsmerkmal der
Bereitstellung zum vereinbarten Termin wird u¨ber die zeitliche Differenz zwi-
schen geplanter und tatsa¨chlicher Beendigung der Bereitstellung bestimmt.
Eine U¨berschreitung des Bereitstellungstermins mindert die Qualita¨t der
IT-Dienstleistung aus Kunden- und Anbietersicht. Werden die beno¨tigten
Potentialfaktoren zu fru¨h bereitgestellt, fu¨hrt dies aus Anbietersicht zu Res-
sourcenineffizienz und mindert die Qualita¨t. Aus Kundensicht kann eine zu
fru¨he Bereitstellung die Qualita¨t jedoch erho¨hen, da die IT-Dienstleistung
schon fru¨her als geplant zur Verfu¨gung steht. Beno¨tigt der Kunde die
IT-Dienstleistung erst zum vereinbarten Termin, bleibt die Qualita¨t un-
vera¨ndert. Die Datenerhebung kann anhand des Fertigungsauftrags u¨ber die
zeitliche Abweichung der Arbeitsschritte zur Bereitstellung von den Plan-
werten durchgefu¨hrt werden. Die Bereitstellung zum vereinbarten Termin
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ist die zur Erbringung der Dienstleistung notwendige Leistungsvorausset-
zung. Das Qualita¨tsmerkmal beschreibt somit die kapazita¨tswirtschaftlich
relevante Potentialqualita¨t der IT-Dienstleistung. Es werden die Effizienz
des Ressourceneinsatzes an Potentialfaktoren und die Zuverla¨ssigkeit der
Bereitstellung bewertet.
Fu¨r den Zeitraum der Leistungserstellung werden dem Kunden Potential-
faktoren zur Verfu¨gung gestellt. Der Ausfall von Potentialfaktoren mindert
die Qualita¨t der IT-Dienstleistung aus Kunden- und Anbietersicht. Dem
Kunden steht die IT-Dienstleistung fu¨r den Zeitraum des Ausfalls nicht zur
Verfu¨gung. Fu¨r den Anbieter entsteht zusa¨tzlicher Aufwand bei der Wieder-
herstellung der Verfu¨gbarkeit. Der Ausfall eines Potentialfaktors mindert die
Anzahl der vom Konsumenten beziehbaren Zeiteinheiten und damit auch die
Produktionsmenge des Fertigungsprodukts IT-Dienstleistung. Die Kennzahl
Mean Time Between Failures (MTBF) beschreibt den mittleren Abstand
zwischen zwei Ausfa¨llen. Die mittlere Dauer der Reparatur wird durch die
Kennzahl Mean Time To Repair (MTTR) ermittelt (vgl. Ma´rquez, 2007,
S. 266 f.). Das Qualita¨tsmerkmal der prozentualen zeitlichen Verfu¨gbarkeit
la¨sst sich aus den Kennzahlen MTBF und MTTR wie folgt errechnen (vgl.
Adam, 1989, S. 179):
Zeitliche Verfu¨gbarkeit =
MTBF
MTTR +MTBF
· 100 (3.1)
Die Datenerhebung kann anhand der Protokollierung der Ausfallzeiten durch-
gefu¨hrt werden. Aus Anbietersicht beschreibt die zeitliche Verfu¨gbarkeit, ob
die Aktivita¨ten wa¨hrend der Leistungserstellung entsprechend den Anfor-
derungen ausgefu¨hrt werden. Die zeitliche Verfu¨gbarkeit ist aus Anbie-
tersicht ein Qualita¨tsmerkmal der Prozessqualita¨t. Aus Kundensicht kann
anhand der zeitlichen Verfu¨gbarkeit die U¨bereinstimmung von versproche-
ner Leistung und Dienstleistungsergebnis beschrieben werden. Die zeitliche
Verfu¨gbarkeit ist aus Kundensicht ein Qualita¨tsmerkmal der Ergebnisqua-
lita¨t. Es beschreibt die Zuverla¨ssigkeit der IT-Dienstleistung aus Kunden-
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und Anbietersicht.
Mit dem Kunden wird vereinbart, u¨ber welches technische Leistungs-
vermo¨gen die einzelnen Potentialfaktoren verfu¨gen sollen. Der Einsatz von
Virtualisierungstechniken kann beispielsweise zu einem U¨berangebot oder ei-
nem Defizit an technischem Leistungsvermo¨gen fu¨hren. Eine Unterschreitung
des vereinbarten technischen Leistungsvermo¨gens mindert die Qualita¨t der
IT-Dienstleistung aus Kunden- und Anbietersicht. Stellt ein U¨berangebot an
technischem Leistungsvermo¨gen fu¨r den Kunden einen Mehrwert dar, fu¨hrt
dies aus Kundensicht zu einer Erho¨hung der Qualita¨t. Aus Anbietersicht
fu¨hrt ein U¨berangebot zu Ressourcenineffizienz und mindert die Qualita¨t.
Das Qualita¨tsmerkmal des technischen Leistungsvermo¨gens wird anhand des
tatsa¨chlichen technischen Leistungsvermo¨gens eines Potentialfaktors ermit-
telt. Die Bestimmung dieses Qualita¨tsmerkmals erfolgt durch Messung des
technischen Leistungsvermo¨gens eines Potentialfaktors in definierten Zeit-
intervallen und dem Vergleich mit dem Planwert. Die Datenerhebung kann
durch Monitoring (vgl. Mansouri-Samani und Sloman, 1992, S. 1 ff.) mittels
geeigneter Werkzeuge durchgefu¨hrt werden. Die technische Verfu¨gbarkeit
wa¨hrend der Leistungserstellung beschreibt die Ausfu¨hrung der Aktivita¨ten
entsprechend den Anforderungen an die IT-Dienstleistung. Die technische
Verfu¨gbarkeit ist somit aus Anbietersicht ein weiteres Qualita¨tsmerkmal
der Prozessqualita¨t. Es beschreibt die Effizienz des Ressourceneinsatzes.
Die U¨bereinstimmung von versprochener Leistung und Dienstleistungser-
gebnis la¨sst sich aus Kundensicht anhand der technischen Verfu¨gbarkeit
beschreiben. Aus Kundensicht ist die technische Verfu¨gbarkeit ein weiteres
Qualita¨tsmerkmal der Ergebnisqualita¨t. Es beschreibt die Zuverla¨ssigkeit
der IT-Dienstleistung.
In Tabelle 3.2 sind die Zuordnungen zwischen Qualita¨tsmerkmalen, Qua-
lita¨tsdimensionen und Qualita¨tssichten zusammengefasst. Die beschrie-
benen Qualita¨tsmerkmale stehen in einer Abha¨ngigkeitsbeziehung. Die
U¨berschreitung des Bereitstellungstermins fu¨hrt auch zu einer Reduzierung
der zeitlichen Verfu¨gbarkeit. Steht eine IT-Dienstleistung dem Kunden zeit-
lich nicht zur Verfu¨gung, ist auch keine technische Verfu¨gbarkeit gegeben.
Aus Kundensicht kann die Minderung der Qualita¨t eines Potentialfaktors
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Qualita¨tsdimensionen
Qualita¨tsmerkmale Potentialqualita¨t Prozessqualita¨t Ergebnisqualita¨t
Bereitstellung
Ressourceneffizienz
(Anbietersicht),
Zuverla¨ssigkeit
(Kundensicht)
- -
Zeitliche
Verfu¨gbarkeit -
Zuverla¨ssigkeit
(Anbietersicht)
Zuverla¨ssigkeit
(Kundensicht)
Technisches
Leistungsvermo¨gen -
Ressourceneffizienz
(Anbietersicht)
Zuverla¨ssigkeit
(Kundensicht)
Tabelle 3.2: Zuordnungen zwischen Qualita¨tsmerkmalen,
Qualita¨tsdimensionen und Qualita¨tssichten
zur Minderung der Qualita¨t weiterer Potentialfaktoren fu¨hren. So entsteht
beispielsweise aus der Nichtverfu¨gbarkeit der Kommunikationskapazita¨t auch
eine Nichtverfu¨gbarkeit der Prozessorkapazita¨t, obwohl aus Anbietersicht
technisch genu¨gend Prozessorkapazita¨t bereitgestellt wird.
Ein U¨berangebot an technischer Verfu¨gbarkeit verdeutlicht, dass Qua-
lita¨tsmerkmale aus Kunden- und Anbietersicht gegensa¨tzlich bewertet wer-
den ko¨nnen. Aus Kundensicht kann ein U¨berangebot als Mehrwert positiv
bewertet werden, wa¨hrend aus Anbietersicht dies als Ressourcenineffizienz
negativ bewertet wird.
Zur Bewertung der Qualita¨tsmerkmale soll eine einheitliche Skala ver-
wendet werden. Die Verwendung einheitlicher Skalenstufen vereinfacht die
Qualita¨tsanalyse. Qualita¨tsdefizite einzelner Qualita¨tsmerkmale ko¨nnen so
eindeutig identifiziert werden. Verschiedene Qualita¨tsmerkmale sind bei Ver-
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wendung einer einheitlichen Skala vergleichbar. Folgenden Qualita¨tsstufen
lassen sich alle Qualita¨tsmerkmale zuordnen:
• Qualita¨t verletzt SLA:
Die Qualita¨t erfu¨llt nicht die zwischen Anbieter und Kunde vereinbar-
ten Service-Level.
• Schlechte Qualita¨t:
Die Qualita¨t erfu¨llt die vereinbarten Service-Level, wird jedoch aus ei-
nem bestimmten Grund negativ bewertet.
• Gute Qualita¨t:
Die Qualita¨t erfu¨llt die vereinbarten Service-Level und wird aus keinem
Grund negativ bewertet.
• Sehr gute Qualita¨t:
Die vereinbarten Service-Level werden deutlich u¨bererfu¨llt und aus kei-
nem Grund negativ bewertet. Die U¨bererfu¨llung stellt einen Mehrwert
dar.
Die Qualita¨tsstufen werden auf einer Ordinalskala abgebildet. Die gemes-
senen quantitativen Qualita¨tsmerkmale werden hierbei durch eine Skalen-
transformation in nichtquantitative ordinale Qualita¨tsstufen u¨berfu¨hrt.
Die Qualita¨t der Bereitstellung verletzt die Service-Level, wenn der ver-
einbarte Bereitstellungstermin u¨berschritten wird. Die Qualita¨t wird als
gut bewertet, wenn der Bereitstellungstermin eingehalten wird. Ist die
Bereitstellung deutlich vor dem vereinbarten Termin abgeschlossen, wird
das Qualita¨tsmerkmal aus Anbietersicht als schlecht bewertet. Der Grund
hierfu¨r ist Ressourcenineffizienz. Aus Kundensicht wird eine Bereitstellung
deutlich vor dem vereinbarten Zeitpunkt als gut bewertet. Falls der Kunde
das System bereits zu diesem Zeitpunkt nutzen kann, wird die Bereitstellung
als sehr gut bewertet. Zur Bewertung ist ein Zeitintervall zu definieren, ab
dem der Bereitstellungstermin als deutlich unterschritten gilt. Abbildung 3.8
veranschaulicht die Qualita¨tsstufen des Qualita¨tsmerkmals Bereitstellung
aus Anbieter- und Kundensicht. Im Beispiel wird die Bereitstellung auf
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SLA verletzt
gut gut
sehr gut schlecht
Anbietersicht
(Abweichung in Tagen)
Kundensicht
0
Qualitätsmerkmal Bereitstellung
−3
(Potentialqualität) (Potentialqualität)
SLA verletzt
Abbildung 3.8: Qualita¨tsmerkmal Bereitstellung aus Anbieter- und
Kundensicht
Tagesebene terminiert. Das Qualita¨tsmerkmal ist die Differenz zwischen
geplanter und tatsa¨chlicher Bereitstellung in Tagen. Eine Unterschreitung
des Bereitstellungstermins von drei Tagen wurde als deutliche Abweichung
vom vereinbarten Termin definiert.
Die Qualita¨t der zeitlichen Verfu¨gbarkeit verletzt die Service-Level, wenn die
vereinbarte Verfu¨gbarkeit der IT-Dienstleistung unterschritten wird. Die zeit-
liche Verfu¨gbarkeit wird u¨blicherweise in Prozent angegeben und bezieht sich
auf den Zeitraum der Leistungserstellung. Die Einhaltung der vereinbarten
zeitlichen Verfu¨gbarkeit wird aus Anbieter- und Kundensicht gut bewertet.
Eine deutliche U¨bererfu¨llung der vereinbarten zeitlichen Verfu¨gbarkeit wird
aus Anbieter- und Kundensicht sehr gut bewertet. Zur Bewertung ist ein
Prozentwert zu definieren, ab dem die vereinbarte zeitliche Verfu¨gbarkeit als
deutlich u¨bererfu¨llt gilt.
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gut gut
sehr gut
Kundensicht
(Prozessqualität)(Ergebnisqualität)
sehr gut
(Verfügbarkeit in Prozent)
Qualitätsmerkmal zeitliche Verfügbarkeit
100
99,7
99,5
Anbietersicht
SLA verletzt SLA verletzt
Abbildung 3.9: Qualita¨tsmerkmal zeitliche Verfu¨gbarkeit aus Anbieter- und
Kundensicht
Abbildung 3.9 veranschaulicht die Qualita¨tsstufen des Qualita¨tsmerkmals
zeitliche Verfu¨gbarkeit aus Anbieter- und Kundensicht. Im Beispiel wur-
de eine zeitliche Verfu¨gbarkeit von 99,5 % mit dem Kunden vereinbart.
Eine tatsa¨chliche zeitliche Verfu¨gbarkeit von 99,7 % wurde als deutliche
U¨bererfu¨llung der vereinbarten zeitlichen Verfu¨gbarkeit definiert.
Die Qualita¨t der technischen Verfu¨gbarkeit verletzt die Service-Level, wenn
das technische Leistungsvermo¨gen eines Potentialfaktors den mit dem Kun-
den vereinbarten Wert unterschreitet. Die technische Verfu¨gbarkeit jedes
Potentialfaktors stellt hierbei ein eigensta¨ndiges Qualita¨tsmerkmal dar. Die
Einhaltung des technischen Leistungsvermo¨gens wird aus Anbieter- und
Kundensicht als gut bewertet. Steht dem Kunden deutlich mehr technisches
Leistungsvermo¨gen zur Verfu¨gung als vereinbart und stellt dieses zusa¨tzliche
Leistungsvermo¨gen einen Mehrwert dar, wird dies aus Kundensicht als
sehr gut bewertet. Aus Anbietersicht liegt in diesem Fall eine Ressource-
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SLA verletzt
gut gut
sehr gut
Kundensicht
(Prozessqualität)(Ergebnisqualität)
Qualitätsmerkmal technisches Leistungsvermögen
schlecht
Anbietersicht
2000
2200
(Prozessorkapazität in MIPS)
SLA verletzt
Abbildung 3.10: Qualita¨tsmerkmal technisches Leistungsvermo¨gen aus
Anbieter- und Kundensicht
nineffizienz vor, die zu einer schlechten Bewertung der Qualita¨t fu¨hrt. Zur
Bewertung ist fu¨r jeden Potentialfaktor ein Wert festzulegen, ab dem deut-
lich mehr technisches Leistungsvermo¨gen als vereinbart zur Verfu¨gung steht.
Abbildung 3.10 veranschaulicht die Qualita¨tsstufen des Qualita¨tsmerkmals
technische Verfu¨gbarkeit aus Anbieter- und Kundensicht. Im Beispiel wird
die Abweichung der Prozessorkapazita¨t vom vereinbarten technischen Leis-
tungsvermo¨gen bewertet. Eine Abweichung von 200 MIPS wird als deutliche
U¨bererfu¨llung des technischen Leistungsvermo¨gens definiert.
3.4 Zusammenfassung
Der Forschungsgegenstand IT-Dienstleistung la¨sst sich in einem System zur
Produktionsplanung und -steuerung abbilden. Die Hypothese wurde durch
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ein Referenzmodell besta¨tigt. Das Referenzmodell wurde anhand eines Pro-
totypen erfolgreich evaluiert. Ein neues Anwendungsgebiet der Wirtschaft
fu¨r den Einsatz von Systemen zur Produktionsplanung und -steuerung konn-
te erschlossen werden.
Bei der Besta¨tigung der Hypothese wurde von der Bedingung ausgegan-
gen, dass der Einsatz von Virtualisierungstechniken aus Sicht der Kapa-
zita¨tswirtschaft sinnvoll ist. Im folgenden Kapitel wird die Gu¨ltigkeit dieser
Bedingung als eigene Forschungsfrage untersucht.
Es wurde festgestellt, dass die Methode der Produktionsprogrammplanung
nicht ausreicht, um die Planung des Kapazita¨tsbedarfs an Potentialfaktoren
im Rechenzentrum durchzufu¨hren. Die Planung des Kapazita¨tsbedarfs wird
als eigene Forschungsfrage in Kapitel 5 untersucht.
Die Evaluation des Referenzmodells durch einen Prototypen fu¨hrte zu der
Erkenntnis, dass die Zuordnung der Betriebsmittel durch standardisierte Me-
thoden der Produktionsplanung und -steuerung nicht automatisiert durch-
gefu¨hrt werden kann. Die Automatisierung der Betriebsmittelzuordnung wird
als eigene Forschungsfrage in Kapitel 6 untersucht.
Kapitel 4
Planung des
Kapazita¨tsangebots
Im vorigen Kapitel wurde das Rechenzentrum als Produktionsbetrieb be-
schrieben. Es wurde davon ausgegangen, dass der Einsatz von Virtualisie-
rungstechniken aus Sicht der Kapazita¨tswirtschaft sinnvoll ist. In diesem Ka-
pitel wird diese Behauptung als eigene Forschungsfrage untersucht. Folgende
Hypothese soll u¨berpru¨ft werden:
Der Einsatz von Virtualisierungstechniken fu¨hrt zu Einsparungen
des Kapazita¨tsangebots.
Bei der Besta¨tigung der Hypothese wird davon ausgegangen, dass die Auslas-
tung der virtuellen Server einer Verteilungsfunktion unterliegt. Basierend auf
der Warteschlangentheorie wird ein mathematisch-formales Modell zur Pla-
nung des Kapazita¨tsangebots fu¨r physische und virtuelle Server entwickelt.
Es wird untersucht, welchen Einfluss die Virtualisierung von Servern auf die
Kapazita¨tsangebotsplanung hat.
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4.1 Bestimmung der kritischen
Serverauslastung
Der Betreiber eines Rechenzentrums kann das Kapazita¨tsangebot eines
Rechnersystems nicht vollsta¨ndig in Anspruch nehmen, da dies zu einem
inakzeptablen Antwortzeitverhalten fu¨hrt. Die Inanspruchnahme des Ka-
pazita¨tsangebots wird als Serverauslastung bezeichnet. Unter Verwendung
der Warteschlangentheorie la¨sst sich im Modell zeigen, ab welchem Grad
der Serverauslastung ein Rechnersystem nicht mehr den Kundenanforderun-
gen genu¨gt. Eine Warteschlange kann als zeitkontinuierliche Markovkette
modelliert werden.
4.1.1 Markovketten
Markovketten sind stochastische Prozesse, die folgende Eigenschaft erfu¨llen
(vgl. Zikun und Xiangqun, 1992, S. 20):
P (Xtn+1 = in+1|Xt0 = i0, ..., Xtn = in) = P (Xtn+1 = in+1|Xtn = in) (4.1)
Der Zeitpunkt tn kann als Gegenwart interpretiert werden. Die Zeitpunkte
t0, ..., tn−1 repra¨sentieren die Vergangenheit. Fu¨r den zuku¨nftigen Zeitpunkt
tn+1 ist die bedingte Wahrscheinlichkeit fu¨r das Eintreten des Ereignisses
Xtn+1 nur von dem gegenwa¨rtigen Ereignis Xtn abha¨ngig. Die Folge von Er-
eignissen Xt0 , ..., Xtn ist fu¨r das Eintreten von Xtn+1 irrelevant (vgl. Kolmo-
goroff, 1936, S. 155).
Formel 4.1 beschreibt die U¨bergangswahrscheinlichkeit pij von einem Zustand
i zu einem Zustand j innerhalb eines vorgegebenen Zeitintervalls u, v (vgl.
Bolch, 1998, S. 49):
pij(u, v) = P (Xv = j|Xu = i) (4.2)
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Ha¨ngt die U¨bergangswahrscheinlichkeit pij nur von der Differenz der Zeit-
punkte u und v und nicht von den Zeitpunkten selber ab, wird die Markov-
kette als zeithomogen bezeichnet. Fu¨r den zeithomogenen Fall gilt:
pij(t, t+ ∆t) = pij(0,∆t) (4.3)
Wird die Menge aller U¨bergangswahrscheinlichkeiten p in einer Matrix P
abgebildet, gilt im zeithomogenen Fall:
P (t, t+ ∆t) = P (0,∆t) (4.4)
Die Wahrscheinlichkeit, dass sich der Server zum Zeitpunkt u im Zustand
i befindet betra¨gt pii(u). Die Wahrscheinlichkeit pij(v), dass sich der Server
zum Zeitpunkt v im Zustand j befindet, errechnet sich aus der Summe aller
U¨bergangswahrscheinlichkeiten von i nach j unter der Vorbedingung pii(u):
pij(v) =
∑
i∈S
pij(u, v)pii(u) (4.5)
Die Menge der Zustandswahrscheinlichkeiten pii(u) kann in einem Vektor
~pi(u) = (pi0(u), pi1(u), pi1(u), ...) zusammengefasst werden. In Vektorschreib-
weise gilt fu¨r die Zustandwahrscheinlichkeiten ~pi(v):
~pi(v) = ~pi(u)P (u, v) (4.6)
Im zeithomogenen Fall ist die Zustandswahrscheinlichkeit ~pi nur von der Zeit-
differenz ∆t abha¨ngig:
~pi(t+ ∆t) = ~pi(t)P (0,∆t) (4.7)
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Der Differentialquotient aus der Zustandswahrscheinlichkeit ~pi und der Zeit
t la¨sst sich im zeithomogenen Fall wie folgt herleiten:
lim
∆t→0
~pi(t+ ∆t) = lim
∆t→0
~pi(t)P (0,∆t)
lim
∆t→0
~pi(t+ ∆t)− ~pi(t) = lim
∆t→0
~pi(t)P (0,∆t)− ~pi(t)
lim
∆t→0
~pi(t+ ∆t)− ~pi(t)
∆t
= lim
∆t→0
~pi(t)P (0,∆t)− ~pi(t)
∆t
d~pi(t)
dt
= lim
∆t→0
~pi(t)P (0,∆t)− ~pi(t)
∆t
d~pi(t)
dt
= ~pi(t) lim
∆t→0
P (0,∆t)− E
∆t
(4.8)
Die Matrix E repra¨sentiert die Einheitsmatrix. Im Folgenden wird eine Ma-
trix als Intensita¨tsmatrix Q definiert, wenn sie im zeithomogenen Fall folgen-
de Eigenschaften erfu¨llt:
Q = lim
∆t→0
P (0,∆t)− E
∆t
qij = lim
∆t→0
pij(0,∆t)
∆t
fu¨r i 6= j
qii = lim
∆t→0
pii(0,∆t)− 1
∆t
(4.9)
Der Differentialquotient aus der Zustandswahrscheinlichkeit ~pi(t) und der Zeit
t lautet somit im zeithomogenen Fall:
d~pi(t)
dt
= ~pi(t)Q
dpij(t)
dt
=
∑
i∈S
qijpii(t)
(4.10)
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Die Variable qij beschreibt die U¨bergangsrate von einem Zustand i in einen
Zustand j. Fu¨r die Zustandsu¨berga¨nge wird eine Poissonverteilung mit einer
Ereignisrate λ unterstellt. Fu¨r diese Verteilung ist die Wahrscheinlichkeit,
dass ein Ereignis innerhalb eines kleinen Zeitintervalls ∆t eintritt anna¨hernd
λ∆t (vgl. Fahrmeir, 2004, S. 350). Fu¨r Formel 4.9 folgt:
lim
∆t→0
pij(0,∆t) = λij∆t
qij = λij
(4.11)
Die Wahrscheinlichkeit, dass sich die Markovkette in einem stabilen Zustand
befindet, wird als Gleichgewichtswahrscheinlichkeit bezeichnet. Die Gleichge-
wichtswahrscheinlichkeit pii, dass sich die Markovkette im stabilen Zustand i
befindet, entspricht der Konvergenz der Zustandswahrscheinlichkeit pii(t) im
Zeitverlauf:
pii = lim
t→∞
pii(t) (4.12)
Aus dem Differentialquotient der Zustandswahrscheinlichkeit pij(t) und der
Zeit t (Formel 4.10) la¨sst sich der Differentialquotient aus der Gleichgewichts-
wahrscheinlichkeit pij und der Zeit t herleiten:
lim
t→∞
dpij(t)
dt
= lim
t→∞
∑
i∈S
qijpii(t)
d lim
t→∞
pij(t)
dt
=
∑
i∈S
qij lim
t→∞
pii(t)
dpij
dt
=
∑
i∈S
qijpii
(4.13)
Befindet sich die Markovkette im Gleichgewicht, wird ihr stationa¨rer Zustand
im weiteren Zeitverlauf nicht mehr gea¨ndert. Die Gleichgewichtswahrschein-
lichkeit ist somit zeitunabha¨ngig:
dpii
dt
= 0 (4.14)
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pi0
λ
pipi1 pi2 n... ...
λ λ λ λ
ν ν ν ν ν
Abbildung 4.1: Warteschlange als Markov-Kette (nach Bolch, 1998, S. 105)
Aus der Zeitunabha¨ngigkeit la¨sst sich folgende Beziehung zwischen der In-
tensita¨tsmatrix Q und der Gleichgewichtswahrscheinlichkeit ~pi herleiten:
0 =
∑
i∈S
qijpii
~0 = ~piQ
(4.15)
4.1.2 Warteschlangen als Markovketten
Im Modell wird der Server als Wartschlange abgebildet. An den Server werden
Anfragen gestellt, die durch Ereignisse repra¨sentiert werden. Diese Ereignisse
unterliegen einer Poissonverteilung. Die Ankunftsrate λ definiert die Anzahl
von Anfragen an den Server, die in einem bestimmten Zeitintervall eintreffen.
Mit dem Eintreffen einer neuen Anfrage a¨ndert sich der Zustand i des Servers
in den Zustand i+ 1. Die Zustandswahrscheinlichkeit pii(t) repra¨sentiert die
Wahrscheinlichkeit, dass sich i Anfragen zum Zeitpunkt t im Server befinden.
Der Server arbeitet diese Anfragen ab. Ist eine Anfrage abgearbeitet, wird
dies durch ein Ereignis abgebildet. Dieses Ereignis unterliegt ebenfalls einer
Poissonverteilung. Die Bearbeitungsrate ν definiert die Anzahl von Anfragen,
die vom Server in einem bestimmten Zeitintervall abgearbeitet werden. Die
Ankunfts- und Bearbeitungsraten λ und ν sind konstant und unabha¨ngig von
der Anzahl an Anfragen. In Abbildung 4.1 ist dieser Zusammenhang grafisch
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dargestellt. Die Intensita¨tsmatrix Q fu¨r den beschriebenen Server lautet:
Q =

−λ λ 0 0 . . .
ν −(λ+ ν) λ 0 . . .
0 ν −(λ+ ν) λ . . .
0 0 ν −(λ+ ν) . . .
...
...
...
...
. . .

(4.16)
Eine Warteschlange ist eine spezielle zeitkontinuierliche Markovkette, bei
der Zustandsu¨berga¨nge nur zwischen benachbarten Zusta¨nden zula¨ssig sind.
Aus dem Zustand, dass sich im Server Null Anfragen befinden, ist nur ein
U¨bergang in den Zustand einer Anfrage zula¨ssig. Die Anzahl an Anfragen,
die sich im Server befinden, kann im Modell beliebig groß werden. Fu¨r die
Warteschlange wird Zeithomogenita¨t unterstellt. Da aus dem Zustand, in
dem sich Null Anfragen im Server befinden, nur eine Zustandsa¨nderung in
eine Richtung mo¨glich ist, folgt aus der Bedingung 4.15 fu¨r die erste Spalte
der gegebenen Intensita¨tsmatrix Q:
0 = −pi0λ+ pi1ν (4.17)
Befinden sich eine oder mehr Anfragen im Server, ist eine Zustandsa¨nderung
in beide Richtungen mo¨glich. Aus der Bedingung 4.15 folgt fu¨r alle weiteren
Spalten der Intensita¨tsmatrix Q:
0 = −pik(λ+ ν) + pik−1λ+ pik+1ν fu¨r k > 0 (4.18)
Durch vollsta¨ndige Induktion la¨sst sich folgender Zusammenhang zwischen
der Gleichgewichtswahrscheinlichkeit pi und den Ankunfts- und Bearbei-
tungsraten λ und ν zeigen:
pik = pi0
(
λ
ν
)k
fu¨r k > 0 (4.19)
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Die Behauptung 4.19 gilt fu¨r den Fall k = 1. Die Gleichgewichtswahrschein-
lichkeit fu¨r eine Anfrage im Server la¨sst sich aus Formel 4.17 herleiten:
0 = −pi0λ+ pi1ν
pi1 = pi0
(
λ
ν
)1 (4.20)
Im Induktionsschritt la¨sst sich zeigen, dass fu¨r k + 1 gilt:
pik+1 = pi0
(
λ
ν
)k+1
(4.21)
Durch Einsetzen der Behauptung 4.19 in Formel 4.17 folgt:
0 = −pi0
(
λ
ν
)k
(λ+ ν) + pi0
(
λ
ν
)k−1
λ+ pik+1ν
0 = −pi0
(
λ
ν
)k
(λ+ ν) + pi0
(
λ
ν
)k−1
νλ
ν
+ pik+1ν
0 = pi0
(
λ
ν
)k
(λ+ ν)− pi0
(
λ
ν
)k
ν − pik+1ν
pik+1 =
pi0
(
λ
ν
)k
(λ+ ν)− pi0
(
λ
ν
)k
ν
ν
pik+1 = pi0
(
λ
ν
)k (
λ+ ν − ν
ν
)
pik+1 = pi0
(
λ
ν
)k+1
q. e. d.
(4.22)
Anhand der Wahrscheinlichkeit, dass sich der Server im Gleichgewicht mit k
unbearbeiteten Anfragen befindet, kann die Auslastung des Servers ermittelt
werden.
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4.1.3 Auslastung des Servers
Das Verha¨ltnis zwischen Ankunfts- und Bearbeitungsrate beschreibt die Aus-
lastung ρ des Servers. Damit die Anzahl nicht bearbeiteter Anfragen nicht
unendlich groß wird, muss die Bearbeitungsrate gro¨ßer sein als die Ankunfts-
rate:
ρ =
λ
ν
< 1 (4.23)
Die Wahrscheinlichkeit, dass sich der Server im Gleichgewicht mit k unbear-
beiteten Anfragen befindet, lautet in Abha¨ngigkeit von der Serverauslastung
ρ und gegebener Wahrscheinlichkeit, dass sich der Server im Gleichgewicht
mit Null Anfragen befindet:
pik = pi0
(
λ
ν
)k
fu¨r k > 0
= pi0ρ
k
(4.24)
Nach dem Gesetz der totalen Wahrscheinlichkeit betra¨gt die Summe aller
mo¨glichen Gleichgewichtswahrscheinlichkeiten, in denen sich der Server be-
finden kann, Eins:
1 = pi0 +
∞∑
k=1
pi0ρ
k (4.25)
Aus Formel 4.25 la¨sst sich die Wahrscheinlichkeit fu¨r den Zustand herleiten,
in dem sich der Server im Gleichgewicht mit Null Anfragen befindet:
pi0 =
1
1 +
∞∑
k=1
ρk
=
1
1− ρ0 +
∞∑
k=0
ρk
=
1
∞∑
k=0
ρk
(4.26)
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Fu¨r die Konvergenz der unendlichen Reihe im Divisor gilt (vgl. Ghorpade
und Limaye, 2006, S. 47 f.):
∞∑
k=0
ρk =
1
1− ρ (4.27)
Die Wahrscheinlichkeit, dass sich der Server im Gleichgewicht mit Null An-
fragen befindet, lautet somit:
pi0 = 1− ρ (4.28)
In Formel 4.24 la¨sst sich durch Einsetzen der Formel 4.28 die Wahrschein-
lichkeit eliminieren, dass sich der Server im Gleichgewicht mit Null Anfragen
befindet. Die Wahrscheinlichkeit, dass sich der Server im Gleichgewicht mit
k unbearbeiteten Anfragen befindet, lautet in Abha¨ngigkeit der Serveraus-
lastung ρ:
pik = pi0ρ
k
= (1− ρ)ρk
(4.29)
Aus den Gleichgewichtswahrscheinlichkeiten, dass sich der Server im Gleich-
gewicht mit k unbearbeiteten Anfragen befindet, la¨sst sich die mittlere An-
zahl an Anfragen bestimmen, die sich im Server befinden:
K =
∞∑
k=1
kpik
=
∞∑
k=1
k(1− ρ)ρk
= (1− ρ)
∞∑
k=1
kρk
= (1− ρ)(−0ρ0 +
∞∑
k=0
kρk)
(4.30)
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= (1− ρ)(−0ρ0 +
∞∑
k=0
kρk)
= (1− ρ)
∞∑
k=0
kρk
= ρ(1− ρ)
∞∑
k=0
k
ρk
ρ
= ρ(1− ρ)
∞∑
k=0
kρk−1
= ρ(1− ρ)
d
∞∑
k=0
ρk
dρ
(4.31)
Durch Substitution der unendlichen Reihe nach Formel 4.27 betra¨gt die mitt-
lere Anzahl an Anfragen, die sich im Server befinden, in Abha¨ngigkeit von
der Serverauslastung ρ (vgl. Bolch, 1998, S. 214):
K = ρ(1− ρ)
d
1
1− ρ
dρ
=
ρ
1− ρ
(4.32)
Der Satz von Little (vgl. Little, 1961, S. 383 ff.) beschreibt die mittlere Anzahl
von Anfragen im Server in Abha¨ngigkeit von der Ankunftsrate λ und der
mittleren Antwortzeit K:
K = λT (4.33)
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Abbildung 4.2: Antwortzeit in Abha¨ngigkeit von der Serverauslastung
Durch Einsetzten des Satzes von Little in Formel 4.32 la¨sst sich die mittlere
Antwortzeit T in Abha¨ngigkeit von der Serverauslastung ρ und der Ankunfts-
rate λ der Anfragen bestimmen:
T =
ρ
λ(1− ρ) (4.34)
Abbildung 4.2 zeigt die Entwicklung der mittleren Antwortzeit T in Abha¨n-
gigkeit von der Serverauslastung ρ fu¨r eine Ankunftsrate von 100 Anfragen
pro Sekunde an einen Server (λ = 100). Aus der Abbildung wird ersichtlich,
dass ein Server nicht zu 100% ausgelastet werden kann, da die Antwortzeit in
diesem Fall gegen unendlich strebt. Aus Formel 4.34 folgt fu¨r die Auslastung
ρ des Servers:
ρ =
Tλ
1 + Tλ
(4.35)
Sind fu¨r einen Server die mittlere Antwortzeit und die Ankunftsrate der An-
fragen bekannt, la¨sst sich durch Formel 4.35 die kritische Auslastung des
Servers ρ∗ bestimmen, die nicht u¨berschritten werden darf.
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Abbildung 4.3: Ankunftsrate λ im Zeitverlauf
4.2 Bestimmung des Kapazita¨tsangebots
Bei der Bestimmung der kritischen Serverauslastung wurde davon ausgegan-
gen, dass die Ankunftsrate λ der Anfragen im Zeitverlauf konstant ist. In der
Realita¨t sind zu verschiedenen Zeiten verschiedene Ankunftsraten fu¨r Anfra-
gen an einen Server zu beobachten. Die Ankunftsrate ist somit nicht konstant
sondern unterliegt Schwankungen im Zeitverlauf. Im Modell wird angenom-
men, dass die Ankunftsrate in verschiedenen Zeitintervallen auf unterschied-
lichen Niveaus konstant ist (siehe Abbildung 4.3). Innerhalb eines Zeitinter-
valls stellt sich fu¨r die Anfragen im Modell ein Gleichgewichtszustand ein.
Die Ankunftsrate λ, die zur Bestimmung der kritischen Serverauslastung
verwendet wird, entspricht der maximalen Ankunftsrate, die der Server bear-
beiten ko¨nnen muss, um unkritisches Antwortzeitverhalten zu gewa¨hrleisten.
Die Niveaus der Ankunftsrate λ unterliegen selbst einer Verteilungsfunkti-
on. Fu¨r die Niveaus der Ankunftsrate wird im Modell eine Normalverteilung
unterstellt. Aus Formel 4.23 folgt, dass auch die Serverauslastung ρ einer
Normalverteilung unterliegt, wenn die Niveaus der Ankunftsrate durch eine
Normalverteilung bestimmt sind.
70 Planung des Kapazita¨tsangebots
4.2.1 Verteilungsfunktion des Kapazita¨tsbedarfs
Ein Server verfu¨gt u¨ber ein Kapazita¨tsangebot cA, das sein technisches Leis-
tungsvermo¨gen beschreibt. Der Bedarf an technischem Leistungsvermo¨gen,
der durch Anfragen an den Server in Anspruch genommen wird, stellt den Ka-
pazita¨tsbedarf cB dar. Die Auslastung des Servers ρ la¨sst sich als Verha¨ltnis
aus Kapazita¨tsangebot cA und Kapazita¨tsbedarf cB beschreiben:
ρ =
cB
cA
(4.36)
Da die Serverauslastung ρ einer Normalverteilung unterliegt, wird auch der
Kapazita¨tsbedarf cB durch eine Normalverteilung bestimmt. Der Anteil an
Serveranfragen, die einen bestimmten Kapazita¨tsbedarf nicht u¨berschreiten,
la¨sst sich durch die Verteilungsfunktion F der Normalverteilung bestimmen:
F (cB) = P (C ≤ cB) 1√
2piσ
cB∫
−∞
exp
(
−(cB − µ)
2
2σ2
)
(4.37)
Das Integral der Verteilungsfunktion des Kapazita¨tsbedarfs cB la¨sst sich nicht
analytisch berechnen und durch bekannte Funktionen in geschlossener Form
beschreiben (vgl. Fahrmeir, 2004, S. 294). Die Normalverteilung des Ka-
pazita¨tsbedarfs wird deshalb durch die Weibullverteilung approximiert. Die
Verteilungsfunktion F (x; Θ) der 3-Parameter-Weibullverteilung betra¨gt (vgl.
Murthy et al., 2003, S. 9):
F (x; Θ) = 1− exp
[
−
(
x− γ
α
)β]
fu¨r x ≥ γ (4.38)
Die Parameter der Verteilungsfunktion sind durch Θ = {α, β, γ} als
Skalierungs-, Form- und Lageparameter definiert. Die Dichtefunktion der
Weibullverteilung ist gegeben als (vgl. Murthy et al., 2003, S. 54):
f(x) =
β
α
(
x− γ
α
)β−1
− exp
[
−
(
x− γ
α
)β]
fu¨r x ≥ γ (4.39)
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Der Erwartungswert der 3-Parameter-Weibullverteilung wird u¨ber die
Skalierungs-, Form- und Lageparameter bestimmt (vgl. Murthy et al.,
2003, S. 54):
µ = E(X) = γ + αΓ
(
1 +
1
β
)
(4.40)
Die Skalierungs- und Formparameter definieren die Varianz der 3-Parameter-
Weibullverteilung (vgl. Murthy et al., 2003, S. 52):
σ2 = α2
[
Γ
(
1 +
2
β
)
−
[
Γ
(
1 +
1
β
)]2]
(4.41)
U¨ber den Formparameter β wird die Schiefe der Weibullverteilung festgelegt.
Der Formparameter la¨sst sich so definieren, dass die Weibullverteilung die
Normalverteilung approximiert (vgl. Dubey, 1967, S. 78):
β = 3, 60232 (4.42)
Fu¨r den Formgebungsparameter β, der die Normalverteilung approximiert,
ergeben sich folgende Werte der Gammafunktion (vgl. Bronshtein et al., 2007,
S. 1063):
Γ
(
1 +
1
β
)
= Γ
(
1 +
1
3, 60232
)
≈ 0, 90072
Γ
(
1 +
2
β
)
= Γ
(
1 +
2
3, 60232
)
≈ 0, 88964
(4.43)
Der Skalierungsparameter α betra¨gt in Abha¨ngigkeit von der Varianz σ2 fu¨r
den Formparameter β, der die Normalverteilung approximiert:
α =
√
σ2
0, 07834
(4.44)
Der Lageparameter γ betra¨gt in Abha¨ngigkeit von der Varianz σ2 und dem
Erwartungswert µ fu¨r den Formparameter β, der die Normalverteilung ap-
proximiert:
γ = µ− 0, 90072 ·
√
σ2
0, 07834
(4.45)
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Die durch die 3-Parameter-Weibullverteilung approximierte Verteilungsfunk-
tion des Kapazita¨tsbedarfs cB betra¨gt somit:
F (cB) = 1− exp
[
−
(
cB − γ
α
)β]
= 1− exp
−

cB − µ− 0, 90072 ·
√
σ2
0, 07834√
σ2
0, 07834

3,60232

(4.46)
4.2.2 Berechnung des Kapazita¨tsangebots
Der Anteil an Serveranfragen, durch den ein bestimmter Kapazita¨tsbedarf
cB u¨berschritten wird, ergibt sich aus der Differenz der totalen Wahrschein-
lichkeit und der Verteilungsfunktion des Kapazita¨tsbedarfs F (cB). Fu¨r einen
gegebenen Kapazita¨tsbedarf, der einer Normalverteilung unterliegt, die durch
die 3-Parameter-Weibullverteilung approximiert wird, betra¨gt der Anteil an
kritischen Serveranfragen κ, die einen Kapazita¨tsbedarf cB u¨berschreiten:
κ = P (C > cB) = 1− F (cB)
κ = exp
[
−
(
cB − γ
α
)β] (4.47)
Ist die kritische Serverauslastung ρ∗ bekannt, la¨sst sich der Kapazita¨tsbedarf
cB nach Formel 4.36 ersetzen:
κ = exp
[
−
(
ρ∗cA − γ
α
)β]
(4.48)
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Aus Formel 4.48 la¨sst sich das Kapazita¨tsangebot cA in Abha¨ngigkeit
von dem Erwartungswert µ und der Standardabweichung σ2 des Kapa-
zita¨tsbedarfs cB sowie der kritischen Serverauslastung κ ermitteln:
exp
[
−
(
ρ∗cA − γ
α
)β]
= κ
−
(
ρ∗cA − γ
α
)β
= ln(κ)
ρ∗cA − γ
α
= [− ln(κ)]
1
β
cA =
α [− ln(κ)]
1
β + γ
ρ∗
(4.49)
Fu¨r Form-, Skalierungs- und Lageparameter bei approximierter Normalver-
teilung betra¨gt das beno¨tigte Kapazita¨tsangebot cA eines Servers mit einem
Anteil von κ Serveranfragen, die im kritischen Bereich liegen du¨rfen:
cA =
√
σ2
0, 07834
[− ln(κ)]
1
3,60232 + µ− 0, 90072 ·
√
σ2
0, 07834
ρ∗
=
√
σ2
0, 07834
(
[− ln(κ)]
1
3,60232 − 0, 90072
)
+ µ
ρ∗
(4.50)
Das Kapazita¨tsangebot wird somit durch den Erwartungswert und die Stan-
dardabweichung des Kapazita¨tsbedarfs, die Anzahl an Anfragen die in einem
definierten Zeitabschnitt bearbeitet werden sollen, sowie die mittlere Ant-
wortzeit einer Anfrage bestimmt. Im na¨chsten Schritt wird der Einfluss der
Virtualisierung auf das Kapazita¨tsangebot untersucht.
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4.2.3 Berechnung des Kapazita¨tsangebots bei
Virtualisierung
Ein physischer Server kann in mehrere virtuelle Server partitioniert werden.
Im Modell wird eine Virtualisierungstechnik unterstellt, die es ermo¨glicht, das
Kapazita¨tsangebot des physischen Servers dynamisch den virtuellen Servern
zuzuteilen. Das Kapazita¨tsangebot des physischen Servers kann im vollen
Umfang den virtuellen Servern zur Verfu¨gung gestellt werden. Im Modell
existiert somit kein Virtualisierungsoverhead. Die Kapazita¨tsbedarfe der vir-
tuellen Server stellen statistische Zufallsgro¨ßen dar. Diese Zufallsgro¨ßen sind
korreliert, wenn zwischen ihnen eine statistische Abha¨ngigkeit besteht (vgl.
Wunsch und Schreiber, 2006, S. 41). Die Kapazita¨tsbedarfe der virtuellen Ser-
ver sollen unkorreliert sein. Fu¨r die Kovarianzmatrix (vgl. Fahrmeir, 1996, S.
23) gilt:
cov(x) =

σ11 . . . σ1n
...
. . .
...
σn1 . . . σnn
 mit σij =
{
0, i 6= j
σi, i = j
(4.51)
Der Erwartungswert des Kapazita¨tsbedarfs des physischen Servers E(CPB)
ist die Summe der Erwartungswerte der Kapazita¨tsbedarfe der virtuellen
Server E(CV B) (vgl. Mosler und Schmid, 2006, S. 140):
E(CPB) = E(CV B1 + CV B2 + ...+ CV Bn)
=
n∑
i=1
E(CV Bi) =
n∑
i=1
µV Bi
(4.52)
Die Varianz des Kapazita¨tsbedarfs des physischen Servers Var(CPB) betra¨gt
fu¨r zwei virtuelle Server im allgemeinen Fall (vgl. Mosler und Schmid, 2006,
S. 140):
Var(CPB) = Var(CV B1 + CV B2)
= Var(CV B1) + Var(CV B2) + 2 cov(CV B1, CV B2)
(4.53)
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Die Verteilungen der Kapazita¨tsbedarfe der virtuellen Server sollen im Modell
unkorreliert sein. Die Varianz des Kapazita¨tsbedarfs des physischen Servers
fu¨r n virtuelle Server ist in diesem Fall:
Var(CPB) = σ
2
PB = Var(CV B1 + CV B2 + ...+ CV Bn)
=
n∑
i=1
Var(CV Bi) =
n∑
i=1
σ2V Bi
(4.54)
Bei vernachla¨ssigtem Virtualisierungsoverhead ist das Kapazita¨tsangebot
cPA des physischen Servers die Summe der Kapazita¨tsangebote cV Ai der
virtuellen Server:
cPA =
n∑
i=1
cV Ai (4.55)
Im Modell wird vereinfachend angenommen, dass auf einem physischen Ser-
ver n identische virtuelle Server betrieben werden. Der Erwartungswert und
die Standardabweichung der Kapazita¨tsbedarfe sind fu¨r jeden der virtuellen
Server gleich. Erwartungswert E(CPB) und Varianz Var(CPB) des Kapa-
zita¨tsbedarfs des physischen Server betragen:
E(CPB) = µPB = nµV B
Var(CPB) = σ
2
PB = nσ
2
V B
(4.56)
Fu¨r n identische virtuelle Server betra¨gt das Kapazita¨tsangebot cPA des phy-
sischen Servers:
cPA = ncV A (4.57)
Formel 4.50 beschreibt das Kapazita¨tsangebot eines physischen Servers ohne
Virtualisierung:
cPA =
√
σ2PB
0, 07834
(
[− ln(κ)]
1
3,60232 − 0, 90072
)
+ µPB
ρ∗
(4.58)
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Erwartungswert und Varianz des physischen Servers lassen sich nach Formel
4.56 durch Erwartungswert und Varianz der virtuellen Server ersetzen. Das
notwendige Kapazita¨tsangebot cPA eines physischen Servers mit n identi-
schen virtuellen Servern betra¨gt in Abha¨ngigkeit von der kritischen Server-
auslastung ρ∗, dem Anteil an Anfragen κ, die im kritischen Bereich liegen
du¨rfen, dem Erwartungswert des Kapazita¨tsbedarfs eines virtuellen Servers
µV B und der Varianz des Kapazita¨tsbedarfs eines virtuellen Servers σ
2
V B:
cPA =
√
nσ2V B
0, 07834
(
[− ln(κ)]
1
3,60232 − 0, 90072
)
+ nµV B
ρ∗
(4.59)
Da der physische Server aus n identischen virtuellen Servern besteht, la¨sst
sich das beno¨tigte Kapazita¨tsangebot des physischen Servers anteilig auf die
virtuellen Server umlegen:
cPA
n
= cV A =
√
nσ2V B
0, 07834
(
[− ln(κ)]
1
3,60232 − 0, 90072
)
+ nµV B
ρ∗n
=
√
σ2V B
0, 07834n
(
[− ln(κ)]
1
3,60232 − 0, 90072
)
+ µV B
ρ∗
(4.60)
Behauptung: Sollen weniger als die Ha¨lfte aller Serveranfragen zu einem
kritischen Kapazita¨tsbedarf fu¨hren (κ < 0, 5), sinkt das notwendige Kapa-
zita¨tsangebot je virtuellem Server mit steigender Zahl an virtuellen Servern.
Beweis: Wenn die Aussage wahr ist, muss fu¨r κ < 0, 5 die Formel 4.60 eine
stetig fallende Funktion sein:
dcV A
dn
= −
√
σ2V B
0, 07834
2n
3
2ρ∗︸ ︷︷ ︸
Faktor1
(
[− ln(κ)]
1
3,60232 − 0, 90072
)
︸ ︷︷ ︸
Faktor2
< 0 (4.61)
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Fu¨r eine positive Anzahl virtueller Server n und eine positive Serverauslas-
tung ρ ist Faktor 1 stets negativ. Somit muss fu¨r Faktor 2 gelten:
[− ln(κ)]
1
3,60232 − 0, 90072 > 0
[− ln(κ)]
1
3,60232 > 0, 90072
− lnκ > 0, 900723,60232
lnκ < −0, 68615
κ < e−0,68615
κ < 0, 50351 ≈ 0, 5 q. e. d.
(4.62)
Aus Sicht der Kapazita¨tsplanung ist es sinnvoll, so viele virtuelle Server
wie mo¨glich auf einem physischen Server zu betreiben. Auf einem unend-
lich großen physischen Server mit unendlich vielen virtuellen Servern ist das
beno¨tigte Kapazita¨tsangebot eines virtuellen Servers das Verha¨ltnis aus dem
Erwartungswert des Kapazita¨tsbedarfs und der kritischen Serverauslastung:
lim
n→∞
cPA
n
=
µV B
ρ∗
(4.63)
Ein solcher Server la¨sst sich in der Praxis nicht realisieren, da das technische
Leistungsvermo¨gen eines physischen Servers begrenzt ist. Werden auf einem
physischen Server zwei identische virtuelle Server betrieben, la¨sst sich der
Einfluss der Korrelation auf das Kapazita¨tsangebot zeigen. Die Formel zur
Berechnung des Kapazita¨tsangebots zweier identischer virtueller Server, de-
ren Kapazita¨tsbedarfe zueinander in statistischer Abha¨ngigkeit stehen, lau-
tet:
cPA =
√
2σ2V B + 2cov(CV B1, CV B2)
0, 07834
(
[− ln(κ)]
1
3,60232 − 0, 90072
)
+ 2µV B
ρ∗
(4.64)
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Durch den Einfluss der Korrelation soll das beno¨tigte Kapazita¨tsangebot
niedriger sein als im unkorrelierten Fall. Zwei identische physische Server mit
jeweils zwei identischen virtuellen Servern mit identischen Erwartungswerten
und Varianzen sollen miteinander verglichen werden. Zwischen zwei virtuellen
Servern eines physischen Servers soll eine statistische Abha¨ngigkeit bestehen,
zwischen den anderen beiden virtuellen Servern nicht. Dieser Zusammenhang
wird durch folgende Ungleichung beschrieben:√
2σ2V B
0, 07834
(
[− ln(κ)]
1
3,60232 − 0, 90072
)
+ 2µV B
ρ∗
>
√
2σ2V B + 2cov(CV B1, CV B2)
0, 07834
(
[− ln(κ)]
1
3,60232 − 0, 90072
)
+ 2µV B
ρ∗
(4.65)
Weniger als die Ha¨lfte der Serveranfragen sollen einen kritischen Kapa-
zita¨tsbedarf verursachen. Nach Formel 4.62 gilt fu¨r κ < 0, 5:
[− ln(κ)]
1
3,60232 − 0, 90072 > 0 (4.66)
Die Serverauslastung ρ ist ebenfalls immer positiv. Somit la¨sst sich die Un-
gleichung der Kapazita¨tsangebote wie folgt darstellen:√
2σ2V B
0, 07834
>
√
2σ2V B + 2cov(CV B1, CV B2)
0, 07834
√
σ2V B >
√
σ2V B + cov(CV B1, CV B2)
(4.67)
Diese Ungleichung gilt fu¨r negative Kovarianz zwischen den Kapazita¨tsbedarfen
der virtuellen Server:
cov(CV B1, CV B2) < 0 (4.68)
Fu¨r κ < 0, 5 ist im unkorrelierten Fall ein ho¨heres Kapazita¨tsangebot not-
wendig als bei negativer Korrelation. Die Zufallsvariablen CV B1 und CV B2
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Abbildung 4.4: Verteilungs- und Dichtefunktion
repra¨sentieren die Kapazita¨tsbedarfe der virtuellen Server. Negative Korre-
lation liegt vor, wenn die Zufallsvariablen CV B1 und CV B2 einen gegensinni-
gen linearen Zusammenhang besitzen (vgl. Fahrmeir, 2004, S. 350). Positive
Korrelation fu¨hrt zu einer Erho¨hung des Kapazita¨tsangebots gegenu¨ber dem
unkorrelierten Fall. Soll das beno¨tigte Kapazita¨tsangebot minimiert werden,
ist es sinnvoll, virtuelle Server mit negativer Korrelation auf einem physischen
Server zusammenzufassen.
4.3 Beispiel einer Kapazita¨tsangebotsplanung
In einem Rechenzentrum soll das Kapazita¨tsangebot fu¨r vier identische Ser-
ver geplant werden. Ein Server soll in der Lage sein, im Mittel 100 Anfragen
pro Sekunde zu verarbeiten. Ankunftsrate und Bearbeitungsrate unterlie-
gen einer Poissonverteilung. Die mittlere Antwortzeit soll 0,03 Sekunden be-
tragen. Diese Anforderung soll fu¨r 95% aller Anfragen erfu¨llt werden. Die
Auslastung des Kapazita¨tsangebots ist normalverteilt. Die Normalverteilung
wird durch die Weibullverteilung approximiert. Der Erwartungswert des Ka-
pazita¨tsbedarfs betra¨gt 1000 MIPS bei einer Standardabweichung von 200
MIPS. Abbildung 4.4 zeigt die Verteilungs- und Dichtefunktion des Kapa-
zita¨tsbedarfs fu¨r einen Server. Der Kapazita¨tsbedarf der Server untereinan-
der soll unkorreliert sein.
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Es soll das Kapazita¨tsangebot ermittelt werden, wenn die vier Server als phy-
sische Server realisiert werden. Weiterhin soll gezeigt werden, wieviel Kapa-
zita¨t eingespart werden kann, wenn vier virtuelle Server auf einem physischen
Server mit dynamischer Kapazita¨tszuteilung installiert werden.
4.3.1 Berechnung der kritischen Serverauslastung
Die Ankunftsrate λ der poissonverteilten Serveranfragen betra¨gt 100 Anfra-
gen pro Sekunde:
λ = 100 (4.69)
Die mittlere Antwortzeit T zur Bearbeitung einer Anfrage betra¨gt 0,03 Se-
kunden:
T = 0, 03 (4.70)
Nach Formel 4.35 la¨sst sich aus der Ankunftsrate λ und der mittleren Ant-
wortzeit T die kritische Serverauslastung ρ∗ ermitteln. Die kritische Server-
auslastung darf nicht u¨berschritten werden, wenn die mittlere Antwortzeit
eingehalten werden soll:
ρ∗ =
Tλ
1 + Tλ
=
0, 03 · 100
1 + 0, 03 · 100
= 0, 75
(4.71)
Soll das mittlere Antwortzeitverhalten von 0,03 Sekunden bei 100 Anfragen
pro Sekunde eingehalten werden, darf eine Serverauslastung von 75% nicht
u¨berschritten werden.
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4.3.2 Berechnung des Kapazita¨tsangebots
Der Erwartungswert µ des Kapazita¨tsbedarfs cB eines Servers ist 1000 MIPS:
µ = E(C) = 1000 (4.72)
Die Standardabweichung σ des Kapazita¨tsbedarfs cB eines Servers betra¨gt
200 MIPS:
σ = 200 (4.73)
Die Anfragen sollen in 95% aller Fa¨lle einen Kapazita¨tsbedarf beanspruchen,
der eine Serverauslastung von 75% nicht u¨berschreitet. Der Anteil kritischer
Serveranfragen κ betra¨gt:
κ = 0, 05 (4.74)
Nach Formel 4.50 la¨sst sich das Kapazita¨tsangebot cA fu¨r einen Server er-
mitteln, der diese Anforderungen erfu¨llt:
cA =
√
2002
0, 07834
(
[− ln(0, 05)]
1
3,60232 − 0, 90072
)
+ 1000
0, 75
= 1767, 14995
(4.75)
Das Kapazita¨tsangebot eines Servers betra¨gt 1768 MIPS.
4.3.3 Berechnung des Kapazita¨tsangebots bei Virtua-
lisierung
Im na¨chsten Schritt wird das Kapazita¨tsangebot eines physischen Servers
ermittelt, auf dem vier identische virtuelle Server entsprechend den Anforde-
rungen installiert werden. Das Kapazita¨tsangebot cPA des physischen Servers
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la¨sst sich nach Formel 4.59 berechnen:
cPA =
√
4 · 2002
0, 07834
(
[− ln(0, 05)]
1
3,60232 − 0, 90072
)
+ 4 · 1000
0, 75
= 6200, 96656
(4.76)
Das Kapazita¨tsangebot betra¨gt 6201 MIPS. Die Kapazita¨tsersparnis durch
Virtualisierung errechnet sich aus der Differenz der Kapazita¨tsangebote von
vier physischen Servern ohne Virtualisierung und einem physischen Server,
auf dem vier virtuelle Server installiert werden:
4 · 1768− 6201 = 871 (4.77)
Werden auf einem physischen Server vier virtuelle Server mit den gegebenen
Anforderungen betrieben, betra¨gt die Kapazita¨tsersparnis 871 MIPS.
4.4 Zusammenfassung
Der Einsatz von Virtualisierungstechniken fu¨hrt zu Einsparungen des Ka-
pazita¨tsangebots. Die Hypothese konnte durch ein mathematisch-formales
Modell besta¨tigt werden. Diese Erkenntnis rechtfertigt die in Kapitel 3 ge-
troffene Annahme, dass der Einsatz von Virtualisierungstechniken aus Sicht
der Kapazita¨tswirtschaft sinnvoll ist.
Die unterschiedlichen Auslastungen der virtuellen Server liefern die Er-
kla¨rung fu¨r die Kapazita¨tseinsparung. Das Maß der Einsparung wird durch
die Korrelation der Verteilungsfunktionen der Auslastung der virtuellen
Server beeinflusst. Diese Erkenntnis bildet eine der Grundlagen zur Beant-
wortung der Forschungsfrage der Betriebsmittelzuordnung in Kapitel 6.
Bei der Planung des Kapazita¨tsangebots wird die zu erwartende Gesamt-
nachfrage nicht beru¨cksichtigt. Durch Nachfrage von IT-Dienstleistungen
entsteht ein Kapazita¨tsbedarf. Die Planung des Kapazita¨tsbedarfs wird im
folgenden Kapitel erla¨utert.
Kapitel 5
Planung des Kapazita¨tsbedarfs
In Kapitel 3 wurde festgestellt, dass die Planung des Kapazita¨tsangebots
nicht ausschließlich auf Grundlage der Produktionsprogrammplanung durch-
gefu¨hrt werden kann. Diese Behauptung soll als eigene Forschungsfrage un-
tersucht werden. In diesem Kapitel wird folgende Hypothese u¨berpru¨ft:
Der Kapazita¨tsbedarf an Potentialfaktoren wa¨chst auch bei
konstanter Nachfrage nach IT-Dienstleistungen exponentiell.
Bei der Besta¨tigung der Hypothese wird von Gu¨ltigkeit des Mooreschen
Gesetzes (vgl. Tanenbaum, 1999, S. 25) als Bedingung ausgegangen. Als
Ergebnis liegt ein mathematisch-formales Modell zur Kapazita¨tsentwicklung
im Rechenzentrum vor.
Im folgenden Abschnitt werden die Potentialfaktoren eines Rechenzentrums
aus Sicht der Kapazita¨tswirtschaft beschrieben. Anschließend werden die
Prognoseverfahren fu¨r die Produktionsprogrammplanung erla¨utert. Anhand
dieser Darstellungen werden die Prognoseverfahren der Produktionspro-
grammplanung zur Ermittlung des Bedarfs an Potentialfaktoren in Rechen-
zentren angewendet.
Das beschriebene Kapazita¨tsmodell wurde in Auszu¨gen bereits im Tagungs-
band der Multikonferenz Wirtschaftsinformatik (vgl. Osterburg et al., 2008,
S. 405 ff.) vero¨ffentlicht. Die Planung des Kapazita¨tsbedarfs wurde bereits im
Journal Informatica Economica (vgl. Hanisch et al., 2009, S. 9 ff.) vorgestellt.
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5.1 Potentialfaktoren
Zur Erbringung einer IT-Dienstleistung werden vom Rechenzentrum Po-
tentialfaktoren zur Verfu¨gung gestellt. Um den Kapazita¨tsbedarf an Poten-
tialfaktoren fu¨r zuku¨nftige Perioden prognostizieren zu ko¨nnen, muss der
trendfo¨rmige Verlauf des Kapazita¨tsbedarfs bekannt sein. Hierzu wird in
diesem Abschnitt ein Kapazita¨tsmodell fu¨r Potentialfaktoren im Rechenzen-
trum entwickelt.
5.1.1 Potentialfaktoren in Rechenzentren
Die Entwicklung der Kapazita¨ten der Hardwarekomponenten la¨sst sich an-
hand des Mooreschen Gesetzes beschreiben. Das Moorsche Gesetz besagt,
dass sich die Anzahl an Transistoren auf einem Schaltkreis etwa alle 18 Mo-
nate verdoppelt (vgl. Tanenbaum, 1999, S. 25). Formal wa¨chst die Kapazita¨t
c der Hardwarekomponenten in Abha¨ngigkeit von der Zeit t exponentiell:
c(t) = c0 · eλ·t (5.1)
Der Faktor c0 beschreibt die initiale Kapazita¨t. Der Exponent λ beschreibt
die Wachstumsrate. Steigt die Kapazita¨t innerhalb der Zeit Tn um den Faktor
n, gilt:
n · c0 · eλ·t = c0 · eλ(t+Tn)
n · c0 · eλ·t = c0 · eλ·t · eλ·Tn
n = eλ·Tn
lnn = λ · Tn
λ =
lnn
Tn
(5.2)
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Die Wachstumsrate fu¨r eine Verdopplung der Kapazita¨t alle 1,5 Perioden
betra¨gt beispielsweise:
λ =
ln 2
1, 5
≈ 0, 462 (5.3)
5.1.2 Modell eines Rechenzentrums
Werden im Modell nach n Perioden alle q Hardwareeinheiten der a¨ltesten
Generation gegen q aktuelle Hardwareeinheiten ausgetauscht, la¨sst sich
zeigen, dass auch die Gesamtkapazita¨t der Hardwarekomponenten im Re-
chenzentrum exponentiell wa¨chst.
Die Gesamtkapazita¨t des Rechenzentrums cHardware zum Zeitpunkt t ist
die Summe der Gesamtkapazita¨ten jeder Hardwaregeneration im Rechen-
zentrum. Aus Formel 5.1 folgt bei angenommener Substituierbarkeit aller
Hardwareeinheiten:
cHardware(t) =
n−1∑
t∗=0
q · c∗0 · eλ·t
∗
(5.4)
Das Rechenzentrum besteht aus n Generationen von je q Hardwareeinheiten.
Die Kapazita¨t der der a¨ltesten Hardwaregeneration c∗0 la¨sst sich anhand der
Formel 5.1 beschreiben:
c∗0 = c0 · eλ(t−n+1) (5.5)
Fu¨r die Kapazita¨t des Rechenzentrums (siehe Formel 5.4) ergibt sich somit:
cHardware(t) =
n−1∑
t∗=0
q · c0 · eλ(t−n+1) · eλ·t∗
= q · c0 · eλ(t−n+1) ·
n−1∑
t∗=0
(eλ)
t∗
(5.6)
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Die Summe beschreibt eine geometrische Reihe und la¨sst sich deshalb weiter
umformen:
cHardware(t) = q · c0 · eλ(t−n+1) · e
λ·n − 1
eλ − 1
= q · c0 · e
λ·t
eλ(n−1)
· e
λ·n − 1
eλ − 1
= q · c0 · eλ·t · e
λ
eλ·n
· e
λ·n − 1
eλ − 1
= q · e
λ(n+1) − eλ
eλ(n+1) − eλ·n · c0 · e
λ·t
= q · e
λ·n − 1
eλ·n − eλ(n−1) · c0 · e
λ·t
(5.7)
Die Gesamtkapazita¨t der Hardwarekomponenten eines Rechenzentrums
wa¨chst somit auch exponentiell, im Durchschnitt jedoch langsamer als
die eigentliche Kapazita¨t der Hardwarekomponenten. Dieser Effekt la¨sst
sich dadurch erkla¨ren, dass im Rechenzentrum auch Hardwareeinheiten
a¨lterer Generationen eingesetzt werden. Fu¨r die durchschnittliche Kapazita¨t
c∅Hardware in einem Rechenzentrum mit n Hardwaregenerationen mit je q
Hardwareeinheiten gilt:
c∅Hardware(t) =
q
q · n ·
eλ·n − 1
eλ·n − eλ(n−1) · c0 · e
λ·t
=
eλ·n − 1
n(eλ·n − eλ(n−1)) · c0 · e
λ·t
(5.8)
Fu¨r den Spezialfall, dass das Rechenzentrum nur aus einer aktuellen Hard-
waregeneration besteht, ist die durchschnittliche Kapazita¨t gleich der allge-
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meinen Kapazita¨t. Es la¨sst sich zeigen, dass gilt:
dc∅Hardware(t)
dt
≤ dc(t)
dt
fu¨r n ∈ N+
λ ∈ R, λ > 0
c0 ∈ R, c0 > 0
(5.9)
Fu¨r die erste Ableitung der Ungleichung ergibt sich:
eλ·n − 1
n(eλ·n − eλ(n−1)) · c0 · λ · e
λ·t ≤ c0 · λ · eλ·t
eλ·n − 1
n(eλ·n − eλ(n−1)) ≤ 1
(5.10)
Durch vollsta¨ndige Induktion la¨sst sich nachweisen, dass gilt:
eλ·n − 1 ≤ n(eλ·n − eλ(n−1)) (5.11)
Die Ungleichung 5.11 gilt fu¨r den Fall n = 1:
eλ·1 − 1 ≤ 1(eλ·1 − eλ(1−1))
eλ − 1 ≤ eλ − 1
(5.12)
Im Induktionsschritt ergibt sich fu¨r die Ungleichung 5.11:
eλ(n+1) − 1 ≤ (n+ 1)(eλ(n+1) − eλ·n) (5.13)
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Da fu¨r λ > 0 die Exponentialfunktion eλ > 1 ist, muss gelten:
eλ·n − 1 ≤ n(eλ·n − eλ(n−1)) ≤ eλ · n(eλ·n − eλ(n−1))
eλ·n − 1 ≤ n · eλ(n+1) − n · eλ·n
eλ(n+1) + eλ·n − 1 ≤ n · eλ(n+1) + eλ(n+1) − n · eλ·n
eλ(n+1) − 1 ≤ n · eλ(n+1) + eλ(n+1) − n · eλ·n − eλ·n
eλ(n+1) − 1 ≤ (n+ 1)eλ(n+1) − (n+ 1)eλ·n
eλ(n+1) − 1 ≤ (n+ 1)(eλ(n+1) − eλ·n) q. e. d.
(5.14)
Abbildung 5.1 zeigt die durchschnittliche Entwicklung der Prozessorkapazita¨t
im Rechenzentrum unter der Annahme, dass sich die Kapazita¨t der Prozes-
soren alle zwei Perioden verdoppelt, eine Hardwaregeneration nach fu¨nf Pe-
rioden ausgetauscht wird und zum Zeitpunkt T0 die initiale Kapazita¨t 8000
MIPS betra¨gt. Nach Formel 5.8 betra¨gt die durchschnittliche Prozessorkapa-
zita¨t in diesem Fall zum Zeitpunkt T0 4477 MIPS.
Die exponentiell steigende Kapazita¨t der Hardwarekomponenten wird von
den Konsumenten auch in Anspruch genommen. Die Kompensation des tech-
nologischen Fortschritts durch einen steigenden Ressourcenverbrauch ist als
Rebound-Effekt bekannt (vgl. Radermacher, 2000, S. 232). Die Steigerung
des Ressourcenverbrauchs wird als prima¨rer Rebound-Effekt bezeichnet (vgl.
Kuhlen, 2004, S. 108).
Der Kapazita¨tsbedarf des Personals folgt nicht dem Trend des exponentiellen
Wachstums der Kapazita¨t der Hardwarekomponenten, sondern steht in Be-
ziehung zur Menge der eingesetzten Potentialfaktoren. Ansonsten wa¨re der
Betrieb eines Rechenzentrums aus finanziellen Gru¨nden nicht durchfu¨hrbar,
da auch die Personalkosten exponentiell steigen wu¨rden.
Fu¨r den Kapazita¨tsbedarf an Personal ergeben sich Skaleneffekte. Als Skalen-
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Abbildung 5.1: Entwicklung der Prozessorkapazita¨t
effekt wird eine unterproportionale Erho¨hung der Menge an Potentialfaktoren
bei einer Erho¨hung der Ausbringungsmenge bezeichnet. Dieser Effekt wird
durch einen erho¨hten Einsatz von Automatisierungstechnologien und ho¨here
Spezialisierung des Personals bei steigender Ausbringungsmenge erzielt (vgl.
Haasis, 2008, S. 93). Formal la¨sst sich der Kapazita¨tsbedarf des Personals
wie folgt beschreiben:
cPersonal = cFix + κ ln(n+ 1) (5.15)
Die Kapazita¨t an Personal setzt sich aus einem fixen und einem variablen
Anteil zusammen. Der fixe Anteil cFix beschreibt die Kapazita¨t an Perso-
nal, die beno¨tigt wird, um das Rechenzentrum zu betreiben, selbst wenn
keine Hardwareeinheit installiert ist. Der variable Anteil der Personalkapa-
zita¨t berechnet sich aus der Menge eingesetzter Hardwareeinheiten und einem
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Abbildung 5.2: Entwicklung der Personalkapazita¨t
Skalierungsfaktor κ. Abbildung 5.2 veranschaulicht die Entwicklung der Per-
sonalkapazita¨t in Abha¨ngigkeit der eingesetzten Betriebsmittel.
Die zur Verfu¨gung gestellte Kapazita¨t an Potentialfaktoren entspricht nicht
dem tatsa¨chlichen Bedarf. Um den Bedarf an Potentialfaktoren zu ermitteln,
ist eine Bedarfsprognose durchzufu¨hren.
5.2 Bedarfsprognose
Im Rahmen der Produktionsprogrammplanung werden Prognoseverfahren
eingesetzt, um aus dem Verlauf des Vergangenheitsbedarfs eines Verbrauchs-
faktors auf den zu erwartenden zuku¨nftigen Bedarf zu schließen (vgl. Tem-
pelmeier, 2006, S. 36). Bei regelma¨ßigem Bedarf eines Verbrauchsfaktors
wird zwischen Prognoseverfahren fu¨r konstanten, trendfo¨rmigen und saisonal
schwankenden Bedarf unterschieden.
Anstelle von Prognoseverfahren fu¨r konstanten Bedarf ko¨nnen immer Ver-
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fahren fu¨r trendfo¨rmigen Bedarf angewendet werden. Fu¨r den Spezialfall des
konstanten Bedarfs betra¨gt der Trend Null (vgl. Brown, 1984, S. 81). Der
Einsatz von Prognoseverfahren fu¨r saisonal schwankenden Bedarf ist zur Be-
darfsprognose innerhalb eines saisonalen Zyklus sinnvoll.
Die bekanntesten Verfahren fu¨r die Bedarfsprognose bei trendfo¨rmigem Be-
darf sind die lineare Regressionsrechnung, die exponentielle Gla¨ttung zweiter
Ordnung und das Verfahren von Holt. Die aufgefu¨hrten Prognosemodelle be-
ruhen auf der Annahme, dass das Niveau der Bedarfszeitreihe einem linearen
Trend folgt. Es gilt (vgl. Tempelmeier, 2006, S. 50):
yk = b0 + b1 · k + k (5.16)
Der Achsenabschnitt der Trendgeraden betra¨gt b0. Der Faktor b1 beschreibt
die Steigung der Trendgeraden. Die unabha¨ngige Variable k repra¨sentiert den
zeitlichen Verlauf. Zufa¨llige Schwankungen werden durch k abgebildet. Im
Modell unterliegt k einer Standardnormalverteilung mit dem Erwartungs-
wert E = 0 (vgl. Makridakis et al., 1983, S. 220).
Fu¨r trendfo¨rmige Verla¨ufe ho¨herer Ordnung existieren weitere Prognosever-
fahren. Dem Einsatz dieser Methoden ist jedoch eine Linearisierung der Be-
darfsfunktion vorzuziehen (vgl. Brown, 1984, S. 83). Fu¨r einen exponentiellen
Verlauf der Bedarfsfunktion ergibt sich folgende lineare Transformation (vgl.
Weber, 1990, S. 70):
yk = b0 · eb1·k
ln yk = ln b0 + b1 · k · ln e
ln yk = b
∗
0 + b1 · k mit b∗0 = ln b0
(5.17)
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5.2.1 Lineare Regressionsrechnung
Im Rahmen der linearen Regressionsrechnung wird versucht, mit Hilfe der
Methode der kleinsten Quadrate eine lineare Trendfunktion zu finden, fu¨r
die der Fehler k minimal wird (vgl. Tempelmeier, 2006, S. 51 f.):
Q(b0, b1) =
t∑
k=t−n+1
(yk − b0 − b1 · k)2
δQ(b0, b1)
δb0
= −2 ·
t∑
k=t−n+1
yk − b0 − b1 · k
δQ(b0, b1)
δb1
= −2 ·
t∑
k=t−n+1
k(yk − b0 − b1 · k)
(5.18)
Aus den partiellen Ableitungen nach b0 und b1 ergeben sich folgende Nor-
malgleichungen:
t∑
k=t−n+1
yk = n · b0 + b1 ·
t∑
k=t−n+1
k
t∑
k=t−n+1
yk · k = b0 ·
t∑
k=t−n+1
k + b1 ·
t∑
k=t−n+1
k2
(5.19)
Die Normalgleichungen lassen sich wie folgt in Matrizenform darstellen (vgl.
Neter et al., 1996, S. 200):

t∑
k=t−n+1
yk
t∑
k=t−n+1
yk · k
 =

n ·
t∑
k=t−n+1
k
t∑
k=t−n+1
k
t∑
k=t−n+1
k2
 ·
[
b0
b1
]
(KT · Y ) = (KT ·K) · b
(5.20)
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Durch Ausmultiplizieren mit der inversen Matrix von (KT ·K) la¨sst sich das
Gleichungssystem umformen:
b = (KT ·K)−1 · (KT · Y ) (5.21)
Sind die Parameter b0 und b1 der Trendgeraden bekannt, la¨sst sich der Be-
darfswert yˆ fu¨r die zuku¨nftige Periode k ermitteln (vgl. Tempelmeier, 2006,
S. 55):
yˆk = b0 + b1 · k (5.22)
Um den Grad der Anpassung der Trendgeraden zu bewerten, kann das kor-
rigierte Bestimmtheitsmaß R¯2 verwendet werden. Das korrigierte Bestimmt-
heitsmaß R¯2 errechnet sich aus der Gesamtvariation und der nicht erkla¨rten
Restvariation und betra¨gt fu¨r zwei Freiheitsgrade der linearen Trendfunktion
(vgl. DeLurgio, 1998, S. 104 f.):
R¯2 = 1−
t∑
k=t−n+1
(yk − yˆk)2
n− 2
t∑
k=t−n+1
(yk − y¯)2
n− 1
(5.23)
Die Variable y¯ beschreibt den Mittelwert der Zeitreihe bezogen auf die letzten
n Perioden. Eine perfekte Anpassung der Trendgeraden wird durch R¯2 = 1
beschrieben. Strebt der Anstieg der Trendgeraden gegen Null, sind negative
Werte fu¨r das korrigierte Bestimmtheitsmaß mo¨glich.
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5.2.2 Exponentielle Gla¨ttung zweiter Ordnung
Bei einem angenommenen konstanten Bedarf la¨sst sich fu¨r die Periode t der
gleitende Durchschnitt des Bedarfs St wie folgt beschreiben (vgl. Brown und
Meyer, 1960, S. 677):
S ′t = α · yt + (1− α) · S ′t−1 mit 0 < α < 1 (5.24)
Der gleitende Durchschnitt wird als Mittelwert erster Ordnung bezeichnet.
Das Ausmaß, mit dem sich ein aufgetretener Prognosefehler auf die na¨chste
Periode auswirkt, wird durch den Parameter α bestimmt. Je gro¨ßer der Pa-
rameter α ist, um so sta¨rker ist der Einfluss ju¨ngerer Beobachtungen (vgl.
Tempelmeier, 2006, S. 47 f.).
Der Mittelwert erster Ordnung la¨sst sich ebenfalls wieder exponentiell gla¨tten
und liefert den Mittelwert zweiter Ordnung:
S ′′t = α · S ′t + (1− α) · S ′′t−1 mit 0 < α < 1 (5.25)
Wird der Mittelwert erster Ordnung St als Prognosewert fu¨r den Bedarf bei
einem vorliegenden linearen Trend betrachtet, tritt bei der Prognose ein sys-
tematischer Fehler auf. Der Mittelwert zweiter Ordnung wird zur Korrektur
des auftretenden systematischen Fehlers eingesetzt. Fu¨r die Prognose des
Bedarfs yˆ in der Periode t+ j gilt (vgl. Gardner, 1984, S. 48):
yˆt+j = (2 · S ′t − S ′′t ) + j · (S ′t − S ′′t ) ·
α
1− α (5.26)
Die Berechnung der Mittelwerte ist ein iterativer Prozess. Der Achsenab-
schnitt und der Anstieg der Trendgeraden der Startwerte der gleitenden
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Durchschnitte lassen sich durch lineare Regressionsrechnung abscha¨tzen. Fu¨r
die Startwerte gilt (vgl. Brown und Meyer, 1960, S. 679):
S ′0 = b0,0 −
1− α
α
· b1,0
S ′′0 = b0,0 − 2 ·
1− α
α
· b1,0
(5.27)
Das Verfahren der exponentiellen Gla¨ttung zweiter Ordnung reagiert dyna-
mischer auf aktuelle A¨nderungen im Trendverlauf als die lineare Regressions-
rechnung. Zur Erreichung zufriedenstellender Prognoseergebnisse sind jedoch
geeignete Werte fu¨r den Gla¨ttungsparameter α zu scha¨tzen. Zur Scha¨tzung
des Gla¨ttungsparameters erster Ordnung bei n vorliegenden Beobachtungen
wird folgende Regel vorgeschlagen (vgl. DeLurgio, 1998, S. 156):
α1 =
2
n+ 1
(5.28)
Der Gla¨ttungsparameter m-ter Ordnung steht zum Gla¨ttungsparameter ers-
ter Ordnung in folgender Beziehung (vgl. Brown und Meyer, 1960, S. 680):
1− α1 = (1− αm)m (5.29)
Fu¨r den Gla¨ttungsparameter zweiter Ordnung gilt somit:
α2 = 1−
√
1− α1
= 1−
√
1− 2
n+ 1
(5.30)
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5.2.3 Verfahren von Holt
Das Verfahren von Holt verwendet einen zusa¨tzlichen Gla¨ttungsparameter
zur Bestimmung des Anstiegs der Trendgeraden (vgl. Holt, 2004, S. 8). Ach-
senabschnitt und Anstieg der Trendgeraden werden getrennt voneinander
einer exponentiellen Gla¨ttung erster Ordnung unterzogen. Der Achsenab-
schnitt der Trendgeraden la¨sst sich wie folgt prognostizieren (vgl. Tempel-
meier, 2006, S. 68):
b0,t = α · yt + (1− α)(b0,t−1 + b1,t−1) (5.31)
Fu¨r den Anstieg der Trendgeraden gilt:
b1,t = β(b0,t − b0,t−1) + (1− β)b1,t−1 (5.32)
Die Prognose des Bedarfs yˆ in der Periode t+j la¨sst sich wie folgt berechnen:
yˆt+j = b0,t + b1,t · j (5.33)
Bei geeigneter Wahl der Gla¨ttungsparameter liefert das Verfahren von Holt
bessere Ergebnisse als die exponentielle Gla¨ttung zweiter Ordnung. Die
Scha¨tzung zweier unabha¨ngiger Gla¨ttungparameter ist jedoch komplexer als
die Scha¨tzung eines Parameters.
5.2.4 Bewertung der Prognoseergebnisse
Zur Bewertung der Prognoseergebnisse werden die prognostizierten Werte
mit den Beobachtungswerten verglichen. Das Residuum  beschreibt die Dif-
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ferenz zwischen prognostiziertem Wert yˆ und Beobachtungswert y der Peri-
ode t (vgl. Neter et al., 1996, S. 97):
t = yt − yˆt (5.34)
Anhand der Streuung der Residualwerte ist eine Bewertung der Prognoseer-
gebnisse mo¨glich. Zur Beurteilung der Streuung der Residualwerte kann die
Standardabweichung des Residuums herangezogen werden. Die Varianz σ2
des Residuums  betra¨gt (vgl. Tempelmeier, 2006, S. 35):
σ2t =
1
n− 1 ·
t∑
k=t−n+1
(k − ¯)2 (5.35)
Der Mittelwert des Residuums ¯ berechnet sich wie folgt:
¯ =
1
n
·
t∑
k=t−n+1
(k) (5.36)
Die Standardabweichung des Residuums  ist somit:
σt =
√
σ2t (5.37)
Je geringer die Werte der Standardabweichung des Residuums fu¨r ein Pro-
gnoseverfahren sind, um so besser ist das Prognoseergebnis.
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5.3 Bedarfsprognose fu¨r Potentialfaktoren
Im Rahmen der Produktionsplanung werden Prognoseverfahren eingesetzt,
um aus dem zuru¨ckliegenden Bedarf an Verbrauchsfaktoren den zuku¨nftigen
Verbrauch zu extrapolieren. Diese Methode der Produktionsprogrammpla-
nung soll im Rechenzentrum fu¨r den Bedarf an physischen Potentialfaktoren
adaptiert werden. Die Anwendung dieser Methode wird zur Scha¨tzung des
durchschnittlichen Kapazita¨tsbedarfs der Hardwareeinheiten eingesetzt.
Die Anwendung von Prognoseverfahren erscheint sinnvoll, da der zuru¨ck-
liegende Bedarf an Kapazita¨ten durch entsprechende Werkzeuge erhoben wer-
den kann. In Abschnitt 4.1.3 wurde aufgezeigt, dass es nicht sinnvoll ist, die
Betriebsmittel voll auszulasten. Wird ein Potentialfaktor nicht voll ausgelas-
tet, dann entspricht die Auslastung auch dem Bedarf. Die Entwicklung der
durchschnittlichen Auslastung kann damit als Datenbasis fu¨r die Prognose-
verfahren eingesetzt werden. Die Prognosen werden fu¨r jede Hardwarekom-
ponente der Hardwareeinheiten getrennt durchgefu¨hrt.
Eine Prognose fu¨r den Bedarf an Personal erscheint nicht sinnvoll, da diese
Kapazita¨ten u¨blicherweise voll ausgelastet sind. Die Prognosen des Bedarfs
an Hardwareeinheiten ko¨nnen jedoch als Grundlage fu¨r die Personalplanung
dienen.
Durch entsprechende Messwerkzeuge wird fu¨r jede Hardwarekomponente je
Hardwareeinheit die durchschnittliche Auslastung ermittelt. Aus der durch-
schnittlichen Auslastung ρ der Hardwarekomponente einer Hardwareeinheit i
und deren Kapazita¨tsangebot cA kann nach Formel 4.36 der durchschnittliche
Kapazita¨tsbedarf cB ermittelt werden:
cBi = ρi · cAi (5.38)
Der durchschnittliche Kapazita¨tsbedarf cB einer Hardwarekomponente ergibt
sich aus der Summe aller Einzelbedarfe:
cB =
n∑
i=1
cBi (5.39)
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Periode t Kapazita¨t ct in MIPS ln ct
1 95200 11,4637
2 90800 11,4164
3 151600 11,9290
4 249600 12,4276
5 257800 12,4599
6 502200 13,1268
7 713500 13,4779
8 836900 13,6375
Tabelle 5.1: Messung des durchschnittlichen Bedarfs an Prozessorleistung
Als Beispieldaten dienen die in Tabelle 5.1 aufgefu¨hrten durchschnittlichen
Kapazita¨tsbedarfe an Prozessorleistung fu¨r ein Rechenzentrum in den ver-
gangenen acht Perioden. Der Kapazita¨tsbedarf physischer Potentialfaktoren
unterliegt auch im Rechenzentrum saisonalen Schwankungen. Da die Hard-
wareeinheiten jedoch nicht saisonabha¨ngig auf- und abgebaut werden, wird
eine Prognoseperiode so dimensioniert, dass sie einen kompletten saisonalen
Zyklus umfasst. Da das Wachstum der Kapazita¨tsbedarfe einem exponenti-
ellen Trend folgt und saisonale Schwankungen nicht beru¨cksichtigt werden
mu¨ssen, ko¨nnen die in Abschnitt 5.2 beschriebenen Verfahren angewendet
werden.
In den folgenden Unterabschnitten werden eine lineare Regressionsrechnung,
eine exponentielle Gla¨ttung zweiter Ordnung sowie das Verfahren von Holt
zur Prognose des durchschnittlichen Kapazita¨tsbedarfs an Prozessorleistung
durchgefu¨hrt. Die Entwicklung des Bedarfs folgt einem exponentiellen Trend.
Um die beschriebenen Prognoseverfahren anwenden zu ko¨nnen, ist eine Li-
nearisierung der exponentiellen Werte nach Formel 5.17 vorzunehmen. Die
Ergebnisse der Linearisierung sind ebenfalls in Tabelle 5.1 aufgefu¨hrt. Ab-
bildung 5.3 stellt die Entwicklung des durchschnittlichen Kapazita¨tsbedarfs
an Prozessorleistung fu¨r das Rechenzentrum und das Ergebnis der Lineari-
sierung grafisch dar.
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Abbildung 5.3: Messwerte der Prozessorkapazita¨t
5.3.1 Lineare Regressionsrechnung
Zur Bestimmung des Achsenabschnitts b0 und des Anstiegs der Trendgera-
den b1 wird Formel 5.21 angewendet. Die Matrizen K und Y sind wie folgt
definiert:
K =

1 1
1 2
1 3
1 4
1 5
1 6
1 7
1 8

Y =

11, 4637
11, 4164
11, 9290
12, 4276
12, 4599
13, 1268
13, 4779
13, 6375

(5.40)
Fu¨r die Matrizen KT ·K und KT · Y ergeben sich folgende Werte:
KT ·K =
(
8 36
36 204
)
KT · Y =
(
99, 9389
464, 2995
)
(5.41)
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Die inverse Matrix von KT ·K ist:
(KT ·K)−1 =
(
0, 6071 −0, 1071
−0, 1071 0, 0238
)
(5.42)
Der Achsenabschnitt und der Anstieg der Trendgeraden sind:
b =
(
10, 9308
0, 3470
)
(5.43)
Die Trendgleichung 5.22 ist somit wie folgt definiert:
yˆk = b0 + b1 · k
yˆk = 10, 9308 + 0, 347 · k
(5.44)
Der Prognosewert fu¨r den linearisierten durchschnittlichen Bedarf an Prozes-
sorkapazita¨t fu¨r das Rechenzentrum yˆ in der Periode 9 betra¨gt:
yˆ9 = 10, 9308 + 0, 347 · 9
= 14, 0539
(5.45)
Der durchschnittliche Bedarf an Prozessorkapazita¨t cˆ in Periode 9 ist:
cˆ9 = e
14,0539
≈ 1269000 MIPS (5.46)
Das korrigierte Bestimmtheitsmaß R¯2 liefert fu¨r die Trendgerade den Wert:
R¯2 = 0, 963 (5.47)
Es kann davon ausgegangen werden, dass die Trendgerade an die vorliegenden
Beobachtungswerte angepasst ist.
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5.3.2 Exponentielle Gla¨ttung zweiter Ordnung
Fu¨r die Durchfu¨hrung einer exponentiellen Gla¨ttung zweiter Ordnung ist eine
Scha¨tzung des Gla¨ttungsparameters α vorzunehmen. Fu¨r die vorliegenden
Beobachtungswerte ergibt sich nach Formel 5.30:
α = 1−
√
1− 2
n+ 1
= 1−
√
1− 2
8 + 1
= 0, 1181
(5.48)
Zur Initialisierung der gleitenden Durchschnitte werden die Ergebnisse der
linearen Regressionsrechnung zur Bestimmung des Achsenabschnitts und der
Trendgeraden aus Gleichung 5.43 verwendet. Die Startwerte betragen nach
Formel 5.27:
S ′0 = b0,0 −
1− α
α
· b1,0
= 10, 9308− 1− 0, 1181
0, 1181
· 0, 347
= 8, 3391
S ′′0 = b0,0 − 2 ·
1− α
α
· b1,0
= 10, 9308− 2 · 1− 0, 1181
0, 1181
· 0, 347
= 5, 7473
(5.49)
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Periode t S′t S
′′
t
1 8,7080 6,0969
2 9,0278 6,4430
3 9,3704 6,7887
4 9,7314 7,1362
5 10,0536 7,4807
6 10,4165 7,8274
7 10,7780 8,1758
8 11,1157 8,5229
Tabelle 5.2: Gleitende Durchschnitte
Der gleitende Durchschnitt erster Ordnung ist fu¨r Periode 1 nach Formel
5.24:
S ′1 = α · y1 + (1− α) · S ′0
= 0, 1181 · 11, 4637 + (1− 0, 1181) · 8, 3391
= 8, 7080
(5.50)
Der gleitende Durchschnitt zweiter Ordnung in Periode 1 betra¨gt nach Formel
5.25:
S ′′1 = α · S ′1 + (1− α) · S ′′0
= 0, 1181 · 8, 7080 + (1− 0, 1181) · 5, 7473
= 6, 0969
(5.51)
Tabelle 5.2 zeigt die Ergebnisse der Bildung der gleitenden Durchschnitte fu¨r
die Folgeperioden. Der Prognosewert yˆ fu¨r den linearisierten durchschnittli-
chen Bedarf an Prozessorkapazita¨t fu¨r das Rechenzentrum in der Periode 9
betra¨gt nach Formel 5.26:
yˆ9 = (2 · S ′8 − S ′′8 ) + 1 · (S ′8 − S ′′8 ) ·
α
1− α
= (2 · 11, 1157− 8, 5229)
+1 · (11, 1157− 8, 5229) · 0, 1181
1− 0, 1181
= 14, 0555
(5.52)
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Der durchschnittliche Bedarf an Prozessorkapazita¨t cˆ in Periode 9 ist:
cˆ9 = e
yˆ9
= e14,0555
≈ 1270000 MIPS
(5.53)
5.3.3 Verfahren von Holt
Fu¨r die Umsetzung des Verfahrens von Holt ist eine Scha¨tzung der Gla¨ttungs-
parameter vorzunehmen. Der Gla¨ttungsparameter α wird von der exponen-
tiellen Gla¨ttung u¨bernommen:
α = 0, 1181 (5.54)
Der Gla¨ttungsparameter β wird vereinfachend als Gla¨ttungsparameter der
na¨chstho¨heren Ordnung betrachtet und nach Formel 5.29 gescha¨tzt:
β = 1− 3
√
1− 2
8 + 1
= 0, 0804
(5.55)
Als Startparameter fu¨r den Achsenabschnitt b0 und den Anstieg der Trend-
geraden b1 werden wieder die Ergebnisse der linearen Regressionsrechnung
verwendet. Nach Formel 5.31 betra¨gt der Achsenabschnitt in Periode 1:
b0,1 = α · y1 + (1− α)(b0,0 + b1,0)
= 0, 1181 · 11, 4637 + (1− 0, 1181)(10, 9308 + 0, 347)
= 11, 2998
(5.56)
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Periode t b0,t b1,t
1 11,2998 0,3488
2 11,6211 0,3466
3 11,9631 0,3462
4 12,3233 0,3473
5 12,6458 0,3453
6 13,0071 0,3466
7 13,3684 0,3478
8 13,7069 0,3471
Tabelle 5.3: Prognoseergebnisse fu¨r das Verfahren von Holt
Der Anstieg der Trendgeraden in Periode 1 ist nach Formel 5.32:
b1,1 = β(b0,1 − b0,0) + (1− β)b1,0
= 0, 0804 · (11, 2998− 10, 9308) + (1− 0, 0804) · 0, 347
= 0, 3488
(5.57)
Die Ergebnisse der Berechnung des Achsenabschnitts und des Anstiegs der
Trendgeraden fu¨r die Folgeperioden sind in Tabelle 5.3 aufgefu¨hrt. Der Pro-
gnosewert yˆ fu¨r den linearisierten durchschnittlichen Bedarf an Prozessorka-
pazita¨t fu¨r das Rechenzentrum in der Periode 9 betra¨gt nach Formel 5.33:
yˆ9 = b0,8 + b1,8 · 1
= 13, 7069 + 0, 3471 · 1
= 14, 054
(5.58)
Der durchschnittliche Bedarf an Prozessorkapazita¨t cˆ in Periode 9 ist:
cˆ9 = e
yˆ9
= e14,054
≈ 1269000 MIPS
(5.59)
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Lineare
Regressions-
rechnung
Exponentielle
Gla¨ttung
zweiter
Ordnung
Verfahren von
Holt
t α β yˆt t yˆt t yˆt t
5 0,2254 0,1566 12,6602 -0,2003 12,6706 -0,2107 12,6603 -0,2003
6 0,1835 0,1264 12,8404 0,2863 12,8408 0,2860 12,8405 0,2862
7 0,1548 0,1061 13,3317 0,1463 13,3375 0,1404 13,3316 0,1463
8 0,1340 0,0914 13,7565 -0,1191 13,7625 -0,1250 13,7564 -0,1190
¯ 0,0283 0,0227 0,0283
σt 0,2269 0,2306 0,2268
Tabelle 5.4: Residualwerte der Prognoseverfahren
5.3.4 Bewertung der Prognoseergebnisse
Zur Bewertung der Prognoseergebnisse werden die prognostizierten Werte
der letzten vier Perioden des jeweiligen Prognoseverfahrens mit den entspre-
chenden Beobachtungswerten verglichen. Die Beobachtungswerte der ersten
vier Perioden dienen ausschließlich als Datenbasis. Die Prognose einer Peri-
ode wird nur anhand der Beobachtungswerte der Vorperioden durchgefu¨hrt.
In Tabelle 5.4 sind die Residualwerte der Prognoseverfahren nach Formel
5.34 der letzten vier Perioden aufgefu¨hrt. Die Ex-Post-Analyse liefert fu¨r die
Standardabweichung des Residuums σt nach Formel 5.37 die ebenfalls in Ta-
belle 5.4 aufgefu¨hrten Werte. Das Verfahren von Holt besitzt den niedrigsten
Wert fu¨r die Standardabweichung des Residuums und liefert fu¨r die vorliegen-
den Beobachtungswerte mit den gegebenen Gla¨ttungsparametern die besten
Prognoseergebnisse.
5.4 Zusammenfassung
Der Kapazita¨tsbedarf an Potentialfaktoren wa¨chst auch bei konstanter
Nachfrage nach IT-Dienstleistungen exponentiell. Die Hypothese konnte fu¨r
die Kapazita¨t der Hardwarekomponenten durch ein mathematisch-formales
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Modell besta¨tigt werden. Der Kapazita¨tsbedarf des Personals steht in Be-
ziehung zur Menge der eingesetzten Potentialfaktoren und folgt nicht dem
exponentiellen Trend.
Die Kapazita¨tsbedarfsplanung prognostiziert auf taktischer Planungsebene
den Kapazita¨tsbedarf an Betriebsmitteln fu¨r die kommende Planungs-
periode. Ist der Kapazita¨tsbedarf bekannt, kann auf Basis der Kapa-
zita¨tsangebotsplanung ermittelt werden, welche Menge an Betriebsmitteln
mit welchem technischen Leistungsvermo¨gen beno¨tigt wird. Auf operativer
Planungsebene ist die Frage zu kla¨ren, welche virtuellen Betriebsmittel auf
welchen physischen Betriebsmitteln eingerichtet und welche Fertigungsauf-
tra¨ge auf welchen Betriebsmitteln ausgefu¨hrt werden. Im folgenden Kapitel
werden Lo¨sungsansa¨tze fu¨r eine automatisierte Betriebsmittelzuordnung
aufgezeigt.

Kapitel 6
Zuordnung der Betriebsmittel
In Kapitel 3 fu¨hrte die die Evaluation des Referenzmodells zur Produktion
von IT-Dienstleistungen anhand eines Prototypen zu der Erkenntnis, dass die
Zuordnung der Betriebsmittel nicht durch standardisierte Methoden der Pro-
duktionsplanung und -steuerung automatisiert durchgefu¨hrt werden kann.
Die Automatisierung der Betriebsmittelzuordnung wird in diesem Kapitel
als eigene Forschungsfrage untersucht. Im ersten Schritt soll folgende Hypo-
these u¨berpru¨ft werden:
Aus Sicht der Kapazita¨tswirtschaft ist es stets sinnvoll, die
virtualisierten Betriebsmittel auf Vorrat bereitzustellen.
Bei der Besta¨tigung der Hypothese wird von der Bedingung ausgegan-
gen, dass der Einsatz von Virtualisierungstechniken aus Sicht der Kapa-
zita¨tswirtschaft sinnvoll ist. Die Gu¨ltigkeit dieser Bedingung wurde bereits
in Abschnitt 4.2 nachgewiesen. Zur Darstellung der Betriebsmittelzuordnung
wird ein mathematisch-formales Modell entwickelt.
In Kapitel 4 wurde die Planung des Kapazita¨tsangebots der Betriebsmit-
tel zur Erbringung einer IT-Dienstleistung beschrieben. Die Prognose des
Kapazita¨tsbedarfs an Betriebsmitteln wurde in Kapitel 5 dargestellt. An-
hand der Ergebnisse werden die physischen Betriebsmittel beschafft. Es
wird untersucht, auf welchen physischen Betriebsmitteln welche virtuellen
Betriebsmittel auf Grundlage der Kapazita¨tsangebotsplanung eingerichtet
werden.
Im Rahmen der Fertigungssteuerung sind vor der Auftragsfreigabe die in
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den Arbeitspla¨nen verwendeten Planbetriebsmittel durch tatsa¨chliche vir-
tualisierte Betriebsmittel zu substituieren (siehe Abschnitt 3.1.2). Es wird
aufgezeigt, wie die Zuordnung der Betriebsmittel automatisiert erfolgen
kann.
6.1 Zuordnung virtualisierter Betriebsmittel
Zur Umsetzung der Fertigungsauftra¨ge werden virtualisierte Betriebsmittel
beno¨tigt. Diese virtuellen Betriebsmittel werden auf physischen Betriebs-
mitteln eingerichtet. Die Zuordnung der Betriebsmittel la¨sst sich als Bin-
Packing-Problem beschreiben (vgl. Bichler et al., 2006, S. 2). Heuristiken zur
Lo¨sung des Bin-Packing-Problems lassen sich auf die Betriebsmittelzuordung
anwenden.
6.1.1 Bin-Packing
Gegeben sind n Objekte verschiedener fester Gro¨ße sowie eine Menge von
Beha¨ltern gleicher Gro¨ße. Ziel ist es, die Objekte den Beha¨ltern so zuzuord-
nen, dass mo¨glichst wenig Beha¨lter verwendet werden. Diese Problemstellung
wird als Bin-Packing-Problem bezeichnet (vgl. Korte und Vygen, 2008, S.
485).
Erfu¨llt eine Lo¨sung x aus der Menge der zula¨ssigen Lo¨sungen M eine gegebe-
ne Bedingung α, la¨sst sich die Suche nach dieser Lo¨sung als Entscheidungs-
problem formulieren:
Existiert zu einem Wert α ein x ∈M mit f(x) ≤ α ? (6.1)
Ein solches Entscheidungsproblem wird Zielfunktionsseparierungsproblem
genannt (vgl. Dempe und Schreier, 2006, S. 350). Die Klasse der Entschei-
dungsprobleme, fu¨r deren Lo¨sung ein nichtdeterministisch polynomialer Al-
gorithmus existiert, wird als NP bezeichnet (vgl. Dempe und Schreier, 2006,
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S. 362). Existiert fu¨r die Lo¨sung eines Entscheidungsproblems E ein nicht-
deterministisch polynomialer Algorithmus (E ∈ NP ) und la¨sst sich jedes
andere Entscheidungsproblem der Klasse NP polynomial auf das Problem E
transformieren, ist dieses Problem ein NP -vollsta¨ndiges Entscheidungspro-
blem (vgl. Dempe und Schreier, 2006, S. 366). Ein Optimierungsproblem ist
NP -schwer, wenn dessen Zielfunktionsseparierungsproblem NP -vollsta¨ndig
ist (vgl. Dempe und Schreier, 2006, S. 371). Das Bin-Packing-Problem ist ein
NP-schweres kombinatorisches Optimierungsproblem (vgl. Coffman et al.,
1997, S. 46). Zur Lo¨sung des Bin-Packing-Problems werden Heuristiken
eingesetzt.
Um das Bin-Packing-Problem zu untersuchen, wird es formalisiert (vgl.
Coffman et al., 1997, S. 46 f.). Gegeben ist eine Liste L mit n Gegensta¨nden
ai:
L = (a1, a2, ..., an) (6.2)
Jeder Gegenstand ai hat eine bestimmte Gro¨ße s. Vereinfachend wird ange-
nommen, dass sich die Gro¨ße s der Gegensta¨nde im linksoffenen Intervall von
Null bis Eins befindet:
s(ai) ∈ (0, 1] (6.3)
Zum Verpacken der Gegensta¨nde ai stehen Beha¨lter Bj zur Verfu¨gung. Jeder
Beha¨lter Bj hat die Gro¨ße Eins:
s(Bj) = 1 (6.4)
Der Fu¨llstand v eines Beha¨lters Bj berechnet sich aus der Summe der Gro¨ßen
der Gegensta¨nde, die sich in dem Beha¨lter befinden:
v(Bj) =
∑
ai∈Bj
s(ai) mit 1 ≤ j (6.5)
Die Gegensta¨nde ai sollen in mo¨glichst wenige Beha¨lter B gepackt werden.
Dabei darf die Summe der Gro¨ßen s der Gegensta¨nde ai in einem Beha¨lter
nicht Gro¨ße des Beha¨lters Bj u¨bersteigen:∑
ai∈Bj
s(ai) ≤ s(Bj) mit 1 ≤ j (6.6)
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Unter Beru¨cksichtigung der Restriktion 6.4 gilt:∑
ai∈Bj
s(ai) ≤ 1 mit 1 ≤ j (6.7)
Zum Verpacken der Gegensta¨nde ai der Liste L wird ein Algorithmus A
angewendet. Die vom Algorithmus A beno¨tigte Menge an Beha¨ltern B sei
A(L). Die optimale Menge an Beha¨ltern B zum Verpacken der Gegensta¨nde
ai der Liste L betra¨gt OPT (L). Es gilt folgende Bedingung:
OPT (L) ≤ A(L) (6.8)
Die Bewertung des Algorithmus A erfolgt durch einen kompetitiven Faktor.
Der Algorithmus A sei n-kompetitiv, wenn es einen Wert m gibt, so dass fu¨r
jede Liste L gilt (vgl. Klein, 2005, S. 334 f.):
A(L) ≤ n ·OPT (L) +m mit n,m ∈ R (6.9)
Die Berechnungskomplexita¨t des Bin-Packing-Problems wird anhand der
Zeitkomplexita¨t T bestimmt. Die Zeitkomplexita¨t beschreibt die Anzahl
von Rechenoperationen, die zur Lo¨sung des Problems notwendig sind (vgl.
Hromkovicˇ, 2007, S. 207). Die Darstellung der Zeitkomplexita¨t erfolgt in der
Ω- und der O-Notation (vgl. Hromkovicˇ, 2007, S. 211):
O(f(n)) = {r : N→ R+ | ∃n0 ∈ N, ∃c ∈ N, ∀n ≥ n0 : r(n) ≤ c·f(n)} (6.10)
Jede Funktion r ∈ O(f(n)) wa¨chst asymptotisch nicht schneller als die Funk-
tion f .
Ω(g(n)) = {s : N→ R+ | ∃n0 ∈ N,∃d ∈ N,∀n ≥ n0 : s(n) ≥ 1
d
·g(n)} (6.11)
Jede Funktion s ∈ Ω(g(n)) wa¨chst asymptotisch mindestens so schnell wie
die Funktion g.
Bin-Packing-Probleme lassen sich in Online- und Oﬄine-Bin-Packing-
Probleme unterteilen. Beim Oﬄine-Bin-Packing sind die Mengen an Ob-
jekten und Beha¨ltern vor dem Beginn der Lo¨sung des Problems bekannt.
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In der Realita¨t kann nicht immer von dieser Voraussetzung ausgegangen
werden. Treffen die Objekte in einer geordneten Reihenfolge ein und sind
unmittelbar einem Beha¨lter zuzuordnen, wird diese Problemstellung als
Online-Bin-Packing bezeichnet (vgl. Coffman et al., 1997, S. 47).
Bin-Packing-Probleme lassen sich weiterhin nach der Anzahl der Kapa-
zita¨tsrestriktionen unterscheiden. Verfu¨gen die Beha¨lter nur u¨ber eine Ka-
pazita¨tsrestriktion, liegt ein eindimensionales Bin-Packing-Problem vor.
Werden die Beha¨lter durch mehrere Kapazita¨tsrestriktionen limitiert, han-
delt es sich um ein mehrdimensionales Bin-Packing-Problem.
Eindimensionales Online-Bin-Packing
Beim Online-Bin-Packing werden die Gegensta¨nde a1, ..., ak der Liste L nach-
einander verpackt. Der Algorithmus hat keine Kenntnis u¨ber den Inhalt der
Liste sondern beru¨cksichtigt immer nur den gerade zu verpackenden Gegen-
stand aj.
Der einfachste Algorithmus zur Lo¨sung des Online-Bin-Packing-Problems
ist der Next-Fit-Algorithmus (NF). Hierbei wird immer nur ein aktueller
Beha¨lter Bm betrachtet. Der aktuelle Beha¨lter Bm ist entweder leer oder
bereits mit den Objekten ai ∈ Bm gefu¨llt. Der Gegenstand aj wird in den
Beha¨lter gepackt wenn gilt:
s(aj) +
∑
ai∈Bm
s(ai) ≤ 1 (6.12)
Ist diese Bedingung nicht erfu¨llt, wird der Beha¨lter Bm geschlossen und Ge-
genstand aj wird in den Beha¨lter Bm+1 gepackt. Der Beha¨lter Bm wird nicht
weiter betrachtet. Dieser Vorgang wird solange wiederholt bis alle k Ge-
gensta¨nde verpackt sind.
Der Next-Fit-Algorithmus ist 2-kompetitiv. Es la¨sst sich zeigen, dass gilt
(vgl. Korte und Vygen, 2008, S. 488):
NF (L) ≤ 2 ·OPT (L)− 1 (6.13)
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Betrachtet man zwei benachbarte, durch den Next-Fit-Algorithmus befu¨llte
Beha¨lter Bm und Bm+1 so gilt:
v(Bm) + v(Bm+1) > 1 (6.14)
Die Summe der Fu¨llsta¨nde zweier benachbarter Beha¨lter muss immer gro¨ßer
als Eins sein, da der Inhalt des zweiten Beha¨lters sonst noch in den ers-
ten Beha¨lter gepasst ha¨tte. Fu¨r Summe der Fu¨llsta¨nde aller vom Next-Fit-
Algorithmus verwendeten Beha¨lter gilt somit:⌊
NF (L)
2
⌋
<
NF (L)∑
m=1
v(Bm) (6.15)
Die linke Seite der Ungleichung wird fu¨r eine ungerade Anzahl Beha¨lter ab-
gerundet. Die Summe der Fu¨llsta¨nde ist sowohl fu¨r einen optimalen Algorith-
mus als auch fu¨r den Next-Fit-Algorithmus identisch, wenn beide auf dieselbe
Liste mit Gegensta¨nden angewendet werden:
NF (L)∑
m=1
v(Bm) =
OPT (L)∑
m=1
v(Bm) (6.16)
Aus Formel 6.15 folgt deshalb:⌊
NF (L)
2
⌋
<
OPT (L)∑
m=1
v(Bm) (6.17)
Die Ungleichung la¨sst sich erweitern und umformen:
NF (L)− 1
2
≤
⌊
NF (L)
2
⌋
≤
⌈
OPT (L)∑
m=1
v(Bm)
⌉
− 1
NF (L)− 1 ≤ 2 ·
⌈
OPT (L)∑
m=1
v(Bm)
⌉
− 2
NF (L) ≤ 2 ·
⌈
OPT (L)∑
m=1
v(Bm)
⌉
− 1
(6.18)
6.1. Zuordnung virtualisierter Betriebsmittel 115
1
22 N
11
2 2 N
1
, , , ,
2 N
1
2 N Behälter
NF(L) = 2 N
,
1
2
1
2 N
,
1 BehälterN Behälter
OPT(L) = N + 1
1
2
1
2
1
2
L =
Abbildung 6.1: Beispiel fu¨r den Next-Fit-Algorithmus (nach Coffman et al.,
1997, S. 49)
Der Fu¨llstand eines Beha¨lters darf die Gro¨ße des Beha¨lters niemals u¨berschreiten.
Deshalb gilt:
v(Bm) ≤ 1
NF (L) ≤ 2 ·
⌈
OPT (L)∑
m=1
v(Bm)
⌉
− 1 ≤ 2 ·
⌈
OPT (L)∑
m=1
1
⌉
− 1
NF (L) ≤ 2 ·OPT (L)− 1 q. e. d.
(6.19)
Abbildung 6.1 zeigt ein Beispiel fu¨r eine Liste von Gegensta¨nden, die durch
den Next-Fit-Algorithmus verpackt wurden. Die Zeitkomplexita¨t TNF des
Next-Fit-Algorithmus ist linear (vgl. Korte und Vygen, 2008, S. 488):
TNF = O(n) (6.20)
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Ein weiterer Algorithmus zur Lo¨sung des Online-Bin-Packing-Problems ist
der First-Fit-Algorithmus (FF) (vgl. Garey et al., 1972, S. 143). Ein Beha¨lter
Bm ist entweder leer oder ist bereits mit den Objekten ai ∈ Bm gefu¨llt.
Beginnend mit dem ersten Beha¨lter wird versucht, den Gegenstand aj zu
verpacken. Der Gegenstand aj wird in den Beha¨lter m gepackt wenn gilt:
s(aj) + v(Bm) ≤ 1
s(aj) +
∑
ai∈Bm s(ai) ≤ 1
(6.21)
Ist diese Bedingung nicht erfu¨llt, wird versucht den Gegenstand aj in den
Beha¨lter Bm+1 zu packen. Im Gegensatz zum Next-Fit-Algorithmus wird der
Beha¨lter Bm nicht geschlossen. Dieser Vorgang wird solange wiederholt, bis
alle k Gegensta¨nde verpackt sind.
Der First-Fit-Algorithmus ist 1,7-kompetitiv. Es la¨sst sich zeigen, dass gilt
(vgl. Garey et al., 1976, S. 262):
FF (L) ≤
⌈
17
10
·OPT (L)
⌉
(6.22)
Die Zeitkomplexita¨t TFF des First-Fit-Algorithmus betra¨gt (vgl. Coffman
et al., 1997, S. 50):
TFF = O(n log n) (6.23)
Ein weiterer 1,7-kompetitiver Algorithmus ist der Best-Fit-Algorithmus (BF)
(vgl. Johnson et al., 1974, S. 300). Beim Best-Fit-Algorithmus wird ein Ge-
genstand aj in den Beha¨lter gepackt, in dem der ho¨chste Fu¨llstand v
′(B)
erreicht wird:
v′(Bm) = s(aj) + v(Bm) mit v′(Bm) =
n
max
i=1
(s(aj) + v(Bi) ≤ 1) (6.24)
Die Zeitkomplexita¨t TBF des Best-Fit-Algorithmus betra¨gt ebenfalls (vgl.
Coffman et al., 1997, S. 53):
TBF = O(n log n) (6.25)
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Abbildung 6.2: Partitionierung des HARMONIC-k-Algorithmus fu¨r M=4
Bessere Ergebnisse liefert der HARMONIC-k-Algorithmus (vgl. Lee und Lee,
1985, S. 562 ff.). Hierbei wird das Intervall (0, 1] wie folgt in Partitionierungen
I unterteilt:
(0, 1] =
M⋃
k=1
Ik mit Ik =
(
1
k + 1
,
1
k
]
fu¨r 1 ≤ k < M
IM =
(
0,
1
M
]
M ∈ N+
(6.26)
Abbildung 6.2 veranschaulicht die Partitionierung fu¨r den Fall M = 4. Fu¨r
jede Partitionierung Ik wird ein eigener Ik-Beha¨lter verwendet. Ein Gegen-
stand a wird entsprechend seiner Gro¨ße s(a) ∈ Ik in den Ik-Beha¨lter gepackt.
Ist in dem Ik-Beha¨lter nicht mehr genu¨gend Platz, wird der Beha¨lter geschlos-
sen, und ein neuer Beha¨lter verwendet. Die Zeitkomplexita¨t THARMONIC des
HARMONIC-k-Algorithmus ist linear (vgl. Lee und Lee, 1985, S. 563):
THARMONIC = O(n) (6.27)
Der kompetitive Faktor des Algorithmus ha¨ngt von der Anzahl der Partitio-
nierungen M ab. Fu¨r sechs Partitionierungen (M = 6) ist der HARMONIC-
k-Algorithmus 1,7-kompetitiv und damit genau so gut wie der First-Fit- und
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der Best-Fit-Algorithmus. Fu¨r mehr als sechs Partitionierungen liefert der
HARMONIC-k-Algorithmus bessere Ergebnisse (vgl. Lee und Lee, 1985, S.
567).
Auf Grundlage des HARMONIC-k-Algorithmus wurden verschiedene Modi-
fikationen entwickelt, die den kompetitiven Faktor weiter verbessern. Eine
Variante ist der HARMONIC++-Algorithmus mit einem kompetitiven Fak-
tor von 1,58889 (vgl. Seiden, 2002, S. 640 ff.). Zur Lo¨sung des Online-Bin-
Packing-Problems existieren noch weitere Algorithmen (vgl. Coffman et al.,
1997, S. 46 ff.).
Eindimensionales Oﬄine-Bin-Packing
Im Unterschied zum Online-Bin-Packing sind beim Oﬄine-Bin-Packing
alle Gegensta¨nde a der Liste L vor dem Beginn der Zuordnung zu den
Beha¨ltern B bekannt. Der Online-Algorithmus First-Fit la¨sst sich zu einem
Oﬄine-Algorithmus First-Fit-Decreasing (FFD) modifizieren, in dem die
Gegensta¨nde a vor dem Verpacken nach ihrer Gro¨ße s(a) absteigend sortiert
werden. Fu¨r die neue Liste L′ gilt:
ai ∈ L′ mit s(ai) ≥ s(ai+1) (6.28)
Anschließend wird die neue Liste L′ nach dem First-Fit-Algorithmus
verpackt. Es la¨sst sich zeigen, dass der First-Fit-Decreasing-Algorithmus
11
9
-kompetitiv ist (vgl. Yue, 1991, S. 321 ff.):
FFD(L) ≤ 11
9
·OPT (L) + 1 (6.29)
Da die Liste L vor dem Verpacken noch zusa¨tzlich sortiert werden muss, gilt
fu¨r die Zeitkomplexita¨t des First-Fit-Decreasing-Algorithmus (vgl. Coffman
et al., 1984, S. 56):
TFFD = Ω(n log n) (6.30)
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Der Online-Algorithmus Best-Fit la¨sst sich ebenfalls zu einem Oﬄine-
Algorithmus Best-Fit-Decreasing (BFD) modifizieren. Auch dieser Algo-
rithmus ist 11
9
-kompetitiv und hat dieselbe Zeitkomplexita¨t wie der First-
Fit-Decreasing-Algorithmus (vgl. Coffman et al., 1997, S. 60 ff.). Entha¨lt
die Liste L keine Gegensta¨nde a deren Gro¨ße s(a) kleiner als 1
6
ist, liefert
der Best-Fit-Algorithmus kompetitiv mindestens so gute Ergebnisse wie der
First-Fit-Algorithmus (vgl. Johnson et al., 1974, S. 310 ff.):
BFD(L) ≤ FFD(L) mit ∀ai ∈ L : 1
6
≤ s(ai) ≤ 1 (6.31)
Weiterhin la¨sst sich zeigen, dass es keinen Online-Algorithmus geben kann,
der kompetitiv besser als die Oﬄine-Algorithmen First-Fit-Decreasing
und Best-Fit-Decreasing ist. Es la¨sst sich zeigen, dass fu¨r jeden Online-
Algorithmus ONLINE gilt (vgl. Gehweiler und auf der Heide, 2008, S. 401
ff.):
ONLINE(L) ≥ 4
3
·OPT (L) (6.32)
Die Liste L′ soll 2 · x Gegensta¨nde a′ enthalten, fu¨r deren Gro¨ße s(a′) gilt:
s(a′) =
1
2
− ε mit 0 < ε < 1
6
(6.33)
Ein optimaler Algorithmus OPT beno¨tigt x Beha¨lter B zum Verpacken der
Gegensta¨nde a′ der Liste L′, da immer zwei Gegensta¨nde in einen Beha¨lter
passen:
OPT (L′) = x (6.34)
Ein Online-Algorithmus ONLINE verpackt die Gegensta¨nde a′ so in die
Beha¨lter B, dass sich entweder ein oder zwei Gegensta¨nde in einem Beha¨lter
befinden. Die verwendete Anzahl der Beha¨lter ONLINE(L′) ist die Summe
der Beha¨lter n1 in denen sich ein Gegenstand a
′ befindet und der Beha¨lter
n2 in denen sich zwei Gegensta¨nde a
′ befinden:
ONLINE(L′) = n1 + n2 (6.35)
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Abbildung 6.3: Zuordnungen fu¨r L’
Fu¨r die Gesamtzahl aller Gegensta¨nde gilt somit:
2 · x = n1 + 2 · n2
n1 = 2 · x− 2 · n2
(6.36)
Durch Einsetzen von Formel 6.36 in Formel 6.35 erha¨lt man:
ONLINE(L′) = 2 · x− 2 · n2 + n2
= 2 · x− n2
(6.37)
Abbildung 6.3 veranschaulicht die Zuordnungen. Eine Liste L′′ soll neben den
2 · x Gegensta¨nden a′, welche die Bedingung 6.33 erfu¨llen, 2 · x zusa¨tzliche
Gegensta¨nde a′′ enthalten, fu¨r deren Gro¨ße s(a′′) gilt:
s(a′′) =
1
2
+ ε mit 0 < ε <
1
6
(6.38)
Ein optimaler Algorithmus OPT beno¨tigt 2 · x Beha¨lter B zum Verpacken
der Gegensta¨nde a und a′. Ein kleiner Gegenstand a′ (mit s(a′) = 1
2
− ) und
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Abbildung 6.4: Zuordnungen fu¨r L”
ein großer Gegenstand a′′ (mit s(a′′) = 1
2
+ ) werden immer zusammen in
einen Beha¨lter gepackt:
OPT (L′′) = 2 · x mit s(a′) + s(a′′) = 1
2
− + 1
2
+  = 1 (6.39)
Ein Online-Algorithmus ONLINE wird die ersten 2 · x Gegensta¨nde a der
Liste L′′ mit der Gro¨ße s(a′) = 1
2
−  genauso verpacken wie die Liste L′.
Mit einem Teil der weiteren Gegensta¨nde a′′ der Liste L′′ mit der Gro¨ße
s(a′′) = 1
2
+ lassen sich die Beha¨lter n1 auffu¨llen, in denen sich nur ein Gegen-
stand befindet. Fu¨r den restlichen Teil der Gegensta¨nde a′′ muss jeweils ein
neuer Beha¨lter verwendet werden. Die Anzahl der vom Online-Algorithmus
beno¨tigten Beha¨lter ONLINE(L′′) betra¨gt somit:
ONLINE(L′′) = n+ 2 · x− n1
= n1 + n2 + 2 · x− n1
= 2 · x+ n2
(6.40)
Abbildung 6.4 veranschaulicht die Zuordnungen. Um die Behauptung 6.32 zu
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besta¨tigen, wird ein Negativbeweis gefu¨hrt. Es ist zu widerlegen, dass gilt:
ONLINE(L) <
4
3
·OPT (L) (6.41)
Setzt man die Ergebnisse fu¨r die Liste L′ in die Behauptung 6.41 ein, erha¨lt
man:
2 · x− n2 < 4
3
· x
n2 >
2
3
· x
(6.42)
Setzt man die Ergebnisse fu¨r die Liste L′′ in die Behauptung 6.41 ein, erha¨lt
man:
2 · x+ n2 < 4
3
· 2 · x
n2 <
2
3
· x
(6.43)
Aussage 6.42 und Aussage 6.43 stehen in Widerspruch zueinander. Die Be-
hauptung 6.41 ist somit falsch. Es kann keinen Online-Algorithmus geben, der
besser als 4
3
-kompetitiv ist. Die Oﬄine-Algorithmen First-Fit-Decreasing und
Best-Fit-Decreasing sind kompetitiv besser als jeder Online-Algorithmus.
Es la¨sst sich nachweisen, dass die untere kompetitive Schranke von Online-
Algorithmen noch ho¨her liegt, ohne die getroffenen Aussagen zu beeinflus-
sen. So kann man in einem aufwa¨ndigeren Beweis zeigen, dass kein Online-
Algorithmus besser als 3
2
-kompetitiv ist (vgl. Yao, 1980, S. 212 ff.).
Mehrdimensionales Bin-Packing
Bei eindimensionalen Bin-Packing-Problemen wurde davon ausgegangen,
dass die Beha¨lter und die Gegensta¨nde nur eine Gro¨ßenrestriktion haben.
Bestehen fu¨r die Beha¨lter mehrere Gro¨ßenrestriktionen, liegt ein mehr-
dimensionales Bin-Packing-Problem vor. Ko¨nnen die Gro¨ßenrestriktionen
unabha¨ngig voneinander betrachtet werden, handelt es sich um ein Vector-
Packing-Problem (vgl. Caprara et al., 2002, S. 58). Jeder Beha¨lter B hat beim
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Vector-Packing-Problem d voneinander unabha¨ngige Gro¨ßenrestriktionen s.
Die Gro¨ßenrestriktionen werden einheitlich skaliert, so dass gilt:
si(B) = 1 mit 1 ≤ i ≤ d (6.44)
Die Gro¨ße eines zu verpackenden Gegenstands a wird durch dGro¨ßenmerkmale
s beschrieben. Fu¨r die Gro¨ße der zu verpackenden Gegensta¨nde a gilt:
si(a) ≤ 1 mit 1 ≤ i ≤ d (6.45)
Der Fu¨llstand v des Beha¨lters darf fu¨r jede Dimension die Gro¨ße des Beha¨lters
in dieser Dimension nicht u¨berschreiten:
∀i ∈ d : vi(B) ≤ 1
∑
aj∈B
si(aj) ≤ 1
(6.46)
Algorithmen zur Lo¨sung von Vector-Packing-Problemen lassen sich wie-
der in Online- und Oﬄine-Algorithmen unterteilen. Ein einfacher Online-
Algorithmus zur Lo¨sung des Vector-Packing-Problems ist der bereits be-
schriebene First-Fit-Algorithmus. Im Gegensatz zum eindimensionalen Fall
werden jedoch d Gro¨ßenrestriktionen beim Verpacken beru¨cksichtigt. Ein
Gegenstand aj wird in den Beha¨lter m gepackt wenn gilt:
∀i ∈ d : si(aj) + vi(Bm) ≤ 1
si(aj) +
∑
ak∈Bm
si(ak) ≤ 1
(6.47)
Die Kompetitivita¨t des First-Fit-Algorithmus (F̂F ) ist beim Vector-Packing-
Problem von der Anzahl der Dimensionen d abha¨ngig (vgl. Garey et al., 1976,
S. 263):
F̂F (L) ≤
(
d+
7
10
)
·OPT (L) + 5
2
(6.48)
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Ist die Liste L der Gegensta¨nde vor dem Verpacken vollsta¨ndig bekannt,
kann der Oﬄine-Algorithmus First-Fit-Decreasing eingesetzt werden. Die Ge-
gensta¨nde werden absteigend nach der Gro¨ße sortiert. Fu¨r die neue Liste L′
gilt:
aj ∈ L′ mit max
i∈d
si(aj) ≥ max
i∈d
si(aj+1) (6.49)
Anschließend wird die Liste L′ nach dem First-Fit-Algorithmus verpackt. Fu¨r
die Kompetitivita¨t des First-Fit-Decreasing-Algorithmus (F̂FD) gilt beim
Vector-Packing-Problem in Abha¨ngigkeit von der Anzahl an Dimensionen d
(vgl. Garey et al., 1976, S. 277):
̂FFD(L) ≤
(
d+
1
3
)
·OPT (L) (6.50)
Das Sortieren der Liste liefert somit auch im mehrdimensionalen Fall kom-
petitiv bessere Ergebnisse. Im folgenden Abschnitt werden auf Grundlage
der beschriebenen Algorithmen Methoden zur Zuordnung virtualisierter Be-
triebsmittel entwickelt.
6.1.2 Zuordnung virtualisierter Betriebsmittel als Bin-
Packing-Problem
Zur Erbringung einer IT-Dienstleistung werden Betriebsmittel beno¨tigt. Be-
triebsmittel stellen ihr Nutzungspotential der IT-Dienstleistung u¨ber einen
la¨ngeren Zeitraum zur Verfu¨gung. Jedes Betriebsmittel kann durch sein
Kapazita¨tsangebot spezifiziert werden. Das Kapazita¨tsangebot beschreibt
das technische Leistungsvermo¨gen eines Betriebsmittels. Virtualisierungs-
techniken ermo¨glichen eine effiziente Ausnutzung des technischen Leis-
tungsvermo¨gens dieser Betriebsmittel. Das technische Leistungsvermo¨gen
physischer Betriebsmittel kann durch Partitionierung auf mehrere virtuelle
Betriebsmittel aufgeteilt werden.
Die Zuordnung der virtuellen Betriebsmittel zu physischen Betriebsmitteln
la¨sst sich als Bin-Packing-Problem formulieren. Es sollen mehrere virtu-
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elle Betriebsmittel mit einer spezifischen Kapazita¨t auf mo¨glichst wenige
physische Betriebsmittel verteilt werden. Die Summe der Kapazita¨ten der
virtuellen Betriebsmittel darf dabei die Nettokapazita¨t des physischen Be-
triebsmittels nicht u¨berschreiten. Unter der Nettokapazita¨t wird hierbei
die tatsa¨chlich fu¨r die virtuellen Betriebsmittel zur Verfu¨gung stehende
Kapazita¨t des physischen Betriebsmittels verstanden. Die Bruttokapazita¨t
berechnet sich aus der Nettokapazita¨t und der fu¨r den Virtualisierungsover-
head beno¨tigten Kapazita¨t:
cBrutto = cNetto + cOverhead (6.51)
Fu¨r die Kapazita¨t cV irtuell der virtuellen Betriebsmittel, die einem physischen
Betriebsmittel P zugeordnet sind, gilt:∑
i∈P
cV irtuelli ≤ cNettoP (6.52)
Diese Bedingung entspricht der Bedingung 6.6 des Bin-Packing Problems.
Die physischen Betriebsmittel werden in Losen beschafft. Ein Los physi-
scher Betriebsmittel steht fu¨r die Zuordnung der virtuellen Betriebsmittel
zur Verfu¨gung. Geht man davon aus, dass in einem Los Betriebsmittel
mit gleichem technischen Leistungsvermo¨gen beschafft werden, verfu¨gen alle
physischen Betriebsmittel u¨ber die gleiche Kapazita¨t. Die Kapazita¨ten lassen
sich auf einen Einheitswert von Eins skalieren und entsprechen damit den
Anforderungen an die Gro¨ße der Beha¨lter des Bin-Packing-Problems.
IT-Dienstleistungen werden kundenauftragsorientiert produziert. Die hierfu¨r
beno¨tigten virtuellen Betriebsmittel ko¨nnen fu¨r jeden Fertigungsauftrag
einzeln angelegt werden. Die vollsta¨ndige Liste der einzurichtenden virtu-
ellen Betriebsmittel ist in diesem Fall bei der Zuordnung der virtuellen
Betriebsmittel nicht bekannt. Die auftragsorientierte Einrichtung der vir-
tuellen Betriebsmittel entspricht somit dem Online-Bin-Packing-Problem.
Die virtuellen Betriebsmittel ko¨nnen auch auf Vorrat bereitgestellt wer-
den. Bei der Vorratsbereitstellung virtueller Betriebsmittel ist die Liste der
einzurichtenden virtuellen Betriebsmittel bekannt. Diese Variante stellt ein
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Oﬄine-Bin-Packing-Problem dar. In Abschnitt 6.1.1 wurde fu¨r den Fall des
eindimensionalen Bin-Packings bewiesen, dass es Algorithmen zur Lo¨sung
des Oﬄine-Bin-Packing-Problems gibt, die kompetitiv besser sind als jeder
Online-Algorithmus. Aus diesem Beweis la¨sst sich schlussfolgern, dass es
aus Sicht der Kapazita¨tswirtschaft sinnvoll ist, die virtuellen Betriebsmittel
auf Vorrat bereitzustellen, wenn die virtuellen Betriebsmittel nur eine Ka-
pazita¨tsrestriktion haben. Fu¨r eine Verallgemeinerung dieser Behauptung
auf den Fall, dass ein virtuelles Betriebsmittel durch mehr als eine Kapa-
zita¨tsrestriktion beschrieben wird, besteht weiterer Forschungsbedarf. Am
Beispiel des First-Fit-Algorithmus la¨sst sich jedoch auch im mehrdimensio-
nalen Fall zeigen, dass kompetitiv bessere Ergebnisse erzielt werden, wenn
die Liste der zu verpackenden Gegensta¨nde vorher bekannt ist. Es ist also
anzunehmen, dass die Vorratsbereitstellung virtueller Betriebsmittel immer
sinnvoll ist.
Die Ermittlung des Bedarfs an Komponenten und Kapazita¨ten wird als Be-
triebsmittelbedarfsplanung bezeichnet (engl. resource requirements planning
[RRP]) (vgl. Scho¨nsleben, 2007, S. 228). Als virtuelle Betriebsmittelbedarfs-
planung (engl. virtual resource requirements planning [VRRP]) wird im
Folgenden die Ermittlung des Bedarfs an virtuellen Betriebsmitteln, deren
Einrichtung und die Zuordnung zu physischen Betriebsmitteln bezeichnet.
Ein Rechenzentrum bietet eine bestimmte Menge verschiedener IT-Dienst-
leistungen an. Zur Erbringung einer IT-Dienstleistung werden virtuelle Be-
triebsmittel verwendet. Diese virtuellen Betriebsmittel sollen entsprechend
der (s,Q)-Politik auf Vorrat in Losen Q bereit gestellt werden. Unterschreitet
der Bestand eines virtuellen Betriebsmittels V einen definierten Melde-
bestand s, soll eine virtuelle Betriebsmittelbedarfsplanung (VRRP-Lauf)
durchgefu¨hrt werden (siehe Abbildung 6.5). Der Bestand ist die Menge
an eingerichteten virtuellen Betriebsmitteln mit gleichem technischen Leis-
tungsvermo¨gen, die noch nicht in Fertigungsauftra¨gen verwendet werden. Vor
der Freigabe eines Fertigungsauftrags werden die Planbetriebsmittel durch
tatsa¨chliche virtuelle Betriebsmittel substituiert (siehe Abschnitt 3.1.2).
Nach jeder Substitution wird u¨berpru¨ft, ob der Bestand eines virtuellen
Betriebsmittels den Meldebestand s erreicht oder unterschritten hat. Ist dies
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Abbildung 6.5: VRRP-Lauf
der Fall, wird ein VRRP-Lauf angestoßen. Ein VRRP-Lauf besteht aus den
zwei Arbeitschritten:
• Schritt 1: Reservierung der physischen Kapazita¨ten und
• Schritt 2: Einrichtung der virtuellen Kapazita¨ten.
Im ersten Schritt werden die physischen Kapazita¨ten reserviert, die zur Ein-
richtung der virtuellen Kapazita¨ten beno¨tigt werden. Voraussetzung hierfu¨r
ist das Vorhandensein einer ausreichenden Menge physischer Betriebsmittel,
die im Vorfeld beschafft wurden. Die Nettokapazita¨t eines physischen Be-
triebsmittels P ist wie folgt aufgeteilt:
• Fertigungsauftra¨ge (F): Virtuelle Betriebsmittel, die bereits in Fer-
tigungsauftra¨gen verwendet werden,
• Installationen (I): Virtuelle Betriebsmittel, die bereits installiert sind
aber noch nicht in Fertigungsauftra¨gen verwendet werden und
• Reservierungen (R): Platzhalter fu¨r einzurichtende virtuelle Be-
triebsmittel.
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Abbildung 6.6: Mo¨gliche Aufteilung physischer Betriebsmittel
Die nicht zugeordnete Nettokapazita¨t steht als freie Kapazita¨t zur Verfu¨gung.
Abbildung 6.6 zeigt eine mo¨gliche Aufteilung physischer Betriebsmittel. Zur
Reservierung der physischen Betriebsmittel soll ein Oﬄine-Bin-Packing-
Algorithmus angewendet werden. In verschiedenen IT-Dienstleistungen
werden gleiche virtuelle Betriebsmittel mit unterschiedlichem technischen
Leistungsvermo¨gen eingesetzt. Fu¨r jedes technische Leistungsvermo¨gen i ei-
nes Betriebsmittels wird ein eigener Bestand V i gefu¨hrt und eine Losgro¨ße Qi
definiert. Bei der Durchfu¨hrung des Bin-Packing-Algorithmus sollen fu¨r ein
Betriebsmittel mit einem technischen Leistungsvermo¨gen i, dessen Meldebe-
stand erreicht oder unterschritten wurde, physische Kapazita¨ten reserviert
werden. Um bei der Durchfu¨hrung des Bin-Packing-Algorithmus bessere
Resultate zu erzielen, werden zusa¨tzlich Reservierungen fu¨r die technischen
Leistungsvermo¨gen j mit j 6= i des virtuellen Betriebsmittels vorgenommen.
Die Menge der neu einzurichtenden Installationen I ineu des virtuellen Be-
triebsmittels V i entspricht der Losgro¨ße Qi:
I ineu = Q
i (6.53)
Fu¨r die einzurichtenden Installationen I mu¨ssen Reservierungen R vorge-
nommen werden. Die Menge der Reservierungen Rineu fu¨r das Betriebsmittel
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V i berechnet sich aus der Menge der einzurichtenden Installationen abzu¨glich
der bereits in fru¨heren VRRP-La¨ufen vorgenommen Reservierungen Rialt:
Rineu = I
i
neu −Rialt
= Qi −Rialt
(6.54)
Die Menge der Reservierungen Rjneu fu¨r die Betriebsmittel V
j mit j 6= i
ergibt sich aus der Losgro¨ße Qj abzu¨glich der bereits in fru¨heren VRRP-
La¨ufen vorgenommen Reservierungen Rjalt sowie der Installationen I
j
alt, die
noch nicht in Fertigungsauftra¨gen verwendet werden:
Rjneu = Q
j − Ijalt −Rjalt (6.55)
Nachdem die Mengen der vorzunehmenden Reservierungen fu¨r die verschie-
denen technischen Leistungsvermo¨gen eines virtuellen Betriebsmittels be-
kannt sind, kann ein geeigneter Oﬄine-Bin-Packing-Algorithmus ausgefu¨hrt
werden. Um eine bessere Auslastung zu erzielen, wird der Bin-Packing-
Algorithmus neben den neu beschafften physischen Betriebsmitteln, auch
auf die bereits im Einsatz befindlichen Betriebsmittel angewendet. Als
Ergebnis liegen die Reservierungen der physischen Betriebsmittel fu¨r die
virtuellen Betriebsmittel vor.
Im na¨chsten Schritt werden die virtuellen Betriebsmittel eingerichtet.
Ausfa¨lle physischer Betriebsmittel werden als Betriebssto¨rungen bezeich-
net (vgl. Kollerer, 1978, S. 20). Um flexibel auf Sto¨rungen reagieren zu
ko¨nnen, werden ausschließlich die virtuellen Betriebsmittel V i eingerichtet.
Die Kapazita¨ten der virtuellen Betriebsmittel V j mit j 6= i werden zwar
reserviert jedoch nicht eingerichtet. Die Reservierungen Rj ko¨nnen bei auf-
tretenden Betriebssto¨rungen wieder ru¨ckga¨ngig gemacht werden, um die
Kapazita¨ten fu¨r die Beseitigung von Betriebssto¨rungen zu verwenden. In
diesem Fall werden die Reservierungen Rj beim na¨chsten VRRP-Lauf neu
vorgenommen.
Bei der Zuordnung der virtuellen Betriebsmittel wird von einer vorgegebenen
Gro¨ße des Kapazita¨tsbedarfs ausgegangen. In Abschnitt 4.2.3 wurde jedoch
nachgewiesen, dass der Kapazita¨tsbedarf von der Anzahl der virtuellen Be-
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triebsmittel abha¨ngt, die sich auf einem physischen Betriebsmittel befinden.
Wird die Gro¨ße des Kapazita¨tsbedarfs eines virtuellen Betriebsmittels in
Abha¨ngigkeit der Anzahl der virtuellen Betriebsmittel auf einem physischen
Betriebsmittel bestimmt, la¨sst sich die Ausnutzung des Kapazita¨tsangebots
weiter verbessern. Hierzu muss jedoch die Voraussetzung einer festen Gro¨ße
der zu verpackenden Gegensta¨nde des Bin-Packing-Problems aufgegeben
werden. Fu¨r eine Untersuchung, welche Auswirkung dies auf die Kompeti-
tivita¨t der Bin-Packing-Algorithmen hat besteht weiterer Forschungsbedarf.
Im folgenden Abschnitt wird die Durchfu¨hrung eines VRRP-Laufs an einem
einfachen Beispiel erla¨utert.
6.1.3 Beispiel einer Zuordnung virtualisierter
Betriebsmittel
Ein Rechenzentrum bietet drei IT-Dienstleistungen A, B und C an. Fu¨r jede
IT-Dienstleistung wird ein virtueller Server mit einem spezifischen techni-
schen Leistungsvermo¨gen beno¨tigt:
• IT-Dienstleistung A: virtueller Server V A mit cA = 1000 MIPS,
• IT-Dienstleistung B: virtueller Server V B mit cB = 2000 MIPS und
• IT-Dienstleistung C: virtueller Server V C mit cC = 3000 MIPS.
Die virtuellen Server werden in Losen Q zu 10 Stu¨ck eingerichtet. Der Mel-
debestand s betra¨gt zwei Stu¨ck:
QA = QB = QC = 10
sA = sB = sC = 2
(6.56)
Physische Server werden in Losen zu 10 Stu¨ck mit einem technischen Leis-
tungsvermo¨gen von 5000 MIPS beschafft. Ein neues Los physischer Server
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Abbildung 6.7: Zuordnung der virtuellen Server nach der Substitution
wurde beschafft und steht fu¨r die Produktion zur Verfu¨gung. Nach dem letz-
ten VRRP-Lauf ist der Bestand an Installationen I, die nicht in Fertigungs-
auftra¨gen verwendet werden, und Reservierungen R:
IA = 3 RA = 1
IB = 3 RB = 0
IC = 4 RC = 2
(6.57)
Es wird ein neuer Fertigungsauftrag zur Produktion der IT-Dienstleistung B
angelegt. Anschließend wird das Planbetriebsmittel, das den virtuellen Server
beschreibt, durch einen virtuellen Server V B substituiert. Eine Installation
IB wird in einen Fertigungsauftrag FB u¨berfu¨hrt. Abbildung 6.7 zeigt die
Zuordnung der virtuellen Server nach der Substitution.
Nachdem das Planbetriebsmittel im Fertigungsauftrag substituiert wurde, ist
zu u¨berpru¨fen, ob der Bestand an Installationen I fu¨r einen virtuellen Server
den Meldebestand s erreicht oder unterschritten hat. Die U¨berpru¨fung liefert
folgendes Ergebnis:
IA = 3 > sA
IB = 2 ≤ sB
IC = 4 > sC
(6.58)
Fu¨r die virtuellen Server V B wird der Meldebestand sB erreicht. Es ist ein
VRRP-Lauf anzustoßen. Als Erstes werden die physischen Kapazita¨ten re-
serviert. Um das Bin-Packing fu¨r die Reservierungen vornehmen zu ko¨nnen,
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Abbildung 6.8: Zuordnung der virtuellen Server nach der Ausfu¨hrung von
Best-Fit-Decreasing
muss die Menge an neuen Reservierungen ermittelt werden. Fu¨r die virtuel-
len Server V B betra¨gt die Menge an vorzunehmenden Reservierungen nach
Formel 6.54:
RBneu = Q
B −RBalt
= 10− 0
= 10
(6.59)
Nach Formel 6.55 betra¨gt die Menge an vorzunehmenden Reservierungen fu¨r
die virtuellen Server V A:
RAneu = Q
A − IAalt −RAalt
= 10− 3− 1
= 6
(6.60)
Fu¨r die virtuellen Server V C betra¨gt die Menge an vorzunehmenden Reser-
vierungen nach Formel 6.55:
RCneu = Q
C − ICalt −RCalt
= 10− 4− 2
= 4
(6.61)
Die Reservierungen sollen durch einen Oﬄine-Algorithmus vorgenommen
werden. Da das technische Leistungsvermo¨gen von keinem virtuellen Server
1
6
des technischen Leistungsvermo¨gens eines physischen Servers unterschrei-
tet, ist nach Formel 6.31 der Einsatz des Best-Fit-Decreasing-Algorithmus
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Abbildung 6.9: Zuordnung der virtuellen Server nach der Einrichtung der
Betriebsmittel V B
sinnvoll. Hierzu sind die Reservierungen absteigend nach ihrem technischen
Leistungsvermo¨gen zu sortieren:
cC > cB > cA (6.62)
Die Reservierungen der virtuellen Server V C werden als erste nach dem Best-
Fit-Algorithmus zugeordnet, da sie das gro¨ßte technische Leistungsvermo¨gen
haben. Im Anschluss werden die virtuellen Server V B zugeordnet. Als Letz-
tes werden die Zuordnungen der Reservierungen der virtuellen Server V A
ausgefu¨hrt. Die Liste L der Reservierungen R, die den physischen Servern
zuzuordnen sind, entha¨lt:
L = ( RC , RC , RC , RC ,
RB, RB, RB, RB, RB, RB, RB, RB, RB, RB,
RA, RA, RA, RA, RA, RA
) (6.63)
Als Na¨chstes wird die Liste L nach dem Best-Fit-Algorithmus den physischen
Servern zugeordnet. Abbildung 6.8 zeigt das Ergebnis der Zuordnung.
Im na¨chsten Schritt werden die virtuellen Betriebsmittel V B eingerichtet. Die
Reservierungen RB werden hierbei in Installationen IB u¨berfu¨hrt. Abbildung
6.9 zeigt das Ergebnis dieses Vorgangs. Nach der Durchfu¨hrung des VRRP-
Laufs steht eine ausreichende Menge an virtuellen Betriebsmitteln zur Pro-
duktion der IT-Dienstleistung B zur Verfu¨gung.
Werden die Planbetriebsmittel in einem Fertigungsauftrag durch virtuelle
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Betriebsmittel ersetzt, stehen mehrere Ressourcen fu¨r die Substitution zur
Auswahl. Im na¨chsten Abschnitt wird beschrieben, wie die Auswahl eines
geeigneten virtuellen Betriebsmittels vorgenommen wird.
6.2 Betriebsmittelauswahl
Als Ergebnis der Zuordnung der virtuellen Betriebsmittel stehen auf ver-
schiedenen physischen Betriebsmitteln mehrere virtuelle Betriebsmittel mit
gleichem technischen Leistungsvermo¨gen zur Verfu¨gung. Diese virtuellen Be-
triebsmittel sollen eingesetzt werden, um die Planbetriebsmittel in den Fer-
tigungsauftra¨gen zu substituieren. Die Kapazita¨ten der physischen Betriebs-
mittel sollen hierbei mo¨glichst effizient eingesetzt werden. In Abschnitt 4.2.3
wurde nachgewiesen, dass bei sinkender Korrelation der Kapazita¨tsbedarfe
der virtuellen Server auch das in Anspruch genommene Kapazita¨tsangebot
des physischen Servers sinkt. Diese Eigenschaft soll bei der Betriebsmittel-
auswahl beru¨cksichtigt werden.
6.2.1 Korrelationskoeffizient von Bravais-Pearson
Gegeben sind zwei Merkmale X und Y . Fu¨r definierte Zeitpunkte werden Be-
obachtungswerte der Merkmale erhoben. Existieren fu¨r wachsende Beobach-
tungswerte des Merkmals X auch tendenzma¨ßig gro¨ßere Beobachtungswerte
des Merkmals Y zum selben Zeitpunkt, wird ein Zusammenhang zwischen
diesen Merkmalen vermutet. Ein Maß fu¨r die Sta¨rke dieses Zusammenhangs
ist der Bravais-Pearson-Korrelationskoeffizient (vgl. Fahrmeir, 2004, S. 134).
Dieser wird wie folgt ermittelt (vgl. Cramer und Kamps, 2008, S. 109):
r = r(XY ) =
n∑
i=1
(xi − x)(yi − y)√√√√ n∑
i=1
(xi − x)2
n∑
i=1
(yi − y)2
mit x =
1
n
n∑
i=1
xi
y =
1
n
n∑
i=1
yi
(6.64)
6.2. Betriebsmittelauswahl 135
Y
X
r > 0
Y
X
r < 0
Abbildung 6.10: Bravais-Pearson-Korrelationskoeffizient fu¨r Merkmale X
und Y (nach Fahrmeir, 2004, S. 138)
Durch den Term im Nenner der Formel wird eine Normierung des Korrelati-
onskoeffizienten r vorgenommen. Der Bravais-Pearson-Korrelationskoeffizient
liegt im Intervall (vgl. Fahrmeir, 2004, S. 139):
− 1 ≤ r ≤ 1 (6.65)
Fu¨r Auspra¨gungen des Bravais-Pearson-Korrelationskoeffizient gilt:
• r > 0
Zwischen den Merkmalen X und Y liegt eine positive Korrelation vor.
Es besteht ein gleichsinniger linearer Zusammenhang.
• r < 0
Zwischen den Merkmalen X und Y liegt eine negative Korrelation vor.
Es besteht ein gegensinniger linearer Zusammenhang.
• r = 0
Die Merkmale X und Y sind unkorreliert. Es besteht ein kein linearer
Zusammenhang.
Abbildung 6.10 veranschaulicht das Vorliegen positiver und negativer Kor-
relation zwischen zwei Merkmalen X und Y .Anhand des Korrelationskoef-
136 Zuordnung der Betriebsmittel
fizienten von Bravais-Pearson kann die Betriebsmittelauswahl vorgenommen
werden.
6.2.2 Betriebsmittelauswahl anhand des Korrelations-
koeffizienten von Bravais-Pearson
Im Rahmen des VRRP-Laufs wurden mehrere virtuelle Betriebsmittel mit
identischem technischen Leistungsvermo¨gen auf verschiedenen physischen
Betriebsmitteln angelegt. Auf den physischen Betriebsmitteln befinden sich
weitere virtuelle Betriebsmittel, die bereits in Fertigungsauftra¨gen verwendet
werden. Diese Betriebsmittel nehmen das Kapazita¨tsangebot der physischen
Betriebsmittel als Kapazita¨tsbedarf in Anspruch. Der Kapazita¨tsbedarf der
virtuellen Betriebsmittel ist nicht konstant sondern unterliegt Schwankungen
im Zeitverlauf. Ein virtuelles Betriebsmittel hat einen Grundbedarf an tech-
nischem Leistungsvermo¨gen, der im Tagesverlauf nie unterschritten wird. Als
Mittelbedarf wird der Bedarf an technischem Leistungsvermo¨gen bezeich-
net, der im Tagesverlauf u¨ber den Grundbedarf hinaus fu¨r einen la¨ngeren
Zeitraum in Anspruch genommen wird. Kurzzeitig auftretende Bedarfe an
technischem Leistungsvermo¨gen, die u¨ber den Mittelbedarf hinaus gehen,
werden als Spitzenbedarf bezeichnet. Der Kapazita¨tsbedarf eines virtuel-
len Betriebsmittels la¨sst sich in einem Lastprofil abbilden. Das technische
Leistungsvermo¨gen eines physischen Betriebsmittels wird kontinuierlich in
Anspruch genommen. Bei der Erstellung der Lastprofile wird diese kontinu-
ierliche Inanspruchnahme in Stundenintervallen diskretisiert. Ein Lastprofil
besteht aus 24 Beobachtungswerten. Abbildung 6.11 zeigt ein Lastprofil
fu¨r den Kapazita¨tsbedarf in MIPS eines virtuellen Servers. Die Daten der
Lastprofile werden durch Monitoringwerkzeuge erhoben. Fu¨r das virtuelle
Betriebsmittel, das in einem neuen Fertigungsauftrag verwendet werden soll,
liegen noch keine Beobachtungswerte vor. Ausgehend von der Annahme, dass
fu¨r identische IT-Dienstleistungen auch a¨hnliche Lastprofile der virtuellen
Betriebsmittel vorliegen, wird aus den Lastprofilen der virtuellen Betriebs-
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Abbildung 6.11: Lastprofil eines virtuellen Servers
mittel, die bereits in Fertigungsauftra¨gen fu¨r die IT-Dienstleistung verwendet
werden, ein erwartetes Lastprofil erstellt. Fu¨r jedes Zeitintervall wird ein
Durchschnittswert aus den vorliegenden Lastprofilen ermittelt. Hierbei ist
die Zeitzone, in der sich der Kunde befindet, der die IT-Dienstleistung in
Anspruch nimmt, zu beru¨cksichtigen. Die Lastprofile werden entsprechend
der Zeitverschiebung auf der Zeitachse verschoben.
Auf Basis der Lastprofile der virtuellen Betriebsmittel wird ein Lastpro-
fil des physischen Betriebsmittels erstellt. Hierbei werden alle Lastprofile
der virtuellen Server, die bereits in Fertigungsauftra¨gen verwendet werden,
aufsummiert. Im na¨chsten Schritt werden die Korrelationskoeffizienten zwi-
schen dem erwarteten Lastprofil des neuen virtuellen Betriebsmittels und
den physischen Betriebsmitteln bestimmt. Der Fertigungsauftrag wird auf
dem physischen Betriebsmittel mit dem niedrigsten Korrelationskoeffizienten
ausgefu¨hrt.
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Abbildung 6.12: Zuordnung der Fertigungsauftra¨ge
Durch die Beru¨cksichtigung des Korrelationskoeffizienten werden Reserveka-
pazita¨ten auf den physischen Servern geschaffen. Diese Reservekapazita¨ten
stehen fu¨r unerwartet auftretende Spitzenbedarfe des technischen Leistungs-
vermo¨gens zur Verfu¨gung. Je geringer der Bestand an eingerichteten virtuel-
len Betriebsmitteln ist, um so geringer sind auch die Auswahlmo¨glichkeiten
fu¨r die Zuordnung der Fertigungsauftra¨ge. Wu¨rden in einem VRRP-Lauf alle
virtuellen Betriebsmittel nicht nur reserviert sondern auch installiert, sta¨nden
stets mehr Auswahlmo¨glichkeiten zur Verfu¨gung. Es ko¨nnte jedoch nicht so
flexibel auf Betriebssto¨rungen reagiert werden. An dieser Stelle besteht ein
Zielkonflikt zwischen der Flexibilita¨t bei der Reaktion auf Betriebssto¨rungen
und einer effizienten Kapazita¨tswirtschaft. Im na¨chsten Abschnitt wird die
Betriebsmittelauswahl an einem einfachen Beispiel erla¨utert.
6.2.3 Beispiel einer Betriebsmittelauswahl
Ein Rechenzentrum in Berlin bietet drei IT-Dienstleistungen A, B und C an.
Fu¨r jede IT-Dienstleistung wird ein virtueller Server mit einem spezifischen
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technischen Leistungsvermo¨gen beno¨tigt:
• IT-Dienstleistung A: virtueller Server V A mit cA = 1000 MIPS,
• IT-Dienstleistung B: virtueller Server V B mit cB = 2000 MIPS und
• IT-Dienstleistung C: virtueller Server V C mit cC = 3000 MIPS.
Die virtuellen Server werden auf physischen Servern eingerichtet, deren Net-
tokapazita¨t als technisches Leistungsvermo¨gen 6000 MIPS betra¨gt. Es wird
eine Virtualisierungstechnik unterstellt, die eine dynamische Zuordnung der
Kapazita¨t des physischen Servers auf die virtuellen Server zula¨sst. Betrach-
tet werden drei physische Server P1, P3 und P3. Auf den physischen Servern
werden bereits Fertigungsauftra¨ge F fu¨r IT-Dienstleistungen A, B und C
ausgefu¨hrt. Auf jedem physischen Server wurde im letzten VRRP-Lauf ein
virtueller Server I zur Erbringung der IT-Dienstleistung B eingerichtet. Ab-
bildung 6.12 veranschaulicht die Zuordnungen. Fu¨r einen Kunden in Berlin
liegt ein neuer Fertigungsauftrag FB zur Produktion der IT-Dienstleistung
B vor. Es ist zu entscheiden, welcher virtuelle Server IB fu¨r den Fertigungs-
auftrag eingesetzt wird. Die Fertigungsauftra¨ge werden fu¨r Kunden in Ber-
lin, London und Moskau ausgefu¨hrt. Durch geeignete Monitoringwerkzeuge
wurden Lastprofile fu¨r die virtuellen Server der Fertigungsauftra¨ge ermittelt.
Tabelle A.3 im Anhang zeigt die Lastprofile im Zeitverlauf aus Sicht des
Kunden und lokal aus Sicht des Rechenzentrums.
Die Lastprofile der physischen Server werden aus den Lastprofilen der Fer-
tigungsauftra¨ge ermittelt, die auf den physischen Servern ausgefu¨hrt wer-
den. Hierzu werden die lokalen Lastprofile aus Sicht des Rechenzentrums
verwendet. Fu¨r das Zeitintervall von 0:00 Uhr bis 1:00 Uhr betra¨gt der Ka-
pazita¨tsbedarf des physischen Servers P2 in MIPS:
P2 = F
B
2 + F
B
3
= 1019 + 1013
= 1032
(6.66)
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Abbildung 6.13: Grafische Darstellung der Lastprofile
Die weiteren Ergebnisse sind in Tabelle A.4 im Anhang zusammengefasst
und in Abbildung 6.13 grafisch dargestellt. Aus den Daten der Lastprofile der
Fertigungsauftra¨ge FB1 , F
B
2 und F
B
3 wird das erwartete Lastprofil des neuen
Fertigungsauftrags FB4 ermittelt. Hierzu werden die Durchschnittswerte aus
den Kapazita¨tsbedarfen eines Zeitintervalls berechnet. Bei der Ermittlung
der Durchschnittswerte werden die Lastprofile aus zeitlicher Sicht des Kun-
den verwendet.Fu¨r das Zeitintervall von 0:00 Uhr bis 1:00 Uhr betra¨gt der
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erwartete Kapazita¨tsbedarf des Fertigungsauftrags FB4 in MIPS:
FB4 =
FB1 + F
B
2 + F
B
3
3
=
1043 + 1023 + 1031
3
≈ 1033
(6.67)
Das vollsta¨ndige Lastprofil ist in Tabelle A.4 im Anhang aufgefu¨hrt und in
Abbildung 6.13 grafisch dargestellt. Im na¨chsten Schritt kann der Korrelati-
onskoeffizient von Bravais-Pearson zwischen den physischen Servern P1, P2,
P3 und dem Fertigungsauftrag F
B
4 berechnet werden. Nach Formel 6.64 lassen
sich folgende Korrelationskoeffizienten ermitteln:
r(P1F
B
4 ) = 1
r(P2F
B
4 ) = 0, 6
r(P3F
B
4 ) = 0, 28
(6.68)
Fu¨r die Korrelationskoeffizienten gilt:
r(P1F
B
4 ) > r(P2F
B
4 ) > r(P3F
B
4 ) (6.69)
Der physische Server P1 weist den gro¨ßten linearen Zusammenhang zum Fer-
tigungsauftrag FB4 auf, da bereits ein Fertigungsauftrag fu¨r eine identische
IT-Dienstleistung in derselben Zeitzone ausgefu¨hrt wird. Deshalb ist die-
ser Server ungeeignet fu¨r die Ausfu¨hrung des Fertigungsauftrags FB4 , ob-
wohl er die geringste Auslastung mit Fertigungsauftra¨gen hat. Der niedrigste
Korrelationskoeffizient besteht zwischen dem physischen Server P3 und dem
Fertigungsauftrag FB4 . Der Fertigungsauftrag wird dem physischen Server
P3 zugeordnet. Im Fertigungsauftrag wird das Planbetriebsmittel durch den
physischen Server P3 substituiert. Nach der Freigabe des Fertigungsauftrags
kann die Produktion begonnen werden.
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6.3 Zusammenfassung
Aus Sicht der Kapazita¨tswirtschaft ist es stets sinnvoll, die virtualisier-
ten Betriebsmittel auf Vorrat bereitzustellen. Fu¨r den Fall, dass sich das
technische Leistungsvermo¨gen eines virtuellen Betriebsmittels anhand ei-
ner Kapazita¨tsrestriktion abbilden la¨sst, konnte die Hypothese durch ein
mathematisch-formales Modell besta¨tigt werden.
Wird das technische Leistungsvermo¨gen eines virtuellen Betriebsmittels
durch mehrere Kapazita¨tsrestriktionen beschrieben, wird die Gu¨ltigkeit der
Hypothese ebenfalls vermutet. Es besteht jedoch noch weiterer Forschungs-
bedarf fu¨r den Beweis dieser Vermutung.
Die Zuordnung von virtualisierten Betriebsmitteln zu physischen Betriebs-
mitteln la¨sst sich als Bin-Packing-Problem formulieren. Heuristiken zur
Lo¨sung des Bin-Packing-Problems ko¨nnen zur Automatisierung der Be-
triebsmittelzuordnung eingesetzt werden. Die in diesem Kapitel gewonnenen
Erkenntnisse vervollsta¨ndigen somit das entwickelte Referenzmodell zur
Abbildung der Produktion von IT-Dienstleistungen in Rechenzentren.
Kapitel 7
Zusammenfassung
Die Verfahren der Produktionsplanung und -steuerung lassen sich auf den
Betrieb eines Rechenzentrums anwenden. Die hergestellten Endprodukte
eines Rechenzentrums sind IT-Produkte in Form von IT-Dienstleistungen.
Der Rechenzentrumsbetrieb ist eine Produktionsform der auftragsorientier-
ten Serienfertigung. Der Arbeitsplan zur Produktion einer IT-Dienstleistung
la¨sst sich in die Phasen Bereitstellung und Betrieb der Informationsinfra-
struktur unterteilen. Die Phase des Betriebs der Informationsinfrastruktur
stellt die zu produzierende Serie dar.
Fu¨r die Kapazita¨tsbedarfsplanung ko¨nnen Prognoseverfahren eingesetzt
werden, um den zuku¨nftigen Bedarf an Betriebsmitteln zu extrapolieren.
Die Steuerung des Kapazita¨tsangebots la¨sst sich auf Basis der (s,Q)-Politik
durchfu¨hren. Durch Ru¨ckwa¨rtsterminierung der Fertigungsauftra¨ge wird
sichergestellt, dass alle Arbeitsschritte zur Bereitstellung der Informati-
onsinfrastruktur rechtzeitig abgeschlossen sind, um die Erbringung der
IT-Dienstleistung in einem vorgegebenen zeitlichen Rahmen zu ermo¨glichen.
Der Einsatz von Virtualisierungstechniken ermo¨glicht die Einrichtung von
virtuellen Betriebsmitteln entsprechend den Fertigungsauftra¨gen.
Die beschriebenen Datenstrukturen und Methoden lassen sich in SAP
ERP implementieren. Die Produktion von IT-Dienstleistungen wird hier-
bei als kundenauftragsorientierte Prozessfertigung abgebildet. Die bei der
Ausfu¨hrung eines Prozessauftrags entstehenden Bewegungsdaten ermo¨glichen
eine qualitative Bewertung der Produktionsplanung und -steuerung.
Aus Sicht der Kapazita¨tswirtschaft la¨sst sich beschreiben, wie gut oder
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schlecht die IT-Dienstleistung die Forderung an ihre Beschaffenheit erfu¨llt.
Die Beschreibung erfolgt anhand der Qualita¨tsmerkmale Bereitstellung zum
vereinbarten Termin, zeitliche Verfu¨gbarkeit und technische Verfu¨gbarkeit
wa¨hrend der Leistungserstellung. Es ist sinnvoll, die Qualita¨tsmerkmale
aus Anbieter- und Kundensicht zu betrachten, da beide Gruppen fu¨r
die Qualita¨tsbewertung der Kapazita¨tswirtschaft relevant sind und Qua-
lita¨tsmerkmale aus verschiedenen Sichten verschiedenen Qualita¨tsstufen zu-
geordnet werden ko¨nnen. Die beschriebenen Qualita¨tsmerkmale lassen sich
auf die Qualita¨tsdimensionen Potentialqualita¨t, Prozessqualita¨t und Ergeb-
nisqualita¨t abbilden. Da bei Dienstleistungen Produktion und Konsumtion
simultan stattfinden, werden dieselben Qualita¨tsmerkmale den Dimensionen
Prozessqualita¨t und Ergebnisqualita¨t zugeordnet. Aus Kundensicht beschrei-
ben die technische und zeitliche Verfu¨gbarkeit die Ergebnisqualita¨t wa¨hrend
diese Qualita¨tsmerkmale aus Anbietersicht die Prozessqualita¨t beschreiben.
Zur Abbildung der Qualita¨tsmerkmale auf Qualita¨tsstufen eignet sich eine
Ordinalskala.
Eine Bewertung der Qualita¨t der Kapazita¨tswirtschaft ist anhand der be-
schriebenen Qualita¨tsmerkmale mo¨glich. Fu¨r eine Gesamtbewertung der
Qualita¨t der IT-Dienstleistung ist eine isolierte Betrachtung der Qualita¨t
der Kapazita¨tswirtschaft jedoch nicht ausreichend, da IT-Dienstleistungen
in der Praxis ha¨ufig als Dienstleistungsbu¨ndel angeboten werden. So werden
in der Regel Infrastrukturdienstleistungen des Rechenzentrums gemeinsam
mit Unterstu¨tzungsdienstleistungen angeboten (vgl. Zarnekow, 2007, S. 11).
Fu¨r eine umfassende Bewertung der Qualita¨t einer IT-Dienstleistung besteht
weiterer Forschungsbedarf.
Die Qualita¨t der Kapazita¨tswirtschaft la¨sst sich durch die Planung des
Kapazita¨tsangebots beeinflussen. Das Kapazita¨tsangebot eines Betriebsmit-
tels beschreibt sein technisches Leistungsvermo¨gen. Die Inanspruchnahme
des technischen Leistungsvermo¨gens entspricht dem Kapazita¨tsbedarf. Die
Auslastung eines Betriebsmittels ist das Verha¨ltnis aus Kapazita¨tsbedarf
und Kapazita¨tsangebot. Anhand eines Warteschlangenmodells la¨sst sich
zeigen, dass das Kapazita¨tsangebot eines Servers nicht in vollem Umfang
in Anspruch genommen werden kann. Fu¨r eine gegebene Ankunftsrate λ
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von Serveranfragen la¨sst sich die kritische Auslastung eines Servers fu¨r ein
gefordertes Antwortzeitverhalten T bestimmen.
Das Niveau der Ankunftsrate λ ist nicht im Zeitverlauf konstant, sondern
unterliegt statistischen Schwankungen. Ist die Verteilungsfunktion des Ni-
veaus der Ankunftsrate bekannt, la¨sst sich anhand des Erwartungswerts und
der Varianz der Kapazita¨tsbedarf ermitteln, der fu¨r einen bestimmten Anteil
an Serveranfragen nicht u¨berschritten wird. Aus dem Kapazita¨tsbedarf und
der kritischen Serverauslastung la¨sst sich das notwendige Kapazita¨tsangebot
bestimmen.
Wird dem Niveau der Ankunftsrate λ eine durch die Weibullverteilung
approximierte Normalverteilung unterstellt, la¨sst sich zeigen, dass durch
den Einsatz von Virtualisierung Kapazita¨tsersparnisse erzielt werden. Bei
negativer Korrelation des Kapazita¨tsbedarfs zweier virtueller Systeme ist die
Kapazita¨tsersparnis ho¨her als im unkorrelierten Fall.
Die Kapazita¨t der Hardwarekomponenten eines Rechenzentrums wa¨chst
exponentiell. Der Rebound-Effekt beschreibt den Umstand, dass diese
zusa¨tzlichen Kapazita¨ten vom Konsumenten auch verbraucht werden.
Lineare Regressionsrechnung, exponentielle Gla¨ttung zweiter Ordnung und
das Verfahren von Holt lassen sich zur Prognose des durchschnittlichen Ka-
pazita¨tsbedarfs der Hardwarekomponenten eines Rechenzentrums einsetzen.
Als Datenbasis dienen die Beobachtungsdaten der durchschnittlichen Kapa-
zita¨tsauslastung der vorausgegangenen Perioden. Das Kapazita¨tsangebot der
Hardwarekomponenten wird u¨blicherweise so dimensioniert, dass diese nicht
voll ausgelastet werden. Die Kapazita¨tsauslastungen der Hardwarekom-
ponenten eignen sich deshalb als Beobachtungsdaten. Die Datenerhebung
erfolgt durch den Einsatz geeigneter Messwerkzeuge.
Das Ergebnis der Prognose ist der zu erwartende durchschnittliche Kapa-
zita¨tsbedarf der folgenden Periode. Der Einsatz von Prognoseverfahren zur
Ermittlung des durchschnittlichen Kapazita¨tsbedarfs an Personal ist nicht
sinnvoll, da dieser Potentialfaktor in der Regel voll ausgelastet ist. Die Er-
gebnisse der Kapazita¨tsplanung ko¨nnen jedoch als Entscheidungsgrundlage
der Personalplanung dienen.
Auf Basis der Bedarfsprognose werden die physischen Betriebsmittel fu¨r
146 Zusammenfassung
die kommende Planungsperiode beschafft. Auf den physischen Betriebsmit-
teln sind die virtualisierten Betriebsmittel einzurichten. Die Zuordnung von
virtuellen zu physischen Betriebsmitteln la¨sst sich als Bin-Packing-Problem
beschreiben. Fu¨r die Zuordnung der virtuellen Betriebsmittel ko¨nnen Online-
und Oﬄine-Bin-Packing Algorithmen eingesetzt werden. Sollen die virtu-
ellen Betriebsmittel fu¨r jeden Fertigungsauftrag einzeln angelegt werden,
entspricht dieser Vorgang einem Online-Bin-Packing. Die Vorratsbereitstel-
lung virtueller Betriebsmittel la¨sst sich als Oﬄine-Bin-Packing darstellen.
Werden die virtuellen Betriebsmittel nur durch ein Kapazita¨tsmerkmal
beschrieben, la¨sst sich zeigen, dass die Vorratsbereitstellung aus Sicht der
Kapazita¨tswirtschaft bessere Ergebnisse erzielt. Um nachzuweisen, dass
die Vorratsbereitstellung bessere Ergebnisse liefert, wenn die virtuellen Be-
triebsmittel durch mehrere Kapazita¨tsmerkmale beschrieben werden, besteht
weiterer Forschungsbedarf.
Durch geeignete Monitoringwerkzeuge lassen sich Lastprofile der in Ferti-
gungsauftra¨gen verwendeten virtuellen Betriebsmittel erstellen. Auf Grund-
lage dieser Lastprofile ko¨nnen erwartete Lastprofile fu¨r neue Fertigungs-
auftra¨ge derselben IT-Dienstleistung erstellt werden. Die Auswahl des
physischen Servers auf dem ein neuer Fertigungsauftrag ausgefu¨hrt werden
soll, kann anhand dieser Lastprofile vorgenommen werden. Hierzu werden
die Korrelationskoeffizienten von Bravais-Pearson zwischen dem erwarteten
Lastprofil des neuen Fertigungsauftrags und den Lastprofilen der physi-
schen Server ermittelt. Der Fertigungsauftrag wird auf dem physischen
Server mit dem niedrigsten Korrelationskoeffizienten ausgefu¨hrt. Durch die
Beru¨cksichtigung der Korrelation werden Reservekapazita¨ten geschaffen,
die fu¨r unerwartet auftretende Spitzenbedarfe des technischen Leistungs-
vermo¨gens zur Verfu¨gung stehen.
Forschungsziel der Arbeit war es, das Einsatzgebiet von Systemen zur
Produktionsplanung und -steuerung zu erweitern. Es wurde aufgezeigt,
dass es mo¨glich ist, diese Systeme zur Abbildung der Produktion von IT-
Dienstleistungen in Rechenzentren einzusetzen. Ein neues Anwendungsgebiet
der Wirtschaft fu¨r ein existierendes Informations- und Kommunikationssys-
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tem konnte erschlossen werden. Im Rahmen der Arbeit wurden folgende
Hypothesen besta¨tigt:
• IT-Dienstleistungen lassen sich in einem System zur Produktionspla-
nung und -steuerung abbilden.
• Der Einsatz von Virtualisierungstechniken fu¨hrt zu Einsparungen des
Kapazita¨tsangebots.
• Der Kapazita¨tsbedarf an Potentialfaktoren wa¨chst auch bei konstanter
Nachfrage nach IT-Dienstleistungen exponentiell.
• Aus Sicht der Kapazita¨tswirtschaft ist es stets sinnvoll, die virtualisier-
ten Betriebsmittel auf Vorrat bereitzustellen.
Zur Besta¨tigung der ersten Hypothese wurde ein Referenzmodell zur Abbil-
dung der Produktion von IT-Dienstleistungen in einem System zur Produk-
tionsplanung und -steuerung entwickelt. Das Referenzmodell wurde anhand
eines Prototypen evaluiert. Anhand des Referenzmodells und des Prototypen
wurden weitere Forschungsfragen generiert. Diese Forschungsfragen wurden
durch mathematisch-formale Modelle beantwortet.
Zum Forschungsthema Produktion von IT-Dienstleistungen in Rechenzen-
tren besteht weiterer Forschungsbedarf. Nachdem gezeigt wurde, dass der
Einsatz von Systemen zur Produktionsplanung und -steuerung sinnvoll ist,
soll im na¨chsten Schritt die Einsatzmo¨glichkeit von Advanced-Planning-
Systemen (vgl. Fleischmann et al., 2007, S. 81 ff.) u¨berpru¨ft werden.
Im Rahmen einer weiteren Dissertation wird eine Fallstudie zur Einsparung
des Kapazita¨tsangebots durch den Einsatz von Virtualisierungstechniken
durchgefu¨hrt. Das Modell zur Planung des Kapazita¨tsangebots soll anhand
der Ergebnisse der Fallstudie u¨berpru¨ft werden.
Zu den Themen Wartung und Sto¨rungsmanagement im Rechenzentrum wird
ebenfalls eine weitere Dissertation erstellt. Die Forschungsergebnisse dieser
Arbeit sind mit den Erkenntnissen der vorliegenden Arbeit zu vergleichen.
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