In this paper we extend the model of Easley and O'Hara (1992) to allow the arrival rates of informed and uninformed trades to be time-varying and forecastable. We specify a generalized autoregressive bivariate process for the arrival rates of informed and uninformed trades and estimate the model on 16 actively traded stocks on the New York Stock Exchange over 15 years of transaction data. Our results show that uninformed trades are highly persistent. Uninformed order arrivals clump together, with high uninformed volume days likely to follow high uninformed volume days, and conversely. This behavior is consistent with the passive characterization of the uninformed found in the literature. But we do find an important difference in how the uninformed behave; they avoid trading when the informed are forecasted to be present. Informed trades also exhibit complex patterns, but these patterns are not consistent with the strategic behavior posited in the literature.
Time-Varying Arrival Rates of Informed and Uninformed Trades

I. Introduction
A fundamental insight of the microstructure literature is that order flow is informative regarding subsequent price movements. This informational role arises because orders arrive from both informed and uninformed traders, and market observers can infer new information regarding the value of the asset from the composition and existence of trades. Thus, market parameters such as volume, volatility, market depth, and liquidity are all linked in the sense that each is influenced by the underlying order arrival processes. In this paper, we propose a dynamic microstructure model of trading, and we investigate how the dynamics of trades and trade composition interact with the evolution of market liquidity, depth and price volatility.
There are many reasons why understanding market liquidity, depth and price volatility are important. From a practical perspective, the cost of trading in a security is inextricably linked to these market variables, and market professionals devise trading strategies that explicitly incorporate these factors.
Moreover, the volatility process is important not only for influencing the risk and return to an investor in the security, but also for understanding the behavior of derivative securities linked to the asset. From a more academic perspective, understanding the evolution of liquidity, depth and volatility provides insight into the price formation process as well as into concepts such as market efficiency. We argue in this paper that understanding these market parameters requires understanding a more basic market variable, the order arrival process.
To motivate our analysis, a useful construct is to view order arrivals as reflecting the behavior of sheep and wolves. In sequential trade models (for example, Glosten and Milgrom, 1985) and in Kyle (1985) , the uninformed act as sheep, meekly heading to market where they will be preyed upon by the more informed wolves. The informed traders, the wolves, also head to the market, driven by the need to feast on the gains from their private information. In simple constructs, the sheep and wolves eschew strategic considerations and thus move competitively (and mechanistically) to market. Kyle (1985) introduced the concept of a strategic trader, or a smart wolf, who profits by timing his order arrivals so as to hide among the sheep. Whether packs of wolves can similarly profit by strategic trading is unclear as the equilibrium in Kyle's model breaks down when the number of informed traders becomes too large (see Back, Cao, and Willard, 2000) . Despite scientific breakthroughs elsewhere, the sheep in microstructure models remain quite docile. Admati and Pfleiderer (1988) and Foster and Vishwanathan (1990) allowed for more introspective sheep who timed their trades to avoid the presence of wolves. In these models, sheep herd by sending in orders when other sheep are known to be present; the wolves respond by trading when the sheep trade. A problem in these models is either that multiple equilibria abound, or that no equilibrium exists at all.
How then do actual traders behave in securities markets? Do uninformed traders meekly head to market, or are they more sensitive to the dangers of certain trading environments? Are informed traders strategic in the sense of hiding amongst the uninformed, or do more carnal urges force them to act more competitively? These are empirical questions, and their answers have important implications for the resultant price processes in markets.
In this paper, we develop a theoretical and empirical framework for addressing these questions. Our model is a dynamic extension of the microstructure model of Easley and O'Hara (1992) , in which a competitive market maker sets bid and ask prices based on her forecast of the composition of the traders (informed versus uninformed) and the probability of good or bad news. In Easley and O'Hara (1992) the arrival rates of traders are assumed to be constant and iid over time. Easley, Kiefer, and O'Hara (1997a) relaxed these stringent assumptions to allow for greater complexity in the arrival process for uninformed trades, and in particular allowed uninformed trades to be path dependent within trading days. Lei and Wu (2000) consider a model in which trades are independent within trading days, but have arrival rates that follow a Markov switching process with history dependent switching probabilities. In this research, we consider independent arrivals within trading days, but we allow the arrival rates of informed and uninformed traders to be time-varying and forecastable. In particular, we propose a generalized autoregressive bivariate vector process for (i) the arrival rates and (ii) the log of the arrival rates. We estimate both models on 16 actively traded stocks listed on the New York Stock Exchange over 15 years of transactions data. The performance of the two dynamic models is similar, suggesting that common features of the trade dynamics underlie all stocks investigated.
Our approach is a blending of model-based microstructure with the literature analyzing the econometric determinants of the joint dynamics between trades and prices. Examples of this research include Hasbrouck (1991) , Dufour and Engle (2000) , Engle (2000) , Engle and Russell (1998), Manganelli (2000) , and Engle and Lange (2001) . In common with that literature, we develop a half-life measure for market depth that is closely related to Engle and Lange's VNET measure (defined as the excess volume of buys and sells associated with a price movement). However, our approaches differ in that we derive and estimate the trade implications on prices and markets from a dynamic microstructure model, in contrast to their exogenous dynamic specification. Our work is also related to research linking order imbalances to market wide liquidity, see, for example, Chordia, Roll, and Subrahmanyam (2001) . These authors relate overall trade imbalances to market returns and to market liquidity. Our analysis also involves order imbalances, but our model analyzes the richer order flow processes, rather than the static and exogenous total imbalance. Our model shows why particular components of order imbalances matter, thus providing an econometric structure for investigating order flow information.
We find a number of results on the arrival processes, the most important of which we highlight here.
First, the arrival rates of both informed and uninformed trades are highly persistent. A heavy trading day is more likely to be followed by another heavy trading day. Furthermore, uninformed traders tend to follow their own type (herding), and they move to avoid informed traders. Intriguingly, uninformed traders refrain from entering the market after a day with many informed traders; in effect, the sheep remain in the barn when the trading climate is inclement. Informed traders, on the other hand, are not as responsive to the arrival of uninformed traders. These traders exhibit little strategic behavior, suggesting that information flow is well captured by models of competitive informed trading. This last result may be particularly important for empirical analyses, as it suggests that informed trade per se does not introduce complex patterns into either trades or the resultant prices.
Given the forecasted arrival rates, we then investigate the dynamic interactions between the arrival rates and market volatility, liquidity, and market depth. We find that forecasted arrival rates of both types of trades are positively correlated with intra-day volatility measures. Hence, potentially we could use forecasted arrival rates to enhance the forecasting of daily volatilities. We also find the expected result that market spreads are increasing in informed arrival rates, and the perhaps not so expected result that information events appear to be fully revealed by each day's end. We use Bayesian updating to calculate a measure of market depth we term the half-life. This measure is defined as the number of buys needed for the price impact to exceed some pre-specified maximum. Our analysis reveals a number of interesting properties of this market depth measure, with a particular finding being that it takes more trades to reveal information in a heavy trading day than in a light trading day (i.e. the market is deeper in the presence of heavier trading activities).
The paper is organized as follows. Section II describes the benchmark model of Easley and O'Hara (1992) and our dynamic extensions. Section III describes the data set and our estimation procedure.
Section IV discusses the implications of our estimates for the arrival processes of informed and uninformed trades. Section V describes the implications of our estimates for market volatility, liquidity and depth. Section VI explores potential applications and future research.
II. Model Formulation
A. The Static Model
We follow Easley and O'Hara (1992) and Easley, Kiefer and O'Hara (1996 , 1997a , 1997b in modeling a market in which a competitive market maker trades a risky asset with uninformed and informed traders. Trade occurs over T discrete trading days and, within each trading day, trade occurs in continuous time. Information events occur between trading days with probability α. When these events occur they are either bad news, with probability δ, or good news with probability, 1 − δ. Traders informed of bad news sell and those informed of good news buy. We assume that orders from these informed traders follow a Poisson process with daily arrival rate µ. Uninformed traders trade for liquidity reasons. We assume that buy and sell orders from uninformed traders each arrive at the market according to a Poisson process with daily arrival rate ε. A more extensive discussion of this structure can be found in Easley, Kiefer and O'Hara (1996 , 1997a , 1997b ).
On day t, conditional on the parameter vector of the model, Θ ≡ [µ, ε, α, δ] , the probability of observing B buys and S sells is given by
where y t denotes the observation vector (number of buys and sells) for day t. The probability can be regarded as a mixture of three Poisson probabilities, weighted by the probability of having a "good news day" α(1 − δ), a "bad news day" αδ, and a "no news day" (1 − α).
The model is static in the sense that each day the arrivals of an information event and trades, conditional on information events, are drawn from identical and independent distributions. The likelihood function can hence be written as a simple product of the above probability density over days. The log likelihood function, after dropping a constant term and rearranging, can be written as
where M ≡ min(B, S) + max(B, S)/2, and x ≡ ε µ+ε ∈ [0, 1]. Given an information event, x captures the ratio of the arrival rates of "wrong trades" to that of "right trades." A trade is "wrong" when it is a buy in the presence of a bad signal or a sell in the presence of a good signal; a trade is "right" when it conforms with the information signal. The factoring of x M is done to increase the computing efficiency and reduce truncation error, especially when the numbers of buys and sells are large.
B. Information Content of Trades
According to this model, data on daily arrivals of buys and sells contain information about the underlying parameters of the model. Let T T = S + B denote the total number of trades per day. Then E[T T ] is equal to the sum of the Poisson arrival rates of informed and uninformed trades:
Furthermore, the expected value of the trade imbalance K = S − B is given by:
Hence, when the probability of bad news δ is not exactly one half, the mean of trade imbalance provides information on the arrival of informed trades. A more informative quantity is the absolute value of the trade imbalance. The expectation on absolute differences of Poisson variables takes rather complicated forms (Katti 1960) , but the following approximate relation holds when µ is large:
These relationships provide a basis for estimating and interpreting the arrival rates of trades. The absolute trade imbalance |K| contains information on the arrival of informed trades, αµ. In contrast, the variable (T T − |K|) is essentially the balanced trade in the market and contains information on the arrival of uninformed trades. We incorporate these two trade quantities into our arrival rates forecasting specifications.
C. Time-Varying Arrival Rates of Trades
The constant arrival rates in the above model imply that both the number of balanced trades T T − |K| and the trade imbalance |K| should be iid over time. Yet, such a structure seems both rigid and unrealistic. A more complete structure would allow for autocorrelation for both series and cross-correlation between them, in addition to a time trend for each series. To allow for these effects, we specify a dy- captures the growth rates of the two arrival rates.
C.1. A generalized autoregressive specification on arrival rates of trades
We propose a bivariate generalized autoregressive forecasting relation on the detrended arrival rates of informed and uninformed trades:
where ψ t denotes the detrended time t forecast of the arrival rate vector at time t +1,
denote the time-t observables (number of trade imbalance and balanced trades), and Z it = Z it e −g i t , i = 1, 2. As a first order approximation, E t−1 Z t . = ψ t−1 , and the specification in (3) is analogous to the GARCH specification of Bollerslev (1986) on conditional volatilities. As in GARCH models, the above forecasting relation can be rewritten as an ARMA(max [p, q] , q) process:
where
denotes the forecasting error. The stationarity of the process requires that the eigenvalues of Φ k be less than one. We set p = q = 1 for the model calibration.
Adding back the time trend, we can rewrite the forecasting relation as
where the products ωe gt and ψ t−1 e g are short hands for element by element operations.
Given the forecasting relation in (5), the log likelihood function has the same form as in (2), with the constant arrival rates replaced by their respective conditional forecasts. However, equation (5) forecasts the product of the two parameters αµ while in the likelihood function we need values of the two parameters separately. To separate them, we assume that α, the probability of an information event,
is constant over time. 1
A backward equation analogous to (3) also holds for the same time series:
We use this backward equation to forecast the starting value of ψ. In particular,
Refer to Box and Jenkins (1976) , Chapter 6.3, for details. Again, the products ωe gt and ψ t+1 e −g both denote element by element operations.
C.2. A generalized autoregressive specification on the logarithm of arrival rates
Since arrival rates only exist in the positive hyperplane, ψ ∈ R 2+ , we propose an alternative forecasting relation on the logarithm of the arrival rates:
where M t is an approximate martingale difference vector formulated from Z t :
1 The growth of trades suggests that both uninformed and informed trades are time varying. Informed trades could vary because of variation in µ or α, or both. We find it more plausible that the arrival rate of informed traders is time varying than that information events are time varying. However, it is also possible that information events follow a stochastic process that we miss-identify as variation in informed trades with this assumption.
where the subscript i denotes the i-th element of the vector. The approximate martingale property follows readily from the fact that
The specification is analogous to the EGARCH model of Nelson (1991) for conditional volatilities.
We again set p = q = 1 for the calibration. Plug in the time trend, we have:
Again, a backward equation is used to determine the initial value:
where E t is a backward analogue to M t :
III. Data and Estimation
We estimate our two models using data from 16 16th, 1996 , October 29th, 1996 , and April 19th, 1984 .
The TAQ data provide a complete listing of quotes, depths, trades, and volume at each point in time for each traded security. For our analysis, we require the number of buys and sells for each day, but the TAQ data record only transactions, not who initiated the trade. This classification problem has been dealt with in a number of ways in the literature, with most methods using some variant on the uptick or downtick property of buys and sells. In this article, we use a technique developed by Lee and Ready (1991) . Those authors propose defining trades above the midpoint of the bid-ask spread to be buys and trades below the midpoint of the spread to be sells. Trades at the midpoint are classified depending upon the price movement of the previous trade. Thus, a midpoint trade will be a sell if the midpoint moves down from the previous trade (a downtick) and will be a buy if the midpoint moves up. If there is no price movement then we move back to the prior price movement and use that as our benchmark.
We apply this algorithm to each transaction in our sample to determine the daily numbers of buys and
To investigate the interactions between trades and prices, we also download the daily open (O), high (H), low (L), and close (C) prices from Bloomberg corresponding to the same stocks and time periods.
In particular, we proxy the intra-day volatility by the absolute returns on the open-close (| lnC/O|) and
high-low (ln H/L).
We begin by analyzing the properties of the trade variables. Table 1 We next estimate the parameters of the two dynamic order arrival models in (5) and (9) by maximizing the log likelihood function in (2). We refer to the GARCH analogue as Model A and the EGARCH as Model B. The results are summarized in Table II for Model A and in Table III for Model B. The log likelihoods from the two models are very close to each other, neither consistently dominates the other across the 16 stocks. Estimates for the two models also imply similar properties for the arrival rates.
IV. The Dynamics of the Arrival Rates
We now turn to analyzing the behavior of the order arrival processes. The structural models derived in Section II provide a framework for analyzing the potentially complex processes characterizing order flow. As reported above, the models can be estimated with reasonable precision, allowing us to test the importance and significance of alternative behavioral hypotheses. Our focus here is on the dynamics of informed and uninformed order flow, and in particular on the factors that influence the correlation structures of trades.
A. Are order flows correlated over time?
The basic structure analyzed in standard microstructure model is of orders arriving in a probabilistic fashion from informed and uninformed traders. A simple construct of this behavior is to characterize orders by Poisson arrival processes, where the arrival rates are constant, but may differ across informed and uninformed traders. The models we derive here allow for much greater complexity in behavior, and in particular we allow trades to be both auto-correlated and cross-correlated.
The persistence of the arrival rate for uninformed traders is captured by Φ 22 = Φ 22 + Γ 22 for Model A and Φ 22 for Model B. For informed traders, this persistence is captured by Φ 11 = Φ 11 + Γ 11 and Φ 11 , respectively for Models A and B. The large, and positive estimates for all of these variables shows that orders overall are highly auto-correlated, with a high arrival day more likely to be followed by another high arrival date. This behavior is not unexpected given that many studies have shown volume to be significantly, and positively auto-correlated. But this result is at variance with the predictions of microstructure models in which trades are viewed as iid. Perhaps more importantly, the result suggests that trade patterns are predictable across trading days.
We now turn to analyzing the specific behaviors exhibited by the informed and uninformed traders.
For most stocks, the arrival rate of uninformed trades is much more persistent that that of informed trades. This suggests that uninformed trade is more likely to exhibit serial patterns across trading days than is informed trade. Thus, the characterization of uninformed traders as sheep herding together is consistent with these results. The uninformed do tend to move together, either trading or not trading, but doing so persistently. Informed trade is also persistent, but the persistence is much lower than it is for uninformed trade. This is consistent with new information being largely incorporated into security prices by the end of a trading day.
A natural concern in interpreting these estimates is the stationarity of the underlying processes. As noted earlier, theoretical models suggest both a wide range of possible equilibrium trading strategies, as well as the possibility that no equilibrium exists at all. This issue can be addressed by examining the eigenvalues for Models A and B. For the two processes to be stationary, the two eigenvalues of Φ for Model A and the two eigenvalues of Φ for Model B need to be less than one. Table IV reports these eigenvalues for the 16 stocks in our sample. The second eigenvalue is very close to one for Table III. most stocks. For three stocks under Model A and two under Model B, the second eigenvalue becomes slightly greater than one, implying non-stationarity. These results further confirm that the arrival rates are highly persistent. 
B. The sheep and the wolf: Do uninformed traders try to avoid informed traders?
From above we know that a high arrival day is likely to be followed by another high arrival day.
But what if the high total trade arrivals reflect greater informed trade? Will the uninformed continue to arrive en mass to the market, or will they be dissuaded from trading by the expected presence of informed traders? The impact of previous informed arrival rates on the current uninformed arrival rates is captured by Φ 21 for Model A and by Φ 21 for Model B. These variables measure the cross correlation effects of lagged informed trade on uninformed trade. Thus, a direct test of this avoidance hypothesis is to examine the sign and significance of these variables.
The estimates of Φ 21 for Model A and of Φ 21 for Model B are remarkably negative for all stocks. This is evidence of the uninformed systematically avoiding trading when the informed are expected to be present. This behavior is not predicted by microstructure models, which view the only determinant of uninformed trading as the presence of other uninformed traders. 3 But the strategy seems sensible nonetheless. Why venture into the trading arena when it is more likely to be populated by wolves? A better strategy is to simply stay away, and that appears to be what the uninformed tend to do.
The arrival of uninformed traders is also influenced by the most recent realizations on the number of balanced trades and trade imbalances. In particular, the impact of the trade imbalance |K| on the Informed traders act on information, and hence they do not respond to the activity of uninformed traders.
Informed trades do tend to be affected by overall volume. The impact of the total number of trades on the arrival rate of informed traders is captured by Γ 12 under both models. The estimates are positive for all stocks and under both models. Thus, an increase in the total number of trades today forecasts an increase in the arrival rates of both informed and uninformed trades tomorrow. The impact of the trade imbalance variable is more problematic. This effect is captured by Γ 11 − Γ 12 under model A. The results here are predominantly positive. Under Model B, the impact is captured by
which again is time varying and harder to interpret. The time series averages have mixed signs across stocks.
In summary, we have found that the order arrival processes exhibit a wide range of complex behaviors. Uninformed trades tend to be highly persistent, and volatile. Uninformed order arrivals clump together, with high volume days more likely to follow high volume days, and conversely. This behavior is consistent with the sheep characterization found in the literature, but with a significant difference:
the uninformed here are smart enough to try to avoid the wolf. The informed also exhibit complex patterns, but these patterns are not consistent with the strategic behavior posited in the literature. The informed do not appear to hide in the order flow, but instead trade persistently. There is a smaller autocorrelation effect of informed order arrivals across days, consistent with information being revealed during the trading day.
V. Interactions Between Trades and Market Volatility, Liquidity, and Depth
We now turn to analyzing the relation between trades and market parameters such as volatility, liquidity, and depth. As noted in the Introduction, each of these parameters is linked to trades because the order arrival process greatly influences subsequent market behavior. Our model provides a way to characterize this inter-dependence, as well as a framework for testing specific hypotheses.
A. Intra-day volatility
To investigate the interaction between trades and price volatility, we construct two intra-day volatility measures: (1) the absolute return on daily open-close | ln O/C|, and (2) daily high-low, ln H/L. Our model provides detrended order arrival forecasts, so we use these predicted estimates to characterize how the market's beliefs regarding order arrivals affect price volatility.
A natural starting point is to consider what relation we would expect to find between trades and volatility. A market with high order flow is generally viewed as a deep market, or one in which orders can be accommodated without large impacts on price. In the same vein, it could be argued that greater order flow brings greater potential for buyers and sellers to cross, and so again price effects would be small. These arguments suggest that forecasted high order arrival rates would result in low market volatility. Alternatively, there are two arguments for suggesting the opposite relation. First, large order flow may expose market makers to significant inventory imbalances. To mitigate this exposure, market makers may widen spreads or otherwise move prices, which would increase price volatility. Greater order flow may also signal the presence of new information, and prices would naturally gravitate toward new equilibrium levels. Such information-linked effects would also suggest a positive relation between order arrivals and price volatility. If information effects dominate inventory effects, then we would expect this link to be more positive for information-based order arrivals than it is for uninformed order arrivals. The evidence in Table V does not support this. While this effect holds true for some stocks, it does not for others. A more direct test of the link between informed arrivals and volatility is to look at the correlation between the intraday volatility measures and the composition of trades. In particular, we define β t to the the forecasted proportion of informed trades, where β t is defined as:
Table VI reports these correlations. The signs of the correlations vary across stocks, yielding no clear prediction. However, the estimated correlations are small in any case, suggesting little link between trade composition and intra-day price volatility. These results indicate that while volatility increases with the forecasted arrival rates of total trades, it is relatively independent of the forecasted trade composition.
In the same table, we also report the correlation of trade composition forecasts β with the total number of realized trades T T , as well as the realized proportion of trade imbalance, |K|/T T . The correlation with T T is negative, implying that the relative proportion of informed trades decreases with increasing total trades. The correlations with |K|/T T are mostly positive as expected since β t can be regarded as an approximate forecast of |K|/T T .
B. Market liquidity and bid-ask spread
Market liquidity is often measured by the bid-ask spread of the security prices with markets in which the bid-ask spread is small being interpreted as liquid markets. We use our model to derive the bid-ask spread as a function of the trade sequence and arrival rate forecasts. We then use forecasted arrival rates to determine how the components of order arrival affect market liquidity.
An application of Bayes rule shows that the probabilities of a good (g) and a bad (b) information event conditional on a sell order at time t, sell t , are given by, respectively,
where Pr t (g) and Pr t (b), denote, respectively, the prior probabilities at time t of a good and a bad information event. Let V be the expected asset value conditional on good news and V be the expected value conditional on bad news. Let V * ≡ (1 − δ)V + δV denote the unconditional expected value of the asset.
In a competitive market, the bid price must provide the market maker a zero expected profit conditional on a trade at the bid; that is, the arrival of a sell order. The bid price is thus the expected value of the asset conditional on history and on the arrival of a sell order:
where Pr(n|sell t ) = 1 − Pr(g|sell t ) − Pr(b|sell t ) is the probability of no information event.
Analogously, the probabilities of a good and a bad information event conditional on a buy order, buy t , are given by
The ask price is therefore,
The bid-ask spread can now be computed from equations (11) and (13). In particular, at the opening, the unconditional probabilities of good and bad information events are, respectively,
The opening bid-ask spread (OS) is therefore given by
.
If we further assume that δ = 1/2, i.e. bad and good news have equal probabilities, the opening bid-ask spread simplifies to
Hence, the opening bid-ask spread is proportional to the significance of the information event V −V and the forecasted proportion of informed arrivals, β. As Table VI illustrates that β is negatively correlated with the total number of trades for most stocks, assuming relative time stability on the significance of the information event (V −V ), market liquidity increases with increasing trades. When δ = 1/2, the impacts are not exactly captured by β, but similar observations apply. Generally, more active markets are more liquid markets.
C. Market depth and price impacts of consecutive trade orders
When a trader tries to load or unload a large position by putting in consecutive buy or sell orders to the market, the price change could be significant. The price impact of a sequence of trade orders can be computed by repeated application of equations (10)-(13).
We take consecutive buy orders as an example. Let Pr
N−1 t (g) and Pr
N−1 t (b) denote the probabilities of a good and a bad information event conditional on N − 1 consecutive buy orders. From (13), we have that the price impact of N consecutive buys is
The probabilities Pr
N−1 t (g) and Pr
N−1 t (b) can be readily updated via Bayes rule as in (12), starting with the unconditional priors at the opening. As the number of consecutive buy orders increases, the probability of a good information event increases and approaches unity while the probability of a bad information event approaches zero. The price impact γ N t converges to δ and the price converges to the expected upper bound of the asset V . The speed of convergence governs the depth of the market and is determined by the arrival rate forecasts (µ, ε) on that day.
In Figure 2 , we plot a typical price impact curve, γ N t , as a function of the number of consecutive buy orders, N, based on arrival rates forecasts on Ashland on December 24th, 1998 (the last day of observation). On that day, the forecasted arrival rate of informed trades is 14.33 and that of uninformed trades is 148.00. As shown in Figure 2 , the price of the asset converges to the high value V after fewer than 20 consecutive buys. Similar curves can be computed for N consecutive sells and for any sequence of buys and sells.
Knowledge of the price impact curve is obviously very important for institutional portfolio managers in designing strategies of loading or unloading large positions.
Engle and Lange (2001) define a market depth measure VNET, which is intended to capture the net order flow associated with a fixed price movement. On each day, given the arrival rate forecasts, we construct an analogous measure of market depth: the half life (τ 1/2 ) of the price impacts for consecutive buys. Our measure is defined as the number of buys N needed for the price impact γ N t to exceed half of its maximum (δ). Nevertheless, our half life measure and VNET differ in at least two important aspects.
First, VNET is defined on the excess trading volume while we are only concerned with the number of trades. Trade size does not play a role in our analysis. A second difference is that VNET implicitly assumes that the sequence of trades does not matter, only the net trade imbalance affects prices. In 
Figure 2. Price Impacts of Consecutive Buys
The line depicts the price impact of consecutive buys (γ N t ) for Ashland, based on the arrival rate forecasts from Model B on the last day of the data (December 24th, 1998). The parameter estimates of the model are reported in Table III. our model, however, the exact sequence of trading history also plays a role in the price movement. We therefore specifically define the half life as a function of consecutive number of buys, not on net order flows. Table III. have fewer informed trades. In summary, an increase in total trades increases the market depth while an increase in informed trades reduces it.
VI. Residual Analysis
One way to investigate the robustness of our specification is to check for structure in the residuals of forecasted order flows. If our specification captures the data well, we should find minimal structure from the following forecasting residuals on the absolute trade imbalance |K| and balanced trades T T − |K|:
The expected value on total trades is known analytically: Compared to the summary statistics of Z in Table I , the forecasting residuals exhibit much less structure. In particular, the serial dependence (the first order autocorrelation) is significantly smaller, and in many cases not significantly different from zero. The cross correlations between the two residuals are also smaller than those between the two elements of the raw data Z.
Nevertheless, one can still discern some remaining structure in the residuals. In particular, both models seem to induce similar biases on the mean of the forecasting residuals. Both models underforecast the absolute trade imbalance but slightly over-forecast the balanced trades.
VII. Conclusion
The dynamic models in this paper identify important forecasting relations in the arrival rates of trades.
While the models have implications for the trading behavior and price impacts of trades, for future research, more information can be revealed and additional interesting applications can be found by combining our dynamic quantity models of trades with dynamic models of prices.
As an example, recall that the opening bid-ask spread (OS) each day can be written as a product of the significance of the information event and the composition of arrival rates.
where β t captures the relative proportion of informed arrivals. Thus, given the forecasts of arrival rates, together with information on the high and low expected values, we can compute the opening bid-ask spread. Or upon the observation of the opening bid-ask spread, one can infer the high low difference, which is also a measure of the significance of the information event. More significant news in either direction would generate a higher high-low spread. We hence obtain a forecast of the significance of the information event.
In an actively traded market, given the presence of an information event, the significance of the information event will ultimately be revealed to the market at the close. In case of a positive information event, the transaction price converges to V and in case of a negative information event, it converges to V . Therefore, the forecasted arrival rates and the opening bid-ask spread together reveal important As the open-close spread can also be regarded as a daily volatility forecast, it is interesting to compare a forecast from trade quantities and opening bid-ask spread with forecasts from the price process, such as volatility forecasts via GARCH type models. One can further investigate whether incorporating the information from the trade process increases the forecasting efficiency of GARCH type models.
Furthermore, if the derivatives market only prices in GARCH type forecasts, information revealed from the trade process can potentially be used to design profitable trading strategies. For example, when the forecasted open-close spread is higher than already priced in the market, one can long a daily put, a call, or a straddle and delta hedge. All these positions profit from increasing volatilities but are more or less immune from directional bets. 
Summary Statistics of Trading Activities
Entries report the summary statistics of the trade quantities Z = [|K|,V − |K|], where |K| = |S − B| is the trade imbalance (difference between number of sells and buys) and T T = S + B is the total number of trades (sells plus buys) at each day. Under each ticker, the first row reports the properties of trade imbalance |K| while the second row reports the properties of the number of balanced trades T T − |K|. The second column (g) reports the growth rates, estimated from the following regression:
The third column (a) reports the regression intercept estimate. The fourth column (St Dev) reports the standard deviation of the regression residual e t . The fifth column (Auto) reports the first order autocorrelation of the residual. The last column (ρ) reports the cross-correlation between the trade imbalance |K| and the number of balanced trades T T − |K|, measured on the detrended residuals. Entries are the correlation between the forecasted fraction of informed trades β: 
