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ABSTRACT
Micro-CT scanning of murine femurs before and after uniaxial compression produce 3-
dimensional images detailing changes within the bone micro-architecture. Digital volume
correlation (DVC) is a mathematical technique used to determine strain within the bone
volume, by tracing the dislocation of a pattern between the 3-dimensional images. Uncer-
tainty in the microstrain calculated arises due to limitations in microscopy, the absence of a
homogeneously distributed pattern within the bone volume, and inconsistency the method-
ology used to process the micro-CT scans and microstrain data.
The uncertainty in strain was quantified as strain error (SE), measured by analyzing
repeated micro-CT scans of an uncompressed bone. The Minimum SE quantified was ±180-
225µ in accuracy (mean), with a 1100-2100µ precision (standard deviation)in rats; ±10-
150µ in accuracy, with a 1100-1700µ precision in mice. SE displays a regular random
distribution throughout the bone volume, centered about 0µ and showing strain in both
tension and compression.
The minimum SE is obtained by optimizing the DVC input parameters using a design of
experiments (D0E). A sub-volume size of 43-55 voxels with a 50-75% volume overlap between
consecutive steps of the DVC yielded the lowest SE at the highest strain resolution within
the bone sub-volume. A strain error resolution (SER) of ±2500µ encapsulates over 90% of
the SE, and is chosen as the minimum strain value that is viable when evaluating microstrain
from a compression test of the bone. Any strain within the SER limits are eliminated from
a viable set of microstrain value, believed to either be error or minimally contributing to the
macroscopic properties of the bone.
SER of ±2500µ results in a displacement uncertainty of 9-11mum within the bone sub-
volume. A visual inspection of the repeated scans shows an uncertainty of 2.5 voxels between
the 2 images when imaged at a nominal resolution of 4-5µm. The use of monochromatic
x-rays (such synchrotron x rays) can increase resolution and reduce the signal-to-noise ratio
in the CT scanning process, thus reducing the SE calculated by DVC.
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CHAPTER 1
INTRODUCTION
1.1 Clinical Motivation for the Study of Bone Micro-architecture
Bones are the primary load bearing organs within the human body. They provide
mechanical strength to support the body weight and external loads that one experiences
during daily activities. Long bones are a heterogeneous complex composite structure; they
consist of minerals embedded within an organic matrix and displaying a multilevel hierar-
chical structure [11, 12]. The assessment of mineral density and bone quality help describe
the mechanical behavior of bone, as it relates to bone fatigue and fracture.
Multiple studies have investigated the macroscopic properties of whole bone [11,
12, 13, 14] by quantifying the peak load, fracture load and total strain within bone when
mechanically tested. The strength of the bone is most commonly characterized by its bone
mineral density (BMD), which is clinically assessed using Dual-energy X-ray Absorptiometry
(DXEA) [13]. While a significant contributor to bone strength, BMD is a surrogate measure
of the mechanics of the bone, as it does not account for the heterogeneous nature of the
tissue. This limits BMD sensitivity and specificity when characterizing fracture mechanics
[15]. A study of osteoporotic patients found that only 5–15% of bone fractures can be
explained by low BMD [16].
Bone quality is a function of bone architecture, remodeling, cell distribution, dis-
tribution of bone matrix, and the distribution of micro-cracks. A study of the qualitative
metrics in addition to BMD data can help better determine bone strength and its resistance
to fracture [17, 18, 19]. The importance of bone quality is highlighted in increased studies
of the same, with a focus on bone architecture including cortical thickness, cortical area,
cortical porosity and femoral neck cross-sectional area [6, 18, 19, 20, 21]. However, a clear
method of quantifying the effect of architectural changes on bone strength is lacking.
1
1.2 Need for Microstrain Data
Microstrain data enables us to understand the properties of the constituents of
heterogeneous materials like bone. Microstrain within a volume of material helps to identify
the primary and secondary load bearing constituents [6, 21]. The strain levels examined
between a healthy and diseased bone when subjected to mechanical stress (such as compres-
sion) can highlight the constituents of the bone that have lost strength, contributing to the
pathophysiology of bone disease [6].
Microstrain within bone can be calculated using Digital Volume Correlation (DVC).
DVC is an image correlation technique used to compare two 3-Dimensional volumes and
determine the microstrain by calculating the displacement and distortion of a pattern within
the given images [6, 22]. High resolution micro computed tomography (µCT) images, taken
before and after a mechanical test and analyzed using DVC provides microstrain data within
bone.
DVC generated microstrain data contains calculation error from the input 3D im-
ages and the correlation technique itself, resulting in erroneous strain reporting. The error
in DVC-based measurements of strains is a function of the quality of the images used, the
repeatability of the CT scan process, morphology of the tissue in study, and the operational
parameters of the correlation itself. These factors affect the accuracy and precision of the
strain measurements [6, 22, 23, 24]. Furthermore, the operational parameters of DVC are
specific to the given tissue sample, as they change based on the pattern being traced. The
parameters need to be optimized for a given tissue to produce a reliable microstrain measure-
ment, increasing the precision of the measurements taken and minimizing erroneous strain
calculations.
1.3 Study Aim and Goals
The goal of this study was to establish a methodology for obtaining µCT images and
determine the operational parameters for DVC-based measurements of microstrain specific
to the tissue under investigation. The limits within which 90% of the minimal error in
microstrain lies shall be quantified as the Strain Error Resolution (SER). The microstrain
data within the SER range shall be removed from consideration, thus rendering a microstrain
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dataset that only includes actionable data. The SER is calculated using repeated µCT scans
of a whole bone sample. The sample shall then be loaded in uniaxial compression to obtain
a data set from which strain values within the SER will be removed, thus creating a viable
microstrain dataset.
The development of an optimal methodology for DVC measurements was conducted
on whole bone samples from the murine family, specifically mice and rat specimens. The
right femurs from the specimens were subjected to uniaxial compression to identify and
investigate cortical microstrain.
1.3.1 Specific Hypothesis
1. The error in microstrain measurement can be reduced by
• Constructing repeatable µCT scanned images of the bone
• Optimizing the operational parameters of DVC
2. A viable set of microstrain data can be produced after DVC analysis of uniaxially
compressed bone after data within the SER limits is removed.
3
CHAPTER 2
LITERATURE REVIEW
2.1 Bone - Structure, Function and Composition
The primary functions of the skeletal system include providing support to muscle
tissue, protecting vital organs and enabling mobility [25]. The skeletal system is made of a
heterogeneous composite tissue called bone. From a mechanical perspective, bone is complex
composite with high rigidity, compressive strength and resistance to fracture.
2.1.1 Structure of a Long Bone
The typical long bone can be divided into 2 epiphyses and one diaphysis (Figure
1). The Epiphysis is located at the ends of a bone, primarily comprise of cancellous (or
trabecular) bone. It is the site for red blood cell production. Trabecular bone consists of a
highly porous interconnected network of trabeculae (porosity ≈ 90%) [1].
Figure 1: Structure of a long bone
2.1.2 Trabecular Bone: Composition and Structure
The central diaphysis in bone contains a cavity that is the center of bone marrow
production. The walls are made of dense cortical bone enveloped in a periosteum, with a
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spongy network of trabecular bone on the inner wall. The structure of bone is spatially
hierarchal, with each scale explaining a facet of the bone’s mechanical properties (Figure 3).
Individual trabeculae combine to form a porous structure filled with marrow and a
vascular network within the void space. The cross-section of the trabecula is made of inter-
stitial lamellae, interconnected by canaliculi, with bone cells dispersed within the trabecula
(Figure 2) [26].
Figure 2: Structure of trabecular bone (©2006 Pearson Education, Inc., ).
Figure 3: Hierarchical structural organization of cortical bone [1]
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2.1.3 Cortical Bone: Composition and Structure
Cortical bone accounts for over 80% of bone tissue and serves as the weight (or
load) bearing element of the skeletal structure. Cortical bone shows very little porosity
(porosity ≈ 5–15%) and high resistance to compression [27].
The densely populated cortical bone is vascular, and in human bones contains a
central Haversian canals with blood vessels and nerves, wrapped in concentric lamella to
form an osteon. The lamella consist of Type I collagen fibers, with fibrils holding non-
organic deposits rich in calcium and phosphorous within hydroxyapatite (HA). The mineral
matrix is the largest contributor to bone strength in compression [28]. Osteons are arranged
perpendicular to the axis of the bone, with the Haversian canals running down the bone
length. The lacunae are dispersed in between the osteons, containing bone cells that are
interconnected by canaliculi. Murine bones do not show a lamellar structure, but larger
murine species such as Sprague-Dawley rats have Haversian canals within the cortical bone
structure, making them vascular [29].
The porosity in cortical tissue comes from the presence of Haversian canals, Volk-
mann canals and micropores. Haversian canal diameters ranges from 40µm-170µm, with
changes based on age and the remodeling stage of the given bone [30]. Volkmann Canals
penetrate the cortical bone perpendicular to the Haversian canals, and help interconnect
the Haversian Canals [12]. Micropores are a result of bone remodeling, a lifelong process of
resorption and new bone formation based on age and loading of the bone [13].
The blood vessels and nerves within bone provides nutrients and oxygen to the
bone, while relaying sensory feedback of the bone to the brain. Mice bone do not show a
Haversian canal network. Whole bone in mice are only approximately 1mm2 in cross sectional
area, and blood vessels outside the bone provide the necessary oxygen and nutrient supply
to the bone, without needing an internal vascular network within their cortical bone. Rats
have an average cortical area of 15-18mm2. The larger bones require an internal vascular
network, as seen in Figure 4
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Figure 4: Cross section of a decalcified rat bone showing Haversian canals [2]
2.2 Macroscopic Properties of Whole Bone
Long bones are primarily located in the appendicular skeleton and include bones
in the lower limbs (the tibia, fibula, femur, metatarsals, and phalanges) and bones in the
upper limbs (the humerus, radius, ulna, metacarpals, and phalanges) [31]. Long bones are
a primary strength bearing organs in mammals. The strength and stiffness of whole bones
differ based on the species, age and size of an organism.
Mice femurs can withstand an ultimate load of 15-17N, and show a stiffness between
65N/mm and 100N/mm. The Young’s modulus of mice bones is between 1500-1700MPa
[32, 33]. In contrast, rat femurs have an ultimate load of up to 200N, and show a stiffness
between 160N/mm and 250N/mm [29, 34]. The Young’s modulus of mice bones is between
5000-7000MPa [35].
The average ultimate stress and strain of axial human tibia cortical bone when
loaded at 0.5 strains/s is 160 MPa and 1.92% strain in tension (respectively), and 208 MPa
and 1.95% strain in compression [36].
2.3 Bone Quality
A common measure of bone quality is BMD. However, BMD does not account for
the micro architecture and inhomogeneous nature of whole bone [37]. Imai et al. identified
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the importance of microarchitectural features that contribute to the strain energy density
distribution within bone [37, 38]. In addition, areas with similar BMD were found to have
up to a 47% difference in strength [39]. Currier et al. have assembled a list of structural
parameters that have been identified to affect bone quality [10].
Trabecular bone strength is a function of the density of trabeculae [6], distribution
pattern, and thickness and length of individual trabeculae [40]. Cortical bone strength can
be modulated by varying cortical bone geometry, despite little to no variation in BMD
[41, 42, 43]. An increase in cortical porosity lowers the strength of cortical bone [42].
Although no single method can completely characterize bone quality, current non-
invasive imaging techniques can be combined with ex vivo mechanical and compositional
techniques to provide a comprehensive understanding of bone quality [44]. In addition, mi-
cromechanical models of bone have been created to describe the internal structure, including
the materials and the microarchitecture of trabeculae or osteons [45, 46, 47, 48].
2.4 Micro Computerized Tomography in Biomechanical Studies
2.4.1 Computerized Tomography
Advancements in microscopy has spearheaded development in studies of microstruc-
tures within complex composite materials. Micro computer tomography (µCT) is a method
of 3-Dimensional digital imaging using x-rays as an energy source. It differs from traditional
CT scanners as it contains a small Field of View (FOV) and captures very high resolution
images, typically between 500nm-500µm [3].
CT scanners emit x-rays which pass through the object to be studied. The trans-
mitted rays are captured by a detector, which is placed as close to the specimen to minimize
the effects of x-ray scatter [4]. Typical CT scanners use a conical x-ray beam source. The
use of parallel beam sources are becoming more prominent (Figure 5), as they help reduce
the signal-to-noise ratio of the images produced [3].
Multiple projections of a given specimen are taken from varying angles to capture
every detail of the CT image. The projections are reconstructed in order to produce a
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Figure 5: Schematic depicting the principle of CT scanning [3]
3-dimensional of the specimen within the given FOV [49, 50, 51].
2.4.2 Quantitative Computerized Tomography
Quantitative Computerized Tomography (qCT) is the application of X-ray CT
scanning to quantify and measure material properties of the specimen scanned. The most
common property assessed is cortical thickness and are within bone, and to determine BMD
[52]. However, noise within images and errors in CT scanning techniques can result in
incorrect analysis and conclusions from the qCT data [3, 6, 8, 52, 53, 54].
2.4.3 Noise within CT scans
Noise within CT data manifests as CT artifacts and are a result of beam hardening,
scatter, pseudo-enhancement, sample motion, cone beam, helical, ring, and metal artifacts.
These artifacts distort the image and contributes to the underlying noise [4].
Motion, helical ring and metal artifacts are typically associated with CT scanning
and not µCT scanning, since there is better control over the sample being inspected. The
application of a center shift and beam hardening corrections can help reduce the presence
of such artifacts and reduce the noise detected within µCT scans.
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Beam hardening artifacts create streaks across the sample scan (Figure 6. Obtain-
ing a monochromatic x-ray source is difficult, with most scanners using a polychromatic
beam as a source of x-rays. The mass attenuation of a CT scan is typically tuned for an ex-
pected wavelength, thus creating a beam hardening streak around the artifact when applied
[4, 51, 55]. Flohr et al. highlight the existing mathematical techniques that illustrate how
beam hardening corrections can be applied to minimize the streak in the 3D image [54].
Yang et al. identified that reconstructed images are sensitive to the error of the
Center of Rotation (COR), with a small deviation of 0.4 pixels on COR causing severe
artifacts in the reconstructed images [56, 57]. The application of a COR correction ensures
a minimization in error in CT-scanned 3D images due to a shift in the central alignment
of the specimen during the scanning process. COR correction techniques include center-
of-sinogram method, geometrical method, the opposite-angle method, and iterative method
[3, 54, 57, 58].
Figure 6: Simulated scans with (top) and without (bottom) beam hardening correction [4]
Despite the recommended corrections, artifacts and noise exist due to scatter, he-
lical ring and imprecise motion control within the CT scanner. The repeatability of a 3D
scanned image of a specimen has greatly improved, but is the fundamental limitation of qCT
techniques, due to noise induced variability [4, 49, 50, 55, 59, 60].
2.4.4 CT Scanning in Biological Studies
CT scanning can provide high resolution data about the internal structure of the
body without destruction or damage to the specimen, and with certain scanners can be used
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to conduct in-vivo testing. Scan data helps doctors and researchers inspect the location of
any damage or mass (if any) within person on animal without the need for surgery [50, 51].
µCT scans can provide incredible detail of the microarchitecture within bone, high-
lighting the presence of cortical bone and the locations of canals within rat whole bones [61].
Scans from rat tibia have contributed to the assessment of bone microstructure [62], and
determine the branching and orientation within mice and the canal network [63].
2.4.5 Mechanical Testing within CT scanning setup
µCT scans taken before and after a mechanical test of a bone specimen provides a
basis of comparison of how the bone has changed due to the given mechanical test. The tech-
nique has been used to calculate changes in trabecular structure [6], cortical bone porosity
[32, 64, 65], and microstrain within bone [6, 7, 8, 9, 66, 67].
2.5 Digital Image Correlation
Digital image correlation (DIC) is a mathematical computational tool used to mea-
sure the strain across the area of a given specimen from images of the specimen before and
after a mechanical test. Unlike traditional strain measurement, DIC does not simply mea-
sure the change in macroscopic dimensions. Instead , DIC computes strain within an Area
of Interest (AOI) by identifying a pattern within the AOI, and tracing the movement of the
pattern between the 2 images provided [68].
The advancement of optical technology and use of high resolution cameras has
enabled DIC in microscopic studies. It has become possible to track strains at the micro
level [69]. In addition to measuring full field surface strains, the application of a minimum-
contact speckled pattern removes the possibility of direct measurement artifacts [70]. The use
of DIC has increased in recent years for measuring biological tissue strains [50, 65, 69, 70, 71].
3-Dimensional DIC analysis is possible with the use of 2 cameras at an offset angle
to capture images before and after mechanical testing. The setup enables depth perception,
thereby rending strain in 3D [72, 73]. Note that the 3D analysis is still of the surface of the
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Figure 7: Principal and shear strains determined in 2-Dimensional DIC
specimen only, and does not contribute to the strain within the volume of the given bone.
DIC accurately predicted the strain of the human femur under 50% of their pre-
dicted fall fracture load (with a root mean square difference of 127µ and standard deviation
239µ) [74].
DIC of porcine Posterior Cruciate Ligaments (PCL) was performed before and after
damage applied by the femur-PCL-tibia construct. The transverse strain longitudinal strain
and shear strain distributions did not show a significant difference between 2D and 3D strain
analysis. However, the value of peak strain and its location on the ligament surface differ
after the ligament has undergone damage.
A limitation of this method is that it assumes objects being measured have no
discontinuities in displacement between consecutive images [69]
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2.6 Digital Volume Correlation
2.6.1 Introduction
Digital Volume Correlation (DVC) is a novel mathematical technique for full 3D
strain and displacement measurements. The correlation works on two 3D images, typically
taken before and after a mechanical test. Instead of simply assessing change in macroscopic
length, DVC identifies the microstrain within the volume of the specimen captured by the
3D image but identifying and tracing a pattern within the sample volume, similarly to DIC.
DVC differs from DIC by identifying the pattern in 3 dimensional data, typically acquired
from CT scans [9, 22, 49, 64]. The resulting strain is reported in 6 dimensions instead of 3
(Z-Z principal strain; X-Z and Y-Z shear strain results reported in additon to those reported
by DIC (Figure 7).
2.6.2 Need for a Traceable Pattern
Digital Volume Correlation relies on the presence of an internal traceable pattern
within the specimen that is being investigated. DIC allows for the addition of an speckle
pattern on the specimen surface, but the addition of an article traceable pattern to a volume
is not possible without altering the properties of the specimen itself [5, 75, 76]. A dense
speckle pattern like porous foam or a soil sample [77] are ideal for DVC as each pattern ele-
ment can be identified, distinguished and traced. Trabecular network, a system of Haversian
canals, metal rebar within a concrete mix are examples of patterns that can be captured by
3D imaging have been used in DVC analysis.
2.6.3 Analysis via DVC
Analysis of displacement and strain of this pattern depends on the parameters
input into the correlation [5]. DVC identifies the presence of the pattern particle within
a given sub-volume of the first 3D image. The correlation looks for the location of the
pattern particle in the second 3D image, beginning at the same sub-volume location, and
then moving to nearby sub-volumes at a specified step-over size [22, 76]. The pattern is
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Figure 8: DVC traces the movement of a pattern from one sub-volume to another [5]
recognized by Direct Correlation (DC), and not with a Fast Fourier Transform (FFT), to
minimize the increase in SE variance, as noted by Palanca et al. [7].
When the pattern is traced, DVC identifies if the movement is displacement or
dislocation, by comparing the pattern particle location to those of surrounding particle.
Any dislocation higher than a -user defined voxel size is recorded, and strain is calculated.
When a pattern particle is identified, a linear shape function is used to define the 12 Degrees
of Freedom (DOF) to be determined at each point [58, 78].
u =
[
ijk
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 (2.3)
where xˆ(u) is a point in the sub-volume, ∆x = x− i, ∆y = y = j, and ∆z = z − k.
A normalized cross-correlation coefficient , is used to quantify the similarity of the
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paired sub-volumes:
C =
∑
X(x,y,z)∈V OI f(x, y, z)g(x
′, y′, z′)√∑
X(x,y,z)∈V OI f(x, y, z)
2.
∑
X(x,y,z)∈V OI g(x
′, y′, z′)2
(2.4)
The cost function optimized by Vic Volume (©Correlated Solutions) as follows :
u = argmin
∑
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∑
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∑
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(2.6)
The estimated full 3D displacement field is then computed, with sub-voxel preci-
sion, through a predictor–corrector approach with decreasing subset sizes, and an intensity
interpolation Gaussian algorithm fitted to the correlation peak.[7, 79].
The resulting microstrain calculation is reported as a set of coordinate axes of the
first 3D image, and the strain of the particles undergone at the given location. Positive
microstrain values indicate tension and negative microstrain values indicate compression
within the given bone sub-volume.
2.7 Application of DVC in Biological Studies
2.7.1 DVC computed Microstrain - Determining Error in Strain
DVC was first introduced by Bay et al. [64], to identify 3D strain within trabecular
bone. 3D images of trabecular bone form a natural pattern within its sub-volume, making
it easy to trace the movement of trabeculae. The use of DVC allows us to understand the
properties of individual constituents of composite materials (like bone) not in isolation, but
rather within the assembled composite [64, 80].
Tables 1 and 2 lists the microstrain studies performed on biological specimens using
DVC.
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Table 1: DVC computed microstrain studies in non-bone biological samples
Author(s) Title Publication Year
Bay et al. Digital volume correlation: Three-
dimensional strain mapping using x-ray
tomography
Experimental Me-
chanics, 39(3),
217–226
1999
Smith et al. Digital volume correlation including ro-
tational degrees of freedom during min-
imization
Experimental Me-
chanics, 42(3),
272–278
2002
Liu et al. Accuracy and precision of digital vol-
ume correlation in quantifying displace-
ments and strains in trabecular bone
Journal of Biome-
chanics, 40(15),
3516–3520
2007
Sutton et al. Image Correlation for Shape, Motion
and Deformation Measurements: Basic
Concepts,Theory and Applications
Springer US 2009
Mu¨ller et al. Hierarchical microimaging of bone
structure and function
Nature Reviews
Rheumatology, 5,
373
2009
Forsberg et
al.
Full three-dimensional strain measure-
ments on wood exposed to three-point
bending: Analysis by use of digital vol-
ume correlation applied to synchrotron
radiation micro-computed tomography
image data
Strain, 46(1), 47–60 2010
Gates et al. Towards High Performance Digital Vol-
ume Correlation
Experimental Me-
chanics,51(4), 491
2011
Jirousˇek et
al.
Evaluation of strain field in microstruc-
tures using micro-CT and digital vol-
ume correlation
Journal of Instru-
mentation, 6(01),
C01039–C01039
2011
Viggiani et
al.
X-ray Micro toMography as a Tool for
Studying Localized Damage / Defor-
mation in Clay Rock
NEA Clay Club
Workshop, 91–98
2013
Madi et al. Computation of full-field displacements
in a scaffold implant using digital
volume correlation and finite element
analysis
Medical Engineering
and Physics, 35(9),
1298–1312
2013
16
Table 2: DVC computed microstrain studies in bone
Author(s) Title Publication Year
Bedran-
Russo et
al.
Site specific properties of various dentin
matrices biomodified with collagen
cross-linkers
American Journal
of Dentistry, 26(5),
244–248
2013
Roberts et
al.
Application of the digital volume cor-
relation technique
Journal of Biome-
chanics, 47(5) 923
2014
Gillard et al. The application of digital volume corre-
lation (DVC) to study the microstruc-
tural behaviour of trabecular bone dur-
ing compression
Journal of the Me-
chanical Behavior of
Biomedical Materi-
als, 29, 480–499
2014
Palanca et
al.
Three-Dimensional Local Measure-
ments of Bone Strain and Displace-
ment: Comparison of Three Digital
Volume Correlation Approaches
Journal of Biome-
chanical Engineer-
ing, 137(7), 071006
2015
Currier et al. Predicting Peak Load in the Femoral
Neck using Structural Parameters
University of Illinois 2016
Zhu et al. Spatial resolution and measurement
uncertainty of strains in bone and
bone-cement interface using digital vol-
ume correlation
Journal of the Me-
chanical Behavior of
Biomedical Materi-
als, 57, 269–279
2016
Tozzi et al. Strain uncertainties from two DVC
approaches in prophylactically aug-
mented vertebrae: analysis on bone
and bone-cement microstructures
Journal of the Me-
chanical Behavior of
Biomedical Materi-
als, 67, 117–126
2017
Dall’Ara et
al.
Precision of Digital Volume Correlation
Approaches for Strain Analysis in Bone
Imaged with Micro-Computed Tomog-
raphy at Different Dimensional Levels
Frontiers in Materi-
als, 4
2017
Palanca et
al.
Local displacement and strain uncer-
tainties in different bone types by dig-
ital volume correlation of synchrotron
microtomograms
Journal of Biome-
chanics, 58, 27–36
2017
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2.7.2 Quantifying Strain Error
DVC computed strain results contain error due to limitations in the methodology
of microstrain calculation [6, 7, 78]. The sources of error include:
1. Variance introduced in CT scanned 3D images
2. Processing of the 3D CT scans before DVC
3. Traceability of the pattern within the material being analyzed
4. Variance from sample-to-sample when studying biological materials
The error in the computed strain (i.e. Strain Error (SE)) should be quantified and
minimized to ensure the inferences made from the data are not erroneous.
Several studies [6, 7, 76] identified the best way to quantify SE is with the use
of repeated CT scans of an unloaded sample. The biological sample is placed in the CT
chamber, and 2 scans of the sample are taken without loading the sample. Since there is
no mechanical loading of the specimen, any strain detected by the DVC analysis of the
”unloaded” image pair results is error, and quantified as SE.
2.7.2.1 DVC computed Microstrain in Trabecular Bone
Liu et al. [22] computed the mean strain in the unloaded image scans taken at
a resolution of 36µm/voxel of a trabecular bone samples of a bovine distal femur, bovine
proximal tibia, rabbit distal femur, rabbit proximal tibia, rabbit vertebral body, and human
vertebral body.The accuracy (mean) and precision (standard deviation) of the SE were
calculated from the absolute values of the strain computed via DVC. The normalized cross
correlation error yielded a mean strain of 1000-1400µ, with a standard deviation of 500-
665µ.
Gillard et al. [6] investigated the SE in porcine trabecular bones, extracted from
the femoral head. The repeated scan tests were conducted, taking a total of 3 scans of
the unloaded bone specimen, at a nominal resolution of 24.7µm/voxel. DVC computed
the microstrain between the first and the second scan, as well as between the second and
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third scan. The SVC was conducted at 4 sub-volume sizes (24,48,64 and 96 voxels in each
direction), with a 50% overlap between each step over of the analysis.
The mean absolute microstrain was below 40µ in the first test, and below 20µ in
the second test. The standard deviation of the absolute values of microstrain also reduced
from 200µ to 140µ from the first repeated pair test to the second, in each of the six axes.
The SE lowers with an increase in sub-volume size, indicated by a lowering of the standard
deviation in the direction of the primary 3 axes (Figure 9).
Figure 9: Decrease in SE standard deviation with an increase in DVC sub-volume size [6]
2.7.2.2 DVC Computed Microstrain in Cortical Bone
Palanca et al. (2015) [7] compared 3 methods of DVC analysis conducted on tra-
becular and cortical bone samples. Figure 10 indicates the differences in the 3 methods used
to determine microstrain. DaVis software (©LaVision) enabled both FFT (DaVis-FFT)
and DC (DaVis-DC) displacement calculation and strain was computed using a Computa-
tional Fluid Dynamic (CFD) scheme. A custom-written software (ShIRT) in combination
with a FE solver was also tested.
Both accuracy and precision showed a steady improvement for larger sub-volumes
for all three DVC approaches, following a power-law relation. A 52 voxel sub-volume size
yielded accuracy of the cortical bone SE is 699-1315µ, with a precision of 700-1225µ using
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Figure 10: Comparison of 3 methods of DVC calculation by Palanca et al. (2015) [7]
the DaVis-DC method. A 52 voxel sub-volume size yielded accuracy of the trabecular bone
SE is 500-823µ, with a precision of 618-1143µ using the DaVis-DC method.The statistics
are calculated from the absolute values of the microstrain results from DVC. DaVis-DC
yielded higher precision than DaVis-FFT (Figure 11).
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Figure 11: Accuracy and precision results from 3 DVC methods by Palanca et al. (2015) [7]
A compromise must always be accepted between the precision of the DVC mea-
surements and the measurement spatial resolution, since the SE variance decreases with an
increase in sub-volume size.
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Dall’Ara et al. [8] tabulated the results of the Standard Deviation of Error (SDER)
when using DaVis-DC methods [8], with images of trabecular and cortical bone taken at
isotropic resolutions ranging from 1.6µm to 40µm, confirming the power law correlation
between the SDER and the size of the sub-volume under study in DVC (Figure 12). The
images with higher quality, obtained with SRµCT, provided the best results, followed by
those obtained from ex vivo µCT and then those obtained from in vivo µCT.
Figure 12: Power law correlation between SDER and the sub-volume size used in DVC, with a
50% step-over [8]
Dall’Ara et al. also calculated the expected SDER of 20 voxels (with a nominal
resolution of 10.6µm) as 1547µ over a distance of 208µm. A displacement of 3.48-7.5µm is
the minimum SDER obtained when using DVC-DC.
2.7.3 Synchrotron X-ray CT Scans of Whole Bone Samples
The expected SDER drops drastically when using synchrotron x-ray sources. Palanca
et al. (2017) [9] calculated the SDER to be below 200µ when calculating microstrain using
a custom code DVC (ShIRT-FE). DVC was conducted on µCT scans of bovine whole bone
samples captured using synchrotron x-ray with a nominal resolution of 1.6µm. Multiple
scans of the whole bone sample were taken at different locations to capture individual Re-
gions of Interest (ROI). The expected SDER of 60 voxels is 35-50µ; with a displacement
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of 0.-15-0.35µm being the minimum SDER. This is due to a combination of high resolu-
tion and the low signal-to-noise ratio of synchrotron x-ray CT scans. The high resolution
comes at the cost of a small FOV, so it makes it difficult to contextualize the effect of the
micro-constituents on the macroscopic properties.
Figure 13: The Volume of interest studied by Palanca et al. (2017) [9] makes it difficult to
assess the whole bone deformation
2.8 Mechanical Testing of Murine Femurs
Currier et al. [10] conducted uniaxial compression tests on the right femur from
C57/B16 (Charles River) mice within a Deben CT500 micro-compression chamber. A ball-
and-socket joint was created at the femoral head to replicate the loading mechanism the
femur is subjected to in vivo.
The average stiffness of mice femur in uniaxial compression testing was 81.13 ±
47.61 N/mm, and the femoral neck peak load was 18.25 ± 3.05 N. The average extension in
bone length is 0.418 ± 0.28mm (Figure 14).
Uniaxial load testing of rat right femurs was not conducted within a micro-compression
chamber before this study.
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Figure 14: Compressive load (N) vs. displacement (mm) of the mice femurs [10]
2.9 Summary: Need for a Standardized Methodology to Reduce
SE
A study of the micro-architecture of complex composites like bone quantifies the in-
dividual constituent properties, as well as how they contribute to the macroscopic properties
of bone that we can observe. Investigation of microstrain within bone volume can help us
identify the primary and secondary load bearing element within the bone, and quantify how
their properties change due to physiological processes (like aging), or due to the progression
of a disease.
DVC is a computational technique used to calculate microstrain within bone by
comparing 2 3D images obtained by the CT scanning of a bone sample before and after
compression. The presence of a naturally occurring pattern within bone, such as a network
of trabeculae or Haverisan canals.The technique is limited by the quality of the CT scan
images and the presence of a densely populated homogeneous pattern to trace, leading to
computational errors in DVC rendering false microstrain.
The strain error SE can be quantified by conducting DVC analysis on repeated
CT scans of a unloaded bone sample. Reviewing the methodology, SE can be minimized
by improving the repeatability of the scanning process and by using optimal DVC input
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parameters that maximize the resolution of microstrain data with minimal strain error.
Previously conducted studies have quantified the SE within trabecular bone and
cortical bone, but have not quantified the microstrain within a whole bone. Studies thus far
isolated components of the bone and subjected them to mechanical testing, but this does
not replicate the loading conditions that the whole bone undergoes during actual operation.
The effect of sub-volume size on the SE has been determined, but assumes a 50% overlap
between sub-volumes with each step-over during DVC analysis. The effect of the quality of
3D scan and image processing on the SE have not been investigated.
A method that standardizes the 3D image acquisition process and image processing
is critical to ensuring we get repeatable image results, reducing SE within the bone micros-
train. The effect of each input parameter in DVC must be quantified to minimize SE, not
just the size of the sub-volume being investigated for a pattern to trace.
Finally, the lack of a continuous homogeneous pattern and scanning limitations will
always result in a minimum SE, so a method to minimize false conclusions due to this SE
should be established.
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CHAPTER 3
METHODOLOGY
3.1 Overview
A pair of consecutive µCT scans of the femur bone was taken, with no mechanical
testing between the two scans. The pair of images was analyzed using DVC. Any strain
measured is considered the strain error. The effect of the DVC input parameters on the
strain error was assessed via a factorial Design of Experiments (DOE); the results of which
determined the setup to minimize SE.
µCT scans of the femur bones were taken before and after a compression test. The
pair of three dimensional (3D) images were analyzed via DVC, with the input parameters set
to the DOE optimized values. The resulting strain data was processed to remove erroneous
strain, accepting the remaining microstrain data as deformation within the bone due to the
mechanical test.
Figure 15: Overview of the methodology
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3.2 Specimen Preparation
3.2.1 Preparation of mice and rat femur
Ten C57/B16 (Charles River) mice (age range: 8-14 months) and five Sprague
Dawley rats (age = 20 weeks) were used in this study after euthanization from a different
study. The specimens were stored at −25 ◦C prior to dissection. The right femurs were
dissected and all soft tissue surrounding the bone was removed. The murine specimens
were hydrated by wrapping them in in phosphate buffered saline (PBS) soaked gauze during
storage and testing. The rat specimens were stored in plastic vials filled with PBS. The
unloaded (i.e. no mechanical compression) image pair from one of each of the murine samples
(Mouse #8, Rat #2) was used to optimize the DVC parameters.
3.2.2 Base Fixture for Potting
Femurs were thawed and potted using DAP® Plaster of Paris (i.e. plaster) into
a custom Aluminum 6061 “base” fixture (Figure 16b). The base fixture was designed to
secure the bone in place and can be fastened into a compression testing chamber (Figure
16c). The length of the femur exposed was limited to 18mm (Figure 16b) to fit within a
micro compression testing chamber. The rat femurs were cut at the diaphysis close to the
distal end, to allow for the largest length of bone to be potted while meeting the compression
chamber requirements. The bone samples were left for 20 minutes allowing the plaster to
partially set.
3.3 Unloaded Femur µCT Imaging and DVC analysis
3.3.1 Unloaded Bone Micro-CT scanning
The first pair of µCT scans were taken of the bone without subjecting it to mechan-
ical compression (unloaded image pair). The first 3D image serves as the pre-compression
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(a) Bone cut down to fit
within fixture
(b) Sample potted to base
fixture
(c) Sample covered in gauze
and soaked in PBS solution
Figure 16: Rat femur sample preparation for µCT scanning
”reference” and the second 3D image substitutes for the “deformed” bone after compression.
The hypothesis was the strain should be zero and any strain measurements calculated using
DVC represent the error.
Bone within the Deben chamber was scanned using a µCT scanner (Xradia MicoXCT-
400, Zeiss). An initial ”warmup” scan of the Deben chamber without a bone was taken (180
images, projection range of -90◦ – 90◦, exposure time 4 seconds) with the same power, mag-
nification and resolution settings as the scan of the actual sample being scanned, to minimize
the effect of the scanner warm up on the images being used for DVC analysis.
Projections 1016 pixels x 1096 pixels in size were taken of the femoral head and
neck, with a nominal isotropic resolution of 3.77µm for mice bones and 4.78µm for rat bones.
Each scan took 2-2.5 hours to complete.
The details the projection parameters for the scans are detailed in Table 3.
The projections scans were reconstructed (XMReconstructor, Zeiss, Switzerland)
into a stack of 996 cross sectional images. The images were corrected for center shift and a
beam hardening correction was also applied. Each pair of images taken of a given bone were
reconstructed using the same parameters.
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Table 3: µCT scanning parameters
Specimen Murine Femora Rat Femora
Power (W) 6 8
Current (mA) 200 133
Voltage (kV) 30 60
Exposure Time (s) 10 4
Image Resolution (µm) 3.77 4.78
Number of Images 722 1086
Projection Range -180◦ – 180◦
Optical Magnification 4x
3.3.2 Image Processing before DVC
Each 3D projection image stack constructed was processed using custom code in
MATLAB®. The image slices were imported, converted to grayscale and stored as a single
3-dimensional matrix (996 cells x 1016 cells x 996 cells). A Gaussian filter was applied to
the grayscale matrix (Figure 17a). The 3D stack was binarized at the threshold determined
by Otsu’s method (Figure 17b) and morphed using a spherical structural element (radius =
5) to fill in smaller holes in the image indicated by vascular canals.
The resulting image was a mask which contains bone material with no background
noise, and was stored as a bone mask image (Figure 17c). A separate image was created,
populating the bone (white) voxels of the bone mask with the original image content, thus
producing a grayscale image stack of the scanned bone, with no external noise (Figure 17d).
3.3.3 Geometric Parameters of the Specimen
The ”reference” grayscale image stack of the unloaded image pair from each bone
was loaded into ImageJ [81] and re-sliced to obtain an XZ and YZ profile. The neck region
was identified and the angle of the neck with respect to the horizontal was noted (Figure
18), and recorded as the neck’s angle to the longitudinal axis. The angle measured in the
XZ direction was called the ”side angle”, while the angle in the YZ direction was called the
”back angle”, consistent with the nomenclature used by Currier et al. [10].
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(a) Reconstructed µCT image (b) Binarized image
(c) Morphed image to remove canals (d) Grayscale bone; noise removed
Figure 17: Image processing of the µCT scans shown on a rat femur slice
3.3.4 Minimize SE: Full-Factorial Design of Experiments
The level of noise in the strain measurement results was assessed by conducting
a half-factorial design of experiments (DOE) on the variables used in the DVC analysis
including:
1. Size of sub-volume being analyzed
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Figure 18: Determining the geometric parameters of the femoral neck in the X-Z
direction (Side angle)
2. Size of the step the analysis moves by to trace strain (i.e. the overlap in sub-volume
in each step)
3. Binarization of the image
4. Confidence margin (in voxel size) of detecting displacement
5. Area of Interest (AOI) per image
The numeric DOE parameters we assessed at the high, mid and low points, while
the non-numeric DOE parameters were varied between the 2 available options. The input
values for these variables are different for mice and rat bones, as the pattern being traced for
dislocation are different (Table 4). DVC of mice bones can only trace micropores and trace
trabeculae as a pattern, while the DVC of the rat bones can trace vascular canals present
within the cortex.
3.3.5 DVC Post-Processing: Eliminating Bone Edge Error
Microstrain data calculated by Vic Volume was exported as CSV files and loaded
into MATLAB for post processing. The data contains the coordinates (X,Y,Z) from the
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Table 4: Parameters varied to produce minimal strain error in rats
DVC Parameter
Varied
Murine
Femora Range
Rat Femora
Range
Sub-Volume Size (Voxels) 35 - 55 45 - 60
Sub-Volume Step (Voxels) 10 - 24 8 - 16
Confidence of Displacement
(Voxels)
0.005 - 0.010
Processed Image Used Bone Mask vs. Grayscale
Area of Interest under study Circular vs. Specific
reference image and the computed microstrain at the given coordinates. The strain location
coordinates were cross-checked against the bone mask image (Figure 17c), and only data
within the bone material was recorded as usable data. All other strain values were considered
erroneous calculations due to the bone edge and removed from the microstrain dataset.
(a) Reconstructed µCT image (b) Locations within the bone
mask with data
(c) Data within the specified
locations
Figure 19: Post processing of Vic Volume data shown on a rat femur slice
3.3.6 Optimization of DOE Parameters to Minimize Strain Error
The unloaded image pair from one of each of the murine samples (Mouse #8, Rat
#2) were loaded into Vic Volume (©Correlated Solutions), and the image pair was analyzed
using digital volume correlation (DVC). Strain Error (SE) was quantified by calculating
mean and standard deviation of strain for the 3D volume and and for each image slice. DOE
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analysis of the input variables and the resulting strain error was conducted in MINITAB®.
The optimal input parameters were determined using the response optimizer tool
to target a strain error mean of 0 (reducing inaccuracy) and achieve minimum standard
deviation (for highest precision) (Figure 20). The margin within which 90% of the strain error
values lie using the optimized input parameters was quantified as “Strain Error Resolution
(SER)” for the given bone.
Figure 20: DOE optimization of SE using MINITAB®
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3.4 Specimen Mechanical Testing
Following optimization of the DVC parameters, the bone samples were mechani-
cally tested to determine the percentage of strain measurements that were viable using the
optimized DVC parameters for both the mice and femur bones. Two different fixtures were
used to create a ball and socket joint for loading the femur of the mice and rat bones.
Figure 21: Deben CT500 loaded with a femur, placed within the Xradia Micro CT-400
chamber (Zeiss®)
3.4.1 Custom Top Fixture Setup
A separate custom “top” fixture was modeled with plaster with Aluminum 6061
to apply uniaxial stress on the mice femurs. First, the top fixture was filled with plaster.
The base fixture was then inverted to create an indent of the femoral head into the plaster
using the weight of the bottom fixture. The process was carried out inside a cylindrical
chamber with the help of a keyed sliding mechanism and cylinder bottom plate (Figure 22),
as described by Currier et al. [10]. The inverted bone was left in place for 20 minutes to
allow the plaster in the top fixture to partially set. The bottom fixture was then removed.
The base and top were left for 18-20 hours to allow the plaster to set. The bones were
exposed to air during the indentation process and for 2 hours after, but were then loosely
wrapped in PBS soaked gauze to ensure they were hydrated.
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(a) Exploded view of slider mechanism [10] (b) Bone resting on top fixture to create an
femoral head indent
Figure 22: Creating the ball and socket joint indentation within the top aluminum fixture
Dried plaster can withstand compressive forces to up to 70MPa [82], while rat
femurs can withstand compressive loads up to 200MPa [29, 34] before breaking. Thus, a
stronger material was required to create the ball and socket joint for the rate femur. Once
the top fixture was indented with the femoral head, the location of the femoral head indent
was located (Figure 23a), and the plaster was removed from the fixture. The plaster was
then replaced with a custom aluminum 6061 “curved top” placed in th same location, and
secured in place by pouring plaster around it (Figure 23b).
The fixture features a 2mm curvature at its head to create a ball and socket joint
with the femoral head (Figure 23c). The curved top fixture provided the strength required
to compress the bone without deforming, while the surrounding plaster prevented the curved
top fixture from sliding. The plaster was allowed to set for 18 hours.
3.4.2 Mechanical Testing - Uniaxial Compression
The femurs were confined within a Deben CT500 500N in-situ tensile and compres-
sion stage for a µCT applications (Figure 21). Samples can be uniaxially loaded between 2
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(a) Initial indent made
in plaster
(b) Plaster holds the
aluminum fixture in
place
(c) Custom aluminum indented ”head”
for rat femurs
Figure 23: Ball joint created using an aluminum fixture
compression jaws, and the reaction force measured by a 500N load cell. The specimens were
loosely wrapped in PBS soaked gauze during testing. Each femur sample was secured within
the CT chamber using the custom aluminum fixtures and 2 µCT scans (2 µCT scan pairs)
of the bone were taken. Each bone was then deformed by mechanical testing via uniaxial
compression along the longitudinal axis.
The bone was subjected to a preload (2N for mice femurs, 26N for rat femurs)
at a constant rate of 0.2mm/min. The compression jaws were held at a constant position
once the preload was achieved, as stress relaxation within the bones and lowers the reaction
force as measured by the load cell. The µCT scan was taken 10-12 minutes after the bone
was preloaded to allow for bone reorganization, generating the first (reference) image of the
loaded bone pair. After the scan was complete, the bone was loaded (to 7N for mice, and to
110N for rat bone) at a constant rate of 0.2mm/min. The load applied was within the tissue’s
elastic limits [32, 34], without breaking the bone or causing permanent deformation. The
bone was again held at a constant compression until stress relaxation lowered the reaction
forces.
A second µCT scan was taken approximately 20 minutes after loading to allow for
bone reorganization, capturing the bone deformation due to compression. The bone reaction
force continued to reduce through the scanning process. With the µCT scans complete, the
bone was then loaded to failure. The failure strength and location of fracture was recorded.
The µCT scans were taken using the same scanning parameters as the unloaded
bone scans listed in table 3. Each scan had a nominal isotropic resolution of 3.77µm for
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mice bones and 4.78µm for rat bones, identical to the unloaded bone scans, and took 2-2.5
hours to complete.
Loading of Femur (N)
Reference CT Image
Deformed CT Image
Figure 24: Rat specimen loading and scanning process plotted over time
3.4.3 Loaded Image Pair Processing
3.4.3.1 DVC Analysis
The loaded image pair from murine samples (Mouse #8, Rat #2) was analyzed
via DVC using Vic Volume. The input parameters were set to the DOE optimized value, to
ensure it produces minimal SE, as determined by 3.3.4. The microstrain data was processed
post processed to remove data points in the ”blank” space of the bone mask image, so strain
measurements were only considered on areas of the actual bone, as in 3.3.5.
3.4.3.2 Rejecting “Noisy Data”
From the remaining data, stain values higher/lower than the SER were considered
actual strain and recorded. Any data within the SER range is either strain error or considered
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low enough to not be a primary contributor to the micro-mechanical properties of the bone,
and thus removed from our result set.
Strain measurements lower/higher than the SER were plotted with a colormap on
individual binarized slice images of the bone and on a 3D rendering of the bone volume, to
help visualize the level of strain the bone undergoes in compression.
Figure 25: Processing of strain data from loaded image pair. Strain higher than the SER
is considered actionable data
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CHAPTER 4
RESULTS
4.1 Optimized Input Parameter Values
Table 5 details the recommended values for the input parameters to minimize mi-
crostrain error in mice and rat femurs via DVC using Vic Volume. Intermediate values of
all continuous variables were identified as optimal for mice studies, with a larger sub-volume
size with a large step recommended for the analysis of rat femurs. However, increasing the
step-size to above 16 voxels (i.e.using an overlap of less than 50%) resulted in less microstrain
being successfully detected. Specifically, the DVC analysis did not report any computational
result for the bone.
The larger step size used in mice femur analysis resulted in lower resolution of the
strain data, since the spatial gap between each point of the analysis is higher. DVC computed
a total of 9347 data points within the mice femur sample, and 51226 points within the rat
femur sample.
Table 5: Optimal parameter values for DVC analysis
DVC Parameter Murine Femora Rat Femora
Sub-Volume Size (Voxels) 42 50
Sub-Volume Step (Voxels) 18 16
Processed Image Used Bone Mask Grayscale
Confidence of displacement
(Voxels)
0.008 0.008
Area of Interest under study Circular Circular
The mean and standard deviation of microstrain using the optimized input param-
eter values were consistent across the length of the bone (Figure 26). The distribution of
strain was confirmed as random throughout the bone, though the variance was higher closer
to the base fixture (Z<50).
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Figure 26: Mean and standard deviation of microstrain across Z slices in a rat femur
4.2 Minimum Strain Error Measurements
4.2.1 Minimum SE for Whole Bone Analysis
The mean error using the optimized input parameter values in the DVC analysis
of unloaded murine bones was ±10-150µ, with a standard deviation of between 1100µ
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and 1750µ (Table 6). Over 90% of the strain measurements occurred within a margin of
±2500µ (± indicating tension and compression, respectively) in each axial direction, with
the only exception being in the z-z direction (88.83% of the data fitting within ±2500µ).
The mean error using the optimized input parameter values in the DVC analysis
of unloaded rat bones was ±180-205µ, with a standard deviation of between 1100µ and
2100µ (Table 6). Over 90% of the strain measurements occurred within a margin of±2500µ
(± indicating tension and compression, respectively) in each axial direction, with the only
exception being in the z-z direction (87.78% of the data fitting within ±2500µ).
A ±2500µ was chosen as the SER for the DVC analysis of the murine femurs for
both mice and rat bone.
Table 6: Microstrain SE statistics for murine femora using optimized DVC parameters
Strain Direction ⇒ x-x y-y z-z x-y x-z y-z
M
u
ri
n
e
Mean (µ) 9.47 85.75 -106.58 137.92 -10.44 11.13
Std. Deviation (µ) 1704.77 1467.91 1715.54 1121.33 1123.57 1159.20
Median (µ) 0 0 0 0 0 0
± 2500 Confidence
Interval (%)
92.79 91.68 88.84 95.37 96.48 95.66
R
a
t
Mean (µ) -154.97 -133.68 -169.72 20.99 26.29 205.41
Std. Deviation (µ) 1432.47 1577.56 2142.27 1137.72 1509.39 1556.10
Median (µ) -202.71 -149.4 -43.6005 6.02455 -14.5155 124.27
± 2500 Confidence
Interval (%)
92.58 92.17 87.78 96.26 92.79 91.02
4.2.2 Reported vs. Absolute Strain Values
The reported microstrain values show a normal distribution about 0µ. However,
multiple publications [5, 6, 7, 8, 9, 22, 64, 67, 76] base their microstrain statistics on the
absolute value of strain, not taking into account if the strain reported is in tension or
compression.
Figure 28 and 29 compare the mean and standard deviation of the microstrain as
reported to the absolute values of the strain. The mean is 10-25 times higher in value when
reported based on absolute values alone, i.e. the Mean Absolute Error (MAER) is at least
a magnitude higher. The standard deviation of microstrain reduces in axis directions when
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Mice Femur
Rat Femur
Mice Femur
Rat Femur
Figure 27: Comparison of microstrain SE statistics between mice and rat femurs
calculated based on absolute values due to the larger mean.
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Reported Strain Value
Absolute Strain Value
Reported Strain Value
Absolute Strain Value
Figure 28: Statistical comparison of SE in mice femurs
4.2.3 Minimum Displacement Error for Whole Bone Analysis
The microstrain values were computed based on the images inspected using DVC.
The minimum displacement was calculated from the data, based on the image resolution
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Reported Strain Value
Absolute Strain Value
Reported Strain Value
Absolute Strain Value
Figure 29: Statistical comparison of SE in rat femurs
(3.77µm for mice data, 4.78µm for rat data). Figure 30 shows the mean and standard
deviation of displacement error within the mice and rat femurs.
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Mice Femur
Rat Femur
Mice Femur
Rat Femur
Figure 30: Comparison of microstrain displacement error statistics between mice and rat
femurs
A ±2500µ SER is equivalent to 9.425µm of displacement in mice, and 11.95µm
of displacement in rats, based on the image resolution used. Any displacement higher than
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the calculated displacement error can be detected using DVC and the input settings recom-
mended in Table 6.
4.3 Mechanical Testing of the Murine Right Femurs
Figure 31 shows the force-displacement curves for each of the rat femurs in uniaxial
compression. The bone stiffness was calculated as the slope of the best fit line for each rat
when loaded between 30N and 100N, in the time between the 2 loaded pair µCT scans. The
stiffness of rat femurs in uniaxial compression testing was 184.19 ± 49.46N/mm, and the
femoral neck peak load was 169.62 ± 14.5N. The average extension in bone length was 1.56
± 0.5mm.
Rat 3 has a much higher extension as compared to the remaining 5 samples un-
der compression, especially before the pre-load was applied. However, the bone’s stiffness
(157.68N/mm) was not considered an exception when analyzed with a Gibbs outlier test.
The plots show a 2 steady drops in load at while the displacement stays constant
for each specimen, occurring when the load is 26N and 110N (i.e. when the CT scans are
taken). Stress relaxation occurs within the hydrated bone, causing the reactionary load to
decrease. The bone settles over the 2.5 hours that it takes to complete a µCT scan, lowering
the reaction force throughout the given time.
Table 7: Macro-geometric and mechanical properties of the rat femur
Rat
Back
Angle
Side
Angle
Stiffness
(N/mm)
Peak
Load
(N)
Length
Change
(mm)
Fracture Location
1 14.15 13.75 271.10 191.49 1.63 Femoral Neck
2 10.98 7.12 166.07 175.98 1.28 Crushed Femoral Head
3 4.78 18.39 166.85 160.54 1.06 Crushed Femoral Head
4 38.49 5.08 170.30 175.98 2.49 Femoral Neck
5 36.92 8.83 146.63 153.68 1.37 Femoral Neck
When loaded to failure, only 3 of the 5 femurs fractured at the neck. The other
2 femurs did not fracture, instead failing due to a crushed femoral head. The fractured
femurs had a higher bending moment, indicated by their incline to the longitudinal axis
(back angle). Femurs 4 and 5 had an incline of over 35◦ in one direction, while the first
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Rat1
Rat2
Rat3
Rat4
Rat5
Figure 31: Compressive load (N) vs. displacement (mm) of the rat femurs
femur showed an incline of over 10◦ in both calculated angles.
4.4 Loaded Bone Analysis
Tables 8 and 9 show a comparison of the mean and standard deviation of the
microstrain data between the unloaded image pair and loaded image pair, for for mice and
rat femurs respectively.
The mean SE using the optimized input parameter values in the DVC analysis
of compressed mice bones was ±95-350µ, with a standard deviation between 2150µ and
5000µ. The highest strain values are at least a magnitude higher than the SER, with 9347
data points acquired using DVC of the compressed bone. 26.51% of the data remained after
removal of data within ±2500µ.
The mean SE using the optimized input parameter values in the DVC analysis
of compressed rat bones was ±10-1500µ, with a standard deviation between 3800µ and
6900µ. The highest strain values were at least a magnitude higher than the SER, with 51226
data points acquired using DVC of the compressed bone. 32.56% of the data remained after
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Table 8: Microstrain comparison between unloaded and loaded mice femur using
optimized DVC parameters
Strain Direction ⇒ x-x y-y z-z x-y x-z y-z
U
n
lo
a
d
e
d Mean (µ) 9.47 85.75 -106.58 137.92 -10.44 11.13
Std. Deviation (µ) 1704.77 1467.91 1715.54 1121.33 1123.57 1159.20
Median (µ) 0 0 0 0 0 0
± 2500 Confidence
Interval (%)
92.79 91.68 88.84 95.37 96.48 95.66
L
o
a
d
e
d
Mean (µ) -56.25 465.39 -133.26 -352.03 -98.08 169.19
Std. Deviation (µ) 4930.97 3114.50 3424.11 3872.78 2166.62 2601.11
Median (µ) 0 0 0 0 0 0
± 2500 Confidence
Interval (%)
84.64 82.35 73.63 88.73 89.18 86.55
Unloaded Bone
Compressed Bone
Figure 32: Strain distribution in each direction for a mouse femur
removal of data within ±2500µ.
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Table 9: Microstrain comparison between unloaded and loaded rat femur using optimized
DVC parameters
Strain Direction ⇒ x-x y-y z-z x-y x-z y-z
U
n
lo
a
d
e
d Mean (µ) -154.97 -133.68 -169.79 20.99 26.29 205.41
Std. Deviation (µ) 1432.47 1577.56 3342.27 1137.72 1509.39 1556.10
Median (µ) -202.71 -149.4 -43.6005 6.02455 -14.5155 124.27
± 2500 Confidence
Interval (%)
92.58 92.17 87.78 96.26 92.79 91.02
L
o
a
d
e
d
Mean (µ) 1454.96 723.60 4.05 -92.32 -463.96 -247.18
Std. Deviation (µ) 5393.46 3866.86 6889.70 3586.49 4082.62 3625.32
Median (µ) 0 0 0 0 0 0
± 2500 Confidence
Interval (%)
65.70 76.52 57.79 82.28 73.53 76.30
Unloaded Bone
Compressed Bone
Figure 33: Strain distribution in each direction for a rat femur
4.5 Viable Microstrain Dataset
Figure 34a is a histogram comparison of the uncompressed and compressed mi-
crostrain data in the x-x direction. The shift in mean away from 0µ is clearly visualized.
31.11% of data values are outside the ±2500µ SER. Figure 34b and 34c help visualize the
data points removed from within the SER, leaving behind viable microstrain data. The data
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is plotted on a colormap and rendered in each individual X-Y image slice.
(a) Comparison of loaded vs unloaded bone statistics
(b) Full strain distribution in the x-x
direction
(c) Strain distribution after noise
within SER removal in the x-x
direction
Figure 34: Elimination of data within SER limits, as shown on a single slide of the rat femora
Each image slice is saved as 6 separate figures, each reporting the strain (with
magnitude visualized using a colormap) in each direction.
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4.6 Microstrain Data Compared to Fracture Location
Rat #2 showed a large increase in strain variance in the Z-Z, X-Z and Y-Z di-
rections, and a 1600µ shift in mean strain in the X-X direction. The increased variance
suggests the bone underwent highest strain in these directions.
Figure 35 is an X-ray of the bone in the X-Z plane, showing the crushed femoral
head. An analysis of individual slices of the bone revealed the strain values at the given
location (Figure 36. The area close to the right edge of the image (within the trabecular
bone) shows increased tension, and eventually fails as that part of the bone breaks away
from the center of mass of the femoral head see in Figure 35.
Figure 35: X-ray of at #2 femur after fracture
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(a) Microstrain in the Z-Z direction
(b) Microstrain in the X-Z direction
(c) Microstrain in the Y-Z direction
Figure 36: Microstrain values of the section from Figure 35 in directions with highest
variance
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CHAPTER 5
DISCUSSION
Error in microstrain measurements arise from limitations in the methodology of
data collection and microstrain computation. An investigation of the steps involved in
collecting 3D µCT scan data and analysis via DVC can characterize how much each step
contributes to the variance of the SE.
5.1 Statistical Reporting of Microstrain Data
5.1.1 Reporting of Mean and Standard Deviation
Figures 26 and 34a are clear indicators of the SE being randomly distributed,
displaying a Gaussian distribution centered about the 0µ point. The zero strain reported
occurs in both tension and compression. Published literature [5, 6, 7, 8, 9, 22, 64, 67, 76] on
bone microstrain is based on the absolute values of the microstrain, and not the “unsigned”
or reported value of the strain.
Taking the unsigned absolute values of microstrain creates a skewed distribution of
strain. The reported mean is more than a magnitude higher the the actual bone mean strain.
The standard deviation of the SE is based on the mean, and will artificially be lowered due
to the high mean value.
Figure 29 reports the unsigned microstrain values, as well as the absolute values of
the microstrain detected, to allow for a comparison to existing literature.
5.1.2 Reporting of Median Microstrain
Kersh et al. recommends reporting the median value instead of the mean when
working with skewed data, such as taking the absolute value of strain to determine mi-
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crostrain changes during the mechanical testing of a bone [83]. While this technique is
used to report non-normal biomechanical data such as bone strength and geometry [83, 9],
it is not effective when dealing with a large dataset like that associated with microstrain
measurements in over 1,000,000,000 voxels.
Tables 6, 8 and 9 report the mean, standard deviation and median value of the
microstrain data collected. The median is often 0µ or very close to 0µ, even when the
bone is loaded. While there might be an increase in strain, a large volume of the femoral
neck does not undergo strain – DVC reports this result as a 0µ. the median is thus not a
good statistical tool to indicate changes in microstrain when a bone is mechanically loaded.
The analysis of microstrain methodology reported in this study is based on the
unsigned normally distributed data only.
5.2 Minimizing Variation in the µCT Scanning Process
The Image acquisition process should be identical to reduce the differences in the
CT scanned 3D images. Changes in image size, resolution, focal length, magnification or
reconstruction should be avoided, as they can all affect the resulting image captured [4, 55,
56, 54].
5.2.1 Movement of the Sample in between Scans
Once the sample is placed within the CT chamber and the X-ray source and detector
are positioned to capture the scans, the scanning setup should not be altered until all scans
taken. Use of a single focal length and constant tomographic location avoids any changes
to the images due to rotation or translation of the bone itself [5, 9, 54, 55, 59]. The only
displacement of components shall be from the compression (i.e. the intended mechanical
testing) of the bone.
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5.2.2 Effect of Prolonged Exposure to X-rays
The intensity of each voxel in the rendered CT image is dependent on the power of
the x-rays being used (as determined by their voltage, current and exposure time), as well
as the absorptivity of the bone itself.
In a repeated scan test, the temperature of the CT scan tube and the prolonged
exposure to the x-rays can both affect the intensity of the scans [6]. The x-ray tube requires
an initial warm-up period, and an even thermal surface is not properly attained until at
least a few projection scans are taken. The effect of a thermal transient within the x-ray
tube is highest for the initial scan, but reduces with further repeated scans. To reduce this
effect, a longer warm-up scan and an initial specimen scan (not used in DVC analysis) is
recommended.
In addition, the bones should be continually hydrated during the scanning process
with the help of gauze and PBS solution. The hydration prevents bone organic content from
drying out and turning brittle. Hydration also prevents changes in the residual stress state
within the bone [84], reducing the bone reorganization when no external force applied.
5.2.3 Use of a Common Center Shift and Beam Hardening
The µCT scans should be reconstructed to produce a 3D image using identical
settings for a given tissue sample [3, 50].
Since there is no translation or change to the scanning settings, any change in the
center of rotation (COR) or center-shift is the result of actual strain. Similarly, a hydrated
tissue sample should have a consistent beam hardening factor for all scans conducted on the
same day.
5.2.4 Image Segmentation and Pre-Processing before DVC
With an identical image acquisition method, a repeated image scan will still show
differences due to limitations of the CT scanning process itself. X-ray scatter and a higher
signal-to-noise ratio can lead to differences between images [85].
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Each 3D image is segmented and processed with the same parameter inputs. Since
the edge of the bone artifact can have varying voxel values, the segmentation can lead to edge
effects. Figure 37 highlights the differences in scans after segmentation of repeated scans.
The differences are on the magnitude of a voxel or two, but contribute to larger microstrain
error.
The median diameter of the vascular canal per slice of the rat µCT scans was 8
voxels, suggesting a median size of 40µm for canals in 5 month old rats. The median canal
circumference is 28 voxels. A shift of 2-3 voxels in diameter or the direction of circumference
lead to 10-45% error in the location of each canal, making the trabecular network preferable
over the canal network for DVC analysis of bone microstrain.
The use of monochromatic x-ray sources and higher energy x-rays such as syn-
chrotron x-rays can reduce the signal-to-noise ratio while also providing a higher image
resolution [24]. CT scanners like the Rigaku Nano3DS© can provide near monochromatic
parallel beams instead of the conical beams used in this study, further lowering the signal-
to-noise ratio and thus improving the repeatability of the scanning process.
5.3 Characterization of Strain Error based on Input Parameters
5.3.1 Effect of the Vic Volume Input Parameters on DVC Microstrain
The main effects analysis of strain indicates a larger sub-volume between 35 and
50 voxels is recommended for the analysis of bone images with a resolution under 5µm.
Lower sub-volume sizes increases the SE variance, in agreement with published results on
microstrain error [1, 9, 86]. Using a sub-volume size higher than 60 voxels can result in
lowered strain error [5, 6, 22, 66], but a larger sub-volume provides us with a smaller set of
data points within the bone tissue, defeating the goal of trying to quantify bone properties
at a micro structural level. The correlation between sub-volume size and SE variance is
almost linear with such a small change in the number of voxels, as compared to the large
changes investigated by Palanca et al. [9].
A majority of published literature [6, 9, 64] report DVC results with an overlap size
of 50%, but there is very little reported on the effect of the overlap between sub-volumes.
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(a) Single slice with a bone micropore enlarged
(b) Difference in recorded intensity between the 2 images
Figure 37: Unloaded image pair - comparison of a single bone slice
The voxel step-over for the murine femur is about a 65% overlap between sub-volumes (18
voxel step over a 43 voxel sub-volume) and a 70% (16 voxel step over a 50 voxel sub-volume)
is recommended for the rat femur. The recommended larger step-over size suggests that the
canal network within rat bone is difficult to trace at the current image resolution, thereby
increasing the SE variance. Canal traceability is poor due to lack of clear definition of the
canal edges, as explained in 5.2.4.
Increasing the step-size to above 16 voxels (i.e.using an overlap of less than 50%)
results in less microstrain being successfully detected. The DVC analysis does not report
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any computational result, since the step over is too large and you most likely have overshot
the location of your pattern being traced with even a single step being taken.
5.3.2 Need for Grayscale Image Processing
The use of the bone mask as compared to the grayscale image in murine femur
analysis resulted in only 3-8% change to the reported microstrain value (across the 6 axes),
while using the grayscale image clearly results in significant lowering of error within rat
femurs (19-26%). The canal pattern being traced is within the grayscale image. Micropores
and trabeculae within the murine bone being traced are large enough to be captured by the
image binarization itself and are a part of the masked image itself. The use of half-binarized
images when analyzing mice femurs simply adds an extra source of noise; thus the binarized
mask is the preferred choice.
5.3.3 Benefits of Post Processing Data in whole Bone Investigation
The AOI chosen in DVC results in less than a 5% change to the SE precision
for both mice and rat femurs. During post processing of the data, bone edge effects are
eliminated by not including data outside the bone border. All data accepted as strain exists
within the bone border only.
Current publications of femoral strain [5, 6, 7, 22, 66, 67] focus on calculating
strain via DVC on a cropped cylindrical or cuboid sample image section. In contrast, the
methodology of this study accounts for the whole bone sample intact, helping investigate
the microstrain within the entire volume of the given bone.
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5.4 Analysis of Computed Strain
5.4.1 Strain Error Resolution
5.4.1.1 Calculated SER compared to Similar Studies
±2500µ was chosen as the SER below which any calculated strain is not added
to the viable microstrain dataset. When compared to published literature, most trabecular
studies report a SE standard deviation between 200-800µ [6, 64]. Cortical bone studies
using bovine, porcine and rat femurs report a standard deviation of 1000-1500µ [8, 7, 9,
49, 67, 76, 80]. While the precision in this study might be lower, it is important to note
the publications use images with an isotropic resolution of 30µm or higher. The precision of
their displacement error is thus lower than 10µm.
5.4.1.2 SER of Whole Bone
Very little literature exists on the microstrain evaluation of whole bone. While the
micro-study of individual bone areas does help explain their intrinsic properties, a study of
the whole bone helps us understand how the bone reacts as a whole when subjected to an
external load.
The SER determined is based on DVC analysis that traces trabeculae, micropores
within the bone, as well as the canal network within bone. Since the SER is common, it
suggests trabeculae form a much better pattern to trace as compared to the canal network,
or the use of micropores alone, at the current CT scan image resolution and signal-to-noise
ratio.
5.4.2 Error in Computed Displacement
DVC calculates microstrain, and the displacement a body undergoes is calculated
from this strain value based on the µCT image resolution. DVC of whole bone can suc-
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cessfully detect particle dislocations greater than 10µm, assuming the larger dislocations are
the primary contributors to the total strain the bone experiences. The mean displacement
recorded along the axis of compression (Z-Z axis) was 0.13mm (130µm) in mice and 0.6mm
(600µm) when loaded within the bone’s elastic limits, in agreement with published literature
specified in 2.2. Therefore, localized strains contributing 8% or higher to the total strain
can be detected using DVC.
With a µCT scan image at isotropic resolution of 3.5-5µm, a displacement error of
10µm suggests an uncertainty of 2.5 voxels – approximately the error noted when inspecting
the repeated CT scan images in 5.2.4 (Figure 37).
5.4.3 Microstrain Comparison within the Murine Family
Rat femora are 10-15 times the size of a mouse femora. The cortical thickness of
15mm2 in rats aged 24moths [2] and only 1.2mm2 in mice aged similarly [9, 62]. Consequently,
their peak load, and stiffness are different, with the rat femurs being at least twice as stiff as
the mice bones. With an identical SER, the higher strain and distribution should be easier
to identify within the mice as compared to the rat.
However, reviewing Tables 8 and 9 show a higher percent of reported values outside
the SER in the rat bones as compared to mice. While being stiffer, the stress is more evenly
distributed within the rat femur as compared to the mice femur, which might be attributed
to the larger and more complex structure of the rat femur. The presence of a vascular
network might contribute to added hydration and organic content within the bone, thus
helping distribute the stress applied better [84].
5.4.4 Microstrain Analysis as a Predictor of Bone Fracture
An investigation of the microstrain data and fracture location revealed a close
relation between predicted stress and fracture location. Increased variance and a colormap
can help identify the direction of failure and the trend of strain in that location. However,
the results reported in 4.6 was reported by first inspecting the fractured image, and then
reviewing the results in the specific section. Future work in this area should include analysis
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of different fracture modes and the microstrain maps of the elastic compression of the bone
beforehand. Such experimental data can help in identifying trends in microstrain and help
predict possible failure modes within the bone based on elastic non-destructive testing of
the bone.
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CHAPTER 6
CONCLUSION
6.1 Summary of Findings
DVC analysis of the femoral head and neck of murine femurs can be used to compute
the microstrain within the bone volume when subjected to mechanical testing. The pattern
traced within the bone includes the trabeculae at the femoral head and neck; and the canals
present within the cortical bone of the femoral neck (in rats) and diaphysis. The canals are
not clearly distinguishable in µCT scan resolutions of 4-5µm.
Errors within the microstrain arise from differences in the methodology of how 3-
Dimensional µCT scans are acquired and processed, as well as from the variations in the
DVC input parameters. Analysis of repeated scans of a bone not mechanically tested yields
the minimal erroneous strain.
A methodology that standardizes the image acquisition and processing was detailed
in order to reduce variance in the method to collect the required µCT scans for DVC analysis.
The input parameter settings analyzed by a DOE renders the optimal settings to ensure the
Strain Error (SE) is minimal.
Strain Error Resolution (SER) of ±2500µ is suggested for murine femoral studies.
Any strain value within the ±2500µ should not be reported or considered viable since the
data could be error or actual strain within this limit. Any strain higher than ±2500µ can
be detected and is assumed to be the primary contributor to the failure mechanisms of the
bone under external loading. This corresponds to dislocations within the bone volume of a
distance higher than 9µm.
Improved µCT scanning techniques can reduce the signal-to-noise ratio and provide
higher image resolution (such as synchrotron X-rays) can help improve the repeatability of
scans, and thus lower the SER. Advancements in image processing and elimination of noise
from scans, especially close to the border of Haversian canals can help reduce SE and lower
the SER.
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6.2 Limitations of the Study
1. The effect of hydration on the bone and microstrain was not analyzed. During the
µCT scanning process, the sample and the PBS soaked gauze around it can heat up
from being exposed to x-rays, and could dry out under environmental conditions. The
effect of the bone drying out and how it affects the residual stresses within the bone
is not accounted for, and it can contribute to the overall microstrain of the bone.
2. The femurs were loaded in uniaxial compression. Despite attempts to replicate bone
loading using a ball-and-socket joint, the study cannot replicate the exact vertical and
lateral stresses a femur is subjected to.
3. The SER was determined using a DOE analysis of only one bone sample. The input
parameter settings determine were then used to analyze the remaining µCT scan pairs.
All the unloaded image pairs reported over 90% strain fit within the SER. However, a
DOE with more than one image pair might help identify a lower SER by conducting
an analysis of variance.
4. The SER accounts for over 90% of all the erroneous strain values, but 10% of strain
error is still present in the viable dataset.
5. This study was conducted on murine femurs. While the methodology recommended
can be used for other bone studies, it might need to be adapted to the complexities of
the structure and composition of the specific tissue under study.
6.3 Significance of the Study
The study presents a methodology to inspect and interpret volumetric strain within
whole bone that is minimally invasive. It uses DVC to leverage naturally occurring patterns
within the bone. The study highlights the challenges of studying strain in cortical bone as
compared to trabecular bone and identifies means of how to reduce noise and quantify a
minimal strain error to characterize volumetric microstrain results of murine femurs under
uniaxial compression.
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6.4 Future Work
6.4.1 Improvements on Current Methods
There are 2 recommended ways to improve the results of this study:
1. The use of monochromatic wavelength and parallel beam x-rays to acquire the bone
image. Images with a resolution of under 1µm can yield better quality images. Binning
the images to obtain a resolution of up to 2µm can still provide incredible detail, while
also reducing the distortion of the image near bone edges.
2. Improved image processing of the acquired µCT image. The use of 3D image processing
software like Amira 6.4 (©Thermo Fisher Scientific) and ImageJ (NIH) allow for better
filtering and processing of the image to render more detailed canals, a pattern that is
easier to trace.
6.4.2 Analysis of Cortical Bone Only
6.4.2.1 Cortical Bone Study with the Current µCT Scan Settings
Analysis of a cortical-only section of the femur (taken closer to the diaphysis)
will contain very few trabeculae, making the canal network the only traceable pattern. An
analysis of the SER with canals only can help quantify how much better a pattern trabeculae
are towards calcualting microstrain.
6.4.2.2 Cortical Bone Study under high resolution µCT Scan Settings
High resolution images and improved image processing can make canals a more
repeatable pattern to trace. With the canal network being a lot more dense than trabeculae
within the whole bone, tracing the canal movements might be the best source of a pattern
for DVC. DVC analysis of the SE within cortical bone from higher resolution images (lower
than 1µm) could yield an SER much lower than ±1000µ.
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6.4.3 Microstrain to Predict Bone Quality
Microstrain data collected can be inspected and compared to samples tested to
failure. If the locations of high strain are known, they can be compared to the micro-
architecture in those locations and see how they are affected in the failed specimen. This
can help explain how a given structural element contributes to bone quality, similar to the
results reported in 4.6.
For example, if the strain values are noted to be especially high around micropores,
and the fracture occurs at a site close to a micropore cluster; inferring that bones with a
high micropore content are at a higher risk of fracture.
6.4.4 Compare Experimental Findings to Bone Model Simulations
µCT imaging has helped create intricate and highly detailed rendering of the in-
ternal bone structure. Finite Element Analysis (FEA) studies of bone models can simulate
the strain energy distribution within bone for an external load applied, such as uniaxial
compression [87]. DVC computed microstrain of experimental testing can form a bases for
to compare the Finite Element (FE) model results for strain energy calculation, helping
update and improve the FE models to be a better predictor of strain energy distribution
within bone.
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APPENDIX A
INTERNAL STRUCTURE - CORTICAL
Figures 38 and 39 show the internal micro-structure of the cortical bone in murine
femurs. The grayscale image of the uncompressed bone reference image is inverted using
MATLAB®. Trabecular bone is eliminated from the bone, and the resulting image is ren-
dered using Amira (©Thermo Fisher Scientific) 3D viewer.
Mice femurs only contain micropores within the cortical bone. Rat femurs contain
a densely populated Haversian canal network, as it is a vascular bone.
Figure 38: Internal structure of cortical bone - comparing rat femurs to mice femurs
Figure 39: Internal structure of cortical bone - comparing rat femurs to mice femurs
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APPENDIX B
DOE ANALYSIS USING MINITAB
40 runs of DVC analysis was conducted on unloaded mice and rat femur bones,
varying the input parameters in the sequence specified by MINITAB®. SE precision and
accuracy statistics for each run of the DOE is loaded into MINITAB®, and the factorial
design is analyzed for the main effects, as well as the cross interactions of the different inputs
up to the third order. The DOE response optimizer tool is then used to target a mean value
of 0µ and minimize the SE standard deviation in each strain direction. The results of the
response optimizer have been listen below.
(a) Optimized parameter input for mice femur
(b) Optimized parameter input for rat femur
Figure 40: MINITAB used to analyze the input parameters via a full factorial DOE
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APPENDIX C
FEMUR SPECIMEN EXPERIMENTATION
C.1 Sample Preparation
(a) Specimen preparation equipment and setup. All the dissection equipment is
sterilized using a 10% bleach solution.
(b) Rat femur cleaned and cut down to size to be potted. The greater trochanter is
sanded down to better expose the femoral head.
Figure 41: Preparation of rat femurs for uniaxial compression
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(a) Sample is potted and cleaned. The bone is wrapped in gauze with the femoral head
exposed.
(b) Bone is inverted onto the top fixture, creating an indent. An aluminum fixture is
added is then placed the same location, and plaster is filled around it.
Figure 42: Potting of rat femurs for uniaxial compression
C.2 µCT Scnaning using Xradia MicroCT-400
• Xradia MicoXCT-400 x-ray source is warmed up, and an initial scan without a sample
is taken with the settings expected to be used with an actual specimen (Figure 43
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• The specimen is placed within the Deben chamber and loaded into the CT chamber
(Figure 21)
• The 4x X-ray detector lens is chosen, moved to be as close to the chamber as possible
• The tomographic location is centered and selected within the detector window, and
x-ray source is placed 65mm away from the detector for ideal magnification and FOV
• The sample is moved out of the viewing window; 12 auto-reference images are collected
and stored, and the sample moved back to its original location
• The tomographic location is chosen in the XZ plane, and the recipe for CT scanning
is setup for this tomographic location (Figure 43)
• The reference images taken are loaded completed scan, and the image is then recon-
structed
Figure 43: The x-ray source settings and scanning recipe used to capture the µCT scans
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