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I. Introduction 
The study of limit theorems for discrete-time quantum walks on various lattices has been the  
subject of extensive study by many authors, for examples see the review by Ampadu1 and the  
references therein. The focus of this paper is on limit theorems for the von Neumann entropy and  
the Shannon entropy of the quantum walk on 2Z  starting from the origin with arbitrary coin and  
initial state. 
Concerning the review on limiting values of these entropies, Carneiro et.al2 studied the long-time  
asymptotic coin-position entanglement on various graphs by numerical simulations. Venegas- 
Andraca et.al3  investigated the von Neumann entropy on Z  numerically. Using Fourier analysis  
techniques, asymptotic coin position entanglement of quantum walks for the Hadamard walk in the  
case of localized (setting of our paper) and non-localized conditions was analytically computed by  
Abal.et.al4, on the other hand Annabestani et.al5  gave an exact characterization of asymptotic  
coin position entanglement of quantum walks on 2Z . Liu et.al6  presented limit theorems for the  
von Neumann entropy of quantum walks on the N-cycle. Bracken et.al7 numerically computed the  
Shannon entropy of the quantum walk on Z  defined by a coin which is a generalization of the  
Hadamard coin. Chandrashekar et.al8  computed numerically the Shannon entropy for a  
generalization of the Hadamard walk in one dimension, denoted by )(U in this paper. For the  
symmetric random walk, Barron9 and Takano10 gave limiting values on the Shannon entropy in  
the likeness of Theorem 2 of this paper. Moreover they show that the rate of convergence of the  
entropy is related to the walkers position in the central limit theorem. In fact, we can infer from  
Theorem 2 of this paper that the rate of convergence of the Shannon entropy in the quantum case is  
also related to the central limit theorem, but the relation  is slightly different from the random walk  
case. 
Our motivation is as follows, recall that the von Neumann entropy can be used to measure  
entanglement between the coin and the particle position of quantum walks. Moreover,  
entanglement does not appear in classical systems, hence its importance for quantum information  
processing. On the other hand the Shannon entropy which is one of the basic quantities of  
information theory can be used to clarify the information included in the system. By studying the  
asymptotic behavior of these entropies we can control entanglement, and explain their rate of  
convergence via the distribution of the quantum walk. 
The main results of this paper are contained in Theorems 1 and 2. In Theorem 1 we show limits of  
the von Neumann entropy and in Theorem 2 we show limits of the Shannon entropy. Using  
Theorem 1 we can explain the oscillatory behavior of entanglement and use the distribution of the  
quantum walk to explain the rate of convergence. We should remark that in the one dimensional  
setting Carneiro et.al2  have numerically explained the oscillatory behavior of entanglement for  
quantum walks governed by 
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The rest of the paper is organized as follows. In Section II we give the definition of the quantum  
walk. Results on the von Neumann entropy are presented in Section III.  In Section IV a long-time  
asymptotic for the Shannon entropy of the quantum walk is shown. Section V is devoted to the  
summary and an open problem. 
II. Definition 
Recall that the discrete-time quantum walk (QW) is the quantum analogue of the classical random  
walk with an additional degree of freedom called chirality. In the two dimensional setting the  
chirality takes values, left, right, downward, and upward, and means the direction of motion of the  
walker. At each time step, the particle moves according to its chirality state. For example, if the  
chirality state is upward, then the particle moves one step up. Let us define 
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chirality states respectively. The time evolution of the quantum walk on 2Z  is determined by 2U ,  
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dimensional Hadamard walk. In order to define the dynamics of the model, we write  
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  down, and up directions, respectively, at each time step. Let ),,,( udrln denote the sum of all paths  
 starting  from the origin in the trajectory consisting of l  steps left, r steps right, d  steps downwards,  
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The probability that the quantum walker is in position ),( yx  at time n  starting from the origin with  
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diagonalization of cn . This is represented by the following 44  Hermitian matrix, 
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correspond to the chirality states left and right in the one  dimensional setting, then it is easily seen that  
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III. Main Results on Entropy of Entanglement 
In this section we present the results for asymptotic coin-position entanglement for the quantum walk  
on 2Z .  We should remark that the proof of Theorem 1 follows the argument in Konno13-14, and in  
particular  the proof of Theorem 3.1 in Ide.et al12, therefore we omit it. For },,,{, UDRLji  , put  
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IV. Main Results on Shannon Entropy 
In this section we obtain the limit theorems associated with the Shannon entropy of the quantum  
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We should remark that Theorem 1 can also be obtained using asymptotics concerning the Jacobi  
polynomials and the Riemann Lebesgue lemma. In a similar way we have the following asymptotics 
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. In particular, we have the following 
theorem. 
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where },,,{ UDRLW . 
 
 
 
V. Summary and Open Problem 
In this paper, we have obtained limit theorems for the von Neumann entropy and the Shannon  
entropy for quantum walks on 2Z  starting from the origin with arbitrary coin and initial state. It is  
an open problem to generalize the path counting technique for quantum walks on d dimensional  
lattices, say, dZ , and use it to give general analytic formula for the limiting values of the entropies  
explicitly. This problem is extreme, in the sense that the combinatorics surrounding the path  
counting technique on higher dimensional lattices is not well understood. 
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