As the maneuverability of targets has been further increased in recent years, it is highly desirable to improve the performance of an interceptor's guidance law. The ''hit-to-kill'' scenarios of a kinetic kill vehicle (KKV) require a centimeter-level miss distance, and control of impact angle can considerably increase the KKV's lethality. Two forms of linear quadratic differential game (LQDG) guidance laws for the KKV are proposed in this paper. The first can achieve only zero terminal miss distance, and the second can achieve a specified impact angle as well as zero terminal miss distance. The LQDG guidance laws are obtained by solving a two-sided linear quadratic optimization problem. In game theory, the adversaries are considered as two independent controlled objects. A major advantage is that the LQDG guidance laws make no assumption of the target's future maneuver strategy. Simulation results show that the two guidance laws can meet the requirements of the KKV and that the centimeter-level miss distance does not lead to a large guidance command near the terminal time.
Introduction
It is known that the earliest interceptors required a very large and powerful propulsion system in combination with a very high-powered warhead to successfully destroy an incoming re-entry vehicle. As the size of the propulsion system was reduced, the sensors and guidance systems became smaller and more accurate, with more rapid response of the propulsion system, all of which have made the use of the kinetic kill vehicle (KKV) both technically and economically feasible. [1] [2] [3] KKVs differ from conventional missiles in that KKVs are not equipped with a warhead. Instead, the KKV adopts the way of direct collision to destroy its target. One advantage of the ''hit-to-kill'' approach is that it can result in the total destruction of the target. In contrast, blast-fragmentation warheads may only redirect or break up the target. The second advantage is that the KKV is a lightweight vehicle, and a significant reduction in the weight would significantly reduce the cost of missile warfare. Obviously, the hit-to-kill scenario would require a system capable of providing centimeterlevel miss distance. In addition, control of impact angle can considerably increase the KKV's lethality.
Traditional proportional navigation guidance (PNG) laws are designed primarily for minimizing the miss distance, and they are usually silent on impact angle constraints. However, within the PN philosophy, some variations of PNG guidance laws have been proposed in the recent literature to meet the requirement of impact angle control. [4] [5] [6] The most attractive feature of PNG and its variants is the ease of implementation due to less information demand. 7, 8 Although PNG has a good homing accuracy against non-maneuvering targets, recent simulation studies indicate that it is unable to guarantee adequate homing accuracy in the interception of a highly maneuvering target for a hit-to-kill scenario. The reason is that a smaller miss distance often leads to larger guidance command near the terminal time so as to saturate the command limits. Therefore, PNG and its variants may not be able to meet the requirement of the KKV.
Fuel is a vital factor in the lifetime of the KKV; therefore reduced energy consumption is a high priority. The
requirement for better performance and optimal energy consumption has led to the development of modern guidance laws based on optimal control theory. Some optimal guidance laws (OGLs) with terminal angle constraints have been proposed in recent years. [9] [10] [11] However, the main problem of OGLs is their poor robustness, because OGLs rely on exact knowledge of the target dynamics. However, a future target's maneuver strategy is independently controlled; in other words, future target maneuver strategy cannot be predicted. In order to avoid this situation, the scenario of intercepting a maneuverable target should be formulated as a zero-sum pursuit-evasion game. The guidance law based on such an idea is the so-called differential game guidance law.
Similar to OGLs, the differential game-based guidance law is given by the solution to the linear quadratic optimal control problem. However, OGLs are obtained by solving a one-sided linear quadratic optimization problem, and OGLs assume that a target's future maneuver strategy is completely defined. 12 In contrast, a linear quadratic differential game (LQDG) guidance law is obtained by solving a two-sided linear quadratic optimization problem, and a LQDG guidance law only focuses on the target's maneuver capability, regardless of future target maneuver time history. From the view of mathematical framework, analyzing two independent controlled objects is in the field of game theory. 13 The specified quadratic performance indices are represented in the cost function, such as miss distance, impact angle, etc. The interceptor in the conflict makes an effort to reduce the performance indices, i.e. successfully intercept target; on the contrary, the target in the conflict tries to magnify the performance indices, i.e. successfully escape. Through minimizing the cost function, one can obtain the adversary's optimal maneuver strategy simultaneously, i.e. the adversary's optimal guidance law.
14 Therefore, the interceptor's guidance law is robust with regard to the target maneuver structure.
The main objective of this paper is to achieve two forms of differential game guidance laws to meet the requirement of the KKV. The remainder of this paper is organized as follows: In the next section, the interception problem of a maneuvering target is formulated. The LQDG guidance law can only zero terminal miss distance is derived in Section 3. In Section 4, an impact angle constraint linear quadratic differential game (IAC-LQDG) guidance law is presented, which can achieve a specified impact angle as well as zero terminal miss distance. Performance analysis is presented in Section 5, followed by conclusions.
Problem statement
In this paper, intercepting of a maneuvering target is formulated as a differential pursuit-evasion game. A skid-toturn roll-stabilized missile is considered. The motion of such a missile can be separated into two perpendicular channels. 15 A two-dimensional interception scenario between interceptor and its target is formulated. Figure 1 shows a schematic view of this planar engagement geometry. The x-axis of the coordinate system is aligned with the initial LOS. The interceptor is denoted as pursuer, and the target is denoted as evader. y p and y e are the relative displacement of the pursuer and evader normal to the initial LOS, respectively; v p , v e are the constant velocities of the pursuer and evader, respectively; a p , a e are the lateral accelerations of the pursuer and evader, respectively. The flight path angles of the adversaries are denoted by u p , u e , respectively. R is the relative range, and u is the LOS angle. The pursuer and evader accelerations normal to initial LOS are denoted by a pn and a en , respectively. Moreover, a pn 'a p cos u p0 , a en 'a e cos u e0 . u p + u e indicates the impact angle. (a pn , a en and u p + u e will be used to derive IAC-LQDG guidance law in Section 4).
The engagement geometry can be described as follows:
During the endgame, the pursuer and evader are assumed to move at a constant speed. In addition, assuming the adversaries has first-order lateral maneuver dynamics. Thus,
where u p and u e are the command lateral accelerations of the players; t p and t e are the time constants of the players, and 
The time-to-go can be estimated as follows
3. Linear quadratic differential game guidance law
Suppose the flight path angles are small enough (sin u'u, cos u'1), then, the trajectories can be linearized along the initial LOS. The assumption of trajectory linearization has been a common feature in missile guidance law analysis.
In such scenarios the end game is of a rather short duration and the rotation of the line of sight becomes negligible. The end game starts with near ''head-on'' initial conditions. Moreover, the respective velocity vectors of the players can rotate only very little. All the above assumptions lead to the following linear model:
where x 1 = y p À y e ; x 2 is the relative lateral velocity; x 3 and x 4 are the lateral accelerations of the evader and pursuer, respectively. Consider now the linear dynamical system characterized by the canonical equation
From equations (3), (4), (8) , and (9), one can obtain There are four state variables in equation (8); however, the aim of the pursuer is to guarantee a prescribed terminal miss distance. The system (8) can be reduced to a scalar one using the transformation
Here, F(t f , t) denotes the state transition matrix to propagate the state from t 0 to t f , and D is a constant matrix
Then, the derivative with respect to time of the new state vector Z(t) is
F(t f , t) can be obtained through solving homogeneous equation _ x(t) = Ax(t):
ð15Þ
Substituting equation (15) into equation (14), one can obtain
A linear quadratic differential game is formulated for system (8) with the performance index
where a 5 0 is a penalty for miss distance. m represents the evader's maneuvering capability relative to that of the pursuer. For a non-maneuvering target scenario, m should approach infinity (m ! '). a and m are selected by the guidance analyst. Through minimizing the cost function (17) , one can obtain the adversaries optimal maneuver strategy simultaneously,
Substituting equation (18) into equation (16) , one can obtain
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Integrating equation (19) from t to t f , one can obtain Z(t f ); then substituting the expression of Z(t f ) into equation (18) , one can obtain the optimal guidance laws for pursuer and evader, i.e. first-order lag dynamics LQDG guidance law. Because the expression of first-order lag guidance law is too complex, ideal dynamics of the adversaries is considered below, i.e. t p = t e = 0. For the KKV, thrusters provide the normal acceleration directly and the response of the propulsion system is rapid enough, the system delay can be ignored. 16 Thus, regarding the KKV as a lag-free system is reasonable for theoretical analysis.
Under the above assumptions (t p = t e = 0), equation (18) becomes
and equation (19) becomes
Integrating equation (21) from t to t f , one can obtain
Substituting equation (22) into equation (20), and define
As mentioned above, using the new state variable Z(t), the order of the problem is reduced. In addition, Z(t) is the zero-effort miss distance in a two-sided optimization problem, i.e., from the current time onward, both the pursuer and the evader will not apply any controls. Define y = y e À y p , Z(t) can be expressed as
Assuming u(t) can be measured, the relative displacement y can be approximated by
Then, equation (24) can be expressed as
Let a ! ', which dictates zero miss for a perfect interceptor. The optimal guidance laws for the adversaries (equation (23)) degenerate to
As can be seen from equation (27), the optimal guidance laws diverge for m = 1, which should be avoided.
Impact angle constraint LQDG (IAC-LQDG) guidance law
The problem of impact angle control has been widely studied. [17] [18] [19] However, recent simulation studies indicate that although previous research on this issue has good performance against stationary or slowly moving targets, it is unable to guarantee an adequate homing accuracy to meet the requirement of the KKV's ''hit-to-kill'' scenarios.
In this paper, we assume a midcourse guidance law can achieve a collision triangle satisfying the requirement on the impact angle (u p + u e ), approximately. Define the required impact angle u f = u p + u e . If the pursuer and evader deviations from the collision triangle are small in the terminal engagement, then, the collision triangle is maintained.
We still assume that the pursuer is a lag-free system, i.e. a p = u p . In order to control the miss distance and impact angle, the state vector is chosen as follows:
The equations of motion are
The matrix form of the equation set is 
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The LQDG guidance law in Section 3 only controls terminal miss distance. However, the IAC-LQDG guidance law will achieve a specified impact angle as well as zero-miss distance. Using an approach similar to that in the previous section, system (29) can be reduced to a 2 3 1 vector using the transformation
Here,
The 2 3 1 vector variable Z(t) represents the zero-effort miss and zero-effort impact angle. Z(t f ) can be expressed as
Identical with equation (14), the derivative of the new state vector Z(t) is Consider the following cost function
where a 1 5 0, a 2 5 0, a 1 and a 2 are the penalty coefficients for miss distance and impact angle error. Substituting equations (33) Ideal dynamics of the evader is considered, i.e. t e = 0. In this case,
The projection of the pursuer's and evader's command acceleration in the direction perpendicular to the initial LOS are u = u p cos u p0 and n = u e cos u e0 , respectively. The pursuer's and evader's velocity components on the initial LOS are v 0 p = v p cos u p0 and v 0 e = v e cos u e0 , respectively. Then, equation (39) is simplified to
Using an approach similar to that in Section 3, one can obtain the following optimal guidance laws
where u f is the required impact angle, N 11 , N 12 , N 21 , and N 22 are navigation gains,
As mentioned above, through the new state vector Z(t), the order of the problem is reduced. In addition, the two variables of Z(t) have some important physical meaning. Z 1 (t) is the zero-effort miss, and Z 2 (t) is the zero-effort
impact angle. Then, Z 2 (t) À u f can be denoted as the zeroeffort impact angle error. Z 1 (t) and Z(t) in Section 3 have the same meaning,
Z 2 (t) can be expressed as
For a perfect interceptor and perfect impact angle, both a 1 and a 2 should approach infinity (a 1 , a 2 ! '), which dictates zero-miss and zero-impact angle error. In this case, the IAC-LQDG guidance laws (equation (41)) degenerate to the guidance law presented by Ben-Asher and Yaesh. 20 For a terminal interceptor with some account, finite a 1 and a 2 should be chosen. a 1 and a 2 are selected by the guidance analyst.
Numerical analysis
The performance of the two proposed LQDG guidance laws are investigated in this section through numerical simulations. The initial conditions for the nonlinear simulations are given in Table 1 .
When the pursuer and evader use the LQDG guidance laws shown in equation (23), the trajectories of the adversaries are as presented in Figure 2 . Figures 3 and 4 show the corresponding optimal guidance laws of the adversaries. Figure 5 shows the zero-effort miss distance Z(t) while using the LQDG guidance law (equation (23)). As can be seen from Figure 2 , the pursuer intercepts the evader with the required miss distance, which can meet the requirements of the KKV. Optimal guidance command of the adversaries tends to zero (Figures 3 and 4) , which can successfully avoid command saturation in the terminal engagement. In addition, zero-effort miss tends to zero ( Figure 5 ).
When the pursuer and evader use the IAC-LQDG guidance laws shown in equations (41) 
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Conclusions
In this paper, the interception scenario of a maneuvering target is formulated as a differential pursuit-evasion game.
In the scenario, the pursuer and the evader are two independent control objects, and the knowledge of the target's future maneuver strategy need not predict. This is more in line with the requirements of engineering. Two forms of guidance laws based on linear quadratic differential game are proposed. One can only guarantee zero-miss distance, but the other imposes a specified impact angle as well as zero-miss distance. The simulation results indicate that the two guidance laws exhibit very small miss distances, which can meet the KKV's requirements. A great advantage of the proposed guidance laws is that centimeter-level miss distance does not lead to large amount of control command, which can successfully avoid command saturation in the terminal engagement. Although the engagement kinematics is linearized along the initial collision triangle, the obtained guidance laws showed excellent performance when the scenario was initiated with large deviations from the initial collision triangle. In order to illustrate the guidance laws, only closed-form solutions for lag-free autopilot are given. The closed forms of guidance laws for the first-order autopilot are only briefly stated in the paper due to their complexity; however, guidance laws for the firstorder autopilot can be derived using a similar method. 
