Search for the Standard Model Higgs boson in the missing energy topology with D0 by Christoudias, Theodoros & /Imperial Coll., London
Search for the Standard Model Higgs Boson
in the Missing Energy Topology with DØ
Theodoros Christoudias
Imperial College London
A thesis submitted for the degree of
Doctor of Philosophy
of the University of London
and the Diploma of Imperial College
June, 2009
Search for the Standard Model Higgs Boson
in the Missing Energy Topology with DØ
Theodoros Christoudias
Imperial College London
June, 2009
Abstract
A search for the Standard Model Higgs boson in the missing energy
and acoplanar b-jet topology is reported, using an integrated luminosity of
0.93 fb−1 recorded by the DØ detector at the Fermilab Tevatron pp¯ Collider.
The analysis includes signal contributions from pp¯→ ZH → ννbb, as well as
from WH production in which the charged lepton from the W boson decay
is undetected. Neural networks are used to separate signal from background.
In the absence of a signal, limits are set on σ(pp¯→ V H)×B(H → bb¯) at the
95% C.L. of 2.6-2.3 pb, for Higgs boson masses in the range 105-135 GeV,
where V =W,Z. The corresponding expected limits range from 2.8 to 2.0 pb.
Potential improvements to the analysis with an extended dataset totalling
4 fb−1 are also discussed.
Essential maintenance related to the increased luminosity and RunIIb
upgrade was carried out on the impact parameter (IP) based b-tagging trig-
ger tool and the effect of the changes on the b-tagger’s performance was
investigated.
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Preface
This thesis describes work carried out by the author between June 2006 and
February 2009 as a member of the DØ collaboration. The structure of the
thesis is outlined below.
Chapter 1 A brief review of the Standard Model (SM), paying particular
attention to the Higgs sector.
Chapter 2 Description of the Tevatron and the DØ detector.
Chapter 3 The DØ Level-3 trigger impact parameter b-tagging tool and its
certification for Run IIb.
Chapter 4 A search for the SM Higgs boson in the ZH → ννbb channel
using 0.9 fb−1 [1].
Chapter 5 Work in progress and the evolution of the ZH → ννbb analysis.
The work the author undertook as part of this thesis is outlined below,
broken into Level-3 and Higgs related work.
Level-3: The author has been a member of the DØ Level-3 (L3) algo-
rithms group since March 2006. The author’s work for the L3 group centred
around b-tagging. During this time, the online impact parameter algorithm
ix
xwas re-parametrised and re-certified a number of times to take into account
changes in the tracking algorithm, the inclusion of Layer 0 in the SMT tracker
and the high instantaneous luminosities of Run IIb. As part of this work, a
method was developed to allow trigger development over a large sample of
b-enriched data events spanning a long period of time, which has since been
used in the development and certification of other tools.
Higgs: The author has been a member of the DØ Higgs group since
October 2006 and has participated in two generations of the search for ZH →
ννbb. The author is the main contributor to the result presented twice as
preliminary [2, 3] and published with 1 fb−1 in December 2008 [1]. At the
time of publication, this set the most stringent limit using the missing energy
and acoplanar b-jet topology at a hadron collider. Between September 2008
and February 2009, the author was one of the primary contributors in a
team of analysers that has extended the ZH → ννbb analysis to a 4 fb−1
dataset. The results of the analysis are expected to be published in 2009.
The framework developed by the team is been used for other searches by the
DØ Higgs and New Phenomena groups.
Chapter 1
Theory
This Chapter briefly covers the Standard Model (SM) of particle physics and
the Higgs sector. More detail on the SM can be found in [4, 5]. Sections 1.1
and 1.2 give a theoretical overview of the SM based on [6]. Limits currently
placed on the Higgs boson mass by theory and experiment, from [7], are
described in Section 1.3. The production and decay of the Higgs boson and
the search strategy at hadron colliders are discussed in Section 1.4. Finally,
Section 1.5 concentrates on the ZH → ννbb search channel at the Tevatron
collider.
1.1 The Standard Model
The Standard Model is a powerful and far-reaching theory of elementary par-
ticles and their interactions. The elementary particles consist of quarks and
leptons – collectively known as fermions, and gauge bosons, the mediators of
the interactions.
1
1.1. The Standard Model 2
In the Standard Model there are three generations of fermions. The
fermions experience two types of interactions: gauge interactions (two fermions
couple to a gauge boson), and Yukawa interactions (two fermions couple to
a scalar). There are twelve gauge bosons, related to the gauge symmetry
GSM = SU(3)C × SU(2)L × U(1)Y . (1.1)
The SU(3)C phase transformations operate on the colour fields, the SU(2)L
transformations are in weak isospin (T ) space, and the U(1)Y transformations
are in hypercharge (Y ) space1.
Each of the three fermion generations (i = 1, 2, 3) consists of five repre-
sentations of GSM :
qLi(3, 2)+1/6, uRi(3, 1)+2/3, dRi(3, 1)−1/3, lLi(1, 2)−1/2, eRi(1, 1)−1.
The notation means that, for example, left handed quarks qL are triplets
of SU(3)C , doublets of SU(2)L and carry hypercharge Y = +1/6. When
the GSM symmetry is manifest, all quarks, leptons and gauge bosons remain
massless. However, each of the three generations of quarks and leptons have
different mass scales and massive gauge bosons have been observed experi-
mentally.
1The electric charge, Q, is given by Q = T 3 + Y/2 where T 3 is the eigenvalue of the
third component of weak isospin.
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The Higgs mechanism postulates a single scalar representation
φ(1, 2)+1/2 =


φ+
φ0

 . (1.2)
The scalar φ0 assumes a vacuum expectation value (vev)
〈φ0〉 = v√
2
(1.3)
leading to the spontaneous symmetry breaking
GSM → SU(3)C × U(1)EM (1.4)
and the generation of masses for quarks, leptons and gauge bosons. The
interactions dictated by symmetry principles are best discussed within the
framework of Lagrangian field theory.
1.2 The SM Lagrangian
The Standard Model Lagrangian, LSM , can be divided into three parts:
LSM = LKinetic + LHiggs + LY ukawa (1.5)
where LHiggs and LY ukawa are the terms describing the Higgs and Yukawa
sectors respectively.
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1.2.1 Kinetic Part
In the kinetic part, to maintain local gauge invariance, the covariant deriva-
tive is used:
Dµ = ∂µ + igsG
µ
aLa + igW
µ
b Tb + ig
′BµY. (1.6)
Gµa are the eight gluon fields, W
µ
b the three weak interaction bosons (b =
1, 2, 3) and Bµ the single hypercharge boson. The La are the SU(3)C gener-
ators2 (the 3× 3 Gell-Mann matrices 1
2
λa for triplets, 0 for singlets), the Tb
are the SU(2)L generators (the 2 × 2 Pauli matrices 12τb for doublets, 0 for
singlets), and Y is the U(1)Y charge.
For example, for the left handed quarks qL:
LKinetic(qL) = iqLiγµ(∂µ + i
2
gsG
µ
aλa +
i
2
gW µb τb +
i
6
g′Bµ)qLi (1.7)
where γµ are the Dirac matrices and qi denote Dirac spinors [4].
The couplings are related by g′ = g tan θW , where θW is the weak mixing
angle. The physical bosons (photon A, W± and Z0) exist as linear superpo-
sitions of the gauge fields, and are given by:
W±µ ≡ (W 1µ ∓ iW 2µ)/
√
2
Z0µ ≡ cos θWW 3µ − sin θWBµ
Aµ ≡ cos θWBµ − sin θWW 3µ
(1.8)
2SU(n) groups have n2 − 1 generators.
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µ2 < 0;λ > 0
µ2 > 0;λ > 0
φ†φ
V
(φ
†
φ
)
v
Figure 1.1: Higgs Potential V (φ†φ) as a function of φ†φ for µ2 > 0 and
µ2 < 0. The vacuum expectation value (vev) is denoted as v.
1.2.2 The Higgs Potential
The Higgs potential, which describes the self interactions of the scalar field,
is given by:
LHiggs = µ2φ†φ− λ(φ†φ)2. (1.9)
The Higgs potential is plotted in Fig. 1.1 for positive and negative values
of µ2. The parameter λ is a coupling constant that has to be positive since
the potential may not be arbitrarily negative for large φ. When µ2 > 0,
there is a trivial minimum at the centre of the potential φ = 0. The more
interesting case is that for µ2 < 0, where there is an unstable maximum at
φ = 0 and a minimum at a finite value of |φ| where φ†φ = −−µ
2
2λ
.
LHiggs gives interaction terms of the scalar (Higgs), W and Z bosons, as
well as mass terms for the bosons other than the photon:
1.2. The SM Lagrangian 6
mW =
gv
2
mZ =
gv
2 cos θW
mH = v
√
2λ.
(1.10)
The couplings of the Higgs to the gauge bosons are proportional to the
square of their masses.
The choice of minimum and the assumption of a vacuum expectation
value (Eqn. 1.3) are equivalent to a spontaneous breaking of the SU(2) sym-
metry. The symmetry is no longer manifest but is said to be hidden, and
the Lagrangian describes three massive gauge fields (the W± and Z bosons),
a massless gauge field (the photon) and one massive scalar (the Higgs bo-
son H).
1.2.3 Yukawa Interactions
With the replacement Re(φ0) =
v +H√
2
in Equation 1.3 that allows expansion
around the vacuum, the Yukawa interactions give rise to mass terms for
fermions. Taking the electron (the first lepton generation) as an example,
the Lagrangian contains
L(e)Y ukawa = −Ge√
2
v(eLeR + eReL)− Ge√
2
(eLeR + eReL)H. (1.11)
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The electron mass is given by me =
Gev√
2
. As the choice of Ge is arbitrary,
the actual value of the electron mass can not be predicted. In a similar way,
all quark masses are generated. Besides the electron mass term, L(e)Y ukawa
contains an interaction term coupling the Higgs scalar to the electron. The
fact that the Higgs coupling to the fermions is proportional to their masses
and is flavour conserving is an important experimentally testable prediction
of the theory.
In summary, the choice of a single Higgs doublet is sufficient to generate
the masses of the gauge bosons and fermions, but the fermion masses are not
predicted and have to be taken as empirical parameters in the SM. The mass
of the Higgs boson, mH , is also not predicted.
1.3 Limits on the Higgs Boson Mass
The SM Higgs boson has not been observed experimentally. Various con-
straints are placed on possible Higgs mass values from theory, indirect mea-
surements and direct searches.
1.3.1 Theoretical Limits
A very severe constraint on the Higgs boson mass comes from the requirement
of unitarity of diboson scattering amplitudes [8]. From this requirement, the
upper limit mH . 1 TeV or the existence of new physics at the upper limit
scale (or both) are obtained.
There are renormalisation group constraints on the Higgs boson mass. For
the theory to be valid up to the Planck scale , the allowed Higgs mass window
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is 140 < mH < 180 GeV. For a cut-off scale of new physics Λ ∼ 1000 TeV,
the Higgs boson should lie in the mass window 110 < mH < 300 GeV [8].
1.3.2 Experimental Limits
Indirect Measurements
Fits to precision measurements of electroweak observables can indirectly
provide limits on the Higgs boson mass. A global fit to measurements
such as masses, cross sections and couplings of the heavy electroweak gauge
bosons from the LEP, SLAC and Tevatron colliders, and elsewhere gives
mH = 90
+36
−27 GeV at 68% confidence level (C.L.), or mH < 163 GeV at
95% C.L. (Fig. 1.2). If the direct limit from LEP is taken into account, the
95% C.L. upper limit obtained is mH < 191 GeV [9].
Direct Searches
The combination of data analysed by the four LEP collider experiments
(ALEPH, DELPHI, L3, and OPAL) placed a lower bound at 95% confidence
level (C.L.) on the SM Higgs boson mass of 114.4 GeV [10]. The principal
mechanism for producing and searching for the SM Higgs boson at LEP was
e+e− → HZ.
The search continues at the Tevatron collider, using the data collected
by the CDF and DØ collaborations. The full Tevatron combination excludes
masses between 160 < mH < 170 GeV at 95% C.L. (Fig. 1.3) [11] and the
sensitivity is improving throughout the 115 < mH < 185 GeV range as the
integrated luminosity increases and analysis improvements are implemented.
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Figure 1.2: ∆χ2 ≡ χ2−χ2min curve from fit to precision electroweak measure-
ments by the LEPEWWG [9]. The preferred value for mH , corresponding
to the minimum of the curve, is 90 GeV and the experimental uncertainty
is +36 and -27 GeV at 68% C.L. (derived from ∆χ2 = 1). The blue band
corresponds to the uncertainty from theory and is not taken into account in
the fit. The mass range excluded by direct searches at LEP and the Tevatron
is shaded in yellow.
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Figure 1.3: Combined CDF and DØ 95% C.L. upper limits on Standard
Model Higgs boson production as a ratio to the SM expectation. The ex-
pected limit and the 1 and 2 standard deviation bands around the median
value are derived from the background prediction assuming no signal pro-
duction [11].
The Large Hadron Collider (LHC) is to come into operation in the near
future with significantly higher sensitivity for masses up to about 1 TeV [7].
1.4 Higgs Boson Production and Decay
The dominant Higgs boson production processes in pp¯ collisions at a centre-
of-mass energy of 1.96 TeV are gluon fusion (gg → H) through a virtual tt¯
loop and associated production with a vector boson (W±H and ZH) [12].
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The SM Higgs boson decays predominantly to bb¯ and other fermion pairs for
masses up to about 135 GeV and to W+W− at higher masses [13]. The SM
Higgs boson production cross sections and decay branching ratios as a func-
tion of Higgs mass are shown in Fig. 1.4. Due to the very high background
rates for multijet final states, the searches focus on associated production
with a vector boson with the Higgs decaying to bb¯ at low mass, and gluon
fusion with the Higgs decaying to W+W− for intermediate and high values
of the Higgs mass. An important channel in the intermediate mass range is
the decay to two photons via loops, with a virtualW+W− pair providing the
dominant contribution.
1.5 ZH → ννbb at the Tevatron
For Higgs searches at the Tevatron, the signal-to-background ratio is small
and the signal rates are typically smaller than the systematic uncertainties
on the estimated backgrounds rates. The burden of showing evidence or
exclusion of the SM Higgs boson does not rest on a single channel, but
on a combination of several channels. Searches in the missing energy and
acoplanar b-jet topology have been published by CDF [14] and DØ [1, 15].
At the Tevatron, the missing energy and acoplanar b-jet channel provides
the best sensitivity at low mass along with the search for WH → `ν`bb,
due in part to the large branching ratio of Z → νν¯. It is sensitive to ZH
associated production when the Z decays to neutrinos and WH production
when the charged lepton from the W decay is undetected (Fig. 1.5). It is
complementary to searches with visible leptons in the final state.
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Figure 1.4: SM Higgs production cross sections in pp¯ collisions at
1.96 TeV [12] (top) and decay branching ratios [13] (bottom) as a function
of Higgs mass.
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Figure 1.5: Feynman diagrams of the pp¯ → ZH → ννbb and pp¯ → WH →
`ν`bb processes.
The largest sources of background are W and Z boson production in
association with light (u, d, s) and heavy (b, c) quark flavour jets, top pair
(tt¯) and single top production, and diboson (WW,ZZ and WZ) processes.
All these processes are modeled by Monte Carlo (MC) simulations. As the
final state is characterised by the presence of two jets and missing transverse
energy, special care is required for the rejection and modeling of multijet and
instrumental backgrounds. The rates and shapes of these backgrounds are
estimated using data in signal depleted regions.
Chapter 2
The Tevatron and the DØ
Detector
2.1 The Tevatron
The Tevatron is a superconducting synchrotron located at the Fermi National
Accelerator Laboratory (Fermilab) [16]. The Fermilab accelerator complex
is shown in Fig. 2.1. The Tevatron is 6.3 km in circumference and collides
beams of protons and antiprotons at two points, where the general purpose
detectors CDF and DØ are located. Run I of the Tevatron took place between
1992-1996 and Run II began in 2001.
2.1.1 Proton Production
Hydrogen ions, H−, are accelerated using a Cockcroft-Walton accelerator to
750 keV and then by a linear accelerator (Linac) to 400 MeV. The ions
pass through a fine graphite sheet which strips the electrons leaving the
14
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bare protons of the hydrogen nuclei. The protons are then accelerated by a
synchrotron (the Booster) to 8 GeV and passed to the Main Injector where
they are accelerated to 120 GeV for anti-proton production or 150 GeV for
injection into the Tevatron.
2.1.2 Anti-proton Production
Anti-protons are produced by colliding 120 GeV protons onto a nickel target
and sorting the products with a lithium lens and a magnetic field designed to
act as a charge-mass spectrometer. The Debuncher and Accumulator rings
are used to collect and cool the resulting anti-protons. For every 107 protons
hitting the target one anti-proton is collected at 8 GeV.
The Recycler ring which occupies the same tunnel as the Main Injector
is used for further anti-proton cooling and storing. Using the Recycler as
an intermediary stage gives extra freedom in choosing transfer windows from
the anti-proton source to the Tevatron and helps minimise losses.
2.1.3 Collisions
During Run I, the Tevatron operated using six bunches each of protons and
antiprotons, with 3500 ns between bunch crossings and a centre-of-mass en-
ergy of 1.8 TeV. The peak luminosity was typically 1−2×1031 cm−2s−1 and
approximately 120 pb−1 of data were recorded by DØ.
In Run II, which began in March 2001, the Tevatron is operated with 36
bunches of protons and antiprotons with a bunch spacing of 396 ns and at an
increased centre-of-mass energy of 1.96 TeV. Run II is split into two epochs:
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Figure 2.1: The Fermilab accelerator complex for Run II of the Tevatron.
Run IIa and Run IIb.
Run IIa finished in April 2006 with more than 1 fb−1 of integrated lumi-
nosity delivered by the Tevatron. Both detectors were upgraded to operate at
the higher instantaneous luminosities (2− 3× 1032 cm−2s−1 [17]) in Run IIb,
which began in June 2006. It is expected that up to a total of 12 fb−1 of inte-
grated luminosity will be delivered by the Tevatron to each of the detectors
by the end of Run II.
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2.2 The DØ Detector
DØ is a general purpose hermetic particle detector. It consists of three major
subsystems: central tracking detectors, uranium/liquid-argon calorimeters,
and a muon spectrometer (see Fig. 2.2). All sub-detectors are described in
more detail in the following sections, and full details can be found in [18, 19].
In the detector description and data analysis, DØ’s customary right-
handed coordinate system is used, in which the z-axis is along the proton
beam direction and the y-axis is upward. The angles φ and θ are the az-
imuthal and polar angles respectively. The r coordinate denotes the perpen-
dicular distance from the z-axis. The pseudorapidity, η = − ln[tan(θ/2)],
approximates the true rapidity, y = (1/2) ln[(E + pz)/(E − pz)], for fi-
nite angles in the limit that (m/E) → 0. The term “forward” is used
to describe the regions at large |η|. Distance in η − φ space is defined as
∆R = √(∆η)2 + (∆φ)2.
2.2.1 Central Tracking System
The DØ central tracking system comprises the Silicon Microstrip Tracker
(SMT) and the Central Fibre Tracker (CFT) inside a solenoidal magnet (see
Fig. 2.3). The generated magnetic field allows for charge sign determination
and momentum calculation for charged particles.
The Silicon Microstrip Tracker
The SMT, shown in Fig. 2.4, provides tracking and vertexing for almost the
full η range of the calorimeter and muon detectors, using 792576 read out
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Figure 2.2: Cross-sectional view of the DØ detector [18].
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Figure 2.3: Cross-sectional view of the central tracking system in the x− z
plane. Also shown are the locations of the solenoid, the preshower detectors,
luminosity monitor, and the calorimeters [18].
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Figure 2.4: The disk/barrel design of the silicon microstrip tracker [18].
channels. Around 90% of the sensors are functional. The SMT detector is
made from high precision silicon wafers arranged into three subgroups:
Barrels There are 6 barrel detectors in total, each made from 4 concentric
layers of double sided rectangular silicon wafers. The barrel detectors
cover 2.7 cm < r < 10.5 cm and |z| < 38 cm, providing tracking in the
region |η| < 2.4.
F-Disks There are 12 F-disks, 6 cap each barrel at high z and 2 triplets of
F-disks spaced 5, 10 and 15 cm from either end of the barrel detectors.
Each F-disk is constructed from 12 double sided wedge shaped silicon
modules.
H-Disks The H-disks are designed for high η coverage. Two doublets are
placed at 1 m on either side of the barrel detector. Each H-disk is
made from 24 wedges, each wedge is constructed from back to back
single sided silicon modules. The H-disks extend the coverage of the
SMT tracking in the forward region up to |η| < 3.
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As part of the Run IIb upgrade an additional layer of silicon has been
added to the detector, referred to as Layer-0. Layer-0 is located inside the
Run IIa barrel detector at a radius of 1.6 cm, and its purpose is to recover
performance loss due to radiation damage and improve the b-tagging resolu-
tion.
The Central Fibre Tracker
The CFT is made of scintillating fibres of diameter 835 µm mounted onto
eight concentric cylinders. The fibres form stereo and axial doublets to allow
hit separation in the z-θ plane. There are ribbons of 256 fibres in each doublet
layer.
The scintillating fibres are made up of a polystyrene core surrounded by
an acrylic layer and an outermost flouro-acrylic layer. They are connected
to clear waveguides which carry the light to visible light photon counters
(VLPC) where the light is converted to an electrical signal. The VLPCs
have a fast response time, a quantum efficiency of greater than 75% and a
high gain of 2.2 - 6.5 ×104. The CFT requires 76,800 channels of VLPC read
out.
Working together, the SMT and CFT detectors locate the primary inter-
action vertex with a resolution of about 35 µm along the beamline. They can
tag b-quark jets with an impact parameter resolution of better than 15 µm
in r − φ for particles with transverse momentum pT > 10 GeV/c at |η| = 0.
The transverse momentum (pT ) resolution is of the order of
δpT
pT
(in %) = 2 + 0.2× pT (in GeV).
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The Solenoidal Magnet
The 2 T superconducting solenoid was designed to optimise the momen-
tum resolution. The size of the solenoid was determined by the size of the
calorimeter and the tracking requirements and it is 2.73 m in length, 1.42 m in
diameter, and 1.1 radiation lengths, X0, thick. The magnetic field is uniform
to 0.5% within the tracking volume.
2.2.2 Calorimeter
Calorimetry is the process of identifying photons, electrons and jets and mea-
suring their energy. Calorimetry at DØ is conducted by preshower detectors,
by the Central and End Calorimeters and by an intercryostat detector.
The Preshower Detectors
Triangular scintillating tiles called preshower (PS) detectors are used for
calorimetry and tracking, facilitate electron identification, background rejec-
tion and aide in matching central tracks to calorimeter clusters. The central
preshower (CPS) detector is placed between the solenoid and the central
calorimeter and covers |η| < 1.3 and the Forward Preshower detectors are
attached to the inner faces of the end calorimeters and cover 1.5 < |η| < 2.5
(See Fig. 2.3).
The Calorimeter
DØ uses a sampling calorimeter divided into a central and two end compo-
nents (see Fig. 2.5). Each calorimeter component is enclosed in a cryostat
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Figure 2.5: The DØ Run II calorimeter [18].
to keep the sampling medium (liquid Ar) at approximately 90 K. There are
55296 calorimeter read out channels.
The central calorimeter (CC) section provides coverage up to |η| ∼ 1 and
comprises three concentric regions along r: the electromagnetic (3 layers,
20 radiation lengths X0), the fine hadronic (3 layers, 3.1 nuclear absorption
lengths λA) and the coarse hadronic (3.2 λA).
The two end calorimeters (EC) provide complementary coverage up to
|η| ∼ 4 and have four regions each: the electromagnetic (4 layers, 21.4
X0), the inner hadronic, the middle hadronic and the outer hadronic. The
hadronic regions are further divided up into fine (inner: 4.4 λA, middle: 3.6
λA) and coarse (inner: 4.1 λA, middle: 4.6 λA, outer: 6.0 λA) sections.
Different sections use different absorbers: the electromagnetic (EM) layers
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use 3-4 mm thick uranium, the fine hadronic (FH) layers use 6 mm thick
uranium and the coarse hadronic (CH) layers use 46.5 mm thick plates of
copper (CC) or stainless steel (EC). The EM layers are designed to collect
most of the EM energy, the FH layers most of the hadronic energy and the
CH layers any leakage. Towers in both EM and hadronic modules have a
width of ∆η = 0.1 and ∆φ = 2pi/64 ∼ 0.1.
The energy resolution provided by the calorimeter has been measured
using test beam data and found to be:
σE
E
= 15.7%/
√
E + 0.3% (EM)
σE
E
= 41.0%/
√
E + 3.2% (pi±)
where the energy E is measured in GeV.
The Intercryostat Detector (ICD)
The intercryostat region (ICR) has incomplete coverage by the calorimeter.
A detector covers the region 1.1 < η < 1.4 and provides additional sam-
pling. It consists of scintillating tiles mounted on the cryostat walls of the
EC calorimeters. There are 12 tiles in total and each is read out in twelve
subdivisions of size ∆η ×∆φ ∼ 0.1× 0.1.
2.2.3 The Muon Spectrometer
The muon spectrometer is the outermost layer of the detector (Fig. 2.2). It is
split into two systems: the central muon system which provides coverage up
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to |η| < 1 and the forward muon system which covers the region 1 < |η| < 2.
Each system has three layers of drift tubes; Layer A lies inside a 1.8 T
solid iron toroid magnet and B/C lie outside. The central muon system
uses proportional drift tubes (PDT) and the forward system mini drift tubes
(MDT). Layer A has four decks of drift tubes and layers B/C have three.
The central muon system has two layers of scintillator counters, one be-
fore Layer A and one after Layer C. The forward muon system has three
layers of scintillator counters. The scintillator counters facilitate quick trig-
ger decisions on muons, and provide accurate timing information for track
reconstruction in the drift chambers. They also allow reduction of back-
grounds such as cosmic rays.
The scintillator counters have a time resolution of ∼ 2 ns, and both the
PDT and MDT have a hit resolution of ∼ 1 mm. The standalone momen-
tum resolution of the forward muon system is approximately 20% for muon
momentum below 40 GeV/c. The muon system improves the momentum res-
olution achieved by the tracking detectors for muons with momentum greater
than 100 GeV/c and for those that do not go through all the CFT layers.
2.2.4 Luminosity Monitor
The luminosity monitor (LM) is used to determine the luminosity (L) at
the interaction point by detecting inelastic pp¯ collisions. Two arrays of 24
plastic scintillation counters are placed at z = ±140 cm, just in front of
the EC calorimeter and in the region between the beampipe and the frontal
preshower detectors (see Fig. 2.3).
2.2. The DØ Detector 26
The luminosity L is determined from the average number of inelastic
collisions per beam crossing N¯LM :
L = fN¯LM
σLM
where f is the beam crossing frequency and σLM is the effective cross section
for the LM [20]. N¯LM is determined from the fraction of beam crossings with
no collisions using Poisson statistics.
2.2.5 The Trigger
A powerful and flexible trigger is the cornerstone of a modern hadron collider
experiment. The trigger system at DØ consists of three levels, as shown
in Figure 2.6. Different levels are used to allow for both a high degree of
rejection and also for a high degree of flexibility when making triggering
decisions. The trigger at DØ has three levels of increasing complexity referred
to as Level-1 (L1), Level-2 (L2) and Level-3 (L3). Each level has increasingly
sophisticated event reconstruction, and an event will proceed through each
of the trigger levels dependent on conditions being met. The trigger rates at
each level of the trigger and the latency are shown in Table 2.1. A program
called COOR handles the overall coordination and control of the trigger system,
and interacts directly with the trigger framework (which makes the L1 and
L2 trigger decisions).
2.2. The DØ Detector 27
Figure 2.6: Overview of the DØ trigger and data acquisition systems [18].
Rate Latency
Collisions 1.7 MHz
Level-1 1.6 kHz 3.6 µs
Level-2 800 Hz ∼ 100 µs
Level-3 50 Hz ∼ 150 ms
Table 2.1: Approximate trigger rates and latency for the three trigger levels.
Level-1
The Level-1 trigger involves a series of Field Programmable Gate Arrays
(FPGAs), installed on certain of the sub-detectors. These include a reduced
form of the readout electronics for the calorimeter, the axial components of
the CFT and preshower detectors and also the muon systems. The results
from each of these components are logically combined into up to 128 different
triggers. If all the requirements for a particular trigger are satisfied, a Level-1
trigger bit is created and the data are digitised and buffered for processing
in the next level trigger, Level-2. The maximum decision time for Level-1 is
4.2 µs and it has no dead-time.
For the calorimetry a decision is required if the energy deposited within a
region, known as a trigger tower (∆φ×∆η = 0.2×0.2), is above a threshold.
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The result is then passed to the combination process to decide if the data
should be kept. The CFT trigger uses only the axial component of the CFT
and tests whether hit patterns that have been created within 4.5◦ sectors of
the CFT are consistent with programmable pT thresholds. This can then
be matched to energy deposits in the central preshower (CPS). The other
main component of the Level-1 trigger system is the muon system. It uses
information from the muon scintillation counters and wire chambers and
matches them with data from the Level-1 tracking component.
For Run IIb a newly designed L1 track trigger is utilised, which gener-
ates track-based triggers and provides tracking information to several other
trigger systems. A new L1 calorimeter trigger also replaced the old one. The
calorimeter upgrade employs digital filtering to associate energy with the cor-
rect beam crossing in the Run IIb environment and provides the capability
of clustering energy from multiple trigger towers.
Level-2
The Level-2 trigger consists of a combination of FPGAs and microprocessors
to perform a more detailed analysis of the data passed on by Level-1. It is
designed to handle a 1.6 kHz input from Level-1 and to provide a factor of 10
rejection, resulting in an output rate of 200-900 Hz. The maximum decision
time for L2 is 100 µs with a maximum dead-time of 5%. Level-2 uses all
the data from each of the detector components. For each Level-1 trigger bit
there is a corresponding Level-2 trigger bit. The information from the data
passed on from Level-1 is combined and used to produce a decision.
The individual components of the detector: calorimetry, tracking and
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muon systems, each have a dedicated preprocessor system which handles the
data analysis for that component and also finds and marks the possible pres-
ence of physics objects (for example jets or electrons). The results from the
preprocessors are then passed onto the L2 global processor which, like the
L1 system, combines the data to produce a L2 trigger bit if the given condi-
tions are passed. The triggering conditions depend upon the corresponding
L1 trigger bit and can involve a combination of data from different detector
components. If a L2 trigger bit is set, the information is passed to the Level-3
trigger.
Level-3
The Level-3 trigger is entirely software based, and consists of a high perfor-
mance computing farm that performs a partial event reconstruction. Each
node of the farm runs an independent instance of the L3 code on complete
events sequentially. If the criteria are satisfied, the data are sent to the data
logger to be written to tape.
Almost all of the code for the reconstruction and programmable triggers
(Levels 2 and 3) is written using the C++ programming language. The algo-
rithms that process the event data are known as tools. Tools are called by
filters and tools can also call other tools. There are several different types of
physics, unpacking and trigger tools. High level physics tools are described
in Sec. 3.3. The parameters used by the tools can be modified through the
use of L3 filter scripts. A filter script, which can comprise several filters,
is associated with each L3 trigger bit. Filters can be either physics object
filters, which apply selection cuts on the reconstructed physics objects, or
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relational filters, which compare the results to those of other filters.
An event is passed by the trigger if all the filters for any one of the
filter scripts pass. It would be possible for processing to stop at this point.
However, there is little performance gain in stopping processing as soon as
an event passes the trigger and it simplifies timing analysis and luminosity
calculations if it is not stopped. For this reason all the relevant filter scripts
are always run on an event, even after it is accepted.
2.2.6 Oﬄine Reconstruction
After an event has been passed by the trigger system and written out to
tape, it will undergo a full event reconstruction on an oﬄine CPU farm. The
reconstruction time depends on the instantaneous luminosity and typically
is ∼ 20 s. The various versions of DØ code which are used to reconstruct
the oﬄine physics objects are referred to by the terminology pXX, where XX
is an integer incremented for each new major release of the code.
Chapter 3
Level-3 Trigger Impact
Parameter b-tagging
3.1 Introduction
Many physics studies at DØ – from top quark measurements to Higgs bo-
son searches – require the identification of b quarks (b-tagging). It is thus
desirable to have algorithms for selecting events with high b-quark content
probability when trigger decisions are made. Because of the limited rate-to-
tape, the rarity of the interesting processes and the very high background
rates at hadron colliders, it is important to achieve high efficiency, purity and
background rejection. Online processing time constraints place limitations
on the complexity of the algorithms implemented in the trigger.
B-hadrons have a long lifetime, large mass, high decay multiplicity and
substantial leptonic branching rate compared to light quark jets. In partic-
ular, the B-hadron lifetimes are about 1.6 ps [21], corresponding to a decay
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flight of about 3 mm for a momentum of 40 GeV/c. The Level-3 impact
parameter b-tag tool uses the information from several other Level-3 tools to
calculate probabilities for a jet or event to originate from the primary vertex.
The Level-3 b-tagging algorithm uses a probability distribution, parametrised
from lifetime information in data, to produce an overall probability that the
event originated from heavy or light quark production.
b-tagging was introduced in the highest level trigger and certified during
Run IIa [22], but changes in the tracking algorithm, the inclusion of Layer 0
in the SMT tracker and the high instantaneous luminosities necessitated the
re-parametrisation and re-certification of the algorithm for Run IIb. The
underlying track based probability distribution was re-parametrised using
data taken at higher luminosities and certified over a sample of events that
were b-tagged using the DØ oﬄine Neural Net (NN) b-tagging algorithm [23].
3.2 Signed Impact Parameter
Lifetime tagging can be used to identify events with b-quark content. Recon-
structed tracks originating from the decays of b-quarks, when extrapolated
backwards, do not pass exactly through the primary interaction vertex. The
Impact Parameter (IP) is defined as the minimal distance between the es-
timated primary interaction point and the track trajectory. Therefore, the
decay of a long-lived particle produces tracks with large impact parameters,
which is not the case for particles from the primary interaction.
The sign of the IP is set to be negative (positive) if the point of clos-
est approach of each track to the estimated particle flight path is upstream
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(downstream) of the primary interaction vertex (PV) position. The IP signif-
icance is the ratio of the measured value of the IP over the expected precision
of the measurement. The expected precision is a convolution of the uncer-
tainties in the track-vertex distance of closest approach (DCA) measurement
and in the spatial coordinates of the PV. The significance is assigned the
same sign as the IP.
Tracks from decays of long-lived particles have predominantly positive IP
signs while tracks coming directly from the PV are equally likely to have a
positive or negative IP. The distribution of the negative track significance
is determined mainly by tracks coming from the PV, including scatters in
the detector material and tracks with wrong hit association. The excess
of positively signed tracks with large significance is observed in the plot of
Fig. 3.1. For b-tagging, only tracks with positive IP are used, thus reducing
by half the number of background tracks.
3.3 The Level-3 Physics Tools
The b-tagging tools are high level trigger tools, processing physics objects
returned by other tools rather than handling raw data. The following section
provides an overview of the lower level tools and the relevant physics objects
that they generate and provide as input to the higher level tools. Fig. 3.2 is
a schematic representation of the dependencies and information flow across
the different tools.
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Figure 3.1: Normalised signed impact parameter distributions for events
from runs with different initial luminosities and for a sample of events with
enhanced b-content. Details about the sample selection can be found in
section 3.7.
3.3.1 The Level-3 Tracker
The raw output of detector components in both the SMT and CFT is passed
through an analogue to digital converter (ADC). Pedestal counts are sub-
tracted from the ADC count in each readout channel to remove noise. If the
number of counts is greater than a predefined threshold after the pedestal
subtraction, it is considered a hit. SMT and CFT unpacking tools [24] are
then used to construct ‘clusters’ [25, 26]. The position of each cluster is given
by the mean of the magnitude-weighted hit positions in adjacent hit compo-
nents of each sub-detector. The total ADC count of all hits in a cluster must
exceed a threshold. Level-3 clusters are constructed in the x− y (axial) and
z (stereo) detector layers.
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Figure 3.2: Flow chart of information in Level-3 tools for b-tagging. The
dashed line denotes flow of non-realtime information from the previous data
taking run.
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The tracking algorithm [27] uses the clusters in the CFT and SMT barrel
layers (including layer 0) to reconstruct track helices. A minimum of 7 CFT
axial hits is required for each track. Multiple scattering and non-solenoidal
magnetic field effects are neglected. In the CFT, both axial and stereo can-
didate roads are determined using a histogramming technique. Given a can-
didate road, nearby clusters are sought to build the track candidates. The
SMT tracking uses a projective approach starting from a CFT track.
The L3 tracker achieves track finding efficiencies of 70-30% with respect
to the oﬄine tracking algorithm with a corresponding purity (tracks matched
to oﬄine) of 48-30% for luminosities ranging from 1− 3× 1032 cm−2s−1 [27].
3.3.2 The Level-3 Vertex Finder
The Level-3 vertex finder [28] takes tracks as input. The z-position of the
vertex is found using a pT weighted histogramming technique. The tracks
inside the two adjacent 1 cm bins with the highest summed pT on the z-axis
are selected. The z-position is taken to be the mean DCA from the origin
(Z0) of the selected tracks. Using the track pT information makes the method
more robust against secondary vertices.
To find the vertex position in the x − y plane, an impact parameter
minimisation routine is used. The tracks are approximated by straight lines
at the minimum distance from the beamspot position and a χ2 quantity
that takes into account the impact parameter and its error for each track
is minimised. The nominal beamspot is taken to be the average position of
primary vertices from the previous data taking run and is parametrised as a
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function of z.
The performance of the vertex finder tool was evaluated on different MC
processes. Both the efficiency and purity are very high for a multitude of
topologies (∼ 97%). For data from a physics run, the efficiency of finding a
z-vertex is ∼ 94% and given a z-vertex, the x− y vertex finding efficiency is
∼ 81% [28].
3.3.3 The Level-3 Jet Finding Algorithm
The L3 jet finding algorithm [29] is a simplified version of the jet reconstruc-
tion algorithm run oﬄine. One of the main differences is that there is no
jet energy scale correction applied online. Jets are formed using clusters of
calorimeter hits within cones of ∆R < 0.5. For b-tagging purposes, a track is
attached to the nearest jet online if the angle between them is less than 45◦.
3.4 The Level-3 IP b-tagging tool
The Level-3 impact parameter b-tag tool [30] uses the information from sev-
eral other Level-3 tools to calculate probabilities for a jet or event to be
consistent with originating from the primary vertex . Inside the tool, tracks
from the Level-3 tracker are selected to pass the following criteria:
• The minimum pT of a reconstructed track is required to be 0.4 GeV.
This value has a great impact on the L3 CPU processing time.
• General track quality requirements based on quantities from the tracker:
– Track fit χ2 over the number of degrees of freedom , χ2/n.d.f. < 5
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– Number of SMT hits, NSMT ≥ 1,
– 2D distance of closest approach between track and primary vertex,
DCArφ < 0.5 cm,
– Uncertainty on the 2D DCA, σDCA < 0.075 cm.
• Jet matching:
– pˆjet · pˆtrack > 0.7, where pˆjet and pˆtrack are the 3D jet and track
momentum directions,
– jet rank≤ 3, where jet rank is the number of leading jets to include
in the tag. The choice depends on the physics channel of interest.
• Minimum bias (soft interaction) track rejection:
– Distance in z from primary vertex, |zPV − ztrack| < 0.5 cm.
• Long lived particle rejection:
– 0 ≤ 2D Impact Parameter ≤ 0.25 cm,
– Decay length1, Dj ≤ 1 cm,
– Closest distance from track arc to jet axis, Sj ≤ 0.07 cm,
– Significance of Sj ≤ 10.
Distributions of the variables on which quality cuts are placed online can
be seen in Fig. 3.3 for three different samples: events from two runs with
different initial instantaneous luminosities and for a sample of events with
1Distance along the jet axis from the PV to the point with the closest distance between
the jet and the track arc.
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enhanced b-content. As can be seen the quality cuts remove tracks with
outlying values of variables, that originate from secondary interactions, long
lived particles and mismeasurements.
The impact parameter of the track is calculated with an iterative approach
by following the arc of the track to its closest point to the jet-axis, marked by
a red dot in Fig. 3.4. The impact parameter is defined as the closest distance
between the tangent from this point of the track arc to the parallel line of
the tangent passing through the PV as shown in Fig. 3.4. The sign of the
impact parameter is positive (negative) if the closest point of the track to
the jet-axis is downstream (upstream), along the jet direction, of the primary
vertex. The IP significance is defined as the ratio of the IP over the DCA
error, σDCA.
Figure 3.1 shows the signed impact parameter distributions for events
from runs with different initial luminosities and for a sample of events with
enhanced b-content, normalised to unit area. The positive excess of the b-
enhanced sample over the more symmetric distribution from the other runs
is clearly visible and illustrates the discriminating power of the signed IP
variable.
The probability that a track originates from the primary vertex is cal-
culated based on a fitted resolution function R(x), where x is the impact
parameter significance. In both Run IIa and Run IIb, a combination of a
Gaussian and exponential terms were used for R(x):
R(x) = c0e
−0.5 x
2
σ2 + c1e
− x
λ1 + c2e
− x
λ2 . (3.1)
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Figure 3.3: Normalised distributions of variables on which online tool cuts
are placed for events from runs with different initial luminosities and for a
sample of events with enhanced b-content. Details about the sample selection
can be found in section 3.7.
3.4. The Level-3 IP b-tagging tool 41
y
xDCArφ
pˆjet
track
pˆtrack
IP
PV
Figure 3.4: Track parameters of the Level-3 Impact Parameter calculation
algorithm.
The parameters in R(x) are obtained from a fit to the negative side of the
signed impact parameter significance for a light-jet dominated data sample.
The track probability is then calculated according to:
Ptrack(x) =
∫ +∞
x
R(x)dx∫ +∞
0
R(x)dx
. (3.2)
The track probabilities are combined to form jet and event probabilities ac-
cording to:
Pevent = Π×
Ntracks−1∑
j=0
(− ln(Π))j
j!
(3.3)
with:
Π =
Ntracks∏
i=1
P itrack (3.4)
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where Ntracks is the number of tracks, each with track probability P
i
track.
Since Π is a probability, it always has a value in the range [0, 1] and therefore
− ln(Π) is a positive number.
The quantity Pevent, referred to as ‘the b-tag’, is the probability that
tracks in an event are consistent with the primary vertex. A b-tag close to
zero therefore suggests the presence of one or more b flavour jets in the event.
A jet probability is also calculated in the same way, but is not utilised in the
existing trigger decision.
3.5 Trigger Studies Samples and Tools
Studies of the DØ trigger on data and Monte Carlo simulated events are
carried out using an oﬄine trigger simulation framework called trigsim [31].
To minimise the utilsation of computing resources by reducing file sizes,
the standard data and MC samples used by physics analyses only contain
standardised reconstructed physics objects, and the raw detector readout
is removed. However, for studies concerning trigger tools, the raw detector
readout is necessary, and as the standard samples cannot be used, alternative
samples containing the raw readout have to be made.
Also, due to the complicated environment of a hadron collider significant
data/MC differences occur when simulating the trigger [22]. Jets in MC
generated events have a softer pT spectrum, are fewer in number and contain
fewer tracks and the track errors are also not exactly reproduced. As a result,
b-tagging appears to be less efficient in data than in MC. The results of tests
using MC samples are thus unreliable and trigger studies are required to be
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data based.
On the other hand, purely data-driven studies avoid the problems with
the simulation but are less straight-forward because the true jet flavour in-
formation is not available. For the purposes of studying and certifying the
online b-tagging tool it was deemed sufficient to use a b-enhanced data sam-
ple to test signal efficiency and standard data samples to test background
acceptance.
The signal samples that can be produced from single data runs are ex-
tremely limited in size. To be able to compare the tool performance for
different scenarios without the errors resulting from the small signal sam-
ples being a limiting factor, a b-enhanced sample that spans multiple runs is
necessary.
The sparse population of signal events across large numbers of data files
complicates the technical process used to generate such a large b-enhanced
sample. Furthermore, the fact that oﬄine code is built to only run on re-
constructed events while online code can only run on raw data necessitates
a two pass process.
First, event lists were generated by running the oﬄine NN b-tagging al-
gorithm over a large data skim requiring the presence of b-tagged jets. The
data skim was selected using triggers that require the presence of a muon.
This was done to avoid biasing the jet content of the skim by the trigger re-
quirements and because of the relatively high percentage of b jets that decay
semileptonically to muons.
Due to the scarcity of signal events, each event is typically recorded on a
different data storage tape. The files containing each individual event were
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accessed from central storage and the raw data for these events is concate-
nated to form new files that are stored on local storage. This process over-
comes data access limitations posed by the tape storage system and greatly
increases the processing speed.
Finally, the infrastructure for running the oﬄine trigger simulation frame-
work over events from disparate runs was greatly improved. For the on-
line trigger code, parameters that are constant during each run, namely the
beamspot position and the magnetic polarity of the solenoid, are retrieved
from a database at the beginning of each run. This behaviour was simulated
in trigsim which required run-specific parameters to be set manually and
assumed their values to be constant over all events processed. An addition to
the framework was developed, based on earlier work [22], that automatically
updates the relevant information for each event, allowing us to process files
that contain concatenated events from different runs.
There was continuous development of the Level 3 tools during the long
Tevatron shutdown between Run IIa and Run IIb to take the new running
conditions into account. In particular, the online tracking algorithm went
through a number of iterations to implement the added SMT Layer 0 and to
improve timing performance and maintain efficiency for higher instantaneous
luminosities. The IP significance had to be parametrised with each major
reworking of the tracking algorithm. Considerable effort went into producing,
testing and commissioning each parametrisation, often using limited datasets
and in short time intervals, in order to maintain high trigger uptime. In
this chapter, the IP significance parametrisation corresponding to the final
iteration of the tracking is presented and evaluated. It is not foreseen that
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any significant modifications will be made to the Level-3 algorithms for the
rest of the lifetime of the Tevatron and it is therefore expected that the
parametrisation presented here will be used to collect the majority of the
data recorded by the DØ detector.
3.6 IP Significance Fit
The fit to the negative IP significance for a light-jet dominated data sample
that was used to parametrise the L3 lifetime probability distribution function
for Run IIb is shown in Fig. 3.5. Events from a run with instantaneous
luminosity Li = 0.9− 0.7× 1031 cm−2s−1 were used. This run was selected
as it covers a range of luminosities for which the SMT occupancy allows for
good tracking performance and there were no problems reported for any of
the components of the detector.
Events are required to have at least 2 jets, each with pT > 12 GeV, and
|zPV | < 35 cm, using the L3 jet and vertex finding algorithms, to mimic
the trigger requirements in the b-tagging filter that is run online. Events
for which the online tracking algorithm has failed to associate any tracks to
a primary vertex (and thus returns the beamspot position as the PV) were
excluded for the fit. The same function as in Run IIa (Eqn. 3.1) was used.
3.7 Certification
To evaluate the online IP b-tagging efficiency, a sample of Run IIb events
with two oﬄine NN b-tagged jets was selected randomly from a skim of
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Figure 3.5: Negative IP significance for a light-jet dominated data sample
(black points) fitted with the sum of a Gaussian and two exponential decay
functions (blue line) in the range [-30,0].
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Sample Type Run Number Li /cm−2s−1 Events
Typical Li 230474 0.9− 0.7× 1031 201905
High Li 229725 25− 18× 1031 32973
b-enhanced 222000-232000 16242
Table 3.1: Data samples used for the certification of the Run IIb Level-3 IP
b-tagging algorithm.
Flavour Initial fraction % Tagging efficiency % Two tags fraction %
b 2.3 55 89
c 4.5 14 10.9
udsg 93 0.6 0.1
Table 3.2: Typical sample composition for pythia [32] QCD dijet MC (pT =
40 GeV), the oﬄine NN tagging efficiency (CC jets with pT = 20 GeV) for
the ‘medium’ operating point and the resulting expected composition of a
b-enhanced sample after requiring two tags.
events that fired muon triggers over a range of luminosities. The requirement
of two tags in every event enhances the purity of the sample. The sample
composition before and after the b-tagging requirements and the efficiency in
MC simulations of the b-tagging operating point chosen is shown in Table 3.2.
To evaluate the online performance, events from runs with different in-
stantaneous luminosities (Li) were used (Table 3.1). The raw data chunks for
these samples were passed through the DØ trigger simulation and cuts were
applied to emulate the online tools that are run before the Level-3 b-tagging
tool. To avoid any bias from the trigger, events that exclusively fired triggers
with vertex or impact parameter requirements at Level-3 were excluded from
the samples used for certification.
The b-tagging distribution for the b-enhanced sample (Fig. 3.6, top) peaks
at very low values, and is close to zero everywhere else, as expected due to
the presence of b-content and the high purity of the sample. The b-tagging
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distributions for events from other runs follow a more uniform distribution
throughout their range. Significant background rejection can be achieved by
a tight cut (∼ 0.05 − 0.1) on the b-tagging distribution while maintaining
high b-tagging efficiency (∼ 80 − 90%) (Fig. 3.6, middle). Running at high
instantaneous luminosities has relatively small impact on the performance
of the tool, as indicated by the small difference in efficiency and equivalent
acceptance between the runs at difference luminosities for all cuts (Fig. 3.6,
bottom).
3.8 Summary
The trigger system is the cornerstone of a modern hadron collider experi-
ment because of the rarity of interesting processes and the large overall data
production rates. The identification of b-quarks at the trigger level is im-
portant for a multitude of physics channels at DØ, including top pair, single
top, and Higgs production. The evaluation of lifetime probabilities using the
impact parameter information for tracks in an event is a very powerful tool.
Essential maintenance of the impact parameter (IP) based b-tagging tool was
carried out. The IP resolution function was parametrised to take into account
the addition of Layer 0 in the Silicon Microstrip Tracker, improvements in
the tracking algorithm and the record instantaneous luminosities achieved in
Run IIb of the Tevatron.
The Run IIb certified version of the IP b-tagging tool is expected to
be run online throughout the life expectancy of the DØ experiment and
with current projections will amass approximately 90% of the total data
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Figure 3.6: Normalised combined lifetime b-tagging probability distributions
for events from Run IIb runs with different instantaneous luminosities (Li)
and for a sample of events with exactly two jets and two oﬄine NN b-tags at
the ‘medium’ operating point (top), the Level-3 b-tagging efficiency against
a cut on the probability distributions (middle) and the online signal efficiency
against overall acceptance (bottom). The black dotted line corresponds to
the efficiency of the Run IIa parametrisation, evaluated on a sample of events
with two oﬄine SVT [22] b-tags at the ‘tight’ operating point and is shown
for reference.
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recorded with b-id triggers. Triggers based on the b-tagging tool can be
used as complementary to triggers involving leptons and jet kinematics to
increase the acceptance of signal processes. The impact parameter tool can
be combined with a secondary vertex finder to improve the signal or to further
reduce the background acceptance.
Chapter 4
Search for ZH → ννbb using
0.9 fb−1
4.1 Introduction
The search for ZH → ννbb at DØ is motivated in Sec. 1.5. We look for
the combined signal from WH and ZH decays, denoted as V H . There are
two types of backgrounds: physical processes modeled by Monte Carlo (MC)
and instrumental background predicted from data. Artificial neural networks
(NN) were used for jet b-tagging and to classify events based on topological
information from kinematic variables. We set limits on the Higgs boson cross
section as a function of mass using the NN output as the discriminating
variable.
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4.2 Samples
4.2.1 Data
This search used data recorded by the DØ detector during Run IIa, between
2002 and 2005, corresponding to trigger list versions v12-v14. Dedicated
triggers selected events with acoplanar jets and large imbalance in transverse
momentum, as defined by energy deposited in the DØ calorimeters. After
imposing data quality requirements, the data correspond to an integrated lu-
minosity of 0.93 fb−1. Time-dependent adjustments were made to the trigger
conditions to compensate for the increasing peak instantaneous luminosity
of the Tevatron. The luminosity breakdown per trigger version is shown in
Table 4.1.
Trigger version v12 v13 v14-v14.8 v14.8 Total
Luminosity (pb−1) 225 375 190 143 933
Table 4.1: Integrated recorded luminosity (pb−1) used in the analysis for
each trigger version in Run IIa.
Trigger Terms
Two trigger terms were used in this analysis, referred to as MHT30 3CJT5
and JT1 ACO MHT HT. The former was used in the pre-v13 trigger list and the
latter was used in trigger versions v13 and above. For the trigger, the 6HT is
calculated as the opposite of the vector sum of the pT of all jets and the HT
is calculated as the scalar sum of the pT of all jets.
The MHT30 3CJT5 trigger term had the following selection criteria:
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L1 three calorimeter towers each with ET above 5 GeV.
L2 6HT from all L2 jets in the event above 20 GeV.
L3 6HT from L3 jets with pT > 9 GeV above 30 GeV.
The JT1 ACO MHT HT trigger term had the following selection criteria:
L1 three calorimeter towers each with an ET above 5 GeV.
L2 6HT > 20 GeV; at least two jets of which the leading two are separated
by 0 < φ < 168.75◦, where φ is the angle in the x− y plane.
L3 at least one jet with ET > 9 GeV; φ between the two leading jets (if
present) to be less than 170◦; 6HT to be greater than 30 GeV and the
HT sum greater than 50 GeV.
The absolute overall trigger efficiency for a ZH → ννbb (with Higgs boson
mass, mH = 115 GeV) sample was estimated to be ∼ 50%, and ∼ 80%
relative to basic analysis cuts (Jet1,2 pT > 20, 15 GeV; 6ET > 35 GeV) using
simulations of the trigger [33].
A trigger simulation was used to model the effects of the trigger require-
ments on events generated by Monte Carlo (MC) processes (Sec. 4.3).
4.2.2 Monte Carlo Simulations
Monte Carlo Generators
alpgen [34] is a leading order generator for hard multiparton processes in
hadron collisions. pythia [32] contains theory and models for hard and
soft interactions, parton distributions, initial- and final-state parton showers,
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multiple interactions, fragmentation and decay and it is used by DØ to incor-
porate jet hadronisation and gluon radiation by initial or final state partons.
mcfm (Monte Carlo for FeMtobarn processes) [35] is a Monte Carlo simula-
tor designed to calculate cross-sections for various femtobarn-level processes
at hadron-hadron colliders. For most processes, matrix elements are included
at next-to-leading order (NLO) and incorporate full spin correlations.
Samples Generated
Signal samples of ZH → ννbb¯ and WH → `ν`bb¯ (` = e, µ, τ) were gener-
ated for 105 ≤ mH ≤ 135 GeV in 10 GeV increments using pythia ver-
sion 6.232 [32]. A list of signal samples used at each mass point, the number
of events generated and the expected cross section (σ) can be seen in Ta-
ble 4.2.
A list of all the Monte Carlo generated background samples can be seen in
Table 4.3. alpgen [34] version 2.05 was used to simulate tt production with
up to four jets. Samples of W+jets (W decays to all three lepton pairs for
light jets jj, bb¯ and cc¯ jets) and Z+jets (including Z → νν and Z → τ+τ−
processes for jj, bb¯ and cc¯ jets) were also generated separately using alpgen.
The cross sections for the samples generated with alpgen were obtained
following the procedures detailed in [36]. Diboson processes (WW , WZ and
ZZ) were generated with pythia [32]. The samples generated with alpgen
were processed through pythia for showering and hadronisation.
Next-to-leading order (NLO) cross sections were used for normalising all
processes (NNLO for tt¯). The NLO cross sections were taken from mcfm [35].
All samples were processed through the geant3-based DØ detector simula-
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Process (mH/GeV) Number Generated NLO σ (pb)
ZH → ννbb¯ (mH=105) 62250 0.0221
ZH → ννbb¯ (mH=115) 63500 0.0152
ZH → ννbb¯ (mH=125) 62750 0.0095
ZH → ννbb¯ (mH=135) 62500 0.0052
WH → eνebb¯ (mH=105) 53500 0.0207
WH → eνebb¯ (mH=115) 51750 0.0139
WH → eνebb¯ (mH=125) 56500 0.0086
WH → eνebb¯ (mH=135) 57500 0.0046
WH → µνµbb¯ (mH=105) 54500 0.0207
WH → µνµbb¯ (mH=115) 50000 0.0139
WH → µνµbb¯ (mH=125) 57500 0.0086
WH → µνµbb¯ (mH=135) 52000 0.0046
WH → τντ bb¯ (mH=105) 53250 0.0207
WH → τντ bb¯ (mH=115) 52500 0.0139
WH → τντ bb¯ (mH=125) 51000 0.0086
WH → τντ bb¯ (mH=135) 52000 0.0046
Table 4.2: Signal Monte Carlo samples. NLO σ are taken from [35].
Process Number Generated σ (pb)
γ/Z → ττ + 0, 1, 2, 3lp 1311750 198.4
γ/Z + 2c→ ττ + 2c+ 0, 1, 2lp 125750 4.75
γ/Z + 2b→ ττ + 2b+ 0, 1, 2lp 510250 1.57
γ/Z → νν + 0, 1, 2, 3, 4, 5lp 1311750 1145.5
γ/Z + 2b→ νν + 2b+ 0, 1, 2lp 409250 9.2
W → lν + 0, 1, 2, 3, 4, 5lp 8222064 6290.9
W + 2c→ lν + 2c+ 0, 1, 2, 3lp 1527026 130.7
W + 2b→ lν + 2b+ 0, 1, 2, 3lp 1338253 32.2
tt→ lν + bb+ 2j + 0, 1, 2lp 524000 2.96
tt→ 2l + 2ν + bb+ 0, 1, 2lp 498000 0.71
ZZ 203000 0.94
WZ 305500 2.41
WW 510000 7.97
Table 4.3: Background Monte Carlo samples. lp stands for light partons and
j for jets from uds quarks and gluons not originating from the hard scatter.
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tion [37] and the reconstruction software.
Real events from randomly selected beam crossings were overlaid on simu-
lated events to account for additional minimum bias interactions. The quality
requirements applied on the data sample were applied on all MC samples.
4.3 MC Trigger Parametrisation
The trigger parametrisation is based on the method originally developed in
[33, 38]. The L1, L2 and L3 properties for an event are calculated starting
from simulated jets.
For the Level-1 parametrisation, the probability is calculated that the
number of trigger towers above a certain threshold and within a certain η
region meets the trigger requirements. The probability is parametrised for a
dijet event sample collected with muon-based triggers which are assumed to
be independent of the L1 trigger considered [39].
For higher trigger levels, the parametrisation takes simulated jets, smeared
and corrected for resolution effects to match data, with pT > 15 GeV and
calculates the probability for each jet to have been reconstructed and its
equivalent energy at L2/L3. The calculation is based on the efficiency and
resolution of L2 and L3 jets compared to jets in data passing the mark and
pass1 triggers 3CJT5 for v12 and 2CJT5 mp3 pf1 for the other trigger ver-
sions. These mark and pass triggers have the same L1 requirements as for
the triggers used in the analysis.
For Level-2, the oﬄine jet pT is corrected such that the coarse hadronic
1Mark and pass triggers record trigger information and write events to tape whether
passed or not.
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fraction is removed and the vertex is set to be at the origin. This renders
the oﬄine parametrised jets more similar to the L2 jets.
The Level-3 simulation was developed for this analysis and then used by
others [40, 41, 42]. For each oﬄine jet, the response of the L3 online jet was
simulated as follows:
• The probability that a Level-3 jet was reconstructed was determined
from a fit to a pT -dependent turn-on curve for the CC and EC regions
separately.
• The oﬄine jet direction was used for the simulated jets, as the agree-
ment is good [33].
• After the L3 jet was reconstructed, the oﬄine jet energy was corrected
to the L3 value by sampling a Gaussian probability density, obtained
by taking the ratio of energies of spatially matched online and oﬄine
jets. The L3 trigger parametrisation was derived especially for this
analysis.
To test the performance of the trigger parametrisation, the leading and
next-to-leading jet pT distributions were compared for events that passed the
real and simulated trigger requirements; see Section 4.5.
4.4 Event Selection
Standard physics objects (eg. jets, electrons, muons) reconstructed using the
p17 version of the DØ oﬄine reconstruction code were used for the analysis.
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4.4.1 Basic Selection
After the trigger criteria are met, the basic event selection required:
• At least two jets with pT > 20 GeV and |η| < 1.1 (central calorimeter)
or 1.4 < |η| < 2.5 (end calorimeters).
• The presence of a primary vertex with |zPV | < 35 cm, with at least 3
attached tracks.
• 6ET > 50 GeV.
• HT < 240 GeV.
• No isolated leptons (electron or muon).
These cuts select the basic topology of the events and require a well
reconstructed vertex to maximise the b-tagging discrimination potential.
4.4.2 Jets
Jet reconstruction takes into account the expected calorimeter response, en-
ergy lost due to showering out of the jet cone, and energy deposited in the
jet cone not associated with the jet [43]. Jet energies are not corrected
for the presence of muons in the jet cone. Events with jets in the ICR
(1.1 < |η| < 1.4) were excluded from the search as the background is badly
modeled. Attempts were made to include this region but this did not im-
prove the expected sensitivity of the search due to the higher instrumental
background rate.
4.4. Event Selection 59
The 6ET is taken from the calorimeter value, with no muon correction and
ignoring the unclustered energy in the CH layer of the hadronic calorime-
ter [44]. The 6HT is calculated as the vector sum of the pT of all jets with a
pT > 20 GeV within |η| < 2.5. We define 6TT as the negative of the vector
sum of the pT of all tracks with at least 8 CFT hits, DCA to the primary
vertex less than 2 mm, z-distance from the primary vertex less than 5 mm
and χ2/d.o.f. < 4.0.
To take detector modeling limitations into account, the default simula-
tion output is modified in order to match the performance observed in data.
Jets simulated by MC processes are recalibrated and discarded based on the
behaviour observed in photon+jet samples, a process known as Jet Shifting
Smearing and Removing (JSSR) [45].
4.4.3 Leptons
The isolated lepton cut eliminates a significant proportion of the analysed tt¯,
Z (non-neutrino) and W bosons with leptons in the final state.
Objects are identified as electrons if they fulfil the following criteria:
• Candidate track with pT > 8 GeV.
• Fraction of energy in EM calorimeter over the total energy deposit,
fEM =
EEM
Etot
> 0.9
• Isolation fraction, fiso = Etot(0.4)−EEM (0.2)EEM (0.2) > 0.2, where Etot(0.4) and
EEM(0.2) are the energies inside a cone size of 0.4 and 0.2 in R, for the
sum of the hadronic and EM sections, and for the EM section alone,
respectively.
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• Electron likelihood > 0.2. The likelihood is constructed using 7 kine-
matic variables [46].
Objects are identified as muons if they fulfil the following criteria [47]:
• Centrally matched track with pT > 8 GeV and χ2/d.o.f. < 4.0 from
the fit of the track arc to the detector hits.
• Hits in 3 muon segments (from A and BC layers).
• No cosmic origin (by applying timing requirement for scintillator hits).
The lepton criteria were set to have the analysis statistically independent to
other DØ Higgs search channels which require the presence of leptons in the
final state [48, 49, 50], to facilitate a combination across all channels [51, 52].
4.4.4 Instrumental Multijets
Additional cuts were imposed to reject instrumental backgrounds, following
previous work [53]:
• min∆φ( 6ET , jets) > 0.15
• ∆φ(jet1, jet2) < 165◦
• 6ET> −40×min∆φ( 6ET , jets) + 80 (GeV)
• ∆φ( 6ET , 6TT ) < pi/2.0
• −0.1 < A( 6ET , 6HT ) < 0.2, where A( 6ET , 6HT ) ≡ ( 6ET − 6HT )/( 6ET + 6HT )
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The direction of the 6ET is obtained via a vector sum over calorimeter cells
weighted by the deposited energy. These cuts take advantage of the fact that
for events originating from hard processes with genuine missing transverse
energy, the 6HT , 6ET and 6TT point in the same direction and are correlated.
However, dijet events in which one of the jets has been mismeasured typically
have 6ET pointing along the direction of one of the jets. Instrumental effects
produce events that tend to have 6ET and 6TT misaligned (Fig. 4.2).
4.5 W+jets Control Sample
A W+jets sample was selected to test the trigger parametrisation; it has
the same basic cuts applied as listed in Section 4.4.1, but in addition an
isolated muon (with pT ≥ 20 GeV) is required (as opposed to vetoing such
events), together with 6ET ≥ 20 GeV, which is consistent with W production.
This sample has no overlap with the one used in the main analysis and has
virtually no multijet/instrumental background content.
This sample tests that the variables affected by the trigger are well mod-
eled in the simulation and hence that the trigger parametrisation does in-
deed replicate both trigger resolutions and turn-on effects. Distributions of
the variables tested are shown in Fig. 4.1. There is reasonable agreement of
the shapes of the distributions. The MC expectation is normalised to the
number of events observed in data.
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Figure 4.1: Distributions of the dijet invariant mass, the number of jets,
leading and next-to-leading jet pT , 6ET and 6HT in theW+jets control sample.
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4.6 Normalisation of the Backgrounds
The instrumental background normalisation is estimated by selecting a region
of parameter space (the sideband region) which is expected to be dominated
by background and have very little signal. The parameter space chosen was
∆φ( 6ET , 6TT ), with the signal region defined as ∆φ( 6ET , 6TT ) < pi/2 and the
sideband as ∆φ( 6ET , 6TT ) > pi/2.
The normalisation of the MC and instrumental backgrounds is obtained
by a combined fit to the A( 6ET , 6HT ) distribution before b-tagging. 2D scatter
plots of A( 6ET , 6HT ) against ∆φ( 6ET , 6TT ) for data, signal and background are
shown in Fig. 4.2.
As seen in Fig. 4.3 the instrumental background peaks at A( 6ET , 6HT ) < 0
because it is dominated by poor quality jets that are taken into account when
calculating 6ET but not 6HT . We fit a sixth-order polynomial to the A( 6ET , 6HT )
distribution in the sideband region to determine the shape of the instrumental
background (after subtracting the MC background contribution) and a triple
Gaussian for the signal region.
We then do a combined physics and instrumental background fit to data
in the signal region, as shown in Fig. 4.3. For this combined fit, the simulation
and instrumental background shapes are fixed from the fits described above,
and only the absolute scale of the two types of background is allowed to
float. The level of signal events (WH and ZH combined) at this point
is approximately 5 events dependent on Higgs mass. Since the expected
WH/ZH signal is quite small, the signal contribution is neglected. The
normalisation of the background for simulated (MC) processes is found to
4.6. Normalisation of the Backgrounds 64
)
Data
TT,TE(fD
0 0.5 1 1.5 2 2.5 3
) TH, TE
A
(
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
)TT,TE(fD
0 0.5 1 1.5 2 2.5 3
) TH, TE
A
(
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
)TT,TE(fD
0 0.5 1 1.5 2 2.5 3
) TH, TE
A
(
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
)TT,TE(fD
0 0.5 1 1.5 2 2.5 3
) TH, TE
Bkg MC
Signal
QCD MC
A
(
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
Figure 4.2: From top to bottom, 2D scatter plots of A( 6ET , 6HT ) vs.
∆φ( 6ET , 6TT ) for data, MC physics backgrounds, signal MC and dijet QCD
MC (20¡pT ¡200 GeV). The scale of each plot is arbitrary. To retain statistics,
the taggability requirement had to be relaxed for the dijet QCD MC. The red
horizontal lines show the cuts placed on A( 6ET , 6HT ) and the red vertical line
separates the signal and sideband regions. There are significant contributions
from multijet backgrounds in areas which are not populated by the physics
MC. The sideband region is virtually void of signal and there is symmetry
around ∆φ( 6ET , 6TT ) = pi/2 for the QCD MC.
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Figure 4.3: A( 6ET , 6HT ) for data, MC physics background and instrumental
background in the signal region, before implementing b-tagging. The final
selection corresponds to −0.1 < A( 6ET , 6HT ) < 0.2 (indicated by the dashed
line).
be 1.06± 0.02 (statistical error), in good agreement with the expected cross
sections. Subsequent to the normalisation the cut −0.1 < A( 6ET , 6HT ) < 0.2
is applied to both the sideband and the signal region.
4.7 Taggability and b-tagging
4.7.1 Introduction
DØ uses a Neural Net to combine information from impact parameter and
secondary vertex taggers, using correlations between the individual tools to
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simultaneously increase signal efficiency and background rejection [23, 54].
The NN is certified at each major production release of the DØ oﬄine code.
The NN is trained using MC and the efficiency and fake rate are measured
on data. The tracking in the MC is not an entirely realistic simulation of data
and therefore b-tagging is applied to MC and data differently. To accurately
tag MC jets, tag rate functions (TRFs) and direct tag scale factors (SFs) for
b, c, and light/fake2 jets need to be measured at various ‘operating points’.
An operating point (OP) corresponds to a cut on the output of a tagging
tool which has a particular measured fake rate. The relevant functions are
parametrised in terms of jet pT and |η| and their definitions are as follows:
Scale Factor (SF) The factor by which the b and c MC tagging efficien-
cies have to be multiplied by to obtain the equivalent data tagging
efficiencies.
Tag Rate Function (TRF) The efficiency to tag a jet in data. TRFs are
measured separately for b, c and light/fake jets. The light/fake jets
TRF is also referred to as the Fake Tag Rate (FTR).
The concept of taggability is used to decouple the detector performance
from the tagger performance. A “taggable” jet is expected to have the same
probability of being tagged as any other taggable jet with the same pT and
|η|, irrespective of its position in the detector.
2Light/fake here refers to u, d, s quark and gluon jets.
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4.7.2 Taggability
For the purposes of this analysis, the two highest pT jets are required to be
taggable, i.e. satisfy certain minimal tracking and vertexing criteria, so that
b-tagging can be applied later. A jet must have at least two tracks, one with
pT > 1 GeV and the other with > 0.5 GeV, each with more than one hit in
the silicon vertex detector, and ∆R(track,jet)< 0.5.
To correct the taggability in the simulation to that observed in data,
the W+jets control sample was used (see Sec. 4.5). The W+jets sample is
practically void of multijet/instrumental background.
The fraction of taggable jets was investigated as a function of pT , η and
zPV . The taggability of simulated jets was corrected by the ratio of tagga-
bilities measured in data and in MC, which was found to depend only on η.
Correction factors of 0.97 ± 0.01 and 0.95 ± 0.03 (statistical errors) were
used for the central and end calorimeters, respectively.
4.7.3 Operating Point Optimisation
To select the optimal combination of NN b-tagging cut the effect of the choice
of tagging cut on the sensitivity was studied. Three different scenarios were
investigated: direct tagging on MC with no scale factors; direct tagging on
MC with data/MC scale factors; and the same but with the inclusion of the
instrumental background, parametrised from data.
Six neural network operating points were considered, sampling a broad
range of neural network cuts. The cut on the b-tag NN output, measured
efficiency and mistag rate for each operating point is shown in Table 4.4.
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NN op pt L5 L3 Loose Medium VeryTight MegaTight
NN cut 0.15 0.25 0.45 0.65 0.85 0.95
Efficiency % 80 75 70 65 55 50
Mistag Rate % 8 5 2 1 0.25 0.17
Table 4.4: Approximate efficiencies and fake tag (mistag) rates of NN oper-
ating points considered (for jet pT ∼ 40 GeV and inclusive η) from [55].
The sensitivity comparison for the different combinations was calculated
from Nsig/
√
Nbkgnd, with both the ZH and WH contributions included in
the signal. The sensitivity was found to be maximised by the asymmetric
VeryTight-L3 combination for the three different scenarios. The sensitivity
ranged from 0.090 (0.120) ±0.002 for the worst combination to 0.125 (1.155)
±0.002 for the best combination with (without) the inclusion of the instru-
mental background, when data/MC scale factors were taken into account.
4.7.4 b-tagging
b-tagging was applied directly to the data and to the instrumental background
contribution using the L3 and VeryTight operating points as determined in
Sec. 4.7.2. In the simulation, direct tagging (with a relevant data/MC scale
factor) was used for all jets aside from light jets. The light jet expectation
after b-tagging was estimated by scaling the pre b-tag distributions by the
official tag rate functions determined by the b-id group, parametrised in jet pT
and η [55].
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Sample No b-tag With b-tag
ZH (MH = 115 GeV ) 2.46± 0.34 0.88± 0.12
WH (MH = 115 GeV ) 1.75± 0.25 0.61± 0.08
Wjj 5180± 670 7.6± 1.4
Wbb¯ 397± 52 35.4± 7.1
Wcc¯ 1170± 150 9.3± 1.9
Z(→ τ+τ−)jj 107± 14 0.25± 0.05
Z(→ νν)jj 2130± 280 0.63± 0.12
Z(→ τ+τ−)bb¯ 6.39± 0.83 0.63± 0.13
Z(→ νν)bb¯ 229± 30 24.9± 5.0
Z(→ τ+τ−)cc¯ 12.8± 1.7 0.18± 0.04
Z(→ νν)cc¯ 467± 61 4.9± 1.0
tt 172± 34 29.1± 6.1
Diboson 228± 25 3.84± 0.50
Total MC Bkg 10100± 750 117± 17
Instrumental Bkg 2560± 330 17.2± 3.4
Total Bkg 12700± 800 134± 18
Observed Events 12500 140
Table 4.5: Number of events after selections.
4.8 Final Selection
The number of events after final selections can be seen in Table 4.8. There is
good agreement between the total expected and observed number of events
both before and after b-tagging is applied. The expected and observed num-
ber of jets and dijet invariant mass distributions in the final selection before
and after applying b-tagging can be seen in Figs. 4.4 and 4.5 respectively.
4.8. Final Selection 70
jetsN
1 2 3 4 5 6 7
Ev
en
ts
 /b
in
0
1
2
3
4
5
6
7
8
9
310·
Data
Instrumental Bkg
Diboson
W+jets
Z+jets
tt 
Signal x 1500
jetsN
1 2 3 4 5 6 7
Ev
en
ts
 /b
in
0
20
40
60
80
100
Data
Instrumental Bkg
Diboson
W+jets
Z+jets
tt 
Signal x 50
Figure 4.4: The number of jets before (top) and after (bottom) b-tagging.
The signal expectation shown is for mH = 115 GeV.
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Figure 4.5: The invariant mass of the two leading jets before (top) and after
(bottom) b-tagging. The signal expectation shown is for mH = 115 GeV.
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4.9 Artificial Neural Network Event Classifi-
cation
4.9.1 Artificial Neural Networks
A multilayer perceptron (MLP) Neural Network (NN) is a simple network
which consists of a layer of input nodes, one or more layers of hidden nodes
and one layer of output nodes [56]. Each node, called a neuron, is connected
to each of the nodes in the consecutive layers by links called synapses that
have a weight, wj , and bias, w0, representing the strength of the signal be-
tween them. The neuron, j, of the hidden or output layer computes a linear
combination, xj , of the neurons in the previous layer, yi, with a bias.
xj = w0j +
∑
wijyi (4.1)
The output, yj, of the neuron j is then a function of the input xj . The
function is either linear
yj = xj (4.2)
or a sigmoid function
yj =
1
1 + e−xj
(4.3)
depending on which layer is processing the input. The different layers carry
out the following operations:
An input node: Receives its input from the scaled external sample and
outputs to the nodes of the first hidden layer.
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A hidden layer: Outputs a sigmoid function of a linear combination of the
inputs from the nodes in the previous layer.
An output layer: Creates a linear combination of the inputs from the nodes
in the previous layer which is then an output of the NN.
The NN is therefore a linear combination of sigmoid functions, and it is con-
structed in such a way as to take advantage of two very important theorems
involving the computation of linear combinations of sigmoids:
1. A linear combination of sigmoid functions can approximate any con-
tinuous function [57].
2. When trained with a desired output of 1 for signal and 0 for background,
the approximate function of the input is the probability of the signal
knowing the input [58].
A learning method is used to minimise the total error on a set of weighted
examples. The error, known as the sample error, is defined as the sum in
quadrature, divided by two, of the error on each individual output neuron.
The algorithms used are based on back-propagation of the errors [59]. A
training loop over all examples is called an epoch.
4.9.2 NN Variable Selection
A set of 7 variables was used as input to the NN. They are the invariant
mass of the two leading jets in the event (Fig. 4.5), the ∆R between the
two jets, the pT of the leading jet, the pT of the next-to-leading jet, the 6ET ,
the 6HT , and the HT . The distributions of the input variables are shown in
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Figs. 4.6, 4.6 before b-tagging and in Figs. 4.8, 4.9 after b-tagging is applied.
These input variables were selected based on their impact on the total error
reduction, i.e. their ability to separate signal and background.
Variables based on tracking were excluded because of the signal/sideband
region definition (see Sec. 4.6) and the use of tracking information by the b-
tagging NN (see Sec. 4.7). Other variables tested were the centrality (defined
as sin θ1 sin θ2; where θi is the azimuthal angle of jeti), jet acoplanarity, a
modified version of acoplanarity defined as sin θ12 cos θ (where θ12 is the angle
between the two jets and θ is the polar angle of the jet-jet system), the total
pT of the event, the minimum acoplanarity between one of the two jets and
6ET , and the acoplanarity between the 6ET and the vector sum of the two
jets. Their impact on the total error minimisation did not justify their use
to improve the separation between signal and background.
4.9.3 NN Training Procedure
To train the NN on a sample that is as close to the expectation after b-tagging
but also be able to retain statistics, all MC in the NN training sample was
used, scaled by the b-tagging tag rate functions for the asymmetric operat-
ing point combination chosen. The TRFs were determined on independent
samples by the DØ b-id group [55]. The NN was not trained on a multi-
jet/instrumental multijet background as it was shown that training with a
pre-b-tag instrumental background sample had no significant impact on the
performance of the NN. To evaluate the performance of the NN, the out-
put was scanned and the maximum sensitivity obtained when placing a cut
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Figure 4.6: Distributions of NN input variables after final selection and be-
fore b-tagging is applied. The signal expectation shown is formH = 115 GeV.
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Figure 4.7: Distributions of NN input variables after final selection and be-
fore b-tagging is applied. The signal expectation shown is formH = 115 GeV.
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Figure 4.8: Distributions of NN input variables after final selection and
b-tagging is applied. The signal expectation shown is for mH = 115 GeV.
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Figure 4.9: Distributions of NN input variables after final selection and
b-tagging is applied. The signal expectation shown is for mH = 115 GeV.
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(S/
√
B expectation for all events above the cut) was used. The total ex-
pectation from this background amounts to ∼ 20% before and only ∼ 10%
after b-tagging. The very limited statistics resulting from b-tagging this back-
ground forbid its use as a training sample. A separate NN was trained at
each Higgs mass.
Different learning methods were tested for training the NN [60]:
1. Steepest descent with fixed step size (Batch)
2. Gradient steepest descent algorithm
3. The Polak-Ribiere updating formula
4. The Fletcher-Reeves updating formula
5. Broyden, Fletcher, Goldfarb, Shanno method (BFGS)
The resulting test sample error as a function of training epochs for each
learning method can be seen in Fig. 4.10 (top). The BFGS learning method
is chosen as it converges quickly to stability and achieves the lowest sample
error. To avoid over-training, the final NN was trained for 200 epochs, as
very little can be gained afterwards as seen in Fig. 4.10 (top).
The impact of the number of nodes in the hidden layer on the overall
test sample error was also investigated. The test sample error is plotted
against the number of nodes in the hidden layer for 200 training epochs in
Fig. 4.10 (bottom). Based on this, 14 nodes were used in training and testing
the final NN.
To avoid bias and over-training the NN, separate MC samples were used
to train and test and to produce the final neural net output distribution used
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Luminosity Trigger Jet ID b-tagging Background σ Multijets/Instr.
6.1 5 5 7 6-18 20
Table 4.6: Overall systematic uncertainties in %.
as the discriminating variable in the limit setting.
4.9.4 NN Results
The output of the NN shows good agreement between observed data and ex-
pectation for all Higgs masses before b-tagging (Fig. 4.11). After b-tagging,
the distributions of the neural net outputs for simulated signal and back-
ground and for data events can be seen in Fig. 4.12. As expected, the back-
ground (signal) peaks at low (high) values of NN output.
4.10 Systematic Uncertainties
Systematic uncertainties affect the expected number of signal and back-
ground events (“overall uncertainties”) as well as the shape of the distribution
of the NN output (“differential uncertainties”).
4.10.1 Overall Uncertainties
Overall uncertainties associated with the luminosity, trigger efficiencies, jet
identification, b-tagging, MC and instrumental background cross sections are
estimated and summarised in Table 4.6.
• The effect of applying smearing and simulated removal on the jets
(Sec. 4.4.2) is calculated. The fractional difference in the number of
4.10. Systematic Uncertainties 81
Epoch
0 100 200 300 400 500
Sa
m
pl
e 
Er
ro
r
3
3.2
3.4
3.6
3.8
4
4.2
Batch
Steepest Descent
Ribiere-Polak
Fletcher-Reeves
BFGS
Nodes in hidden layer
5 10 15 20 25 30 35
Sa
m
pl
e 
Er
ro
r
2.75
2.8
2.85
2.9
2.95
3
3.05
3.1
3.15
3.2
3.25
Figure 4.10: Optimisation of the NN training parameters: The test sample
error against the number of training epochs for different learning methods
(top) and the total test sample error against number of nodes in the hidden
layer (bottom).
4.10. Systematic Uncertainties 82
 = 105 GeV)
H
NN output (m0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Ev
en
ts
0
200
400
600
800
1000
1200
1400
1600
1800
Ev
en
ts
Data
Instrumental Bkg
Diboson
W+jets
Z+jets
tt 
Signal x 1000
 = 115 GeV)
H
NN output (m0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Ev
en
ts
0
500
1000
1500
2000
2500
3000
Ev
en
ts
Data
Instrumental Bkg
Diboson
W+jets
Z+jets
tt 
Signal x 1000
 = 125 GeV)
H
NN output (m0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Ev
en
ts
0
500
1000
1500
2000
2500
3000
Ev
en
ts
Data
Instrumental Bkg
Diboson
W+jets
Z+jets
tt 
Signal x 1000
 = 135 GeV)
H
NN output (m0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Ev
en
ts
0
500
1000
1500
2000
2500
3000
Ev
en
ts
Data
Instrumental Bkg
Diboson
W+jets
Z+jets
tt 
Signal x 1000
Figure 4.11: Output of the NN for four different Higgs masses before b-
tagging. The signal expectation (dashed red line) is scaled by a factor of
1000 to be clearly visible.
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Figure 4.12: Output of the NN for four different Higgs masses after double
asymmetric b-tagging. The signal expectation (dashed red line) is scaled by
a factor of 50 to be clearly visible.
4.10. Systematic Uncertainties 84
expected events before and after shifting by one standard deviation is
taken as the error.
• The b-tagging errors are calculated from the ±1 standard deviation
uncertainties on the measured TRFs and scale factors used on MC
and are propagated through the analysis. The same was done for the
taggability uncertainty. The error quoted is a combination of the two.
• The luminosity estimation has an uncertainty of 6.1% [61].
• Systematic uncertainties are assigned on the cross sections of the var-
ious processes modeled by MC from [62]. We assigned uncertainties
of 18% on the top, 15% on the V+jets and 6% on the diboson cross
sections.
• We use a 20% error on the rate of multijet/instrumental multijet pro-
duction after b-tagging. This is estimated by adding in quadrature the
error from the normalisation fit in Sec. 4.6 and the error on b-tagging
the data in the sideband region. The statistical error from applying the
b-tagging selection directly to the sideband data as opposed to using a
tag rate function is propagated through the analysis and is taken into
account.
• A systematic uncertainty is assigned to the residual differences between
the simulated and real trigger. We compare oﬄine variable distribu-
tions that have passed a) the online and b) the simulated triggers for
data collected with mark and pass triggers. No shape dependency was
observed; see Fig. 4.13. We fit the fractional difference in the 6ET , 6HT
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and dijet invariant mass separately with a constant and so derive an
estimate for the error on the trigger, typically ∼ 5% as shown.
4.10.2 Differential Uncertainties
Differential uncertainties were estimated from the difference in the shape of
the NN output:
• The impact of the jet energy scale (JES) was determined from its ±1
standard deviation variation propagated through the analysis in a cor-
related way for all signal and background samples at each mass point.
This is shown in Fig. 4.14.
• The difference in the distribution of the NN output from the uncertainty
in the shape of the MC di-b-jet mass (mbb¯) spectrum for V+jets samples
associated with the parameters of the generator was also taken into
account [63]. This is shown in Fig. 4.15.
Additionally, the impact of the MC/data agreement before b−tagging
(Figs. 4.4, 4.5, 4.6, 4.7) on the NN output was also investigated. Themjj, ∆R
and 6HT distributions were reweighted separately so as to show perfect agree-
ment (in shape and absolute normalisation) between data and MC before
b-tagging. Events were then passed through the NN with the new weights
and the resulting NN output distributions were compared to the nominal
ones. All differences were found to be in regions away from the signal peak
and were not significant after b-tagging, as seen in Fig. 4.16. No additional
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Figure 4.13: Comparison of the real and simulated trigger decisions for data
events collected with mark and pass triggers (left) and fits to their fractional
difference (right).
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Figure 4.14: Differential uncertainty on the NN output from the ±1 standard
deviation variation of the JES for the combined background (top) and signal
(bottom) samples.
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Figure 4.15: Differential uncertainty on the NN output from the uncertainty
in the shape of the MC di-b-jet mass (mbb¯) spectrum associated with the
parameters of the generator for W+jets (top) and Z+jets (bottom) samples.
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Figure 4.16: Impact of the pre-tag MC/data agreement on the NN output
before (top) and after (bottom) b−tagging.
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systematic was thus used for the effect of the MC/data agreement before b-
tagging. Indeed, the systematic errors included for the mbb¯ shape are larger.
All systematic uncertainties are common and correlated between signal
and backgrounds, except for the uncertainties on the background cross sec-
tions and the instrumental background.
4.11 Limits on the SM Higgs Mass
To set limits on the SM Higgs boson production cross section, a modified
frequentist approach is used [64]. The signal confidence level CLS, defined
as the ratio of the confidence level for the signal-plus-background hypothesis
to the background-only hypothesis
CLS =
CLS+B
CLB
(4.4)
is computed. CLS is calculated by integration of the distributions of a test
statistic over the outcomes of pseudo-experiments, generated according to
Poisson statistics, for the two hypotheses. To make the computation more
efficient the test statistic is calculated as the logarithmic ratio of Poisson
likelihoods (LLR3).
Systematic uncertainties are incorporated via Gaussian smearing of the
Poisson probability distributions for signal and backgrounds within the pseudo-
experiments. All correlations for signal and backgrounds are maintained.
The value of the Higgs cross section is increased until CLS ≤ 5% giving the
3Also known as the log-likelihood ratio.
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95% exclusion limit for the signal at each mass point.
To reduce the impact of systematic uncertainties on the sensitivity of
the analysis, the individual signal and background contributions are fitted
to the data (and pseudo-data) for both the signal-plus-background and the
background-only hypotheses independently by maximising a profile likelihood
function for each hypothesis [65]. The profile likelihood is a function of the
systematic uncertainties, which are given an additional Gaussian constraint
around their predicted values.
There are two types of limits set, expected and observed. Expected limits
are calculated using the simulated background and signal-plus-background
distributions only, assuming no signal production, and indicate the potential
sensitivity of the experiment. The observed limits are calculated using the
data and the simulated signal-plus-background distributions, corresponding
to the actual limit on signal production set from the data.
In Fig. 4.17, the LLR values for the signal-plus-background hypothe-
sis (LLRs+b), background-only hypothesis (LLRb), and the observed data
(LLRobs) are shown. The shaded bands represent the 1 and 2 standard de-
viation (σ) departures for LLRb. These distributions can be interpreted as
follows:
• The separation between LLRb and LLRs+b provides a measure of the
overall power of the search. This is the ability of the analysis to dis-
criminate between the signal-plus-background and background-only hy-
potheses.
• The width of the LLRb distribution (shown here as 1 and 2 σ bands)
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Higgs Mass (GeV) 105 115 125 135
ZH Expected 1.6 (15) 1.5 (19) 1.4 (29) 1.2 (47)
ZH Observed 1.5 (14) 1.5 (20) 1.4 (30) 1.3 (51)
WH Expected 4.8 (25) 4.3 (33) 3.8 (47) 3.6 (84)
WH Observed 4.4 (23) 5.0 (39) 4.4 (55) 4.2 (99)
VH Expected 2.8 (9.1) 2.5 (12) 2.3 (18) 2.0 (30)
VH Observed 2.6 (8.7) 2.7 (13) 2.5 (20) 2.3 (34)
Table 4.7: Expected and observed limits in pb and as a ratio to the SM
Higgs cross section (in parentheses), assuming H → bb¯.
provides an estimate of how sensitive the analysis is to a signal-like
fluctuation in data, taking account of the presence of systematic un-
certainties. When, for example, a 1σ background fluctuation is large
compared to the signal expectation, the analysis sensitivity is limited.
• The value of LLRobs relative to LLRs+b and LLRb indicates whether the
data distribution appears to be more signal-like or background-like. As
noted above, the significance of any departures of LLRobs from LLRb
can be evaluated by the width of the LLRb distribution.
The inclusion of the systematic uncertainties causes a ∼ 25% degradation
of the expected limit. The expected (observed) limits on σ(pp → VH ) ×
B(H → bb¯) at the 95% confidence level range from 2.8 (2.6) pb – 2.0 (2.3) pb
for Higgs boson masses in the range 105 – 135 GeV (Table 4.7). The expected
and observed limits, along with the SM prediction, are shown in Fig. 4.18 as
a function of Higgs mass.
