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The outer automorphism group Out(Fn) of a finite rank free group admits a
proper, cocompact action on a contractible space Xn known as Outer space.
Likewise, the outer automorphism group GL(n,Z) of a finite rank free abelian
group admits such an action on the homogeneous space Yn of positive definite
quadratic forms. Both spaces have been used to study the homology of the re-
spective groups. In this thesis, a Jacobian map J from Xn to Yn compatible with
the two actions is investigated. The image of J is discussed. It is shown that the
preimage of Soule´’s well-rounded retract of Y3 is a deformation retract of X3.
The quotient K of this preimage by the kernel of the natural map from Out(Fn)
to GL(n,Z) is an Eilenberg-MacLane space for this kernel. A 2-dimensional sub-
space A˜ of K is found whose integral homology groups surject onto those of the
kernel. The kernel of H2(A˜;Z) → H2(K;Z) is shown to be generated by two
elements as a GL3(Z)-module.
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CHAPTER 1
INTRODUCTION
This thesis concerns a Jacobian map J from Culler-Vogtmann Outer space Xn to
the homogeneous space Yn of positive definite quadratic forms. In a sense to be
discussed in section 4.1, it is a tropical analogue of the classical map in algebraic
geometry that assigns a Jacobian variety to each complex algebraic curve. Since
Xn has been used to study the homological properties of Out(Fn), the outer
automorphism group of a free group, and Yn has been used to study the homo-
logical properites of GL(n,Z), the outer automorphism group of a free abelian
group, one may hope that J can be used to study the homological properties of
IOn, the kernel of the natural map Out(Fn)→ GL(n,Z).
Indeed, for the case n = 3 it turns out that there are compatible deforma-
tion retracts of X3 and Y3. This deformation retract of X3 is a 3-dimensional
space distinct from the standard Spine of Outer space, another 3-dimensional
deformation retract. Bestvina, Bux and Margalit studied the group homology
of IO3 by using Bestvina-Brady Morse Theory to replace the 3-dimensional quo-
tient of the spine by IO3 with a homotopy equivalent 2-dimensional space[4].
They concluded that IO3 has cohomological dimension 2, and they showed that
H2(IO3;Z) is not finitely generated as an abelian group. They leave open the
question of its finiteness properties as a GL(3,Z)-module.
In place of their 2-dimensional space, an Eilenberg-MacLane spaceK for IO3
and a 2-dimensional subspace A˜ ⊂ K will be produced, for which Hi(A˜;Z) 
Hi(IO3;Z) is surjective for all i. This approach has two potential advantages
over that of Bestvina, Bux and Margalit:
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(i) Their infinite recursion is non-canonical. A canonical subspace should be
easier to work with in terms of the GL(3,Z) action than a non-canonical
space glued together recursively.
(ii) There is a nice map J : A˜ → A ⊂ Z3 from the 2-dimensional space to a
1-dimensional space. The map can be used to define a space whose third
homology group is the kernel of the surjection H2(A˜;Z)→ H2(IO3,Z).
But the approach suffers a drawback that the Bestvina-Bux-Margalit approach
does not: A˜ ↪→ K is not a homotopy equivalence. After all, one could just
take the 2-skeleton of the image of the spine in X3/IO3 to obtain a space whose
homology groups surject to those of IO3. However, the situation is not too bad.
The kernel of H2(A˜;Z) → H2(K;Z) is shown to be generated by two elements
as a GL(3,Z)-module, so that the finiteness properties of H2(A˜;Z) and H2(K;Z)
will be the same.
This thesis is organized as follows. In Chapter 2, the homogeneous space
and Culler-Vogtmann Outer space is discussed. Both are described as general-
izations of the hyperbolic plane with its classical PSL(2,Z) action. Background
is given for the Identity on Abelianization group and its analogue the Torelli
subgroup of a Mapping Class Group, and the classical Jacobian map is reviewed
for motivation. Chapter 3 defines the Jacobian of a graph. For the case n = 3,
the fibers of J are computed using Minkowski reduction. Chapter 4 discusses
the Schottky problem: what is the image of J? For n = 3, J is surjective. For
n = 4, the problem is answered explicitly using Conway’s theory of vonorms
and conorms. Vallentin has given a general answer using Tutte’s work with
graphical matroids. In Chapter 5, the preimage of Soule´’s well-rounded retract
Z3 of Y3 is shown to be a deformation retract of X3. This retract is used to pro-
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duce a 3-dimensional aspherical space K which is an Eilenberg-MacLane space
for IO3. The CW structure it inherits from J is described. In Chapter 6, K is
used to recover Andreadakis’s result that H1(IO3,Z) = Z6, with a basis given
by Magnus’s generators for IO3. Andreadakis’s approach is purely algebraic.
In Chapter 7, it is shown that every cycle in K is homologous to one in a 2-
dimensional subspace A˜, and that the kernel H2(A˜;Z)→ H2(K;Z) is generated
by 2 elements as a GL(3,Z)-module so thatH2(A˜;Z) andH2(K;Z) have the same
finiteness properties.
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CHAPTER 2
BACKGROUND
2.1 The Well-Rounded Retract
There is a prevalent theme of studying groups via their actions on topological
spaces. Hurewicz showed that the homotopy type of an aspherical space is
determined by its fundamental group G, so that the homology groups of such
a space become invariants of G. If a group G acts freely and properly on a
contractible space X , then G\X is such an aspherical space, and can be used to
study the homology of G.
Sometimes there is a natural action of a group on a space, but the action is
not free. In this case, one might use the action to obtain coarser information
about the group. For instance, the virtual cohomological dimension of a group
is the common cohomological dimension of finite index torsionfree subgroups.
Serre proved that this notion is well-defined for virtually torsion-free groups
(see e.g. [7]). In the case of SL3(Z) acting on the symmetric space of positive
definite quadratic forms up to homothety, however, Soule´ was able to use this
(non-free) action to exactly compute the group cohomology. He did this by first
finding an invariant contractible subspace on which the action is proper and
cocompact, and then using a spectral sequence to find the group cohomology
in terms of the stabilizers of certain points[30]. The subspace consists of those
quadratic forms for which there is a basis for Z3 consisting of systoles (minimal
length nonzero integral vectors). See section 5.1 for definitions.
The construction of Soule´ was generalized by Ash, who found cocompact
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deformation retracts for the action of GL(n,Z) on the space of real quadratic
forms (and even for arithmetic subgroups of general linear groups over finite
dimensional division algebras over the rationals on the corresponding symmet-
ric space)[2]. This well-rounded retract consists of the quadratic forms for which
the systoles in Zn generate a finite index subgroup of Zn. (It may seem more
natural to generalize Soule´’s construction by requiring Zn to contain a basis of
systoles, but Pettet and Souto showed that the subspace of such forms is not
even contractible, let alone a deformation retract of the symmetric space[27].)
For the case n = 2, the symmetric space and its retract have a nice visual-
ization due to Serre (see e.g. Ch. VIII.9 of Brown’s textbook [7], which also
discusses many of the ideas in this section.) The set of homothety classes of pos-
itive definite binary quadratic forms can be identified with the upper half-plane
H = SO2(R)\SL2(R): given a homomothety class, associate to it the unique
z ∈ H where q(ax + by) = |a + bz|2 for some q in the homothety class. An-
other way of thinking about this space is as the space of marked lattices in C
up to homotheties and isometries, where a marking is an ordered basis (any
basis can be normalized to be 1, z with z ∈ H). Then the action of SL2(Z) on
quadratic forms by change-of-basis corresponds to an action by linear fractional
transformations on the upper half-plane. (Indeed, there is an action of GL2(Z),
where conjugates need to be taken after applying the linear fractional transfor-
mation corresponding to a matrix of negative determinant.) The Farey graph is
an ideal triangulation of H obtained by joining rational numbers p/q to r/s on
the real axis by a hyperbolic geodesic in H if and only ps− rq = ±1. This graph
is invariant under the GL2(Z) action. The dual tree to this triangulation is the
well-rounded retract.
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Note: finding a cocompact deformation retract is not the only way to deduce
cohomological information about a group from its action on a space. Borel and
Serre showed that the virtual cohomological dimension of SLn(Z) is n(n − 1)/2
by constructing a bordification of the symmetric space[6].
2.2 Outer Space
Outer space, introduced by Culler and Vogtmann[11] in 1986, plays a role for the
outer automorphism group of a free group Out(Fn) analogous to those played
by the symmetric space of quadratic forms for GLn(Z) and Teichmu¨ller space for
the mapping class group of a surface[35]. Survey papers for Outer space include
[36][35] (the former focuses on homological results, the later is more general.)
For a very brief introduction, see [37]. Section 3.2 provides precise definitions
of Outer space and the concepts needed to define it.
Outer space is a contractible space admitting a proper action of Out(Fn).
Although the action is not cocompact, there is a cocompact deformation retract
called the spine, analogous to the well-rounded retract for GLn(Z)[11].
Recall that points of Teichmu¨ller space for a fixed surface S are marked sur-
faces, represented by diffeomorphisms from S to hyperbolic surfaces. The ac-
tion of the mapping class group on Teichmu¨ller space is by precomposing a
marking with a surface automorphism. By the Dehn-Nielsen-Behr Theorem
(see e.g. [6]), the mapping class group is isomorphic to a group of outer au-
tomorphisms of the fundamental group of S. This motivated the definition of
Outer space as the space of marked graphs, since graphs have free fundamental
groups. The appropriate notion of marking turned out to be homotopy equiva-
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lence (from a fixed graph to a graph) in place of diffeomorphism. (Had homeo-
morphisms been used instead, then very few automorphisms of the free group
would be realized by self-maps of the fixed graph.)
Note that the Teichmu¨ller space for a torus (the space of marked Euclidean
metrics on a torus, or equivalently of lattices inR2 up to isometries and homoth-
eties) can be identified withH = SO2(R)\SL2(R), the symmetric space on which
GL2(Z) acted in the previous section. The group acting on the Teichmu¨ller space
is Out(pi1(T 2)) = Out(Z2) = GL2(Z) by the Dehn-Nielsen-Behr theorem. Like-
wise, Teichmu¨ller space of the punctured torus is again the same space, with
the action of Out(pi1(T 2 \ {p})) = Out(F2) (= GL2(Z)), the same group. So Te-
ichmuller space with the action of the mapping class groups generalizes the
classical action of GL2(Z) on SO2(R)\SL2(R).
The action of Out(Fn) on Outer space is yet another generalization of this
classical action. In the case n = 2, (reduced) Outer space is again the ideally tri-
angulated hyperbolic plane with the familiar Out(F2) = GL2(Z) action. Points
on the geodesics correspond to marked roses with two petals, while the inte-
rior points of triangles correspond to marked theta graphs (see Section 3.1 for
definitions.)
The spine of (projectivized) Outer space consists of the points represented
by marked graphs all of whose edges have length at most 1, and have length ex-
actly 1 outside of some forest. This subspace is naturally a CAT(0) cubical com-
plex, and it is also a subcomplex of the barycentric subdivision of the simplicial
description of Outer space (see Section 3.2.) The deformation onto the spine is
then achieved by pushing away from the ideal simplices “missing” from Outer
space in this model.
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Culler and Vogtmann used the spine to determine the virtual cohomological
dimension (vcd) of Out(Fn)[11]. The spine has dimension 2n− 3 (the number of
edges in a maximal tree contained in a trivalent rank n graph, trivalent graphs
having the largest maximal trees), which gives an upper bound for the vcd.
They obtained the same value as a lower bound for the vcd by finding a free
abelian subgroup of Out(Fn) of that rank. Out(Fn) contains finite index torsion-
free subgroups, which act freely on the spine with compact quotient. These
subgroups therefore have finitely generated homology groups, and the same is
therefore true for Out(Fn).
2.3 The Classical Jacobian Map
The classical Jacobian Map associates to an algebraic curve the period matrix of
its Jacobian torus (see below). Thus it is a map from the moduli space of genus
g complex algebaic curves to the space of symmetric g × g complex matrices
with positive definite imaginary parts. (Warning: Jacobian varieties are named
after Carl Jacobi for his early work on the relation between elliptic and hyper-
elliptic elliptic integrals and the curves of the same names. Do not confuse the
classical Jacobian Map with the Abel-Jacobi map from an algebraic curve to its
Jacbobian variety, or with the Jacobian matrix associated to a differentiable map
between Euclidean spaces, though both of these concepts are also named after
Carl Jacobi.) For an “impressionistic journey” through complex curve theory
focussing on classical Jacobian varieties and the Schottky problem, see [9]. A
more rigorous treatment is [15]. All the material in this section can be found in
both books.
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A Riemann surface is a 1-dimensional complex manifold, and a complex
curve is a compact Riemann surface. Such can arise as the solution in the com-
plex projective plane CP2 to an irreducible homogeneous polynomial equation.
If the polynomial is degree 1, the resulting curve is a hyperplane CP1, the Rie-
mann sphere. Stereographic projection from (any) point on the curve to (any)
hyperplane shows that conics, degree 2 curves, are also isomorphic to the Rie-
mann sphere.
Cubic curves E are topologically tori. By integrating a certain holomorphic
1-form ω from a fixed basepoint p0 ∈ E to a point p ∈ E, one obtains a complex
number. The integral depends on the path taken, but only up to a Z-linear
combination of the integrals of ω around a longitude and around a meridian.
So integration induces a holomorphic map from E to the quotient of C by a
lattice. By composing with a scaling and rotation of the complex plane, one gets
a holomorphic map E → C/(Z+ Zτ) for some τ in the upper half-plane H, and
the map turns out to be an isomorphism. (Using the Weierstrass ℘-function, one
can show thatC/(Z+τZ) is isomorphic to some cubic curve for any τ ∈ H, since
℘ and its derivative satisfy a certain cubic identity.)
For curves C of higher genus (g ≥ 1), some of this nice picture for cubics
can be reconstructed. The 2-torus C/(Z + Zτ) is replaced by a 2g-dimensional
Jacobian torus J(C). The isomorphism E → C/(Z + Zτ) is replaced by the Abel-
Jacobi map C → J(C), which is no longer an isomorphism but is an embedding.
There are several equivalent definitions of the Jacobian variety, the complex
torus J(C). One is the Albanese torus Alb(C) = H1(C;R)/H1(C;Z). The Abel-
Jacobi map κ : C → Alb(C) is defined to send p ∈ C to a homology element
defined as a functional on cohomology, κ(p) =
∫ p
p0
: H1(C;R) → C sending an
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H1(C;R) representative to its integral along any fixed path from p0 to p. The in-
tersection pairing on H1(C;Z) induces an isomorphism between H1(C;R) and
H1(C;R), and therefore an isomorphism between the Albanese torus and the
Jacobian torus Jac(C) := H1(C;R)/H1(C;Z).
Abel’s Theorem says J(C) can also be identified with the Picard variety Pic0(C)
of topologically trivial holomorphic line bundles over C. The Picard variety is
a group under the operation of tensor product, and the identification is a group
isomorphism sending κ(p) to the line bundle associated to the divisor p − p0.
Abel’s Theorem implies that the Abel-Jacobi map is injective, for if κ(p) = κ(q),
then the divisor p − q represents the trivial holomorphic line bundle. A global
meromorphic function cannot have a single simple pole, as g > 0, so p = q. More
generally, Abel’s Theorem implies that there is a function with zeros p1, . . . , pr
and poles q1, . . . , qr counted with multiplicity if and only if
∫ q1
p1
+ · · ·+ ∫ qr
pr
= 0 in
Alb(C). (In the case thatC is a cubic, soC = Alb(C), this condition is equivalent
to p1 + · · ·+ pr = q1 + · · ·+ qr in C.)
The period matrix for C corresponding to a symplectic basis for H1(C,Z) =
Z2g is obtained as follows. A symplectic basis is a basis α1, . . . , αg, β1, . . . , βg such
that αi · βi = −βi · αi = 1 for 1 ≤ i ≤ n, where · is the algebraic intersection
number, and such that the · of any other pair of basis vectors is zero. (Every
orientable surface has such a basis, for instance given by meridian and logitude
curves.) The space H0(C,Ω1) of global holomorphic 1-forms on C is a complex
g-dimensional vector space. It has a unique basis ω1, . . . , ωg such that
∫
βi
ωj = δij ,
the Kronecker delta. The matrix
Ω :=
(
−
∫
αi
ωj
)
ij
(2.1)
is then called the period matrix of C (corresponding to the choice of symplectic
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basis). Ω satisfies the Riemann relations: it is symmetric and has positive definite
imaginary part([9], p.117). In section 3.2, an analogous construction is used to
define the Jacobian map associating a positive definite symmetric matrix to a
marked graph. (The marking will play a role analogous to the choice of sym-
plectic basis.)
2.4 The IA Group and the Torelli Group
Magnus studied the kernel IAn of the natural map Aut(Fn) → GLn(Z), the
group of automorphisms that acts as the identity on the abelianization Zn =
H1(Fn). The notation for this group varies in the literature. Here, IAn will
denote the kernel of Aut(Fn) → GLn(Z) and IOn will denote the kernel of
Out(Fn)→ GLn(Z).
Nielsen showed that IA3 is finitely generated. Magnus generalized this re-
sult, showing that the following elements generate IAn[24]:
Magnus Generators There are two kinds of Magnus generators:
• Ki,l for 1 ≤ i, l ≤ n,i 6= l maps xi 7→ xlxix−1l (and sends xj 7→ xj for j 6= i).
• Ki,l,s for 1 ≤ l < s ≤ n, i 6= l, s maps xi 7→ xixlxsx−1l x−1s (and sends xj 7→ xj
for j 6= i).
There are therefore
n(n− 1) + n
(
n− 1
2
)
=
n2(n− 1)
2
Magnus generators for IAn.
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In IOn, one has K1,lK2,l · · ·Kn,l = 1 for each l. Therefore, one can eliminate
one Magnus generator for each l ∈ {1, . . . , n} to see that IOn is generated by
n2(n− 1)
2
− n = (n+ 1)n(n− 2)
2
Magnus generators. In fact, Andreadakis showedH1(IAn;Z) = Zn
2(n−1)/2[1] and
Kawazumi showed H1(IOn;Z) = Z(n+1)n(n−2)/2[20], so that these generating sets
are minimal.
Magnus asked if the IA group is finitely presented. Krstic´ and McCool an-
swered this question in the negative for IA3[22].
Baumslag and Taylor showed that IOn is torsionfree ([3],[23] p.26), so the
spine of Outer space provides an upper bound for the cohomological dimension
of IOn. In fact, Bestvina, Bux and Margalit used an infinite recursion to show
that the quotient of the spine by the action of IOn is homotopy equivalent to a
codimension 1 subspace, so that cd(IOn) ≤ 2n − 4. Indeed, they were able to
show that cd(IOn) = 2n − 4, obtaining the lower bound in two ways: finding
a free abelian subgroup Z2n−4 ↪→ IOn and showing that H2n−4(IOn;Z) is not
finitely generated[4]. In particular, H2(IO3;Z) is not finitely generated, so they
recovered the Krstic´-McCool result.
Analogous to the IA group is the Torelli subgroup I(Sg) of the mapping
class group of a genus g surface, consisting of the surface automorphisms that
act as the identity on the abelianization Z2g = H1(Sg) of the fundamental group
of the surface. Since orientation-preserving surface automorphisms preserve
the algebraic intersection number of curves, there is an invariant symplectic
structure. The Torelli group is therefore the kernel of Mod(Sg) → Sp2g(Z). See
[14] for an introduction to the Torelli group.
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The Torelli group enjoys some analogous properties to the IA group. For
instance, I(Sg) is torsion-free (see e.g. [14] p.192). Johnson showed it is finitely
generated (by Dehn twists about certain pairs of bounding curves)[19], but re-
quires at least (4g3 − g)/3 generators[18]. Both IOn and I(Sg) have Johnson fil-
trations: they are the first terms in sequences of groups Out(Γ) → Out(Γ/Γi+1),
where Γk is the kth term of the lower central series for Γ = Fn or Γ = pi1(Sg). (Re-
call that the lower central series of a group Γ is defined inductively by Γ1 = Γ,
Γi+1 = [Γ,Γi].) This terminology is perhaps a misnomer as Andreadakis studied
the filtration for IAn first, but Johnson introduced homomorphisms[17] embed-
ding the quotients of consecutive terms into certain tensor algebras of H1(Γ;Z).
Kawazumi has used these homomorphisms to compute H1(IOn;Z) in [20].
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CHAPTER 3
THE JACOBIAN MAP
3.1 The Inner Product on a Graph
Kotani-Sunada and Nagnibeda defined an inner product on a finite graph (a
connected 1-dimensional CW complexes with edge lengths 1), and used it to
define the Albanese and Jacobian tori of the graph[21][25]. The author learned
about the inner product and its natural generalization to metric graphs from
Vogtmann. This generalization has since appeared in (Camporaso and Viviani,
[8]). In this section, the definition for metric graphs (which are simply called
graphs in the sequel) is reviewed, and is shown to be the unique inner product
inducing the length function on circuits.
Combinatorial Graphs A combinatorial graph is a 1-dimensional finite con-
nected CW complex G with vertex set V (G) and edge set E(G). Each vertex has
valence at least 3. There are no separating edges: the graph remains connected
upon deleting any open 1-cell.
Note that the definition of combinatorial graph is more restrictive than the usual
definition.
Graphs A (metric) graph (G, l) is a combinatorial graph G together with a func-
tion l : E(G)→ R>0, called the length function. The graph gets an induced path-
metric by assigning the length l(e) to each edge e. An isomorphism of marked
graphs is an isometry of the induced metric spaces. The graph (G, l) will usu-
ally be abbreviated by G.
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Rank of a Graph The rank rk (G) of a graph G is its first Betti number. In other
words, rk (G) = dimRH1(G,R) = 1−χ(G) where χ(G) is the Euler characteristic.
Since valence 2 vertices are disallowed, an isomorphism between two graphs
establishes bijections between their vertex and edge sets such that correspond-
ing edges have the same length. (Disallowing valence 1 vertices means that
no graph deformation retracts onto a proper subgraph.) The following graph-
theoretic notions sometimes have slight variations in the literature.
Paths, Cycles, Circuits An edge-path τ in a combinatorial or metric graph is a
finite sequence e1, . . . , en of oriented edges such that the terminal vertex of each
edge ei is the initial vertex of ei+1. The same path traversed backwards is de-
noted τ . A cycle is an element of H1(G;Z) represented by a closed edge-path
visiting each vertex at most once. It is a k-cycle if k edges are used. More gener-
ally, a circuit is an element ofH1(G;Z) represented by a closed edge-path visiting
each edge at most once. The length l(τ) of an edge-path, cycle, or circuit τ in a
metric graph is the sum of the lengths of the constituent edges.
Proposition/Definition 3.1.1 (The Inner Product on a Graph). There is a unique
inner product 〈, 〉G on the real homology H1(G;R) of G inducing the length function
on circuits, i.e. such that 〈σ, σ〉G = l(σ) for all circuits σ.
This inner product will sometimes be denoted ·G. It may be denoted 〈, 〉 or ·
if the graph under consideration is clear from context.
Existence follows from the Kotani-Sunada[21] construction for combinato-
rial graphs. Note that uniqueness cannot be obtained if “circuit” is replaced by
“cycle”. For instance, if the graph is a rose then the length function on cycles
yields no information about the dot product of two (oriented) petals.
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Roses and Thetas The rose with n petals Rn is the combinatorial graph consist-
ing of a single vertex and n edges. A rose is a graph with Rn as underlying
combinatorial graph. An n-cage is a combinatorial or metric graph consisting of
two vertices joined by n edges. A theta graph is a 3-cage.
Proof of 3.1.1. For existence, first define an inner product on the vector space
C1(G,R) of cellular 1-chains. Choose a basis for C1(G,R) consisting of arbitrar-
ily oriented edges, and set
〈e, e′〉G =

l(e) if e = e′
0 if e 6= e′
for e, e′ in the basis. Extend bilinearly to an inner product on C1(G,R), then
restrict to the vector subspace H1(G,R) to obtain the desired 〈, 〉G.
For uniqueness, assume 〈, 〉 is another inner product on H1(G,R) inducing
the length function on circuits. Choose a spanning tree T for G. Let e1, . . . , en be
the edges E(G) \ E(T ). Take a basis σ1, . . . , σn for H1(G;R) where σi is a cycle
whose only edge outside T is ei. It suffices to show 〈σi, σj〉 = 〈σi, σj〉G for all
1 ≤ i, j ≤ n. We may assume i 6= j since the cycle σi is a circuit.
Consider first the case σi ∩ σj 6= ∅ (as CW-subcomplexes of G.) σi ∩ σj is
an intersection of segments in the tree T and is therefore a segment or a single
vertex. This reduces to the case that G is a rose with two petals or a theta graph.
The latter is more general. We may assume σi, σj cross their common edge e
with opposite orientation. σi + σj ∈ H1(G,R) is represented by a circuit σ, so
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2〈σi, σj〉 = 〈σi + σj, σi + σj〉 − 〈σi, σi〉 − 〈σj, σj〉
= l(σ)− l(σi)− l(σj) = −2l(e) = 2〈σi, σj〉G.
Next, consider the case σi ∩ σj = ∅. By the following lemma, there exist
edge-paths τ1, τ2 joining the subcomplex σi to the subcomplex σj with no edges
in common with σi,σj , or each other (see figure 3.1). Reversing orientation on
σj if necessary, write σi (resp. σj) as a concatenation of two edge-paths, one of
which may be trivial: σ1i (resp. σ1j ) from the initial (resp. terminal) vertex of
τ1 to the initial (resp. terminal) vertex of τ2 followed by σ2i (resp. σ2j ) from the
initial (resp. terminal) vertex of τ2 to the initial (resp. terminal) vertex of τ1. Let
τ denote the circuit obtained as the concatenation τ = τ1 · σ2j · τ2 · σ1i . Observe
that σi+τ ,τ +σj ,σi+τ +σj ∈ H1(G,R) are all represented by circuits. Therefore:
Figure 3.1: Proof of 3.1.1
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2〈σi, σj〉 = 〈σi + τ + σj〉 − 〈σi + τ, σi + τ〉 − 〈τ + σj, τ + σj〉+ 〈τ, τ〉
= [l(σ2i ) + l(τ1) + l(σ
1
j ) + l(τ2)]− [l(σ2i ) + l(τ1) + l(σ2j ) + l(τ2)]
−[l(σ1i ) + l(τ1) + l(σ1j ) + l(τ2)] + [l(τ1) + l(σ2j ) + l(τ2) + l(σ1i )]
= 0 = 2〈σi, σj〉G.
This establishes uniqueness.
Lemma 3.1.2. (cf. [38], Theorem 7) Let G be a combinatorial graph. For any pair of
vertices, there is a circuit visiting both. [Note the nonstandard definition of graph.]
Proof. View G as a metric graph by assigning 1 to each edge length. Suppose
there is a counterexample and choose p, q of minimal distance so that there is
no circuit visiting both. Since G is path-connected, there is a vertex r such that
d(p, r) = d(p, q) − 1 and d(r, q) = 1. Choose a circuit C visiting p and r and an
edge e joining r to q. Since there are no separating edges, there is a path P from
q to p that does not traverse e. Contrary to assumption, a circuit containing p, q
is obtained: follow P from q until reaching a vertex of C; then follow C via p to
r; finally traverse e to q. This contradiction establishes the lemma.
In the context of metric graphs, the definitions of Kotani-Sunada’s[21] Al-
banese and Jacbobian tori for graphs become:
Albanese and Jacobian Tori ([8]) Let G be a graph. Its Albanese torus Alb(G) is
Alb(G) = H1(G,R)/H1(G,Z), with the flat metric induced by 〈, 〉G. The Jacobian
torus of G is Jac(G) = H1(G,R)/H1(G,Z) with the flat metric induced by the
dual inner product.
(The dual inner product sends a pair (f, g) of functionals f, g ∈ C1(C,R) to∑
e∈E(G) f(e)g(e) where the edges e are oriented arbitrarily.)
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3.2 Symmetric Space, Outer Space and the Jacobian Map
In this section, the inner product 〈, 〉G is used to define a map, the Jacobian
map, from Culler-Vogtmann Outer space Xn to the homogeneous space Yn =
SOn(R)\SLn(R) of projectivized positive definite quadratic forms. Before defin-
ing the Jacobian map, basic properties of its domain and codomain are re-
viewed.
Homogeneous Space Yn is the projectivized space of real symmetric positive
definite n× n matrices.
There are various ways to think of such matrices, and these will be conflated
when convenient. A real symmetric positive definite matrix M defines a posi-
tive definite biliear form B : Rn × Rn → R via B(v, w) = TvMw and a positive
definite quadratic form q : Rn → R via q(v) = B(v, v). Conversely, one passes
from q to B via
B(v, w) =
1
2
(q(v + w)− q(v)− q(w))
and from B to M via
Mij = B(xi, xj)
where x1, . . . , xn is the standard basis for Rn.
Some basic facts about Yn are needed:
Proposition 3.2.1. Yn is a contractible space admitting a right action of GLn(Z) with
finite point stabilizers.
Proof. A weighted average of two positive definite quadratic forms is again a
positive definite quadratic form. If q0 is your favorite quadratic form, then q 7→
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(1− t)q + tq0 gives a homotopy from the identity map on Yn to a constant map.
Therefore Yn is contractible.
The right action of A ∈ GLn(Z) on the matrix M ∈ Yn is by M · A = TAMA.
Using the bilinear form description, this action defines a bilinear form (B · A)
given by (B · A)(v, w) = B(Av,Aw). Likewise (q · A)(v) = q(Av). Perhaps the
easiest way to see that the stabilizer of q is finite is to observe that if q = q · A,
then A can’t send any standard basis vectors ei ∈ Rn too far from the origin:
if the Euclidean distance from 0 to Aei is greater than the maximum value of q
attained on the (compact) unit circle, then q(ei)  (qA)(ei).
Theorem 3.2.2 (Soule´ [30] 1976). Y3 has a GL3(Z)-invariant deformation retract, the
well-rounded retract Z3, on which the action is compact.
Soule´ used this retract to compute the homology of SL3(Z) and GL3(Z)[30].
This retract is described in the next chapter. Ash generalized this construction
to form well-rounded retracts for other groups, including GLn(Z)[2].
Outer space gets its name from its use in studying Out(Fn), the outer au-
tomorphism group of a rank n free group. The following theorem shows it
plays an analogous role to Out(Fn) as Yn (with its well-rounded retract) does to
GLn(Z):
Theorem 3.2.3 (Culler-Vogtmann[11] 1986). Xn is a contractible space admitting a
simplicial right action by Out(Fn) with finite point stabilizers. There is an Out(Fn)-
invariant deformation retract, the spine, on which the action is cocompact.
Outer space was first defined in [11]. Its constructions requires some ancil-
lary definitions.
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Markings A marking on a rank n combinatorial or metric graphG is a homotopy
equivalence ρ : Rn → G from the rose with n petals to G. A graph together with
a marking is a marked graph.
Collapses If ρ is a marking of a combinatorial or metric graph G of rank n and
E ′ ⊂ E(G) is a set of edges spanning a forest (a disjoint union of trees) in G
then the quotient graph G/E ′ is obtained by collapsing each constituent tree to
a vertex. The induced marking ρ on the quotient graph G/E ′ is the composition
of ρ followed by the quotient map G→ G/E ′.
Homothety A homothety between two metric spaces G and G′ is a composition
of an isometry and a scaling. In other words, it is a bijection ϕ : G → G′ such
that there exists a positive real number c so that for all x, y ∈ G, dG′(ϕ(x), ϕ(y)) =
c · dG(x, y).
Equivalent Markings Two marked graphs (G, ρ), (G′, ρ′) of rank n are equiva-
lent if there exists a homothety ϕ : G → G′ such that ϕ ◦ ρ ' ϕ′. In other
words, Rn
ρ
//
ρ′   
G
∃ϕ

G′
commutes up to free homotopy. Two marked combinato-
rial graphs are equivalent if they are equivalent as metric graphs with the length
function assigning 1 to each edge.
Outer Space Culler-Vogtmann Outer space Xn is the space of rank n marked
graphs up to equivalence. The topology on Outer space is obtained from view-
ing Xn as a subspace of a simplicial complex. For each rank n combinatorial
graph G and each marking equivalence class (G, ρ), let σ(G,ρ) be a simplex with
vertex set in bijection with E(G). If E ′ ⊂ E(G) spans a forest in G, then σ(G/E′,ρ)
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is identified with the sub-simplex in σ(G,ρ) spanned by E(G) \ E ′. The interior
of σ(G,ρ) is identified with the subset of Xn obtained by varying the length func-
tion on G: the graph (G, l) marked by ρ corresponds to the point in σ(G,ρ) with
barycentric coordinates (
l(e)∑
e′∈E(G) l(e
′)
: e ∈ E(G)
)
.
In this way Xn is identified with a union of open simplices within a simplicial
complex, and is endowed with the subspace topology.
Note: the points of Xn ∩σ(G,ρ) that are not in the interior of σ(G,ρ) can be thought
of (in terms of their barycentric coordinates) assigning a length of 0 to the edges
that were collapsed. Some sub-simplices of σ(G,ρ) are “missing” from Xn since
they correspond to collapsing a subgraph containing a cycle, thereby reducing
the rank of the graph.
The action of Out(Fn) on Xn is defined using the following well-known
lemma.
Lemma 3.2.4 ((Nielsen) Automorphisms Realized). Any automorphism ϕ ∈
Aut(Fn) of the free group is represented by a homotopy equivalence fϕ : Rn ' Rn.
Proof. The fundamental group pi1(Rn) of the rose with n petals a1, . . . , an is the
rank n free group Fn = 〈x1, . . . , xn〉, with the petal ai (arbitrarily oriented) rep-
resenting xi. Any automorphism ϕ of Fn can be realized by a map fϕ : Rn → Rn
sending the vertex to itself and ai to the edge-path corresponding to the word
ϕ(ai) (say, traversed at constant speed). Then fϕ−1 ◦ fϕ sends ai to an edgepath
corresponding to a word freely reducing to xi. As such, fϕ−1 ◦ fϕ ' idRn . Thus
fϕ is a homotopy equivalence representing ϕ.
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The right action of ϕ ∈ Aut(Fn) on (G, ρ) ∈ Xn is given by (G, ρ) · A =
(G, ρ ◦ fϕ). If ϕ is an inner automorphism, conjugation by a word in Fn, then
fϕ ' idRn via a free homotopy moving the basepoint around the corresponding
path in Rn. So the inner automorphisms Inn(G) act trivially on Xn, and the
action descends to an action of Out(Fn) = Inn(Fn)\Aut(Fn).
The Jacobian Map The Jacobian map J : Xn → Yn is given by J(G, ρ) =
ρ∗(〈, 〉G), the pullback of the inner product onG to an inner product onH1(Rn) =
Rn. (This is the inner product sending (x, y) ∈ H1(G)×H1(G) to 〈ρ∗(x), ρ∗(y)〉G.)
There is a natural map pi : Out(Fn) → GLn(Z). (Indeed, there is a natural
map from the outer automorphism group of any group to the automorphism
group of its abelianization, since commutator subgroups are characteristic.)
Proposition 3.2.5 (Jacobian Respects Actions). The Jacobian map respects the ac-
tions of Out(Fn) and GLn(Z): J(G · ϕ) = J(G) · pi(ϕ).
Proof.
J((G, ρ)·ϕ) = J(G, ρ◦ϕ) = (ρ◦ϕ)∗〈, 〉G = ϕ∗(ρ∗〈, 〉G) = ϕ∗(J(G, ρ)) = J(G, ρ)·pi(ϕ)
The map pi is surjective (the Nielsen generators for Out(Fn) map to the ele-
mentary matrices generating GLn(Z)) and the kernel was studied by Magnus.
IA group The group IAn (Identity on Abelianization) is the kernel
1→ IAn → Aut(Fn)→ GLn(Z)→ 1.
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The group IOn is the kernel
1→ IOn → Out(Fn)→ GLn(Z)→ 1.
IAn has also been called the Induced Automorphism group.
Bestvina, Bux and Margalit studied the group homology of IOn by viewing
the quotient of Outer space by IOn as the space of homology-marked graphs[4].
(They called this group the Torelli subgroup of Out(Fn), in analogy with the
eponymous subgroup of the mapping class group of a surface S that acts triv-
ially on H1(S,Z).)
Homology Marked Graphs A homology marking on a rank n graph G is an iso-
morphism ρ : Zn ∼= H1(G,Z). A graph together with a homology marking
is called a homology marked graph. A marked graph (G, ρ) induces a homology
marking via the identification Zn = H1(Rn,Z). The space of homology marked
graphs is therefore the quotient Xn/IOn of Outer space, with the quotient topol-
ogy.
J factors through the quotient map Xn → Xn/IOn. The map Xn/IOn → Yn will
also be denoted J .
3.3 Computation of Fibers in Rank 3
In this section, the fibers of the rank 3 Jacobian map (J3 : X3/IO3 → Y3) are
computed. In particular, they are shown to be nonempty – J3 is surjective. The
fiber computation will be used in Chapter 5 to induce a cell structure on the
complex K constructed there. For this section, J means J3.
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There are 8 combinatorial graphs of rank 3. 5 of them are collapses of the
1-skeleton of a tetrahedron (including itself). The remaining 3 have pairs
of separating edges; collapsing either of these edges results in a collapse of .
The computation of the fibers of J will use Minkowski reduction, a tool Soule´
Figure 3.2: The 8 graphs of rank 3
The top row shows the collapses of , the 1-skeleton of a tetrahedron. The
bottom row shows the graphs with separating edge pairs. The graph above is
obtained by collapsing (either) edge of the one below.
used in defining his well-rounded retract[30].
Minkowski-reduced Basis A basis e1, . . . , en for Zn is Minkowski-reduced with
respect to an inner product if for every 1 ≤ i ≤ n, ei has minimal length among
all e′i ∈ Z for which there exists a basis e1, . . . , ei−1, e′i, . . . , e′n for Zn extending
e1, . . . , ei−1. An inner product on Rn is Minkowski-reduced if the standard basis
for Zn is Minkowski-reduced with respect to it.
There is always a Minkowski basis for each inner product, but it is not unique.
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Theorem 3.3.1 (Minkowski, see e.g.[10]). A positive definite symmetric 3x3 matrix
M =

m11 m12 m13
m12 m22 m23
m13 m23 m33

is Minkowski-reduced if and only if the following inequalities hold:
m11 ≤ m22 ≤ m33, (3.1)
2|m12| ≤ m11, 2|m13| ≤ m11, 2|m23| ≤ m22, (3.2)
max
{ −m12 +m13 +m23, m12 −m13 +m23,
m12 +m13 −m23, −m12 −m13 −m23
}
≤ m11 +m22
2 .
(3.3)
Associated diagonal entry Given two distinct entries mij,mkl above the main
diagonal in a 3x3 matrix, the associated diagonal entry is the unique diagonal entry
mαα such that α ∈ {i, j} ∩ {k, l}. In other words, each of mij,mkl shares a row
or column with their associated diagonal entry. For example, the associated
diagonal entry to m12 and m23 is m22.
The aim of this section is to prove the following:
Theorem 3.3.2. If M ∈ Y3, then J−1(M) ⊂ X3/IO3 is homeomorphic to one of the
following:
• a rose on 3 petals, if M is in the GL3(Z)-orbit of a diagonal Minkowski-reduced
matrix;
• a theta graph, if M is in the GL3(Z)-orbit of a Minkowski-reduced matrix with
exactly two zeros above the diagonal;
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• one point, if M is in the GL3(Z)-orbit of a Minkowski-reduced matrix with equal
positive values off the diagonal;
• a closed interval, if M is in the GL3(Z)-orbit of a Minkowski-reduced matrix
with either (i) a unique zero above the diagonal, the absolute values of the other
two entries adding to less than their associated diagonal entry, or (ii) two equal
positive values above the diagonal, strictly smaller than the third;
• two points, otherwise.
Remark Given any Minkowski-reduced matrix in the orbit of M with m13 and
m23 non-negative, one can determine which of the above cases corresponds to
J−1(M) using Proposition 3.3.3 below.
The theorem follows from Proposition 3.3.3 below, which is proved at the
end of this section.
Proposition 3.3.3. Let M be a Minkowski-reduced matrix, with m13,m23 ≥ 0. There
is a graph GM and a homology marking ρM such that J(GM , ρM) = M and GM is:
• A rose, if M is diagonal;
• A theta graph with a loop added to a vertex, if exactly two of m12,m13,m23 are
zero;
• A 4-cage, if m12 = m13 = m23 > 0 or if exactly one of m12,m13,m23 is zero and
the other two have absolute values equal to half their associated diagonal entry;
• /edge, if exactly one of m12,m13,m23 is zero and the other two have absolute
values adding to strictly less than their associated diagonal entry, or if the smallest
two of {m12,m13,m23} are positive and equal and strictly smaller than the third,
or if −m12 = m13 = m11/2;
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• , in all other cases.
Moreover, if (G, ρ) is any other homology-marked graph homeomorphic to a collapse of
with J(G, ρ) = M , then (G, ρ) = (GM , ρM) · ±I .
Assuming the truth of the above Proposition for now, Theorem 3.3.2 can be
proved.
Proof of Theorem 3.3.2. Proposition 3.3.3 determines which homology-marked
graphs that are collapses of are in the fiber J−1(M). The remaining graphs
G have separating edge pairs {E1, E2}. But J(G, ρ) = J(G/E1, ρ) where ρ is the
induced marking and where E2 in G/E1 is given the new length l(E1) + l(E2).
Visually, one can imagine one component of G \ {E1, E2} sliding along E1 ∪ E2
with the other component fixed in place.
Since no graph has a pair of separating edges for which collapsing one leads
to a 4-cage, the fibers of J containing a 4-cage graph contain nothing else. They
are therefore single points (mapped to themselves by −I .) Likewise, fibers con-
taining graphs are pairs of points.
The fibers J−1(M) containing graphs homeomorphic to with an edge col-
lapsed are larger, as they contain trivalent rank 3 graphs with separating edge
pairs. The fiber is a closed interval parameterized by the relative lengths of the
separating pair (with endpoints GM · ±I if M is Minkowski-reduced).
The fibers J−1(M) containing a theta graph with a loop attached to one ver-
tex are larger still, as they contain the graphs obtained by moving the basepoint
of the loop to anywhere on the theta graph. These fibers are therefore homeo-
morphic to a theta graph. (The vertices areGM ·±I ifM is Minkowski-reduced).
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The fibers J−1(M) containing a 3-rose R as a point (for example, R = GM
if M is diagonal) are themselves homeomorphic to a 3-rose, with R serving as
(−I)-invariant basepoint. The quotient map collapsing one edge of a separating
pair induces a correspondence between the petals of J−1(M) and those of R.
As noted in the proof of the proposition, the two classes of matrices de-
scribed in the statement of the proposition that are “missing” from the state-
ment of the theorem are actually in the same GL3(Z)-orbit as other Minkowski-
reduced matrices mentioned explicitly.
Caution: recall that a cycle in G is a H1(G) element represented by an em-
bedded circle. To distinguish this notion from the standard usage in homology
theory, H1(G) element will be used to mean the latter.
The proof of Proposition 3.3.3 will need a few lemmas.
Embedded homology-markings Say that a homology marking ρ : Rn → G is
embedded if ρ(xi) is a cycle for each standard generator xi of Rn.
Lemma 3.3.4. Every element of H1(G,Z) is a sum of cycles without cancellation (i.e.,
no edge is oriented differently in two of the cycles).
Proof. This follows by induction on the sum of the absolute values of the coeffi-
cients in a C1(G,Z) representative.
Lemma 3.3.5. Any cycle or pair of (homology-)independent cycles in a rank 3 combi-
natorial graph can be extended to a basis of cycles for H1(G). Three independent cycles
always form a basis, except in the case where G is the 1-skeleton of a tetrahedron and
the cycles are the three 4-cycles of this graph.
29
Note: it is not true that n − 1 independent cycles in a rank n graph can always
be extended to a basis for the homology. For instance, consider the graph G
formed by identifying the inner and outer circles, with opposite orientation, in
a “target” G0 consisting of five concentric circles with five spokes (see Figure
3.3). Then rk (G) = rk (G0) = 21 since the Euler characteristic of a circle is 0. If
each edge has length 1, G has 21 sytoles: the 20 planar quadrilaterals of G0 and
one of its spokes – the unique spoke with identified endpoints. These systoles
are independent, but are not a basis since the sum of the 20 planar quadrilaterals
is twice the inner/outer circle.
Figure 3.3: Lemma 3.3.5 does not hold for all n
Proof. Observe that collapsing an edge E from a separating pair in a graph G
induces a bijection between the sets of cyles ofG and those ofG/E. So it suffices
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to consider only the 5 collapses of the tetrahedral graph . In all cases, except
perhaps two, the claim is immediate. For , the appropriate signed sum of any
4-cycle and any 3-cycle is a 3-cycle (and independent 3-cycles form a basis by
tetrahedral symmetry). For the graph obtained by collapsing a single edge of ,
the claim follows from the fact that given any three 3-cycles, two of them must
share two edges in common; the appropriate signed sum is a 2-cycle.
Note: The above proof used cyclic equivalence to reduce the number of cases.
Cyclic equivalence is studied in the context of the Jacobian map on graphs in [8]
based on work of Whitney[39].
Lemma 3.3.6. If (G, ρ) is a rank 3 homology-marked graph and J(G, ρ) is Minkowski-
reduced, then ρ is embedded.
Proof. Suppose J(G, ρ) is Minkowski-reduced but ρ is not embedded. Take
1 ≤ i ≤ 3 minimal so that ρ(xi) is not represented by a cycle. One of the
summand cycles for ρ(xi) furnished by Lemma 3.3.4 is independent from the
cycles ρ(xj), j < i. By Lemma 3.3.5, the summand together with the ρ(xj), j < i
can be extended to a basis for H1(G) producing a strictly smaller basis in the
sense of Minkowski, except possibly in the case where i = 3, G is homeomor-
phic to the 1-skeleton of a tetrahedron, and ρ(x1), ρ(x2) are 4-cycles. This case
cannot occur: the graph would contain a 3-cycle σ of length stricly smaller than
the average length of ρ(x1), ρ(x2), and Lemma 3.3.5 would promote ρ(x1), σ to a
Minkowski-smaller basis for H1(G).
Proof of 3.3.3. Let M be Minkowski-reduced with m13,m23 ≥ 0. Then (GM , ρM)
can be defined as in Figure 3.4. (If m12 ≤ 0 use figure (i). If 0 < m12 ≤ m13,m23
use figure (ii). If 0 ≤ m23 < m12,m13 use figure (iii). Otherwise use figure (iv).)
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Theorem 3.3.1 guarantees the edgelengths are nonnegative (indeed, equations
3.1 and 3.2 suffice). A length of zero indicates a contracted edge. Now suppose
(i) GM if m12 ≤ 0 (ii) GM if 0 < m12 ≤ m13,m23
(iii) GM if 0 ≤ m23 < m12,m13 (iv) GM otherwise
Figure 3.4: GM of Proposition 3.3.3
(G, ρ) is a graph with J(G, ρ) = M . By Lemma 3.3.6, ρ is embedded. There are 5
combinatorial graphs to consider, one at a time.
• G is a rose with 3 petals. Then α1, α2, α3 must be the three petals in non-
decreasing order of length. Choices of orientation and the permuting of
petals of the same length make no difference up to graph equivalence. M
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is diagonal and G = GM , ρ = ρM .
• G is a theta graph with a loop added at one vertex. Then α1, α2, α3 are
(in some order) the loop and two cycles of the theta graph. M therefore
has exactly one nonzero entry above the diagonal. If this entry is m13 or
m23, then figure (i) definesGM , which is the same graph asG. Under ρ, the
shared edge over the overlapping cycles may be oriented towards or away
from the loop, so (G, ρ) = (GM , ρM) · ±I . If the nonzero entry is instead
m12, then figure (iv) applies and again (G, ρ) = (GM , ρM) · ±I .
• G is the 4-cage: the graph with 2 vertices joined by 4 edges. Either α1, α2, α3
all share a single edge in common, or one of these cycles shares one of its
edges with another, the other with a third. In the first case, the common
edge is oriented the same way on all three and m12 = m13 = m23 > 0.
Then figure (ii) defines GM and (G, ρ) = (GM , ρM). In the second case, the
cycle bordering the other two must have minimal length, and its two edges
must have equal length. So M has precisely two nonzero entries above
the diagonal and they have absolute values equal to half the associated
diagonal entry. Figure (i), (iii), or (iv) defines (GM , ρM) = (G, ρ). [Note: in
this second case, M is in the orbit of a matrix of the form of the first 4-cage
case.]
• G is with an edge collapsed. The αi are either 2-cycles or 3-cycles, and
there numerous straightforward cases. Suppose first that two are 2-cycles
and one is a 3-cycle. If α1 is the 3-cycle, then figure (i) or (iii) defines
(GM , ρM). If α2 is the 3-cycle, then figure (i) or (iv) defines it. If α3 is the
3-cycle, then figure (i) defines it. In all of these cases, the dot product of
the disjoint 2-cycles is zero, while their dot products with the 3-cycle add
up to less than the 3-cycle’s length. Again, (GM , ρM) = (G, ρ) · ±I .
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If instead there are exactly two 3-cycles, with two edges in common, the 2-
cycle has the same positive overlap with each of them, which is strictly less
than their (positive) overlap with each other. Again, (GM , ρM) = (G, ρ)·±I .
If there are exactly two 3-cycles, overlapping in a single edge, then any
two edges connecting the same two vertices must have the same length.
Therefore the 2-cycle must be α1, so m12 = α1 · α2 = −m11/2 and m13 =
α1 · α3 = m11/2. Figure (i) defines (GM , ρM) = (G, ρ) · ±I . [Note: M is
therefore in the orbit of a matrix corresponding to the previous subcase
(3-cycles overlapping in two edges).]
(It cannot be the case that α1,α2,α3 are all 3-cycles, for again any two edges
connecting the same two vertices would have the same length. Then one
of the 3-cycles could be replaced by a stricly shorter 2-cycle.)
• G = . Here the four subcases correspond to figures (i)-(iv). If α1, α2, α3
are 3-cycles, then figure (i) defines (GM , ρM) = (G, ρ) · ±I . Likewise, if α3,
α1, or α2, respectively, is a 4-cycle then figure (ii), (iii), or (iv) respectively
defines (GM , ρM) = (G, ρ) · ±I .
There can’t be two or more 4-cycles. Indeed, suppose αi and αj are 4-cycles
with αk a 3-cycle. Then αk has two edges in common with αi; its remaining
edge is the (strictly) longest side of αk or else it could be substituted for the
two edges to form a 3-cycle shorter than αi. The same reasoning with αj
in place of αi shows a different edge of αk is longest, a contradiction. (The
same argument works for three 4-cycles by using your favorite 3-cycle in
place of αk.)
Corollary 3.3.7. The Jacobian map J : X3 → Y3 is surjective.
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CHAPTER 4
THE SCHOTTKY PROBLEM
4.1 The Schottky Problem and Tropical Geometry
Both the classical and the Outer space Jacobian maps assign lattices (or tori or
quadratic forms, depending on the point of view) to geometric objects. In both
cases, they give the integral homology of the algebraic curve or graph sitting
inside its real homology. The analogy can be made stronger since graphs can be
viewed as tropical curves.
For an introduction to tropical geometry see [28]. Tropical geometry is alge-
braic geometry over R under the operations of tropical addition a⊕ b := min{a, b}
and tropical multiplication a b = a+ b. A real polynomial in n variables defines,
under these tropical operations, a function Rn → R. The tropical projective plane
is T2 := R3/R(1, 1, 1). A tropical curve in T2 is the image of the set of points in
R3 at which a given real homogeneous polynomial in x, y, z fails to be linear
(i.e., where the minimum value among the constituent monomials is realized at
least twice.) A tropical curve is the union of finitely many line segments and
rays in T2, each parallel to the image of some coordinate axis of R3. Dual to
this subdivision of the plane T2 is a finite graph[28]. Curves are tropically equiv-
alent if their graphs so associated are isomorphic[8]. One is therefore tempted
to convert questions about the Jacobians of algebraic curves into corresponding
questions about the Jacobians of graphs, as in [8].
The classical Schottky problem asks which symmetric matrices Ω with posi-
tive definite imaginary part arise as the period matrices (Equation 2.1) of com-
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plex curves[9]. The problem remains open, though progress has been made
on numerous fronts (see [12] for a survey). If Ω is any symmetric matrix with
positive definite imaginary part, the Theta functions are holomorphic functions
defined on Cg by:
θ
[
δ

]
(u; Ω) :=
∑
m∈Zg
exp{pii[T(m+ δ/2)Ω(m+ δ/2) + 2T(m+ δ/2)(u+ /2)},
in analogy with the classical (1-dimensional) theta functions θ
[
δ

]
(u; τ) from
complex analysis. There is one for each choice of column vectors δ,  ∈ {0, 1}g.
The values of these functions at u = 0 are called the theta-nulls of Ω. Various rela-
tions have been found among the theta-nulls satisfied by period matrices, begin-
ning with Schottky(1888 [29]; see e.g. [9] for a modern treatment). The Riemann
Θ function is the theta function Θ = θ
[
0
0
]
. When Ω is a period matrix, a good deal
is known about the zero set of Θ, including a lower bound on the dimension of
its singular set and the geometry of its intersection with its translates[12].
The Schottky Problem for Graphs The Schottky Problem for graphs is to de-
termine the image of J : Xn → Yn.
For instance, Corollary 3.3.7 answers the Schottky problem for n = 3: every
inner product on R3 comes from a (metric) graph. On the other hand, the Jaco-
bian map cannot be surjective for n ≥ 4 for dimensional reasons. Outer space
Xn has dimension 3n− 4 (its spine has dimension 2n− 3), while the symmetric
space Yn has dimension
n(n+1)
2
− 1 (and its well-rounded retract has dimension
n(n−1)
2
).
An explicit example of an element Mn ∈ Yn \ J(Xn) for each n ≥ 4 is now
constructed. This requires a lemma. A systole of a finite metric graph G is any
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nontrivial element of H1(G;Z) that has minimal norm. Every systole is a cy-
cle in the sense of Chapter 3. Sytoles will be intentionally confused with the
corresponding subset of G when useful.
Lemma 4.1.1. Any two distinct systoles γ1, γ2 of length L in a graph G have as inter-
section either:
• one point or a segment of length at most L/2;
• two points separated by distance exactly L/2; or
• the empty set
Proof. If the intersection were a single component of length more than L/2, then
the complements of this component in γ1 and γ2 would together form an em-
bedded loop of length smaller than L, contradicting the definition of systole.
Suppose two components of the intersections are a and b of lengths l(a), l(b).
Then γ1 \ (a ∪ b) and γ2 \ (a ∪ b) each consist of two segments. The sum of
lengths of these four segments is 2(L − l(a) − l(b)). Depending on orientation,
it is either the case that these four segments can be arranged into two pairs
that together form loops, or that they can be arranged into two pairs that each
together with b form loops. In any case, one of the loops has length at most
(L − l(a) − l(b)) + l(b) = L − l(a). Since γ1 is a systole, it follows that l(a) = 0,
so a is a point. By symmetry, b is a point. Then the lengths of the four segments
mentioned above are each L/2, or else a minimal length segment of γ1 \ (a ∪ b)
together with the minimal length segment of γ2 \ (a ∪ b) would form a loop of
length strictly less than L.
There cannot be more than two components in the intersection, or else there
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would be two that are not points exactly a distance L/2 apart, contradicting the
previous paragraph.
In particular, “cancellation” cannot occur when taking the dot product of
two systoles: if two systoles have dot product 0, then their intersection contains
no interval. This implies:
Lemma 4.1.2. For n ≥ 4,
Mn :=

4 0 · · · 0 2
0 4 · · · 0 2
...
... . . .
...
...
0 0 · · · 4 2
2 2 · · · 2 n

is not in the image of J .
Proof. Pettet-Souto showed that Mn induces a positive definite quadratic form
on Zn, and that 4 is the minimum (nonzero) value achieved[27].
Indeed, the associated quadratic form is
4(x21+· · ·+x2n−1)+4(x1+· · ·+xn−1)xn+nx2n = (2x1+xn)2+· · ·+(2xn−1+xn)2+x2n,
which is positive definite. If xn = 0, then any nonzero term on the right hand
side is at least 4. If xn = ±1, each term on the right hand side is at least 1, so the
sum is at least 4. For any other value of xn, the term x2n ≥ 4. So in any case, the
quadratic form is bounded below by 4 on nonzero integer points. The minimum
is achieved at each of the first n− 1 standard basis vectors.
Now suppose J(G) = Mn. So 4 is the length of a systole. Let γ1, . . . , γn be the
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generators ofH1(G;Z) given by the marking ofG. Then γ1, . . . , γn−1 are systoles.
By Lemma 4.1.1, these systoles pairwise intersect in finite sets of points.
Let Si denote the set of edges for which both γi and γn have nonzero co-
efficients. The previous paragraph implies the Si are disjoint. Write γn =∑
e∈E(G) cee, ce ∈ Z. Then ∑
e∈Si
c2el(e) ≥ γi · γn = 2.
Since the Si are disjoint, γn · γn ≥ 2(n− 1) > n. Contradiction.
The notion of systoles and the matrix Mn will reappear in Section 5.1.
4.2 Voronoi Cells, Vonorms, Conorms
Building on the work of Voronoi, Selling, Stogrin, and Delone, Conway dis-
cusses a method of classifying positive definite quadratic forms in terms of the
shapes of their Voronoi cells[10]. This classification and its relation to the Schot-
tky Problem are discussed in this section and the next.
Voronoi Cells An n-ary positive definite quadratic form q induces a metric on
Rn: d(v, w) = q(v − w)1/2. Given an integer lattice vector a ∈ Zn, its Vornoi cell
with respect to q is the set of points (nonstrictly) closer to it than to any other
integer lattice vector:
{v ∈ Rn : q(v − a) ≤ q(v − b)∀b ∈ Zn} . (4.1)
The Voronoi cells of q are translates of each other, and give a tessellation of
Zn. Note: studying arbitrary positive definite quadratic forms on a fixed lattice
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Zn is isomorphic to studying a fixed quadratic form (say, corresponding to the
standard inner product) on an arbitrary lattice in Rn, so one often speaks of the
Voronoi cells of a lattice.
For example, the Voronoi cells for the quadratic form x2+y2 (which corresponds
to the standard inner product on R2) are squares of sidelength one centered
about the integer lattice points. “Most” quadratic forms on R2 (i.e., those for
which Z2 does not have an orthogonal basis) have hexagonal Voronoi cells in-
stead. Conway uses vonorms and conorms to study the shape of Voronoi cells as
combinatorial (e.g., rectangle vs. hexagon if n = 2) and metric objects. When
the quadratic form is given as the Jacobian of a point in Outer space, it will be
shown that these invariants can be read from the (metric) graph.
Note: The appearance of the lattice 2L in the following definition comes from
a theorem of Voronoi – when defining the Voronoi cell about 0 ∈ L, it suffices to
include only those inequalities (4.1) for which b is minimal in its 2L-coset[10].
Vonorms, Characters, and Conorms ([10]) Given a quadratic form q on a lattice
L, the vectors in L that achieve the minimal norm on their 2L-coset are called
Voroni vectors. This minimal norm is called a Vornoi norm or vonorm of q. The
function vo : L/2L → R sending a coset to its vonorm is called the vonorm
function. Note that vo(0) = 0. The remaining 2n − 1 vonorms are called proper
vonorms.
A character on a lattice L is a group homomorphism χ : L → {±1}. A char-
acter is proper if it is not the trivial (constant) group homomorphism.
A conorm (conjugate norm) is a character-weighted sum of vonorms. If χ is
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a proper character, define
co(χ) = − 1
2n−1
∑
γ∈L/2L
χ(γ)vo(γ).
Suppose now that q = J(G, ρ), which is an inner product on H1(Rn,R) with
integer lattice H1(Rn,Z). It is the pullback under ρ∗ of the inner product ·G
on H1(G,R) with lattice H1(G,Z). Therefore vo can be viewed as a function vo :
H1(G,Z)/2H1(G,Z)→ R. The domain here isH1(G,Z)⊗Z/2Z = H1(G;Z/2Z) =
Z1(G;Z/2Z). This vonorm function on a graph admits a simple description:
Proposition 4.2.1 (Vonorm Function on a Graph). Let γ ∈ Z1(G;Z/2Z). Write
e ∈ γ to mean the edge e has nonzero coefficient in γ. The vonorm function vo :
H1(G;Z/2Z)→ R is then given by:
vo(γ) =
∑
e∈γ
l(e).
Proof. This follows by essentially the same proof as for Lemma 3.3.4: the sub-
graph of G spanned by the edges with nonzero coefficients can be written as a
union of cycles (in the terminology of Chapter 3), intersecting only in vertices.
Arbitrarily orienting these cycles gives an element γ ∈ H1(G;Z) of the desired
norm. γ has minimal norm on its 2H1(G;Z)-coset, since any other coset repre-
sentative necessarily traverses each of the edges of γ at least once.
Similarly, the conorms of G admit a nice description. Recall that graphs are
not allowed to contain separating edges. The following proposition would still
hold with separating edges, except that these edges would not contribute to any
conorms.
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Proposition 4.2.2. Each nonzero conorm of J(G) is a sum of edge lengths of G. Each
edge e contributes to precisely one conorm: χe. Thus
co(χ) =
∑
{e:χ=χe}
l(e).
Moreover, the following are equivalent for edges e, e′ of G:
(i) χe = χe′ .
(ii) Every cycle containing e contains e′.
(iii) The union of the interiors of e and e′ disconnects G.
This proposition bears a striking resemblance to ([8] Lemma 2.3.2), though
the latter does not involve conorms.
Proof. Given a nonseparating edge e in G, choose a maximal tree T not con-
taining it. This tree gives a basis v1, . . . vn for H1(G;Z/2Z). Reorder the basis if
necessary so that e ∈ v1, e /∈ vi, i > 1. The contribution from e in co(χ) is:
− 1
2n−1
∑
2,...,n∈{0,1}
χ(v1 + 2v2 + . . .+ nvn)l(e)
= − l(e)
2n−1
χ(v1)
∑
2∈{0,1}
χ(v2)
2 · · ·
∑
n∈{0,1}
χ(vn)
n .
If χ(vi) = −1 for some 2 ≤ i ≤ n, then
∑
i∈{0,1} χ(vi)
i = (−1)0 + (−1)1 = 0, and
the whole contribution from e vanishes. The only nontrivial character to whose
conorm e contributes is thus the character χe. Now, χe(v1) = −1, χe(vi) = 1,
i ≤ 2 ≤ n. Here each∑i∈{0,1} χe(vi)i = 10 + 11 = 2, and so the contribution of e
is
− l(e)
2n−1
χe(v1)
∑
2∈{0,1}
χe(v2)
2 · · ·
∑
n∈{0,1}
χe(vn)
n = − l(e)
2n−1
· (−1) · 2n−1 = l(e).
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Now, (i) implies (ii) by the definition of χe. (ii) implies (iii) since otherwise there
would be a path in G \ e ∪ e′ joining the endpoints of e, which gives rise to a
cycle in G containing e but not e′. Finally, (iii) implies both (ii) and its converse,
which together imply (i).
For n ≥ 4, there are elements of Yn with some conorms negative. The above
proposition, however, shows
Corollary 4.2.3. For any graphG of any rank, the conorms of J(G) are all nonnegative.
Since a graph G of rank n has at most 3n− 3 edges (realized precisely in the
trivalent case), there are at least 2n− 1− (3n− 3) = 2n− 3n+ 2 conorms equal to
zero. When n = 3, therefore, J(G) has at least one conorm equal to zero. Since
J is surjective for n = 3 (Corollary 3.3.7), this verifies the fact that every ternary
quadratic form has a zero conorm, which Conway shows using superbases in
[10]. When n = 4, there are at least 6 conorms equal to zero.
The situation is particularly nice when G (or more precisely, H1(G;Z)) has
an obtuse superbase.
Obtuse Superbase ([10]) A superbase for a lattice L is a tuple (e1, . . . , en, en+1)
such that {e1, . . . , en} is a basis and e1 + · · · + en+1 = 0. A superbase is obtuse if
ei · ej ≤ 0 for all 1 ≤ i, j ≤ n+ 1, i 6= j.
Lemma 4.2.4. If G is a planar graph, then J(G) has an obtuse superbase.
Proof. Embed the graph in an oriented sphere S2. Take for a superbase the
boundaries of the connected components of S2 \ G, oriented compatibly with
the sphere.
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The Selling parameters of a superbase (v1, . . . , vn+1) are the numbers pij :=
−vi · vj , i 6= j. The positive Selling parameters of the obtuse superbase given
by embedding a graph in the sphere are the sums of the edgelengths between
adjacent regions on the sphere. Proposition 4.2.2 shows that the nonzero Selling
parameters are therefore the same as the nonzero conorms, so that the multi-
set of conorms is the multiset of Selling parameters padded by zeros. Conway
shows that this relationship between Selling parameters and conorms holds for
any lattice with an obtuse superbase, not just those of the form J(G) ([10] pp.70-
71). Indeed, his proof shows:
Proposition 4.2.5 (Selling parameters (Conway)). Suppose v0, v1, . . . , vn is an ob-
tuse superbase. Let χi denote the character χi(vj) = −δij , i, j > 0 (the Kronecker δij).
Let χ0 denote the character χ0(vj) = −1 for j > 0. Then co(χi) = 0 and co(χiχj) = pij
for all i, j. All other characters have conorm 0.
4.3 The Case n = 4
Conway gives a complete classification of the shapes of the Voronoi cells for
n ≤ 4 in [10]. For n = 2 there are two combinatorial shapes the Voronoi cells
may take: hexagon or rectangle. For n = 3 there are five shapes. For n = 4, there
are 52 shapes (found by Delaunay[13] and corrected by Stogrin[32]). Conway
classifies them in terms of vonorms and conorms. His list itself is corrected
by Vallentin([34], p.60). The goal of this section is to explain that the image of
J consists of precisely those quadratic forms for which the shape is one of 16
particular varieties.
Conway describes 17 “graphical cases” for Voronoi cell shape, each corre-
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sponding to a different graph (see below). The remaining 35 Voronoi cell shapes
represent lattices with negative conorms, so no such lattices are in the image of
J . Conway parametrizes 16 of his “graphical cases” by subgraphs of K5, the
complete graph on 5 vertices. The vertices represent 5 nontrivial characters,
each having conorm 0, that multiply to the trivial character. There is an edge
connecting two such vertices if and only if the product of their characters has
nonzero conorm.
Given a planar rank 4 graph G, Proposition 4.2.5 says that the obtuse super-
base v0, v1, v2, v3, v4 coming from the embedding of G in S2 yields 5 such non-
trivial characters χ0, χ1, χ2, χ3, χ4 multiplying to the trivial character, and that
co(χiχj) = pij . By Proposition 4.2.2, J(G) fits the Voronoi graphical case whose
graph parameter is a certain subgraph of K5: the vertices correspond to faces of
G embedded in S2 and the edges correspond to adjacent faces (faces sharing at
least one edge). Given any planar graph G realizing such a Voronoi graphical
case, modifying the edge lengths of G can produce any other Voronoi cell shape
with the same underlying combinatorial shape.
There are four trivalent rank 4 planar graphs (shown as the first graphs in the
right-hand column of rows 1,2,4,7 of Table 4.1), and from these the lemma below
assists in finding the planar rank 4 graphs. These are shown in the right-hand
columns of Tables 4.1 and 4.2. The corresponding Conway parameter graphs
are shown in the left columns. 15 of Conway’s 16 “graphical cases” are realized
in this way, all except K5.
Lemma 4.3.1. Every planar graph can be obtained from a planar trivalent graph by
collapsing a sequence of edges. [Remember: graphs have no separating edges.]
Proof. Suppose a vertex p in a planar graph G has valence at least 4. Let e be a
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half-edge incident to p. Since the edge containing e does not separate G, there
is another half-edge e′ incident to p lying in the same connected component of
G\p as e. Since p has valence at least 4, the incident half-edges can be partitioned
into two sets S1, S2 each of cardinality at least 2, each set consisting of cyclicly
consecutive half-edges under the adjacency relation given by the embedding of
G in the plane. Then p can be replaced by a new edge f whose vertices v1, v2
are also incident to the half-edges of S1 and S2, respectively. f is not a sepa-
rating edge since e and e′ are in the same component. The other edges remain
non-separating, and the resulting graph remains planar. The result follows by
induction.
By Kuratowksi’s Theorem, the only nonplanar rank 4 graph is the complete
bipartite graph K3,3. Its Jacobian J(K3,3) yields Conway’s 17th graphical type,
which he also calls K3,3.
In summary:
Proposition 4.3.2. A quadratic form q ∈ Y4 is in the image of J : X4 → Y4 if and only
if its Voronoi cell has shape one of Conway’s graphical cases, except K5.
Note: Vallentin ([34]) calls Conway’s “graphical cases” zonotopal and breaks
them into two overlapping categories: graphical (Jacobians of graphs, though
he does not use this terminology) and cographical. The cographical lattices are
dual to graphical lattices. In Vallentin’s terminology, the combinatorial Voronoi
cell shapes parametrized by subgraphs ofK5 are actually cographical lattices on
their parametrizing graph, while K3,3 is instead the graphical lattice on K3,3[34].
This explains why all the 16 graphical cases parametrized by subgraphs of K5
were dual to planar graphs except for K5 itself.
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Table 4.1: Conway’s Graphical Lattices
Name Positive Conorms Graphs with Indicated Positive Conorms
K5 − 1
K5 − 2
K5 − 1− 1
K5 − 3
K5 − 2− 1
K4 + 1
C2221
C221 + 1
C321
C222
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Table 4.2: Conway’s Graphical Lattices (Continued)
Name Positive Conorms Graphs with Indicated Positive Conorms
C3 + C3
C5
C4 + 1
C3 + 1 + 1
1 + 1 + 1 + 1
4.4 Higher Rank
After the author determined how rank 4 graph Jacobians fit into Conway’s clas-
sification, he learned that Vallentin has developed a much more general theory
translating between lattices with zonotopal Voronoi cells and regular oriented ma-
troids[34]. This allowed Vallentin to cast Tutte’s excluded minor characteriza-
tions of graphical matroids ([33]) in terms of lattices. In this section, the author
will point out that Vallentin’s results give an answer to the Schottky problem in
higher rank.
Zonotopal Lattices (Vallentin, [34]) The support of a vector v in Zn is the set
of standard basis vectors with nonzero coefficient in v. An elementary vector of
a subgroup L of Zn is a vector v ∈ L ∩ {1, 0,−1}n with minimal (nonempty)
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support. Two vectors are conformal if they lie in the same closed orthant. A
zonotopal lattice in Rd is a subgroup L ⊆ Zd such that every element of L is a
form of pairwise conformal elementary vectors. Rd is equipped with an inner
product making the standard basis orthogonal, but not necessarily orthonormal.
Some notational caution for this section: A graphical lattice is a lattice in
the image of the Jacobian map – graphical in the sense of Vallentin, a narrower
sense than Conway’s. Circuit in the sense of matroid theory corresponds to the
more restricted notion of cycle of Chapter 3.
The argument of Lemma 3.3.4 shows:
Proposition 4.4.1 (Vallentin, [34] p.43). Graphical lattices are zonotopal.
A zonotopal lattice is essentially the same object as a regular oriented matroid.
A matroid specifies which subsets of a ground set E, or equivalently which vec-
tors in {0, 1}E , are independent sets, bases, circuits, etc. Matroids are notorious
for having many equivalent definitions – each special class of subset has its own
axiomatization. Likewise, an oriented matroid over E specifies which vectors in
{−1, 0, 1}E have various dependence properties. One such axiomatization is
that the circuits C ⊂ {−1, 0, 1}E satisfy the axioms[5]:
• 0E /∈ C;
• C ∈ C implies −C ∈ C;
• If C,D ∈ C and the support of C is contained in that of D, then C = ±D;
• If C,D ∈ C and C 6= −D and C,D have opposite signs in coordinate e,
then there exists Z ∈ C with support excluding e such that each nonzero
coordinate of Z matches the corresponding coordinate of C or D.
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The elementary vectors of a zonotopal lattice in Rd satisfy these axioms (for the
last axiom, take Z to be any vector from a pairwise conformal set of elementary
vectors summing to C+D). LetM(L) denote the oriented matroid correspond-
ing to L. The supports of the vectors in C are the circuits of a matroid over E,
called the underlying matroid ofM(L).
Vallentin points out that a set of vectors in {−1, 0, 1}E is the set of elementary
vectors of a zonotopal lattice precisely if they form the circuits of a regular ori-
ented matroid ([34], p.40). (Recall that a matroid is regular if it is representable
over a totally unimodular matrix: its circuits are the minimal sets of dependent
column vectors in such a matrix. For the case of oriented matroids, this is equiv-
alent to being representable over a matrix with entries in Z/2Z[26].)
Tutte showed that a regular matroid is graphic – its circuits are the cycles
of some graph – precisely if it has no minor isomorphic to the dual of graphic
matroids corresponding to the graphs K3,3 or K5. The matroid notions of duals
and minors extend to regular oriented matroids, or equivalently to zonotopal
lattices. The dual L∗ of a zonotopal lattice L ⊆ Zn is the lattice of vectors in Zn
orthogonal to all those in L, orthogonality given by the standard inner product
on Zn. The deletion L \ S of a set S ⊂ E from L is the image of the projection
of L to RE−S . The contraction L/S is the image of the projection to RE−S of the
vectors in L with supports disjoint from S. A minor of a matroid or lattice is the
result of performing a sequence of deletions and contractions[34].
Theorem 4.4.2 (Tutte[33],Vallentin[34]). A zonotopal lattice L ⊆ ZE is of the form
L = H1(G;Z) ⊆ ZE for some graph G with edge set E if and only if L has no minor
that is combinatorially isomorphic to the lattice H1(K5;Z)∗ or H1(K3,3)∗.
Corollary 4.4.3. A positive definite quadratic form is in the image of J if and only if
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its corresponding lattice is equivalent to a zonotopal lattice containing no J(K5)∗ or
J(K3,3)
∗ minor.
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CHAPTER 5
AN EILENBERG-MACLANE SPACE FOR IO3
As mentioned in the previous chapter, Soule´ showed that the symmetric space
Y3 deformation retracts onto an invariant subspace, the well-rounded retract Z3.
In this chapter, J−1(Z3) is shown to be an invariant deformation retract of X3,
so that K = J−1(Z3)/IO3 is an Eilenberg-MacLane space for IO3. Then the CW-
structure K inherits from the fiber calculation of section 3.3 is described.
5.1 The Well-Rounded Retract and its Preimage
The well-rounded retract consists of inner products generated by systoles.
Systoles A systole of a positive definite quadratic form q is a nonzero vector
v ∈ Zn for which q(n) is minimal. A systole of a graph G is a nonzero element
γ ∈ H1(G,Z) minimizing γ ·G γ. Such a systole is represented by a cycle in G,
also called a systole.
It is easy to see that three linearly independent systoles for a quadratic form
q ∈ Y3 form a basis for Z3. (For instance, the proof of 3.3.6 shows that cy-
cles representing the systoles in 3.3.5 form a basis for H1(GM ,Z), where M is a
Minkowski-reduced matrix in the GL3(Z)-orbit of q.) An example of a quadratic
n-ary form with n independent systoles, n ≥ 5, but no basis consisting of sys-
toles is given by Pettet and Souto[27]. In fact, their example is the matrix Mn of
Lemma 4.1.1.
52
Well-Rounded Retract[30] Z3 ⊂ Y3 is the subspace of quadratic forms gen-
erated by their systoles. Equivalently, this well-rounded retract is the space
D · GL3(Z) ⊂ Y3 where D is the subspace of Minkowski-reduced diagonal ma-
trices.
Soule´ constructed his (strong) deformation retract in two stages. Let Zi, 1 ≤ i ≤
3 denote the subspace of Y3 consisting of quadratic forms that have bases con-
taining at least i systoles. So Z1 = Y3 and Z3 agrees with the previous notation.
The deformation proceeds from Z1 to Z2, and then to Z3.
Theorem 5.1.1. There is a (strong) equivariant deformation retraction from rank 3
Outer space X3 to the Out(F3)-invariant subspace J−1(Z3). It is obtained as a de-
formation retraction A1 from X3 = J−1(Z1) to J−1(Z2) followed by a deformation
retraction A2 from J−1(Z2) to J−1(Z3).
Proof. To describe the deformation Ai : J−1(Zi) × [0, 1] → J−1(Zi+1), both a
graph and a marking comprising Ai((G, ρ), t) must be specified. This graph will
always be combinatorially either G or a collapse of G, but with a modified met-
ric. The marking will always be either ρ or the marking ρ induced by a collapse,
so notation can be simplified by disregarding the marking. As a consequence,
Out(F3)-equivariance of Ai is automatic and continuity of Ai will follow imme-
diately from the construction.
Suppose G ∈ J−1(Zi), i ∈ {1, 2}. Let A(G) denote the set of systoles in
G, viewed as cycles (and thereby as 1-subcomplexes). If G ∈ J−1(Zi+1), let
Ai(G, t) = G (with the same metric) for all t ∈ [0, 1]. Otherwise, shrink the com-
plement of the subcomplex ∪A(G) at a constant rate until a graph in J−1(Zi+1)
is obtained.
53
Formally, defineGλ (λ ≥ 0) to be the metric graph obtained fromG by chang-
ing the edgelength of e ∈ G to
lGλ(e) :=

lG(e) if e ∈ ∪A(G)
λlG(e) if e /∈ ∪A(G)
Any edge assigned a length of zero in Gλ is understood to have been collapsed.
Claim: for G ∈ J−1(Zi) (i ∈ {1, 2}), the set SG,i := {s ∈ [0, 1] : Gs ∈
J−1(Zi+1)} is nonempty. The theorem follows from the claim, using the retrac-
tion Ai(G, t) = G1−t+tλ(G,i) where
λ(G, i) = sup {s ∈ [0, 1] : Gs ∈ J−1(Zi+1)}.
(It is also necessary to show that Ai(G, 1) is a rank 3 graph.)
It remains only to establish the claim for i ∈ {1, 2}. First, consider the case
i = 1. If G ∈ J−1(Z2), then 1 ∈ SG,1. Otherwise, if α±1 is the unique systole in G,
then every other cycle inG gets length strictly less than l(α) inG0. By continuity
of the length of a fixed cycles under s 7→ Gs, SG,1 6= ∅. In fact, A1(G, 1) has no
collapsed edge.
Next, consider the case i = 2. Suppose G ∈ J−1(Z2). As usual, it suffices
to consider the five graph collapses of the tetrahedral graph in turn. Let α
denote a systole.
• For the 3-rose, the claim is immediate, and A2(G, 1) is also a 3-rose.
• For the theta graph with a loop added at a vertex, assume (in the harder
case) the systoles consist of the loop and a 2-cycle in the theta graph. The
remaining edge together with a minimal length edge of the theta graph
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forms a 2-cycle whose length in G0 is at most l(α)/2. No edge is collapsed
in A2(G, 1).
• The same reasoning works in the case of a 4-cage, unless there are two
systoles with disjoint edge sets. But then all edges have the same length
and G ∈ J−1(Z3).
• Consider the case where G is with an edge collapsed. If ∪A(G) = G,
then G ∈ J−1(Z3). (Indeed, as in the proof of 3.3.3 two 3-cycles overlap-
ping in a single edge cannot both be systoles.) If e ∈ G \ ∪A(G) is an edge
connecting a valence 3 to the valence 4 vertex, then the 2-cycle formed by
it and the other edge connecting the same vertices has length in G0 stricly
smaller than l(α). Alternatively, if e connects the two valence 3 vertices
then a minimal length 3-cycle in G involving e gets length at most l(α) in
G0. Collapsing e results in a rank 3 graph: the 4-cage.
• Lastly, suppose G = . If ∪A(G) = G, then G ∈ J−1(Z3). (Indeed, as
in the proof of 3.3.3 two independent 4-cycles cannot both be systoles.)
If G 6∈ J−1(Z3), let e be the edge not contained in any systole. Then e
is contained in two 3-cycles of G. The average length of these two in G0
is l(α)/2 if G contains a systolic 4-cycle, and is strictly less than l(α) if G
contains two independent systolic 3-cycles. In either case, A2(G, 1) has no
collapsed edge.
Remark Ash constructed a well-rounded retract of the symmetric space for
general n and an explicit deformation retraction to it[2]. In the case n = 3, his
example and even the deformation retraction coincides precisely with Soule´’s.
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The deformation retraction of the preceding example can be used to recover the
result that Y3 deformation retracts onto Z3, albeit using a different deformation
retraction.
Theorem 5.1.2 (Soule´, [30]). Y3 deformation retracts onto Z3.
Proof. Define deformation retractions Ai : Zi × [0, 1] → Zi+1, for i = 1, 2, as
follows. Given an element of Zi, write it as L · g with L Minkowski reduced and
g ∈ GL3(Z). Define Ai(L · g, t) = J(Ai(GL · ±g, t)). Although the marked graph
GL · g is only determined by the matrix L · g up to right-multiplication by ±I ,
the equivariance of the construction of Ai (and the fact that −I sends each fiber
to itself) makes Ai well-defined.
Remark The definition of the deformationAi does not carry over to give a well-
defined deformation in higher rank. For example, the rank 4 graph G consisting
of three vertices each pair of which are joined by two edges assigned a length
of unity has three independent systoles (the 2-cycles) whose union is the whole
graph G. So Gλ = G for all λ ∈ [0, 1], and the construction of Theorem 5.1.1 fails
to produce a graph with a new systole.
Corollary 5.1.3. The subspace K := J−1(Z3)/IO3 ⊂ X3/IO3 is an Eilenberg-
MacLane space for IO3.
Proof. J−1(Z3) is contractible since it is a deformation retract of X3, which is
contractible[11]. Baumslag and Taylor showed IO3 is torsion-free([3], [23] p.26).
The stabilizer of a marked graph in Outer space is isomorphic to the group of
isometries of the graph, and is therefore finite. Therefore the action of IO3 on
J−1(Z3) is free and properly discontinuous. J−1(Z3) → K is thus a covering
space and K is a K(IO3, 1).(see e.g. [16]).
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5.2 K as a CW-complex
Soule´ gave a simplicial structure to his well-rounded retract[30]. This section
describes a CW-structure induced on K by Soule´’s simplicial structure together
with the fiber computation of Theorem 3.3.2.
Let D ⊂ Y3 denote the subset of the symmetric space represented by
Minkowski-reduced matrices. So Z3 = D · GL3(Z). Any matrix in D has all
of its diagonal entries equal. Soule´ normalized this equal value to be 2, and
wrote
h(x1, x2, x3) :=

2 x3 x2
x3 2 x1
x2 x1 2
 ,
thereby identifying D with the “truncated cube” (see Figure 5.1)
{(x1, x2, x3) ∈ R3 : h(x1, x2, x3) ∈ D}.
By the inequalities (3.1)-(3.3), D is the subset of [−1, 1]3 satisfying
max{−x1 + x2 + x3, x1 − x2 + x3, x1 + x2 − x3,−x1 − x2 − x3} ≤ 2.
Soule´ named certain points of D and computed their stabilizers. These
points are shown in Figure 5.1.
Special Points, [30] O = h(0, 0, 0). Q = h(1, 0, 0). M = h(1, 1, 1).
N = h(1, 1, 1/2). M ′ = h(1, 1, 0). N ′ = h(1, 1/2,−1/2). P = h(2/3, 2/3,−2/3).
Soule´ showed that D is a union of 24 copies of a fundamental domain for the
GL3(Z) action on Z3, 24 being the cardinality of the signed symmetric group (the
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stabilizer of O consisting of the matrices in GL3(Z) with a single nonzero entry
in each row and each column.) In the sequel, D will be called Soule´’s domain.
Corners, Hexagons, Boundary, Radii, Cones A hexagon in D is one of the six
hexagonal faces of the truncated cube. An edge of a hexagon is a hexagonal edge
A truncated face inD is one of the four remaining triangular faces of the truncated
cube. The corners of D are the points of D in the GL3(Z)-orbit of M . A radius of a
hexagon is a straight line segment joining the center of the hexagon (i.e. a point
in the GL3(Z)-orbit of Q) to a corner of the hexagon. The boundary ∂D of D is
the union of the six hexagons of D and the four truncated faces. In other words,
∂D = D ∩
⋃
g∈GL3(Z)
D·g 6=D
D · g.
The cone on a subset S ⊆ ∂D of the boundary is the set
CS := {ts : t ∈ [0, 1], s ∈ S} ⊆ D.
O
Q M’
PN’
M
N
u
v
w
Figure 5.1: Soule´’s Domain and Special Points
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This same terminology (hexagons, cones, etc.) is used for the corresponding
subsets of GL3(Z)-translates of D.
Thus the coordinate axes intersect D in the cones on the centers of pairs of op-
posite hexagons, and D is the convex hull of its corners.
In the present context, Theorem 3.3.2 becomes:
Proposition 5.2.1. The fibers of J over the points of D are as follows:
• The fiber over O is a rose.
• The fibers over the remaining points on the coordinate axes are theta graphs.
• The fibers over the corners of D are single points, as are those of
C{(1, 1, 1), (1,−1,−1), (−1, 1,−1), (−1,−1, 1)} \O.
• The remaining fibers over points in the cones of the radii of the hexagons are
segments.
• All remaining fibers are pairs of points.
The most interesting points of D are those with rose or theta graph fibers,
since they form together to make “tubes” within K. Imagine a point E moving
from Q to O along the positive x1-axis of D. The fiber J−1(E) (E 6= O) can be
identified with the theta subgraph of the graph GE constructed in 3.3.3 (as in
3.3.2, a point of this theta graph corresponds to the graph obtained by adding a
loop there). As E moves towards O, one of the edges of this subgraph shrinks
until it collapses, while the other two grow into two petals of the rose J−1(O),
forming a pair of “tubes” glued along a triangle (as in the bottom half of Figure
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5.2(ii)). The fibers from two GL3(Z)-translates of D intersecting in a hexagon
thus form tubes and pinched tubes in K joining the two rose fibers at the centers
of the adjacent translates. These tubes (i) and pinched tubes (ii) are shown in
Figure 5.2.
(i) Tube (ii) Pinched Tube
Figure 5.2: Tubes formed from Rose and Theta fibers
Subsets A and B Let A ⊂ Z3 denote the subset of points with rose or theta
graph fibers. B denotes the set of points whose fibers are roses, theta graphs,
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segments, or single points. Denote their preimages in K by A˜ = J−1(A), B˜ =
J−1(B).
It will be shown (Theorem 7.2.2) that every element of H∗(IO3,Z) is repre-
sented by an element of H∗(A˜,Z) (i.e., that H∗(A˜,Z)→ H∗(K,Z) is surjective.)
Adjacency Two hexagons are adjacent if they intersect. Two M -orbit vertices
of D are adjacent if they lie on the same hexagonal edge (i.e., if some element of
GL3(Z) sends them to {M,M ′}). AnM -orbit vertex is adjacent to aQ-orbit vertex
if they lie on the same radius (i.e., if some element of GL3(Z) sends them to
{M,Q}). TwoO-orbit vertices (and by extension theD-orbits they are contained
in) are adjacent if the corresponding D-orbits intersect in a hexagon.
Proposition 5.2.2. K has a 3-dimensional CW-structure such that GL3(Z) acts by
cellular automorphisms. The fibers J−1(O), J−1(M), and J−1(Q) are subcomplexes, as
is J−1(D), the preimage of Soule´’s domain.
Proof. J−1(D) consists of the following cells. The zero-cells are (GO, ρO),
(GQ, ρQ), (GM , ρM) and their GL3(Z)-translates within D. (Thus the 29 zero-
cells are: the basepoint of the rose in the fiber of O; the 16 single point fibers of
the translates of M ; the two vertices each of the fibers of the 6 translates of Q.)
The 181 one-cells are: the three loops in the rose fiber of O; the three edges
in the theta graph fibers of each of the 6 translates of Q; the two edges forming
each of the preimages of the 24 hexagon edges; the two edges each lying over
the 36 radii (swept by the two endpoints of the edge fibers); the pairs of edges
swept by the vertices of theta graph fibers above the six coordinate half-axes
(cones on hexagon centers); the preimages of the cones C(1, 1, 1), C(1,−1,−1),
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C(−1, 1,−1), C(−1,−1, 1); and the pairs of edges above the cones of each of the
remaining 24 M -orbit vertices swept by vertices of segment fibers.
The 266 two-cells are: one triangle comprising the preimage of each of the
36 radii; two quadrilaterals and one triangle comprising the preimage of each of
the six coordinate half-axes as described in the paragraph following Proposition
5.2.1; one triangle each over 12 of the cones of corners (the cones whose fibers
are intervals); two triangles over each of the 36 cones of radii (swept out by the
endpoints of the interval fibers); four pairs of triangles over the truncated faces
of the cube (i.e., convex hulls of pairwise adjacent triples ofM -orbit points); two
pairs of triangles over each of the 6 components of each hexagon minus its radii
(accounting for 72 2-cells); and a pair of triangles over each of the cones of the
24 hexagonal edges.
The 116 three-cells are: simplices that are the preimages of 12 of the cones of
radii (the ones involving (1, 1, 1),(1,−1,−1),(−1, 1,−1), and (−1,−1, 1)); quadri-
lateral pyramids that are the preimages of the remaining 24 radii; two simplices
each comprising the preimages for the cones on each of the 6 components of
each hexagon upon deleting the radii (72 3-cells); and two simplices comprising
the preimages of each of the cones on the four truncated faces.
The Euler characteristic of J−1(D) is χ(J−1(D)) = 29 − 181 + 266 − 116 =
−2 = χ(J−1(O)). Indeed,
Corollary 5.2.3. J−1(D) deformation retracts onto the rose fiber J−1(O).
Proof. All 3-cells have free faces contained in J−1(∂D). Collapsing them yields
a cell complex without 3-cells and with no 2-cells in J−1(∂D). Every 1-cell in
J−1(∂D) is a free face of a 2-cell in the resulting complex; collapse these. Do the
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same with all 0-cells in J−1(∂D) that are free faces of 1-cells. All that remains
is the preimage of the cone of 12 of the corners. The cone of each of these cor-
ners has preimage a “triangle” with base a petal of J−1(O). Collapsing these
“triangles” to their bases completes the deformation retraction to the rose.
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CHAPTER 6
H1(IO3)
Magnus found a generating set for IAn[24]. Andreadakis showed using
purely algebraic methods that H1(IAn,Z) is free abelian of rank n2(n − 1)/2,
with the Magnus generators as basis[1]. Kawazumi recovered this result and
also showed H1(IOn,Z) is free abelian of rank (n + 1)n(n − 2)/2 by studying
the Johnson homomorphism[20]. In this chapter, the result H1(IO3,Z) = Z6 is
recovered using a topological approach: by computing H1(K,Z).
6.1 Roseboxes and their Ordering
Bestvina-Bux-Margalit defined an ordering on roses in the quotient of the spine
of Outer space by IAn, a subspace of Xn/IAn[4]. The same idea can be used to
order the set of rose fibers in K ⊂ X3/IA3, so that K may be viewed as being
built up inductively from preimages of Soule´ domains.
Labeling a Homology-Marked Graph ([4]) A homology-marked graph (G, ρ)
is represented by G with oriented-edge labels. The edge e is labelled by a row
vector, an element of Zn, n = rk (G). The ith coordinate of the label is the
coefficient of the oriented edge in ρ(xi).
The labeling on (G, ρ) · A is obtained from that of (G, ρ) by right multiplying
each label by A.
Corollary 5.2.3 motivates the definition:
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Rosebox Let D˜ = J−1(D). A rosebox is any GL3(Z)-translate of D˜ in K. Identify
a rosebox with its rose fiber and thereby with a coset of Stab(O) in GL3(Z) via
D˜ · A ↔ Stab(O)A. (In order to alleviate any potential confusion between the
positive definite symmetric matrix TA(2I)A ∈ Y3 and the coset representative
A, the former is written using round brackets and the coset class using square
brackets.)
In other words, the Stab(O)-coset corresponding to a rosebox is represented
by any matrix whose row vectors are the labels in any homology-marked graph
in its rose fiber (with any orientation). The first homology of a rosebox is gen-
erated by the three petals of its rose fiber. (Compare with the proof of Theorem
3.3.2.) These closed paths deserve names:
Rosebox Homology Generators [v1|v2|v3] denotes the closed path in the rose
fiber of the rosebox

v1
v2
v3
 obtained by rotating the (basepoint of the) loop la-
beled v2 around the loop labeled v1 (in the direction of its orientation), param-
eterized proportional to arclength. (Note: [v1|v2|v3] should be viewed as a 3x3
matrix with row vectors vi since it then serves as a Stab(O)-coset representative
for its rosebox. Moreover, [v1|v2|v3]A = [v1A|v2A|v3A] as paths. The notation
[v1|v2|v3] is used for compactness of notation.)
There is redundancy in the naming of these oriented petals. Rotating v2
around v1 in one direction is the same as rotating v3 about v1 in the reverse
direction, and the only edge whose orientation matters up to graph equivalence
is that labeled v1. Therefore:
Lemma 6.1.1. At the level of closed paths:
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(i) [v1|v2|v3] = − [v1|v3|v2]
(ii) [−v1|v2|v3] = − [v1|v2|v3]
(iii) [v1| ± v2| ± v3] = [v1|v2|v3]
where the negation of a path is the path traversed with the reverse orientation.
Norm on Roseboxes, Ordering ([4]) The norm of a vector v = (a, b, c) ∈ Z3 is
the vector |v| = (|a|, |b|, |c|) ∈ N3≥0, so that vectors are partially ordered by a
lexicographical ordering on their norms. The norm of a 3x3 matrix with rows
v1, v2, v3 is the triple (|v3|, |v2|, |v1|), so that matrices are partially ordered by a
lexicographical ordering on their norms. Finally, the norm of a right Stab(O)-
coset is the minimal norm among its representatives. Fix any total ordering
extending < by “arbitrarily breaking ties.”
This ordering was chosen by Bestvina-Bux-Margalit so that

1 0 0
0 1 0
0 0 1
 would
be the (unique) smallest Stab(O)-coset. The ordering is useful in the current
setting because that coset corresponds to the rosebox D˜.
6.2 Connectedness of the Descending Links
The goal of this section is to show that as K is inductively built by gluing on
roseboxes, each new rosebox is glued along a connected set, the descending link.
It will follow from Mayer-Vietoris sequences that H1(K,Z) is generated by the
petals of the rose fibers. In the coming sections, the number of petals needed
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to generate H1(K,Z) is pared down to six. There will be no relations between
these six, so H1(K,Z) = Z6. Knowledge of the structure of descending links
will be useful in computing homology. Refer to section 5.2 for terminology of
adjacency.
Descending Link, Inductive Complex Let ρ be a rosebox. Then define
K<ρ :=
⋃
ρ′<ρ
ρ′ K≤ρ :=
⋃
ρ′≤ρ
ρ′ Lk<(ρ) := ρ ∩K<ρ.
Lk<(ρ) is called the descending link of ρ.
Proposition 6.2.1 (Structure of Descending Link). Let ρ 6= D˜ be a rosebox. Then
Lk<(ρ) is homotopy equivalent to a wedge of circles and at most one 2-sphere. In par-
ticular, Lk<(ρ) is connected. Each of these circles is homologous in Lk<(ρ) to either the
preimage of an edge of a Soule´ domain or to one of the embedded circles in a theta fiber.
The proof of this proposition will occupy the remainder of this section. A
number of lemmas are needed.
Lemma 6.2.2. The descending link Lk<(ρ) is the preimage of a subcomplex of the
boundary of Soule´’s truncated cube, given its natural CW-structure as a Euclidean poly-
tope (see Figure 5.1). In particular, the entire preimage of a hexagon (resp. truncated
face, resp. edge) is contained in Lk<(ρ) iff the Q-orbit (resp. P -orbit, resp. N -orbit)
fiber it contains is.
Proof. Soule´ essentially proves this in [30] by computing stabilizers. Alterna-
tively, the lemma follows from the observation that a translate of the preimage
of a face of Soule´’s truncated cube can be reconstructed knowing only a marked
graph in its Q, P , or N -orbit fiber.
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Lemma 6.2.3 is a summary of [Proposition 5.2 and Lemma 6.3 of [4]].
Lemma 6.2.3. The descending link of any rosebox except D˜ contains a fiber over the
orbit of Q. In particular, Lk<(ρ) 6= ∅. Moreover, no two opposite Q-orbit vertices are
contained in Lk<(ρ).
Recall M = h(1, 1, 1),M ′ = h(1, 1, 0), N = h(1, 1, 1/2), N ′ = h(1, 1/2,−1/2). Let
M ′′ = h(1, 0,−1). See [30] for the computations of stabilizers of these points.
Let A =

v1
v2
v3
 ∈ GL3(Z). For whichB ∈ GL3(Z) doesD3 ·B containM ·A?
Since every M -orbit point in D3 is in the Stab(O)-orbit of M or M ′, this amounts
to finding allB such that for some pi ∈ Stab(O),M ·A = M ·piB orM ·A = M ′·piB.
The solutions of the first equation are the matrices in Stab(O)Stab(M)A. These
[Stab(M) : Stab(OM)] = 4 right cosets of Stab(O), give rise to the following
roseboxes:
v1
v2
v3
 ,

v1 + v2 + v3
v1
v2
 ,

v1 + v2 + v3
v1
v3
 , and

v1 + v2 + v3
v2
v3
 .
Since q1 :=

1 0 0
0 0 −1
0 1 1
 satisfies M = M ′ · q1, the solutions to the sec-
ond equation are Stab(O)q1Stab(M) = Stab(O)Stab(M ′)q1. This gives rise to
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[Stab(O) : Stab(OM ′)] = 12 translates:
v1 + v2
v1
v3
 ,

v1 + v2
v2
v3
 ,

v1 + v3
v1
v2
 ,

v1 + v3
v2
v3
 ,

v2 + v3
v1
v2
 ,

v2 + v3
v1
v3
 ,

v1 + v2 + v3
v1 + v2
v1
 ,

v1 + v2 + v3
v1 + v2
v2
 ,

v1 + v2 + v3
v1 + v3
v1
 ,

v1 + v2 + v3
v1 + v3
v3
 ,

v1 + v2 + v3
v2 + v3
v2
 ,

v1 + v2 + v3
v2 + v3
v3
 .
Say that each of the 16 roseboxes in the previous two lists is adjacent to A
through M . Analogously, define the concept of adjacent to A through M ′,M ′′,N ,
orN ′. This notion of adjacency depends on the matrixA, and not just its Stab(O)
coset.
Since N = N ′ · q1, the above argument holds mutatis mutandis with N (resp
N ′) in place of M (resp M ’), yielding the [Stab(N) : Stab(ON)] + [Stab(N ′) :
Stab(ON ′)] = 4 + 4 = 8 roseboxes adjacent to A through N :
v1
v2
v3
 ,

v1 + v3
v1
v2
 ,

v1 + v3
v2
v3
 ,

v2 + v3
v1
v2
 ,

v2 + v3
v1
v3
 ,

v1 + v2 + v3
v1
v2
 ,

v1 + v2 + v3
v1 + v3
v1
 ,

v1 + v2 + v3
v2 + v3
v2
 .
Using the above computations, it is straightforward to compute the lists of
roseboxes adjacent to A through the remaining points of interest. For instance,
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replacing vi with the ith row of q−11 A (i.e. v1 7→ v1, v2 7→ v2 + v3, v3 7→ −v2) in the
list for M produces the list for M ′:
v1
v2 + v3
−v2
 ,

v1 + v3
v1
v2 + v3
 ,

v1 + v3
v1
−v2
 ,

v1 + v3
v2 + v3
−v2
 ,

v1 + v2 + v3
v1
−v2
 ,

v1 + v2 + v3
v2 + v3
−v2
 ,

v1 − v2
v1
v2 + v3
 ,

v1 − v2
v2 + v3
−v2
 ,

v3
v1
v2 + v3
 ,

v3
v1
−v2
 ,

v1 + v3
v1 + v2 + v3
v1
 ,

v1 + v3
v1 + v2 + v3
v2 + v3
 ,

v1 + v3
v1 − v2
v1
 ,

v1 + v3
v1 − v2
−v2
 ,

v1 + v3
v3
v2 + v3
 ,

v1 + v3
v3
−v2
 .
Note that the roseboxes adjacent through N are all adjacent through both M
and M ′, as must be the case since two roseboxes contain a given translate of N
iff they contain the corresponding translate of the whole edge MM ′. Observe
that the descending link does not depend on the choice of tie-breaking, as ad-
jacent matrices (through any of these vertices) can never have rows (unequal
up to multiplication by ±1) of equal norm, for their difference would then be a
multiple of 2 [cf [4] Lemma 4.1].
Lemma 6.2.4. IfM ·A andM ′ ·A are in the descending link of ρ0 ·A, then (MM ′)·A ⊆
Lk<(ρ0 · A).
Proof. Suppose, for a contradiction, that none of the 8 roseboxes adjacent to
A through N is descending, but that at least one of the 16 roseboxes ad-
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jacent through M is descending, as is at least one of the sixteen adjacent
through M ′. Inspecting the roseboxes adjacent to M but not to N , one
sees v1 + v2 < max{v1, v2} or v1 + v2 + v3 < max{v1, v2}. For instance, if
v1 + v2 + v3
v2 + v3
v3
 is descending, then one of v1 + v2 + v3, v2 + v3 is less than both
v1 and v2. This one can not be v2 + v3, or else

v2 + v3
v1
v3
 would be descending
through N , so v1 + v2 + v3 < min{v1, v2} < max{v1, v2}. The other cases are
similar.
Likewise, inspecting the roseboxes adjacent to M ′ but not to N , one sees v1−
v2 < v3,max{v1, v2}. Without loss of generality, assume v1 > v2 (M = h(1, 1, 1, )
and M ′ = h(1, 1, 0) are invariant under transposing the first two coordinates.) It
cannot be that both v1 + v2 < max{v1, v2} = v1 and v1 − v2 < v1. Indeed, if the
first nonzero entry of v2 has the same (resp. opposite) sign as the corresponding
entry of v1, then v1 +v2 > v1 (resp. v1−v2 > v1) [cf Lemma 6.2.3]. So v1 +v2 +v3 <
max{v1, v2} = v1.
Also, v1 + v2 + v3 > v3 or else

v1 + v2 + v3
v1
v2
 is descending through N , so
v1 > v1 + v2 + v3 > v3. Write A =

v1
v2
v3
 =

a b c
d e f
g h i
 with a 6= 0. Since
v1 + v2, v1 + v3 > v1, no entry of the first column of A can have the opposite sign
as a. But v1 > v1 + v2 + v3, so d = g = 0. Then v1 − v2 has a 6= 0 as first entry,
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contradicting that v1 − v2 < v3.
One might hope for an analogous result with M ′,M ′′, but it is not true. In-
deed, A =

1 −1 1
1 0 0
0 0 1
 has descending link containing M ′,M ′′, but not N ′.
Just as the roseboxes adjacent through M ′ were found from those adjacent
throughM by the substitution v1 7→ v1, v2 7→ v2+v3, v3 7→ −v2, the same substitu-
tion yields the roseboxes adjacent to A through N ′ from those adjacent through
N , namely:
v1
v2 + v3
−v2
 ,

v1 − v2
v1
v2 + v3
 ,

v1 − v2
v2 + v3
−v2
 ,

v3
v1
v2 + v3
 ,

v3
v1
−v2
 ,

v1 + v3
v1
v2 + v3
 ,

v1 + v3
v1 − v2
v1
 ,

v1 + v3
v3
v2 + v3
 .
Lemma 6.2.5. If M ′ · A,M ′′ · A ∈ Lk<(ρ0 · A), then they lie in the same connected
component of Lk<(ρ0 · A).
Proof. AssumeN ′·A /∈ Lk<(ρ0·A), for otherwise the lemma follows as in Lemma
6.2.4. Then v1 + v3 < max{v1, v3} or v1 + v2 + v3 < v3, as is seen by inspecting
the 8 roseboxes adjacent through M ′ but not through N ′. Since N ′ is fixed and
M ′,M ′′ are transposed by the substitution v1 7→ v1, v2 7→ −v3, v3 7→ −v2, it is also
true that v1 − v2 < max{v1, v2} or v1 − v2 − v3 < v2.
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Claim: in fact, v1 + v3 < max{v1, v3}. This claim will occupy most of the re-
mainder of this proof. Assume then for a contradiction that v1+v3 > max{v1, v3},
so that also v1 + v2 + v3 < v3. Write A =

v1
v2
v3
 =

a b c
d e f
g h i
.
Suppose first that a 6= 0. There are two subcases, depending on if g = 0 or
g 6= 0. If g 6= 0, then a and g have the same sign, since v1 + v3 > max{v1, v3}. But
then it must be that d has sign opposite to a and g since v1 +v2 +v3 < v3. But then
v2 + v3 < max{v2, v3}, contradicting the fact that N ′ · A is not in the descending
link. On the other hand, if a 6= 0 and g = 0, then since v1 + v2 + v3 < v3,
it must be that |a + d| ≤ 0, so that d = −a. Then v1 − v2 > max{v1, v2} and
v1 − v2 − v3 > max{v1, v2}, contradicting the first paragraph of this proof.
It is thus established that a = 0. Next assume d 6= 0. Then d and g must
have opposite signs, since v1 + v2 + v3 > v3. But then v2 + v3 < max{v2, v3},
contradicting the fact that N ′ · A is not in the descending link. So d = 0. Since
v1 − v2 − v3 > v2, as one sees by comparing first coordinates, it follows that
v1 − v2 < max{v1, v2}.
There are now several cases, depending on which of b, e are zero. First sup-
pose b, e are both nonzero.Then v1 − v2 < max{v1, v2} implies that b and e have
the same sign. Since v1 + v2 + v3 < v3, h has the opposite sign to b and e and
|b+e+h| ≤ |h|, so that |b|+|e| ≤ 2|h|. On the other hand, since v1+v3, v2+v3 > v3,
one sees |b|, |e| ≥ 2|h|. So 4|h| ≤ |b| + |e| ≤ 2|h|, and therefore h = 0. Then
|b|, |e| ≤ 2|h| = 0, so that b = e = 0, a contradiction.
Next suppose b = 0, e 6= 0. Then v1 + v2 + v3 < v3, so |e| ≤ 2|h|. And
v2 + v3 > v3, so |e| ≥ 2|h|. Equality holds, and so e is even. But then detA is
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even, a contradiction. The case b 6= 0, e = 0 is similar, since v1 + v3 > v3.
Having eliminated all possibilities, it is therefore established that indeed
v1 + v3 < max{v1, v3} as claimed. The substitution in the first paragraph of
this proof immediately establishes v1 − v2 < max{v1, v2} as well. The hexagons
containing h(0, 1, 0) · A and h(0, 0,−1) · A are in the descending link. These
hexagons intersect and contain M ′ ·A and M ′′ ·A respectively, which establishes
the lemma.
Lemma 6.2.6. If M · A,M ′′ · A ∈ Lk<(ρ0 · A), then they are in the same connected
component.
Proof. Suppose M · A,M ′′ · A ∈ Lk<(ρ0 · A). Assume M ′ /∈ Lk<(ρ0 · A), for oth-
erwise the lemma follows immediately from Lemmas 6.2.4 and 6.2.5. As in the
proof of Lemma 6.2.4, v1 + v2 < max{v1, v2} or v1 + v2 + v3 < max{v1, v2}. By the
proof of Lemma 6.2.5, if there is a descending adjacent rosebox through M ′ but
none throughN ′, then v1 +v3 < max{v1, v3} or v1 +v2 +v3 < v3. Using the substi-
tution that fixes N ′ and transposes M ′,M ′′, it follows that v1 − v2 < max{v1, v2}
or v1 − v2 − v3 < v2. Moreover, since there is no descending rosebox adjacent
through M ′, it must be that v2 + v3 > max{v2, v3} and v1 + v3 > max{v1, v3}.
Proceed now by cases on the matrix A =

v1
v2
v3
 =

a b c
d e f
g h i
. In this
paragraph, suppose g 6= 0. Neither a nor d can have the sign opposite to g,
since v2 + v3 > max{v2, v3} and v1 + v3 > max{v1, v3}. But then v1 + v2 + v3 >
max{v1, v2}, so v1 + v2 < max{v1, v2} (so at least one of a,d is zero). This means
v1−v2 > max{v1, v2}, so v1−v2−v3 < v2. Then a cannot be 0, so d = 0. Since there
is a vector of lesser norm than v2, e 6= 0. Now, since v1 + v2 < v1, it must be that
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|e| ≤ 2|b| and b, e have opposite signs. Since v1−v2−v3 < v2, it follows that a = g
and |b−e−h| ≤ |e|, so h and e have opposite signs and |h| ≥ |b|. Since v2+v3 > v3,
then |e| ≥ 2|h|. The three inequalities |e| ≥ 2|h|, |h| ≥ |b|, 2|b| ≥ |e| must all
be equalities. In particular, the first two entries of v1 match the corresponding
entries of v3, so det(A) = ge(c− i). As |e| = 2|b|, the determinant is even. This is
a contradiction.
Therefore g = 0. If both a and d are nonzero, then either they have the
same sign, contradicting min{v1 + v2, v1 + v2 + v3} < max{v1, v2}, or they have
opposite signs, contradicting min{v1 − v2, v1 − v2 − v3} < max{v1, v2}. So one of
a and d is zero. Suppose for a contradiction that d = 0. Then v1 − v2 − v3 > v2,
so v1 − v2 < max{v1, v2} = v1 and hence also v1 + v2 + v3 < v1. So |b − e| ≤ |b|
and |b + e + h| ≤ |b|. Then e = 0, for otherwise e and b would have the same
sign, forcing h to have the opposite sign and contradicting v2 + v3 ≥ v2, v3. Now
det(A) = −afh. Since v1+v2+v3 < v1 and v1+v3 > v1, it follows that |b+h| = |b|,
making h and hence det(A) even. This is a contradiction, so d 6= 0 and a = 0.
Next, suppose for a contradiction that b = 0. Then det(A) = cdh, so h is
nonzero. Since v2 + v3 > max{v2, v3}, e cannot have the sign opposite that of
h. But then v1 + v2 + v3, v1 − v2 − v3 > v2, so v1 + v2, v1 − v2 < max{v1, v2}, a
contradiction.
In summary, a = g = 0, b 6= 0. Now, h cannot have a sign opposite to b since
v1 + v3 > max{v1, v3}. Since v1 + v2 or v1 + v2 + v3 is less than max{v1, v2} = v2,
e and b have opposite signs. Then v1 − v2 > max{v1, v2}, so v1 − v2 − v3 < v2. So
|b − e − h| ≤ e, and therefore |h| ≥ |b|. In particular, h 6= 0. Since h, b have the
same sign, v1 − v3 < max{v1, v2}, so h(0,−1, 0) · A ∈ Lk<(ρ0 · A).
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Since v2 + v3 > v2, |h| ≥ 2|e|. Therefore |b + e + h| ≥ |b| + |e| > |e|, so
v1 + v2 + v3 > v2. So v1 + v2 < max{v1, v2}, and thus h(0, 0, 1) · A ∈ Lk<(ρ0 · A).
Since the hexagons containing h(0, 0, 1) and h(0,−1, 0) intersect, it follows that
M ·A and h(1,−1,−1) ·A are in the same component of the descending link. But
h(1,−1,−1) ·A andM ′′ ·A are in the same component by lemma 6.2.4. Therefore
M · A and M ′′ · A lie in the same component.
Note that the situation described in the previous lemma is not vacuous: the
matrix A =

0 1 0
1 −1 0
0 2 1
 has just such a descending link, containing M and
M ′′ but not M ′.
Finally, there are enough tools to show that descending links are connected:
Proof of Proposition 6.2.1. Let ρ be a translate of D3 in Y3. By Lemmas 6.2.2 and
6.2.3, Lk<(ρ) contains a whole hexagon H . To show that Lk<(ρ) is connected,
it suffices to show that every M -orbit point in the descending link lies in the
same connected component of Lk<(ρ) as H . Any M -orbit point is contained in
some hexagon whose intersection with H is a hexagonal edge. If the M -orbit
point is adjacent in ρ to a vertex of this edge, apply Lemma 6.2.4 or 6.2.5 to the
appropriate coset representative of Stab(O)A. Otherwise, apply Lemma 6.2.6.
Thus Lk<(ρ) is connected.
Now, perform a sequence of deformation retractions of Lk<(ρ) to produce a
homotopy equivalent subcomplex as follows. By Proposition 5.2.2, the preim-
age of a truncated face is formed by two triangles, with vertices identified in
pairs. If the truncated face has a free edge in J(Lk<(ρ)), then the preimage of
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the truncated face can be deformed accordingly in Lk<(ρ) to the preimage of
the other two edges. Similarly, if a hexagon has a free edge in J(Lk<(ρ)), then
the preimage of the triangular convex hull formed by it and the two incident
radii of the hexagon can be deformed to the preimage of the two radii. Next, if
the preimage of a radius has a free edge, deform this triangular preimage away
from it. Finally, some of the triangular convex hulls mentioned above may now
be deformed from radius preimages. At this stage, the only way 2-cells can
remain in Lk<(ρ) is if they came from three hexagons and the surrounded trun-
cated face. These 2-cells form a 2-sphere pinched at three points: the preimages
of the vertices of the truncated face.
6.3 An Equivalence Relation
In this section, the descending link computations of the previous section are
used to show that H1(K,Z) is generated by the (infinitely many) rose fiber
petals, subject to an equivalence relation. This relation ∼ is generated by the
equalities of closed paths of Lemma 6.1.1 together with the equalities in homol-
ogy coming from the tubes and pinched tubes of Figure 5.2. The next section
uses a greedy algorithm to reduce the number of generators to 9, and a further
reduction to reduce the number to 6. The final section will show H1(K;Z) = Z6.
Recall the compact notation [v1|v2|v3] for the 3x3 matrix with rows v1, v2, v3,
introduced in the definition of rosebox homology generators.
Proposition 6.3.1. Let ∼ be the relation on the group ring Z[GL3(Z)] generated by
(i) [v1|v2|v3] ∼ − [v1|v3|v2]
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(ii) [−v1|v2|v3] ∼ − [v1|v2|v3]
(iii) [v1| ± v2| ± v3] ∼ [v1|v2|v3]
(a) [v1|v2|v3] ∼ [v1 + v3|v2|v3]
(b) [v1|v2|v3] ∼ [v1|v2|v1 + v3] + [v1 + v3|v2|v1]
Then the map Z[GL3(Z)]/ ∼→ H1(K,Z) (given by [v1|v2|v3] 7→ [v1|v2|v3]) is a right
GL3(Z)-module isomorphism.
The proof of the proposition will make use of some relations in ∼ derived
from the generating relations. These “rules” will be applied by a greedy algo-
rithm in the next section.
Lemma 6.3.2 (Rules in ∼). The following hold:
(1a) [u|v|w] ∼ [u± v|v|w]
(1b) [u|v|w] ∼ [u± w|v|w]
(2) [u|v|w] ∼ [u± v ± w|v|w]
(3a) [u|v|w] ∼ [u± w|v|u] + [u|v|u± w]
(3b) [u|v|w] ∼ [u± v|u|w] + [u|u± v|w]
(4a) [u|v|w] ∼ [u± v ± w|v|u± v] + [u± v|v|u± v ± w]
(4b) [u|v|w] ∼ [u± v ± w|u± w|w] + [u± w|u± v ± w|w]
(5) [u|v|w] ∼ 2 [u|v + w|w]− [u|v + 2w|w]
Proof. Rules (1)-(3) are immediate from (i)-(iii),(a)-(b).
Rule (4a):
[u|v|w] (1a)∼ [u± v|v|w] (3a)∼ [u± v ± w|v|u± v] + [u± v|v|u± v ± w]
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Rule (4b):
[u|v|w] (1b)∼ [u± w|v|w] (3b)∼ [u± w ± v|u± w|w] + [u± w|u± w ± v|w]
Rule (5):
[u|v + w|w] (4b)∼ [u+ v|u− w|w] + [u− w|u+ v|w]
(1b)∼ [u+ v + w|u− w|w] + [u|u+ v|w]
(3b)∼ [[u+ v + w|v + 2w|w] + [v + 2w|u+ v + w|w]]
+[[−v|u|w] + [u|v|w]]
(2),(1b)∼ [u|v + 2w|w] + [[v + w|u+ v + w|w]− [v + w|u|w]] + [u|v|w]
(1a)∼ [u|v + 2w|w] + [−u|u+ v + w|w]− [u+ v + w|u|w] + [u|v|w]
(3b)∼ [u|v + 2w|w]− [u|v + w|w] + [u|v|w]
Proof of 6.3.1. Let ρ 6= D˜ be a rosebox. By Proposition 6.2.1, the descending
link is connected: H˜0(Lk<(ρ),Z) = 0. So in the Mayer-Vietoris sequence for
K≤ρ = K<ρ ∪ ρ contains the terms:
H1(Lk<(ρ),Z)→ H1(K<ρ,Z)⊕H1(ρ,Z)→ H1(K≤ρ,Z)→ 0.
Thus H1(K≤ρ) is generated by H1(K<ρ,Z) together with the homology gener-
ators for the rosebox ρ. By transfinite induction on the order <, H1(K,Z) is
generated by the [v1|v2|v3] (the base case and limit ordinal steps are immediate.)
Proposition 6.2.1 shows H1(Lk<(ρ),Z) is generated by circles γ embedded in
theta fibers of Lk<(ρ) or over hexagon edges. It has already been observed that
the generators of ∼ hold as equalities in H1(K,Z), so it suffices to show that the
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relations obtained from these embedded circles lie in ∼. It will be convenient
to ignore the ordering on the roseboxes and prove the stronger statement that
iρ1(γ) ∼ iρ2(γ) for every pair ρ1, ρ2 of roseboxes containing γ.
If γ is embedded in a theta fiber, then it collapses to a rosebox generator in
two of the roseboxes containing it, and to a sum of two generators in the third
adjacent rosebox (see figure 5.2). Therefore, the relation such a circle induces
between the generators of ρ1 and ρ2 is in ∼, since it is given by either rule(1) or
rule(3).
If the circle instead lies above a non-truncated edge of ρ1 and above a non-
truncated edge of ρ2, then the corresponding homology relation is a case of
rule(1) or rule(2). If the circle lies above a non-truncated edge of one and above
a truncated edge of the other, then the homology relation is rule(3) or rule(4).
Finally, the case of two truncated edges is dealt with by passing through an
intermediary rosebox where the edge is non-truncated.
6.4 A Greedy Algorithm
The previous section showed thatH1(K;Z) ∼= Z[GL3(Z)]/ ∼. The goal is to show
thatH1(K;Z) ∼= Z6; this is proved in the next section. In this section, a procedure
reminiscent of Gaussian elimination to prove that 9 generators suffice (Lemma
6.4.1). Then Lemma 6.4.2 pares the number generators down to 6.
Lemma 6.4.1. As a group, Z[GL3(Z)]/ ∼ is generated by the nine matrices:
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
1 0 0
0 1 0
0 0 1
,

0 1 0
1 0 0
0 0 1
,

0 0 1
1 0 0
0 1 0
,

1 0 0
0 1 1
0 0 1
,

0 1 0
1 0 1
1 0 0
,

0 0 1
1 1 0
0 1 0
,

1 0 0
0 1 1
0 1 0
,

0 1 0
1 0 1
0 0 1
,

0 0 1
1 1 0
1 0 0
.
Proof. It suffices to show a matrix M of determinant ±1 can be written as a Z-
sum of the nine generators.
Claim: M is equivalent to a Z-sum of matrices whose first columns are
among [100]T , [010]T , [011]T . Indeed, applying rules (1) and (3), decrease the set
of absolute values of the entries of this column until m11 = 0 or m21 = m31 = 0.
If m11 = 0, apply rule(5) until m21 = m31 or one of m21,m31 is 0. The claim then
follows from the fact that det(M) = ±1 using (i)-(iii).
The potential first columns [100]T , [010]T , [011]T are treated in sequence. As-
sume M has first column [100]T . By the determinant condition, gcd(m22,m32) =
1. Iteratively applying rule(5) reduces to the case m22 = 1 and m32 ∈ {0, 1}.
Then rule(1a) reduces to the case that the middle column is [011]T or [010]T .
In the latter case, ±1 = det(M) = m33 so that rule (1) and rule(5) prove the
claim. In the former, the determinant condition means (without loss of gener-
ality) m23 = m33 + 1. Applying rule(5) iteratively reduces to the case m23 = 1,
since the case where the second column is [010]T has already been dealt with.
Finally, iterating rule (2) reduces to the case m13 = 0, proving the lemma.
Next assume M has first column [010]T . By the determinant condition,
gcd(m12,m32) = 1, so rules (1b) and (3a) reduce to the cases m12 = 1,m32 = 0
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or m12 = 0,m32 = 1. In the former case, rule (3b) reduces to the case that the
second column is [100]T , as the case where the first column is [100]T was dealt
with in the previous paragraph. Thenm33 = ±1, so rule (1) and rule(5) complete
the proof. In the latter case, rule(5) means the second column can be taken to
be among [011]T , [010]T . Now m13 = ±1. Rule (3), together with the former case
and the previous paragraph now prove the lemma.
Finally assume M has first column [011]T . Using rule(3), it suffices to sup-
pose m12 = 0 or else 0 ≤ m22,m32 < m12. Using rule(2) and the previous para-
graph, one may further suppose m22 = m32 or else 0 ≤ m12 < |m22 −m32|. The
determinant condition reduces to two cases: m12 = 0,m22 = m32 + 1, or else
m12 = 1,m22 = m32. In the former case, rule(5) reduces to the case that the mid-
dle column is [010]T , and rule (3) with the previous paragraph reduces to the
case that the last column is [100]T . This is one of the generators. In the latter
case, rule(3) and the previous paragraph reduce to the case that the middle col-
umn is [100]T . Then ±1 = det(M) = m23 − m33, so rule (2) reduces to the case
m13 = 0. Finally, rule(5) can be applied to reduce to the case the last column is
[010]T . This is in the generating set, proving the lemma.
Lemma 6.4.2. As a group, Z[GL3(Z)]/ ∼ is generated by the six matrices
1 0 0
0 1 0
0 0 1

,

0 1 0
1 0 0
0 0 1

,

0 0 1
1 0 0
0 1 0

,

1 0 0
0 1 1
0 0 1

,

0 1 0
1 0 1
1 0 0

,

0 0 1
1 1 0
0 1 0

.
Proof. It suffices to show that three of the matrices in Lemma 6.4.1 are in the
subgroup generated by the remaining six.
Observe:
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
1 0 0
0 1 1
0 1 0
 (3b)∼

1 1 1
1 0 0
0 1 0
+

1 0 0
1 1 1
0 1 0
 (2)∼

0 0 1
1 0 0
0 1 0
−

0 0 1
1 1 1
0 1 0


0 0 1
1 1 0
0 1 0
 (3b)∼

0 0 1
1 1 1
0 1 0
+

1 1 1
0 0 1
0 1 0
 (2,iii)∼

0 0 1
1 1 1
0 1 0
−

1 0 0
0 1 0
0 0 1

Adding the two proves
0 0 1
1 0 0
0 1 0
 ∼

1 0 0
0 1 1
0 1 0
+

0 0 1
1 1 0
0 1 0
+

1 0 0
0 1 0
0 0 1
 . (6.1)
Thus the first matrix on the bottom row of the statement of Lemma 6.4.1 is
a sum of the stated generators. The other two matrices of the bottom row are
obtained from it by permuting the columns, so correspond to right-multiplying
by a permutation matrix. But ∼ is closed under right-multiplication, and the
corresponding column permutations of (6.1) completes the lemma.
6.5 Explicit Isomorphism to Magnus Generators
Recall the notation of the Magnus generators from Section 2.4. Using the vertex
of the fiber of O = h(0, 0, 0) as basepoint, the Magnus generators appear within
Z3 as follows. The Ki,j are the loops of the fiber of O:
K2,1 =

1 0 0
0 1 0
0 0 1
 , K3,2 =

0 1 0
0 0 1
1 0 0
 , K1,3 =

0 0 1
1 0 0
0 1 0
 .
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The Ki,j,k can be understood as pushing down to K the path σ in X3 described
as follows. σ visits in succession the following marked roses with oriented loops
A,B,C. All are marked Aj 7→ B,Ak 7→ C, and the roses in succession send Ai
to A,AC−1, AB−1C−1, ACB−1C−1, ABCB−1C−1. Thus the initial and terminal
point of this path push to the basepoint of Z3. Between a pair of adjacent roses,
σ travels along marked graphs above translates of the sort shown in the two
vertices of Figure 6.1.
Figure 6.1: The Fiber over Q
Using the algorithm of Lemma 6.4.1 and applying Lemma 6.4.2:
K1,2,3 =

0 1 0
1 0 0
0 0 1
+

0 1 0
1 0 1
1 0 0
 ,
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K2,3,1 =

0 0 1
0 1 0
1 0 0
+

0 0 1
1 1 0
0 1 0
 ,
K3,1,2 =

1 0 0
0 0 1
0 1 0
+

1 0 0
0 1 1
0 0 1
 .
Thus H1(IO3;Z) is generated by the six Magnus generators K1,2,3, K2,3,1, K3,1,2,
K2,1, K3,2, and K1,3. Moreover, the result H1(IO3;Z) ∼= Z6 is recovered with an
explicit isomorphism:
Proposition 6.5.1. H1(IO3) ∼= Z6 via an isomorphism Φ sending
A =

a11 a12 a13
a21 a22 a23
a31 a32 a33
 Φ7→ det(A) (a21a31, a22a32, a23a33, a22a33 + a23a32,a21a33 + a23a31, a21a32 + a22a31).
Moreover, Φ(z) give the coordinates of z with respect to the Magnus generators:
K1,2,3, K2,3,1, K3,1,2, K2,1, K3,2, K1,3.
Proof. First, observe that Φ is invariant under the equalities and relations. In-
deed, to see that (i), (ii), and (a) are respected, note that respectively switching
the bottom two rows of A, changing the sign of the top row of A, or adding the
third row to the top changes the sign of det(A) while preserving the homoge-
neous quadratics. Negating the second or third row negates both det(A) and the
quadratics, verifying (iii). Relation (b) is also respected: for instance, checking
the first coordinate, the right hand side of (b) is
det(A)a2,1(a1,1 + a3,1)− det(A)(a2,1a1,1) = det(A)a2,1a3,1,
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equal to the left hand side of (b). Verifying the other coordinates is precisely
analogous. Thus Φ is a well-defined homomorphism.
Next observe that Φ does send each Magnus generator to the appropriate co-
ordinate vector, so Φ is surjective. Finally, since H1(IO3;Z) is an abelian group
generated by 6 elements (Lemma 6.4.2), it must be Z6, and Φ must be an isomor-
phism.
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CHAPTER 7
H2(IO3)
In Section 5.2, subsets A and B of Z3 were defined as the subsets with “inter-
esting fibers”. Since A˜ contains the tubes and pinched tubes of Figure 5.2, it
appears to be a good subset on which to find representatives of H2(IO3;Z) el-
ements. Indeed, the maps Hi(A˜;Z) → Hi(K;Z) = Hi(IO3;Z) are shown to be
surjective for all i. It is shown that H2(IO3;Z) is finitely generated as a module
if and only if H2(A˜;Z) is.
7.1 The Components of Z3 \B
In this section, the homology H∗(B;Z) is computed as a preliminary step in
studying H∗(A˜,Z)→ H∗(K;Z).
Refer to Section 5.2 for the terminology used to describe subsets and special
points (O,Q,M,M ′, N,N ′, P ) of Soule´’s domain D, the truncated cube (Figure
5.1). Recall that a hexagon is a hexagonal facet ofD, a truncated face is a triangular
facet of D, a hexagonal edge is an edge of D, a radius is a segment from the center
of a hexagon to one of its vertices. This terminology applies as well to other
Soule´ domains (translates of D). A triangular piece will be one of the triangular
components of a hexagon minus its radii (e.g. QMM ′ or QM ′M ′′ – see Figure
7.1): each hexagon consists of six triangular pieces.
Recall thatA ⊂ Z3 consists of the points with rose and theta fibers. By Propo-
sition 5.2.1,A∩D is the intersection ofD with the coordinate axes. The preimage
A˜ ⊂ K ofA consists of the tubes and pinched tubes that featured prominently in
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the previous chapter. The subset B ⊂ Z3 consists of the points with connected
fibers. Only the fibers consisting of two points are excluded. A portion of B
is shown in Figure 7.1. By Proposition 5.2.1, the excluded fibers are generic in
the sense that Z3 \B contains all the interior points of the 3-simplices of Soule´’s
triangulation of the polytope D (convex hulls of OQMN , OQNM ′, OQM ′N ′,
OM ′N ′P ): B ∩ D is the cone on the union of all 6 · 6 = 36 radii of D. In other
words, B is the union of all translates of OQM and OQM ′.
O
Q
M’
PN’
M
N
M’‘’’
Q’
Q’’
M’’
M’’’Q’‘’
Figure 7.1: A portion of B inside Soule´’s domain D
In order to compute the homology of B, it helps to understand the topology
of Z3 \ B. The components of Z3 \ B are described in Proposition 7.1.1, but first
consider the components of (Z3 \B) ∩D. These are of two types:
• the intersection of D with an open orthant containing one of the truncated
faces ∆. The image of such a component in Z3/B, obtained by collapsing
the boundary of the orthant to a point, is a 3-ball. The three hexagonal
edges of ∆ project to petals of a rose on the surface of the ball, and ∆
projects to the exterior of the rose. See Figure 7.2.
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• the cone on two triangular pieces (from adjacent hexagons) sharing a com-
mon hexagonal edge (e.g., the square pyramid MOQM ′Q′ in Figure 7.1).
The image of such a component in Z3/B, obtained by collapsing the cone
on the four radii to a point, is a 3-ball. The triangular pieces project to
the hemispheres of the surface of the ball, and the shared hexagonal edge
projects to its equator.
The following proposition describes how these components, from different
Soule´ domains, fit together to form components of Z3 \B.
Proposition 7.1.1. Let C be a connected component of Z3 \ B. Then C is contractible
and intersects precisely 16 Soule´ domains. Each intersection is one of the two types
described immediately above. Let C be the closure of C in Z3, and L := C/(C ∩B) the
result of collapsing C ∩ B to a point. Then L has the homotopy type of a wedge of six
3-spheres.
O
Q
M’
N’
M
N
M’’
Q’
Q’’
M’’’’
M’’’Q’‘’
P
Figure 7.2: A portion of a component of Z3 \B and its image in Z3/B
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Proof. Choose a Soule´ domain D′ intersecting C. Then C must contain one of
the two types of components of D′ \ B listed before the statement of the propo-
sition. In particular, C must contain (the interior of) some hexagonal edge e of
D′. Replacing D′ by another Soule´ domain containing e if necessary, it follows
that C contains (all but the vertices of) some truncated face ∆. Replacing C with
a GL3(Z)-translate, it suffices to assume D′ = D and P ∈ ∆.
Claim: there are precisely 4 Soule´ domains containing ∆. This claim follows
from Soule´’s computation ([30], p.5) that the index of Stab(OP ) in Stab(P ) is
equal to 4. Alternatively, the graphGP of figure 3.4(i) shows that the set of Soule´
domains containing P is in bijection with the set of 3-cycles of the tetrahedral
graph (the 1-skeleton of a tetrahedron), of which there are four.
Any component of the intersection of a Soule´ domain andZ3\B that contains
an edge of ∆ contains no hexagonal edges except those of ∆ (see Figure 7.1).
Since [Stab(N ′) : Stab(ON ′)] = 4, each of these three edges is contained in 4
Soule´ domains besides those containing all of ∆, for a total of 4 + 3 · 4 = 16
Soule´ domains. None of these domains D′′ contain two hexagonal edges of ∆ in
separate components of D′′ \B, so C intersects each of the 16 Soule´ domains D′′
in precisely one component of D′′ \B. To see that C is contractible, it suffices to
give a deformation retraction from C to ∆. This can be achieved by deforming
the portion of C inside each Soule´ domain to its intersection with ∆.
If D′′′ is one of the four Soule´ domains containing ∆, then the component of
D′′′\B containing ∆ is of the first type mentioned in the list above the statement
of the proposition, so D′′′ ∩ C contains exactly three triangular pieces, one from
each hexagon incident in D′′′ to the truncated face ∆. Figure 7.2 shows that the
image of D′′′ ∩ C in C/(C ∩ B) is a solid ball, on whose surface we draw a rose
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with three petals, the images of the three edges of ∆. The interior of each petal
is the image of the triangular piece adjacent to the corresponding edge. The
exterior of the rose in the boundary sphere is the image of ∆.
Considering all four Soule´ domains together, the image in C/(C ∩ B) is a
cellular complex L0 consisting of four solid balls glued together along the com-
plements of the roses painted on their respective boundary spheres. The 12
intersections of the remaining Soule´ domains with C – each of the second type
described before the proposition – project to solid 3-balls in L. Let I denote one
of these 12 intersections and I its projection in L. Since I contains a hexagonal
edge of ∆, the equator of I is one of the three rose petals of L0. Each triangular
piece of I is shared by exactly three Soule´ domains (one of which contains I).
Since all hexagonal pieces of Z3 are in the same GL3(Z)-orbit, one of these three
Soule´ domains D′′′′ contains a truncated face adjacent to the triangular piece.
This truncated face must be ∆, so D′′′′ is one of the 4 Soule´ domains contribut-
ing to L0. The two hemispheres of I are therefore the interiors of the same petal
in two of the four balls comprising L0.
Form a graph (simplicial, no restrictions on valence) on the abstract set of 4
petal interiors in L0 for a fixed petal. Connect two vertices by an edge if the cor-
responding petal interiors form the hemispheres for one of the 4 balls described
in the preceding paragraph, with the given petal as equator. Call this the petal
graph corresponding to the petal. Since every vertex has valence 2 (there are
three Soule´ domains containing a given triangular piece, but the one contribut-
ing to L0 does not yield an edge), the graph is a 4-cycle. The 4 balls therefore
glue together to form a 3-sphere in L.
Now, L has one 0-cell, three 1-cells (the petals), 13 2-cells (the image of ∆ and
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the 4 · 3 petal interiors), and 16 3-cells (corresponding to the Soule´ domains). So
χ(L) = 1 − 3 + 13 − 16 = −5 = 6χ(S3) − 5, consistent with the claim on the
homotopy type of L. Indeed, the desired homotopy equivalence is obtained by
collapsing a certain contractible subset: starting with one of the 3-balls compris-
ingL0, glue on, for each petal, three of the four balls having that petal as equator.
The subspace being collapsed is contractible by Van Kampen’s Theorem, since
it is inductively built by gluing along disks. The remaining six 3-balls – three of
which were in L0 and one for each of the petals – project to 3-spheres upon this
collapse.
For later reference, here is a more detailed description of how the 12 balls
are glued to L0 to produce L. Let Ba, Bb, Bc, Bd denote the rose-painted balls
that are the images of the four Soule´ domains containing ∆. The center of ∆ has
fiber containing an equilateral tetrahedral graph, and as observed above there is
a bijection between the 3-cycles of the graph and the Soule´ domains containing
∆. Fix one of these 3-cycles, with edges labeled v1, v2, v3. The other edges of
the graph are labeled v2 − v3, v3 − v1, v1 − v2 up to sign (under the homology-
marked graph convention of Section 6.1). The midpoints of the three edges of
∆ have fiber containing the same combinatorial graph, but where vi and vj − vk
have length 1 and the other edges have length 1/2, for some cyclic permutation
i, j, k of 1, 2, 3. Let i denote 1-cell in L that contains this midpoint. Write T to
denote the image of ∆ in L. For i ∈ {1, 2, 3}, x ∈ {a, b, c, d}, write ix to denote
the interior of petal i in Bx. (If the ball in Figure 7.2 is Bc, say, then T is shown
in peach, petals 1, 2, 3 – common to all four balls – in grey, and disks 1c, 2c, 3c in
blue.)
Observe that each of the triangular pieces in C is shared by precisely 3 Soule´
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domains, precisely one of which contains ∆. There is a ball whose hemispheres
are the regions i in two of the four balls of L0 if and only if those two regions
correspond to two 3-cycles, one involving the edge labeled vi and the other in-
volving the edge labeled vj−vk. The assignment of a petal graph on the abstract
vertex set {a, b, c, d} to a petal, therefore, runs through all 3 possible such 4-cycle
graphs as the petal varies.
Write Bixy, i ∈ {1, 2, 3}, x, y ∈ {a, b, c, d} to mean the 3-ball whose equators
are ix and iy if such a 3-ball exists (i.e., if there is an edge from x to y in the petal
graph for i). After permuting the labels Ba, Bb, Bc, Bd if necessary, the 12 such
3-balls are thus:
B1ab, B1bc, B1cd, B1da, B2ab, B2bd, B2dc, B2ca, B3ac, B3cb, B3bd, B3da.
Then H3(L;Z) ∼= Z6, with generators
B1ab +B1bc +B1cd +B1da, (7.1)
B2ab +B2bd +B2dc +B2ca, (7.2)
B3ac +B3cb +B3bd +B3da, (7.3)
Ba −Bb +B1ab +B2ab +B3cb +B3ac, (7.4)
Ba −Bc +B1bc +B1ab +B2ac +B3ac, (7.5)
Ba −Bd −B1da +B2cd +B2ac −B3da (7.6)
Corollary 7.1.2. For m ≥ 0, H˜m(B;Z) ∼= Hm+1(Z3/B;Z). In particular,
H˜m(B;Z) = 0 for m 6= 2.
Proof. SinceZ3 is contractible, the isomorphism follows from the homology long
exact sequence for the pair (Z3, B). The corollary then follows from the fact that
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Z3/B has homology only in dimension 3:
Z3/B ∼=
∨
C
C/(C ∩B) '
∨
C
6∨
i=1
S3,
where C ranges over the connected components of Z3 \B.
7.2 The Intermediate Space K
In this section, it is shown that H∗(A˜;Z)→ H∗(K;Z) is surjective. To this end, it
is useful to study the effect of collapsing the fibers in A˜ to points. The resulting
space K is then homotopy equivalent to the space obtained by collapsing the
remaining contractible fibers to points. Up to homotopy equivalence, then, K
is obtained by collapsing the fibers of B to points. In the previous section, the
homology of B was computed. This section propagates the information about
the homology of B to information about the homology of A˜.
The intermediate space J : K → Z3 factors as a projection pi : K → K followed
by a map J : K → Z3, whereK is obtained fromK by collapsing each connected
fiber to a point. Let A = pi(A˜).
Proposition 7.2.1. For all m ≥ 0, Hm+1(K;Z) ∼= H˜m(B;Z). In particular,
H2(K;Z) = H1(K;Z) = 0.
Proof. Over each component C of Z3 \ B, there is a fiber bundle pi : pi−1(C) →
C. The fibers are each two points. Since C is contractible, the fiber bundle is
trivial. Therefore K is obtained from two disjoint copies of Z3 by identifying
their respective copies of B. The Mayer-Vietoris sequence for (Z3unionsqB Z3, B) then
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establishes the proposition, since B is connected and Z3 is contractible. The last
sentence of the proposition follows from Corollary 7.1.2.
Theorem 7.2.2. The maps i∗ : Hi(A˜;Z)→ Hi(K;Z) induced by inclusion are surjec-
tive for all i.
Proof. The naturality of the homology Long Exact Sequences means the map
pi : (K, A˜)→ (K,A) induces a commutative diagram:
H2(A˜)
i∗−−−→ H2(K) 0−−−→ H2(K/A˜) −−−→ H1(A˜) −−−→ H1(K)y y y∼= y y
H2(A) = 0 −−−→ H2(K) = 0 −−−→ H2(K/A) −−−→∼= H1(A) −−−→ H1(K) = 0
Proposition 7.2.1 shows that H2(K;Z) = H1(K;Z) = 0, so that the map
H2(K/A)→ H1(A) on the bottom row is an isomorphism. The map pi : K/A˜→
K/A is a homotopy equivalence, as it merely collapses segment fibers to points,
so the vertical map H2(K/A˜) → H2(K/A) is an isomorphism. By commu-
tativity of the diagram, it follows that H2(K/A˜) → H1(A˜) is injective. Ex-
actness of the top row then shows H2(K) → H2(K/A˜) is the zero map, and
i∗ : H2(A˜;Z)→ H2(K;Z) is surjective.
The same argument applies to show Hi(A˜;Z) → Hi(K;Z) is surjective for
i = 1. The case i = 3 follows from the Bestvina-Bux-Margalit calculation ([4])
that H3(K;Z) = 0. All other cases are trivial.
Corollary 7.2.3. There is a canonical splitting H1(A˜;Z) ∼= H1(A;Z)⊕H1(IO3;Z).
Proof. This follows from the splitting of the exact sequence:
0 −−−→ H2(K/A˜) −−−→ H1(A˜) −−−→ H1(K) −−−→ 0y∼= y
H2(K/A)
∼=−−−→ H1(A)
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since H1(K) = H1(IO3) and H1(A) = H1(A).
7.3 Steinberg Relations and the Kernel
Recall that SL(n,Z) is generated by the elementary matrices.
Elementary Matrices The matrix eij , i 6= j has 1 in entry (i, j) and in the diag-
onal entries, and 0 in all other entries. All such matrices are called elementary
matrices.
In Section 5.2, two Soule´ domains were defined to be adjacent if they share a
hexagonal face. Equivalently, they are adjacent precisely if one is obtained from
the other by multiplication by an elementary matrix.
Theorem 7.3.1 (Steinberg ([31],p.96-97)). SL3(Z) has a presentation with generators
eij, i 6= j and relations:
1. [eij, eik] = 1, if {i, j, k} = {1, 2, 3};
2. [eij, ekj] = 1, if {i, j, k} = {1, 2, 3};
3. [eij, ejk] = eik, if {i, j, k} = {1, 2, 3};
4. (e12e−121 e12)4 = 1.
Relations (1)-(3) are called Steinberg relations.
IfD is the Soule´ domain of Minkowski-reduced matrices, thenA∩D consists
of the coordinate axes (Proposition 5.2.1). Thus a Steinberg relation determines
a closed path in A based at O. (If w1 · · ·wk−1wk is a word of length k in the
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elementary matrices and their inverses, then the corresponding path visits in
turn O, O · wk, O · wk−1wk, . . . , O · w1 · · ·wk.)
α and β Let α be the closed path corresponding to the type (1) Steinberg relation
e−113 e
−1
12 e13e12.
Let β be obtained by gluing together the paths corresponding to relations
e13e23e
−1
13 e
−1
23 and e12e23e
−1
12 e
−1
13 e
−1
23 ,
of type (2) and (3), respectively, along the common segment e−113 e
−1
23 .
Lemma 7.3.2. Let α, β as above. Then J−1(α) and J−1(β) each contain unique embed-
ded 2-cycles (up to orientation).
Call these cycles (arbitrarily oriented) α˜ and β˜, respectively.
Figure 7.3: The cycle β˜ is a genus two surface, pinched twice
Proof. Consider α first. J−1(α) contains an embedded torus α˜, made up of four
of the tubes shown in 5.2(i) glued along the meridianal loops
1 0 0
0 1 0
0 0 1
 ,

1 1 0
0 1 0
0 0 1
 ,

1 1 1
0 1 0
0 0 1
 ,

1 0 1
0 1 0
0 0 1

97
in the rose fibers of the respective roseboxes. There are additional loops in the
rose fibers that do not contribute to the torus, but these are free edges that can
be collapsed in J−1(α). The Q-orbit fibers in the middle of these four tubes
each contains an additional edge to J−1(α) that does not contribute to the torus.
Together with the torus, these edges form a space homotopy equivalent to the
wedge of a torus and four circles. Thus α˜ is unique.
Figure 7.4: A pinched pair of pants inside a rosebox
For β, observe that the bottom halves of three pinched tubes (5.2(ii)), corre-
sponding to three faces of a Soule´ domain adjacent to a common truncated face,
fit together to form a pair of pants with two interior points identified. Call the
resulting shape a pinched pair of pants (Figure 7.4). The cycle β˜ will involve two
pinched pairs of pants, contained in D˜ and D˜ · e−113 e−123 . The following homol-
ogy equivalences show how to connect the three boundary components of one
pinched pair of pants to the homologous boundary components of the other,
along cylindrical tubes within the remaining four roseboxes:
1 0 0
0 1 0
0 0 1
+

0 0 1
0 1 0
1 0 0
 ∼

0 0 1
0 1 0
1 0 −1
 ∼

0 1 −1
1 0 −1
0 0 1
+

0 0 1
0 1 −1
1 0 −1

.
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
0 1 0
1 0 0
0 0 1
+

0 0 1
1 0 0
0 1 0
 ∼

0 0 1
1 0 0
0 1 −1
 ∼

0 0 1
1 0 −1
0 1 −1
+

1 0 −1
0 1 −1
0 0 1

.
0 1 0
0 0 1
1 0 0
+

1 0 0
0 0 1
0 1 0
 ∼

0 1 0
0 0 1
1 −1 0
 ∼

0 1 −1
0 0 1
1 −1 0

∼

0 1 −1
0 0 1
1 0 −1
+

1 0 −1
0 0 1
0 1 −1

.
The resulting cycle β˜ is a genus two surface, pinched twice (Figure 7.3). Now,
J−1(β) is a 2-complex that has some 1-dimensional free faces (contained in the
rose fibers of the four roseboxes that do not contribute pinched pairs of pants.)
Collapsing these free faces yields another 2-complex with one free face in each
of six of the Q-orbit fibers: edges not involved in the tubes and pinched tubes
comprising β˜. These edges can be collapsed to the pinch points of the pinched
pairs of pants. The resulting complex consists of β˜ and one other edge e (in
the Q-orbit fiber in the middle of the longer of the three cylinders joining the
pinched pairs of pants). Therefore, J−1(β) is homotopy equivalent to the wedge
of a genus 2 surface with three circles. The circles correspond to e and the two
pinch points. So β˜ is unique.
Theorem 7.3.3. The kernel of the map H2(A˜;Z) H2(K;Z) induced by inclusion is
generated by α˜, β˜ as a GL(3,Z)-module.
Proof. In Proposition 7.1.1, it was shown that H3(L;Z) = Z6 where L ⊂ Z3/B
is a subspace such that Z3/B is a wedge of GL(3,Z)-translates of L. Explicit
generators (7.1)–(7.6) were given for H3(L;Z).
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Claim: the generators (7.1)–(7.3) map under the connecting homomorphism
H3(Z3/B) ∼= H2(B) ∼= H3(K) ∼= H3(K/A) ∼= H3(K/A˜) → H2(A˜) to translates
of the cycle α˜; the other generators (7.4)–(7.6) map to translates of β˜. Indeed,
since no two 3-cells comprising any given H3(L) generator lie in the same rose-
box (Proposition 7.1.1), the six generators map under the connecting homomor-
phism to embedded 2-cycles in A˜. For (7.1)–(7.3), these cycles are translates of
cycles lying over the fibers of a path corresponding to a Steinberg relation of
type (1). All such paths are translates of each other by permutation matrices.
But by the Lemma, there is only one such embedded 2-cycle over a given type
(1) Steinberg relation, so it must agree with the appropriate translate of the gen-
erator. This establishes the claim for (7.1)–(7.3).
For the remaining generators (7.4)–(7.6), the cycles lie over the fibers of two
Steinberg relations glued as in the Lemma. The same argument as above estab-
lishes the claim. The theorem then follows from the long exact sequence for the
pair (K, A˜).
Corollary 7.3.4. H2(IO3;Z) is finitely generated as a right GL3(Z)-module if and only
if H2(A˜;Z) is.
The corollary reduces the problem of determining whether H2(IO3;Z) is
finitely generated as a GL3(Z)-module to the problem of determining the top
homology of an explicitly defined 2-complex. This should be a tractable prob-
lem.
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