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Abstract--We give three elementary and short proofs of the following statement: if X and Y are 
independent, normally distributed random variables with zero means and variances o2 > 0 and 32 > 0, 
respectively, then the random variable XY/(X2+ y2)1/2 is also normal with mean zero and standard 
deviation ~/ (¢  + z). No knowledge of the theory of stable laws is needed. 
1. INTRODUCTION 
It is the purpose of this note to provide three elementary proofs of the following statement: if X 
and Y are independent, normally distributed random variables with zero means and variances 
~2 > 0 and T 2 > 0, respectively, then the random variable Z = XY/ (X  2 + y2)1/2 is also normal with 
mean zero and standard eviation aT/(, + ,). A proof of this result was given in Ref. [1] by an 
appeal to the theory of stable laws. 
Making the polar transformation X = .4 cos 0, Y = A sin 0, the variable Z takes the form 
Z =½A sin 2 0. (1) 
If a2 = C, .4 and 0 are independent variables, and the distribution of 0 is uniform over (0, 2n). 
It follows that Z is normally distributed in this case. In the unequal variance case, 0 is no longer 
a uniform variable, and a direct proof of the normality of Z from the representation (1)apparently 
turns out to be a fairly tedious procedure involving Maclaurin series expansions, residue theory 
and hypergeometric functions (see Ref. [2]). However, at least three elementary proofs for the 
normality of Z that do not require knowledge of the theory of stable laws may be given as we shall 
demonstrate now. Letting 
a+z  XY 
T = - -  y2)1/2, (2) a~ (X 2 + 
we want to show that T is normally distributed with mean zero and unit variance. 
2. ANALYSIS 
First proof  
Writing X = aU, Y = TV, the random variables U and V are independent ormally distributed 
with zero means and unit variances. From the polar representation U = R cos O, V = R sin O, it 
follows that T takes the form T = R S, where 
sin • cos 
S = (1 + q) (cos2~ + q2 sin20)l/2, (3) 
and q = ~/a. Note that, unlike 0, the angle • is distributed uniformly over (0, 2n). We obviously 
are done if the distribution of S does not depend on q. To this purpose, the r.h.s, of equation (3) 
is investigated as a function s(~) of the angle ~ (0 < ~b < 270. Upon noting that s(.) is a periodic 
function of period ~ and observing that s[(n/2)+ ~] = -s [ (n /2 ) -  ~] [0 < ~ < (n/2)], the uni- 
formity of the distribution of 4~ over (0, 2n) implies that we may restrict attention to the interval 
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[0, (rr/2)]. Now, the function s(') is strictly increasing for 
0<q~<4) ,=s in_ l  /_1 1 +q '  
attains its maximum value (= 1) at 4)*, and is strictly decreasing for q~ * < 4) < re/2. Because of the 
fact that s(0) = s[~/2] = 0, it follows that, to any fixed y in (0, 1), there are exactly two values 4h, 
4'2 in (0, g/2) such that 4)~ < 4)*< 4)2 and s(q~l)= s(4h)= y. By solving a quadratic equation for 
the variable ~ = sin2q~, these two values are readily seen to be 4h = s in-~ ,,//-~, 4h = sin-~ x/~2, 
where 
WI = U "~- I) ~ W2 = U - -  U 
u=½( l+z- -zq2) ,  v=[~( l+z - -zq2)  2-  z] I/2, 
z = [y/(1 + q)]2. 
From the uniformity of the distribution of q~, we deduce that 
1 
Pr(S < y) = ~ [n + 2(~b2 - q~,)] 
(by symmetry, it suffices to consider the case y > 0). Therefore, the proof is completed if 
the difference ~b2-~b 1 does not depend on q. Observing that sin -~ a -s in  -t b =sin -~ 
(a ~/1 - b e - b x/1 - a2), some straightforward algebra gives ~2 - ~b, = sin -~ x/1 - y2 = cos-t y, 
not depending on q, as was to be shown. 
Second proof 
This proof uses Laplace-transforms. Note that the distribution of Z is uniquely determined by 
the distribution of Z -2 = X -2 + y-2. The Laplace-transform of X -2 is 
r ( x.) g(2) = (2~a2)-'/2 jo exp x2 2-~- ~ dx ~ \~/2a2 J, 2 > O, 
where 
E(/y ] h(t)= exp - x - x2 dx, t>0.  
The first derivative of h(t) is given by h'(t)= -2  h(t) yielding h(t)= x//-~/2 exp(-2t)  because 
~ exp( -x  2) dx = v/~/2. Hence, g(2) = exp( -x /~/ t r  ), 2 > 0. The Laplace-transform of y-2 is 
exp( -w/~/z ) ,  2 > 0, yielding the Laplace-transform exp(-((a + z)ltr~)x/~), 2 > 0, of Z -2, as 
was to be shown. 
Third proof 
Setting Xh = aU, Y = zV and substituting into equation (2) gives T -2 ----- Qt 2 V -2 + (1 -- ~)2 U-2, 
where ~ = tr(a + z). By use of the reflection principle (see Ref. [3, p. 175]), it is easily proved that 
the distribution ofGt 2 V -2 is that of the time W~ ofa Brownian motion process X(t) [t//> 0, X(0) = 0, 
X(t) is N(0, t)] to reach the position 0t > 0 for the first time. To reach the position 1, the process 
must first reach ~, and from the strong Markov property, we conclude that the residual waiting 
time W 1 - -  W~t is independent of W, and has the same distribution as  W 1 _~.  Because (1 - ~)2 V 2 
is distributed as W, _~, and because U and V are independent, the distribution of T -2 is that of 
W,, and T is normally distributed with mean zero and unit variance. 
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