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IKurzfassung
Im ersten Teil untersuchen wir den phononischen Wärmetransport in nanoskaligen, he-
terogenen Strukturen. Mit Hilfe des Nichtgleichgewicht-Green-Funktionen-Formalismus
leiten wir eine Entwicklung der phononischen Stromtransmission für kleine Frequen-
zen her. Diese besitzt Gültigkeit für eine beliebige Oszillatorkette, welche eine typische
Kontakt-Device-Kontakt-Struktur aufweist. Wir nutzen die gefundene Entwicklung in
der Landauer Darstellung der Wärmeleitfähigkeit, wodurch wir eine systematische Tief-
temperaturentwicklung bestimmen können. Betrachtet man diese Entwicklung bis zur
zweiten Ordnung, erscheint die quantisierte Wärmeleitfähigkeit als ein konstantes Pla-
teau, in der Darstellung der Wärmeleitfähigkeit geteilt durch die Temperatur. Dies gilt
für die von uns untersuchten Kontakt-Device-Kontakt-Systeme, welche vollständig hete-
rogen sein können, insofern das Produkt aus Kopplungskonstante und Oszillatormasse
in beiden Kontakten identisch ist. Dabei ist das Ergebnis vollkommen unabhängig vom
Streugebiet. Im Anschluss an das Plateau gewinnen die höheren Ordnungen der Tief-
temperaturentwicklung an Bedeutung und führen zu endlichen Temperaturkorrekturen,
die einem kubischen Potenzgesetz gehorchen. Dieses Verhalten hängt von den struktu-
rellen Details des Streugebiets ab und ist in Übereinstimmung mit dem Experiment und
numerischen Berechnungen. Als Anwendung unserer allgemeinen Ergebnisse betrachten
wir eine “Double Junction”-Kette und ﬁnden als erstes Phänomen nach unserer Tieftem-
peraturentwicklung ein zweites Plateau. Dieses Plateau steht in Verbindung mit einer
phasengemittelten Phononentransmission, welche für steigende Temperaturen zu einer
Unabhängigkeit der Wärmeleitfähigkeit von der Device-Länge führt. Im weiteren Ver-
lauf dieser Arbeit werden diese Ergebnisse auf quasi-eindimensionale 3D-Systeme in der
Kontakt-Device-Kontakt-Struktur verallgemeinert. Dazu werden exemplarisch geeignete
Kristallstrukturen identiﬁziert und anschließend für langwellige Phononen mathematisch
analysiert. Für Temperaturen unterhalb eines kritischen Wertes TK sind die Ergebnisse
des eindimensionalen Falls auf jede der akustischen Moden übertragbar. Daraus resultiert
eine analoge Beschreibung und Diskussion des Tieftemperaturverhaltens der Wärmelei-
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tung, wie wir sie im strikt eindimensionalen Fall vorﬁnden.
Im zweiten Teil betrachten wir ein thermisches Modell integrierter Schaltkreise, unter
Berücksichtigung der zugehörigen Chip-Umgebung. Als die einfachste Wahl, behandeln
wir die aktive Schicht (“Front End Of Line”) als ein Feld, bestehend aus identischen
Quantenbauelementen mit der gleichen, von der Zeit abhängigen mittleren Temperatur.
Um die Chip-Umgebung zu modellieren, setzen wir voraus, dass sich die aktive Schicht
zwischen zwei planparallelen Wärmereservoirs beﬁndet. Das obere Reservoir stellt dabei
die Verdrahtungsschicht des Chips dar (“Back End Of Line”). Die Temperatur dieser
Schicht ist weitestgehend durch die in den Leitern dissipierte joulesche Wärme bestimmt
und ist typischerweise in der Größenordnung von hundert Grad Celsius. Das untere
Reservoir verkörpert die Kühleinheit, die sich ungefähr auf Raumtemperatur beﬁndet.
Wir lösen die gekoppelten Gleichungen, die auf der einen Seite den Wärmetransport
zwischen der aktiven Schicht und den umgebenden Wärmereservoirs und auf der anderen
Seite den elektrischen Transport im Quantenbauelement beschreiben. Daraus ergeben
sich die Arbeitstemperaturen der betrachteten Quantenbauelemente, welche Lösungen
eines Fixpunktproblems sind. Diese Temperaturen hängen von der Position der aktiven
Schicht zwischen den beiden Wärmereservoirs ab. Die Stabilität der Fixpunkte lässt
sich aus einer geeigneten Linearisierung der zeitabhängigen Gesamtlösung ableiten. Für
ausgewählte Parameter und eine aktive Schicht aus identischen Nanotransistoren werden
numerische Lösungen präsentiert.
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Abstract
In the ﬁrst part, we study phononic heat transport in nanoscale devices. In the non-
equilibrium Green’s function formalism an analytical small-frequency expansion of the
phonon current transmission is derived for an arbitrary oscillator chain with typical
contact-device-contact structure. Applying this expansion in a Landauer formula it is
possible to construct a systematic low-temperature expansion of the thermal conduc-
tance. It follows that quantized thermal conductance occurs as a plateau of the thermal
conductance divided by the temperature within second order of the temperature ex-
pansion for completely heterogeneous systems as long as the product of force constant
and oscillator mass is identical in both contacts, independent of the scattering area.
Beyond these plateau the higher order terms of the low-temperature expansion yield a
ﬁnite-temperature correction exhibiting the form of a cubic power law depending on the
details of the scattering area. These ﬁndings are in agreement with experiments and nu-
merical calculations. Our general results are applied to a double junction chain, where we
ﬁnd as the ﬁrst phenomenon beyond our low-temperature expansion a second plateau.
This plateau is associated with a thermal phase-averaging of the phonon transmission,
which leads for increasing temperatures to an independence of the thermal conductance
from the device length. Subsequently, we generalise these results on quasi-one dimen-
sional 3D-systems with the contact-device-contact shape. For this purpose, we identify
exemplarily suitable crystal structures, which we analyze mathematically for the long-
wave phonons. For temperatures below a critical value TK the relevant results of the one
dimensional case are valid for each acoustic mode. This lead to an analog description
and discussion of the low-temperatures behaviour of the thermal conduction as in the
strict one dimensional case.
In the second part, we consider a thermal model for an integrated circuit including its
chip environment. As the simplest choice, the active device layer (“Front End Of Line”)
consists of an array of replicas of the same quantum device with the same time depended
average temperature. Modeling the chip environment we assume this active layer is
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sandwiched between two coplanar heat reservoirs. The top heat reservoir represents
the wiring layer of the chip (“Back End Of Line”). Its temperature is predominantly
determined by the dissipated Joule heat in the wiring, typically in the order of one
hundred degrees of Celsius. The bottom reservoir represents the cooling unit at about
room-temperature. We solve the coupled equations describing thermal transport between
the active layer and surrounding heat reservoirs and electrical transport in the quantum
devices. The stationary working temperatures of the considered quantum devices can
be found from a ﬁx-point problem. These temperatures depend on the position of the
active layer between the both heat reservoirs. A proper linearization of the complete
time-depended problem yields the stability of these ﬁx-points. Numerical solutions for a
device layer consisting of identical nano-transistors are given for selected parameters.
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1Einführende Worte
Zu allen Zeiten spielte die Thermodynamik, also die Lehre von der Umwandlung und
Übertragung von Wärmeenergie, eine ganz besondere Rolle. Diente sie anfangs lediglich
der Befriedigung ganz trivialer, aber essentieller Bedürfnisse, wie dem Bedürfnis nach
Wärme oder der Zubereitung von Nahrung, sollte sie im weiteren Verlauf eine wesent-
liche Triebfeder bei der Entwicklung der Menschheit darstellen. Schon frühe einfache
wasserkraft- oder windkraftgetriebene Maschinen, wie z. B. Mühlen oder Segelschiﬀe,
ermöglichten es den Menschen die den thermodynamischen Vorgängen innewohnenden
Kräfte nutzbar zu machen. Kräfte, die die Arbeitskraft eines einzelnen Menschen bei
weitem übersteigen. Mit dem zunehmenden Verständnis dieser Phänomene, insbesondere
der physikalischen Gesetze denen sie gehorchen, gelang mit Hilfe von immer leistungsfä-
higeren Wärmekraftmaschinen die kontrollierte Umwandlung von Wärmeenergie in me-
chanische Arbeit. Dies war der erste und wahrscheinlich einer der wichtigsten Schritte
auf dem Weg zur modernen Industriegesellschaft.
Die physikalische Basis der Thermodynamik bilden der erste und zweite Hauptsatz
der Thermodynamik [1, S. 157 ﬀ.]. Während der erste Hauptsatz die Umwandlung einer
Energieform in andere Energieformen quantiﬁziert und somit eine spezielle Formulierung
des Energieerhaltungssatzes ist, bestimmt der zweite Hauptsatz in welcher Weise Energie
transferiert wird. So z. B. lehrt er uns, dass ohne äußere geleistete Arbeit Wärme immer
vom Ort höherer Temperatur zum Ort niederer Temperatur transportiert wird.1 Schon in
dieser grundlegenden Aussage triﬀt man auf einen für dynamische Systeme so wichtigen
Begriﬀ: Transport.
Der Transport von Wärme in einem Festkörper wird durch zwei Mechanismen getra-
gen. Zum einen beobachten wir in elektrisch leitfähigen Materialien den Transport von
Wärme durch Elektronen, welcher oft und in guter Näherung durch das Wiedemann-
Franz-Gesetz [2, 3] beschrieben werden kann. Es besagt, dass die thermische Leitfähigkeit
1Formulierung des zweiten Hauptsatzes nach Rudolf Julius Emanuel Clausius ( geb. 2. Januar 1822 in
Köslin; gest. 24. August 1888 in Bonn).
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eines elektrisch leitfähigen Materials direkt proportional zu dessen elektrischer Leitfä-
higkeit und Temperatur ist. Zum anderen wird ein Teil der Wärme der durch Phononen
[4–6] transportiert, bei denen es sich um angeregte kollektive Gitterschwingungen eines
Kristalls handelt. Während in elektrisch leitfähigen Materialien beide Prozesse neben-
einander existieren, wird der Wärmetransport in Dielektrika ausschließlich durch die
Phononen getragen.
Bei der physikalisch-mathematischen Behandlung dieser Transportprobleme kann man
prinzipiell zwischen zwei Betrachtungsweisen unterscheiden: Im makroskopischen Fall
werden die beiden oben aufgeführten Transportmechanismen als diﬀusive Prozesse be-
schrieben und können im Rahmen der allgemeinen Wärmeleitgleichung (vgl. z. B. [7,
S. 183 ﬀ.]) abgehandelt werden. Im mesoskopischen und speziell im mikroskopischen
Fall, der vielfältiger Gegenstand aktueller Forschungen ist, spielen hingegen die Existenz
von Grenzﬂächen, die detaillierte atomare Struktur sowie die Wellennatur, sowohl von
Elektronen als auch von Phononen, eine wesentliche Rolle. Im Zuge dessen, werden bei
der Beschreibung solcher Phänomene häuﬁg streutheoretische Ansätze gewählt. Welchen
der beiden Ansätze man wählt, hängt also maßgeblich vom untersuchten System und
der individuellen Fragestellung ab. Hinzu kommt, dass es in bestimmten Fragestellungen
reichen mag, sich auf einen der beiden Ansätze zu konzentrieren, häuﬁg aber erst eine
Kombination dieser Ansätze ein umfassendes Verständnis erlaubt. In diesem Fall kann
man von einer Hybridisierung der Methoden sprechen.
Gegenstand dieser Arbeit sind zwei Fragestellungen, bei deren Beantwortung man
sich zum Einen rein im mikroskopischen Bereich beﬁndet und zum Anderen in einem
hybridisierten Bereich, in dem man eine Kombination aus elektronischen Quantentrans-
port und diﬀusiven Wärmetransport betrachten muss. Im letzteren Fall kommt dabei
den Elektronen eine zusätzliche Aufgabe zu. Neben dem oben beschriebenen Transport
von Wärme handelt es sich hierbei vor allem um den Transport von Ladung, der in
den von uns behandelten mikroskopischen Strukturen zunehmend durch die Gesetze der
Quantenmechanik bestimmt wird. Diese sehr stark divergierenden Themenfelder und
die damit verbundenen sehr unterschiedlichen methodischen Ansätze führten dazu, die
Arbeit in zwei Teile zu untergliedern:
Der erste Teil analysiert den phononischen Wärmetransport in Nanoheterostruktu-
ren unter Verwendung des Nichtgleichgewichts-Green-Funktionen-Formalismus (NEGF-
3Formalismus)2. Ausgehend von einer allgemeinen Ableitung der mathematischen Grund-
lagen, wird eine weitestgehend analytische Theorie des Tieftemperatur-Wärmetransports
anhand eindimensionaler heterogener Kontakt-Device-Kontakt-, kurz KDK-Strukturen
entwickelt. Sie reproduziert den Begriﬀ der Quantisierten Wärmeleitfähigkeit (QWL),
für deren Beobachtbarkeit konkrete analytische Bedingungen an die betrachtete He-
terostruktur und dessen Temperatur gestellt werden können. Anschließend gelingt es,
die Aussagen der eindimensionalen Resultate auf dreidimensionale heterogene KDK-
Strukturen auszudehnen. Grundlage dafür sind die besonderen Eigenschaften der lang-
welligen Phononen, die es ermöglichen auch komplexe dreidimensionale Kristallstruktu-
ren analytisch zu behandeln.
Der zweite Teil beschäftigt sich mit den thermischen Eigenschaften von integrierten
Quantenbauelementen (QB) die in ihre Chipumgebung eingebettet sind. Insbesonde-
re wird ein einfaches Modell entwickelt, bei dem die experimentell nicht zugängliche
Temperatur der QB berechnet werden kann. Der Grundgedanke dabei ist, die durch
quantenmechanische Ströme erzeugte Wärme in den QB und die durch diﬀusive Prozes-
se an die Umgebung abgeführte Wärme ins Gleichgewicht zu bringen. Das resultierende
Fixpunktproblem kann dann analysiert und so die QB-Temperaturen als die stabilen
Fixpunkte identiﬁziert werden. Dabei wird ebenfalls gezeigt, in welcher Form die QB-
Temperaturen von der speziellen Chiparchitektur abhängen.
2Wir werden in dieser Arbeit die weit verbreitete englische Abkürzung NEGF für “Non-Equilibrium
Green’s Functions” verwenden.

5Teil I.
Quantisierung der phononischen
Wärmeleitfähigkeit in
Nanoheterostrukturen bei tiefen
Temperaturen

71. Einleitung I
In den letzten Jahren ist ein zunehmendes Interesse an mezo- und mikroskopischen Wär-
metransportproblemen zu beobachten. Dieses wird nicht zuletzt durch neue thermische
Bauelemente wie thermische Dioden [8], thermische Transistoren [9], thermischer Logik-
gatter [10] und thermischer Speicher [11] gesteigert. Hinzu kommen die elektronischen
Bauelemente, deren ungewollte Aufheizung die Leistungsfähigkeit der selben beeinträch-
tigt und gleichzeitig zu einer verringerten Lebensdauer und Zuverlässigkeit führt. In
allen Fällen ist ein Verständnis der Wärmetransportmechanismen in diesen Systemen
von grundlegender Bedeutung. Es kann dazu beitragen, die Entwicklungen in diesen
Richtungen zu fördern und die auftretenden technischen Schwierigkeiten zu bewältigen.
Die dabei weiter voran getriebene Miniaturisierung solcher Bauelemente bringt Struk-
turen hervor, deren räumliche Ausdehnungen in der Größenordnung typischer Phononen-
wellenlängen sind. Dadurch verlieren interne Streuungen an Bedeutung und die Berück-
sichtigung der Wellennatur der Phononen wird immer wichtiger. In den sich herausbil-
denden Quantentransportproblemen werden daher heterogene Strukturen und die damit
verbundenen Grenzﬂächenstreueﬀekte immer wichtiger. Zur Behandlung dieser Art von
Problemstellungen existieren verschiedene Ansätze und Methoden in der Literatur [12–
16]. Speziell der NEGF-Formalismus ist ein weit verbreiteter und eﬃzienter Ansatz für
die üblicherweise numerische Untersuchung nanoskaliger Systeme. Mit ihm ist es ver-
gleichsweise einfach möglich, komplexe heterogene QB-Strukturen zu behandeln. Dabei
werden die oft als semiinﬁnit angenommenen Kontakte, welche enormen Einﬂuss auf das
Phononentransportproblem haben [17], exakt in die Berechnung mit einbezogen. Aber
auch Ansätze basierend auf der Boltzmann Transportgleichung [18, 19], der Streumatrix-
Methode [20–23], der ab initio Methode [24] sowie die Molekulardynamischen Methoden
[25–27] haben sich ebenfalls bewährt.
Die Untersuchungen an strikt eindimensionalen, idealen Nanosystemen in der typi-
schen KDK-Form führten zu dem Konzept der QWL. Es konnte gezeigt werden, dass
die Wärmeleitfähigkeit Λ(T ) in Einheiten von π2k2BT/3h quantisiert ist und das die-
8 1. Einleitung I
se Quantisierung universell ist für Fermionen [28, 29], Bosonen [30–34] und Anyonen
[13, 35, 36]. In dieser Arbeit konzentrieren wir uns auf die phononische Wärmeleitfähig-
keit, deren Quantisierung auch experimentell beobachtet werden konnte [37].
Es existieren drei essenzielle Bedingungen für das Auftreten dieses Eﬀekts [30, 37]: Als
Erstes muss der Beitrag der optischen Phononen zum Wärmetransport vernachlässig-
bar sein. Zweitens darf die Maximalfrequenz in der Phononendispersion der akustischen
Moden keine Rolle spielen und drittens sollte perfekte Phononentransmission für alle
relevanten akustischen Phononen existieren. In dieser Arbeit wird gezeigt, dass die ers-
ten beiden Bedingungen in jedem KDK-System realisierbar sind, insofern ausreichend
tiefe Temperaturen vorliegen. Die erste Bedingung wird dadurch erfüllt, dass die opti-
schen Phononen aufgrund ihrer Minimalfrequenz (cut-oﬀ-Frequenz) größer Null für sehr
tiefe Temperaturen nahezu unbesetzt sind und nur im verschwindenden Umfang zum
Wärmetransport beitragen. Die zweite Bedingung kann erfüllt werden, weil die sich aus
der Maximalfrequenz ergebenden Korrekturen exponentiell für kleiner werdende Tempe-
raturen verschwinden [vgl. Gl. (3.23)]. Einen Schwerpunkt unserer Untersuchung stellt
daher die dritte Bedingung dar, welche die Existenz einer perfekten Transmission ver-
langt. Für Systeme die eine oder mehrere Formen von Inhomogenitäten aufweisen, durch
die Streuungen verursacht werden, ist zu erwarten, dass es für jede Temperatur zu Ab-
weichungen von der perfekten Transmission kommt. In der Tat wurde in einer Reihe
von numerischen Arbeiten eine Abweichung vom idealen Quantenwert gefunden, als Fol-
ge der Phononenstreuung an z. B. Substrukturen [38, 39], Oberﬂächenrauheit [40] oder
strukturellen Defekten [23]. Auch experimentell ließen sich solche Eﬀekte beobachten
[37]. Es wurde jedoch auch klar, dass diese Eﬀekte bei sich verringernden Temperaturen
T an Bedeutung verlieren. Die Ursache hierfür ist, dass die letztendlich noch besetzten
langwelligen Phononen immer weniger gestreut werden.
Für ein tieferes Verständnis dieser Zusammenhänge wären analytische Werkzeuge für
den Quantenwärmetransport von großem Vorteil. Diese sind aber unglücklicherweise
in der aktuellen Literatur so gut wie nicht zu ﬁnden. Lediglich für sehr einfache ein-
dimensionale Systeme, bestehend aus zwei direkt gekoppelten homogenen Kontakten1
(SJ) [41, 42] bzw. einem homogenen Device zwischen zwei homogenen Kontakten2 (DJ)
[20, 41], existieren analytische Formeln. Im Fall von DJ-Systemen werden sie üblicher-
weise auf Basis multipler Fabry-Pérot Reﬂexionen abgeleitet.
1Dieses System besteht also aus einer einzelnen Grenzﬂäche senkrecht zur Transportrichtung.
2Dieses System besteht also aus zwei einzelnen Grenzﬂächen senkrecht zur Transportrichtung.
9In Teil I dieser Arbeit werden die oben angeführten Punkte aufgegriﬀen und eine wei-
testgehend analytische Theorie der QWL entwickelt. Dazu werden im Kap. 2, der Stan-
dardliteratur folgend, in einer kurzen Abhandlung die grundlegenden mathematischen
Werkzeuge für den phononischen Wärmetransport bereitgestellt, welche im Wesentlichen
auf dem NEGF-Formalismus basieren.
In Kap. 3 entwickeln wir dann die vornehmlich analytische Theorie für den Quan-
tenwärmetransport in einem sehr allgemeinen eindimensionalen KDK-System. Es be-
steht aus einem nahezu beliebigen Streugebiet (Device), welches sich zwischen zwei ho-
mogenen, nicht unbedingt identischen Kontakten beﬁndet (vgl. Abb. 3.1). In unserem
Modell berücksichtigen wir ausschließlich Nächste-Nachbar-Wechselwirkungen (NNWw)
und vernachlässigen externe Potenziale [43, 44]. Ebenso berücksichtigen wir keinerlei an-
harmonische Eﬀekte, was für Device-Längen kleiner als ungefähr 20 nm bei Raumtempe-
ratur [45, 46] und für längere Devices für entsprechend tiefere Temperaturen zulässig ist.
Unter Verwendung des NEGF-Formalismus [12, 20, 47–49] leiten wir einen Ausdruck für
die frequenzabhängige Transmission des Wärmestroms ab. Dieser kompakte Ausdruck
erlaubt es auf analytischem Wege die ersten Ordnungen einer Potenzreihe von Ξ(ω) um
ω = 0 zu berechnen. Im Rahmen der Landauertheorie [50–52] und unter Verwendung
dieser Entwicklung ist es dann möglich eine systematische Tieftemperaturentwicklung
der Wärmeleitfähigkeit herzuleiten.
Betrachtet man nun diese Entwicklung bis zur zweiten Ordnung,3 zeigt sich, dass die
QWL in einer atomaren Kette mit beliebigem Streugebiet genau dann erscheint, wenn
das Produkt aus Kopplungskonstante und Oszillatormasse in beiden Kontakten identisch
ist. Dabei können wir einen Ausdruck für die Temperatur T angeben, oberhalb derer
der Einﬂuss der dritten Ordnung der Temperaturentwicklung nicht mehr vernachlässigt
werden kann. Dadurch legt sie gleichzeitig den Bereich fest, in dem die QWL als domi-
nierender Eﬀekt die Wärmeleitfähigkeit bestimmt. Das zentrale Resultat dabei ist, dass
es nicht ausgeschlossen ist die QWL in vollständig heterogenen quasi-eindimensionalen
KDK-Systemen zu ﬁnden. Aus diesem Grund scheint das Konzept der QWL robuster
zu sein, als man es von früheren Untersuchungen [28, 30, 37] hätte erwarten können.
In Kap. 4 werden dann die bisher gefundenen Ergebnisse für die Wärmeleitung und
deren Quantisierung auf quasi-eindimensionale 3D-Systeme erweitert. Dazu lösen wir das
komplexe dreidimensionale Schwingungsproblem für die akustischen Moden in einem he-
3Der erste nicht verschwindende Term, nach dem Term führender Ordnung, ist von dritter Ordnung.
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terogenen und harmonischen Eﬀektivkristall in NNWw. Es stellt sich dabei heraus, dass
alle relevanten Resultate in analoger Weise für jede der akustischen Moden gelten und
zu vollkommen analogen Aussagen führen, insofern der Beitrag der optischen Phononen
von geringer Bedeutung ist. Dies ist der Fall für Temperaturen die kleiner sind als eine
bestimmte kritische Temperatur TK , für die wir ebenfalls einen analytischen Ausdruck
angeben können.
11
2. Nichtgleichgewichts-Green-
Funktionen-Formalismus für
Phononen
2.1. Gitterschwingungen in nanoskaligen
Heterostrukturen
In Anlehnung an Zhang et al. [12] betrachten wir ein generisches System für den Pho-
nonentransport, welches Gegenstand dieser Untersuchung sein soll und schematisch in
Abb. 2.1 dargestellt ist. Zu sehen sind die als Kugeln angedeuteten Atome, die durch ein
interatomares Potential miteinander verbunden sind und so das zugrunde liegende nicht
homogene Kristallsystem bilden. Das System ist weiter untergliedert in den beliebig
gearteten “aktiven” Bereich, dem Device, das im Prinzip jede geometrische und mate-
rielle Struktur aufweisen kann.1 Es beﬁndet sich zwischen zwei semiinﬁniten, materiell
und strukturell homogenen Kontakten s = 1, 2, welche als thermodynamische Reservoire
dienen und die sich auf den konstanten Temperaturen Ts beﬁnden.2 Die Art der Ankopp-
lungen des Devices an die Kontakte ist prinzipiell auch von beliebiger Gestalt.3 Darüber
hinaus haben wir in Abb. 2.1 die Systemkomponenten zusätzlich in Atomgruppen unter-
teilt, deren dynamische Eigenschaften sich aufgrund ihrer Lage im Systemgefüge unter-
scheiden. Das Device besteht aus den Gruppen “Linkes Device” (LD), “Device” (D) und
“Rechtes Device” (RD). Dabei sind die Atome in D ausschließlich mit anderen Device-
Atomen gekoppelt. Die dynamischen Eigenschaften unterscheiden sich im Allgemeinen
von denen in LD und RD, da diese auch Kopplungen zu den Kontaktatomen aufweisen.
1Zum Beispiel ein Molekül, eine atomare Kette, eine Nanoröhre, ein Quantendraht oder eine Doppel-
barriere.
2Durch die unendliche Ausdehnung dieser Struktur bezeichnen wir sie als oﬀenes System.
3Es sind z. B. punktuelle, planare oder sich in irgendeiner Weise verjüngende Kontaktierungen denkbar.
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Kontakt 1 Kontakt 2Device
1 2
LKB LK LD RDD RK RKB

Abb. 2.1.: Schematische Darstellung einer typischen KDK-Struktur. Gezeigt sind au-
ßerdem die Atomgruppen LKB, LK, LD, D, RD, RK und RKB, welche sich
aufgrund ihrer Lage im Systemgefüge in ihren dynamischen Eigenschaften un-
terscheiden. Die Atome in den Gruppen LD, D und RD bilden im Allgemeinen
die Heterostruktur.
Ähnliches gilt für die Atome in den Kontakten, die in die Gruppen “Linker Kontakt-
Bulk” (LKB) und “Linker Kontakt” (LK) sowie “Rechter Kontakt-Bulk” (RKB) und
“Rechter Kontakt” (RK) eingeteilt wurden. So sind z. B. die Atome in LKB nur an
andere Atome des linken Kontaktes (s = 1) gekoppelt und bilden in dreidimensionalen
Strukturen den sogenannten Bulk4. Dem hingegen unterliegen die Atome in LK zusätz-
lich auch Wechselwirkungen mit Atomen aus dem Device, was sie wiederum durch eine
andere Dynamik auszeichnet.
Unsere Aufgabe besteht nun darin, den Transport von Phononen [4–6] und damit den
Teil der Wärme der durch die Gitterschwingungen des Kristalls transportiert wird, in
einer solchen KDK-Struktur zu untersuchen. Die Dynamik des Kristalls ist dabei durch
die gekoppelte Bewegung der N Atome gegeben, welche kollektive Gitterschwingungen
ausführen. Sie werden mathematisch durch die dynamische Matrix [D] und das zugehöri-
ge inﬁnite Eigenwertproblem erfasst. In dieser Arbeit basiert die dynamische Matrix auf
einer harmonischen Entwicklung5 des (Nd)-dimensionalen Kristallpotentials V (R) (vgl.
hierzu z. B. [6, S. 39–45] und [53, S. 83 f.]). Der Vektor R(t) = (R1(t), ..., RN(t))T =
(R11(t), ..., RNd(t))T enthält dabei die Nd Ortskoordinaten der N Atome in einem d-
dimensionalen Raum als Funktion der Zeit.6 Wir vernachlässigen damit bewusst anhar-
4Bulk bzw. Bulkmaterial: englisch für das Volumenmaterial gleicher Zusammensetzung.
5Dies bedeutet, dass die mehrdimensionalen Taylorentwicklung der Kristallpotenzialfunktion nach der
zweiten Ordnung abgebrochen wird.
6Rki(t) ist somit die Ortskoordinate des k-ten Atoms in Richtung von i.
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monische Eﬀekte wie die Phonon-Phonon-Streuung, da in dieser Näherung keine Kopp-
lungen zwischen den Phononen erzeugt werden. Die anharmonischen Eigenschaften der
Kristalle könnten wir im Rahmen der Störungstheorie behandeln [54, 55], indem wir die
Anharmonizität als eine kleine Störung des harmonischen Kristalls betrachten. In den
Arbeiten [45, 46] wurde jedoch gezeigt, dass anharmonische Eﬀekte bei Raumtemperatur
für charakteristische Device-Längen von bis zu 20 nm vernachlässigt werden können.7
Da wir uns zudem im Folgenden auf eine Tieftemperaturbetrachtung beschränken, stellt
die harmonische Näherung auch grundsätzlich die geeignete Wahl dar. Die Atome sind
dann nur wenig aus ihren Gleichgewichtslagen ausgelenkt und das das Kristallpotenzial
kann in genäherter Form8 geschrieben werden als
V (u) = 12
∑
k,i,l,j
Φki,ljukiulj =
1
2u
T [Φ]u, (2.1)
mit u(t) = R(t) − R0 = (u11(t), ..., uNd(t))T als (Nd)-dimensionaler Auslenkungsvektor
aus der Gleichgewichtslage R0. Die in Gl. (2.1) auftretende reelle,9 symmetrische und
positiv deﬁnite (Nd × Nd)-Matrix
[Φ]ki,lj = Φki,lj :=
(
∂2V
∂uki∂ukj
)
R0
(2.2)
wird als harmonische Matrix bezeichnet. Mit der Potenzialnäherung (2.1) können wir
die Nd Bewegungsgleichungen der N Atome formulieren. Es gilt:
Mk
d2
dt2
uki = − ∂V
∂uki
= −∑
l,j
Φki,ljulj. (2.3)
Durch den Ansatz ebener Wellen und unter Verwendung einer Symmetrisierungstrans-
formation uki/lj := u˜ki/lj/
√
Mk/l für die Auslenkungen des k-ten bzw. l-ten Atoms sind
7Für Device-Längen größer 20 nm sind entsprechend tiefere Temperaturen voraus zu setzen.
8Die nullte Ordnung der Entwicklung ist eine Konstante und spielt für die Dynamik keine Rolle (vgl.
hierzu Gl. (2.3)). Wir setzen sie daher Null. Des Weiteren hat unser Potenzial V (R) für den Fall,
dass sich alle Atome an ihren Gleichgewichtspositionen R0 beﬁnden, ein Minimum. Der Term erster
Ordnung, als erste Ableitung des Potenzials am Punkt R0, verschwindet somit.
9In speziellen Fällen kann die harmonische Matrix auch komplexe Einträge besitzen. Sie ist dann aber
immer hermitesch, so dass ihre Eigenwerte weiterhin reell sind.
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die Nd Gln. (2.3) als Eigenwertproblem (EWP) in Standardform darstellbar:
(ω2[E] − [D])u = 0. (2.4)
Wir haben an dieser Stelle die Tilde über u wie üblich wieder weggelassen. Die neben der
Einheitsmatrix [E] in (2.4) auftretende Matrix [D] wird dynamische Matrix genannt10
und hat aufgrund der obigen Transformation die symmetrische Form
[D]ki,lj = Dki,lj =
Φki,lj√
MkMl
. (2.5)
Die dynamische Matrix [D] erbt darüber hinaus alle Eigenschaften der harmonischen
Matrix [Φ]. Die Lösungen von (2.4) beschreiben die wellenartige Ausbreitung der Gitter-
schwingungen im Kristall. Für diese Wellen kommt es zu Streuvorgängen am gewöhnlich
heterogenen Device, welches die translatorische Invarianz des Systems stört. Diese Streu-
ungen zerlegen die Wellen in transmittierte und reﬂektierte Anteile, wobei für den Trans-
port besonders die transmittierten Wellenanteile wichtig sind. Diese können mit Hilfe
der Stromtransmissionsfunktion Ξ(ω) beschrieben werden. Die Berechnung von Ξ(ω) als
Funktion der Frequenz ω geschieht im Rahmen dieser Arbeit unter Verwendung des
NEGF-Formalismus (vgl. Abs. 2.3). Er erlaubt es uns letztlich auch den Wärmestrom
J(T ) und die zugehörige Wärmeleitfähigkeit Λ(T ) in Abhängigkeit der Temperatur zu
bestimmen.
2.2. Quantisierte Gitterschwingungen: Phononen
Der Begriﬀ des Phonons ist nun schon einige Male gefallen und soll hier, basierend auf
dem vorhergehenden Abschnitt etwas näher erläutert werden. Das Phonon entspringt der
quantenmechanischen Betrachtung der im letzten Abschnitt vorgestellten harmonischen
Gitterschwingungen, deren klassische N -Teilchen Hamiltonfunktion lautet:
Hharm =
1
2
(
pTp + uT [D]u
)
. (2.6)
10In der Literatur ist die Bezeichnung dieser Matrix nicht eindeutig, häuﬁg wird auch die Fouriertrans-
formierte von [D] als dynamische Matrix bezeichnet.
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Wir haben hier, wie zuvor für die Auslenkungskoordinaten uki des k-ten Atoms, die
normalen Impulse durch pki :=
√
Mkp˜ki transformiert und anschließend die Tilde wieder
entfernt. Weiterhin existiert aufgrund der Eigenschaften von [D] eine orthogonale (bzw.
unitäre) Transformationsmatrix [T ], welche [D] in ihre Diagonalgestalt [Ω] = [T ][D][T ]†
überführt. Der obere Index † symbolisiert dabei, dass die Matrix von [T ] zu adjun-
gieren ist. Aus der Orthogonalität (Unitarität) von [T ] folgt dann [T ]†[T ] = [E] bzw.
[T ]−1 = [T ]†. Damit lassen sich neue verallgemeinerte, kanonisch konjugierte Impulse
und Koordinaten durch
pˆ = [T ]p und uˆ = [T ]u (2.7)
deﬁnieren. Bezüglich derer ist die Hamiltonfunktion “diagonal”, d. h.
Hharm =
1
2
(
pˆT pˆ + uˆT [Ω]uˆ
)
= 12
Nd∑
n=1
pˆ2n + ω2nuˆ2n, (2.8)
wobei die ω2n die Eigenwerte (EW) und damit die Diagonalelemente von [Ω] sind.11 Glei-
chung (2.8) repräsentiert die klassische Hamiltonfunktion von Nd unabhängigen har-
monischen Oszillatoren. Beim Übergang zur Quantenmechanik verlangen wir nun, dass
sowohl die Auslenkungen uki und Impulse pki, als auch ihre verallgemeinerten Normal-
koordinaten und Impulse uˆki und pˆki in der Hamiltonfunktion zu Operatoren werden,
die die gewohnten Vertauschungsrelationen erfüllen. Es gilt also
[
uki,plj
]
= iδkiδlj bzw. [uˆn, pˆn′ ] = iδnn′ . (2.9)
Die Hamiltonfunktion geht damit in den Hamiltonoperator über. Analog zum eindimen-
sionalen harmonischen Oszillator in der Quantenmechanik können wir an dieser Stelle
Erzeugungs- und Vernichtungsoperatoren12 [56, S. 297–299] deﬁnieren:
an :=
√
ωn
2 uˆn + i
√
1
2ωn
pˆn und a†n :=
√
ωn
2 uˆn − i
√
1
2ωn
pˆn. (2.10)
11Auf der rechten Seite von (2.8) wurden die Nd Indizes ik durch n abgezählt.
12Weitere Bezeichnungen sind z. B. Leiteroperatoren, Auf- und Absteigeoperatoren oder Hebe- und
Senkoperatoren.
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Diese Operatoren13 erfüllen die folgenden bosonischen Kommutatorrelationen
[
an, a†n′
]
= δnn′ und [an, an′ ] =
[
a†n, a
†
n′
]
= 0. (2.11)
Mit diesen Relationen lässt sich dann der Hamiltonoperator in sehr kompakter Form
schreiben als
Hharm =
Nd∑
n=1
ωn
(
a†nan +
1
2
)
, (2.12)
wobei ωn die Energie der n-ten kollektiven Gitterschwingung ist, deren entsprechen-
de Anregung Phonon genannt wird. Die Größe N = a†nan bezeichnet man zudem als
Besetzungszahloperator, dessen thermodynamischer Erwartungswert 〈N〉 auf die Bose-
Einstein-Verteilung führt. Sie beschreibt die mittlere Besetzungszahl eines Zustandes
mit Frequenz ω bei gegebener Temperatur T . Für die Bose-Einstein-Verteilung gilt nach
[57, S. 104]
〈N〉 = NV (ω, T ) = 1eω/kBT − 1 , (2.13)
mit kB als die Boltzmannkonstante. Im Gegensatz zur Fermi-Dirac-Verteilung ist in
(2.13) das chemische Potential μ = 0, da es sich bei Phononen um keine echten Teilchen,
sondern um Quasiteilchen ohne Teilchenzahlerhaltung handelt. Die phononenbedingte
innere Energie des betrachteten Kristalls können wir dann als
E =
Nd∑
n=1
ωn
(
NV (ωn, T ) +
1
2
)
(2.14)
formulieren. Hierbei ist En = ωnNV (ωn, T ) der im thermischen Mittel gelieferte Ener-
giebeitrag des n-ten Oszillators zur Gesamtenergie E und
E0 =
1
2
Nd∑
n=1
ωn (2.15)
die temperaturunabhängige quantenmechanische Nullpunktsenergie.
13Das Symbol † kennzeichnet im Fall von Operatoren den adjungierten Operator.
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2.3. Der NEGF-Formalismus
2.3.1. Greenscher Formalismus
Um die innere Energie in Form von Gl. (2.14) beschreiben zu können, ist die Kenntnis der
EW ωn notwendig. Da nun aber selbst in mezo- und mikroskopischen Strukturen die Zahl
der Atome, insbesondere durch das Vorhandensein der Kontakte, schnell sehr groß wird,14
ist die direkte Lösung des EWP’s (2.4) nur schwer möglich. Wir wollen daher im Folgen-
den einen auf den greenschen Funktionen basierenden Ansatz, den NEGF-Formalismus,
verwenden. Zuvor wird jedoch kurz die greensche Methode in ihren Grundgedanken vor-
gestellt. Betrachten wir dazu einen linearen Operator [LˆΨ] in seiner Matrixdarstellung,15
welcher auf einen Zustandsvektor Ψ wirkt. Einige häuﬁg anzutreﬀende Probleme lassen
sich dann in Form eines Gleichungssystems schreiben
[LˆΨ]Ψ = S, (2.16)
wobei S eine beliebig geartete Störung (Inhomogenität) repräsentiert. Unter der Vor-
aussetzung der Existenz der inversen Matrix von [LˆΨ] ist die greensche Matrix deﬁniert
als
[G] := [LˆΨ]−1 ⇔ [LˆΨ][G] = [E]. (2.17)
Anhand der rechten Gleichung wird deutlich, dass sich die greensche Matrix [G] auch
immer selbst als eine Lösung zur Einheitsstörung [E] interpretieren lässt. Da die green-
schen Matrizen auf Diﬀerentialoperatoren zurück gehen, sind sie nicht eindeutig. Erst
durch die Wahl systemangepasster Anfangs- oder Randbedingungen werden sie eindeu-
tig, wodurch eine Vielzahl an greenschen Funktionen bzw. Matrizen denkbar ist. Zwei
der wichtigsten Vertreter sind dabei die retardierte und die avancierte greensche Funk-
tion. Der wesentliche Unterschied beider ist, dass die avancierte akausal, die retardierte
hingegen kausal ist. Das heißt, Erstere beschreibt den mathematisch möglichen, aber
unphysikalischen Fall des Auftretens der Wirkung vor der Ursache. Dem hingegen re-
spektiert die Letztere das Kausalitätsprinzip. Im Allgemeinen handelt es sich bei den
greenschen Funktionen um sehr abstrakte Gebilde, welche sich in der Regel einer physi-
14Die Zahl der Atome in einem cm3 Festkörpermaterie liegt in der Größenordnung von 1023.
15Denkbar sind hier z. B. diskretisierte Operatoren (ﬁnite Diﬀerenzen/Elemente), Operatoren in ih-
rer Basis-/Eigenbasisdarstellung oder Sätze von Diﬀerentialgleichungen in ihrer algebraischen Form
(Fouriertransformation).
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kalischen Anschauung entziehen [58, S. 7]. Ist schließlich [G] bestimmt, können mit ihrer
Hilfe die Lösung
Ψ = [G]S, (2.18)
sowie eine Reihe von wichtigen physikalischen Größen ausgedrückt werden. Häuﬁg reicht
es dabei nur Teile von [G] zu kennen, was den Rechenaufwand gegenüber der direkten
Lösung des EWP zusätzlich reduziert.
2.3.2. NEGF-Formalismus für Phononen
Der in diesem Abschnitt behandelte Formalismus orientiert sich weitestgehend an den
Werken [12, 47, 49] und ist der zentrale Ausgangspunkt für die Untersuchung der Trans-
porteigenschaften des im Abs. 2.1 eingeführten heterogenen Systems. Der erste Schritt
besteht nun in einer standardmäßigen Unterteilung der dynamischen Matrix (2.5) in eine
Reihe von Submatrixblöcken, welche die einzelnen Systemkomponenten charakterisieren:
[D] =
⎡
⎢⎢⎢⎣
D1 τ
†
1 0
τ1 DD τ2
0 τ †2 D2
⎤
⎥⎥⎥⎦ . (2.19)
Die Submatrix [DD] beinhaltet dabei die dynamischen Informationen über das Devi-
ce, während die semiinﬁniten Submatrizen [Ds] die Dynamik der Kontakte (s = 1, 2)
beschreiben. Diese drei Systemkomponenten sind über die ebenfalls semiinﬁniten Kopp-
lungsmatrizen [τs] gekoppelt. Verwenden wir diese Darstellung der dynamischen Matrix
im EWP (2.4) erhalten wir
⎡
⎢⎢⎢⎣
ω2E − D1 −τ †1 0
−τ1 ω2E − DD −τ2
0 −τ †2 ω2E − D2
⎤
⎥⎥⎥⎦
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Ψ1
ΨD
Ψ2
⎫⎪⎪⎪⎬
⎪⎪⎪⎭ =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0
0
0
⎫⎪⎪⎪⎬
⎪⎪⎪⎭ . (2.20)
Wir haben in (2.20) zusätzlich zu [D] und [E] auch den Auslenkungsvektor u entspre-
chend der betrachteten KDK-Struktur untergliedert. Die Spaltenvektoren Ψ1/2 enthalten
dabei sämtliche Nsd Auslenkungskoordinaten der Kontaktatome, welche sich in LKB und
LK bzw. in RKB und RK beﬁnden. Dahingegen enthält der Spaltenvektor ΨD alle NDd
Auslenkungskoordinaten der Device-Atome in LD, D und RD. Wir deﬁnieren nun weiter
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die dynamischen Gleichungen der nicht ans Device gekoppelten Kontakte16 durch
[ω2E − Ds]ΨRs = 0. (2.21)
Die Lösungen Ψs des gekoppelten Systems können wir dann durch Ψs = ΨRs + χs aus-
drücken, d. h. die gekoppelten Kontaktlösungen Ψs ergeben sich als eine Überlagerung
der ungekoppelten Lösungen ΨRs mit einem die Veränderung beschreibenden Vektor χs.
In Ref. [12] wird gezeigt, dass sich die χ
s
in den Lösungen von (2.20) schreiben lassen
als
χ1 = [g1(ω)][τ1]
†ΨD und χ2 = [g2(ω)][τ2]
†ΨD, (2.22)
mit den greenschen Matrizen [gs(ω)] der nicht an das Device gekoppelten Kontakte:
[gs(ω)] = [(ω + i0+)2E − Ds]−1. (2.23)
Wir haben in (2.23) die Frequenz ω inﬁnitesimal von der reellen Achse in die komplexe
obere Halbebene verschoben, was uns direkt die Retardierte greensche Matrix liefert
[49]. Die Lösungen (2.22) hängen noch vom Lösungsvektor ΨD ab, der gegeben ist durch
ΨD = [GD(ω)]S mit [GD(ω)] := [ω2E − DD − Σ1(ω) − Σ2(ω)]−1. (2.24)
Wir bezeichnen [GD] als die Device-Greensmatrix, welche neben der dynamischen Matrix
des Devices [DD], von den sog. Selbstenergiematrizen [Σs(ω)] = [τs][gs(ω)][τs]† abhängt.
Die Lösung ΨD als (NDd)-dimensionaler Vektor stellt die Überführung des ursprünglich
oﬀenen (inﬁniten) Systems in ein geschlossenes System dar. Der bedeutende Einﬂuss der
semiinﬁniten Kontakte auf die endliche Device-Region wird dabei in exakter Weise durch
die Selbstenergiematrizen [Σs(ω)] berücksichtigt. Der Störterm S = [τ1]ΨR1 +[τ2]ΨR2 hängt
zum einen von den systemspeziﬁschen, konstanten Kopplungsmatrizen [τs], zum anderen
von den aus den Kontakten stammenden Wellen ΨRs ab. Nach Gl. (2.24) können wir
dann ΨD als die Antwort des Devices auf die aus den Kontakten kommenden Störwellen
interpretieren.
Die Kenntnis der greenschen Matrizen, wie wir in den nächsten Abschnitten sehen
16Wir haben hier zu beachten, dass die Matrizen in (2.21) nur dann vollkommen äquivalent zu den
Submatrizen in (2.20) sind, wenn wir auf der ﬁniten Seite der Kontakte die RB einer starren Wand
am Ort Null wählen. Dabei sind die Kopplungen zu selbiger entsprechend den Kontakt-Device-
Kopplungen zu setzen.
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werden, versetzt uns in die Lage so wichtige physikalische Größen, wie z. B. die Zustands-
dichte oder die Stromtransmission, zu bestimmen. Mit deren Hilfe lassen sich dann die
von uns betrachteten Transportprobleme beschreiben und anschließend untersuchen.
2.4. Phononischer Wärmetransport
Wie beispielsweise in den Refn. [12, 52] gezeigt wurde, können wir mit Hilfe der Device-
Greensmatrix [GD(ω)] und den Selbstenergiematrizen [Σs(ω)] den Wärmestrom J(T1, T2)
durch unser System in Landauer Form [50, 51] schreiben:
J(T1, T2) =
∑
α
∫ ∞
ωα
ω
2πΞα(ω)[NV (ω, T1) − NV (ω, T2)]dω. (2.25)
In dieser Gleichung ﬁnden wir die in (2.13) deﬁnierte Bose-Einstein-Verteilung sowie der
Stromtransmission Ξα(ω) für die gilt:
Ξα(ω) = Sp[Γ1,α(ω)GD,α(ω)Γ2,α(ω)G†D,α(ω)]. (2.26)
Das α läuft hierbei über alle möglichen Phononenmoden, deren Frequenzen ω durch ωα
nach unten beschränkt sind. Die akustischen Moden zeichnen sich dabei durch ωα = 0
aus, wohingegen für die optischen Moden immer ωα > 0 gilt. Letzterer Umstand hat
eine besondere Bewandtnis bei der Untersuchung von phononischen Tieftemperaturphä-
nomenen. Da bei ausreichend tiefen Temperaturen nur sehr kleine Frequenzen besetzt
sind [vgl. (2.13)], spielen die optischen Phononen häuﬁg lediglich eine untergeordne-
te Rolle oder sind sogar vollständig vernachlässigbar.17 In Gl. (2.26) bezeichnen wir
außerdem mit “Sp” die Spur des gegebenen Matrixprodukts, wobei für die Matrizen
[Γs,α(ω)] := i[Σs,α(ω) − Σ†s,α(ω)] gilt. Aus Gl. (2.25) folgt schließlich noch die Wär-
meleitfähigkeit Λ(T ), als das Verhältnis aus ﬂießendem Wärmestrom zur anliegenden
Temperaturdiﬀerenz
Λ(T ) = lim
ΔT→0
J(T, T ′)
ΔT =
∑
α
∫ ∞
ωα
ω
2πΞα(ω)
∂NV (ω, T )
∂T
dω, (2.27)
17In diesem Fall sprechen wir vom Ausfrieren der höherenergetischen Phononenmoden. Weitergehende
Ausführungen dazu ﬁnden sich in Kap. 4.
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Abb. 2.2.: η(ω, T ) als Funktion der Frequenz ω für verschiedene Temperaturen T . Geht
T → ∞, strebt η(ω, T ) für alle ω gegen die Konstante kB/2π.
wobei ΔT = T − T ′ gilt. Zur späteren Verwendung wollen wir an dieser Stelle noch den
Hochtemperaturlimes für die Wärmeleitfähigkeit Λ(T → ∞) diskutieren und zeigen,
dass in diesem Fall Λ(T ) maximal wird. Wir deﬁnieren hierzu die Funktion
η(ω, T ) := ω2π
∂NV (ω, T )
∂T
= 
2ω2
2πkBT 2
eω/kBT
(eω/kBT − 1)2 , (2.28)
die in Abb. 2.2 in Abhängigkeit von ω und für verschiedene Temperaturen veranschau-
licht ist. Sie strebt für wachsende T gegen die Konstante η(ω, T → ∞) = kB/2π, wodurch
der Integrand in (2.27) für jedes α und jedes ω maximiert wird. Wir können somit im
Allgemeinen für die maximale Wärmeleitfähigkeit schreiben:
Λ(T → ∞) = kB2π
∑
α
∫ ∞
ωα
Ξα(ω)dω. (2.29)
Vergleichen wir nun diese, für jedes KDK-System gültige Wärmeleitfähigkeit mit der
Wärmeleitfähigkeit homogener Systeme18, gilt aufgrund fehlender Streuungen der Pho-
nonen am Device: Ξα(ω) ≤ Ξh,α(ω). Hierbei bezeichnen wir mit Ξh,α(ω) = Θ(Ωα − ω)
18Im homogenen System seien die Kontakte und das Device aus ein und demselben Material in einer
translationsinvarianten geometrischen Konﬁguration.
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die Transmissionen des homogenen KDK-Systems,19 welche sich mit Hilfe der Heaviside-
Funktion Θ(ω) sowie der Maximalfrequenz Ωα der jeweiligen Phononenmode α darstellen
lassen. Verwenden wir diese Ergebnisse in (2.29), ist die maximale Wärmeleitfähigkeit
in homogenen Systemen bei hohen Temperaturen zu beobachten, deren Wert durch
Λh(T → ∞) = Λ∞ = kB2π
∑
α
[Ωα − ωα] (2.30)
gegeben ist. An dieser Stelle sei betont, dass dieses Ergebnis eine Folge unserer speziellen
Theorie ist, die für wachsende Temperaturen stark an Gültigkeit einbüßt. In realistischen
Systemen und bei zunehmenden Temperaturen sind die Transportmechanismen weder
durch harmonische, noch durch ballistische Theorien in vollständiger Art und Weise zu
behandeln. Vielmehr sind dann Probengeometrien und deren Oberﬂächen, Defektstreu-
ungen und Phononen-Phononen-Wechselwirkungen relevant, die einen Übergang in ein
diﬀusives Transportregime vollziehen. Ein schöner, weitestgehend qualitativer Überblick
über die temperaturabhängigen Transportregime von Phononen ﬁndet sich in Ref. [59,
S. 244 ﬀ.].
19Vergleiche hierzu auch die Ausführungen in Abs. 3.4.1.
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3. Quantisierte Wärmeleitung in
eindimensionalen Strukturen
Die nachfolgende Darstellung zum Wärmetransport, speziell des quantisierten Wärme-
transports in eindimensionalen, nanoskaligen Heterostrukturen ist in weiten Teilen an
den Artikel [60] angelehnt. Als zentrales Ergebnis erhalten wir konkrete analytische
Bedingungen für das Auftreten der QWL. Aus der Analyse dieser Bedingungen folgt
schließlich, dass die QWL in einer weitaus größeren Klasse von KDK-Systemen zu er-
warten ist, als bisher angenommen.
3.1. Eindimensionale Stromtransmission
Wir beginnen unsere Untersuchung strikt eindimensionaler KDK-Systeme, in Bezug auf
ihre Tieftemperatureigenschaften, mit der Berechnung der Stromtransmission Ξ(ω) ent-
sprechend unserer NEGF-Formulierung (2.26). Wir betrachten dazu, ausgehend von un-
serem Grundmodell aus Abs. 2.1, die in Abb. 3.1 gezeigte atomare Kette in der typischen
KDK-Struktur, deren Atome ausschließlich in NNWw miteinander interagieren. Die Pa-
rameter fi bestimmen die Kopplungsstärke zwischen dem i-ten Atom mit der Masse Mi
und dem (i + 1)-ten Atom mit der Masse Mi+1. Das N -atomige Device sei dabei aus
beliebigen Atomen aufgebaut und durch die Parameter fi und Mi mit i ∈ [1, N ] cha-
rakterisiert. Der Kontakt s = 1 (i ≤ 0) und der Kontakt s = 2 (i ≥ N + 1) werden als
homogene Strukturen vorausgesetzt,1 welche jedoch nicht unbedingt identisch sein müs-
1Wir beschränken uns hier auf eine EZ mit einem Atom in der Basis. Grundsätzlich sind auch mehrere
Atome behandelbar, was im eindimensionalen Fall neben dem akustischen zu zusätzlichen optischen
Zweigen in der Phononendispersion führen würde. Für unsere Betrachtung ist jedoch nur der akus-
tische Zweig relevant. Außerdem werden wir im weiteren Verlauf dieser Arbeit zeigen, dass sich im
Fall langwelliger Phononenmoden jedes homogene Kristallsystem auf ein eﬀektiv orthorhombisches
Kristallsystem mit einem eﬀektiven Atom pro EZ reduziert. Der Ausgangskristall und der eﬀektive
Kristall weisen dann für kleine Frequenzen ω die gleichen akustischen Phononendispersionen auf,
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MC1 MC1 MC1 M1 M2 MN-1 MN MC2 MC2 MC2
fC1 fC1 f0 f1 fN-1 fN fC2 fC2
Kontakt 1 Kontakt 2Device
T1 T2
Abb. 3.1.: Schematische Darstellung einer eindimensionalen KDK-Struktur, bestehend
aus einem beliebig gearteten Streubereich (Device), welcher an zwei homo-
gene, nicht unbedingt identische Kontakte gekoppelt ist. Anders als der Ein-
fachheit halber dargestellt, können die Kontakte auch aus einer EZ mit mehr
als einem Atom in der Basis bestehen.
sen. Wir setzen daher fi≤0 = fC1, fi≥N+1 = fC2, Mi≤0 = MC1 und Mi≥N+1 = MC2. Die
Kontakte dienen auch im eindimensionalen Fall als thermodynamische Reservoire die
sich auf den konstanten Temperaturen Ts beﬁnden. Diese Annahmen führen dazu, dass
wir in unserem System lediglich eine akustische Longitudinalmode2 beobachten können,
welche für den Transport von Wärme verantwortlich ist und für deren Transmissions-
funktion nach (2.26)
Ξ(ω) = Sp[Γ1(ω)GD(ω)Γ2(ω)G†D(ω)] (3.1)
gilt. Zur Bestimmung der in Gl. (3.1) auftretenden (N × N)-dimensionalen Matrizen
haben wir in Anh. A.1, die notwendigen Matrizen [DD], [Σs(ω)] und [Γs(ω)] berechnet.
Es zeigt sich, dass sich [GD(ω)] durch das Inverse einer Tridiagonalmatrix der Gestalt
[MN(ω)] =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a1(ω) b1 0 · · · 0
b1 a2(ω)
. . . . . . ...
0 . . . . . . . . . 0
... . . . . . . aN−1(ω) bN−1
0 · · · 0 bN−1 aN(ω)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.2)
darstellen lässt. Die in ihr auftretenden Matrixelemente sind wie folgt deﬁniert: Für 2 ≤
i ≤ N −1 haben wir die Funktionen ai(ω) = ω2 − (fi−1 +fi)/Mi sowie für 1 ≤ i ≤ N −1
die im engen Zusammenhang mit den Schallgeschwindigkeiten im Kristall stehen (vgl. Kap. 4).
2Dem folgend, vernachlässigen wir den Index α in den weiteren Abschnitten dieses Kapitels.
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die Konstanten bi = fi/
√
MiMi+1. Darüber hinaus haben wir noch die Eckelemente mit
a1(ω) = ω2 − f0 + f1
M1
− f
2
0
MC1M1
g1(ω) (3.3)
und
aN(ω) = ω2 − fN−1 + fN
MN
− f
2
N
MNMC2
g2(ω), (3.4)
die über die greenschen (1 × 1) Oberﬂächenmatrizen gs(ω) die Informationen über die
zugehörigen semiinﬁniten Kontakte (vgl. z. B. [12, 61]) beinhalten.3 Wir können sie
schreiben als
g1(ω) =
[
(ω + i0+)2 − fC1 + f0
MC1
+ fC1
MC1
eik1(ω)d1
]−1
(3.5)
und
g2(ω) =
[
(ω + i0+)2 − fN + fC2
MC2
+ fC2
MC2
eik2(ω)d2
]−1
. (3.6)
Dabei ist in gs(ω) der Ausdruck4 ks(ω) = (2/ds) arcsin(ω/ωmaxs ) die Dispersionsrelation,
ds die Gitterkonstante und ωmaxs = 2
√
fCs/MCs die Maximalfrequenz im entsprechenden
Kontakt s.
Setzen wir in Gl. (3.1) [GD(ω)]ij = Gij(ω) sowie die von uns gefundene Darstellung
der Gammamatrix (A.10) ein, bekommen wir für die Transmission
Ξ(ω) = γ1(ω)γ2(ω)|G1N(ω)|2. (3.7)
Hier ist γs(ω) = Cs[gs(ω)− g∗s(ω)], C1 = if 20 /MC1M1 und C2 = if 2N/MNMC2. Wir sehen
anhand dieser Formel, dass nicht die gesamte (N × N) Matrix [MN(ω)] zu invertieren
ist, sondern lediglich das Element G1N(ω). Jedes Element in [GD(ω)] kann durch
Gij =
1
det[MN(ω)]
μij mit μij = (−1)i+jmij (3.8)
bestimmt werden, wobei μij der sog. Kofaktor ist. Er berechnet sich aus der Determinante
mij, die wir bekommen, indem wir die i-te Zeile und j-te Spalte von [MN(ω)]T = [MN(ω)]
streichen. Der für uns relevante Kofaktor m1N ist dann sehr einfach zu bestimmen, denn
durch die Streichung der ersten Zeile und der letzten Spalte geht unsere Matrix [MN(ω)]
3Für die Beschreibung einer KDK-Struktur mit (3.2) ist folglich N ≥ 2 zu wählen.
4Verwenden wir i nicht als Index, hat es die Bedeutung der imaginären Einheit.
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in eine obere Dreiecksmatrix über, die auf der Hauptdiagonale die Elemente bi hat. Die
Determinante lautet somit:
μ1N = (−1)1+N
N−1∏
i=1
bi = (−1)N−1
N−1∏
i=1
fi√
MiMi+1
. (3.9)
Dieses Ergebnis eingesetzt in die Gln. (3.7) und (3.8) führt uns auf eine besonders kom-
pakte Formulierung der Stromtransmission:
Ξ(ω) = C γ1(ω)γ2(ω)| det[MN(ω)]|2 mit C =
N−1∏
i=1
f 2i
MiMi+1
. (3.10)
Im Gegensatz zur fundamentalen Gl. (3.1) ermöglicht uns diese Darstellung der Trans-
mission eine analytische Entwicklung für kleine Frequenzen.5 In Anh. A.1 zeigen wir,
dass für Ξ(ω) eine Taylorentwicklung um ω = 0 existiert, mit ausschließlich geraden
Entwicklungstermen:6
Ξ(ω) =
∞∑
n=0
Ξ2n
(2n)!ω
2n. (3.11)
Als Entwicklungskoeﬃzienten haben wir Ξ2n = d2nΞ(ω)/dω2n|ω=0, wobei sich zeigen
wird, dass das Absolutglied Ξ0 von besonderer Bedeutung ist. Wir haben es in Anh. A.2
analytisch berechnet mit dem Ergebnis
Ξ0 =
4√y[
1 + √y
]2 . (3.12)
In dieser Gleichung haben wir das dimensionslose Verhältnis y := MC2fC2/MC1fC1 einge-
führt, welches lediglich von den Kontaktparametern abhängt. Ξ0 beinhaltet somit keiner-
lei Informationen über das Streugebiet (Device). Mit Hilfe der binomischen Ungleichung
4ab ≤ [a+ b]2 sowie a = MC1fC1 ≥ 0 und b = MC2fC2 ≥ 0 wird aus (3.12) deutlich, dass
Ξ0 nur Werte aus [0, 1] annehmen kann. Den speziellen, im weiteren Verlauf noch sehr
wichtigen Wert Ξ0 = 1 erhalten wir nur für a = b.
5Für die angestrebte Tieftemperaturuntersuchung haben nur kleine Frequenzen ω eine Relevanz, da
nur diese bei tiefen Temperaturen besetzt sind [vgl. Gl. (2.13)].
6Bei Ξ(ω) handelt es sich um eine sog. gerade Funktion mit Ξ(ω) = Ξ(−ω), deren Entwicklung um
ω = 0 keine ungeraden Entwicklungsterme enthält.
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3.2. Stromtransmission und
Einteilchen-Phononentransmission
Für ein besseres Verständnis wollen wir Gl. (3.10) etwas detaillierter untersuchen. Ins-
besondere soll in diesem Abschnitt die Frage geklärt werden, ob es sich bei (3.10) tat-
sächlich um eine Stromtransmission handelt. Zu diesem Zweck modiﬁzieren wir unser
Modellsystem in Abb. 3.1, indem wir unser Device an beiden Seiten (Index i = 0 und
i = N + 1 ) um jeweils ein Kontaktatom des zugehörigen Kontakts erweitern. Auf
diese Weise bekommen wir ein äquivalentes (N + 2)-atomiges Device, welches die glei-
chen Transmissionseigenschaften zeigt, wie das ursprüngliche N -atomige Device.7 In
diesem modiﬁzierten System nehmen die Oberﬂächengreensfunktionen (3.5) und (3.6)
mit gs(ω) = −(1/ω2s) exp[iks(ω)ds] und ωs = (1/2)ωmaxs eine besonders einfache Form
an. Das Einsetzen dieser Ausdrücke in γs(ω) [vgl. (3.10)] ergibt:
γs(ω)γs′(ω) = 4ω2sω2s′ sin[ks(ω)ds] sin[ks′(ω)ds′ ]. (3.13)
Mit den vereinfachten Oberﬂächengreensfunktionen können wir zusätzlich die lokale
Oberﬂächenzustandsdichte entsprechend der Gl. (40) in [12] berechnen:
ρs(ω) = i
ω
πds
[gs(ω) − g∗s(ω)] =
2ω
πdsω2s
sin[ks(ω)ds]. (3.14)
Die lokale Oberﬂächenzustandsdichte ist beeinﬂusst von der Kopplung zwischen Device
und Kontakt, weshalb sie nicht identisch ist mit der Bulkzustandsdichte ρ0s(ω) tief in den
Kontakten.8 Letztere ist gegeben durch ρ0s(ω) = (ω/πdsω2s) sin[ks(ω)ds]−1 = 1/[πνs(ω)],
wobei νs(ω) = dω(ks)/dks = (dsω2s/ω) sin[ks(ω)ds] die Gruppengeschwindigkeit im Kon-
takt s ist. Diese beiden Typen von Zustandsdichten stehen miteinander in Relation
durch
ρs(ω) = 2 sin2[ks(ω)ds]ρ0s(ω). (3.15)
Führen wir nun das Produkt ρs(ω)νs′(ω) ein, so können wir (3.13) auch schreiben als
γs(ω)γs′(ω) = 2πω4s(ds/ds′)ρs(ω)νs′(ω). (3.16)
7Wir haben hier natürlich den Systemparameter C entsprechend der Dimension von [MN+2(ω)] zu
wählen.
8Wir können hierfür eine homogene Kette bestehend aus dem Kontaktmaterial betrachten.
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Weil das Produkt γs(ω)γs′(ω) unabhängig ist von der Reihenfolge der Indizes, muss die
rechte Seite von (3.16) die gleiche Eigenschaft besitzen. Mit Hilfe der Dispersionsrelation
ks(ω) folgt für die Transmission
Ξ(ω) = ρ0s(ω)νs′(ω)πC
ds
ds′
4ω2sω2 − ω4
| det[MN+2(ω)]|2 , (3.17)
woraus schließlich für s = s′ die Stromtransmission für Phononen resultiert:
Ξ(ω) = ρ0s(ω)νs′(ω)Tss′(ω) = ρ0s′(ω)νs(ω)Ts′s(ω). (3.18)
Wegen der allgemeinen Struktur von (3.18) können wir
Tss′(ω) = πC
ds
ds′
4ω2sω2 − ω4
| det[MN(ω)]|2 (3.19)
als die Einteilchen-Phononentransmission interpretieren, in der die Zustandsdichte des
Ursprungskontakts und die Phononengeschwindigkeit im Zielkontakt abgespalten wurde.
3.3. Tieftemperaturentwicklung der Wärmeleitfähigkeit
Setzen wir weiter ballistischen Transport voraus, kann die Wärmeleitfähigkeit nach
(2.27) für den Fall einer einzigen Phononenmode geschrieben werden als
Λ(T ) = 
2
2πkBT 2
∫ Ω
0
Ξ(ω) ω
2eω/kBT
(eω/kBT − 1)2dω. (3.20)
Hierbei ist Ω := min {ωmaxs , s = 1, 2} die kleinere der beiden Maximalfrequenzen in den
Kontakten.9 Verwenden wir in (3.20), also der Gleichung für die Wärmeleitfähigkeit,
die von uns gefundene Entwicklung der Transmission (3.11) und führen gleichzeitig die
Setzungen x := ω/kBT sowie β := kBT/Ω ein, können wir einen dimensionslosen
Ausdruck für die Wärmeleitfähigkeit angeben:10
λ(β) = ΛΛ∞
=
∞∑
k=0
Ξ2kΩ2k
(2k)!
[∫ 1/β
0
x2(k+1)ex
(ex − 1)2dx
]
β2k+1. (3.21)
9Zum Transport können nur Phononen beitragen deren Frequenzen in den Kontakten erlaubt sind.
Diese Frequenzen sind durch die kleinere der beiden Maximalfrequenzen nach oben beschränkt.
10An dieser Stelle setzen wir voraus, dass wir die Summation und die Integration vertauschen können.
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Hierbei haben wir Λ(T ) durch Λ∞ = kBΩ/2π nach Gl. (2.30) auf die maximale Wärme-
leitfähigkeit der zugehörigen homogenen Kette mit der Maximalfrequenz Ω normiert.11
Führen wir nun noch die Integration in (3.21) aus, ergibt sich für die normierte Wärme-
leitfähigkeit
λ(β) =
∞∑
k=0
2(k + 1)!
(2k)! ζ[2(k + 1)]Ξ2kΩ
2kβ2k+1 − λ2k(β), (3.22)
in der ζ[2(k + 1)] die Riemannsche Zeta-Funktion ist. Der letzte Term auf der rechten
Seite von (3.22) ist eine Folge der Existenz der Maximalfrequenz Ω und kann als eine
zusätzliche Korrektur angesehen werden. Für sie können wir explizit schreiben
λ2k(β) =
Ξ2kΩ2k
(2k)!
[∫ ∞
1/β
x2(k+1)ex
(ex − 1)2dx
]
β2k+1
≈ Ξ2kΩ
2k
(2k)!
e−1/β
β
. (3.23)
Für den zweiten Schritt von (3.23) haben wir den Integranden für große x (kleine Tem-
peraturen) entwickelt und nur den Term führender Ordnung berücksichtigt. An dieser
Näherung wird ersichtlich, dass λ2k(β) aufgrund der exponentiellen Abhängigkeit von
1/β für tiefe Temperaturen praktisch immer vernachlässigt werden kann. Daraus und
mit Gl. (3.22) folgt schließlich für die Tieftemperaturentwicklung der Wärmeleitfähigkeit
bis zur dritten Ordnung:
λ(β) = π
2
3 Ξ0β +
2π4
15 Ξ2Ω
2β3. (3.24)
Auf Basis dieser Gleichung können wir nun die wichtigsten Eigenschaften der Tieftem-
peraturwärmeleitfähigkeit eines sehr allgemeinen KDK-Systems analytisch untersuchen.
Wir werden in diesem Zusammenhang den Begriﬀ der QWL aufgreifen und die Bedin-
gungen ihrer Beobachtbarkeit erarbeiten und diskutieren.
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Das Konzept der QWL für den phononischen Wärmetransport geht auf Rego und Kirc-
zenow [13, 30] zurück und resultiert aus Gl. (2.27). In ihren Überlegungen gingen sie
von einer perfekten adiabatischen Ankopplung eines ballistischen Quantenleiters an die
11Λ∞ ist dann auch die obere Schranke der Wärmeleitfähigkeit Λ(T ) im heterogenen System.
30 3. Quantisierte Wärmeleitung in eindimensionalen Strukturen
Kontakte aus und vernachlässigten die Existenz von Maximalfrequenzen Ωα′ , der α′
akustischen Moden. Dadurch konnten sie für die Transmission Ξα′(ω) = 1 für alle Fre-
quenzen ω setzen.12 Die anschließende Integration von 0 bis ∞ ergab für die akustischen
Moden
Λα′(T ) =
π2k2BT
3h nα
′ ⇒ λα′(β) = π
2β
3 nα
′ , (3.25)
worin nα′ die Anzahl der akustischen Moden angibt. Die normierte Wärmeleitfähigkeit
der akustischen Moden ist also in nα′ Pakete der Größe π2β/3 quantisiert. Unter den
gemachten Annahmen ist dieses Ergebnis auf dem gesamten Temperaturbereich für jedes
quasi-eindimensionale homogene System gültig.
3.4.1. Das homogene Kontakt-Device-Kontakt-System
Wir wollen hier den homogenen Fall im Rahmen unseres eindimensionalen KDK-Systems
aufgreifen und analytisch zeigen, dass unsere Ableitungen in den letzten Abschnitten
bekannte Ergebnisse reproduzieren. Wir werden darüber hinaus sehen, dass die Darstel-
lung (3.25) selbst im homogenen Fall streng genommen nur für kleine Temperaturen
Gültigkeit besitzt.
Wir setzen im Folgenden fi := f und Mi := M für alle i. Durch diese Einschränkung
vereinfachen sich die Elemente der Matrix (3.2). Mit der Abkürzung ω20 := f/M sowie
ks(ω) := k(ω), ds := d und gs(ω) = −(1/ω20) exp(ik(ω)d) erhalten wir dann für die
Matrixelemente:
a2≤i≤N−1(ω) := a(ω) = −2ω20 cos [k(ω)d], (3.26)
sowie mit den Gln. (3.3) und (3.4)
a1/N(ω) := a0(ω) = −ω20 exp [−ik(ω)d]. (3.27)
Trivialerweise ergibt sich für bi := ω20 (1 ≤ i ≤ N −1). Wir wollen nun die Determinante
mN(ω) := det[MN(ω)] für diese vereinfachte Matrix bestimmen. Hierzu nutzen wir die
leicht zu veriﬁzierende rekursive Formel
mN+1(ω) = a0(ω)mN(ω), (3.28)
12Bei der Berücksichtigung der Maximalfrequenzen Ωα′ gilt für die Transmissionen Ξα′(ω) = Θ(Ωα′−ω).
Dies führt zu “komplexen” Korrekturen, analog zu denen die wir in Gl. (3.23) diskutiert haben.
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für N ≥ 2 und mit m1(ω) := a0(ω) − ω40/a0(ω) als Startfunktion der Rekursion. Aus-
gehend von diesen Gleichungen und unter Verwendung der Methode der vollständigen
Induktion ergibt sich dann die Determinante zu
mN(ω) = −2iω2N0 ei(N−1)k(ω)a sin(k(ω)a) ⇒ |mN(ω)|2 = 4ω4N0 sin2(k(ω)a). (3.29)
Für den Zähler in unserer Transmissionsfunktion (3.10) gilt im homogenen Fall mit
Ω = 2ω0:
Cγ1(ω)γ2(ω) = Cγ(ω)2 =
⎧⎪⎨
⎪⎩
4ω4N0 sin2(k(ω)a) für ω/Ω ≤ 1,
0 für ω/Ω > 1.
(3.30)
Dieses Ergebnis in Kombination mit (3.29) ermöglicht es uns, die Transmission der ho-
mogenen Kette in sehr kompakter Form mit Hilfe der Heaviside-Funktion auszudrücken.
Wir haben also:
Ξ(ω) = Θ(Ω − ω). (3.31)
Nun sind wir in der Lage die Wärmeleitfähigkeit nach (2.27) zu berechnen, indem wir er-
neut von unseren Deﬁnitionen x := ω/kBT , β := kBT/Ω und Λ∞ = kBΩ/2π Gebrauch
machen. Wir erhalten dann:
λh(β) = β
∫ 1/β
0
x2ex
(ex − 1)2dx. (3.32)
Integrieren wir diese Gleichung über x, so bekommen wir die dimensionslose Wärmeleit-
fähigkeit
λh(β) =
1
β
(
e−
1
β − 1
)−1 − 2βdilog (e 1β ) . (3.33)
In unserem Endresultat ﬁnden wir die Dilogarithmus-Funktion mit der speziellen Deﬁ-
nition
dilog(t) :=
∫ t
1
ln(s)
1 − sds. (3.34)
Die normierte Wärmeleitfähigkeit λh(β) der homogenen Kette ist in der Abb. 3.2 als
durchgezogene Kurve dargestellt. Für kleine β, also für kleine Temperaturen, beobach-
ten wir ein lineares Verhalten der Wärmeleitfähigkeit, welches für wachsende β in eine
Konstante übergeht. Der grundlegende Wechsel im Verlauf der Wärmeleitfähigkeit ﬁndet
bei β = 1/2 bzw. T = Ω/2kB statt. Sie hängt also in charakteristischer Weise vom be-
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Abb. 3.2.: Normierte thermische Leitfähigkeit λh(β) für eine homogene Atomkette
(durchgezogen) und die zugehörigen Näherungen λ∞h (β) (gestrichelt) und
λ0h(β) (gestrichpunktet). Ein charakteristischer Wechsel im Verhalten der
Wärmeleitfähigkeit ﬁndet sich bei β = 1/2.
trachteten Material ab. Darüber hinaus sind noch die entsprechenden Approximationen
von λh(β) sowohl für kleine, als auch große β dargestellt. Im Fall großer β führt uns eine
Taylorentwicklung von λh(β) bis zur zweiten Ordnung auf die Näherung (vgl. Anh. A.3)
λ∞h (β) ≈ 1 −
1
36β2 = λ
∞
1 (β) + λ∞2 (β). (3.35)
Im entgegengesetzten Fall kleiner β benutzen wir die im Anh. A.4 abgeleitete asympto-
tische Entwicklung von λh(β) mit dem Ergebnis
λ0h(β) ≈
1
3π
2β −
(
2 + 1
β
)
e−
1
β = λ01(β) + λ02(β). (3.36)
Sie zeigt als Term führender Ordnung die lineare Abhängigkeit der normierten Wär-
meleitfähigkeit von β. Dieser entspricht dem normierten Quant in (3.25) für nα′ = 1,
da wir in dem von uns betrachteten System lediglich eine akustische Longitudinalmode
vorﬁnden. Aus den beiden Gln. (3.35) und (3.36) können wir weiter zwei kritische Tempe-
raturen β∞ und β0 berechnen. Oberhalb bzw. unterhalb dieser Temperaturen verhält sich
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unsere Wärmeleitfähigkeit im Wesentlichen konstant bzw. linear. Wir deﬁnieren dazu die
absoluten Abweichungen i := |λi2(β)/λi1(β)| durch das Verhältnis des Korrekturterms
λi2(β), zum Term führender Ordnung λi1(β) mit i = 0,∞. Für große Temperaturen β
erhalten wir auf diesem Wege
∞ =
1/36β2
1 ⇒ β∞ =
1
6√∞ . (3.37)
Wir haben hier natürlich die positive und damit physikalische Lösung gewählt. Um auch
für kleine β einen analytischen Ausdruck für β0 zu bekommen, vernachlässigen wir in
(3.36) zusätzlich den Term 2e−1/β. Als Näherung folgt dann:
0 =
e−
1
β /β
π2β/3 ⇒
1
β
e−
2
β = 130π
2β. (3.38)
Diese spezielle Gleichung kann unter Verwendung der sog. LambertW-Funktion gelöst
werden. Von mehreren möglichen Lösungen erweist sich
β0 = − 12LambertW(−1,−√30π2/6)
(3.39)
als die richtige Wahl. Zur Veranschaulichung dieser Größen, wollen wir das Beispiel Silizi-
um betrachten und setzen nach [34] für die Parameter f = 16, 9 N/m, M = 4, 7 10−26 kg
sowie 0 = ∞ = 0.01. Daraus ergeben sich folgende Werte für die von uns betrachteten
Temperaturen:
T0 = β0
Ω
kB
≈ 39 K und T∞ = β∞Ω
kB
≈ 483 K.
Ohne die zusätzliche Näherung in (3.38) würde eine numerische Berechnung die Lösung
T0 = 37, 5 K ergeben. Das Ergebnis wäre also um lediglich 4 % kleiner, was die Verwen-
dung von (3.39) durchaus rechtfertigt. Die Existenz der Temperatur T0 zeigt deutlich,
dass selbst im Idealfall eines strikt eindimensionalen, homogenen atomaren Leiters die
QWL nicht im gesamten Temperaturbereich zu ﬁnden ist. Sie bestimmt aber für Tem-
peraturen T < T0 in fundamentaler Weise das Verhalten der Wärmeleitfähigkeit.
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3.4.2. Das heterogene Kontakt-Device-Kontakt-System
Wir wollen nun vom homogenen zum sehr viel allgemeineren heterogenen KDK-System
übergehen, wie es in Abb. 3.1 zu sehen ist. Durch das beliebig geartete Device erwarten
wir generell eine Reduzierung der thermischen Leitfähigkeit als Funktion der Tempera-
tur, verursacht durch diverse Phononenstreuungen an Selbigem. Im Gegensatz zum ho-
mogenen KDK-System und aufgrund der Komplexität dieses Systems entzieht sich die
Wärmeleitfähigkeit hier einer einfachen, auf dem gesamten Temperaturbereich gültigen,
analytischen Darstellung. Der Fokus unserer Untersuchungen liegt jedoch auf den Tief-
temperaturphänomenen, für welche wir die Wärmeleitfähigkeit analytisch durch (3.24)
ausdrücken können:
λ(β) = π
2
3 Ξ0β +
2π4
15 Ξ2Ω
2β3.
Im Folgenden wird sich zeigen, dass diese sehr kompakte Darstellung ausreichend ist,
um die wichtigsten Eigenschaften zu untersuchen.
Aus Gl. (3.25) wissen wir, dass die QWL durch (π2/3)β gegeben ist. Vergleichen
wir dieses Ergebnis mit dem Term führender Ordnung unserer obigen Entwicklung der
Wärmeleitfähigkeit, so ist ersichtlich, dass die QWL im heterogenen KDK-System nur
dann auftritt, wenn Ξ0 = 1 ist. Um diese Bedingung zu erforschen, können wir auf die
exakte Darstellung für Ξ0 in Gl. (3.12) zurückgreifen, welche für ein beliebiges KDK-
System Gültigkeit besitzt. Nach der Diskussion von Ξ0 in Abs. 3.1 resultiert Ξ0 = 1 nur
dann, wenn
y = MC2fC2
MC1fC1
= 1 ⇔ MC1fC1 = MC2fC2. (3.40)
gilt. In der Folge müssen also die Kontakte nicht identisch sein, sondern lediglich das
Produkt aus Atommasse und Kopplungskonstante. Darüber hinaus gilt dies für alle Ket-
ten unabhängig vom speziellen Streugebiet, weshalb es zusammen gesehen nicht ausge-
schlossen ist, die QWL in komplett heterogenen KDK-Systemen zu beobachten. Für alle
Systeme die diese Bedingung nicht erfüllen, ist die Wärmeleitfähigkeit um einen Faktor
Ξ0 < 1 unter ihren Quantenwert reduziert.
Für ein besseres Verständnis der grundlegenden Bedeutung und für eine physikalische
Interpretation des Korrekturfaktors
Ξ0 =
4√y[
1 + √y
]2
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Abb. 3.3.: Transmissionen in einem SJ-System, bestehend aus Si und Ge nach der
NEGF-Theorie (durchgezogene Linie) und nach der AMM-Theorie (gestri-
chelte Linie). Für kleine Frequenzen streben beide Funktionen gegen Ξ0. Pa-
rametrierung der Massen und Kopplungskonstanten nach [34].
betrachten wir das “Acoustic Mismatch Model” (AMM) [62]. Diese Tieftemperatur-
theorie beschreibt den Transport von Phononen über eine SJ, welche das System in
zwei Teile (s = 1, 2) unterschiedlichen Materials separiert. Die AMM-Transmission
für die resultierende ebene Grenzﬂäche, senkrecht zur Transportrichtung ist gegeben
durch ΞAMM(ω) = 4Z1Z2/(Z1 + Z2)2 mit Zs = ρsvs(ω), als die akustische Impedanz.
Für unser eindimensionales Problem ist dabei ρs = MCs/dCs die Längendichte und
vs(ω) = dω(ks)/dks = (dsωmaxs /2) cos (ks(ω)ds/2) die Gruppengeschwindigkeit im Ma-
terial s.13 Beschränken wir uns auf tiefe Temperaturen und damit auf kleine für uns
relevante Frequenzen gilt vs(ω → 0) = dsωmaxs /2, womit wir für die AMM-Transmission
ΞAMM(ω → 0) = Ξ0 erhalten (vgl. hierzu Abb. 3.3). Von diesem Ergebnis aus können
wir schlussfolgern, dass sich bei tiefen Temperaturen das Transportproblem mit einem
beliebigen Device verhält, wie ein SJ-Problem in dem die Kontakte direkt aneinander
gekoppelt sind. Schließlich können wir die Bedingung für die QWL nun auch mit Hilfe
der akustischen Impedanzen ausdrücken: y = Z22(ω → 0)/Z21(ω → 0) = 1. Es müssen
13Die von uns zu Grunde gelegte KDK-Struktur reduziert sich also in diesem Fall auf zwei direkt
aneinander gekoppelte Kontaktketten, bestehend aus den Materialien s.
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also die akustischen Impedanzen Zs > 0 in beiden Materialien gleich sein. Verwendet
man in der AMM-Theorie die Volumendichte, ist sie auch auf dreidimensionale Systeme
anwendbar. Dieser Umstand liefert einen ersten Hinweis darauf, dass unter bestimmten
Voraussetzungen die Bedingung y = 1 für jede akustische Mode in einer deutlich grö-
ßeren Klasse von quasi-eindimensionalen 3D-Systemen erfüllt sein muss, um die QWL
beobachten zu können. Diese Vermutung können wir mit den verallgemeinernden Aus-
führungen im Kap. 4 veriﬁzieren.
Bei zunehmender Temperatur können wir anhand unserer Entwicklung der Wärme-
leitfähigkeit (3.24) sehen, dass der Term führender Ordnung durch einen kubischen Term
∝ T 3 korrigiert wird, welcher abhängig vom Entwicklungskoeﬃzienten Ξ2 sowohl kleiner
als auch größer als Null sein kann.14 Es wird deutlich, dass im Fall Ξ2 > 0 (Ξ0 < 1) eine
geeignete Device-Region die Wärmeleitfähigkeit gegenüber einem SJ-System, in welchem
die Kontakte direkt miteinander verbunden sind (AMM), verbessern kann. Dieses Phä-
nomen ist in Analogie zu einer Entspiegelungsschicht in der Optik.15 Ein solcher Eﬀekt ist
im klassischen diﬀusiven Wärmetransport nicht denkbar, in dem eine zusätzliche Schicht
auch immer einen zusätzlichen Wärmewiderstand bedeutet, der die Wärmeleitfähigkeit
verringert. Bekommen wir hingegen die QWL (Ξ0 = 1), dann gilt immer Ξ2 < 0 und die
Wärmeleitfähigkeit ist reduziert. In unserem Fall wird die Reduzierung bei steigenden
Temperaturen durch die zunehmende Streuung der Phononen am Device verursacht.
Aber auch in anderen heterogenen Nanosystemen konnte ein ähnliches Verhalten beob-
achtet werden. Dies ist auf unterschiedliche Streumechanismen zurück zu führen. Hier-
zu gehören beispielsweise Streuungen an geometrischen Substrukturen [38, 39], durch
Oberﬂächenrauheit [40] oder an strukturellen Defekten [23]. Die Auswirkungen solcher
Streuungen zeigen sich auch im Experiment [37].
Um die Präzision der Quantisierung der thermischen Leitfähigkeit zu bewerten, führen
wir wieder das Verhältnis von Korrekturterm zum Term führender Ordnung auf Basis
von Gl. (3.24) ein:  = |(2π4/15)Ξ2Ω2β3/(π2/3)Ξ0β|. Damit können wir für eine gegebene
Genauigkeit  eine obere Grenztemperatur
T =

πkB
√

5Ξ0
2 |Ξ2| (3.41)
14Vergleiche hierzu z. B. Abb. 3.4 und 3.5 oder Abb. 7 in Ref. [45].
15Es ist üblich optische Instrumente zu entspiegeln (Vergütung). Dabei wird eine reﬂexionsmindernde
Schicht auf die Gläser aufgebracht, welche den Lichtdurchgang durch das System Glas-Schicht-Luft,
aufgrund der verbesserten Transmissionseigenschaften, erhöht.
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festlegen. Sie gibt an, ab welcher Temperatur der Korrekturterm vernachlässigbar ist
und somit die Quantisierung der Wärmeleitfähigkeit als dominanter Eﬀekt in Erschei-
nung tritt. In der üblichen Darstellung der Wärmeleitfähigkeit Λ(T )/T bildet sich für
Temperaturen T < T ein Plateau aus, so dass wir in diesem Sinne T auch als die
Plateauweite deﬁnieren können (vgl. hierzu Abb. 3.8).
Alles in Allem zeigen uns die Bedingungen (3.40) und (3.41), dass wir unter gewissen
Voraussetzungen die QWL auch in komplett heterogenen Systemen beobachten können.
Diese Ergebnisse lassen die QWL deutlich robuster erscheinen, als dies aus früheren
Untersuchungen [28, 30, 37] zu erwarten war.
3.5. Anwendung auf ein eindimensionales
Drei-Komponenten-System
Um unsere analytischen Ergebnisse im vorhergehenden Abschnitt zu illustrieren, be-
trachten wir nun eine DJ-Kette aus zwei homogenen Kontakten und einer dazwischen
liegenden homogenen Device-Region.16 Wir setzen daher für die Device-Parameter Mi =
MD und fi = fD für 1 ≤ i ≤ N . Zusätzlich schreiben wir vereinfachend in Gl. (3.2)
a2≤i≤N−1(ω) := ω2 − 2ω˜20 und b1≤i≤N−1 := ω˜20 mit ω˜20 := fD/MD. In den Gln. (3.3) und
(3.4) verwenden wir außerdem f1 = fN−1 := fD sowie M1 = MN := MD.
Ausgehend von diesen Setzungen werten wir die kompakte Stromtransmission (3.10)
in Anh. A.5 analytisch aus und bekommen für N ≥ 3
Ξ(ω) = Cγ1(ω)γ2(ω)|a1aNnN−2 − ω˜40[a1 + aN ]nN−3 + ω˜80nN−4|2
, (3.42)
mit n−1 := 0, n0 := 1 und
nL(ω) =
L∏
n=1
[
ω2 − 4ω˜20 sin2
(
nπ
2(L + 1)
)]
. (3.43)
Wir haben hierbei die Frequenzabhängigkeit einiger Größen zu Gunsten einer übersicht-
licheren Darstellung unterdrückt.
16Das betrachtete System wird also aus drei homogenen, im Allgemeinen unterschiedlichen Material-
komponenten gebildet.
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Abb. 3.4.: Stromtransmission nach Gl. (3.42) für eine Si-Ge-SiX DJ-Struktur mit N = 5.
Links: MX = MSi (durchgezogen), MX = (2/3)MSi (gestrichelt) und MX =
(1/3)MSi (gepunktet). Rechts: MX = MSi (durchgezogen), MX = 2MSi (ge-
strichelt) und MX = 3MSi (gepunktet).
Abb. 3.5.: Stromtransmission nach Gl. (3.42) für eine Ge-Si-GeX DJ-Struktur mit N =
5. Links: MX = MGe (durchgezogen), MX = (2/3)MGe (gestrichelt) und
MX = (1/3)MGe (gepunktet). Rechts: MX = MGe (durchgezogen), MX =
2MGe (gestrichelt) und MX = 3MGe (gepunktet).
3.5. Anwendung auf ein eindimensionales Drei-Komponenten-System 39
Abb. 3.6.: Darstellung von Ξ(ω → 0) = Ξ0, als Funktion des Verhältnisses der Kon-
taktmassen y = MX/MC1. Punkte: Für eine Si-Ge-SiX-Struktur mit einer
Device-Region, bestehend aus fünf Ge-Atomen und einem Si-Kontakt. Krei-
se: Für eine Ge-Si-GeX-Struktur mit einer Device-Region, bestehend aus fünf
Si-Atomen und einem Ge-Kontakt. Die Punkte und die Kreise sind nach (3.42)
und die durchgezogene Linie nach dem universellen Resultat (3.12) berechnet.
Diese Formel wollen wir jetzt auf eine Si-Ge-SiX-Struktur anwenden,17 welche auf-
gebaut ist aus einem Si-Kontakt, einem Device, bestehend aus fünf Ge-Atomen, sowie
einem zweiten Kontakt aus einem ﬁktiven Typ von Isotopen SiX . Die Isotope weisen
die gleiche Kopplungsstärke wie in Si auf, haben jedoch eine abweichende Masse MX .
Die graﬁsche Auswertung von (3.42) führt zu typischen Transmissionskurven und ist
in Abb. 3.4 dargestellt. Zum Vergleich haben wir zusätzlich die Transmission für ei-
ne Ge-Si-GeX-Struktur in Abb. 3.5 dargestellt. In beiden Fällen ist gut zu sehen, dass
Ξ(ω → 0) = Ξ0 nicht immer gleich Eins ist. Es resultiert daraus und aus dem ersten
Term (π2/3)Ξ0β von Gl. (3.24) eine Abweichung von der QWL. Entsprechend Gl. (3.12)
ist diese Abweichung allein abhängig von der Struktur der Kontakte, ausgedrückt durch
den Parameter y = MC1fC1/MC2fC2. Um dieses Ergebnis zu demonstrieren, haben wir
den Wert von Ξ(ω → 0) = Ξ0 sowohl nach Gl. (3.42) als auch nach (3.12) für die von uns
betrachteten atomaren Ketten berechnet und in Abb. 3.6 dargestellt. Wir ﬁnden eine
17Parametrierung der Massen und Kopplungskonstanten ebenfalls nach [34].
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Abb. 3.7.: Transmission für eine Si-Ge-Si DJ-Struktur mit einer Device-Region, beste-
hend aus fünf Ge-Atomen (durchgezogen) sowie die gemittelte Transmission
nach Gl. (3.44) (durchgezogene Linie mit Punkten). Die Peaks resultieren aus
multiplen Reﬂexionen zwischen den zwei Grenzﬂächen des DJ-Systems. Die
Minima der Transmission sind eingehüllt durch das Quadrat der gemittelten
Transmissionsfunktion (gepunktet). Der Pfeil markiert die maximale Device-
Frequenz 2ω˜0 = 21, 4 THz. In dem “verbotenen” grauen Bereich über 2ω˜0
beobachten wir Phononentunneln, erkennbar als der kleine Schwanz in der
Transmission.
vollständige Übereinstimmung für beide Kettentypen und alle von uns betrachteten Mas-
senverhältnisse MX/MC1. Wie zu erwarten, ergibt sich nur für MX = MC1 ⇔ y = 1
der Fall Ξ0 = 1 und damit die universelle QWL, unabhängig vom Streubereich.
In Abb. 3.7 haben wir die NEGF-Transmission (3.42) für die Si-Ge-Si-Kette in Abb. 3.4
(MX = MSi) etwas tiefergehend analysiert. Im “erlaubten” Bereich für Frequenzen un-
terhalb der maximalen Device-Frequenz von 2ω˜0 = 21.4 THz (Pfeil) ﬁnden wir vollstän-
dige Übereinstimmung mit den Ergebnissen in Ref. [41]. Durch diesen Vergleich wird
klar, dass die Transmissionspeaks ein Interferenzphänomen sind, dass durch die multi-
plen Reﬂexionen der Phononenwellen zwischen den zwei Grenzﬂächen entsteht.18 Der
Eﬀekt des Phononentunnelns, welcher unter den entsprechenden Voraussetzungen mög-
18Diese Vorgänge sind analog zum Fabry-Pérot-Interferometer.
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Abb. 3.8.: Wärmeleitfähigkeit Λ(T ) geteilt durch T für eine Si-Ge-Si DJ-Struktur mit
einer Device-Region, bestehend aus 5 (durchgezogen), 10 (gestrichpunktet),
25 (gestrichelt) und 50 (lang gestrichelt) Ge-Atomen. Das obere Plateau re-
präsentiert die QWL. Darüber hinaus sehen wir die Entstehung eines zweiten
Plateaus für wachsendes N mit dem Wert (3.45). Die gepunktete Linie stellt
die Entwicklung nach Gl. (3.24) für ein Device aus fünf Atomen dar. Der
Pfeil markiert die Plateauweite T = 1, 6 K für  = 0, 01. Alle Kurven für die
verschiedenen N vereinigen sich in einer Asymptote (durchgezogene Linie mit
Punkten), die durch Λav(T )/T gegeben ist.
lich19 und als der kleine Schwanz im “verbotenen” grauen Bereich zu sehen ist, wurde in
Ref. [41] nicht diskutiert. Ungeachtet dessen ist für ausreichend lange Device-Regionen
der Tunneleﬀekt vernachlässigbar und wir können Gl. (16) aus Ref. [41] benutzen, um in
naheliegender Weise (vgl. Ref. [20, S. 199]) einen über die Phasen gemittelten Ausdruck
Ξav(ω) =
Ξ2SG(ω)
1 − [1 − ΞSG(ω)]2 (3.44)
für die Transmission zu gewinnen. Der Verlauf dieser Kurve ist in Abb. 3.7 als die
durchgezogene Linie mit Punkten gezeigt. In Gl. (3.44) ist ΞSG(ω) die Transmission
eines SJ-Systems, bestehend aus Si und Ge, die sich z. B. leicht nach Gl. (3.42) durch
19Tunneln ist in Systemen möglich, in denen die maximale Device-Frequenz kleiner ist, als die beiden
Maximalfrequenzen in den Kontakten. Andernfalls ist das Tunneln der Phononen grundsätzlich nicht
möglich (vgl. hierzu die Abbn. 3.4 und 3.5).
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Abb. 3.9.: Die Plateauweite T der Si-Ge-Si DJ-Struktur in Abb. 3.8, als Funktion der
Device-Länge N . Wir haben  = 0, 01 gewählt, entsprechend einer maximal
einprozentigen Abweichung der Wärmeleitfähigkeit vom Quantenwert.
Betrachtung einer Si-Ge-Ge-Struktur für N = 3 berechnen lässt.
Zum Schluss wollen wir die Gesamtwärmeleitfähigkeit nach den Gln. (3.20) und (3.42)
für eine Reihe von Si-Ge-Si-Ketten verschiedener Device-Längen (5, 10, 25, 50 Atome)
berechnen. In Abb. 3.8 ﬁnden wir die Ergebnisse in der typischen Darstellung Λ(T )/T .
Da in diesen Systemen y = 1 ist, können wir für Temperaturen T < T ein Plateau beim
Wert π2k2B/3h beobachten, welches der QWL entspricht. Die Weite T dieses Plateaus ist
gegeben durch Gl. (3.41). Für das fünfatomige Device und  = 0.01 (entsprechend einer
Abweichung vom Quantenwert von 1 %) ist die Plateauweite in Abb. 3.8 durch den Pfeil
markiert. Für steigende Temperaturen gewinnt der Term dritter Ordnung in der Ent-
wicklung (3.24) an Einﬂuss und die Kurve Λ(T )/T fällt unter ihren Plateauwert. Dieses
Verhalten ist wiederum sensibel von der Zahl N der Atome im Device abhängig. Aus
diesem Grund haben wir in Abb. 3.9 die Plateauweite T als Funktion der Device-Länge
aufgetragen. Für weiter steigende Temperaturen, jenseits des Gültigkeitsbereichs unserer
Entwicklung bis zur dritten Ordnung, verschmelzen die Kurven für die verschiedenen N
in einer einzigen asymptotischen Kurve. Diese Asymptote entspricht der phasengemit-
telten Wärmeleitfähigkeit Λav(T ), die wir aus der gemittelten Transmission in Gl. (3.44)
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ableiten können. Sie bildet ein zweites, tieferes Plateau mit dem Wert
Ξ20,SG
1 − (1 − Ξ0,SG)2
π2k2B
3h . (3.45)
Diesen bekommen wir aus (3.20) und (3.44) für ΞSG(ω → 0) = Ξ0,SG, wobei Ξ0,SG durch
(3.12) gegeben ist. Für Temperaturen größer als die Plateauweite des tieferen Plateaus
beginnen die Kurven Λ(T )/T mit identischem Verlauf erneut zu fallen. Die beschriebene
Konvergenz der Wärmleitfähigkeit gegen den phasengemittelten Wert für zunehmende
Temperaturen bietet eine natürliche Erklärung für die Unabhängigkeit von Λ(T ) von
der Zahl N der Atome im Device, welche auch in numerischen Berechnungen [12, 34, 63]
gefunden wurde.
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4. Quantisierte Wärmeleitung in
dreidimensionalen Strukturen
Die nachfolgende Theorie verallgemeinert unter strikten Voraussetzungen die Ergebnis-
se der vorangegangenen Abschnitte auf dreidimensionale, realistischere Systeme. Hierbei
eröﬀnet sich ein umfangreiches Forschungsgebiet, welches zu diesem Zeitpunkt keines-
falls abgeschlossen ist. In der folgenden Darstellung werden die theoretischen Grundlagen
entwickelt, die ein qualitatives und in Teilen auch quantitatives Verständnis des Tief-
temperaturtransports von Phononen in einer ganzen Klasse von dreidimensionalen, he-
terogenen Nanostrukturen ermöglicht. Die daraus resultierenden Erkenntnisse stimmen
dabei mit den experimentellen Beobachtungen überein.
4.1. Eﬀektive Kristallstruktur für akustische Phononen
Wir wollen den in Abb. 4.1 schematisch dargestellten homogenen Kristall bezüglich
ganz bestimmter langwelliger Phononenmoden untersuchen. Man ﬁndet diese für spe-
zielle Auslenkungen der Atome im Kristall. Dabei schwingen alle Atome ausschließlich
in eine der drei Koordinatenrichtungen j = x, y, z, wobei die Schwingungsamplituden
für aneinandergrenzende Einheitszellen (EZ) nur wenig variieren und innerhalb einer EZ
alle Atome gleich ausgelenkt sind. Durch letzteren Umstand kann man sich die Atome
einer EZ als starr verbunden vorstellen (kleine “Hanteln” in Abb. 4.1). In jeder EZ ist es
dann möglich die Massen m1 und m2 der Atome in ihrem Schwerpunkt zu vereinigen und
nur die interatomaren Kopplungen zwischen benachbarten EZ zu betrachten, für welche
wir eine äquivalente, eﬀektive Kopplung einführen. Im Fall dieser langwelligen Phono-
nen reduziert sich der Kristall also eﬀektiv auf ein orthorhombisches Kristallsystem, mit
ﬁktiven Atomen der Masse M = m1 +m2 im Schwerpunkt der ursprünglichen EZ sowie
Kopplungen und Gitterkonstanten, die für jede der drei Raumrichtungen verschieden
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Abb. 4.1.: Schematische Darstellung eines Kristalls und seiner EZ, welcher sich aufgrund
der speziellen Eigenschaften der langwelligen Phononen in einen eﬀektiven
Kristall transformieren lässt.
sein können. Für eine tiefer gehende Diskussion verweisen wir auf den Kontinuumslimes
für ein allgemeines Kristallsystem [64, S. 134 ﬀ.] bzw. [6, S. 70 ﬀ.]. Dieser erweist sich in
der Regel als zweckmäßige Näherung für elastische Wellen mit Wellenlängen größer als
108 m bzw. Schwingungsfrequenzen unterhalb von 1011 bis 1012 Hz [5].
Als ein Beispiel wollen wir die Ausbreitung von Gitterwellen in Richtungen hoher
Kristallsymmetrie betrachten. In einem Kristall in NNWw und zweiatomiger Basis exis-
tieren dann Kristallrichtungen, in denen sich ganze Netzebenen parallel bzw. senkrecht
zur Flächennormalen gegeneinander bewegen können (vgl. z. B. [5, S. 89–128], [65, S.
64–73] und [59, S. 178–183]). In den aufeinander folgenden Netzebenen alternieren die
Atomsorten und haben dabei den Abstand d/2, die Massen m1 sowie m2 und sind durch
gleichartige Federn mit der Federkonstante f verbunden.1 Die Länge der EZ und damit
die Periodizitätslänge ist aufgrund der zweiatomigen Basis d. Nach den Refn. [59, S. 180]
und [65, S. 64–73] liefert dann die Dispersionsrelation zwei Äste, in der die akustischen
Phononen beschrieben werden durch:
ω2 = f
( 1
m1
+ 1
m2
)
− f
√√√√( 1
m1
+ 1
m2
)2
− 4
m1m2
sin2
(
kd
2
)
. (4.1)
Im Limes großer Wellenlängen, also für kd  1, erhalten wir aus (4.1) die für akustische
Phononen typische lineare Dispersion
ω2 = 2f
m1 + m2
d2k2
4 . (4.2)
1Als ein Beispiel kann hier ein Natriumchloridkristall gesehen werden, in dem sich die Wellen entlang
der [111]-Richtung ausbreiten sollen.
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Abb. 4.2.: Schematische Darstellung eines dreidimensionalen Kristalls im Rahmen des
Kontinuumslimes. Die Kugeln symbolisieren die im Schwerpunkt vereinigten
Massen der Atome in einer EZ. Sie wechselwirken über eﬀektive Kopplungen,
wobei auf die Darstellung der lateralen Kopplungen der Übersichtlichkeit hal-
ber verzichtet wurde. Das Device besteht aus einer epitaktischen Schichtung
beliebiger Atome und ist an homogene, nicht unbedingt identische Kontakte
gekoppelt.
Im transformierten Kristall ﬁnden wir nur noch ein Atom mit der Masse m1 + m2 im
Schwerpunkt der EZ, wodurch sich die Gitterkonstante auf d verdoppelt. Ebenfalls nach
den Refn. [65, S. 64–73] und [59, S. 174] gilt dann für die Dispersion
ω2 = 4f
′
m1 + m2
sin2
(
kd
2
)
≈ 2f
m1 + m2
d2k2
4 für kd  1. (4.3)
Da wir die Federlänge verdoppeln mussten und die Federkonstante einer Feder propor-
tional zur Zahl der Windungen ist (lange Federn sind weicher), haben wir f ′ = f/2
gesetzt. Dieser Schritt entspricht der Einführung einer eﬀektiven Kopplung, welche sich
im Rahmen des zu Grunde liegenden Federmodells sehr anschaulich begründen lässt.
Der Vergleich von (4.2) und (4.3) zeigt, dass der transformierte Kristall eine äquivalente
Darstellung der Dispersion für langwellige akustische Phononen ergibt.
Überträgt man die vorangegangen Überlegungen, ist es möglich eine Vielzahl (stück-
weise) homogener Kristallsysteme entsprechend zu transformieren. Zur Vereinfachung
wollen wir uns hier auf orthorhombische, eventuell nicht primitive EZ beschränken.2
2Es sind auch andere EZ-Typen denkbar, in denen sich durch die beschriebene Kristalltransformation
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Angewandt auf die häuﬁg diskutierten KDK-Systeme, lässt sich die in Abb. 4.2 gezeigte
eﬀektive Struktur konstruieren. Jede Kugel stellt hierbei die eﬀektive Masse im Schwer-
punkt der orthorhombischen EZ dar. Die Transportrichtung sei x, in welcher der Kristall
unendlich ausgedehnt ist. In y- und z-Richtung ist der Kristall endlich mit y ∈ [0, Ly] und
z ∈ [0, Lz]. Das Device sei durch eine (epitaktische) Schichtung verschiedener homogener
Materialien aufgebaut, von welchen wir hier erst einmal verlangen wollen, dass sie ein
zu den Kontakten passendes orthorhombisches Kristallsystem bilden (siehe Abb. 4.2).
Ein hervorragender Vertreter, aufgrund der nahezu identischen Gitterkonstanten (vgl.
Tab. 4.1), ist ein epitaktisches System bestehend aus GaAs und AlAs, in dem die Kon-
takte aus einem Material und das Device aus einer Schichtung dieser Materialien besteht.
Es sind weitere versetzungsfreie, epitaktische Systeme auch für stärker abweichende Git-
terkonstanten möglich, solange sie eine kritische Schichtdicke nicht überschreiten.3 In
diesem Fall passt das aufwachsende Material seine Gitterkonstante durch Verspannung
an die Gitterkonstante des Wirtsmaterials an. In der resultierenden Struktur in Abb. 4.2
können wir nun mit l nummerierte Ebenen senkrecht zur Transportrichtung x deﬁnieren,
in der ausschließlich eﬀektive Atome der Masse Ml zu ﬁnden sind. Hierbei erstreckt sich
das Device über die Indizes 1 ≤ l ≤ N . Die beiden Kontakte s = 1 für l < 1 und s = 2
für l > N sind wieder homogen, aber nicht unbedingt identisch und fungieren als ther-
modynamische Reservoire mit den konstanten Temperaturen Ts. Im nächsten Abschnitt
werden wir zeigen, dass bei tiefen Temperaturen nur die Kopplungen f jl zwischen den
Massen Ml und Ml+1 entlang der x-Richtung von Bedeutung sind. Der Übersichtlichkeit
halber verzichten wir daher auf die Darstellung der lateralen Kopplungen. Die spezielle
Wahl der Darstellung ist eine Vorwegnahme und soll die quasi-eindimensionale Natur
des betrachteten Transportproblems verdeutlichen, die wir im anschließenden Abschnitt
herausarbeiten werden.
eine durchgehende Netzebenenstruktur senkrecht zur betrachteten Transportrichtung herausbildet.
3Für eine Einführung in dieses Thema, welches wir hier nicht weiter vertiefen wollen, vgl. z. B. [66]
und die Literatur darin.
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4.2. Dynamik des eﬀektiven Kristalls und die
quantisierte Wärmeleitfähigkeit
In einem epitaktisch geschichteten Kristall, mit der im vorangegangenen Abschnitt be-
schriebenen Struktur, betrachten wir den Fall, in dem sich alle Atome ausschließlich
in eine der drei Raumrichtungen j = x, y, z bewegen. Wir interessieren uns für die
Bewegungsgleichung einer Masse Ml in der Atomschicht l senkrecht zur Transportrich-
tung x. Aufgrund der orthorhombischen, geschichteten Struktur und der vorausgesetz-
ten NNWw wirkt auf das Atom mit dem Ortsindex (l,m, n) im Falle einer Auslenkung
Ψjl,m,n(t) := Ψj(xl, ym, zn, t) = 0 in Richtung von j eine Rückstellkraft entlang von j,
die sich aus drei Einzelkräften F jl , F
j
lm sowie F
j
ln zusammensetzt. Diese Kräfte werden
durch die Kopplungen entlang der Indizes l, m und n verursacht (vgl. hierzu Abb. 4.3)
und sind gegeben durch4
F jl = f
j
l−1[Ψ
j
l−1,m,n(t) − Ψjl,m,n(t)] + f jl [Ψjl+1,m,n(t) − Ψjl,m,n(t)],
F jlm = f
j
lm[Ψ
j
l,m−1,n(t) − Ψjl,m,n(t)] + f jlm[Ψjl,m+1,n(t) − Ψjl,m,n(t)],
F jln = f
j
ln[Ψ
j
l,m,n−1(t) − Ψjl,m,n(t)] + f jln[Ψjl,m,n+1(t) − Ψjl,m,n(t)].
Der Parameter f jl beschreibt die Kopplungsstärke, die durch eine Auslenkung in j-
Richtung (j = x, y, z) durch die Kopplungen entlang des Indexes l hervorgerufen wird.
Die Auslenkung kann dabei senkrecht oder parallel zu l sein. Im ersteren Fall wollen wir
von Scherkopplungen, im letzteren Fall von Längskopplungen sprechen.5 Die Parameter
f jlm und f
j
ln beschreiben die Kopplungen in der homogenen Atomschicht l entlang der
m- bzw. n-Richtung, wenn die Atome in Richtung von j ausgelenkt werden. Auch hier
ergeben sich in Abhängigkeit von j Scher- oder Längskopplungen. Im Allgemeinen sind
diese zwei Arten der Kopplung nicht gleich. Die Gesamtkraft auf das Atom (l,m, n) ist
durch die Summe der obigen drei Kräfte gegeben. Die Bewegungsgleichung für dieses
4Wir machen an dieser Stelle den für kleine Auslenkungen (harmonische Näherung) üblichen Ansatz,
dass die Kräfte proportional zur Diﬀerenz der Auslenkungen benachbarter Atome sind (vgl. z. B.
[65, S. 64–73] und [59, S. 173]).
5Exemplarisch bedeutet dies, wenn wir ein Atom entlang der x-Richtung auslenken, so erzeugen die
mit l indizierten Kopplungen eine Längskopplung. Wohingegen Auslenkungen in y- oder z-Richtung
für die gleichen Kopplungen zu Scherkopplungen führen.
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Abb. 4.3.: Schematische Darstellung der Kopplungsverhältnisse im orthorhombischen
Kristall. Die Kugeln symbolisieren die im Schwerpunkt vereinigten Massen
der Atome in einer EZ, welche über die eﬀektiven Kopplungen f jl , f
j
lm und f
j
ln
wechselwirken.
Atom lautet damit6
MlΨ¨jl,m,n(t) = f
j
l−1Ψ
j
l−1,m,n(t) − [f jl−1 + f jl ]Ψjl,m,n(t) + f jl Ψjl+1,m,n(t)
+ f jlmΨ
j
l,m−1,n(t) − 2f jlmΨjl,m,n(t) + f jlmΨjl,m+1,n(t)
+ f jlnΨ
j
l,m,n−1(t) − 2f jlnΨjl,m,n(t) + f jlnΨjl,m,n+1(t). (4.4)
Wir wollen nun dieses Problem behandeln, indem wir das gesuchte Auslenkungsfeld
Ψjl,m,n(t) nach den Transversalmoden Φ
j
l,p(md) und Φ
j
l,q(md) entwickeln.7 Diese beschrei-
ben die unabhängigen Schwingungen in jeder Schicht l, senkrecht zur Transportrichtung,
entlang der Koordinaten y = md und z = nd, die entsprechend dem äquidistanten Git-
ter mit der Gitterkonstante d diskretisiert werden können. Aufgrund der Translations-
invarianz in transversaler Richtung, können wir für die Transversalmoden ebene Wellen
6Unter der Voraussetzung tiefer Temperaturen und für ein homogenes Medium lässt sich zeigen, dass
diese Gleichung äquivalent zur diskretisierten Wellengleichung der Kontinuumsmechanik von Fest-
körpern ist.
7Die Entwicklung ist aus mathematischer Sicht letztlich vollkommen analog zur Fourierentwicklung
einer Funktion in mehreren Veränderlichen. Wir wählen jedoch diesen Weg, da er der physikali-
schen Anschauung angepasst ist und wir auf diese Weise eine Reihe wichtiger physikalischer Begriﬀe
abhandeln können.
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verwenden. Dieser Wellenansatz muss dabei in transversaler Richtung die gegebenen
Randbedingungen (RB) erfüllen. Wir gehen hier von losen RB aus, bei denen die Atome
am Rand frei schwingen können. In diesem Fall muss für den Ansatz an den Stellen
y = 0, z = 0, y = Ly und z = Lz gelten:
dΦjl,p(md)
d(md)
∣∣∣∣∣∣
y=0
=
dΦjl,p(md)
d(md)
∣∣∣∣∣∣
y=Ly
=
dΦjl,q(nd)
d(nd)
∣∣∣∣∣∣
z=0
=
dΦjl,q(nd)
d(nd)
∣∣∣∣∣∣
z=Lz
= 0. (4.5)
Die Transversalmoden haben dann die im Appendix A.6 abgeleitete Gestalt:
Φjl,p(md) = 2C
j
l,p cos
(
pπ
Ly
md
)
,
Φjl,q(nd) = 2C
j
l,q cos
(
qπ
Lz
nd
)
, (4.6)
wobei kp = pπ/Ly und kq = qπ/Lz die Wellenzahlen der jeweiligen Moden sind. Für diese
Wellen mit Amplitude Cjl,p/q führen die Atome am Rand die gewünschten harmonischen
Schwingungen aus, denn es gilt z. B. für y = Ly:
Φjp(Ly, t) = 2(−1)pCjl,pe−iωt. (4.7)
Die Transversalmoden bilden für die jeweilige Richtung ein vollständiges Orthonormal-
system (VONS) nachdem wir die Lösung Ψjl,m,n(t) entwickeln können. Wir setzen dazu8
Ψj(xl,md, nd, t) = Ψjl,m,n(t) =
∞∑
p,q=0
ψjl,pq cos
(
pπ
Ly
md
)
cos
(
qπ
Lz
nd
)
e−iωt. (4.8)
Die Entwicklungskoeﬃzienten ψjl,pq := ψjpq(xl) hängen dabei noch von den nicht unbe-
dingt äquidistanten Orten xl entlang der x-Achse ab. Das Einsetzen von (4.8) in (4.4)
liefert dann
Mlω
2ψjl,pq = f
j
l−1ψ
j
l−1,pq − [f jl−1 + f jlm(kpd)2 + f jln(kqd)2 + f jl ]ψjl,pq + f jl ψjl+1,pq. (4.9)
In dieser Eigenwertgleichung mit EW ω2 haben wir vom Limes großer Wellenlängen
(kp/qd  1) Gebrauch gemacht. Sie beschreibt den Zusammenhang zwischen den Ent-
8Diese Setzung entspricht exakt der Fourierentwicklung von Ψjl,m,n(t) unter der Maßgabe, dass diese
Funktion die RB (4.5) erfüllt.
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wicklungskoeﬃzienten ψjl,pq an den Stellen xl und zeigt zudem, dass keine “Mode Mixing”-
Eﬀekte9 auftreten. Wir wollen Gl. (4.9) zunächst für die Kontaktregionen s = 1, 2 un-
tersuchen. Aufgrund der Homogenität der Kontakte gilt f jl−1 = f
j
l := f
j
Cs, Ml := MCs
sowie für die Gitterkonstante in x-Richtung dx = ds. Wir deﬁnieren für s = 1 die Kon-
taktkoordinate xl = ld1 mit l < 1 und für s = 2 die Koordinate xl = ld2 mit l > N , so
dass wir auch hier als Lösungen in x-Richtung ebene Wellen ansetzen können:10
ψjl,pq = Ajs,pqeiks,pqlds + Bjs,pqe−iks,pqlds . (4.10)
Setzen wir diesen Ansatz in die Gl. (4.9) ein, erhalten wir in den Kontakten die nach-
stehende Bewegungsgleichung:
MCsω
2ψjl,pq = [f
j
Cs(ks,pqds)2 + f
j
lm(kpd)2 + f
j
ln(kqd)2]ψ
j
l,pq. (4.11)
Oﬀensichtlich ist ψjl,pq genau dann eine Lösung von (4.9), wenn für ω2 gilt:
ω(kspq)2 = (vjxsks,pq)2 +
(
vjys
pπ
Ly
)2
+
(
vjzs
qπ
Lz
)2
. (4.12)
Dies ist die Dispersionsrelation11 mit kspq = |kspq| =
√
(ks,pq)2 + (kp)2 + (kq)2 und den
Schallgeschwindigkeiten vjxs =
√
f jCs/MCsds und v
j
(y/z)s =
√
f jl(m/n)/MCsd im Limes
großer Wellenlängen. Aufgrund der semiinﬁniten Ausdehnung der Kontakte in Rich-
tung von x, können wir die Wellenzahl ks,pq praktisch als kontinuierliche Größe ansehen.
Wir wollen uns nun auf den wichtigen Spezialfall p, q = 0 konzentrieren. Dessen Wellen
entsprechen den akustischen Phononen, da nur für p, q = 0 die Dispersion (4.12) linear
gegen Null geht, für kspq → 0. Nach Gl. (4.8) führt dies zu Wellen der Form
Ψjl,m,n(t) = Ψ
j
l (t) =
[
Ajs,00eiks,00lds + Bjs,00e−iks,00lds
]
e−iωt. (4.13)
9Es gibt keine Kopplungen zwischen einer Mode mit Index p bzw. q und Moden, die einen höheren
oder niedrigeren Index haben.
10Durch die heterogene Struktur (variierende Massen, Kopplungen und Gitterkonstanten) des Devices
in Transportrichtung, ist die globale Deﬁnition von ebenen Wellen als Lösungsansatz in Richtung
von x nicht machbar.
11Verzichten wir auf den für uns relevanten Limes sehr großer Wellenlängen bzw. sehr kleiner Fre-
quenzen, so lautet die Dispersionsrelation für die Wellen in den Kontaktregionen ω(kspq)2 =
(2/MCs)
{
f jCs[1 − cos(ks,pqds)] + f jlm[1 − cos(kpd)] + f jln[1 − cos(kqd)]
}
.
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Mit den Setzungen ks := ks,00, Ajs := A
j
s,00 sowie Bjs := B
j
s,00 lässt sich dieser Ausdruck
noch etwas vereinfachen zu
Ψjl,m,n(t) = Ψ
j
l (t) =
[
Ajseikslds + Bjse−ikslds
]
e−iωt. (4.14)
Die akustischen Moden (4.14) breiten sich also exakt entlang der x-Achse und damit
entlang der Transportrichtung aus und sind dabei in Abhängigkeit von j = x, y, z in der
longitudinalen Richtung oder in den zwei transversalen Richtungen polarisiert. Die For-
derung p, q = 0 muss auch für die Gesamtlösung und damit für Gl. (4.9) verlangt werden.
Wir erhalten dann mit der Deﬁnition ψjl,00 := ψ
j
l die überall gültige Bewegungsgleichung
der akustischen Phononen:
Mlω
2ψjl = f
j
l−1ψ
j
l−1 − [f jl−1 + f jl ]ψjl + f jl ψjl+1. (4.15)
Diese Gleichung beschreibt die Schwingung ganzer, senkrecht zur x-Achse orientierter
Netzebenen mit den Koordinaten x = xl. Möglich sind hierbei nach (4.14) kollektive
Schwingungen in longitudinaler und den zwei transversalen Richtungen.12 Für diese drei
Polarisationen sind noch die eﬀektive Längskopplung fxl sowie die zwei entsprechenden
eﬀektiven Scherkopplungen f yl und f zl zu bestimmen (vgl. Abs. 4.4). Die Reduzierung
auf eine Bewegung starrer Netzebenen ist letztlich auch der Grund dafür, dass die trans-
versalen Kopplungen f jlm und f
j
ln keine Rolle spielen, weshalb wir auf deren Darstellung
in Abb. 4.2 verzichtet haben. Überführen wir die Gl. (4.15) in ihre Matrixdarstellung
und benutzen die Transformation ψl = (1/
√
Ml)ψ˜l exp(−iωt) ist es uns möglich, die
dynamische Matrix der akustischen Wellen zu konstruieren. Diese inﬁnite, reelle und
12Wir wollen hier darauf hinweisen, dass noch eine vierte Schwingungsmode möglich ist. Bei dieser
Torsionsmode verdrehen sich die einzelnen Netzebenen gegeneinander. Zu Gunsten einer einfache-
ren mathematischen Darstellung und einer leichteren Parametrisierung der betrachteten Systeme
verzichten wir in dieser Arbeit auf die Behandlung dieser Schwingungsmode. Die Eigenschaften die-
ser Mode bzgl. des Tieftemperatur-Wärmetransports entsprechen den Eigenschaften der übrigen
akustischen Moden (vgl. hierzu z. B. [37]). Zudem sei bemerkt, dass in realen endlichen Systemen
diese Moden über die Systemoberﬂäche koppeln. Die hier betrachteten reinen Schwingungsmoden
werden dann zu einer Dilatations-, zwei Biege- und einer Torsionsschwingung. Zur Vereinfachung
folgen wir der Argumentation in [67], wonach die besagten Kopplungen bei sehr tiefen Temperaturen
vernachlässigbar sind.
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symmetrische Tridiagonalmatrix hat analog zu Gl. (A3) (vgl. auch Ref. [60]) die Form
Djl,l′ =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
−f jl−1/
√
MlMl−1 für l′ = l − 1,
(f jl−1 + f
j
l )/
√
MlMl für l′ = l,
−f jl /
√
MlMl+1 für l′ = l + 1,
0 sonst.
(4.16)
Im Rahmen des NEGF-Formalismus kann aus dieser Matrix die Stromtransmission Ξj(ω)
berechnet werden. Folgen wir den Schritten in Abs. 3.1 sowie in Anh. A.1 gilt für die
Transmission akustischer Phononen
Ξj(ω) = Cj γ
j
1(ω)γj2(ω)
| det[M jN(ω)]|2
mit Cj =
N−1∏
l=1
(f jl )2
MlMl+1
. (4.17)
Unter Verwendung des Landauer-Büttiker-Formalismus lässt sich nach (2.25) und aus
(4.17) der Beitrag der akustischen Phononen zum gesamten Wärmetransport bestimmen.
Wählt man ausschließlich Frequenzen
ω < ωG := min
{
vjis
π
Li
| i = y, z; j = x, y, z; s = 1, 2
}
, (4.18)
so existiert unterhalb dieser Grenzfrequenz ωG keine Transversalmode mit einem Index
p, q ≥ 1 und damit keine angeregte optische Mode im gesamten System. Es wäre sonst
für jedes s und jedes j
ω(kspq) =
√√√√(vjxsks,pq)2 +
(
vjys
pπ
Ly
)2
+
(
vjzs
qπ
Lz
)2
≥
√√√√(vjys π
Ly
)2
+
(
vjzs
π
Lz
)2
>
√(
vjis
π
Li
)2
, i = y ∧ i = z
≥ min
{
vjis
π
Li
| i = y, z; j = x, y, z; s = 1, 2
}
, (4.19)
im Widerspruch zur Forderung (4.18). Für solche Frequenzen muss also p, q = 0 sein,
wodurch der Wärmetransport allein durch den Beitrag der akustischen Phononen gege-
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ben ist. Wie in Kap. 3 bzw. in Ref. [60] gezeigt, sind es gerade diese Moden, die bei tiefen
Temperaturen zur QWL führen. Wir haben also, im Vergleich zum eindimensionalen,
im dreidimensionalen Fall die zusätzliche Bedingung ω < ωG zu beachten.13 Dies ist
dann gewährleistet, wenn das System ein kritische Temperatur TK aufweist, unterhalb
derer der Beitrag von Frequenzen ω ≥ ωG zum Wärmestrom vernachlässigbar ist. Oﬀen-
sichtlich sind neben Systemen mit hohen Schallgeschwindigkeiten vor allem nanoskalige
Systeme mit geringen Ly und Lz (vgl. Abb. 4.2) dafür prädestiniert. Berücksichtigen wir
die Eigenschaften der Wellen (4.14), so zeigt die Bedingung T < TK gleichzeitig an, ab
welcher Temperatur der Phononentransport in dreidimensionalen Systemen durch strikt
eindimensionalen Transport dominiert wird.
Aus einer Betrachtung der Energiebeiträge14 der akustischen und optischen Phononen
zum Wärmestrom lässt sich TK abschätzen. Wie wir in Anh. A.7 zeigen, gilt für den
relativen Strombeitrag der tiefsten, besetzbaren optischen Mode mit Grenzfrequenz ωG,
im Verhältnis zu einer der drei möglichen akustischen Moden j
J→o
J→a
= Ξ¯o
Ξ¯ja
κ(xG). (4.20)
Neben der dimensionslosen Funktion κ(xG) mit xG = ωG/kBT , deren Verlauf Abb. 4.4
darstellt, hängt der relative Strombeitrag vom Verhältnis der eﬀektiven Transmissionen
Ξ¯o und Ξ¯ja der optischen und akustischen Phononen ab. Für diese eﬀektiven Transmis-
sionen gilt:
Ξ¯o =
∫ Ωo
ωG
dωΞo(ω)(ω/2π)N(ω, T )∫ Ωo
ωG
dω(ω/2π)N(ω, T )
und Ξ¯ja =
∫ Ωj
0 dωΞja(ω)(ω/2π)N(ω, T )∫ Ωj
0 dω(ω/2π)N(ω, T )
. (4.21)
Sie stellen aus mathematischer Sicht den Mittelwert der Transmission Ξo(ω) bzw. Ξja(ω)
bezüglich der Energieverteilung der Phononen (ω/2π)N(ω, T ) dar. Aus physikalischer
Sicht sind die eﬀektiven Transmissionen letztlich das Resultat eines Vergleiches des tat-
sächlichen mit dem maximal möglichen Phononenstrom (Ξ(ω) = 1 auf dem erlaubten
Intervall). Um zu entscheiden, ob der Beitrag der optischen Phononen nach (4.20) ver-
13Ein analoges Ergebnis gilt natürlich auch im zweidimensionalen Fall, bei dem jedoch nur eine Trans-
versalmode zu berücksichtigen ist.
14Der Energiebeitrag ergibt sich aus den erlaubten und gleichzeitig besetzten Phononen mit der Energie
ω und deren Beitrag zum Transport. Er ist also insbesondere von der Stromtransmission sowie der
mittleren Besetzung nach der Bose-Einstein-Verteilung abhängig.
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Abb. 4.4.: Werte der dimensionslosen Funktion κ(xG) für ganzzahlige xG = ωG/kBT .
Zusätzlich sind als gestrichpunktete Linien die Niveaus 0, 01 und 0, 001 ein-
gezeichnet, die für ungefähr xG = 6 bzw. xG = 9 erreicht werden.
nachlässigbar ist, sind drei Fälle zu erörtern. Ist die eﬀektive Transmission der optischen
Phononen größer als die der akustischen, so muss κ(xG) = κ˜(T ) entsprechend klein
werden. Dies ist nach Abb. 4.4 oﬀensichtlich für große xG und damit für sehr kleine
T erreichbar. Ist jedoch die eﬀektive Transmission der optischen Phononen kleiner als
die der akustischen, so kann κ(xG) = κ˜(T ) größer gewählt werden. Das wiederum er-
möglicht höhere Temperaturen, bei denen der Beitrag der optischen Phononen dennoch
gering ist. Im Spezialfall, dass Ξ¯o und Ξ¯ja annähernd gleich sind,15 vereinfacht sich die
Situation, so dass der Beitrag der optischen Phononen in einem bestimmten System nur
von xG = ωG/kBT und damit nur von der Temperatur abhängt. Die beiden letzteren
Fälle, also Ξ¯o ≤ Ξ¯ja, sind im Regelfall bei tiefen Temperaturen sehr gut erfüllt. Der
anschauliche Grund dafür ist die geringe Besetzung der kurzwelligen optischen Phono-
nen, gepaart mit einer im Mittel stärkeren Streuung an Inhomogenitäten. Dadurch ist
J→o < J
→
a . Die damit verbundene schlechtere Wärmeleitfähigkeit der optischen Pho-
nonen gegenüber den akustischen Phononen bei kleinen Temperaturen ist z. B. in den
Abbn. 2a bis 2c aus Ref. [23] oder in den Abbn. 4a und 4e aus Ref. [67] zu sehen. Wir
15Dies ist z. B. der Fall in homogenen und translationsinvarianten Systemen. Um dies zu sehen, setzt
man einfach unter Berücksichtigung der Integralgrenzen Ξo(ω) = 1 und Ξja(ω) = 1 in (4.21).
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können somit den Strombeitrag der optischen Phononen durch J→o /J→a = κ(xG) nach
oben abschätzen. Die kritische Temperatur ist dann mindestens
TK =
TG
6 , (4.22)
wobei die Grenztemperatur TG = ωG/kB direkt proportional zur Grenzfrequenz ωG
ist. Der Faktor 1/6 ist dabei so bestimmt worden, dass der Energiebeitrag der optischen
Phononen zum Transport lediglich ca. 1 % des Energiebeitrags der akustischen Phononen
ausmacht (vgl. Abb. 4.4).
Aufgrund der Gültigkeit von (4.17) sind sämtliche Ergebnisse aus Kap. 3 nahezu un-
verändert auf den dreidimensionalen Fall übertragbar.16 Zusätzlich zur Bedingung TK
ist es also auch möglich, die mechanischen Bedingungen für das auftreten der QWL zu
formulieren, die sich aus der Entwicklung der zugehörigen Transmissionsfunktion (4.17)
um ω = 0 ergeben. Analog zum Vorgehen in Anh. A.2 muss dann gelten:
Ξj0 =
4
√
yj[
1 +
√
yj
]2 = 1, (4.23)
was genau für yj := MC2f jC2/MC1f
j
C1 = 1 ⇔ MC1f jC1 = MC2f jC2 erfüllt ist. Der Index
j zeigt dabei an, dass wir für jede der drei möglichen Polarisationen der akustischen Mo-
den eine solche Bedingung auszuwerten haben. Die QWL, im Sinne von Gl. (3.25), ﬁnden
wir also nur dann, wenn yj = 1 für alle drei Moden j ist.17 Vom theoretischen Stand-
punkt aus sind also auch Systeme denkbar, in denen sogar die Kontakte unterschiedlich
sein können. Lediglich das Produkt aus eﬀektiver Masse und eﬀektiver Kopplung für das
jeweilige j muss gleich sein. Darüber hinaus ist dieses Ergebnis vollkommen unabhängig
vom beliebig gearteten Streugebiet. Das bedeutet, dass die QWL für jedes System mit
Streugebiet beobachtet werden kann, wenn wir ausreichend tiefe Temperaturen voraus-
setzen. Letztere Forderung ist wie folgt einzusehen: Die Gesamtwärmeleitfähigkeit ergibt
sich nach Gl. (2.27) als Summe der Einzelbeiträge aller Moden. Für das Tieftempera-
turverhalten der Wärmeleitfähigkeit sind also Beiträge der Form (3.24) zu summieren.
Überführen wir diese dimensionslose Darstellung in ihre ursprüngliche Form, setzen also
16Insbesondere wenn wir die dortige Theorie für eine Kette formuliert hätten, deren Atome in allen drei
Raumrichtungen schwingungsfähig sind.
17Der Index α′ nimmt hierbei die Werte j = 1, 2, 3 an und zählt damit die drei möglichen Polarisationen
der akustischen Moden ab.
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β := kBT/Ω und multiplizieren die Gleichung mit Λ∞ = kBΩ/2π, erhalten wir
Λ(T ) =
3∑
j=1
Λj(T ) =
π2k2B
6 Ξ0T +
π3k4B
153 Ξ2T
3. (4.24)
Hierbei sind dann aber
Ξ0 =
3∑
j=1
Ξj0 und Ξ2 =
3∑
j=1
Ξj2, (4.25)
wobei für eine vollständige QWL Ξ0 =
∑3
j=1 Ξ
j
0 = nj zu fordern ist, wie durch Vergleich
mit (3.25) ersichtlich wird. Entsprechend dem Vorgehen in Abs. 3.4.2 können wir mit
Hilfe von (4.24) die Temperatur
T =

πkB
√

5Ξ0
2 |Ξ2| (4.26)
deﬁnieren. Sie gibt auch hier an, ab welcher Temperatur der Korrekturterm in (4.24)
vernachlässigbar ist und somit die Quantisierung der Wärmeleitfähigkeit als dominanter
Eﬀekt in Erscheinung tritt. Damit (4.24) den tatsächlichen Verlauf der Wärmeleitfähig-
keit bei tiefen Temperaturen richtig beschreibt, muss natürlich T < TK sein. Andernfalls
wäre ihr Verlauf durch den Beitrag der optischen Phononen verändert und TK als die re-
levante Temperatur für die Beobachtbarkeit der QWL zu verwenden. In der Darstellung
der Wärmeleitfähigkeit Λ(T )/T ergibt sich auch im dreidimensionalen Fall für Tempe-
raturen T < T ein Plateau, so dass wir auch hier für T < TK die Temperatur T als die
Plateauweite ansehen können. Der einzige Unterschied zwischen dem eindimensionalen
und dem mehrdimensionalen Fall besteht also in der Verwendung der Größen (4.25),
als Folge der Existenz mehrerer akustischer Moden sowie der zusätzlichen Bedingung
T < TK .
Fassen wir zusammen: In einem Kristall, der die in diesem Kapitel dargestellten struk-
turellen und geometrischen Anforderungen erfüllt, kann grundsätzlich die QWL auftre-
ten, wenn yj = 1 für alle j ist. Dieses Ergebnis ist unabhängig von der mechanischen
Struktur des Streugebiets und unter Beachtung von yj = 1 für alle j sogar für unter-
schiedliche Kontakte möglich. Die QWL kann also in komplett heterogenen Strukturen
auftreten. Damit sie beobachtet werden kann, müssen die optischen Phononen für den
Transportvorgang vernachlässigbar sein. Dies ist für Temperaturen T < TK der Fall,
wobei TK neben dem Systemparameter ωG von den eﬀektiven Transmissionen (4.21)
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abhängt. Die Temperatur TK ist also im Allgemeinen nicht unabhängig vom Streugebiet
zu wählen. Generell sind auch die akustischen Phononen nicht unbeeinﬂusst vom Streu-
gebiet, streuen aber für T < T nur noch unwesentlich, so dass Terme höherer Ordnung
in (4.24) vernachlässigbar sind. Dann zeigt die Wärmeleitfähigkeit in der Darstellung
von Λ(T )/T ein Plateau der Breite T, welches der QWL entspricht. Diese Eigenschaft
ist durch ihre Abhängigkeit von Ξ2 ebenfalls vom Streugebiet beeinﬂusst.
Für eine weiterführende, völlig analoge Diskussion und Interpretation der hier nur kurz
dargestellten Resultate verweisen wir auf den Abs. 3.4, insbesondere auf 3.4.2, und 3.5.
Der unter anderem dort angestellte Vergleich unserer Ergebnisse mit der AMM-Theorie
sowie die Analogie zur Optik sind auch hier möglich.
4.3. Interpretation und Vergleich der Ergebnisse mit
dem Experiment
Um die Bedeutung der Größen und Bedingungen des vorangegangenen Abschnitts besser
zu verstehen, wollen wir sie auf die experimentellen Daten aus [37] anwenden. In Abb. 3
aus Ref. [37] ist die experimentell bestimmte Wärmeleitfähigkeit Λ(T )18 dargestellt. In
Abb. 4.5 haben wir, in Anlehnung daran, den Verlauf nachgebildet und zusätzlich die auf-
tretenden Temperaturregime eingezeichnet. Die im Experiment benutzten Wellenleiter
aus Siliziumnitrid haben an ihrer schmalsten Stelle ein Breite von ca. 200 nm.19 Schät-
zen wir in dieser Richtung die Schallgeschwindigkeit in Siliziumnitrid mit 6000 ms−1
[37, 68, 69], erhalten wir TK ≈ 120 mK. Für Temperaturen T < 120 mK ist der Ver-
lauf der Wärmeleitfähigkeit vergleichbar mit unserer Tieftemperaturentwicklung (4.24),
wenngleich das Verhalten nicht durch Streuungen an einem Device und damit nicht direkt
durch (4.24) beschrieben werden kann. Vielmehr ist, wie auch schon bei der Diskussion
des eindimensionalen Falls, die Ursache hierfür in den Streuungen der Phononen durch
andere Streumechanismen zu suchen. Hierzu zählen beispielsweise Streuungen durch die
Oberﬂächenrauheit [40] oder an strukturellen Defekten [23]. Qualitativ ergibt sich aber
ein ähnliches Bild: Die Wärmeleitfähigkeit ist in diesem Bereich ausschließlich durch
die akustischen Phononen bestimmt und zeigt (quantisierte) Wärmeleiteigenschaften im
18Hier und auch wie zuvor in der üblichen Darstellung Λ(T )/T .
19Wegen der dort gewählten speziellen Form der Wellenleiter verhalten sich diese, zumindestens für
kleine Frequenzen, wie ein homogenes und translationsinvariantes System mit einer durchgehenden
Breite von 200 nm [30, 37]. Wir können daher (4.22) verwenden.
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Abb. 4.5.: Schematische Darstellung der Wärmeleitfähigkeit Λ(T ), geteilt durch die Tem-
peratur T in Einheiten von 16π2k2B/3h in Anlehnung an Ref. [37]. Gezeigt
sind die verschiedenen Transportregime der Wärmeleitfähigkeit, deren theo-
retischer Verlauf innerhalb eines jeden Regimes durch die gepunktete, die
gestrichelte und die gestrichpunktete Linie angedeutet ist. Detaillierte Erklä-
rungen sind im Text zu ﬁnden.
Sinne der Gln. (3.24) und (3.25) für T geht gegen Null. Für T < T (T ≈ 100 mK)
bildet sich ein Plateau bei dem Λ(T )/T den sechzehnfachen Wert des Quants der QWL
hat (gepunktete Linie). Der Grund für diesen speziellen Wert liegt im Aufbau des Ex-
periments, in dem vier Wellenleiter mit je vier akustischen Schwingungsmoden (eine
longitudinale, zwei transversale sowie eine Torsionsschwingung) verwendet wurden. Für
Temperaturen T < T < TK gewinnt dann eine Korrektur, vergleichbar zum Term dritter
Ordnung in unserer Tieftemperaturentwicklung (4.24), an Bedeutung. Diese Korrektur
wird durch die oben beschriebenen Streuungen der immer stärker besetzten höherener-
getischen Phononen bedingt. In der Folge verringert sich der Wert für Λ(T )/T unter
den Wert der QWL (gestrichelte Linie). Für Temperaturen T > TK = 120 mK wird der
Beitrag der optischen Phononen zum Wärmetransport messbar und überlagert den rein
akustischen Transport. Das zuvor abfallende Verhalten der Wärmeleitfähigkeit wird in
ein steigendes umgekehrt. Es bildet sich dadurch ein Minimum bei einer Temperatur von
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ca. 200 mK aus. Dabei ist die Ausprägung des Minimums umso größer, je größer TK im
Verhältnis zu T ist. Dieser und der weitere Verlauf der Wärmeleitfähigkeit entlang der
gestrichpunkteten Linie sind ein starkes Indiz dafür, dass die Wärme durch ein Mischre-
gime aus akustischen und optischen Phononen transportiert wird (vgl. hierzu z. B. die
numerischen Rechnungen basierend auf der Kontinuumsmechanik in den Refn. [23] und
[67]). Bis zu einer Temperatur TCO = 800 mK [37] handelt es sich dabei um ballistischen,
quasi-eindimensionalen Transport. Dies wird verständlich, wenn man sich überlegt, dass
die Wellenlänge der thermisch angeregten Phononen größer ist, als die laterale Ausdeh-
nung der Probe [59, S. 256]. Schließlich folgt die Wärmeleitfähigkeit für T > TCO einem
zu erwartenden T 3-Gesetz20, welches von der Probengeometrie sowie von der Oberﬂä-
chenbeschaﬀenheit des Kristalls abhängt (vgl. [70] und [59, S. 251 ﬀ.]). Ursächlich dafür
sind die zunehmenden Reﬂexionen der Phononen an den Probenoberﬂächen. Das Sys-
tem verliert damit seinen quasi-eindimensionalen Charakter. Der Bereich in dem das
T 3-Gesetz Gültigkeit besitzt ist der sog. Casimir-Bereich, der beginnend bei ungefähr
1 K bis zu einer Temperatur von einigen K reicht. Für weiter steigende Temperaturen
gewinnen Punktdefektstreuungen und Phononen-Phononen-Wechselwirkungen an Ein-
ﬂuss und beenden das T 3-Verhalten durch eine wieder abnehmende Wärmeleitfähigkeit
(vgl. z. B. [70, 71]). Das System geht dann in ein diﬀuses Transportregime über.
Um von dieser qualitativen Erklärung der Wärmeleitvorgänge bei tiefen Temperaturen
zu einer quantitativen Beschreibung im Rahmen unseres Modells übergehen zu können,
müssen wir die hier aufgeführten Größen und Bedingungen konkret festlegen. Dazu sind
die von uns eingeführten eﬀektiven Massen und Kopplungen von Nöten. Dieser Thematik
wollen wir uns unter anderem in den nächsten Abschnitten widmen.
4.4. Eﬀektive Kopplungen
Im Abs. 4.1 haben wir eine komplexe Kristallstruktur auf einen eﬀektiven Kristall redu-
ziert, indem wir die speziellen Eigenschaften langwelliger Phononen ausgenutzt haben.
Im Zuge dessen benötigen wir entsprechende eﬀektive Kopplungen, welche wir in diesem
Abschnitt ableiten wollen.
Die Annahmen, die zum eﬀektiven Kristall geführt haben, sind letztlich die selben,
20Die Wärmeleitfähigkeit ist in diesem Bereich (TCO < T < Θ/100 mit der Debyetemperatur Θ von
Siliziumnitrid in der Größenordnung 103 K) durch die speziﬁsche Wärme CV ∝ T 3 der Debye-
Theorie bestimmt.
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welche für den mechanischen Kontinuumslimes der Elastizitätstheorie verwendet werden.
Wie in [64, S. 134 ﬀ.] gezeigt, sind dann die mikroskopischen Bewegungsgleichungen äqui-
valent zu den Bewegungsgleichungen eines elastischen Kontinuums. In der Folge können
wir fordern, dass die Schallgeschwindigkeiten im diskreten Gitter sowie im Kontinuum
identisch sind. Zum Beispiel gilt für die Zinkblendestruktur von Galliumarsenid (GaAs)
mit kubischer, nicht primitiver EZ in der [100]-Richtung (vgl. z. B. [72]) und mit den
Deﬁnitionen21 in Gl. (4.12)
vLx,GaAS =
√√√√CGaAS11
ρGaAS
=
√
fxGaASd
2
GaAS
MGaAS
, (4.27)
vTx,GaAs =
√√√√CGaAS44
ρGaAS
=
√
f yGaASd
2
GaAS
MGaAS
=
√
f zGaASd
2
GaAS
MGaAS
. (4.28)
Dabei ist vLx,GaAs := vxx,GaAS die Geschwindigkeit der longitudinalen Welle in x-Richtung
und vTx,GaAs := v
y
x,GaAs = vzx,GaAs die entsprechende, zweifach entartete Geschwindig-
keit der transversalen Wellen. Weiterhin sind die CGaASii Komponenten des elastischen
Tensors und ρGaAS = MGaAS/d3GaAS die Dichte im betreﬀenden kubischen Material.
Aufgrund der gleichen Kristallstruktur sind diese Überlegungen ohne Weiteres auf Alu-
miniumarsenid (AlAs) übertragbar, insofern wir die dort geltenden Werte CAlAsii und
ρAlAs verwenden. Für die eﬀektiven Kopplungen bekommen wir dann aus (4.27) und
(4.28)
fxGaAS = dGaASCGaAS11 und f
y
GaAS = f zGaAS = dGaASCGaAS44 . (4.29)
Werte für die CGaASii von GaAs, welche bei tiefen Temperaturen praktisch konstant sind,
lassen sich z. B. in [73] ﬁnden. Mit dieser Methode können wir also die intra-materiellen
Kopplungen bestimmen, d. h. für AlAs oder GaAs. Es kann aber auch vorkommen, dass
wir für unsere Theorie inter-materielle Kopplungen, wie z. B. zwischen einem GaAs-
Kontakt und einem AlAs-GaAs-Supergitter-Device, benötigen. Der Einfachheit halber
wollen wir, wie auch schon zuvor in solchen Fällen, für diese Kopplungen annehmen,
dass sie durch das arithmetische Mittel der Kopplungen der zwei beteiligten Materialien
gegeben sind. Für AlAs-GaAs-Systeme sind die stoﬄichen Eigenschaften so ähnlich (vgl.
Tab. 4.2), dass von dieser Näherung nur geringe Eﬀekte auf den Phononentransport zu
21Wir verzichten hier auf die Indizes s und Cs, da sich dieser Zusammenhang nicht allein auf die
Kontaktmaterialien beschränkt.
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Abb. 4.6.: Schematische Darstellung verschiedener KDK-Systeme aus AlAs (grau) und
GaAs (weiß) mit quadratischer Querschnittsﬂäche (Ly = Lz). Als Device
fungiert jeweils eine Doppelbarriere aus epitaktisch gewachsenen Schichten
der selben Materialien.
erwarten sind. Im Allgemeinen kann dies aber einen durchaus merklichen Einﬂuss haben,
weshalb in solchen Fällen weitergehende Überlegungen anzustellen wären.
4.5. Anwendung auf ein
Aluminiumarsenid-Galliumarsenid-System
Wir wollen nun unsere Erkenntnisse aus den voran gegangenen Abschnitten auf ein KDK-
System mit einem abwechselnd, epitaktisch geschichteten Device aus AlAs und GaAs
anwenden. Das Device ist dabei an homogene, nicht unbedingt gleichartige Kontakte aus
AlAs oder GaAs gekoppelt (Abb. 4.6). Bei AlAs und GaAs handelt es sich im Vergleich
zu Si-Ge-Systemen ebenfalls um technisch sehr interessante Materialien, welche jedoch
aufgrund der sehr ähnlichen Gitterkonstante (vgl. Tab. 4.1) nahezu verspannungsfrei
herzustellen sind. Wir können also in diesem Fall auf eine Diskussion von Phänomenen
wie Gitterdeformationen und Fehlanpassungen verzichten.22
In Abb. 4.7 ist die sog. Zinkblendestruktur dargestellt, in der sowohl AlAs als auch
GaAs kristallisieren. Zu sehen ist die nicht primitive, kubische EZ in der die grauen
Atome As-Atome und die weißen Atome, je nach Material, Al-Atome oder Ga-Atome
22Dies ist ein exzellenter Ausgangspunkt für weitergehende Forschungen, die jedoch den Rahmen dieser
Arbeit überschreiten.
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Abb. 4.7.: Schematische Darstellung der nicht primitiven, kubischen EZ der Zinkblen-
destruktur von AlAs und GaAs. Die grauen Kugeln symbolisieren hier die
As-Atome und die weißen Kugeln stehen, je nach Material, für die Al-Atome
(AlAs) bzw. Ga-Atome (GaAs). Ebenfalls gezeigt ist die Transportrichtung x,
die mit der [100]-Richtung zusammenfällt sowie die zwei lateralen Richtungen
y ↔ [010] und z ↔ [001].
sind.23 Nach den Überlegungen in Abs. 4.1 überführen wir nun jede EZ in das zugehörige
Schwerpunktsystem, wobei der Schwerpunkt exakt im Zentrum der EZ zu ﬁnden ist
(vgl. Abb. 4.7). Die eﬀektive Masse24 im Schwerpunkt für AlAs und GaAs ﬁnden wir in
Tab. 4.2. Aus diesen Schritten resultiert ein eﬀektiver Kristall mit kubischen Gitter. Die
Gitterkonstante im eﬀektiven Kristall ist identisch mit der Gitterkonstante d, der nicht
primitiven kubischen EZ im ursprünglichen Kristall. Durch diese Transformationsschritte
geht der komplexe Kristall also in den wesentlich einfacheren kubischen Kristall über,
dessen Struktur wir schon in Abb. 4.2 schematisch dargestellt haben. Es bleiben jetzt
noch die eﬀektiven Kopplungen zu bestimmen, die wir nach Abs. 4.4 aus den elastischen
23Die Zuordnung der Atome kann auch genau entgegengesetzt gewählt werden, wobei sich in diesem
Fall ein äquivalenter Kristall in Zinkblendestruktur ergibt. Dies wird deutlich, wenn man sich den
Kristallaufbau durch zwei kubisch-ﬂächenzentrierte Gitter vorstellt, die gegeneinander um ein Viertel
der Raumdiagonale der kubischen EZ gegen einander verschoben sind. Das eine Gitter trägt dabei
As-Aatome und das andere, materialabhängig, Al-Atome oder Ga-Atome.
24Hierbei handelt es sich um die Summe der Massenanteile der Atome, die sich ganz oder nur teilweise
in der EZ beﬁnden. Es gilt MA/G = 8(1/8)MAs +6(1/2)MAs +4MAl/Ga mit MAs = 1, 24 10−25 kg,
MAl = 4, 48 10−26 kg und MGa = 1, 16 10−25 kg.
4.5. Anwendung auf ein Aluminiumarsenid-Galliumarsenid-System 65
Tab. 4.1.: Elastische Konstanten C11 und C44 sowie die Gitterkonstanten d für AlAs und
GaAs bei Raumtemperatur.
C11 [GPa] C44 [GPa] d [pm]
AlAs 119, 9 56, 6 566, 172
GaAs 119, 0 59, 5 565, 359
Tab. 4.2.: Eﬀektive Kopplungen fL und fT in longitudinaler sowie in der zweifach ent-
arteten transversalen Richtung für das Bulk-Material (intra-materielle Kopp-
lungen). An den Grenzﬂächen zwischen zwei Materialien verwenden wir die
mit Index I gekennzeichneten Kopplungen (inter-materielle Kopplungen). In
der letzten Spalte sind die eﬀektiven Massen.
fL [N/m] fT [N/m] f IL [N/m] f IT [N/m] M [kg]
AlAs 67, 9 32, 0 67,6 32,8 6, 75 10
−25
GaAs 67, 3 33, 6 9, 60 10−25
Konstanten sowie den Gitterkonstanten der reinen Materialien berechnen können (vgl.
Tab 4.1 nach [74]25). Die Ergebnisse sind ebenfalls in Tab. 4.2 zusammengefasst.
Als konkrete Anwendungsfälle betrachten wir die Doppelbarrieren-Strukturen aus
Abb. 4.6 mit überall gleicher quadratischer Querschnittsﬂäche (A = LyLz = L2, L =
10 nm). Die Transportrichtung x wählen wir entlang der [100]-Richtung des Kristalls.
Das Device sei aus alternierenden, gleich dicken Schichten, bestehend aus AlAs (grau)
bzw. GaAs (weiß) aufgebaut. Jede Schicht bestehe dabei aus drei eﬀektiven Atomen des
jeweiligen Materials. Aufgrund der sehr ähnlichen Gitterkonstanten beider Materialien
verlangen wir, dass sich im gesamten Device, über alle Schichten hinweg, eine mittlere
Gitterkonstante d := (dGaAs + dAlAs)/2 einstellt.26
25In Ermangelung eines vollständigen Parametersatzes für GaAs und insbesondere AlAs bei tiefen
Temperaturen verwenden wir der Einfachheit halber die gut dokumentierten Werte bei Raumtem-
peratur. Da sich diese Werte nicht fundamental voneinander unterscheiden, erwarten wir, dass die so
gefundenen Ergebnisse eine gute Näherung der tatsächlichen Gegebenheiten darstellen. Als Beispiel
wollen wir hier CGaAS11 betrachten. Nach [75] ist CGaAS11 = 12, 17 1011 dyn cm−2 bei T = 0 K und
CGaAS11 = 11, 74 1011 dyn cm−2 bei T = 300 K. D.h. CGaAS11 nimmt, im Übrigen linear, von T = 0 K
auf T = 300 K um lediglich ca. 3, 5 % ab.
26Trotz der leicht diﬀerierenden Gitterkonstanten in den einzelnen Systemkomponenten (Device und
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Abb. 4.8.: Verlauf der Stromtransmission Ξ(ω), als Funktion der Frequenz ω für das
KDK-System A aus Abb. 4.6 mit zwei identischen AlAs-Kontakten. Im lin-
ken Teilbild ist die Transmission der longitudinalen Mode gezeigt, die ge-
genüber der Transmission der zweifach entarteten Transversalmoden (rechts)
eine deutlich höhere “cut oﬀ”-Frequenz aufweist. Der Grund hierfür ist die
stärkere Kopplung der Atome für die longitudinale Wellenausbreitung.
Wir setzen nun voraus, dass für die eﬀektiven Transmissionen Ξ¯o ≤ Ξ¯ja gilt, so dass
wir die kritische Temperatur TK näherungsweise nach Gl. (4.22) bestimmen können.27
Sowohl in AlAs als auch in GaAs sind die Schallgeschwindigkeiten der longitudinalen
und der zweifach entarteten transversalen Moden entlang der Hauptrichtungen 〈100〉
alle gleich groß [59, S. 170].28 Dann können wir die Grenzfrequenz ωG mit Hilfe der
Gln. (4.27) und (4.28) sowie den Werten aus Tab. 4.1 bestimmen. Die kleinste Schallge-
schwindigkeit entlang der 〈100〉-Richtungen ergibt sich mit ca. 3340 m/s für die Trans-
versalmode in GaAs. Daraus folgt nach (4.18) und (4.22) eine kritische Temperatur
von mindestens TK = 1, 3 K. Für T < TK ist der phononische Wärmestrom und da-
mit die Wärmeleitung allein auf den Beitrag der akustischen Moden zurück zu führen.
Kontakte) wollen wir die Struktur in Transportrichtung als geometrisch Invariant betrachten.
27Zum Zwecke der Veranschaulichung des Wärmetransports bei tiefen Temperaturen soll uns diese
grobe Bestimmung von TK genügen. Für eine exaktere Bestimmung von TK kommt man nicht um
die explizite Berechnung der eﬀektiven Transmissionen.
28In diesen speziellen Richtungen sind AlAs und GaAs elastisch isotrop, im Allgemeinen jedoch aniso-
trop.
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Abb. 4.9.: Verlauf der Stromtransmission Ξ(ω), als Funktion der Frequenz ω für das
KDK-System B aus Abb. 4.6 mit zwei identischen GaAs-Kontakten. Im lin-
ken Teilbild ist die Transmission der longitudinalen Mode gezeigt, die ge-
genüber der Transmission der zweifach entarteten Transversalmoden (rechts)
eine deutlich höhere “cut oﬀ”-Frequenz aufweist. Der Grund hierfür ist die
stärkere Kopplung der Atome für die longitudinale Wellenausbreitung.
In diesem Fall ist die vorliegende eﬀektive Kristallstruktur für die Beschreibung der
Tieftemperatur-Transporteigenschaften, der in Abb. 4.6 zu ﬁndenden Doppelbarrieren-
Systeme, entscheidend.
Ausgehend von Gl. (4.17) haben wir für die Systeme A, B und C die Transmission der
drei akustischen Moden berechnet. In Abb. 4.8 sind die typischen, relativ komplizier-
ten Peak-Strukturen der Transmission als Funktion der Frequenz für die longitudinale
(links) und die zweifach entarteten transversalen Moden (rechts) aus System A darge-
stellt. Die Maximalfrequenzen der am Transport beteiligten Phononen sind durch die
Kontakteigenschaften begrenzt. Wie im Eindimensionalen, sind die Maximalfrequenzen
in der Form Ωj = min
{
2
√
f jCs/MCs, s = 1, 2
}
gegeben, wobei wir nun aber die ver-
schiedenen Polarisationen j zu berücksichtigen haben. Da die transversalen Kopplungen
geringer ausfallen als die longitudinalen (vgl. Tab. 4.2), endet das Transmissionsspek-
trum der transversalen Moden deutlich eher. Wie nach Gl. (4.23) zu erwarten, hat die
Transmission für alle drei Polarisationen den Wert Ξ(ω → 0) = Ξ0 = 1. Denn aufgrund
der gleichartigen Kontakte sind die mechanischen Bedingungen yj = 1 für alle j erfüllt.
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Abb. 4.10.: Verlauf der Stromtransmission Ξ(ω), als Funktion der Frequenz ω für das
KDK-System C aus Abb. 4.6 mit einem Kontakt aus AlAs und einem aus
GaAs. Im linken Teilbild ist die Transmission der longitudinalen Mode ge-
zeigt, die gegenüber der Transmission der zweifach entarteten Transversalm-
oden (rechts) eine deutlich höhere “cut oﬀ”-Frequenz aufweist. Der Grund
hierfür ist die stärkere Kopplung der Atome für die longitudinale Wellenaus-
breitung. Bestimmt wird hier die “cut oﬀ”-Frequenz durch die Eigenschaften
von GaAs, da dieses Material die kleineren Maximalfrequenzen Ωj aufweist.
Zusätzlich ist in den kleineren Teilbildern jeweils die Transmission für kleine
Frequenzen dargestellt. Erwartungsgemäß konvergieren sie nach (4.23) nicht
gegen Eins für ω → 0.
Ein ähnliches Bild erhalten wir für das System B, dessen Transmissionen in Abb. 4.9
zu sehen sind. Die Peak-Struktur erscheint in diesem Fall als nicht ganz so kompliziert,
was auf das weniger komplexe Device zurück zu führen ist. Aber auch hier gilt erwar-
tungsgemäß Ξ0 = 1 für alle akustischen Moden. Anders verhält es sich im System C,
dessen Transmissionen in Abb. 4.10 gezeigt sind. Für die longitudinale Mode ist nach
Gl. (4.23) und den Angaben in Tab. 4.2 ΞL0 = 0, 9927. Dies bestätigt auch das nume-
risch berechnete “Inset” im linken Teilbild von Abb. 4.10. Analog bekommen wir für
die transversalen Moden ΞT0 = 0, 990. Die lediglich geringen Abweichungen vom Maxi-
malwert Ξ0 = 1 sind durch die sehr ähnlichen materiellen Eigenschaften von AlAs und
GaAs zu begründen. Schließlich sind in Abb. 4.11 die Gesamttransmissionen der Syste-
me A, B und C als Summe der Einzeltransmissionen dargestellt. Auf deren Grundlage
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Abb. 4.11.: Verlauf der Gesamtstromtransmission Ξ(ω) der drei akustischen Moden, als
Funktion der Frequenz ω für die KDK-Systeme A, B und C aus Abb. 4.6.
Darüber hinaus ist im rechten, unteren Teilbild das Verhalten von Λ(T )/T
nach Gl. (4.24) für die drei Systeme A (durchgezogen), B (gestrichpunktet)
und C (gestrichelt) dargestellt. Ebenfalls zu sehen sind die Temperaturen
T (schwarze Punkte) sowie die kritische Temperatur TK (gepunktete Linie).
Nähere Erläuterungen sind im Text zu ﬁnden.
haben wir die zugehörigen Wärmeleitfähigkeiten bei tiefen Temperaturen nach (4.24)
bestimmt. In der Form Λ(T )/T sind sie im vierten Teilbild von Abb. 4.11 zu sehen. Die
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Wärmeleitfähigkeiten der Systeme A (durchgezogene Linie) und B (gestrichpunktete Li-
nie) nehmen dabei exakt den dreifachen Quantenwert der QWL an, entsprechend der
drei beteiligten akustischen Moden. Die Plateaubreite T beträgt im Fall von System A
ca. 1 K und für System B ca. 1, 8 K, wobei  = 0, 01 gewählt wurde. Dies ist gleichbe-
deutend mit einer Abweichung des Wertes für Λ(T )/T um ca. 1 % vom Quantenwert der
QWL. Im System C (gestrichelte Linie) erreicht das Plateau von Λ(T )/T nur den Wert
Ξ0 = ΞL0 + 2ΞT0 = 2, 9727 und damit nicht den vollen Wert der QWL. Die Plateaubreite
ist hier ca. T = 1, 3 K ( = 0, 01) und damit ungefähr gleich zur kritischen Temperatur
TK . Eine weitere Besonderheit im System C ist die ansteigende Wärmeleitfähigkeit bei
zunehmenden Temperaturen. In diesem Fall wird sich kein lokales Minimum bilden, wie
wir es z. B. in Abb. 4.5 gesehen haben. In den anderen beiden Systemen hängt das
Erscheinen des Minimums von dem Verhältnis der Temperaturen TK und T ab. Umso
größer TK gegenüber T ist, umso stärker ausgeprägt ist das zu erwartende Minimum.
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5. Zusammenfassung I
Nach einer kurzen Einführung in die grundlegenden Begriﬀe und Formalismen des pho-
nonischen Wärmetransports in nanoskaligen Heterostrukturen, haben wir uns speziell
den Phänomenen bei tiefen und sehr tiefen Temperaturen zugewandt.
In einer induktiven Herangehensweise konnten wir eine Tieftemperaturentwicklung der
ballistischen Wärmeleitfähigkeit für ein sehr allgemeines, eindimensionales KDK-System
ableiten. Im Rahmen dieser Tieftemperaturentwicklung, welche wir nach der dritten
Ordnung abgebrochen haben, fanden wir die QWL. Der Term führender Ordnung lieferte
dabei die mechanische Bedingung für das Auftreten der Selbigen. Sie ist genau dann zu
beobachten, wenn das Produkt aus der Kopplungskonstante und der Oszillatormasse in
beiden Kontakten identisch ist. Dieses Ergebnis ist unabhängig vom Streugebiet (Device)
und konnte unter Zuhilfenahme des AMM, dass für SJ-Systeme Gültigkeit besitzt, erklärt
werden. Ausgehend von dieser und der weiteren Diskussion, erscheint das Konzept der
QWL deutlich robuster als zuvor erwartet.
Im weiteren Verlauf der Wärmeleitfähigkeit, oberhalb einer bestimmten Temperatur
T, muss ein endlicher Korrekturterm berücksichtigt werden. Dieser führt zu einer Abnah-
me der Wärmeleitfähigkeit gegenüber ihrem idealen Wert und folgt einem T 3-Verhalten.
In unserem Fall ist die Abnahme durch die Streuung der Phononen am Device-Gebiet
verursacht. Tiefergehende Untersuchungen an einem atomaren Leiter in der Form eines
DJ-Systems illustrierten und bestätigten unsere allgemeinen Resultate. In diesem Zu-
sammenhang fanden wir zwei Plateaus in der Darstellung Λ(T )/T . Das Erste entspricht
der bei tiefen Temperaturen zu erwartenden QWL, während das Zweite bei etwas hö-
heren Temperaturen auftritt und in einer engen Beziehung zu einem eher klassischen
Transportbild steht. Zu verstehen ist diese Aussage durch den Ausdruck (3.44), wel-
cher sich auch als die Transmission eines klassischen Teilchens auﬀassen lässt, in der
wir sämtliche Phaseninformationen vernachlässigen (vgl. Ref. [20, S. 63]). Wir sehen
für ausreichend hohe Temperaturen, dass wir nicht durch eine Messung der Wärmeleit-
fähigkeit zwischen Quantentransport und klassischem Transport unterscheiden können.
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Hingegen ist für sehr tiefe Temperaturen ein signiﬁkanter Unterschied festzustellen. Im
Übergangsbereich zwischen den beiden Plateaus bekommen wir eine klare Abhängigkeit
der Wärmeleitfähigkeit von der Länge des Devices - ein eher unerwartetes Ergebnis in
einem ballistischen Transportregime.
Im daran anknüpfenden Kapitel gelang die Verallgemeinerung dieser Theorie für epi-
taktisch geschichtete, dreidimensionale KDK-Systeme. Die besondere Natur der langwel-
ligen Phononen ermöglichte es komplexe Kristallstrukturen in einfachere, orthorhombi-
sche Kristalle zu transformieren. Die resultierenden Kristalle entsprachen dann dem
Kontinuumslimes der Elastizitätstheorie, wodurch sich die mathematische Beschreibung
fundamental vereinfachte. In der Folge stellte sich heraus, dass sich die zentralen Ergeb-
nisse aus der eindimensionalen Betrachtung in analoger Weise auf den höherdimensio-
nalen Fall übertragen ließen. Der wesentlichste Unterschied ergab sich in der Existenz
von mehreren akustischen und optischen Moden, die nun am Transport beteiligt waren.
Für das Auftreten der QWL in einem solchen System können nur die akustischen Pho-
nonen verantwortlich sein, wie wir schon anhand der eindimensionalen Systeme gelernt
hatten. Der Beitrag der höherenergetischen optischen Phononen musste daher unter be-
stimmten Bedingungen vernachlässigbar sein. Tatsächlich konnten wir zeigen, dass es
eine zusätzliche kritische Temperatur TK gibt, unterhalb derer diese Forderung in den
von uns betrachteten KDK-Systemen erfüllt ist. Die QWL selbst zeigt dann wieder ein
Plateau der Breite T und fällt daran anschließend wieder ab.
Oberhalb von TK ﬁndet man ein Mischregime, in dem sowohl akustische als auch
optische Phononen zu einem quasi-eindimensionalen Transport beitragen. Durch die zu-
nehmende Zahl an besetzten optischen Phononen für weiter steigende Temperaturen
geht Λ(T )/T in einen steigenden Verlauf über, wodurch sich ein Minimum ausbilden
kann. Dieses Transportregime wird schließlich ab einer Temperatur TCO durch den zu-
nehmenden Einﬂuss der Probenoberﬂächen und deren Beschaﬀenheit auf die Phononen
aufgelöst. Im sich anschließenden Casimirbereich, gültig bis zu einigen Kelvin, zeigt die
Wärmeleitfähigkeit ein steigendes T 3-Verhalten. Für weiter zunehmende Temperaturen
fällt die Wärmeleitfähigkeit dann schließlich wieder ab und wird durch diﬀusive Phä-
nomene dominiert. Die Interpretation der Ergebnisse und deren Diskussion sind dabei
konsistent mit der Literatur sowie den wenigen experimentellen Daten.
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6. Einleitung II
Eine erste Untersuchung einiger grundlegender thermischer Eigenschaften integrierter
Bauelemente war Gegenstand des Artikels [76]. Dieser ist im breiten Umfang die Grund-
lage der nachstehenden Kapitel, die sich mit dem Problem der Wärmeerzeugung in
integrierten Schaltkreisen und deren Transport durch den Chip beschäftigen. Solche Pro-
zesse stellen immer einen ungewollten “Verlust” an Energie dar, die unter Umständen
aufwendige Kühlmaßnahmen erfordern. Darüber hinaus führt die Überhitzung elektro-
nischer Komponenten zu Leistungseinbußen und vermindert gleichzeitig die langfristige
Zuverlässigkeit.
Wir wollen das Aufheizen von QB studieren und betrachten dazu die folgende ver-
einfachte Chipgeometrie (vgl. Abb. 6.1): Im Zentrum des Chips haben wir in Rot ei-
ne aktive Schicht, dass “Front End Of Line” (FEOL), bestehend aus Milliarden von
Transistoren. Mit Blick auf die aktuellen Entwicklungen in der MOSFET-Technologie
(Metal-Oxide-Semiconductor Field-Eﬀect Transistor) können wir innerhalb der nächs-
ten Dekade Transistoren mit Kanallängen von ungefähr 10 nm erwarten, was zu einer
weiteren Zunahme der Transistorendichte im FEOL führt. Daraus resultiert eine hohe
und weiter steigende Energiedichte im FEOL, die sich aus der orts- und zeitabhängi-
gen Verteilung an produzierter Joulescher Wärme ergibt. Diese wiederum wird durch
Milliarden von Rechenoperationen, an denen die QB beteiligt sind, verursacht. Ober-
halb des FEOL, ebenfalls in Rot dargestellt, beﬁndet sich eine Schicht die eine große
Zahl an elektrischen Leitungen enthält. Es handelt sich um das sog. “Back End Of Li-
ne” (BEOL), in welchem ebenfalls Wärme produziert wird. Schließlich haben wir in
Blau eine Kühlungsschicht, über welche die erzeugte Wärme abgeführt werden kann.
Von dieser Geometrie ausgehend formulieren wir ein thermoelektrisches Modell, in dem
der Ladungstransport im FEOL in quasi-eindimensionalen Transistoren stattﬁndet und
durch die quantenmechanische Tsu-Esaki-Formel beschrieben werden kann. Dieser La-
dungstransport ist dann an die Wärmeleitgleichung gekoppelt, die den Wärmeaustausch
zwischen FEOL und dem als externes Wärmereservoir angenommen BEOL sowie dem
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Abb. 6.1.: Stark vereinfachte Darstellung einer Chipgeometrie, die sich in drei wesent-
liche Bereiche einteilen lässt. Rot: Die Leitungsschicht, bestehend aus einer
Vielzahl an elektrischen Leitungen. Gelb: Die innere Chipstruktur, welche eine
aktive Zone beinhaltet, die durch Milliarden von Transistoren gebildet wird.
Blau: Die Kühlungsschicht, die üblicherweise an ein Kühlsystem gekoppelt ist
und als Wärmesenke fungiert.
Kühlungsschichtreservoir beschreibt. Wir vernachlässigen dabei komplett die mikrosko-
pische Struktur dieses Kopplungsprozesses, indem wir voraussetzen, dass die zeitlich
gemittelte dissipierte Joulesche Energie UI gleichmäßig über einem QB freigesetzt wird.
Dadurch können wir weiter annehmen, dass das QB unter einer einheitlichen Tempera-
tur arbeitet. Schließlich ist es unter den obigen Voraussetzungen möglich ein ebenfalls
quasi-eindimensionales Modell des Wärmeleitproblems zu konstruieren. Dazu betrach-
ten wir als erstes die aktive Schicht, als ein sich periodisch wiederholendes Feld von
Kopien desselben QB, welche alle unter der Temperatur T arbeiten. Als zweites erfolgt
die Wärmeleitung durch ein homogenes, die aktive Schicht umgebenes Medium, wo-
bei die thermische Umgebung durch die zwei parallel dazu angeordneten Wärmesenken
und/oder -quellen (Kühlungsschicht/BEOL) repräsentiert wird.
Unter diesen starken Näherungen kann unser thermoelektrisches Modell auf ein Standard-
Fixpunktproblem reduziert werden, welches für nicht-quantenmechanischen Transport in
Bipolartransistoren [77–79] und in Feldeﬀekttransistoren (FET) [80] analysiert wurde.
Wir lösen die Fixpunktgleichung für die Drain-Charakteristik eines Quanten-FET, wobei
sich die resultierenden Fixpunkttemperaturen als stabil erweisen.
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7. Das grundlegende thermische
Modell
In diesem Kapitel behandeln wir das makroskopische Wärmeleitproblem, welches sich
in einer stark idealisierten Chipstruktur ergibt. Dafür entwickeln wir unter Berücksich-
tigung der wichtigsten Komponenten ein möglichst einfaches eindimensionales Modell
der thermodynamischen Umgebung, dass sich mit Hilfe der inhomogenen Wärmeleit-
gleichung beschreiben lässt. Die Inhomogenität repräsentiert dabei einen Quellterm der
die Wärmeentwicklung der aktiven elektronischen Bauelemente im Chip darstellt. Im
weiteren Verlauf dieses Teils der Arbeit ersetzen wir die hier noch undiﬀerenzierten
elektronischen Bauelemente durch Nanotransistoren. Auf Basis der sich ergebenen Zu-
sammenhänge können wir die thermischen Eigenschaften des Chips in Abhängigkeit der
RB sowie der geometrischen Verhältnisse analysieren.
7.1. Modellierung der thermischen Umgebung
Wir betrachten das in Abb. 7.1 dargestellte eindimensionale, inhomogene Wärmeleit-
problem. Es ergibt sich durch den typischen Aufbau eines Chips, bestehend aus der
oberen Verdrahtungsschicht für x ≥ H, der unteren Kühlungsschicht für x ≤ 0 sowie
einer sich dazwischen beﬁndlichen aktiven Schicht um x = d. Die obere und die untere
Schicht werden hierbei als thermische Reservoire angesehen, welche sich auf den gegebe-
nen Temperaturen θ1 und θ2(t) beﬁnden und die Ränder unseres Systems darstellen. Die
Zeitabhängigkeit der Temperatur θ2(t) in der oberen Verdrahtungsschicht wird durch
die dort ﬂießenden Schaltungsströme verursacht. Die Temperatur dieser Schicht wird
durch die in ihr dissipierte Joulesche Wärme bestimmt. Die aktive Schicht besteht aus
einer Vielzahl identischer elektronischer QB, wobei wir jedem das kleine Volumen ΔV
zuordnen. Des Weiteren seien die QB homogen in der Schicht verteilt und unterliegen
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Abb. 7.1.: Stark idealisierte Darstellung der Chipstruktur, die an eine Kühleinheit (Wär-
mereservoir) gekoppelt ist. Im Zentrum sehen wir ein Feld identischer und
homogen verteilter QB sowie die darüber liegende Verdrahtungsschicht, die
ein zweites Wärmereservoir darstellt. Nähere Erläuterungen sind im Text zu
ﬁnden.
alle der gleichen Kontrollspannung U2(t). In dieser Schicht wird ebenfalls elektrische
Leistung U2(t)I(T (t), t) dissipiert, was sie zu einer Wärmequelle K(x, t) macht. Durch
die sehr hohen Schaltungsﬂuktuationen und die von uns als gut vorausgesetzten Wär-
meleiteigenschaften des umgebenden Materials (kleine Wärmediﬀusionszeit t0, vgl. auch
Abs. 7.3) beﬁndet sich die aktive Schicht auf einer mittleren Temperatur θ(d, t) := T (t).
Hier ist θ(x, t) die raum- und zeitabhängige Temperatur im Medium für t ≥ 0 und
0 ≤ x ≤ H. Das sich zwischen den Schichten beﬁndliche Material ist in einer ersten
Näherung homogen und besitzt die Wärmeleitfähigkeit1 λ, die Massendichte ρ sowie die
Wärmekapazität cV . Eine adäquate Darstellung des inhomogenen Wärmeleitproblems
mit Quelle K(x, t) lässt sich aus der in Abb. 7.1 dargestellten Geometrie und der Kon-
tinuitätsgleichung ableiten. Wir betrachten dazu das kleine Volumen ΔV = AΔx mit
Δx = (d + Δx/2) − (d − Δx/2) um die aktive Schicht herum. Wir formulieren die
allgemeine eindimensionale Kontinuitätsgleichung der Thermodynamik:
∂ρW (x, t)
∂t
+ ∂j(x, t)
∂x
= K˜(x, t), (7.1)
1Die hier verwendete speziﬁsche Wärmeleitfähigkeit λ hat die Einheit [W/mK] und ist damit von
der Wärmeleitfähigkeit [W/K], welche wir im ersten Teil dieser Arbeit eingeführt haben, zu unter-
scheiden.
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wobei ρW (x, t) die Wärmedichte im Volumen ΔV und j(x, t) die Wärmestromdichte
durch die Stirnﬂächen A des Volumen ΔV ist. Des Weiteren ist K˜(x, t) im Allgemeinen
eine Quell- oder Senkendichte im Volumen ΔV , welche diesem eine bestimmte Wärme-
leistung zuführt bzw. entzieht. Ziel ist es nun (7.1) in die eindimensionale Wärmeleit-
gleichung zu überführen. Wir schreiben hierzu die zeitliche Änderung der Wärmedichte,
mit Hilfe der inﬁnitesimalen kalorischen Grundgleichung dQ = dmcV dθ, als
∂ρW (x, t)
∂t
= dQ
dV dt
= dmcV dθ
dV dt
= ρcV
∂θ(x, t)
∂t
. (7.2)
Hier ist ρ = dm/dV die überall im System konstante Massendichte und cV (T ) = cV die
für hohe Temperaturen ebenfalls nahezu konstante speziﬁsche Wärmekapazität2. Für
die Wärmestromdichte in x-Richtung durch die Flächen A können wir das Fouriersche
Gesetz verwenden. Es folgt
∂j(x, t)
∂x
= ∂
∂x
[
−λ∂θ(x, t)
∂x
]
= −λ∂
2θ(x, t)
∂x2
, (7.3)
worin wir die speziﬁsche Wärmeleitfähigkeit λ ebenfalls als materialspeziﬁsche Konstante
ansehen. Da die elektronischen Bauelemente in der aktiven Schicht am Ort d elektrische
Leistung dQel/dt = U2I[T (t)] in Wärme dissipieren, handelt es sich bei K˜(x, t) um eine
Quelldichte für die wir schreiben können
K˜(x, t) = dQel
dV dt
= U2I[T (t)]
Adx
= U2I[T (t)]
A
lim
Δx→0
1
Δx =
U2I[T (t)]
A
δ(x − d). (7.4)
Wie oben erläutert, betrachten wir hier die sehr schnell ﬂuktuierenden Größen U2(t) und
I[T (t), t] bzgl. des Schaltverhaltens als zeitlich gemittelt. Der elektrische Strom I[T (t)]
bleibt dabei durch seine Temperaturabhängigkeit implizit eine Funktion der Zeit. Den
Grenzübergang Δx → 0 können wir einführen, da wir davon ausgehen, dass die Dicke
Δx der aktiven Schicht vernachlässigbar gegenüber der Ausdehnung des Chips in x-
Richtung ist. Die “Funktion” δ(x−d) = limΔx→0 1/Δx für x ∈ (d−Δx/2, d+Δx/2) und
δ(x − d) = 0 sonst, ist dann eine der möglichen Darstellungen der Delta-Distribution3,
denn sie erfüllt die folgenden zwei Eigenschaften:
2Für hohe Temperaturen T folgt cV (T ) in guter Näherung dem Dulong-Petit-Gesetz.
3In der Literatur ﬁndet man an Stelle von Δx üblicherweise  mit der Eigenschaft, dass wir  beliebig
klein wählen können.
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Für x ∈ (d − Δx/2, d + Δx/2) ist
lim
Δx→0
∫ d+Δx/2
d−Δx/2
dx
1
Δx = limΔx→0
1
Δx [d + Δx/2 − d + Δx/2] = limΔx→0 1 = 1. (7.5)
Stammt x hingegen nicht aus obigen Intervall ist das Integral entsprechend unserer De-
ﬁnition der Delta-Distribution Null. Setzen wir nun die Terme (7.2), (7.3) und (7.4) in
die Kontinuitätsgleichung (7.1) ein und teilen durch ρcV , erhalten wir die Wärmeleit-
gleichung
∂θ(x, t)
∂t
= D∂
2θ(x, t)
∂x2
+ U2I[T (t)]
ρAcV
δ(x − d). (7.6)
Die Inhomogenität, welche als Quellterm K(x, t) fungiert, ist somit folgendermaßen zu
deﬁnieren:
K(x, t) := U2I[T (t)]
ρAcV
δ(x − d) = Q[T (t)]δ(x − d). (7.7)
Der Term Q[T (t)] erzeugt dabei die Kopplung zwischen thermischen und elektrischen
Transport. Aus Gl. (7.6) leitet sich dann das zu lösende Wärmeleitproblem im gesamten
System ab. Die Formulierung und Lösung ist Gegenstand des anschließenden Abschnitts.
7.2. Wärmeleitproblem
Aus den vorangegangenen Überlegungen erhalten wir mit Hilfe der Wärmeleitgleichung
(7.6) das nachstehende inhomogene Anfangs- und Randwertproblem:
θt(x, t) = Dθxx(x, t) + K(x, t) für 0 < x < H und t ≥ 0,
θ(0, t) = θ1 für t ≥ 0,
θ(H, t) = θ2(t) für t ≥ 0,
θ(x, 0) = Φ(x) für 0 < x < H. (7.8)
Hierbei sind θt(x, t) = ∂θ(x, t)/∂t, θxx(x, t) = ∂2θ(x, t)/∂x2 und Φ(x) die Anfangstem-
peraturverteilung zum Zeitpunkt t = 0 sowie D = λ/ρCV . Um dieses Problem zu lösen,
transformieren wir es mit Hilfe von θ(x, t) = v(x, t) + w(x, t) auf ein Wärmeleitproblem
für v(x, t) mit festen RB. Einsetzen des Transformationsansatzes in (7.8) ergibt für die
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Wärmeleitgleichung:
vt(x, t) − Dvxx(x, t) = K(x, t) − wt(x, t) + Dwxx(x, t) := K¯(x, t). (7.9)
Für die Anfangs- und Randwerte gilt weiter
v(0, t) = θ1 − w(0, t), v(H, t) = θ2(t) − w(H, t) und v(x, 0) = Φ(x) − w(x, 0). (7.10)
Wählen wir nun die Funktion w(x, t) so, dass sie die gleichen RB wie θ(x, t) erfüllt, also
w(0, t) = θ1 und w(H, t) = θ2(t), reduziert sich unser Wärmeleitproblem auf
vt(x, t) = Dvxx(x, t) + K¯(x, t) für 0 < x < H und t ≥ 0,
v(0, t) = 0 für t ≥ 0,
v(H, t) = 0 für t ≥ 0,
v(x, 0) = Φ(x) − w(x, 0) für 0 < x < H. (7.11)
7.3. Lösung des Wärmeleitproblems
Wir behandeln dieses Problem jetzt, indem wir die gesuchte Lösung v(x, t) in eine Fourier
Reihe entwickeln, welche die gegebenen RB erfüllt. Wir machen also einen Ansatz der
Form
v(x, t) =
∞∑
n=1
vn(t) sin
(
nπ
H
x
)
. (7.12)
Die zeitabhängigen Fourierkoeﬃzienten vn(t) sind dabei in der üblichen Weise gegeben
durch
vn(t) =
2
H
∫ H
0
v(x, t) sin
(
nπ
H
x
)
dx. (7.13)
Wir haben hierbei ausgenutzt, dass es sich bei (7.12) um die Entwicklung einer unge-
raden, 2H-periodischen Funktion auf [−H,H] handelt. Aufgrund der Achsensymmetrie
von v(x, t) sin (nπx/H) betrachten wir das im Entwicklungskoeﬃzienten auftretende In-
tegral nur auf dem Intervall [0, H] und verdoppeln zum Ausgleich den Integralwert. In
analoger Weise entwickeln wir auch die Inhomogenität K¯(x, t):
K¯(x, t) =
∞∑
n=1
K¯n(t) sin
(
nπ
H
x
)
mit K¯n(t) =
2
H
∫ H
0
K¯(x, t) sin
(
nπ
H
x
)
dx. (7.14)
82 7. Das grundlegende thermische Modell
Wir wollen nun K¯(x, t) = K(x, t)−wt(x, t)+Dwxx(x, t) näher bestimmen. Wir haben von
der Funktion w(x, t) verlangt, dass sie die gegebenen RB erfüllt. Eine möglichst einfache
Funktion die dies leistet, ist die stationäre Lösung eines homogenen Wärmeleitproblems
mit dem gleichen Rand. Es gilt oﬀensichtlich
w(x, t) = θ1 +
x
H
(θ2(t) − θ1) mit wt(x, t) = x
H
θ˙2(t) und wxx(x, t) = 0, (7.15)
wobei θ˙2(t) = dθ2(t)/dt ist. Verwenden wir nun die von uns in (7.7) gefundene deltaför-
mige Quelle K(x, t) = Q[T (t)]δ(x − d) := q(t)δ(x − d), dann können wir schreiben:
K¯(x, t) = q(t)δ(x − d) − x
H
θ˙2(t). (7.16)
Setzen wir dieses Ergebnis in den Entwicklungskoeﬃzienten (7.14) ein, erhalten wir
K¯n(t) =
2
H
q(t) sin
(
nπ
H
d
)
− 2
H2
θ˙2(t)
∫ H
0
x sin
(
nπ
H
x
)
dx. (7.17)
Das auf der rechten Seite auftretende Integral können wir mit den Setzungen χ := x/H
und φ := nπ wie folgt auswerten:
2
H
∫ H
0
x
H
sin
(
nπ
H
x
)
dx = 2
∫ 1
0
χ sin(φχ)dχ = −2 ∂
∂φ
∫ 1
0
cos(φχ)dχ
= − 2
nπ
cos(nπ) = −2(−1)
n
nπ
. (7.18)
Insgesamt bekommen wir dann für unsere Quelltermentwicklung mit Hilfe von (7.14)
K¯n(t) =
2
H
q(t) sin
(
nπ
H
d
)
+ 2(−1)
n
nπ
θ˙2(t) (7.19)
⇒ K¯(x, t) =
∞∑
n=1
[
2
H
q(t) sin
(
nπ
H
d
)
+ 2(−1)
n
nπ
θ˙2(t)
]
sin
(
nπ
H
x
)
. (7.20)
Durch den Vergleich des ersten Summanden auf der rechten Seite mit (7.16) ﬁnden wir
ein Darstellung der Deltafunktion auf dem Intervall [0, H] mit
δ(x − d) = 2
H
∞∑
n=1
sin
(
nπ
H
x
)
sin
(
nπ
H
d
)
. (7.21)
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Dies kann leicht durch Integration der rechten Seite von (7.21) von 0 bis H und unter
Berücksichtigung der Dirichlet-Bedingung veriﬁziert werden. Um unser Problem (7.11)
zu lösen, brauchen wir noch die partiellen Ableitungen von v(x, t):
vt(x, t) =
∞∑
n=1
v˙n(t) sin
(
nπ
H
x
)
, (7.22)
vxx(x, t) = −
∞∑
n=1
vn(t)
(
nπ
H
)2
sin
(
nπ
H
x
)
. (7.23)
Einsetzen von (7.20), (7.22) und (7.23) in unser Wärmeleitproblem (7.11) führt auf
∞∑
n=1
[
v˙n(t) + D
(
nπ
H
)2
vn(t) − 2
H
q(t) sin
(
nπ
H
d
)
− 2(−1)
n
nπ
θ˙2(t)
]
sin
(
nπ
H
x
)
= 0. (7.24)
Damit diese Summe für alle x ∈ [0, H] verschwindet, müssen bereits die Ausdrücke in
den eckigen Klammern jeweils Null sein. Es gilt also:
v˙n(t) + D
(
nπ
H
)2
vn(t) =
2
H
q(t) sin
(
nπ
H
d
)
+ 2(−1)
n
nπ
θ˙2(t). (7.25)
Wir erhalten somit für jedes n eine gewöhnliche, inhomogene DGL erster Ordnung zur
Bestimmung der vn(t) mit den Anfangsbedingungen
vn(0) =
2
H
∫ H
0
v(x, 0) sin
(
nπ
H
x
)
dx = 2
H
∫ H
0
[Φ(x) − w(x, 0)] sin
(
nπ
H
x
)
dx. (7.26)
Das erste Integral über die Funktion Φ(x) ergibt oﬀensichtlich den Fourierkoeﬃzienten
Φn. Das zweite Integral über die Funktion w(x, t) können wir mit (7.15) und unserem
Resultat (7.18) weiter auswerten. Ein kurze Rechnung ergibt
vn(0) = Φn − 2
nπ
[θ1 − (−1)nθ2(0)] . (7.27)
Wir wollen nun (7.25) mit der Methode der Greenschen Funktionen lösen und setzen
dafür an = D(nπ/H)2 := n2/t0, wobei t0 := H2/π2D die charakteristische Wärmediﬀu-
sionszeit ist. Wir erhalten damit
(
d
dt
+ an
)
vn(t) = K¯n(t). (7.28)
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Die zugehörige retardierte Greensche Funktion gn(t, t′) bekommen wir dann als Lösung
von (
d
dt
+ an
)
gn(t, t′) = δ(t − t′) ⇒ gn(t, t′) = Θ(t − t′)e−an(t−t′). (7.29)
Dies ist durch einsetzen leicht zu überprüfen. Mit Hilfe der Greenschen Funktion gn(t, t′)
können wir sofort die partikuläre Lösung vpn(t) angeben, es ist
vpn(t) =
∫ t
0
K¯n(t′)e−an(t−t
′)dt′. (7.30)
Die homogene Lösung dieser DGL erster Ordnung ist einfach vhn(t) = vn(0) exp(−ant).
Durch die Addition beider Lösungsteile haben wir die Fourierkoeﬃzienten für unsere
Entwicklung von v(x, t) gefunden. Sie lauten:
vn(t) =
[
vn(0) +
∫ t
0
K¯n(t′)en
2 t′
t0 dt′
]
e−n
2 t
t0 := bn(t)e−n
2 t
t0 . (7.31)
Unter Verwendung von (7.12) können wir schließlich die Lösung von (7.11) formulieren:
v(x, t) =
∞∑
n=1
bn(t) sin
(
nπ
H
x
)
e−n
2 t
t0
=
∞∑
n=1
∫ t
0
q(t′) 2
H
sin
(
nπ
H
x
)
sin
(
nπ
H
d
)
e−n
2 t−t′
t0 dt′
+
∞∑
n=1
∫ t
0
2(−1)n
nπ
θ˙2(t′) sin
(
nπ
H
x
)
e−n
2 t−t′
t0 dt′
+
∞∑
n=1
vn(0) sin
(
nπ
H
x
)
e−n
2 t
t0 . (7.32)
Um letztlich unser Ausgangsproblem (7.8) für θ(x, t) zu lösen, müssen wir lediglich noch
die stationäre Lösung w(x, t) des homogenen Wärmeleitproblems zu v(x, t) addieren.
7.4. Stationäre Lösung des inhomogenen Problems
Wir wollen in diesem Abschnitt den quasi stationären Fall unserer Lösung θ(x, t) =
v(x, t) + w(x, t) betrachten, deren Komponenten in (7.15) und (7.32) gegeben sind. Es
wird unter anderem damit möglich sein die QB-Temperatur im Gleichgewicht zu ermit-
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teln. Im Grenzübergang großer Zeiten t verschwindet der Ausdruck4 exp(−n2t/t0) und
die zeitabhängige Temperatur θ2(t) des BEOL nimmt ihren stationären Wert θ2 an. Nach
(7.15) und (7.32) folgt dann:
θ(x, t) = θ1 +
x
H
(θ2 − θ1) +
∞∑
n=1
∫ t
0
q(t′) 2
H
sin
(
nπ
H
x
)
sin
(
nπ
H
d
)
e−n
2 t−t′
t0 dt′. (7.33)
Die Zeitabhängigkeit von q(t) in unserem Quellterm (7.7) ist eine Folge der Zeitabhän-
gigkeit der Temperatur in der aktiven Schicht um x = d, weshalb wir im stationären
Fall schreiben können q(t) = Q[T (t)] = Q(T ). Gl. (7.33) lautet somit:
θ(x, t) = θ1 +
x
H
(θ2 − θ1) + 2Q(T )
H
∞∑
n=1
sin
(
nπ
H
x
)
sin
(
nπ
H
d
) ∫ t
0
e−n
2 t−t′
t0 dt′. (7.34)
Das Integral auf der rechten Seite von (7.34) können wir nun auswerten:
e−n
2 t
t0
∫ t
0
en
2 t′
t0 dt′ = e−n
2 t
t0
[
t0
n2
en
2 t
t0 − t0
n2
]
= t0
n2
[
1 − e−n2 tt0
]
≈ t0
n2
.
Im Einklang zu unseren Überlegungen zum “Einschaltvorgang” haben wir den zweiten
Summand im vorletzten Schritt vernachlässigt, weil er für t > t0 exponentiell verschwin-
det. Die Temperatur θ(x, t) = θ(x) ist somit unabhängig von der Zeit und es gilt:
θ(x) = θ1 +
x
H
(θ2 − θ1) + 2Q(T )t0
H
∞∑
n=1
sin
(
nπ
H
x
)
sin
(
nπ
H
d
)
n2
. (7.35)
Da wir uns nun insbesondere für die Temperatur θ(d) = T der aktiven Schicht interes-
sieren, erhalten wir für diese durch die Setzung x = d in (7.35) schließlich das folgende
Fixpunktproblem:
T = θ1 +
d
H
(θ2 − θ1) + 2Q(T )t0
H
∞∑
n=1
sin2
(
nπ
H
d
)
n2
. (7.36)
Diese noch für alle QB gültigen Lösungen werden wir im Kap. 9.1 für einen speziellen
Nanotransistor auswerten.
4Diesen Vorgang bezeichnen wir als das “Abklingen des Einschaltvorgangs”, da der zugehörige Sum-
mand in Gl. (7.32) für die zeitliche Entwicklung des Gesamtprozesses lediglich zu Beginn eine Rolle
spielt, um dann im Laufe der Zeit exponentiell zu verschwinden.
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Abb. 7.2.: Normiertes Temperaturproﬁl ϑ(χ), als Funktion des normierten Ortes χ für
verschiedene, normierte Temperaturdiﬀerenzen der Reservoire: ϑ2 = 0 (durch-
gezogen), ϑ2 = 1, 5 (gestrichelt) und ϑ2 = 3 (gestrichpunktet). Die Wärme-
quelle (FEOL) beﬁndet sich exakt in der Mitte des Systems bei δ = 1/2.
Die Temperatur Θ = ϑ(δ) der QB nimmt mit wachsendem Temperaturun-
terschied ϑ2 zu. Ist Q(T ) = 0, zeigt das System jeweils ein einfaches lineares
Temperaturproﬁl.
Zuvor schauen wir uns jedoch die allgemeinen Eigenschaften dieser Ergebnisse an, wel-
che den Gleichgewichtszustand des Systems beschreiben. Um der Vielzahl verschiedener
Parameter Herr zu werden, führen wir neue dimensionslose Variablen und Parameter
ein:
δ := d
H
, χ := x
H
, ϑ(χ) := H[θ˜(χ) − (1 − χ)θ1]2Q(T )t0 , ϑ2 :=
Hθ2
2Q(T )t0
, (7.37)
mit δ ∈ [0, 1] und χ ∈ [0, 1]. Verwenden wir diese Deﬁnitionen nun in (7.35), erhalten
wir
ϑ(χ) = ϑ2χ +
∞∑
n=1
sin (nπχ) sin (nπδ)
n2
, (7.38)
worin wir nur noch zwei dimensionslose Parameter festlegen müssen. Das δ beschreibt
den Ort der Quelle relativ zur Gesamthöhe des Systems und ϑ2 die Temperaturdiﬀerenz
zwischen beiden Reservoirs (vgl. Abb. 7.1). In Abb. 7.2 ist das stationäre, normierte
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Abb. 7.3.: Normierte QB-Temperatur Θ(ϑ2) für verschiedene normierte Quellorte
(FEOL): δ = 0, 1 (durchgezogen), δ = 0, 3 (gestrichelt) und δ = 0, 6 (gestrich-
punktet). Im grundsätzlich linearen Verhalten von Θ(ϑ2) hängen sowohl der
Anstieg, als auch der Ordinatenschnittpunkt von δ, dem Ort der Quelle, ab.
Temperaturproﬁl in Abhängigkeit des normierten Ortes χ und für verschiedene Tempe-
raturdiﬀerenzen ϑ2 der Reservoire dargestellt. Die aktive Schicht (FEOL) beﬁndet sich
dabei exakt in der Mitte des Chips (δ = 1/2). Liefern die Quellen keine Wärme, ist also
Q(T ) = 0, so ﬁnden wir als stationäres einfach ein lineares Temperaturproﬁl. Dieses
beschreibt nach dem Fourierschen Gesetz einen konstanten Wärmeﬂuss vom wärmeren
zum kälteren Wärmereservoir. Erzeugen die Quellen hingegen Wärme, erhöht sich die
Temperatur im Zentrum des Chips deutlich und der Gesamtwärmestrom teilt sich in
zwei unterschiedliche Teilströme. Für ϑ2 = 0 und ϑ2 = 1, 5 ist die Quellschicht (FEOL)
wärmer als die zwei Reservoire, so dass die ebenfalls konstanten Wärmeströme nun un-
terschiedliche Richtungen und für ϑ2 = 1, 5 auch unterschiedliche Beträge aufweisen. Im
dritten Fall ϑ2 = 3 ist das zweite Reservoire (BEOL) sogar der wärmste Teil im Sys-
tem, wodurch die Wärme hier zum FEOL ﬂießt. Die FEOL-Temperatur Θ als Funktion
der Temperaturdiﬀerenz ϑ2 ist in Abb. 7.3 gezeigt. Grundsätzlich zeigt die Temperatur
Θ(ϑ2) ein lineares Verhalten. Die Stärke der Temperaturänderung ΔΘ in Abhängigkeit
der Änderung der Temperaturdiﬀerenz Δϑ2 ist aber oﬀensichtlich vom Ort der Quelle
abhängig. Um das etwas genauer zu untersuchen, haben wir in Abb. 7.4 die Temperatur
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Abb. 7.4.: Normierte QB-Temperatur Θ(δ) für verschiedene Temperaturdiﬀerenzen der
Reservoire: ϑ2 = 0 (durchgezogen), ϑ2 = 1 (gestrichpunktet) und ϑ2 = 2
(gestrichelt). Die Temperaturmaxima von Θ(δ) wandern für wachsendes ϑ2
gegen das wärmere Reservoir.
Θ der aktiven Schicht als Funktion ihrer Lage im Chip gezeigt. Ist die Temperaturdif-
ferenz zwischen den Reservoirs ϑ2 = 0, ist Θ exakt in der Mitte des Chips maximal.
Bei zunehmendem ϑ2 wandert das Maximum in Richtung des wärmeren Reservoirs. Das
Maximum beﬁndet sich dann an der Stelle δmax > 1/2, welche sich entsprechend der
üblichen Maximumsbedingung aus (7.38) ergibt. Um bei gegebenen ϑ2 ein niedrigeres
Θ und damit eine niedrige QB-Temperatur zu erreichen, muss die Lage δ der aktiven
Schicht größer oder kleiner sein als δmax. Dabei sind im Intervall [2δmax−1, 1] gleicherma-
ßen niedrige QB-Temperaturen erreichbar, unabhängig davon, welchem Reservoir sich
die aktive Schicht nähert. Die niedrigsten QB-Temperaturen Θ sind jedoch nur dann zu
erreichen, wenn die Chiparchitektur so konstruiert wird, dass sich die aktive Schicht im
Intervall [0, 2δmax − 1] beﬁndet und dabei der Kühlungseinheit möglichst nahe kommt.
Nach dieser Diskussion besteht nun die letzte Aufgabe in der Bestimmung der QB-
Temperaturen, welche sich aus den Lösungen des Fixpunktproblems (7.36) ergeben. Aus
physikalischer Sicht sind wir aber nicht an allen möglichen, sondern lediglich an den
zeitlich stabilen Fixpunkten interessiert, da nur diese im Hinblick auf die thermischen
Fluktuationen eine stabile QB-Temperatur ergeben.
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Fixpunkte
8.1. Linearisierung der Temperaturlösung
Ausgehend von unserer Temperaturlösung (7.32) für den Chip, betrachten wir die Tem-
peratur θ(d, t) := T (t) der aktiven Schicht für zeitunabhängige Randwerte θ1 und θ21,
wobei der “Einschaltvorgang” (t  t0) erneut als abgeklungen angesehen wird. Es gilt
dann:
T (t) = θ1 +
d
H
(θ2 − θ1) +
∞∑
n=1
∫ t
0
dt′
2
H
sin2
(
nπ
H
d
)
e−n
2 t−t′
t0 q[T (t′)]. (8.1)
Wir sind nun im Besonderen an dem Verhalten unseres Systems in der Nähe einer der
Fixpunkte T ∗ interessiert, da diese Temperatur von unserem System im Gleichgewicht
angenommen wird. Mit Hilfe der kleinen und zeitabhängigen Temperaturänderung τ(t)
können wir dann die temperaturabhängigen Terme in (8.1) durch die folgenden Lineari-
sierungen ersetzen:
T (t) = T ∗ + τ(t) und q[T (t)] = Q(T ∗) + dQ(T
∗)
dT
τ(t). (8.2)
Durch die Einführung dieser Entwicklungen für die Funktionen T (t) und q[T (t)] lässt
sich (8.1) in eine Bestimmungsgleichung für τ(t) umformen. Sie lautet
τ(t) = 2
H
dQ(T ∗)
dT
∞∑
n=1
sin2
(
nπ
H
d
) ∫ t
0
dt′e−n
2 t−t′
t0 τ(t′), (8.3)
1Der allgemeinere Fall einer zeitabhängigen RB θ2(t) kann analog behandelt werden.
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wobei wir hier ausgenutzt haben, dass
T ∗ = θ1 +
d
H
(θ2 − θ1) + 2Q(T
∗)t0
H
∞∑
n=1
sin2 (nπd/H)
n2
(8.4)
dem stationären Fixpunktproblem entspricht. Die Gl. (8.3) beschreibt im Prinzip die
zeitliche Entwicklung von τ(t), ist aber in der gegebenen Form nur schwer zu analysieren.
Wir werden uns daher in den nächsten Abschnitten mit einer geeigneten Näherung von
(8.3) auseinandersetzen, welche uns dann in die Lage versetzt, den Einﬂuss einer kleinen
Temperaturänderung τ(t) auf die Stabilität der Fixpunkte T ∗ zu analysieren.
8.2. Stabilitätsuntersuchung
Damit sich für die QB stabile Gleichgewichtstemperaturen einstellen, müssen die mögli-
chen Fixpunktlösungen zeitlich stabil sein. Diese wesentliche Eigenschaft hängt maßgeb-
lich von der zeitlichen Entwicklung von τ(t) ab, da T ∗ nur dann als feste QB-Temperatur
angenommen wird, wenn τ(t) mit der Zeit verschwindet: τ(t) → 0 für t → ∞. Wie wir
im Folgenden zeigen können, lässt sich die zeitliche Entwicklung von τ(t) mit Hilfe einer
gewöhnlichen Diﬀerentialgleichung (DGL) beschreiben. Im Ergebnis führt uns die Ana-
lyse der Lösungen dieser DGL zu einer konkreten Stabilitätsbedingung, welche das für
Stabilität notwendige Verhältnis zwischen erzeugter und dissipierter Wärme im System
formalisiert.
Methode der Taylorentwicklung
Um eine Aussage über die zeitliche Stabilität der Fixpunkte und damit über die Tempera-
tur des Systems machen zu können, betrachten wir nun das Integral in Gl. (8.3) genauer.
Die Exponentialfunktion im Integranden hat dabei die in Abb. 8.1 gezeigten Eigenschaf-
ten, wobei wir zur Darstellung die dimensionslosen Größen tˆ := t′/t und tˆ0,n := t0/tn2
eingeführt haben.2 Für t0 → 0 ist der Integrand fast im gesamten Integrationsintervall
von 0 bis t nahezu Null. Lediglich in der Nähe der oberen Integrationsgrenze t können
wir einen relevanten Beitrag zum Integral erwarten. Das legt nahe, dass wir τ(t′) nur
in einer kleinen Umgebung von t zu berücksichtigen haben. Hierzu entwickeln wir τ(t′)
in eine Taylorreihe um t, wobei wir voraussetzen, dass sie existiert und einen von Null
2Es ist hier zu beachten, dass t′ die Variable ist und t ein fester Zeitpunkt.
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Abb. 8.1.: Darstellung des Verhaltens von f(tˆ) = exp
(
−(1 − tˆ)/tˆn,0
)
für verschiedene
Werte von tˆn,0.
verschiedenen Konvergenzradius besitzt. Es gilt:
τ(t′) =
∞∑
k=0
1
k!
dkτ(t′)
dt′k
∣∣∣∣∣
t′=t
(t′ − t)k. (8.5)
Verwenden wir diesen Ausdruck im Integral von Gl. (8.3) und vertauschen Integration
und Summation so erhalten wir
I =
∫ t
0
dt′τ(t′)e−n
2 t−t′
t0 =
∞∑
k=0
1
k!
dkτ(t)
dt′k
∫ t
0
dt′eγ(t′−t)(t′ − t)k. (8.6)
Wir haben hierbei in der Exponentialfunktion (t− t′) = −(t′ − t) und γ := n2/t0 gesetzt.
Für das Integral auf der rechten Seite bekommen wir dann
∫ t
0
dt′
dk
dγk
eγ(t′−t) = d
k
dγk
e−γt
∫ t
0
dt′eγt′ = d
k
dγk
e−γt
[
1
γ
eγt′
]t
0
= d
k
dγk
[
1
γ
− 1
γ
e−γt
]
≈ d
k
dγk
1
γ
= (−1)k k!
γk+1
.
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Es ließ sich auch dabei wieder die Bedingung t  t0 ausnutzen, die wir schon als Be-
gründung für das Abklingen des “Einschaltvorgangs” verwendet haben. Als Näherung
für Gl. (8.6) können wir dann schreiben:
I ≈
∞∑
k=0
(−1)k
γk+1
dkτ(t)
dt′k
= 1
n2
τ(t)t0 − 1
n4
dτ(t)
dt
t20 +
1
n6
d2τ(t)
dt
t30 − ... . (8.7)
In Anh. B.2 zeigen wir, dass sich dieses Ergebnis auch alternativ über die wiederholte
Anwendung der Methode der partiellen Integration gewinnen lässt. Brechen wir nun
diese Entwicklung nach dem kleinen Parameter t0 für k ≥ 3 ab, können wir Gl. (8.3) als
eine homogene DGL zweiter Ordnung formulieren. Wir bekommen
τ(t) = 2
H
dQ(T ∗)
dT
∞∑
n=1
sin2
(
nπ
H
d
) [ 1
n2
τ(t)t0 − 1
n4
dτ(t)
dt
t20 +
1
n6
d2τ(t)
dt
t30
]
, (8.8)
⇒ τ(t) = a1τ(t) − a2dτ(t)
dt
+ a3
d2τ(t)
dt2
, (8.9)
mit den folgenden Abkürzungen:
am :=
2tm0
H
dQ(T ∗)
dT
αm, (8.10)
wobei m = 0, 1... und αm :=
∑∞
n=1 [sin (nπd/H) /nm]2 ist. Gl. (8.9) ermöglicht es uns
nun, die Funktion τ(t) zu berechnen und deren zeitliche Entwicklung zu untersuchen.
Dafür wollen wir zwei grundsätzliche Fälle betrachten. Als Erstes soll a3 klein gegenüber
a2 sein, so dass wir den Term zweiter Ordnung in (8.9) vernachlässigen können. Wir
ﬁnden dann
dτ(t)
dt
= a1 − 1
a2
τ(t) = kτ(t). (8.11)
Dieser Fall ist von besonderem Interesse, da er auf das Newtonsche Abkühlungsgesetz
führt, insofern für die Abkühlungskonstante
k = α1
α2t0
⎛
⎝1 − H2t0α1
[
dQ(T ∗)
dT
]−1⎞⎠ < 0 (8.12)
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gilt.3 Ohne Beschränkung der Allgemeinheit betrachten wir eine kleine Störung der
Gleichgewichtstemperatur T ∗ zum Zeitpunkt tA = 0, so dass wir als Anfangsbedin-
gung (AB) τ(0) = τ0 setzen können. Dann ist die Lösung von Gl. (8.11) einfach durch
τ(t) = τ0 exp(kt) gegeben. Dies ergibt einen stabilen Fixpunkt T ∗ für k < 0. Denn un-
ter dieser Bedingung kehrt unser System für jede kleine Störung τ0 im Laufe der Zeit
exponentiell zum Ausgangszustand zurück.
Um zu untersuchen, ob die Ordnung der Entwicklung von τ(t) einen Einﬂuss auf die
noch explizit abzuleitende Stabilitätsbedingung hat, berücksichtigen wir für den zweiten
Fall jetzt alle Terme in Gl. (8.9). Der Term zweiter Ordnung ist damit als eine Korrektur
zu (8.11) aufzufassen. Es folgt dann eine DGL zweiter Ordnung:
d2τ(t)
dt2
− δdτ(t)
dt
+ ωτ(t) = 0. (8.13)
Wir haben hier von den Deﬁnitionen δ := a2/a3 > 0 und ω := (a1 − 1)/a3 Gebrauch
gemacht.4 Die allgemeine Lösung dieser Gleichung lässt sich durch τ(t) = A exp(k1t) +
B exp(k2t) mit k1/2 = (δ/2) ±
√
(δ/2)2 − ω aufschreiben (vgl. hierzu auch Anh. B.3).
Für einen stabilen Fixpunkt brauchen wir erneut τ(t → ∞) = 0. Wie eine Analyse der
allgemeinen Lösung in Anh. B.3 zeigt, kann diese Forderung nur für die speziellen AB
τ(0) = τ0 und τ˙(0) = k2τ0 mit k2 < 0 erfüllt werden. Unter diesen Bedingungen folgt
die Lösung τ(t) = τ0 exp(k2t) ebenfalls dem Newtonschen Abkühlungsgesetz, jedoch
mit einer anderen Abkühlungskonstante k2. Wenn nun aber a3 klein ist, können wir
die Quadratwurzel in der Deﬁnition von k2 entwickeln und erhalten k ≈ k2. Beide
Fälle zeigen also im Stabilitätsbereich einen exponentiellen Abfall von τ(t) für t → ∞.
Diese Eigenschaft entspricht dem Verhalten eines Relaxators, was typisch ist für diﬀusive
Systeme [81, S. 39].
Schließlich bleiben noch die Forderungen k < 0 sowie k2 < 0 auszuwerten. Dafür muss
in beiden Fällen ω < 0 sein. Nach den Deﬁnitionen in (8.11) und (8.13) ist dies nur für
0 ≤ a1 < 1 erfüllbar. Aus Gl. (8.10) und Q(T ) = U2I(T )/ρAcV , t0 = H2/π2D sowie
3Das System kühlt sich hierbei auf die Umgebungstemperatur TU ab, welche in diesem Fall gleich Null
ist.
4Wir haben die Größen in Anlehnung an die häuﬁg verwendete Nomenklatur bei Schwingungsproble-
men gewählt. Sie dienen hier lediglich der Analyse der Lösungen von (8.13) und sind von früheren
Deﬁnitionen in dieser Arbeit zu diﬀerenzieren. In diesem Sinn ist es bemerkenswert, dass Gl. (8.13)
eine entdämpfte Schwingung der Temperatur um T ∗ repräsentiert.
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Tab. 8.1.: Verhalten der veränderlichen Größen im System in der Nähe eines stabilen
Fixpunkts T ∗. Bei Vorgabe der Spannung U2 und unter Berücksichtigung der
linken Seite von 0 ≤ a1 < 1 folgen die möglichen Änderungen von I und T ,
woraus sich die Änderungen in den erzeugten und dissipierten Wärmemengen
pro Zeiteinheit (Q˙e und Q˙d) ergeben. Aus der rechten Seite von 0 ≤ a1 < 1
resultieren dann die zugehörigen Stabilitätsbedingungen.
Spannung Änderung I Änderung T Q˙e Q˙d Ergebnis
U2 > 0
dI > 0 dT > 0 Q˙e ↗ Q˙d ↗ stabil, wenn |dQ˙e| < |dQ˙d|
dI < 0 dT < 0 Q˙e ↘ Q˙d ↘ stabil, wenn |dQ˙e| < |dQ˙d|
U2 < 0
dI > 0 dT < 0 Q˙e ↘ Q˙d ↘ stabil, wenn |dQ˙e| < |dQ˙d|
dI < 0 dT > 0 Q˙e ↗ Q˙d ↗ stabil, wenn |dQ˙e| < |dQ˙d|
D = λ/ρcV folgt dann die zentrale Stabilitätsbedingung
∣∣∣∣∣dI(T
∗)
dT
∣∣∣∣∣ < π
2
2α1
σ
|U2| , (8.14)
in der wir σ = λA/H gesetzt haben. Die Ungleichung (8.14) beschränkt den zulässigen
Verlauf des Anstiegs von I(T ) im Punkt (T ∗, I(T ∗)) und legt damit die maximale Stär-
ke der erlaubten Stromänderung als Reaktion auf eine Temperaturstörung fest. Zeigt
das System gute Wärmeleiteigenschaften, repräsentiert durch σ, sowie nur kleine Span-
nungen U2, so ist das System auch für stärker veränderliche Ströme I(T ) stabil. Im
umgekehrten Fall können nur schwach veränderliche Ströme einen stabilen Fixpunkt T ∗
ergeben.
Wir können (8.14) aber auch anschaulich interpretieren, indem wir uns wieder eine
kleine Störung des Gleichgewichtszustands T ∗ vorstellen. Die resultierende kleine Tem-
peraturänderung dT verursacht sowohl eine kleine Änderung in der erzeugten Wärme
pro Zeiteinheit dQ˙e := U2dI(T ∗), als auch in der dissipierten Wärme pro Zeiteinheit
dQ˙d := (π2/2α1)σdT . Dieser Anschauung nach beschreibt dann die Bedingung (8.14)
das Verhältnis zwischen der Änderung der erzeugten Wärme und der Änderung der dis-
sipierten Wärme, welches erfüllt sein muss, damit ein stabiler Fixpunkt T ∗ vorliegt. An-
genommen die Störung besteht aus einer kleinen Temperaturerhöhung und führt zu einer
Erhöhung der erzeugten Wärme (dI(T ∗)/dT > 0, U2 > 0), dann muss diese betragsmäßig
kleiner sein, als die Wärme die das System unter diesen Bedingungen abtransportieren
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kann. Ist dies gegeben, so reagiert das FEOL mit einem kurzfristigen Temperaturanstieg,
der aber wie gezeigt exponentiell auf das Ausgangsniveau T ∗ zurückkehrt. In Tab. 8.1
sind die möglichen Reaktionen des Systems zusammengefasst. Die dabei auftretenden
Änderungen sind immer auf den Gleichgewichtszustand T ∗ bezogen. Wir sehen, dass sich
in allen möglichen Fällen die selbe Stabilitätsbedingung ergibt, welche durch Umformung
direkt auf (8.14) führt.

97
9. Das Quantenbauelement als ein
Nanotransistor
In diesem Kapitel soll nun das bisher unspeziﬁzierte QB durch einen Nanotransistor
repräsentiert werden. Dies ist eine interessante Anwendung, da die Entwicklungen in
der Halbleiterforschung einen weiter anhaltenden Trend zu immer kleineren Bauelemen-
ten zeigen. Mittlerweile werden FET hergestellt, deren Gate-Längen in einem Bereich
von 10 nm oder sogar darunter liegen [82–87]. In solchen Transistoren ist der Elek-
tronenstrom, zusätzlich zum klassischen, durch quantenmechanischen und ballistischen
Transport geprägt. Der deutlichste Quanteneﬀekt ist dabei das Source-Drain-Tunneln
[88, 89] durch die im Kanal beﬁndliche Potenzialbarriere (vgl. Abb. 9.1). Der daraus
resultierende Strom lässt sich für kleine Gate-Spannungen unterhalb einer sog. Schwell-
spannung beobachten und wäre aus klassischer Drift-Diﬀusion-Sicht nicht erlaubt. Das
im folgenden Abschnitt präsentierte quasi-eindimensionale, eﬀektive Transistormodell
in Verbindung mit den Ergebnissen aus den vorangegangen Abschnitten erlaubt es uns,
ein thermo-elektrisches Modell eines idealisierten Chips zu konstruieren. Wie sich zeigt,
führt dies, in Erweiterung unserer Erkenntnisse aus den Kapn. 7 und 8, auf ein Standard-
Fixpunktproblem. Dessen Lösungen ermöglichen die Bestimmung der Temperatur der
aktiven Schicht (FEOL) und damit der Transistortemperatur. Eine entsprechende Dar-
stellung des Problems wurde auch in sehr elementaren Betrachtungen zum nicht quan-
tenmechanischen Transport im Bipolartransistor [77–79] und im FET [80] gefunden.
9.1. Der Nanotransistor
Wir wenden unser thermisches Modell aus Kap. 7 auf den in Abb. 9.1 dargestellten
Nanotransistor an, indem wir für die dissipierte Spannung U2 die angelegte Drain-
Spannung UD verwenden. Weiter wird der Einfachheit halber der im Mittel dissipier-
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Abb. 9.1.: Oben: Schematische Darstellung der wichtigsten Teile eines n-Kanal Nano-
FET. Unten: Darstellung des eindimensionalen, eﬀektiven Potenzials V eff ,
von dem man annimmt, dass es linear über den Kanalbereich zwischen Source-
und Drain-Kontakt abfällt. Graﬁk in Anlehnung an [90].
te Strom I(T ) mit dem Drain-Strom ID(T ) gleichgesetzt.1 Vernachlässigen wir jegliche
Leckströme über den Gate-Kontakt, können wir die Gate-Spannung UG als einen exter-
nen Parameter betrachten. Ausgehend von dem in Abb. 9.1 dargestellten dreidimensiona-
len Transportproblem lässt sich weiter ein eindimensionales, eﬀektives Transistormodell
ableiten [89]. Der damit berechnete Drain-Strom liefert eine bemerkenswert gute quali-
tative Beschreibung der experimentellen Kurven [90]. Im Rahmen dieses Modells kann
dann der normierte Drain-Strom j pro Transistorbreite W bestimmt werden. Für ihn gilt
j(vD, u) = IˆD(vD, u)/(WJ0), worin J0 eine systemspeziﬁsche Normierungskonstante2 ist.
Folgen wir der Darstellung der Theorie in Ref. [90], ist der normierte Strom j gegeben
durch
j(vD, u) = (m(u) − vG)
∫ ∞
0
dˆ [s (u, αˆS[u]) − s (u, αˆD[u, vD])] T˜ (ˆ). (9.1)
1Durch diese Maßnahme überschätzen wir den dissipierten Strom I(T ) und damit die erzeugte Wär-
me. In der Folge werden auch die Bauteiltemperaturen T = θ(d) überschätzt. Um die tatsächliche
elektrische Leistung zu bestimmen, sind die eigentlichen Schaltvorgänge im Transistor zu betrachten
und geeignet zu mitteln.
2In einem sehr breiten n-Kanal Transistor auf Si-Basis, mit stark dotierten Kontakten, beträgt die
Normierungskonstante J0 = 5.4 × 104 μA/μm (vgl. [90]).
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Hierbei sind vD/G = VD/G/F = UD/Ge/F die auf die Fermienergie F normierten elek-
trostatischen Potenziale und m(u) = μ(u)/F das normierte chemische Potenzial, als
Funktion der normierten Temperatur u = (kB/F )T . Für das chemische Potential in den
Kontakten gilt
m(u) = uX 1
2
(
4
3
√
π
u−3/2
)
. (9.2)
Mit s(u, αˆs) bezeichnen wir weiter die sog. Supply-Funktion, wobei s = S im Source-
Kontakt und s = D im Drain-Kontakt zu setzen sind. Im Falle eines sehr breiten Tran-
sistors ist sie gegeben durch
s(u, αˆs) =
√
u
4πF−
1
2
(
[vG − m(u)] αˆs
u
)
. (9.3)
Darin ﬁnden wir, die ebenfalls von der normierten Temperatur u abhängigen Größen
αˆs(u), welche wie folgt deﬁniert sind:
αˆS(u) = ˆ − m(u)
m(u) − vG und αˆD(u, vD) = ˆ −
m(u) − vD
m(u) − vG . (9.4)
Bei der in Gl. (9.3) auftretenden Funktion F− 12 (x) handelt es sich um das Fermi-Dirac
Integral der Ordnung j = −1/2. Es lässt sich allgemein schreiben als
Fj(x) =
1
Γ(j + 1)
∫ ∞
0
dt
tj
1 + et−x . (9.5)
Die Umkehrfunktion von F 1
2
(x) bezeichnen wir mit X 1
2
(x), welche in Gl. (9.2) zu ﬁnden
ist. Als letzte und für das Transportproblem wichtigste Funktion haben wir in Gl. (9.1)
die eﬀektive Stromtransmission T˜ (ˆ) mit ˆ = (E − Ex)/V0 als die normierte Energie
der Elektronen in der y-z-Richtung. Die z-Abhängigkeit von ˆ(y, z) werden wir dabei
im Folgenden durch die “Single-Mode Approximation” (SMA) behandeln, in der wir
voraussetzen, dass in z-Richtung nur das unterste Energieniveau besetzt ist [89–93]. Wie
aus Ref. [89] hervorgeht, ist die Energie der Elektronen in x-Richtung nach Ex = E0xN2x
mit Nx = 1, 2, ... zu bestimmen. In Abb. 5 von Ref. [90] sind die Drain-Stromkennlinien
j(vD, vG) für verschiedene Parameter vG in einem Transistor mit einer Gate-Länge von
L = 10 nm gezeigt. Für die von außen vorgegebenen QB-Temperaturen wurden dort
u = 0, 1 und u = 0, 01 betrachtet.Für die Fermi-Energie im Source-Kontakt wurde
F = 0.35 eV gesetzt.
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Wir wollen nun diese Theorie für unsere Zwecke adaptieren und den Drain-Strom
j(u) als Funktion der normierten Temperatur u im Nanotransistor berechnen. Die dafür
notwendigen eﬀektiven Stromtransmissionen
T˜ (ˆ) = kˆD(ˆ)|tˆS(ˆ)|2kˆS(ˆ)−1 (9.6)
können aus den Streulösungen (vgl. Anh. B.4) der eindimensionalen Schrödingerglei-
chung gewonnen werden. Bei diesen Streuwellen handelt es sich um ebene, in den Kon-
takten deﬁnierte Wellen. Sie laufen sowohl aus der Drain-Richtung, als auch aus der
Source-Richtung ein und werden am Potenzial des Kanalbereichs des Transistors ge-
streut. Dabei werden sie in transmittierte und reﬂektierte Anteile zerlegt, die durch die
Koeﬃzienten tˆS/D und rˆS/D charakterisiert werden. Die zugehörige Schrödingergleichung
lautet in ihrer skalierten Form nach Anh. B.4
[
− 1
β
d2
dyˆ2
+ vˆ(yˆ) − ˆ
]
ψˆ(yˆ, ˆ) = 0, (9.7)
wobei β = 2m∗V0L2/2 und yˆ = y/L ist. Das skalierte eﬀektive Potenzial erhalten wir,
indem wir den in Abb. 9.1 dargestellten Potenzialverlauf zusätzlich auf V0 normieren
(siehe auch Gl. (B.18) im Anhang). Es ist dann
vˆ(yˆ) = V
eff (y)
V0
=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
0 für yˆ < 0,
1 − vˆDyˆ für 0 ≤ yˆ ≤ 1,
−vˆD für yˆ > 1.
(9.8)
Die Stromtransmission durch eine beliebig gegebene Potenzialbarriere (Streugebiet) ist
im Allgemeinen nur numerisch berechenbar. Zur Lösung von eindimensionalen Proble-
men haben wir im Anh. B.4 einen einfachen rekursiven Algorithmus angegeben. Auf
Basis der resultierenden Transmissionen erhalten wir dann nach (9.1) die in Abb. 9.2
dargestellten Ströme in Abhängigkeit der normierten Temperatur u. Es wurden dabei
β = 100 und vD = 1, 0 gewählt und der Gate-Parameter vG variiert. In jedem der drei
Fälle wächst der Strom j(u) mit steigender Temperatur u an, was auf die zunehmende
thermische Aktivierung der Elektronenzustände zurückzuführen ist.
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Abb. 9.2.: Der normierte Strom j(u) in Abhängigkeit der normierten Temperatur u für
die Parameter β = 100 und vD = 1, 0. Der Gate-Parameter wurde dabei
variiert: vG = −0, 4 (gepunktet), vG = 0, 0 (durchgezogen) und vG = 0, 4
(gestrichelt).
9.2. Das Standard-Fixpunktproblem für einen
Nanotransistor
Durch Multiplikation mit kB/F kann die Fixpunktgleichung (7.36) in eine dimensions-
lose Standardform (vgl. z. B. [94, S. 35] und [95]) gebracht werden. In einem ersten
Schritt erhalten wir dadurch
u = u¯e +
kB
F
2Qˆ(u)t0
H
α1, (9.9)
wobei α1 wie in Gl. (8.10) deﬁniert ist. Darüber hinaus beschreibt u¯e = kB[θ1+(d/H)(θ2−
θ1)]/F die normierte eﬀektive Umgebungstemperatur, welche sich aus dem gewichteten
Mittel [(H − d)θ1 + dθ2]/H der beiden Randtemperaturen ergibt.3 Substituieren wir in
3Die Umgebung in unserem Modell, bestehend aus zwei Wärmereservoirs auf verschiedenen Tempe-
raturen θ1 und θ2, wird durch eine eﬀektive Umgebung ersetzt, in der beide Reservoire die gleiche
normierte Temperatur u¯e haben.
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Gl. (9.9) Q(T ) = UDID(T )/ρAcV , t0 = H2/π2D sowie D = λ/ρcV folgt
u = u¯e +
2α1kBHUD
π2FAλ
Iˆ(u). (9.10)
Mit Hilfe unserer Setzungen des vorhergehenden Abschnitts, also UD = vDF/e und
Iˆ(u) = J0Wj(u), geht (9.10) weiter in
u = u¯e +
2α1kBHWJ0vD
π2eAλ
j(u) (9.11)
über. Wir deﬁnieren nun die Packungsdichte P der Transistoren auf dem Chip. Wir
führen dazu die charakteristische Fläche des Transistors ein, die gegeben ist durch das
Produkt WL aus Gate-Länge L und Transistorbreite W . Die charakteristische Fläche
setzen wir anschließend in das Verhältnis zur Fläche A des zugeordneten Volumens ΔV
(vgl. auch Abb. 7.1), also P := WL/A. Zudem verwenden wir noch den speziﬁschen
Wärmewiderstand ρth, der sich als das Reziproke der speziﬁschen Wärmeleitfähigkeit
ρth = 1/λ darstellen lässt und erhalten dann
u = u¯e +
2α1kBHPJ0vDρth
π2eL
j(u). (9.12)
Es bietet sich hier an, eine Normierung des speziﬁschen Wärmewiderstands ρth festzule-
gen. Wir setzen dazu
r = ρth
ρ0th
mit ρ0th =
π2eL
2α1kBHPJ0vD
. (9.13)
Dieser Ausdruck stellt im Fall von L  W  H eine gute Näherung dar. Unser Fix-
punktproblem (7.36) geht damit in die besagte dimensionslose Standardform über, wie
sie z. B. in [94, S. 35] oder [95] zu ﬁnden ist. Für sie gilt schließlich
u = u¯e + rj(u) ≡ F (u), (9.14)
wobei dann die Stabilitätsbedingung (8.14) mit Hilfe der gleichen Substitutionsschritte
und unter Verwendung von dF (u)/du = rdj(u)/du die folgende Form annimmt:
∣∣∣∣∣dF (u)du
∣∣∣∣∣ < 1. (9.15)
9.2. Das Standard-Fixpunktproblem für einen Nanotransistor 103
      







	





    
Abb. 9.3.: Darstellung von F (u) bei einer eﬀektiven Umgebungstemperatur von u¯e =
0 (≈ 0 K) und bei einem normierten speziﬁschen Wärmewiderstand von r = 1
(untere durchgezogene Linie) bzw. r = 3 (obere durchgezogene Linie). Analog
dazu F (u) bei einer eﬀektiven Umgebungstemperatur von u¯e = 0, 1 (≈ 406 K)
und gleichen Widerständen (gestrichelte Linien). Die Schnittpunkte mit der
Geraden u sind durch die schwarzen Kreise hervorgehoben und ergeben die
stationären Temperaturwerte u∗. Die Projektion dieser Werte auf die Kurve
F (u) = j(u) für u¯e = 0 und r = 1 liefert die stationären Stromwerte im
Transistor.
Wir können (9.14) prinzipiell als eine stationäre Version des Fourierschen Gesetzes inter-
pretieren, wenn wir im Gleichgewicht fordern, dass die erzeugte Wärme (∝ j(u)) gleich
der abtransportierten Wärme ist. Auf diese Weise lässt sich (9.14) auch in äquivalenter
Form durch den zugehörigen Wärmestrom ausdrücken, wodurch diese Gleichung dann
die Gestalt des stationären Fourierschen Gesetzes annimmt.
In Abb. 9.3 haben wir die Funktion j(u) für den Gate-Spannungsparameter vG = 0, 1
und den Drain-Spannungsparameter vD = 1, 0 berechnet. Aus ihr können wir dann
mit (9.14) die Funktion F (u) bestimmen, deren Schnittpunkte mit der Geraden u die
normierten stationären Temperaturen u∗ ergeben. Oﬀensichtlich ist der Anstieg von F (u)
im dargestellten Bereich kleiner als der Anstieg von u, welcher gerade Eins ist. Es folgt
somit aus Gl. (9.15), dass alle Fixpunkte stabil sind. Ferner bekommen wir bei einer
eﬀektiven Umgebungstemperatur von u¯e = 0 (0 K) und einem normierten speziﬁschen
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Wärmewiderstand von r = 1 die Transistortemperatur u∗ = 0, 03 (≈ 121 K). Erhöht
sich der speziﬁsche Wärmewiderstand auf r = 3, steigt die Transistortemperatur auf
u∗ = 0, 1 (≈ 406 K). Ein ähnlich deutlicher Anstieg in der Transistortemperatur wird
auch gefunden, wenn die Umgebungstemperatur als u¯e = 0, 1 (≈ 406 K) gewählt wird.
Wie anhand der ungefüllten Kreise in Abb. 9.3 ebenfalls zu sehen ist, geht die signiﬁkante
Erhöhung der Transistortemperatur bei wachsendem speziﬁschen Widerstand mit einer
Erhöhung des Drain-Stroms einher, welcher aber deutlich weniger stark ausgeprägt ist.
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Wir haben in diesem Teil der Arbeit ein einfaches semi-analytisches Modell zur Be-
schreibung der thermischen Eigenschaften integrierter Schaltkreise entwickelt, welche
in ihre Chipumgebung eingebettet sind. Dazu war das eindimensionale, inhomogene
Wärmeleitproblem zu lösen, das sich aus der typischen Chipstruktur ergab und auf
der thermodynamischen Kontinuitätsgleichung beruht. Diese Betrachtung erlaubte es
uns die Temperatur eines beliebigen QB zu bestimmen. Sie ergibt sich als ein stabiler
Fixpunkt T ∗ eines Fixpunktproblems, für das wir eine zugehörige Stabilitätsbedingung
formulieren konnten. Aus einer allgemeinen Analyse der stationären Lösung konnten
wir einige grundlegende Erkenntnisse über die QB-Temperatur gewinnen. Es zeigte sich,
dass sowohl die QB-Temperatur, als auch das Aufheizen des QB bei variablen Umge-
bungstemperaturen signiﬁkant von der Lage der aktiven Schicht im Chip und damit von
der Chiparchitektur abhängt. Niedrige QB-Temperaturen erhält man dabei, wenn sich
die aktive Schicht möglichst nahe an einer der beiden Reservoire beﬁndet. Bis zu einem
gewissen Grad ist es dabei unerheblich, welches der beiden Reservoire dazu verwendet
wird. Erst für Orte χ < 2δmax − 1 stellt es sich als günstiger heraus, die aktive Schicht
näher an der Kühlungsschicht zu platzieren (vgl. Abb. 7.4).
Im Anschluss wendeten wir diese Ergebnisse auf einen speziellen Nanotransistor an,
für den es möglich war das Fixpunktproblem in der Standardform aufzuschreiben. Für
das sich ergebende gekoppelte thermo-elektrische Transportproblem konnten wir auf
Basis eines einfachen rekursiven Algorithmus den Drain-Strom als Funktion der Tem-
peratur numerisch berechnen. Im Ergebnis zeigte sich ein mit der Temperatur relativ
schwach monoton wachsender Strom, als Folge der zunehmenden thermischen Aktivie-
rung der Elektronen. Mit der Bestimmung des Drain-Stroms war es dann weiter möglich
die Transistortemperatur in Abhängigkeit der eﬀektiven Umgebungstemperatur sowie
des normierten Wärmewiderstands zu untersuchen. Alle dabei gefundenen Fixpunkte
und damit die QB-Temperaturen waren in dem von uns betrachteten Bereich stabil.
Die sich einstellenden QB-Temperaturen wachsen dabei erwartungsgemäß an, wenn die
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eﬀektive Umgebungstemperatur oder der thermische Widerstand im System erhöht wer-
den.
Aufgrund der einfachen Struktur unseres thermo-elektrischen Systems, ist es relativ
schnell möglich die Betrachtungen auf komplexere elektronische Umgebungen auszuwei-
ten. Dies kann z.B. durch das Hinzufügen von Lastwiderständen in den Verstärkerschal-
tungen (vgl. Abb. 7.1) geschehen. Wir erwarten ebenfalls, dass sich strukturähnliche
Fixpunktgleichungen auch für komplexere thermische Umgebungen, in die die aktive
Schicht eingebettet ist, formulieren lassen.
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Anhang A.
Ergänzende Berechnungen I
A.1. Greensche Matrix im eindimensionalen System
In diesem Abschnitt des Anhangs werden die relevanten Matrizen abgeleitet, welche in
die Stromtransmission (3.1) einﬂießen. Basis dafür ist der allgemeine Formalismus, der
z. B. in den Refs. [6, S. 39–45] und [12] angegeben ist. Wir beginnen mit der dynamischen
Matrix (2.5)
[D]i,j = Di,j =
1√
MiMj
(
∂2V
∂ui∂uj
)
R0
. (A.1)
Hier ist Mi die Masse des i-ten Atoms und ui seine Auslenkung aus der Gleichgewichts-
lage. Der Vektor R0 beinhaltet dabei alle Gleichgewichtskoordinaten der Atome und der
Vektor u alle zugehörigen Auslenkungskoordinaten. Für eine eindimensionale Struktur
und NNWw nimmt das zugrunde liegende Kristallpotenzial die Form
V (u) = 12
∞∑
i=−∞
fi(ui+1 − ui)2 (A.2)
an, wodurch die dynamische Matrix die folgende Gestalt hat:
Di,j =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
−fi−1/
√
MiMi−1 für j = i − 1,
(fi−1 + fi)/
√
MiMi für j = i,
−fi/
√
MiMi+1 für j = i + 1,
0 sonst.
(A.3)
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Diese Tridiagonalmatrix kann in der üblichen Vorgehensweise in Submatrixblöcke un-
terteilt werden. Es gilt:
[D] =
⎡
⎢⎢⎢⎣
D1 τ
+
1 0
τ1 DD τ2
0 τ+2 D2
⎤
⎥⎥⎥⎦ . (A.4)
Hierin beschreibt die Matrix [DD]i,j (i, j ∈ [1, N ], vgl. auch Abb. 3.1) die dynamischen
Eigenschaften des Devices, während die semiinﬁniten Matrizen [Ds] die dynamischen
Verhältnisse in den Kontaktregionen s = 1, 2 repräsentieren. Diese drei Systemkompo-
nenten sind gekoppelt durch die (N × ∞)-dimensionalen Kopplungsmatrizen
[τ1]i,j = t1δi,1δj,0 für 1 ≤ i ≤ N, j ≤ 0 (A.5)
und
[τ2]i,j = t2δi,Nδj,N+1 für 1 ≤ i ≤ N, j ≥ N + 1. (A.6)
Die Matrixelemente ts sind dabei durch t1 = f0/
√
MC1M1 und t2 = fN/
√
MNMC2 ge-
geben. Die Selbstenergiematrizen können in ihrer allgemeinen Form ausgedrückt werden
durch
[Σs(ω)] = [τs][gs(ω)][τs]+. (A.7)
In diesem Matrixprodukt bezeichnen wir mit [gs(ω)] = [(ω + i0+)2I − Ds]−1 die Green-
schen Matrizen der ungekoppelten Kontakte. Sie sind in unserem eindimensionalen Fall
durch die Ausdrücke in den Gln. (3.5) und (3.6) gegeben. Dies eingesetzt in (A.7) können
wir die Selbstenergiematrizen berechnen und ﬁnden:
[Σs(ω)]i,j = (δ1,sδi,1δj,1 + δ2,sδi,Nδj,N)t2sgs(ω). (A.8)
Verwenden wir weiter die allgemeine Deﬁnition der Gammamatrix
[Γs(ω)] = i[Σs(ω) − Σ+s (ω)], (A.9)
bekommen wir schließlich im eindimensionalen Fall der atomaren Oszillatorkette
[Γs(ω)]i,j = (δ1,sδi,1δj,1 + δ2,sδi,Nδj,N)γs(ω). (A.10)
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Die hier noch auftretenden Funktionen γs(ω) haben wir im Zusammenhang mit Gl. (3.7)
eingeführt.
Zum Ende dieses Abschnitts zeigen wir noch, dass für (3.10) eine Taylorreihe exis-
tiert, die ausschließlich gerade Entwicklungskoeﬃzienten besitzt. Zuerst einmal stellt
(3.10) lediglich eine, wenn auch komplizierte Komposition analytischer Funktionen dar.
Die Transmission (3.10) ist dann ebenfalls analytisch und besitzt damit eine Potenz-
reihenentwicklung, die im Bereich der reellen Zahlen identisch ist mit der Taylorreihe.
Weiterhin gilt für (3.10)
γs(−ω) = iCs[gs(−ω) − g∗s(−ω)] = iCs[g∗s(ω) − gs(ω)] = −γs(ω), (A.11)
was bedeutet, dass die γs(ω) ungerade Funktionen sind und somit γ1(ω)γ2(ω) eine gerade
Funktion ergibt. Weiter kann man mit den Deﬁnitionen aus Kap. 3 leicht zeigen, dass
mN(−ω) := det[MN(−ω)] = det[M∗N(ω)] = m∗N(ω) Gültigkeit besitzt. Dann ist
|mN(−ω)|2 = mN(−ω)m∗N(−ω) = m∗N(ω)mN(ω) = |mN(ω)|2 (A.12)
und folglich Ξ(ω) eine gerade Funktion. Die zugehörige Entwicklung um ω = 0 hat dann
gemeinhin nur gerade Entwicklungsterme.
A.2. Stromtransmission für kleine Frequenzen
Um den Grenzwert Ξ(ω → 0) = Ξ0 zu bestimmen, betrachten wir Gl. (3.10) und ent-
wickeln die auftretenden Funktionen jeweils für sich bis zur ersten Ordnung um ω = 0.
Für die Funktionen γ1/2(ω) erhalten wir direkt
γ1(ω) ≈ ωmax1
MC1
M1
ω und γ2(ω) ≈ ωmax2
MC2
MN
ω (A.13)
und somit
γ1(ω)γ2(ω) ≈ ωmax1 ωmax2
MC1
M1
MC2
MN
ω2. (A.14)
Die Taylorentwicklung von det[MN(ω)] = mN(ω) erfordert etwas mehr Aufwand. Als
Erstes entwickeln wir mN(ω) entlang der Elemente der letzten Zeile und gewinnen die
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folgende rekursive Darstellung der Determinante:
mN(ω) = aN(ω)mN−1(ω) − b2N−1mN−2(ω), (A.15)
mit m−1(ω) = 0 und m0(ω) = 1. Hierbei ist für ein KDK-System nur N ≥ 2 sinnvoll.
In (A.15) ist mN−1(ω) die Subdeterminante, welche übrig bleibt, nachdem wir die letzte
Zeile und die letzte Spalte in der Matrix [MN(ω)] gestrichen haben. Der Index N − 1
zeigt dabei an, dass die ursprüngliche Dimension von [MN(ω)] um Eins reduziert wurde.
Analog bekommen wir mN−2(ω) durch nochmaliges streichen der letzten Zeile und Spalte
in der Matrix, die der Determinante mN−1(ω) zu Grunde liegt. Zusätzlich entwickeln wir
die Determinanten mN−1(ω) und mN−2(ω) entlang der ersten Zeile. Dann können wir
rekursiv schreiben:
mN−1(ω) = a1(ω)nN−2(ω) − b21nN−3(ω), (A.16)
mN−2(ω) = a1(ω)n¯N−3(ω) − b21n¯N−4(ω). (A.17)
Die Determinanten nL(ω) und n¯L(ω) enthalten nicht mehr die speziellen Eckelemente
a1(ω) und aN(ω), worauf wir später noch zurückgreifen. Nun haben wir für die Reihen-
entwicklung von mN(ω) um ω = 0 erst einmal mN(0) zu berechnen. Dafür setzen wir
in Gl. (3.2) ω = 0 und benutzen die rekursive Darstellung (A.15) für die Determinante
mN−q(0), in welcher wir die letzten q < N Zeilen und Spalten gestrichen haben. Für
N − q = 1, 2, 3 folgt damit
m1(0) = a1(0)m0(0) − b20m−1(0) = −
f1
M1
,
m2(0) = a2(0)m1(0) − b21m0(0) =
f1f2
M1M2
,
m3(0) = a3(0)m2(0) − b22m1(0) = −
f1f2f3
M1M2M3
.
Natürlich vermuten wir an dieser Stelle, dass mj(0) für 1 ≤ j < N die allgemeine Form
mj(0) = (−1)j
j∏
i=1
fi
Mi
(A.18)
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hat. Wir wollen diese Behauptung durch vollständige Induktion beweisen. Nehmen wir
an, dass die Behauptung für j wahr ist, dann bekommen wir für j + 1
mj+1(0) = aj+1(0)mj(0) − b2jmj−1(0)
= −fj + fj+1
Mj+1
(−1)j
j∏
i=1
fi
Mi
− (−1)
j−1f 2j
MjMj+1
j−1∏
i=1
fi
Mi
= (−1)j
⎡
⎣− fj
Mj+1
j∏
i=1
fi
Mi
−
j+1∏
i=1
fi
Mi
+ fj
Mj+1
j∏
i=1
fi
Mi
⎤
⎦
= (−1)j+1
j+1∏
i=1
fi
Mi
.
Daraus folgt, dass (A.18) wahr ist für alle j < N , mit N aus den natürlichen Zahlen.
Jetzt können wir mN(0) berechnen. Es gilt:
mN(0) = aN(0)mN−1(0) − b2N−1mN−2(0)
= −fN−1
MN
(−1)N−1
N−1∏
i=1
fi
Mi
− (−1)
N−2f 2N−1
MN−1MN
N−2∏
i=1
fi
Mi
= (−1)N
[
fN−1
MN
N−1∏
i=1
fi
Mi
− fN−1
MN
N−1∏
i=1
fi
Mi
]
= 0.
Somit verschwindet der Term nullter Ordnung in unserer Entwicklung. Für die nächst
höhere Ordnung leiten wir Gl. (A.15) nach ω ab und erhalten an der Stelle ω = 0
dmN
dω
= mN−1
daN
dω
+ aN
dmN−1
dω
− b2N−1
dmN−2
dω
, (A.19)
wobei wir auf die Darstellung des Arguments ω = 0 zu Gunsten einer kompakteren
und übersichtlicheren Darstellung verzichtet haben. In dieser Gleichung müssen wir die
Ausdrücke dmN−1(0)/dω und dmN−2(0)/dω weiter auswerten. Um dies zu tun, nutzen
wir (A.16) und (A.17), woraus folgt
dmN−1
dω
= nN−2
da1
dω
+ a1
dnN−2
dω
− b21
dnN−3
dω
, (A.20)
dmN−2
dω
= n¯N−3
da1
dω
+ a1
dn¯N−3
dω
− b21
dn¯N−4
dω
. (A.21)
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Die auftretenden Determinanten nL(ω) und n¯L(ω) sind Polynome vom Grad 2L, deren
Ableitungen an der Stelle ω = 0 verschwinden. Dadurch erhalten wir für Gl. (A.19) die
Form
dmN
dω
= mN−1
daN
dω
+ [aNnN−2 − b2N−1n¯N−3]
da1
dω
. (A.22)
Nutzen wir jetzt unsere Deﬁnitionen für nL(ω) und n¯L(ω), ist es einfach zu zeigen,
dass der Ausdruck in den eckigen Klammern eine der möglichen Entwicklungen der
Determinante m¯N−1(ω) ist. Dabei ist m¯N−1(ω) die Subdeterminante, welche entsteht,
wenn wir in der Matrix [MN(ω)] jeweils die erste Zeile und Spalte streichen. Wir können
also die Ableitung dmN(0)/dω darstellen durch
dmN(0)
dω
= m¯N−1(0)
da1(0)
dω
+ mN−1(0)
daN(0)
dω
. (A.23)
Analog zu Gl. (A.18) ist auch m¯j(ω) berechenbar. Der Beweis erfolgt auch hier über die
vollständige Induktion. Dies führt auf
m¯j(0) = (−1)j
N∏
i=N−j+1
fi−1
Mi
mit j ≤ N − 1. (A.24)
Ausgehend von (A.18) und (A.24) ﬁnden wir für m¯N−1(0) und mN−1(0) den Zusammen-
hang
M1mN−1(0) = MNm¯N−1(0). (A.25)
Schließlich bleibt noch die Berechnung der Ableitungen der Elemente a1(ω) und aN(ω)
an der Stelle ω = 0. Wir erhalten
da1(0)
dω
= iMC12M1
ωmax1 und
daN(0)
dω
= i MC22MN
ωmax2 , (A.26)
worin wir die Dispersionsrelationen ks(ω) = (2/ds) arcsin(ω/ωmaxs ) ausgenutzt haben
(vgl. Abs. 3.1). Mit (A.25) und (A.26) können wir für Gl. (A.23) schreiben:
dmN(0)
dω
= imN−1(0)2MN
[MC1ωmax1 + MC2ωmax2 ] . (A.27)
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Wir verfügen nun über alles Nötige für die Entwicklung bis zur ersten Ordnung von
mN(ω) um ω = 0. Speziell für |mN(ω)|2 ﬁnden wir die nachstehende Darstellung:
|mN(ω)|2 = mN−1(0)
2
4M2N
[MC1ωmax1 + MC2ωmax2 ]
2 ω2. (A.28)
Der letzte Schritt unserer Herleitung besteht darin (A.14) und (A.28) sowie
C =
N−1∏
i=1
f 2i
MiMi+1
= M1
MN
N−1∏
i=1
f 2i
M2i
= M1
MN
mN−1(0)2 (A.29)
in Gl. (3.10) einzusetzen, was für Ξ(ω → 0) resultiert in
Ξ0 =
4MC1ωmax1 MC2ωmax2
[MC1ωmax1 + MC2ωmax2 ]
2 =
4
√
MC1fC1
√
MC2fC2[√
MC1fC1 +
√
MC2fC2
]2 . (A.30)
Mit der Setzung y := MC2fC2/MC1fC1 erhalten wir schließlich das universelle Ergebnis
(3.12).
A.3. Taylorentwicklung von Gleichung (3.33)
Setzen wir in Gl. (3.33) die Substitution z := 1/β, mit z → 0 für β → ∞, ein, so ist
λh(z) = z
(
e−z − 1
)−1 − 2
z
dilog (ez) := λ1(z) − 2
z
λ2(z). (A.31)
Die Funktion λ1(z) ist nicht deﬁniert für z = 0, aber kontinuierlich fortsetzbar. Denn
mit der Regel von l’Hospital gilt:
lim
z→0 λ1(z) = limz→0
1
−e−z = −1. (A.32)
Dann ist es möglich die Funktion λ1(z) in eine Taylorreihe um z = 0 zu entwickeln.
Durch erneute Anwendung der Regel von l’Hospital bekommen wir für sie
λ1(z) = −1 − 12z −
1
12z
2 + 1720z
4 ∓ O(z6). (A.33)
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Schauen wir uns nun weiter die Funktion λ2(z) in (A.31) an. Für die erste Ableitung des
in ihr vorkommenden Ausdrucks dilog(ez) können wir schreiben:
d
dz
dilog(ez) = ze
z
1 − ez =
z
e−z − 1 = λ1(z). (A.34)
Das bedeutet, dass wir alle höheren Ableitungen von dilog(ez) bekommen, indem wir
λ1(z) entsprechend oft ableiten. Es gilt also
dnλ2(z)
dzn
= d
n−1λ1(z)
dzn−1
mit d
−1λ1(z)
dz−1
:= dilog(ez), (A.35)
woraus sich die Entwicklungskoeﬃzienten für die Taylorreihe von λ2(z) um z = 0 erge-
ben. Damit nimmt der zweite Term auf der rechten Seite von (A.31) die folgende Form
an:
2
z
λ2(z) = −2 − 12z −
1
18z
2 + 11800z
4 ∓ O(z6). (A.36)
Nutzen wir jetzt (A.33) und (A.36) in (A.31) sowie anschließend die Substitution z :=
1/β, erhalten wir schlussendlich den Hochtemperaturlimes von Gl. (3.33). Er lautet bis
zur vierten Ordnung
λ∞h (β) ≈ 1 −
1
36β2 +
1
1200β4 . (A.37)
A.4. Asymptotische Entwicklung von Gleichung (3.33)
Als erstes betrachten wir die asymptotische Entwicklung der Dilogarithmusfunktion für
ein reelles y ≥ 1, für y geht gegen unendlich. Es gilt
dilog(y) = −12 ln(y)
2 − π
2
6 +
∞∑
n=1
(
ln(y)
n
+ 1
n2
)
y−n. (A.38)
Wir bekommen diese Darstellung unter Verwendung der geometrischen Reihe in der
Deﬁnition des Dilogarithmus (3.34), für die wir auch schreiben können
dilog(y) :=
∫ y
1
ds
ln(s)
1 − s =
∫ y
1
ds
ln(1/s)
s
1
1 − 1/s. (A.39)
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Ersetzen wir 1/(1 − 1/s) durch ∑∞n=0 (1/s)n, resultiert eine normal konvergente Reihe.
Dadurch ist es möglich, die Summation und die Integration zu vertauschen:
dilog(y) = lim
s+0 →1
∞∑
n=0
∫ y
s0
ds ln(1/s)(1/s)n+1. (A.40)
Mit der Substitution t = 1/s erhalten wir für y ≥ s0
dilog(y) = lim
s+0 →1
∞∑
n=−1
∫ 1/s0
1/y
dt ln(t)tn. (A.41)
Anschließend integrieren wir über t, benutzen ∑∞n=1 1/n2 = π2/6 und bekommen die
Darstellung (A.38). Daraus folgt für (3.33) durch die Substitution z := 1/β mit β geht
gegen Null:
λh(z) =
z
1 − ez +
1
3
π2
z
−
∞∑
n=1
( 2
n
+ 2
n2z
)
e−nz. (A.42)
Hiervon ausgehend können wir im Limes großer z näherungsweise schreiben
λh(z) ≈ −ze−z + 13
π2
z
− 2e−z − 2
z
e−z − O
(
e−2z
)
(A.43)
≈ 13
π2
z
− (z + 2)e−z. (A.44)
Rücksubstitution von z in der letzten Gleichung führt uns auf den Tieftemperaturlimes
von λh(β). Es ergibt sich
λ0h(β) ≈
π2
3 β −
(
2 + 1
β
)
exp
(
− 1
β
)
. (A.45)
A.5. Stromtransmission für eine atomare
“Double-Junction” Kette
Um Gl. (3.42) abzuleiten, benutzen wir (A.15), in welcher wir mN−1(ω) und mN−2(ω)
durch (A.16) sowie (A.17) ersetzen. In der hier betrachteten speziellen Kette ist b1 =
bN−1 = ω˜20 und nL(ω) = n¯L(ω). Dies führt auf
mN(ω) = a1aNnN−2 − ω˜40[a1 + aN ]nN−3 + ω˜80nN−4. (A.46)
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Wir haben dabei auf die Darstellung der Frequenzabhängigkeit der Funktionen a1(ω),
aN(ω) und nL(ω) verzichtet. Bei den nL(ω) handelt es sich um Determinanten von
symmetrischen Tridiagonalmatrizen mit den Dimensionen L = N − 2, N − 3 und N − 4.
Sie haben auf der Hauptdiagonale ausschließlich Elemente der Form ω2 − 2ω˜20 und auf
den zwei Nebendiagonalen nur Elemente der Form ω˜20. In diesem Fall entsprechen die
Funktionen nL(ω) einem analytisch lösbaren Toeplitz EWP [96] mit den EW
ω2L,n = 2ω˜20
[
1 − cos
(
nπ
L + 1
)]
mit n = 1, ..., L. (A.47)
Aus den resultierenden Diagonalmatrizen können die Determinanten nL(ω) sehr einfach
berechnet werden. Wir bekommen
nL(ω) =
L∏
n=1
[
ω2 − ω2L,n
]
, (A.48)
woraus sich dann (3.43) ergibt. Schließlich gewinnen wir aus (3.10) und (A.46) den
analytischen Ausdruck für Ξ(ω) in Gl. (3.42).
A.6. Die Transversalmoden
Für die Transversalmoden können wir aufgrund der Homogenität in transversaler Rich-
tung ebene Wellen ansetzen. Sie lauten
Φjl,p(md) = A
j
l,peikpmd + B
j
l,pe−ikpmd,
Φjl,q(nd) = A
j
l,qeikqnd + B
j
l,qe−ikqnd, (A.49)
wobei Ajl,p/q und B
j
l,p/q die Amplituden in der Schicht l und kp/q die Wellenzahl der
polarisierten Mode p/q in Richtung von y = md bzw. z = nd sind. Werten wir die
Ableitungen in (4.5), mit Hilfe von (A.49), an den Stellen y = 0 und z = 0 aus, erhalten
wir
Ajl,pikp − Bjl,pikp = 0 ⇒ Ajl,p = Bjl,p := Cjl,p,
Ajl,qikq − Bjl,qikq = 0 ⇒ Ajl,q = Bjl,q := Cjl,q. (A.50)
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An den Stellen y = Ly und z = Lz liefern die RB
Ajl,pikpeikpLy − Bjl,pikpe−ikpLy = 0 ⇒ sin(kpLy) = 0 ⇒ kp =
pπ
Ly
,
Ajl,qikqeikqLz − Bl,qikqe−ikqLz = 0 ⇒ sin(kqLy) = 0 ⇒ kq =
qπ
Lz
, (A.51)
mit p, q ∈ N. Unter Verwendung dieser Resultate können wir die Transversalmoden
(A.49) schlussendlich in der angegebenen Form (4.6) schreiben.
A.7. Die kritische Temperatur TK
Wir betrachten zunächst den Phononenstrom J→a einer akustischen Mode der vom Kon-
takt 1 in den Kontakt 2 ﬂießt.1 Für diesen gilt nach (2.25)
J→a =
∫ Ωj
0
dωΞja(ω)
ω
2πN(ω, T ) = Ξ¯
j
a
∫ Ωj
0
dω
ω
2πN(ω, T ). (A.52)
Hierbei haben wir auf der rechten Seite den Mittelwertsatz der Integralrechnung benutzt.
Mit der üblichen Substitution x = ω/kBT sowie der Bose-Einstein-Verteilung erhalten
wir dann
J→a = Ξ¯ja
k2BT
2
2π
∫ ∞
0
dx
x
ex − 1 = Ξ¯
j
a
k2BT
2
2π
π2
6 . (A.53)
Die Integrationsgrenze x = Ωj/kBT haben wir unter der Voraussetzung Ωj  kBT
gegen ∞ laufen lassen. Analog zu den akustischen Phononen können wir auch den Strom-
beitrag J→o der ersten auftretenden optischen Mode für wachsende T formulieren. Es ist
J→o =
∫ Ωo
ωG
dωΞo(ω)
ω
2πN(ω, T ) = Ξ¯o
k2BT
2
2π
∫ ∞
ωG
kBT
dx
x
ex − 1 . (A.54)
Auch hier haben wir Ωo  kBT verlangt und die obere Integralgrenze gegen ∞ laufen
lassen. Die Größen Ξ¯ja und Ξ¯o bezeichnen wir als die eﬀektiven Transmissionen, welche
in Gl. (4.21) deﬁniert wurden. Wir teilen nun das Integral auf der rechten Seite von
1Um den Beitrag der Phononen zum Transport beurteilen zu können, ist es ausreichend eine der beiden
möglichen Transportrichtungen zu betrachten.
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Gl. (A.54) wie folgt auf
J→o = Ξ¯o
k2BT
2
2π
π2
6 − Ξ¯o
k2BT
2
2π
∫ ωG
kBT
0
dx
x
ex − 1 . (A.55)
Um zu beurteilen, ob der Beitrag der optischen Phononen gegenüber dem der akustischen
Phononen vernachlässigbar ist, bilden wir nun das Verhältnis aus den Gln. (A.53) und
(A.55). Es gilt mit xG := ωG/kBT :
J→o
J→a
= Ξ¯o
Ξ¯ja
(
1 − 6
π2
∫ xG
0
dx
x
ex − 1
)
= Ξ¯o
Ξ¯ja
κ(xG). (A.56)
Oﬀensichtlich ist der Beitrag der optischen Phononen dann gering, wenn das Verhältnis
der eﬀektiven Transmissionen und/oder die Funktion κ(xG) klein sind. Der Verlauf von
κ(xG) ist in Abb. 4.4 dargestellt. Die Funktion wird für die meisten Zwecke klein, wenn
xG ≥ 6 ist. Unter der für tiefe Temperaturen gerechtfertigten Annahme Ξ¯o ≤ Ξ¯ja folgt
schließlich für xG = 6 die Näherung (4.22).
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B.1. Veriﬁkation der Lösung des Wärmeleitproblems
Wir wollen hier überprüfen, ob (7.32) tatsächlich unser Problem (7.11) erfüllt. Dazu
betrachten wir als Erstes die gegebenen RB, welche aufgrund der Wahl unseres Lö-
sungsansatzes trivial erfüllt sein sollten:
v(0, t) =
∞∑
n=1
bn(t) sin
(
nπ
H
0
)
e−n
2 t
t0 = 0,
v(H, t) =
∞∑
n=1
bn(t) sin
(
nπ
H
H
)
e−n
2 t
t0 = 0.
Als Nächstes wollen wir die Gültigkeit der Anfangsbedingung prüfen. Es ist
v(x, 0) =
∞∑
n=1
bn(0) sin
(
nπ
H
x
)
e−n
2 0
t0 =
∞∑
n=1
vn(0) sin
(
nπ
H
x
)
=
∞∑
n=1
2
H
∫ H
0
[Φ(x′) − w(x′, 0)] sin
(
nπ
H
x′
)
dx′ sin
(
nπ
H
x
)
=
∫ H
0
[Φ(x′) − w(x′, 0)] 2
H
∞∑
n=1
sin
(
nπ
H
x′
)
sin
(
nπ
H
x
)
dx′
=
∫ H
0
[Φ(x′) − w(x′, 0)] δ(x′ − x)dx′
= Φ(x) − w(x, 0).
Wir haben hier die von uns gefundene Darstellung der Deltafunktion (7.21) ausgenutzt.
Schließlich muss v(x, t) noch die partielle DGL in (7.11) lösen. Wir bilden dazu die
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zeitliche Ableitung:
vt(x, t) =
∞∑
n=1
b˙n(t) sin
(
nπ
H
x
)
e−n
2 t
t0 −
∞∑
n=1
bn(t) sin
(
nπ
H
x
)
n2
t0
e−n
2 t
t0 . (B.1)
Die zweite örtliche Ableitung lautet mit D(nπ/H)2 = n2/t0 sowie t0 = H2/π2D
Dvxx(x, t) = −
∞∑
n=1
bn(t) sin
(
nπ
H
x
)
n2
t0
e−n
2 t
t0 (B.2)
⇒ vt(x, t) − Dvxx(x, t) =
∞∑
n=1
b˙n(t) sin
(
nπ
H
x
)
e−n
2 t
t0 . (B.3)
Mit Hilfe der Deﬁnition von bn(t) aus (7.31) können wir die noch verbleibende zeitliche
Ableitung leicht berechnen und erhalten
b˙n(t) = K¯n(t)en
2 t
t0 = 2
H
∫ H
0
K¯(x′, t) sin
(
nπ
H
x′
)
dx′en
2 t
t0 . (B.4)
Wir haben hierbei die Fourierkoeﬃzienten (7.14) verwendet. Eingesetzt in (B.3) führt
das auf
vt(x, t) − Dvxx(x, t) =
∫ H
0
K¯(x′, t) 2
H
∞∑
n=1
sin
(
nπ
H
x′
)
sin
(
nπ
H
x
)
dx′ = K¯(x, t), (B.5)
wobei wir hier wieder die Deltafunktion (7.21) benutzen konnten. Hiermit haben wir
gezeigt, dass alle Gleichungen aus (7.11) von v(x, t) erfüllt werden.
B.2. Methode der partiellen Integration
Mit Hilfe der partiellen Integration wollen wir nun das Integral auf der rechten Seite von
(8.3) nochmals untersuchen. Wir verlangen hier, dass τ(t) beliebig oft diﬀerenzierbar
ist1 und die Funktion selbst sowie ihre Ableitungen auf zumindest stückweise stetigen
Integranden führt. Setzen wir v = τ(t′) und w˙ = exp(n2t′/t0), können wir (8.3) partiell
1Eine Annahme die auch für die Taylorentwicklung von τ(t) zu treﬀen ist.
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integrieren. Wir erhalten dann
I(t) = e−n
2 t
t0
∫ t
0
dt′τ(t′)en
2 t′
t0
= e−n
2 t
t0
(
t0
n2
[
τ(t′)en
2 t′
t0
]t
0
− t0
n2
∫ t
0
dt′
dτ(t′)
dt′
en
2 t′
t0
)
. (B.6)
Das hier auftretende Integral wird nun in analoger Weise erneut partiell integriert:
I(t) = e−n
2 t
t0
⎛
⎝ t0
n2
[
τ(t′)en
2 t′
t0
]t
0
− t
2
0
n4
[
dτ(t′)
dt′
en
2 t′
t0
]t
0
+ t
2
0
n4
∫ t
0
dt′
d2τ(t′)
dt′2
en
2 t′
t0
⎞
⎠ . (B.7)
Da τ(t) beliebig oft diﬀerenzierbar sein soll, können wir die Vorgehensweise immer und
immer wieder anwenden, wobei wir wachsende Potenzen am Parameter t0 beobachten.
Das sich ständig wieder neu bildende Integral ergibt eine Funktionenfolge für die wir
schreiben können:
Ik(t) = e−n
2 t
t0
tk0
n2k
∫ t
0
dt′
dkτ(t′)
dt′k
en
2 t′
t0 . (B.8)
Wenn wir annehmen, dass sich T (t) in der Nähe des Fixpunktes T ∗ vernünftig verhält, so
muss I(t) endlich sein. Hieraus folgt, dass auch Ik(t) endlich ist mit Ik(t) → 0 für k → ∞
(Nullfolge). Wir können also diese Entwicklung für ein hinreichend großes k abbrechen,
ohne eine allzu große Abweichung vom exakten Wert zu bekommen. Der genäherte Wert
von I(t) kann dann geschrieben werden als
I(t) ≈ e−n2 tt0
(
1
n2
[
τ(t)en
2 t
t0 − τ(0)
]
t0 − 1
n4
[
dτ(t)
dt
en
2 t
t0 − dτ(0)
dt
]
t20 + ...
)
. (B.9)
Betrachten wir nun wieder Zeiten t  t0 und berücksichtigen in dieser Entwicklung nur
Terme mit k ≤ 3, so gilt für I(t) näherungsweise
I(t) ≈ 1
n2
τ(t)t0 − 1
n4
dτ(t)
dt
t20 +
1
n6
d2τ(t)
dt
t30. (B.10)
Unter den gemachten Voraussetzungen haben wir also ein zur Taylorentwicklung von
τ(t) identisches Ergebnis abgeleitet.
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B.3. Analyse von τ (t)
Mit Hilfe eines Euler-Ansatzes τ(t) = exp(kt) können wir aus (8.13) die charakteristische
Gleichung für k und deren Lösungen k1/2 gewinnen:
k2 − δk + ω = 0 ⇒ k1/2 = δ2 ±
√
δ2
4 − ω. (B.11)
Um eine Aussage über die Art der Lösungen k1/2 und damit über τ(t) machen zu können,
müssen wir die Diskriminante untersuchen. Es sind drei Fälle zu unterscheiden:
1. Es sei ω = δ2/4 (aperiodischer Grenzfall): In diesem Fall ist k1 = k2 = δ/2 und
wir bekommen als Lösung
τ(t) = (A + Bt)e δ2 t. (B.12)
Hier sind die Konstanten A und B noch aus den Anfangsbedingungen zu bestim-
men. Um einen stabilen Fixpunkt zu erhalten, sollte τ(t) in T ∗ + τ(t) im Laufe der
Zeit verschwinden. Oﬀenbar ist dies mit dieser Bedingung an ω nicht zu realisieren,
da τ(t) für wachsende t exponentiell divergiert und zwar unabhängig von A und
B.
2. Es sei ω > δ2/4 (Schwingfall): Jetzt sind die k1/2 = (δ/2) ± i
√
ω − (δ2/4) =
(δ/2) ± iω1 konjugiert komplexe Zahlen, wodurch wir
τ(t) = (Aeiω1t + Be−iω1t)e δ2 t (B.13)
bekommen. Diese Lösung beschreibt eine sich selbst erregende Schwingung mit
exponentiell wachsender Amplitude. Die zugehörige Bedingung liefert also ebenfalls
keinen stabilen Fixpunkt.
3. Es sei ω < δ2/4 (aperiodischer Fall): Jetzt sind die k1/2 beide reell, wobei k1 =
(δ/2) +
√
(δ2/4) − ω = (δ/2) + ω2 > 0 und
k2 =
δ
2 − ω2 =
⎧⎪⎨
⎪⎩
≥ 0 für δ/2 ≥ ω2,
< 0 für δ/2 < ω2.
(B.14)
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Damit ergibt sich für unsere Lösung τ(t)2 für t → ∞:
τ(t) = Ae(
δ
2+ω2)t + Be(
δ
2−ω2)t =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
→ ∞ für A = 0,
→ ∞ für A = 0 und δ/2 > ω2,
→ T˜ ∗ für A = 0 und δ/2 = ω2,
→ 0 für A = 0 und δ/2 < ω2.
(B.15)
Nur die letzte Relation liefert ein verschwindendes τ(t) für wachsende Zeiten t und
somit einen stabilen Fixpunkt T ∗, denn für A = 0 und beliebiges B = τ0 gilt
τ(t) = τ0e(
δ
2−ω2)t → 0 für t → ∞, (B.16)
wenn δ/2 < ω2 ist.
Die obigen Anforderungen an die Konstanten A und B führen auf die im Text genann-
ten speziellen Anfangsbedingungen. Sie sichern, dass unser System sich je nach dem, ob
es um τ0 erwärmt oder abgekühlt wird, sich anschließend wieder entsprechend abkühlt
bzw. erwärmt. Ungeachtet der Richtung, zeigt dieser Prozess immer einen exponenti-
ellen Verlauf. Mit dem Wissen, dass es sich bei einem solchen diﬀusiven System um
einen Relaxator handelt, hätten wir auch umgekehrt diese Anfangsbedingungen fordern
können.
B.4. Numerische Berechnung der Stromtransmission für
Elektronen
Wir wollen hier einen einfachen rekursiven Algorithmus zur numerischen Berechnung der
Stromtransmission T˜ (ˆ) ableiten. Ausgangspunkt dafür ist die eindimensionale Schrö-
dingergleichung, welche die Wellenfunktion ψ(y, E⊥) der Elektronen in der y-Richtung
bestimmt: [
− 
2
2m∗
d2
dy2
+ V eff (y) − E⊥
]
ψ(y, E⊥) = 0. (B.17)
2Da es sich bei τ(t) um eine kleine Störung der Gleichgewichtstemperatur T ∗ handeln soll, ist es
sinnvoll zu fordern, dass A und B nicht gleichzeitig Null sind.
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Hier ist m∗ die eﬀektive Masse, V eff (y) das in Abb. 9.1 dargestellte Potenzial und
E⊥ = E − Ex die Energie der Elektronenbewegung in y-z-Richtung. Für das eﬀektive
Potenzial gilt
V eff (y) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
0 für y < 0,
V0 − VDL y für 0 ≤ y ≤ L,
−VD für y > L.
(B.18)
Erweitern wir in (B.17) die Energieterme mit V0 und verwenden yˆ = y/L, folgt
[
− 
2
2m∗
d2
L2dyˆ2
+ V0
V¯ eff (yˆ)
V0
− V0E⊥
V0
]
ψ¯(yˆ, E⊥) = 0. (B.19)
Nach Division dieser Gleichung mit V0 und unter Verwendung von (9.8) sowie ˆ =
(E − Ex)/V0 = E⊥/V0 und β = 2m∗V0L2/2 bleibt (9.7). Zur Lösung dieser Gleichung
machen wir den üblichen Ansatz der Streuwellenfunktionen. Eine Streuwelle aus dem
Source-Kontakt erfüllt dann die folgende Asymptotik:
ψˆ(yˆ, ˆ) = 1√
2π
⎧⎪⎨
⎪⎩
eikˆS(ˆ)yˆ + rˆS(ˆ)e−ikˆS(ˆ)yˆ für yˆ < 0,
tˆS(ˆ)eikˆD(ˆ)yˆ für yˆ > 1.
(B.20)
Dabei sind kˆS(ˆ) =
√
βˆ und kˆD(ˆ) =
√
β(ˆ + vˆD) die Wellenzahlen im Source- bzw. im
Drain-Bereich, was sich durch einsetzen von (B.20) in (9.7) ergibt. Um die Stromtrans-
mission T˜ (ˆ) berechnen zu können, müssen wir nach (9.6) den Transmissionskoeﬃzienten
tˆS(ˆ) bestimmen. Zu diesem Zweck diskretisieren wir Gl. (9.7), die wir zuvor noch mit
−β multiplizieren. Wir zerlegen dazu das Streuintervall 0 ≤ yˆ ≤ 1 in N Stützstellen mit
der Schrittweite von Δ = 1/N . Dann gilt für die diskreten Orte
yˆ → yˆn := nΔ mit Δ → 0 und − NS ≤ n ≤ N + ND. (B.21)
Das Intervall −NS ≤ n < 0 entspricht dann dem Source-Bereich, 0 ≤ n ≤ N dem
Streubereich und N < n ≤ N + ND dem Drain-Bereich. Wir deﬁnieren nun weiter
ψˆ(yˆ) → ψˆ(yˆn) := ψˆn und wˆ(yˆ) = β[ˆ − vˆ(yˆ)] → wˆ(yˆn) := wˆn. (B.22)
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Hierin ist das Δ so zu wählen, dass sowohl ψˆn als auch wˆn schwach veränderliche Funktio-
nen von n sind. Unter diesen Umständen ist ein Diﬀerentialoperator der Form dψˆ(yˆ)/dyˆ
diskretisierbar durch
d
dyˆ
ψˆ(yˆ) → ψˆn − ψˆn−1Δ . (B.23)
Für die zweite Ableitung in (9.7) können wir dann schreiben
d2
dyˆ2
ψˆ(yˆ) → 1Δ
⎡
⎣ ψˆn+1 − ψˆn
Δ −
ψˆn − ψˆn−1
Δ
⎤
⎦ = 1Δ2 [ψˆn−1 − 2ψˆn + ψˆn+1]. (B.24)
Ersetzen wir nun alle Terme in (9.7) durch ihre diskretisierten Vertreter (B.22) und
(B.24), so erhalten wir die eindimensionale diskretisierte Schrödingergleichung
1
Δ2 [ψˆn−1 − 2ψˆn + ψˆn+1] + wˆnψˆn = 0. (B.25)
Die hier auftretenden ψˆn können wir nach (B.20) explizit angeben. Durch Multiplikation
der Streuwellen mit
√
2π/tˆS(ˆ) folgt:
√
2π
tˆS(ˆ)
ψˆn := φˆn =
⎧⎪⎨
⎪⎩
1
tˆS(ˆ)e
ikˆS(ˆ)(n/N) + rˆS(ˆ)
tˆS(ˆ) e
−ikˆS(ˆ)(n/N) für n < 0,
eikˆD(ˆ)(n/N) für n > N.
(B.26)
Multiplizieren wir nun auch (B.25) mit
√
2π/tˆS(ˆ), lässt sie sich in der nachstehenden
Form aufschreiben
φˆn−1 = −φˆn+1 + (2 − Δ2wˆn)φˆn. (B.27)
Aus (B.26) folgen dann direkt zwei Anfangswerte mit
φˆN+1 = e−ikˆS(ˆ)[1+(1/N)] und φˆN+2 = e−ikˆS(ˆ)[1+(2/N)]. (B.28)
Ausgehend von diesen Startwerten lassen sich dann alle φˆn aus (B.27) rekursiv berechnen.
Insbesondere erhalten wir
φˆ−1 =
1
tˆS(ˆ)
e−ikˆS(ˆ)(1/N) + rˆ
S(ˆ)
tˆS(ˆ)
eikˆS(ˆ)(1/N) (B.29)
126 Anhang B. Ergänzende Berechnungen II
und
φˆ−2 =
1
tˆS(ˆ)
e−ikˆS(ˆ)(2/N) + rˆ
S(ˆ)
tˆS(ˆ)
eikˆS(ˆ)(2/N). (B.30)
Aus den zwei linearen Gln. (B.29) und (B.30) können wir nun für jede Energie ˆ die
beiden Gesuchten
tˆS(ˆ) = 1 − e
−2ikˆS(ˆ)(1/N)
φˆ−1eikˆS(ˆ)(1/N) − φˆ−2
(B.31)
und rˆS(ˆ) ausrechnen. Schließlich folgen damit die Stromtransmission nach (9.6) sowie
die Streufunktionen im gesamten Ortsbereich, indem wir für sie fordern
ψˆn =
tˆS(ˆ)√
2π
φˆn. (B.32)
Auf analoge Weise können die vom Drain-Bereich einfallenden Streuzustände bestimmt
werden.
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