Recently, deep learning has achieved very promising results in visual object tracking. Deep neural networks in existing tracking methods require a lot of training data to learn a large number of parameters. However, training data is not sufficient for visual object tracking as annotations of a target object are only available in the first frame of a test sequence. In this paper, we propose to learn hierarchical features for visual object tracking by using tree structure based Recursive Neural Networks (RNN), which have a relatively small number of parameters compared to other deep neural networks (e.g. Convolutional Neural Networks (CNN)) due to all basic modules in RNN share only one set of parameters. Experimental results demonstrate that our feature learning algorithm can significantly improve tracking performance on benchmark datasets.
INTRODUCTION
Feature representation is important to visual object tracking. Deep learning based trackers [1] [2] [3] [4] have achieved very promising performance by using learned hierarchical features rather than raw pixel values or hand-crafted features. However, it is not trivial to train deep neural networks given limited annotations of target objects in test sequences. The existing feature learning based trackers usually pre-train their neural networks by using auxiliary data and then fine-tune network parameters based on specific object annotations. To simplify this pipeline, we propose to train RNN by only using the annotations of a target object in the first frame and fix the learned parameters in the subsequent frames. As a result, our feature learning method does not require any network pre-training on auxiliary data and also will not suffer from fine-tuning network parameters.
First, we learn RNN parameters to discriminate between the target object and background in the first frame of a test sequence. Tree structure over local patches of an exemplar region is randomly generated by using a bottom-up greedy search strategy. Given the learned RNN parameters, we create two dictionaries regarding target regions and corresponding local patches based on the learned hierarchical features from both top and leaf nodes of multiple random trees. In each of the subsequent frames, we conduct sparse dictionary coding on all candidates to select the best candidate as the new target location. In addition, we online update two dictionaries to handle appearance changes of target objects.
The main contribution of this paper is to learn hierarchical features by using tree structure based RNN to discriminate between target object and background. The rationale behind our feature learning method is to encode spatial information among local patches of a target object. The features extracted at top nodes of RNN trees are able to capture structural information of target objects, and are robust to holistic appearance changes caused by illumination change or object deformation. In contrast, the features extracted at leaf nodes represent local patches and are robust to local appearance changes caused by partial occlusion. Experimental results demonstrate that using our feature learning method can significantly improve tracking performance of the baseline tracker ASLA [5] on the benchmark dataset [6] .
RELATED WORK
Visual Object Tracking. There are two categories in object tracking: generative and discriminative. The generative trackers focus on modeling target appearance without considering background by using kernel-based model [7] , subspace learning [8] , sparse coding [9] , visual decomposition model [10] , and etc. The discriminative trackers formulate object tracking as a binary classification problem. They use machine learning algorithms such as SVM [11] , boosting [12] , multiple instance learning [13] , metric learning [14] , Gaussian process regression [15] , and etc. Deep Learning. Some pioneering deep learning based trackers pre-train their neural networks by using auxiliary data, e.g. 80 million tiny images dataset [16] , Hans van Hateren natural scene videos [17] [18] , and face detection dataset [19] . Later, some methods adopt existing neural networks, e.g. R-CNN model built upon Caffe Library [20] and VGG network pretrained on ImageNet [21] , and then fine-tune network parameters based on specific object annotations.
LEARNING RNN HIERARCHICAL FEATURES
In this section, we present details of our feature learning algorithm. First, we give an overview of RNN. Then, we explain how to extract hierarchical features based on RNN tree. Next, we describe how to generate trees over local patches of target regions. At last, we depict how to discriminatively learn RNN parameters.
Overview of RNN
RNN is a deep neural network established by applying the same set of parameters recursively over a certain structure. In our case, RNN [22] is based on tree structure over local patches of a target object. There are three types of parameters: W raw , W rnn and W label . W raw and W rnn are used to extract hierarchical features from candidate regions based on multiple random trees. W label is to map extracted features regarding candidate regions into binary classes (target object and background). In the first frame of a test sequence, we jointly learn these three types of parameters together to discriminate target from background. In the subsequent frames, we use the learned W raw and W rnn to extract hierarchical features for candidate regions.
Extracting Features Using RNN
Given a tree over local patches of a target region (see details in Section 3.3) and learned RNN parameters W raw and W rnn (see details in Section 3.4), Figure 1 illustrates an instance of extracting hierarchical features from a target object region. We employ the local patch setting in ASLA [5] and decompose a target object observation x ∈ R 32×32 into 9 overlapping local patches p ∈ R 16×16 . Each local patch can be vectorized into an 256-dimensional raw pixel value feature V i ∈ R 256×1 , i = 1, . . . , 9. Then, we utilize a neural network layer to map raw pixel values (orange circles in Figure 1) into a n-dimensional RNN feature space (blue circles). These RNN features at leaf nodes can be calculated as follows:
where W raw ∈ R n×256 is the transformation matrix, b raw is the bias, f is the sigmoid function f (x) = 1/(1 + e −x ) and ζ i ∈ R n×1 is the RNN feature at leaf nodes. In the given tree, each node is associated with the same basic neural network illustrated in Figure 1 . The basic network computes parent features based on two child input nodes as follows:
where W rnn ∈ R n×n is the transformation matrix, b rnn is the bias, f is the sigmoid function f 
Generating Random Trees
To extract hierarchical features using RNN, we need to generate a tree structure over local patches of a candidate region.
There is no objective criterion to identify the best tree. Therefore, we randomly generate trees by using a greedy bottom-up searching strategy. We employ a number of trees together to extract RNN features, which are expected to be robust to certain noisy tree structure. We first define an adjacency matrix A, where A(i, j) = 1 if local patch i and j are spatially neighboring. It means that local patch i and j can be merged during generating random trees. Figure 2 illustrates the spatial layout of local patches in a target object and the corresponding adjacency matrix, which is fixed in this paper.
Given the adjacency matrix A, we can find the pairs of neighboring local patches and denote the set of these potential child node pairs as follows:
where p i indicates the ith local patch. At the beginning (see Figure 2 ), we have the following pairs: [p i , p j ], we remove all pairs with either p i and p j from the set C as follows:
where N eigh() denotes the neighborhood of a local patch. Then, we add new child pairs to the set C as follows:
where we randomly select another pair to merge. In the same way, we update the set C and then repeat the previous steps until only one child node pair is left in the set C. Finally, we can achieve the top node of the tree over all local patches of a target region by merging the last child node pair in set C.
Discriminative Learning of RNN Parameters
To discriminatively learn RNN parameters, we need to add a softmax layer with the parameter W label , which connects RNN features at top nodes and class labels. Suppose we have N training samples X = {x 1 , . . . , x N } in terms of target and background, which are respectively sampled nearby and away from the target location in the first frame. We also have the corresponding labels L = {l GT 1 , . . . , l GT N }, l GT i ∈ {[1; 0], [0; 1]} ([1; 0] and [0; 1] indicate target and background respectively in our implementation). For each training sample x i , RNN features can be extracted at the top node of a random tree based on the parameters W raw and W rnn . Then, we apply the softmax layer illustrated in Figure 1 for predicting class label:
where W label ∈ R 2×n and η top is the learned RNN features at the top node of a random tree T i ∈ T (x i ). T (x i ) is all possible trees over local patches of x i . Consequently, we can compute the loss between the predicted label and the ground truth label for each training sample by using the cross-entropy error as follows:
where θ = {W raw , W rnn , W label }. Finally, we have the objective function over all training samples as follows:
where λ is the regularization parameter. The gradient of our objective function of Equation 8 w.r.t. the parameter set θ can be computed as follows:
The optimization can be performed by using backpropagation through structure [23] , which splits error messages at each node and then propagates to the child nodes. Then, we employ L-BFGS to optimize our objective function.
OUR TRACKING SYSTEM
Although the softmax layer of RNN can classify a candidate into target or background, it is relatively weak compared to the classifiers in state-of-the-art discriminative trackers. Therefore, we use the softmax layer to learn RNN parameters only and then integrate learned features into a state-of-the-art tracker ASLA [5] with an adaptive local sparse appearance model. Interested readers may refer to ASLA [5] for more details. Suppose we have an observation set of target x 1:t = {x 1 , . . . , x t } up to the t th frame and a corresponding feature representation set z 1:t = {z 1 , . . . , z t }, we can calculate the target state y t as follows:
where y i t denotes the state of the i th sample in the t th frame. The posterior probability p (y t |z 1:t ) can be inferred by the Bayes' theorem as follows:
where z 1:t denotes the feature representation, p (y t |y t−1 ) denotes the motion model and p (z t |y t ) denotes the appearance model. In ASLA [5] , the representations z 1:t simply use raw pixel values of local patches, and the appearance model p (z t |y t ) employs sparse coding. In our tracker, we learn hierarchical features from raw pixel values by using RNN. In our implementations, we fix the dimension size of RNN feature space n = 50, the regularization parameter λ = 0.0001 and the motion parameters at [10, 10, 0.01, 0, 0.005, 0] for all test sequences. 
EXPERIMENTS
Benchmark. We evaluate tracking performance on a recent public benchmark [6] containing 50 sequences which covers almost all challenging issues such as illumination changes, pose variations, occlusion, in/out-of-plane motions and cluttered background. The benchmark dataset reports the results from 29 trackers. Here, we compare our tracker "RNN" with the top 6 trackers in the benchmark: ASLA [5] , CXT [25] , SCM [26] , Struck [27] , TLD [28] and VTS [29] . In addition, we also compare our tracker with 3 recent state-of-theart trackers: KCF [30] , MEEM [31] and TGPR [15] , which have reported their results on the benchmark.
The benchmark uses two measurements: i) Precision vs. Location error threshold, the percentage of the frames in which distances between tracking results and ground truth are below certain thresholds. ii) Success rate vs. Overlap threshold, the percentage of the frames in which overlapping percentages of tracking results against ground truth are higher than certain thresholds. We rank different trackers according to location error thresholding at 20 pixels for precision and Area Under Curve (AUC) for success rate. In addition, we use the one-pass evaluation (OPE) setting in the benchmark.
Quantitative results. The precision plot and the success plot of tracking results from the top 10 trackers on all sequences of the benchmark [6] are presented in Figure 3 . We can find that our tracking method with learned RNN features outperforms the baseline tracker ASLA [5] in terms of both precision and success rate with large margins. We owe this significant improvement to our learned hierarchical features using tree structure based RNN which successfully encodes spatial information over local patches of target objects. Also, we find that our tracker using RNN features can achieve comparable performance against the state-of-the-art trackers.
To further evaluate tracking performance, in Table 1 and Table 2 , we present the comparison results from the top 10 trackers in terms of 11 attributes mentioned in the benchmark [6] . We can find that our tracking method using learned RNN features can consistently improve the baseline tracker ASLA [5] in terms of handling variational tracking challenges. Also, we can observe that our tracker achieves comparable perfor- Table 1 : Average precision scores on different attributes: background clutter (BC), deformation (DEF), fast motion (FM), in-plane rotation (IPR), illumination variation (IV), low resolution (LR), motion blur (MB), occlusion (OCC), out-of-plane rotation (OPR), outof-view (OV) and scale variation (SV). The best and the second best results are in red and blue respectively.
ASLA [5] CXT [25] KCF [30] MEEM [31] SCM [26] Struck [27] TGPR [15] TLD [28] mance against the state-of-the-art trackers in all attributes. Qualitative results. We have all video results on the benchmark dataset [6] for the comparisons between MEEM [31] , TGPR [15] , KCF [30] , Struck [27] and our tracker. Due to limited space, we cannnot present any image result here. Anyway, in the video results, our tracker can handle a large variety of tracking challenges, e.g. scale variation, occlusion, motion blur, illumination variation and in-plane rotation.
CONCLUSIONS
In this paper, we propose to learn hierarchical features for visual object tracking by using tree structure based RNN. The motivation of this work is to solve the limited training data problem for applying deep learning to visual tracking. RNN has a relatively small number of parameters compared to other deep neural networks, e.g. CNN. Hence, the proposed method does not require any network pre-training on auxiliary data and also will not suffer from fine-tuning network parameters. Experimental results demonstrate that our feature learning algorithm can significantly improve tracking performance of the baseline tracker ASLA [5] on the benchmark dataset [6] .
