I. INTRODUCTION
Lightning is known as the phenomenon of released energy from the cloud charges. Energy is made by producing a bright channel released towards multiple directions in the form of light and sound. The channel produced that lands upon the land may cause life casualties, property damages, and communication breakdowns. Globally, there are twenty-five thousand (25,000) victims of lightning strikes and caused approximately billion US dollar losses [6] [12] .
Cooper has estimated that four (4) billion people are vulnerable in Southeast Asia [9] . This reveals an annual rate of six (6) deaths per million in this region. The estimation relatively is supported by a research study from Forensic Pathology Units of University Malaya. There are 27 fatal cases reported due to lightning strikes from year 1996 to 2005. Majority of the victims are construction workers (62.5%) and did not survived. The highest number of cases (5 out of 23 cases) was in December 2004, and in mostly occurred in the evening [16] .
For infrastructures, well-designed accessories like circuit breaker and lightning arrester may be able to protect it. But, for some occasions like sport event, national parade, building maintenance, fishing, land surveying or any outdoor activities, it must be scheduled at a proper time to avoid the lightning strike accidents. In addition, it is expected in future that the data could be worse, since the world is already suffering from climate change and global warming which cause weather unpredictability.
Also, there is a common assumption that lightning comes along with thunderstorm and rainfall. However, in some instances, lightning also can occur without them. Thus, it is necessary to address lightning directly instead of thunderstorm behavior.
II. KLANG VALLEY AS THE LIGHTNING VALLEY
Malaysia Meteorology Services (MMS) is the institute that collects data and confirms the number of thunderstorm(s) daily.
According to the data recorded in 1987 to 1989, Subang area received the extreme number of strikes as compared to other stations. Relatively, most of the stations recorded in Malaysia have reported of around two hundred (200) strikes that are considerably high. However, Subang area has recorded up to three hundred (300) strikes during the 1987-1989. Since then, the Malaysia electricity utility, Tenaga Nasional Berhad (TNB) has taken initiatives in implementing a lightning detection network in Malaysia [15] .
Although predicting lightning studies has heavily advanced, most of it was designed for advanced technology application and require experts to use it. For example, McCaul [5] has forecasts lightning threats using cloud-resolving models that requires deep knowledge to understand it. On the other hand, the application of Tropical Rainfall Measuring Mission with Lightning Imaging System (TRMM-LIS) practically requires higher cost to be used [13] . These advanced technologies definitely provide good results and better performance, but unfortunately it is not practical for laymen user.
For laymen users such as project manager and maintenance manager, a reliable and simple Decision Support System (DSS) has to be developed in order to aid them in planning their project like maintenance schedules.
III. ARTIFICIAL NEURAL NETWORK AS DECISION SUPPORT SYSTEM
DSS is best developed with Computational Intelligence (CI), which requires historical data or related mathematical equation(s). Since there are a lot of assumptions and uncertainty existing in fulminology, the black box modeling approach is most likely the best way to establish the basic models. The Artificial Neural Network (ANN) is chosen as the best model to represent lightning model since it can be developed based on the historical input and output dataset.
ANN shows a good reputation in developing meteorology prediction highly noted for its accuracy. The ANN has been used to predict: Daily Solar Radiation in South Eastern of United States of America [3] , Hourly Nitrate Concentration of Urban air in London [11] , Ozone Levels around industrialized areas in Kuwait [2] and, Rainfall Prediction over Coastal Andhra Pradesh, [8] .
In Malaysia, Che Soh et al and Abdul Rahman et al have tested Artificial Intelligence (AI) to characterize the lightning type and classify the prone area with GUI as discussed [1] [17] .
A similar study was also conducted by Johari wherein she used the ANN to predict the lightning in function of meteorological data with Lavenberg Marquedt training resulting regression of 0.99997. The information used in this study was provided by MMS which shows that ANN has full potential in being utilized for lightning prediction. However, her study only predict the season of lightnings, but not its daily severity [4] . Since 2007, WSI Corporation has deployed their sensors via GLN network in similar region as studied in Johari. Thus, in this paper, lightning data is supplied by WSI Corporation instead of MMS as used in Johari study [4] .
As a form of advanced technology, ANN has also been integrated in meteorological application like Lightning Flash Rate Casting, and Peak Wind Gust associated with severe thunderstorms using remotely sensed Tropical Rainfall Measuring Mission with Lightning Imaging System, (TRMM-LIS) data [13] . Obviously using higher technology would improve the accuracy of the prediction. Yet, it requires higher expenses, increasing the complexity of the system, and impracticability to laymen users with basic knowledge application only.
IV. LIGHTNING FACTORS
Temperature and Humidity are the essential meteorological factors that result to global flash activity shows great contrast among different regions.
This fact is proven by Xiong study [19] . Xiong concluded that the higher relative humidity in dry regions (less than 72%) resulted to more lightning activities. Hence, there is less activities in wet regions (higher than 74%). In this study, Thailand and Indonesia have the highest frequency of lightning activities that occurs from May to August and actively strikes during the evening, between 1300 to 2100 Hour. Thus, there is higher potential that Malaysia would also experience the same lightning activity, as Thailand and Indonesia are its neighbors.
Besides temperature and humidity, lightning is also affected by other meteorological factors such as wind, precipitation, evaporation and atmospheric pressure. There is also a study regarding the relation of an industrialized area to changes in the meteorological conditions like Urban Heat Island Effects, Nitrate Concentration, and Ozone Layers.
[2] [7] [10] [11] . These factors are neglected in this study.
Instead, only Rainfall, Humidity and Temperature parameters are considered in this study since they are easily retrievable at any meteorological station. It is good to mention that, in Meteorology fields, the same equipment does not measure the Minimum and Maximum Temperature. Thus, both temperature readings can be treated as independent parameters.
V. DATASET
The dataset consists of lightning data recorded by Global Lightning Network and WSI Corporation, and the meteorology parameters obtained from Malaysian Meteorology Services for duration of September 2009 to August 2012. The study is located at 3.133 N latitude and 101.55 E longitudes with Subang Meteorology Station as its center, covering 124 km grid square. Both lightning and meteorology is recorded in a daily basis, for up to 1096 data (days). The first two (2) years data is used as trained data, while the last three hundred ninety-six (396) days will be treated as test data.
From lightning data, the number of strikes per day in the study area is counted and denoted as Daily Strike Count (DSC). The DSC data is used to class the severity of lightning activities as described in table below. The DSC is used to indicate the severity of the lightning activities over a commonly used indicator, the Lightning Activity Level (LAL) grids. LAL indicates severity in 15 minutes period, due to it requirements of rainfall rates per hour. It represents the result in too high resolution of time. Thus, DSC is seen more practical to represents daily severity.
The week parameter is determined using Microsoft Excel Formula as below.
The date of the data is divided by 8 and rounded up to 0 significant figures to ensure that the week is range from 1 to 4. Eight (8) represents the maximum limits for number of the days in a week. The significance of treating daily data into weekly data (instead of monthly and daily data) is to provide more repetitive input space for training dataset. By doing so, a weekly data can be trained with 14 sets of data (7 set data per week times 2 year of training data).
On the other hand, Meteorology data is readily available daily.. The meteorology data contains Rainfall, Temperature and Humidity. The input and output parameters used in this study is shown as in Table I below. This DSC data then is synchronized with the Daily Meteorology data.
VI. NEURAL NETWORK ALGORITHM
In this study, Matlab Neural Network Toolbox developed the network by executing "nprtool". The toolbox was developed for Pattern Recognition and can be used as the classifier. This study focusing on two training algorithms are (i) Gradient Descent with Momentum Backpropagation (traingdm) and (ii) Scaled Conjugate Gradient Backpropagation (trainscg) from MATLAB Neural Network Toolbox.
Algorithm 1: Gradient Descent with Momentum Backpropagation (traingdm)
According to Matlab Help file, the traingdm behaves like a low-pass filter by using momentum to allow the network to slide through the local minimum. It depends on two training parameters, (i) learning rate, lr and momentum constant, mc. The range of mc is 0 to 1 where 0 is considered as no momentum and 1 as the lots of momentum. The implication of having high momentum may cause the network to be insensitive to local gradient and thus, a compromised learning process. The equation of traingdm is shown as below dY n = m c (dY n-1 ) + lr (1-m c ) (d perf / dY n-1 )
Where: dY is the previous change of the weight or bias, dperf /dY is the derivatives of performance with respect to weight and bias of variable X There are two independent steps that optimize the learning algorithm of backpropagation. They are: (i) search direction, and (ii) step size determination. Take note, for traingdm, the search direction is set to negative gradient with constant step size [14] .
Algorithm 2: Scaled Conjugated Gradient Backpropagation (trainscg)
Moller introduced trainscg in 1991. The algorithm is introduced with the same principle of optimization of gradient descent momentum. Moller found that the traingdm is based on the linear approximation, which causes the poor convergence. Besides, the constant step size of traingdm shows the inefficient and less robust results. Thus, modification is made based on the second order approximation of error function focusing on step size optimization. The advantage of this algorithm is being fully automated, without critical user-dependent parameters and reduces the time consuming on line search in order to determine the appropriate step size. Moller experiment shows trainscg is faster than standard Backpropagation algorithm [14] .
A. Training Setup
The structure of neural network is shown as in Figure 1 . The input layer consists of seven (7) parameters: Week, Month, maxH, MinH, maxT, minT, and Rainfall. The second layer is the hidden layer that is consists of number of neurons. The number of neurons, n is varied stochastically as shown in table II and table III. The second hidden layer is fixed at 3 neurons and connected to the 3 output layers, representing Class1, Class 2, and Class 3. The activation function used for both training algorithm is set to hyperbolic tangent sigmoid transfer function. The performance indicator used is Means Squared Error, MSE.
Fig. 1: Neural Network Structure using MATLAB nprtool
The momentum rate and learning rate is adjusted stochastically for each algorithm trial to achieve the highest accuracy and lowest MSE performance. As the learning rate is smaller, the system is learning in smaller gradient descent values. Consequently, it requires more epochs in training. Besides, it can cause the system to be trapped at local minima, resulting to low performance and less accuracy. However, adjusting the value of momentum rate can compensate it.
The momentum rate allows the system learning to jump off from the local minima and achieving better performance at global minima. However, if the momentum rate is introduced large enough, it may cause the performance be jumped off again from the global minima. This condition now is considered as over fitted, [18] allowing the training to be continued without being validated by validation data.
Adjusting "net.trainParam.max_fail" command to allow maximum number of validation check error can stop this over fitted training. In this study, the maximum validation check error was set at one hundred (100). Validation check is set as 100 because it is approximately ten percent (10%) of the total data.
As the training process is stopped at maximum validation error, the toolbox returns the best validated epoch and its performance. Examining the Receiver Operating Characteristic (ROC) plots and Confusion plots will checks the best-validated epoch for both algorithms. Table I and table II shows the top ten (10) of traingdm and trainscg best configuration trials. The trials were tested in a set range of number of neurons n, momentum rate, mc and also learning rate, lr. The number of neurons trial ranges was set from 10 to 1000, while the momentum rate has a range of 0.6 to 0.95 and learning rate at 0.07 to 0.9. Thirty (30) trials were conducted stochastically, resulting in different result for each trial executed. Thus, results shown are the average values of three (3) trials for each configuration. Both tables II and III are sorted by the best regression, R, followed by the best accuracy, Acc. (%) and lowest MSE (MSE not shown). During the training, gdm1 trial achieved the best accuracy at 72.1% with highest regression at 0.64654. Besides the accuracy and regression, the number of epoch was also considered lower as compared to other trials. For this reason, it is believed that gdm1 is the best configuration ever achieved during this study and may proceed for further evaluation.
B. Training Results
On the other hand, the best configuration of trainscg scg1 scored a higher regression at 0.66053 but with lower accuracy (70.8%) than gdm1. For highest trainscg accuracy, configuration scg2 performed at 73.3% accuracy, which is slightly better than average of gdm1 (72.1%). The number of epochs shows a significant low at 36. The best configuration recommended for trainscg is scg3 since it has optimum accuracy and optimum regression and lower number of epoch compared to other trainscg trials. Figure 2 shows the performance plot of one the gdm1 configuration trials, and Figure 3 shows the performance plot of scg3. 
VII. RESULT VALIDATION
It is wise to validate both best trials gdm1, and scg3for further analysis. The ROC plots for both trials are shown in Figure 4 and Figure 5 .
During training, the system is said as successfully recognized for each class very well if the three plots are plotted expanded to the top left corner. The closer the plot is to the corner, the better. If any plot is recorded to remain at the black linear line, or expanded towards bottom right corner, the training process is said unsuccessful because the system failed to identify that particular class.
For each trial, the nprtool will show the ROC plots for Training Data, Test Data, Validation data and overall performance. However, Figure 4 and Figure 5 only validate the overall performance since it is sufficient enough to describe the performance of the system. From Figure 4 and Figure 5 , it is known that both gdm1 and scg3 have relatively similar recognition ability for each class in the testing dataset. Both algorithms identify Class 1 as the most and, the class 2 as the least. Besides ROC, Confusion plot also can be used to validate the algorithm process. Confusion plots indicates the matrix plots of output class to target class for each training data, validated data, test data and overall dataset. The result of scg3 and gdm1 trials has been summarized as in Table IV below. Similar results shown in ROC plots class 2 are seen as the lowest accuracy for both algorithms.
Besides that, in Table IV, gdm1 shows better accuracy and slightly better regression in this study compared to scg3. However, it takes approximately four (4) times longer than scg3.
On the other hand, scg3 is most likely suitable for online feed system and higher resolution in time system like hourly prediction. This is because scg3 gives satisfying result and calculates faster. For better regression and accuracy, it is recommended that the training data be extended up to 6 years. 
VIII. CONCLUSION
In a nutshell, both Gradient Descent with Momentum Backpropagation (traingdm) and Scaled Conjugated Gradient Backpropagation (trainscg) resulted satisfying results in classifying the severity of daily lightning in the function of meteorology parameters. Although, it were trained in limited data, both algorithms managed to identify each class at seventy percent (70%) accuracy and replicates the model at 0.65 regressions. For faster training, trainscg shows it is capable to train data four (4) times faster, but slightly lower accuracy than traingdm.
