In this paper, we apply the new implementation of reproducing kernel Hilbert space method to give the approximate solution to some functional integral equations of the second kind. To show its effectiveness and convenience, some examples are given.
Introduction
Integral equations (IEs) have an important role in the fields of science and engineering [1, 2, 3] . Some boundary value problems arising in electromagnetic theory lead to the problem of solving functional IEs [4] . Functional IEs arise in solid state physics, plasma physics, quantum mechanics, astrophysics, fluid dynamics, cell kinetics, chemical kinetics, the theory of gases, mathematical economics, hereditary phenomena in biology. Some analytical and numerical methods have been developed for obtaining approximate solutions to IEs. For instance we can mention the following works. Babolian et al. [5] applied a numerical method for solving a class of functional and two dimensional integral equations, Abbasbandy [6] used Hes homotopy perturbation method for solving functional integral equations, Rashed [7] used Lagrange interpolation and Chebyshev interpolation for obtaining numerical solution of functional differential, integral and integro-differential equations. In 1986, Cui Minggen [8] introduced the reproducing kernel space W 1 2 [a, b] and its reproducing kernel. This technique has successfully been treated singular linear two-point BVP [9, 10] , singular nonlinear two-point periodic BVP [11, 12] , nonlinear system of BVP [13] , fifth-order BVP [14] , singular intergal equations [15, 16] , and nonlinear partial differential equations [17] in recent years. This paper investigates the approximate solution of the following Fredholm and Volterra functional integral equations using new implementation of reproducing kernel Hilbert space method (RKHSM)
and 
is an absolute continuous real valued functions on the interval [a, b] and y
where δ is Dirac delta function. Therefore, the following theorem holds. 
Proof. Applying integration by parts six times, since
International Scientific Publications and Consulting Services While x ̸ = t, function R x (t) is the solution of the following constant linear homogeneous differential equation with 2 orders,
with the boundary conditions:
We know that Eq. (2.4) has characteristic equation λ 2 = 0, and the eigenvalue λ = 0 is a root whose multiplicity is 2. Hence, the general solution of Eq. (2.3) is
Now, we are ready to calculate the coefficients α i (x) and β i (x), i = 1, 2. Since
we have
Then, using Eqs. (2.5) and (2.7), the unknown coefficients of Eq. (2.6) are uniquely obtained. Therefore 
where
We shall give the representation of analytical solution of Eq. (3.8) 
, where the subscript t in the operator L indicates that the operator L applies to the function of t.
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Usually, a normalized orthogonal system is constructed from {ψ i (x)} ∞ i=1 by using the Gram-Schmidt algorithm, and then the approximate solution will be obtained by calculating a truncated series based on these functions. However, Gram-Schmidt algorithm has some drawbacks such as numerical instability and high volume of computations. Here, to fix these flaws, we state the following Theorem in which the following notations are used. , j=1,...,N , Ψ = [ψ i j ] i, j=1,...,N , B = [β i j ] i, j=1,...,N , where
. Now, by truncating N-term of the two series, because of
Due to the linear independence of {ψ
Eq. (3.9), imply BΨā = BF, hence Ψā =F.
International Scientific Publications and Consulting Services 09584E-2 1.41932E-3 1.53766E-3 3.34260E-4 x=-0.7 5.55091E-3 1.82306E-5 5.23382E-5 2.44827E-4 x=-0.5 6.64990E-4 2.24177E-5
8.90994E-4 1.31211E-4 x=-0.3 2.73830E-3 7.31892E-5
1.33108E-3 6.33964E-6 x=-0.1 2.43156E-3 6.78286E-6
1.43003E-3 1.65365E-4 x= 0.1 3.47381E-3 4.06476E-5
1.31499E-3 1.74757E-4 x=0. 3 5.25395E-3 6.88666E-6 9.87486E-4 4.17218E-5 x=0. 5 5.08000E-3 3.58829E-5 4.07452E-4 5.83956E-5 x= 0.7 5.13924E-3 6.01431E-6
5.42166E-4 1.33229E-4 x= 0.9 5.32750E-3 9.36626E-5
2.05837E-3 1.82199E-4
It is necessary to mention that here we solve the system Ψā =F which obtained without using the Gram-Schmidt algorithm. 
Numerical examples
To illustrate the effectiveness and the accuracy of the proposed method, some numerical examples are considered in this section. The examples are computed using Maple 16. The numerical results in Tables 1, 2 Eq. (1.1) , the exact solution y(x) = x 2 . The numerical results are given in following Table 2 
Conclusion
In this paper, we introduced the new implementation of reproducing kernel Hilbert space method to obtain the approximate solution to some of the Fredholm and Volterra integral equations of the second kind. The reliability of the method and reduction of the amount of computation gives this method a wider applicability. The obtained numerical results confirm that the method is rapidly convergent and show that the approximate solution converge to the exact solution.
