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Coherence between propositions promises to fix 
the vexing circumstance of prior probabilities for 
subjective Bayesians. This paper examines the role 
of coherence as a source of justification for 
Bayesian agents, particularly the argument that all 
propositions must cohere within an agent’s ‘web of 
belief’, aka confirmational holism. Unfortunately, 
Confirmational holism runs across a potentially 
devastating argument that a more coherent set of 
beliefs resulting from the addition of a belief to a 
less coherent set of beliefs is less likely to be true 
than the less coherent set of beliefs. In response, I 
propose confirmational chorism (CC) to avoid this 
troubling outcome. CC posits that coherence adds 
epistemic justification by limited, logically 
consistent sets of beliefs exhibiting a satisficing 
degree of strength, inferential and explanatory 
connection. Limited coherence may resolve the 
above argument, but raises the need for another 
kind of justification: coordination (integration 
across sets of beliefs). Belief coordination requires 
suppressing some beliefs and communicating other 
beliefs to ensure convergence on the right action 
for performance success. Thus, a Bayesian formed 
belief in any particular context is justified not just 
because it is reliably formed and coherent, but also 
because of how it is coordinated between local and 
holistic goals.
Abstract
P1: Coherence can be raised by adding more 
information that explains the information 
already in the set. 
P2: The more information in the set, the more 
likely some elements are untrue.
C: Coherence is not truth‐conducive.
Introduction
Klein & Warfield (KW) argue (7) that coherence 
does not lead to truth
P1 Any consistent set of beliefs, B, is more likely 
to be true than any set, B*, which contains all 
members of B and at least one additional 
belief, so long as at least one additional belief 
in B* has neither an objective probability of 1 
nor is entailed by B.
P2 One strategy for converting a less coherent 
set of beliefs into a more coherent set of 
beliefs is to add a belief (to the less coherent 
set) which has neither an objective probability 
of 1 nor is entailed by the less coherent set of 
beliefs.
C A more coherent set of beliefs resulting from 
the addition of a belief to a less coherent set of 
beliefs is less likely to be true than the less 
coherent set of beliefs. 
Problem
The normative value of coherence to the truth of a 
set of beliefs is more than logical consistency or 
even informativeness but explanation, more 
precisely, explanation relative to some goal. Adding 
a belief to a set raises the probability of another 
belief in the set when it plays the appropriate role. 
Confirmational Chorism: Justification of beliefs 
ought to be relative to limited sets, rather than 
beliefs considered holistically (Devitt, 2013)—
see Figure 3.
Confirmational Chorism
Subjective Bayesians need reliabilism, coherence 
(via confirmational chorism) and coordination to set 
prior probabilities and justify judgments relevant to 
the goals, capacities and context of the agent.
Conclusion
Bayesian formulation
Bayesian epistemology (1,2) depends on: reliability
(3) and coherence (4) for justification. A Bayesian 
agent’s belief is more likely to be true if it is reliably 
formed consistent with the norms of probability 
theory and coheres with all the rest of an agent’s 
beliefs—obeying confirmational holism (5,6).
[1] Bovens, L., & Hartmann, S. (2004). Bayesian epistemology. Oxford: Oxford University Press.
[2] Hajek, A., & Hartmann, S. (2009). Bayesian epistemology. In J. Dancy, E. Sosa, & M. Steup (Eds.), A Companion to Epistemology (pp. 93‐105). Chicester: John Wiley & Sons, Ltd.
[3] Hamada, M. (2008). Bayesian reliability. New York, NY: Springer New York.
[4] Olsson, E. J. (2010). Coherentism. In S. Bernecker & D. Pritchard (Eds.), The Routledge Companion to Epistemology. Oxford, UK: Routledge.
[5] Weisberg, J. (2009). Commutativity or holism? A dilemma for conditionalizers. The British Journal for the Philosophy of Science, 60(4), 793‐812. doi:10.1093/bjps/axp007
[6] Quine, W. V., & Ullian, J. S. (1970). The Web of Belief. New York: Random House.
[7] Klein, P., & Warfield, T. A. (1994). What price coherence? Analysis, 54(3), 129‐132.
[8] Olsson, E. J. (2012). Coherentist theories of epistemic justification. The Stanford Encyclopedia of PhilosophyWinter, 2012. 
[9] Devitt, S. K. (2013). Homeostatic epistemology: Reliability, coherence and coordination in a Bayesian virtue epistemology.  Ph.D., Rutgers.
Intuitively: “Tweety is a bird that cannot fly” is less
cohesive than the more detailed “Tweety is a 
penguin (hence bird) that cannot fly”. Yet, if KW are 
right, then the second, ostensibly more cohesive 
set, is more likely to be false than the preceding set, 
so greater coherence leads to a greater likelihood 
of falsehood. I argue that KW’s and Bayesian 
reformulation of coherence is wrong. Coherence is  
neither logical consistency nor informativeness.
The purpose of S and S’ is not to form a set of 
consistent true beliefs, but rather to determine 
what Tweety is. Tweety turns out to be a penguin, 
which means that the only belief necessary for the 
maximum coherence of the set, qua explanation, is 
E3. The fact that E1 and E2 exist and are logically
consistent with E3 does not add explanatory
justification to E3. Examining the set [E1, E2, E3], 
we should subtract E1 and E2 for coherence, 
because they are entailed by E3. That is, the fact 
that Tweety is a penguin entails that Tweety cannot 
fly and that Tweety is a bird. We only keep Ex in a 
set if it added explanatory information, e.g., 
suppose additional evidence E4 exists.
E4 = “Sarah reports that Tweety is 60 million 
years old”
Adding E4 may add information, but it does not 
affect the coherence of the existing beliefs because 
it does not change the credence of any of the 
beliefs. However, if Tweety turns out to be a 
Waimanu penguin—an ancestral penguin that is 
classified as a bird and probably also capable of 
flight—then E2, (‘Tweety cannot fly’), becomes 
explanatorily inconsistent (though logically
consistent), and therefore should be subtracted 
from the new set [E3, E4]. 
Discussion
Propositions Evidence
A1 = “Tweety is a bird” E1 = “Jane reports that Tweety
is a bird” 
A2 = “Tweety cannot fly” E2 = “Carl reports that Tweety
cannot fly”
A3 = “Tweety is a penguin” E3 = “Rick reports that Tweety
is a Penguin”
Figure 1.What is the probability that ‘Tweety’ is a penguin, a 
canary, a kiwi, or something else?
Figure 2. If Tweety is a 
Waimanu penguin—an 
ancestral penguin probably 
capable of flight—then a 
different, limited set of 
propositions provide 
coherence, than if Tweety
were a flightless penguin.
What then justifies the set up and dissolution of 
choristic sets? A belief in any particular context is 
justified not just because it is reliably formed and 
coherent, but also because of how it is coordinated 
between local and holistic goals. Coordination 
means suppressing some beliefs and 
communicating other beliefs to ensure convergence 
on the right action for performance success. 
Importantly, an agent does not become more 
coordinated just through an increase of beliefs. It is 
the way the beliefs are managed and utilized that 
dictates its success—see Figure 4.
Coordination
Figure 4. Unlike the posits of confirmational holism, Bayesian 
beliefs are justified by the way choristic sets are coordinated.
Figure 3. An oak frame requires a limited set of planks to build a 
house. Similarly, coherence adds epistemic justification by 
limited, logically consistent sets of beliefs exhibiting a satisficing 
degree of strength, inferential and explanatory connections. 
Table 1. Using the principle of Total Evidence, the true 
probabilities are (8): S is P(A1,A2 | E1, E2); S’ is  P(A1,A2,A3 | E1, 
E2, E3). According to KW, smaller sets are more likely to be true 
than bigger sets. P(A1,A2 | E1, E2) >  P(A1,A2,A3 | E1, E2, E3).
