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Abstrat
We address the problem of propositional logi-based abdution, i.e., the problem of
searhing for a best explanation for a given propositional observation aording to a given
propositional knowledge base. We give a general algorithm, based on the notion of proje-
tion; then we study restritions over the representations of the knowledge base and of the
query, and nd new polynomial lasses of abdution problems.
1. Introdution
Abdution onsists in searhing for a plausible explanation for a given observation. For
instane, if p j= q then p is a plausible explanation for the observation q. More generally,
abdution is the proess of searhing for a set of fats (the explanation, here p) that,
onjointly with a given knowledge base (here p! q), imply a given query (q). This proess
is also onstrained by a set of hypotheses among whih the explanations have to be hosen,
and by a preferene riterion among them.
The problem of abdution proved its pratial interest in many domains. For instane, it
has been used to formalize text interpretation (Hobbs et al., 1993), system (Coste-Marquis
& Marquis, 1998; Stumptner & Wotawa, 2001) or medial diagnosis (Bylander et al., 1989,
Setion 6). It is also losely related to onguration problems (Amilhastre et al., 2002),
to the ATMS/CMS (Reiter & de Kleer, 1987), to default reasoning (Selman & Levesque,
1990) and even to indution (Goebel, 1997).
We are interested here in the omplexity of propositional logi-based abdution, i.e., we
assume both the knowledge base and the query are represented by propositional formulas.
Even in this framework, many dierent formalizations have been proposed in the literature,
mainly diering about the denition of an hypothesis and that of a best explanation (Eiter
& Gottlob, 1995). We assume here that the hypotheses are the onjuntions of literals
formed upon a distinguished subset of the variables involved, and that a best explanation
is one no proper subonjuntion of whih is an explanation (subset-minimality riterion).
Our purpose is to exhibit new polynomial lasses of abdution problems. We give a
general algorithm for nding a best explanation in the framework dened above, indepen-
dently from the syntati form of the formulas representing the knowledge base and the
query. Then we explore the syntati forms that allow a polynomial running time for this
algorithm. We nd new polynomial lasses of abdution problems, among whih the one
restriting the knowledge base to be given as a Horn DNF and the query as a positive CNF,
and the one restriting the knowledge base to be given as an aÆne formula and the query as
a disjuntion of linear equations. Our algorithm also unies several previous suh results.
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The note is organized as follows. We rst reall the useful notions of propositional
logi (Setion 2), formalize the problem (Setion 3) and briey survey previous work about
the omplexity of abdution (Setion 4). Then we give our algorithm (Setion 5) and
explore polynomial lasses for it (Setion 6). Finally, we disuss our results and perspetives
(Setion 7). For lak of spae we annot detail proofs, but a longer version of this work,
ontaining detailed proofs and examples, is available (Zanuttini, 2003).
2. Preliminaries
We assume a ountable number of propositional variables x
1
; x
2
: : : and the standard on-
netives :;^;_;;!;$. A literal is either a variable x
i
(positive literal) or its negation
:x
i
(negative literal). A propositional formula is a well-formed formula built on a nite
number of variables and on the onnetives; V ar() denotes the set of variables that our
in the propositional formula . A lause is a nite disjuntion of literals, and a proposi-
tional formula is in Conjuntive Normal Form (CNF) if it is written as a nite onjuntion
of lauses. For instane,  = (x
1
_ :x
2
) ^ (:x
1
_ x
2
_ :x
3
) is in CNF. The dual notions
of lause and CNF are the notions of term (nite onjuntion of literals) and Disjuntive
Normal Form (DNF) (nite disjuntion of terms).
An assignment to a set of variables V is a set of literals m that ontains exatly one
literal per variable in V , and a model of a propositional formula  is an assignment m
to V ar() that satises  in the usual way, where m assigns 1 to x
i
i x
i
2 m; we also
write m as a tuple, e.g., 0010 for f:x
1
;:x
2
; x
3
;:x
4
g. We write m[i℄ for the value assigned
to x
i
by m, and M() for the set of all the models of a propositional formula ;  is
said to be satisable ifM() 6= ;. A formula  is said to imply a propositional formula 
0
(written  j= 
0
) ifM() M(
0
). More generally, we identify sets of models with Boolean
funtions, and use the notationsM (negation),M_M
0
(disjuntion) and so on.
The notion of projetion is very important for the rest of the paper. Form an assignment
to a set of variables V and A  V , write Selet
A
(m) for the set of literals in m that are
formed upon A, e.g., Selet
fx
1
;x
2
g
(0110) = 01. Projeting a set of assignments onto a subset
A of its variables intuitively onsists in replaing eah assignment m with Selet
A
(m); for
sake of simpliity however, we dene the projetion of a set of modelsM to be built upon
the same set of variables asM. This yields the following denition.
Denition 1 (projetion) Let V = fx
1
; : : : ; x
n
g be a set of variables, M a set of as-
signments to V and A  V . The projetion of M onto A is the set of assignments to V
M
jA
= fm j 9m
0
2M; Selet
A
(m
0
) = Selet
A
(m)g.
For instane, let M = f0001; 0010; 0111; 1100; 1101g be a set of assignments to V =
fx
1
; x
2
; x
3
; x
4
g, and let A = fx
1
; x
2
g. Then it is easily seen that
M
jA
= f0000; 0001; 0010; 0011g [ f0100; 0101; 0110; 0111g [ f1100; 1101; 1110; 1111g
sine fSelet
A
(m) jm 2Mg = f00; 01; 11g.
Remark that the projetion of the set of models of a formula  onto a set of variables
A is the set of models of the most general onsequene of  that is independent of all the
variables not in A. Note also that the projetion ofM() onto A is the set of models of the
formula obtained from  by forgetting its variables not ourring in A. For more details
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about variable forgetting and independene we refer the reader to the work by Lang et
al. (Lang et al., 2002).
It is useful to note some straightforward properties of projetion. Let M;M
0
denote
two sets of assignments to the set of variables V , and let A  V . First, projetion is
distributive over disjuntion, i.e., (M_M
0
)
jA
=M
jA
_M
0
jA
. Now it is distributive over
onjuntion whenM does not depend on the variablesM
0
depends on, i.e., when there exist
A;A
0
 V , A \ A
0
= ; with M
jA
= M (M does not depend on V nA) and M
0
jA
0 =M
0
,
(M^M
0
)
jA
=M
jA
^M
0
jA
holds; note that this is not true in the general ase. Note nally
that in general (M)
jA
is not the same asM
jA
.
3. Our Model of Abdution
We now formalize our model; for sake of simpliity, we rst dene abdution problems and
then the notions of hypothesis and explanation.
Denition 2 (abdution problem) A triple  = (; ;A) is alled an abdution prob-
lem if  and  are satisable propositional formulas and A is a set of variables with
V ar(); A  V ar();  is alled the knowledge base of ,  its query and A its set
of abduibles.
Denition 3 (hypothesis,explanation) Let  = (; ;A) be an abdution problem. An
hypothesis for  is a set of literals formed upon A (seen as their onjuntion), and an
hypothesis E for  is an explanation for  if  ^ E is satisable and  ^ E j= . If no
proper subonjuntion of E is an explanation for , E is alled a best explanation for .
Note that this framework does not allow one to speify that a variable must our unnegated
(resp. negated) in an explanation. We do not think this is a prohibiting restrition, sine
abduibles are intuitively meant to represent the variables whose values an be, e.g., modi-
ed, observed or repaired, and then no matter their sign in an explanation. But we note that
it is a restrition, and that a more general framework an be dened where the abduibles
are literals and the hypotheses, onjuntions of abduibles (Marquis, 2000).
We are interested in the omputational omplexity of omputing a best explanation for
a given abdution problem, or asserting there is none at all. Following the usual model,
we establish omplexities with respet to the size of the representations of  and  and to
the number of abduibles; for hardness results, the following assoiated deision problem is
usually onsidered: is there at least one explanation for ? Obviously, if this latter problem
is hard, then the funtion problem also is.
4. Previous Work
The main general omplexity results about propositional logi-based abdution with subset-
minimality preferene were stated by Eiter and Gottlob (1995). The authors show that
deiding whether a given abdution problem has a solution at all is a 
P
2
-omplete problem,
even if A [ V ar() = V ar() and  is in CNF. As stated as well by Selman and Levesque
(1990), they also establish that this problem beomes \only" NP-omplete when  is Horn,
and even ayli Horn. Note that when SAT and dedution are polynomial with  the
problem is obviously in NP.
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In fat, very few lasses of abdution problems are known to be polynomial for the
searh for explanations. As far as we know, the only suh lasses are those dened by the
following restritions (one again we refer the reader to the referenes for denitions):
  is in 2CNF and  is in 2DNF (Marquis, 2000, Setion 4.2)
  is given as a monotone CNF and  as a lause (Marquis, 2000, Setion 4.2)
  is given as a denite Horn CNF and  as a onjuntion of positive literals (Selman
& Levesque, 1990; Eiter & Gottlob, 1995)
  is given as an ayli Horn CNF with pseudo-ompletion unit-refutable and  is a
variable (Eshghi, 1993)
  has bounded indued kernel width and  is given as a literal (del Val, 2000)
  is represented by its set of harateristis models (with respet to a partiular basis)
and  is a variable (Khardon & Roth, 1996); note that a set of harateristi models
is not a propositional formula, but that the result is however similar to the other ones
  is represented by the set of its models, or, equivalently, by a DNF with every variable
ourring in eah term, and  is any propositional formula.
The rst two lasses are proved polynomial with a general method for solving abdution
problems with the notion of prime impliants, the last one is obvious sine all the information
is expliitely given in the input, and the four others are exhibited with ad ho algorithms.
Let us also mention that Amilhastre et al. (2002) study most of the related problems in
the more general framework of multivalued theories instead of propositional formulas, i.e.,
when the domain of the variables is not restrited to be f0; 1g. The authors mainly show,
as far as this note is onerned, that deiding whether there exists an explanation is still a

P
2
-omplete problem (Amilhastre et al., 2002, Table 1).
Note that not all these results are stated in our exat framework in the papers ited
above, but that they all still hold in it. Let us also mention that the problem of enumerating
all the best explanations for a given abdution problem is of great interest; Eiter and Makino
(2002) provide a disussion and some rst results about it, mainly in the ase when the
knowledge base is Horn.
5. A General Algorithm
We now give the priniple of our algorithm. Let us stress rst that, as well as, e.g., Marquis'
onstrution (Marquis, 2000, Setion 4.2), its outline mathes point by point the denition
of a best explanation; our ideas and Marquis' are anyway rather lose.
We are rst interested in the hypotheses in whih every abduible x 2 A ours (either
negated or unnegated); let us all them full hypotheses. Note indeed that every explanation
E for an abdution problem is a subonjuntion of a full explanation F ; indeed, sine E is
by denition suh that ^E is satisable and implies , it suÆes to let F be Selet
A
(m)
for a model m of  ^E ^ . Minimization of F will be disussed later on.
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Proposition 1 Let  = (; ;A) be an abdution problem, and F a full hypothesis of .
Then F is an explanation for  if and only if there exists an assignment m to V ar() with
F = Selet
A
(m) and m 2M() ^ (M( ^ ))
jA
.
Proof Assume rst F is an explanation for . Then (i) there exists an assignment m to
V ar() with m j=  ^ F , thus F = Selet
A
(m) and m 2 M(), and (ii)  ^ F j= , i.e.,
^F ^ is unsatisable, thus F =2 fSelet
A
(m) j m 2M(^)g, thus m =2 (M(^))
jA
,
thus m 2 (M( ^ ))
jA
. Conversely, if m 2 M() ^ (M( ^ ))
jA
let F = Selet
A
(m).
Then we have (i) sine m 2 M(),  ^ F is satisable, and (ii) sine m =2 (M( ^ ))
jA
,
there is no m
0
2 M( ^ ) with Selet
A
(m
0
) = F , thus  ^ F ^  is unsatisable, thus
 ^ F j= . 
Thus we have haraterized the full explanations for a given abdution problem. Now
minimizing suh an explanation F is not a problem, sine the following greedy proedure,
given by Selman and Levesque (1990) redues F into a best explanation for :
For every literal ` 2 F do
If  ^ Fnf`g j=  then F  Fnf`g endif;
Endfor;
Note that depending on the order in whih the literals ` 2 F are onsidered the result may
be dierent, but that in all ases it will be a best explanation for .
Finally, we an give our general algorithm for omputing a best explanation for a given
abdution problem  = (; ;A); its orretness follows diretly from Proposition 1:

0
 a propositional formula withM(
0
) =M() ^ (M( ^ ))
jA
;
If 
0
is unsatisable then return \No explanation";
Else
m a model of 
0
;
F  Selet
A
(m);
minimize F ;
return F ;
Endif;
6. Polynomial Classes
We now explore the new polynomial lasses of abdution problems that our algorithm allows
to exhibit. Throughout the setion, n denotes the number of variables in V ar().
6.1 AÆne Formulas
A propositional formula is said to be aÆne (or in XOR-CNF ) (Shaefer, 1978; Kavvadias &
Sideri, 1998; Zanuttini, 2002) if it is written as a nite onjuntion of linear equations over
the two-element eld, e.g.,  = (x
1
x
3
= 1)^ (x
1
x
2
x
4
= 0). As an be seen, equations
play the same role in aÆne formulas as lauses do in CNFs; roughly, aÆne formulas represent
onjuntions of parity or equivalene onstraints. This lass proves interesting for knowledge
representation, sine on one hand it is tratable for most of the ommon reasoning tasks, and
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on the other hand the aÆne approximations of a knowledge base an be made very small and
are eÆiently learnable (Zanuttini, 2002). We show that projeting an aÆne formula onto
a subset of its variables is quite easy too, enabling our algorithm to run in polynomial time.
The proof of the following lemma is easily obtained with gaussian elimination (Curtis, 1984):
triangulate  with the variables in A put rightmost, and then keep only those equations
formed upon A; full details are given in the tehnial report version (Zanuttini, 2003).
Lemma 1 Let  be an aÆne formula ontaining k equations, and A  V ar(). Then
an aÆne formula  with M( ) = (M())
jA
and ontaining at most k equations an be
omputed in time O(k
2
jV ar()j).
Proposition 2 If  is represented by an aÆne formula ontaining k equations and  by
a disjuntion of k
0
linear equations, and A is a subset of V ar(), then searhing for a best
explanation for  = (; ;A) an be done in time O((k + k
0
)((k + 1)
2
+ jAj(k + k
0
))n).
Sketh of proof It is easily seen that an aÆne formula (ontaining k
0
+ k equations and
n variables) for  ^  an be omputed in time linear in the size of ; this formula an be
projeted onto A in time O((k + k
0
)
2
n), and we straightforwardly get a disjuntion of at
most k + k
0
linear equations for (M( ^ ))
jA
. Then we an use distributivity of ^ over _
for solving the satisability problem of the algorithm; reall that SAT an be solved in time
O(k
2
n) for an aÆne formula of k equations over n variables by the elimination method of
Gauss (Curtis, 1984). The remaining operations are straightforward. 
Note that variables, literals and lauses are speial ases of disjuntions of linear equations.
6.2 DNFs
Though the lass of DNF formulas has very good omputational properties, abdution
remains a hard problem for it as a whole, even with additional restritions. Reall that the
TAUTOLOGY problem is the one of deiding whether a given DNF formula represents the
identially true funtion, and that this problem is oNP-omplete.
Proposition 3 Deiding whether there is at least one explanation for a given abdution
problem (; ;A) is NP-omplete when  is given in DNF, even if  is a variable and
A [ fg = V ar().
Sketh of proof Membership in NP is obvious, sine dedution with DNFs is polynomial;
now it is easily seen that  is tautologial if and only if the abdution problem ( _
(x); x; V ar()) has no explanation, where x is a variable not ouring in  (see the DNF
 _ (x) as the impliation ! x);  _ (x) is in DNF, and we get the result. 
However, when  is represented by a DNF projeting it onto A is easy; indeed, the prop-
erties of projetion show that it suÆes to anel its literals that are not formed upon A.
Consequently, if  is suh a DNF ontaining k terms, then a DNF  withM( ) = (M())
jA
and ontaining at most k terms an be omputed in time O(kjV ar()j).
Thus we an show that some sublasses of the lass of all DNFs allow polynomial
abdution. We state the rst result quite generally, but note that its assumptions are
satised by natural lasses of DNFs: e.g., that of Horn DNFs, i.e., those DNFs with at
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most one positive literal per term; similarly, that of Horn-renamable DNFs, i.e., those
that an be turned into a Horn DNF by replaing some variables with their negation, and
simplifying double negations, everywhere in the formula; 2DNFs, those DNFs with at most
two literals per term. We omit the proof of the following proposition, sine it is essentially
the same as that of Proposition 2 (simply follow the exeution of the algorithm).
Proposition 4 Let D be a lass of DNFs that is stable under removal of ourrenes of
literals and for whih the TAUTOLOGY problem is polynomial. If  is restrited to belong
to D,  is a lause and A is a subset of V ar(), then searhing for a best explanation for
 = (; ;A) an be done in polynomial time.
Thus we an establish that abdution is tratable if (among others)  is in Horn-renamable
DNF (inluding the Horn and reverse Horn ases) or in 2DNF, and  is a lause.
Finally, let us point out that with a very similar proof we an obtain polynomiality
for some problems obtained by strengthening the restrition of Proposition 4 over , but
weakening that over .
Proposition 5 If  is represented by a Horn (resp. reverse Horn) DNF of k terms and
 by a positive (resp. negative) CNF of k
0
lauses, and A is a subset of V ar(), then
searhing for a best explanation for  = (; ;A) an be done in time O((k + jAj)kk
0
n).
The same holds if  is represented by a positive (resp. negative) DNF of k terms and  by
a Horn (resp. reverse Horn) CNF of k
0
lauses.
One again note that variables, literals and terms are all speial ases of (reverse) Horn
CNFs, and that variables, positive (resp. negative) lauses and positive (resp. negative)
terms are all speial ases of positive (resp. negative) CNFs.
7. Disussion and Perspetives
The general algorithm presented in this note allows us to derive new polynomial restritions
of abdution problems; even if this is not disussed here, for lak of spae, it also allows to
unify some previously known suh restritions (suh as  in 2CNF and  in 2DNF, or 
in monotone CNF and  given as a lause). The following list summarizes the main new
polynomial restritions:
  given as an aÆne formula and  as a disjuntion of linear equations (Proposition 2)
  in Horn-renamable DNF and  given as a lause (Proposition 4)
  in 2DNF and  given as a lause (Proposition 4)
  in Horn (reverse Horn) DNF and  in positive (negative) CNF (Proposition 5)
  in negative (positive) DNF and  in reverse Horn (Horn) CNF (Proposition 5).
Moreover, even if there is no guarantee for eÆieny in the general ase the presentation of
our algorithm does not depend on the syntati form of  or , and it uses only standard
operations on Boolean funtions (projetion, onjuntion, negation).
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Another interesting feature of this algorithm is that before minimization it omputes
the explanations intentionnally . Consequently, all the full explanations an be enumerated
with roughly the same delay as the models of the formula representing them (
0
). However,
of ourse, there is no guarantee that two of them would not be minimized into the same
best explanation, whih prevents from onluding that our algorithm an enumerate all the
best explanations; trying to extend it into this diretion would be an interesting problem.
For more details about enumeration we refer the reader to Eiter and Makino's work (Eiter
& Makino, 2002).
As identied by Selman and Levesque (1990), entral to the task is the notion of pro-
jetion over a set of variables, and our algorithm isolates this subtask. However, our notion
of projetion only onerns variables, and not literals, whih prevents from imposing a sign
to the literals the hypotheses are formed upon, ontrariwise to more general formalizations
proposed for abdution, as Marquis' (Marquis, 2000). Even if we think this is not a pro-
hibiting restrition, it would be interesting to try to x that weakness of our algorithm
while preserving its polynomial lasses.
Another problem of interest is the behaviour of our algorithm when  and  are not
only propositional formulas, but more generally multivalued theories, in whih the domain
of variables is not restrited to be f0; 1g: e.g., signed formulas (Bekert et al., 1999). This
framework is used, for instane, for onguration problems by Amilhastre et al. (2002). It
is easily seen that our algorithm is still orret in this framework; however, there is still left
to study in whih ases its running time is polynomial.
Finally, problems of great interest are those of deiding the relevane or the neessity of
an abduible (Eiter & Gottlob, 1995). An abduible x is said to be relevant to an abdution
problem  if there is at least one best explanation for  ontaining x or :x, and neessary
to  if all the best explanations for  ontain x or :x. It is easily seen that x is neessary
for  = (; ;A) if and only if 
0
= (; ;Anfxg) has no explanation, hene showing that
polynomial restritions for the searh for explanations are polynomial as well for deiding
the neessity of an hypothesis as soon as they are stable under the substitution of Anfxg
for A, whih is the ase for all restritions onsidered in this note. Contrastingly, we do
not know of any suh relation for relevane, and the study of this problem would also be of
great interest.
Aknowledgments
The author wishes to thank the anonymous referees of this version and those of a previous
one (Pro. JNPC'02, in Frenh), as well as Jean-Jaques Hebrard, for very valuable and
onstrutive omments.
Referenes
Amilhastre, J., Fargier, H., & Marquis, P. (2002). Consisteny restoration and explanations
in dynami CSPs | appliation to onguration. Artiial Intelligene, 135 (1{2),
199{234.
8
Logi-Based Abdution
Bekert, B., Hahnle, R., & Manya, F. (1999). Transformations between signed and las-
sial lause logi. In Pro. 29th International Symposium on Multiple-Valued Logis
(ISMVL'99), pp. 248{255. IEEE Computer Soiety Press.
Bylander, T., Allemang, D., Tanner, M., & Josephson, J. (1989). Some results onerning
the omputational omplexity of abdution. In Pro. 1st International Conferene on
Priniples of Knowledge Representation and Reasoning (KR'89), pp. 44{54. Morgan
Kaufmann.
Coste-Marquis, S., & Marquis, P. (1998). Charaterizing onsisteny-based diagnoses.
In Pro. 5th International Symposium on Artiial Intelligene and Mathematis
(AIMATH'98).
Curtis, C. (1984). Linear algebra. An introdutory approah. Springer Verlag.
del Val, A. (2000). The omplexity of restrited onsequene nding and abdution. In
Pro. 17th National Conferene on Artiial Intelligene (AAAI'00), pp. 337{342.
AAAI Press/MIT Press.
Eiter, T., & Gottlob, G. (1995). The omplexity of logi-based abdution. Journal of the
ACM, 42 (1), 3{42.
Eiter, T., & Makino, K. (2002). On omputing all abdutive explanations. In Pro. 18th
National Conferene on Artiial Intelligene (AAAI'02), pp. 62{67. AAAI Press.
Eshghi, K. (1993). A tratable lass of abdution problems. In Pro. 13th International
Joint Conferene on Artiial Intelligene (IJCAI'93), pp. 3{8. Morgan Kaufmann.
Goebel, R. (1997). Abdution and its relation to onstrained indution. In Pro. IJCAI'97
workshop on abdution and indution in AI.
Hobbs, J., Stikel, M., Appelt, D., & Martin, P. (1993). Interpretation as abdution. Arti-
ial Intelligene, 63, 69{142.
Kavvadias, D., & Sideri, M. (1998). The inverse satisability problem. SIAM Journal on
Computing, 28 (1), 152{163.
Khardon, R., & Roth, D. (1996). Reasoning with models. Artiial Intelligene, 87, 187{213.
Lang, J., Liberatore, P., & Marquis, P. (2002). Conditional independene in propositional
logi. Artiial Intelligene, 141, 79{121.
Marquis, P. (2000). Consequene nding algorithms. In Handbook of Defeasible Reasoning
and Unertainty Management Systems (DRUMS), Vol. 5, pp. 41{145. Kluwer Aa-
demi.
Reiter, R., & de Kleer, J. (1987). Foundations of assumption-based truth maintenane sys-
tems: preliminary report. In Pro. 6th National Conferene on Artiial Intelligene
(AAAI'87), pp. 183{188. AAAI Press/MIT Press.
Shaefer, T. (1978). The omplexity of satisability problems. In Pro. 10th Annual ACM
Symposium on Theory Of Computing (STOC'78), pp. 216{226. ACM Press.
Selman, B., & Levesque, H. (1990). Abdutive and default reasoning: a omputational ore.
In Pro. 8th National Conferene on Artiial Intelligene (AAAI'90), pp. 343{348.
AAAI Press.
9
Bruno Zanuttini
Stumptner, M., & Wotawa, F. (2001). Diagnosing tree-strutured systems. Artiial Intel-
ligene, 127, 1{29.
Zanuttini, B. (2002). Approximating propositional knowledge with aÆne formulas. In
Pro. 15th European Conferene on Artiial Intelligene (ECAI'02), pp. 287{291.
IOS Press.
Zanuttini, B. (2003). New polynomial lasses for logi-based abdution. Teh. rep., Univer-
site de Caen, Frane.
10
