Abstract-This paper outlines a scheme for compressing EEG signals based on the JPEG2000 image compression algorithm. Such a scheme could be used to compress signals in an ambulatory system, where low-power operation is important to conserve battery life; therefore, a high compression ratio is desirable to reduce the amount of data that needs to be transmitted. The JPEG2000 specification makes use of the wavelet transform, which can be efficiently implemented in 
INTRODUCTION
Recent advances in health care have seen an increased focus on at-home care and monitoring of patients. Portable devices allow patients to be monitored at home on an out patient basis, thus advancing the goal of providing ubiquitous and pervasive healthcare. This in turn, relieves pressure on over-burdened hospital systems, and allows the patient remain in an environment they are comfortable in. It also allows more comprehensive monitoring with patients involved in a variety of activities in their day-to-day lives. For a device to be truly portable, there is a minimum battery life that would be required of it so that the wearer would not need to constantly remain beside a power source. It is for this reason that one of the main factors in designing a portable health care device is ensuring power consumption is at a minimum. wireless communications can be a significant contributor to power consumption in a portable system [2, 3] . Therefore, effective compression of the data is important to minimize the amount of information that needs to be transmitted wirelessly.
A coexisting goal is that the compression itself needs to be carried out in an efficient manner so as not to unduly add to the power consumption of the device.
In comparison to other measures of biomedical electrical activity, such as ECG, there has been relatively little work done in the field of EEG compression. Of the work that has been done, most have focused on lossless compression, with
only a comparative few having tested some form of lossy compression. Lossless compression maintains complete signal integrity in the decompressed signal but this limits the compression ratio (CR) that can be achieved. Lossy compression can achieve much higher CRs but results in a loss of some signal fidelity. Using a slightly lossy codec can achieve significantly greater compression, with minimum impact on the integrity of the signal. This work proposes a scheme for lossy EEG compression, based on the JPEG2000 image compression standard, targeted at implementation on an ambulatory device. JPEG2000 was chosen due to its use of efficient compression methods and the choice of lossless or lossy compression, thus allowing a range of trade-offs between compression ratio, signal fidelity, and computationa l complexity. Work has already been done on low-powered implementations of this algorithm for portable hardware [4, 5] , thus indicating that efficient implementation of the core elements of the algorithm is feasible. 
II. JPEG2000
JPEG2000 is a compression algorithm designed for both loss less and lossy compression of image files. JPEG2000 Part 1 was ratified by the Joint Photographic Experts Group in 2000 [6] . It was designed to replace the older JPEG file format with more advanced features such as superior low bit-rate performance, loss less and lossy compression and good error resilience [7] . Part 1 contains the specifications for the core image coding system. These core components include, integer-to-integer DWT. This DWT is used for loss less compression of images due to its fixed-point implementation.
This allows faster transforms with a true lossless reconstruction, at the expensive of some loss in CR. A floating-point version of the CDF 9/7 DWT is used for lossy image compression to achieve a higher CR. This DWT has already achieved wide-spread use in a variety of fields such as compression of FBI finger prints and also for biomedical signal compression applications [9] The Adaptive Binary Arithmetic Coder replaces the Huffman coder as the entropy coder for the compression standard. The AC can perform near optimal entropy coding on a given data set [10] and does not encounter the limitations . of
Huffman when probabilities approach one [11] . The adaptIve arithmetic coder allows the message to be coded with no prior knowledge of the probability distribution function (PDF) of the message by either the encoder or the decoder.
A. Wavelets
The wavelet transform (WT) decomposes a signal into a set of basis functions known as wavelets [13] [14] [15] . The initial wavelet, also known as the mother wavelet, is used to construct the other wavelets by means of dilation and shifting: where a is the scaling parameter, b is the shifting parameter, and 'l' (t) is the mother wavelet. Wavelets can be stretched or compressed to obtain low and high-frequency basis functions to analyse a signal at different resolutions.
The DWT is used to perform a fast computation of the WT of a discrete signal. It is normally computed quite efficiently with a recursive set of low and high pass filters. After the signals are filtered, they are downsampled by a factor of 2.
The transformation is applied recursively on the low-pass series until the desired number of iterations is reached (Fig. 2) . The lifting scheme is an alternative method of computing wavelet coefficients. Proposed by Sweldens et al. [12] , it has a number of advantages over traditional methods. It requires less computations and memory to calculate the coefficients so is better suited for ambulatory applications where efficient implementation is important. The inverse transform has the same complexity as the forward transform and no signal extension is required at the boundaries. It can also easily be expanded to use integer-to-integer WT for loss less compression. Arithmetic coding is an entropy encoding algorithm used for loss less data compression. It encodes the required data stream into a single fractional value between 0 and I. Similar in operation to Huffman coding, the coder converts the symbols to be encoded into a form where the most frequently used symbols are encoded using the least number of bits and the most infrequently used symbols using the most. The basic ideas of arithmetic coding can be traced back to the 1960's with more efficient implementations of it appearing later [13] .
Arithmetic coding reduces the symbols to be encoded to a single, unique binary fraction based on the probability distribution function (PDF) of the symbols. In order to understand its operation, take for example, a source I that generates symbols from an alphabet of size 4,
These symbols have probabilities:
P(al) = 0.5 , P(a2) = 0.25 , P(a3) = 0.125 , P(a4) = 0.125 which all lie on the interval [0,1)
The encoder begins with the interval [0,1) which is divided up into ranges for each symbol based on the probability of them appearing, as seen in Table 1 . When the first symbol is passed to the encoder, the encoder updates the total range to correspond to the range of the symbol being encoded. This range is again divided based on the probability of the symbols occurrence. The next symbol is passed to the encoder, which again updates the range depending on the symbol passed. This continues until all the symbols in the sequence are encoded (Fig. 3) . Any number within the final range can be outputted as part of the encoded sequence.
To decode the message, the decoder accepts the fractional previous findings in similar research [14] .
While the JPEG2000 Part 1 specification allows use of a lossy and 10ssless WT, this research centred on the lossy CDF 9/7 WT. This allows us to maximise the attainable CR for the EEG signal with this algorithm with only a slight increase in computational requirements.
After the DWT has been performed, a new step was added, to threshold the resulting wavelet coefficients. All coefficients below this threshold are deemed to be not significant and set to zero. Zero values are efficiently encoded by the entropy coder and so the greater the number of zeros in the signal, the greater the compression that is achievable. The threshold level can be selected to allow different trade-offs between reconstruction error and compression ratio. The quantisation step is performed using standard uniform quantisation.
The Arithmetic Coder implemented was based on
Sayood's work [15] . A variation on the coder was used whereby a static PDF is used by the encoder and decoder. This PDF is based on the average PDF of a large number of sample signals. The motivation for this was to give greater efficiency of implementation, at the expense of a slight decrease in CR.
Alternative methods for adaptive coding require the encoder to continually update symbol ranges, as symbols are encountered and encoded. This mechanism adds a level of complexity that is not desirable in a low-power algorithm.
IV. EXPERIMENTAL EVALUATION
For the testing of this algorithm, EEG data from the Epilepsy Centre of the University Hospital of Freiburg was used [16] . This database includes 24 hours of seizure and non seizure data for 20+ patients.
During the algorithm's evaluation, two parameters were used. Firstly, the quality of the reconstructed signal is tested by comparing its similarity to the original input signal, and expressing the difference as Percentage Root-mean squared Distortion (PRO), defined as follows: 
where L is the length of the input signal in samples, r is the resolution of each sample and [j is the number of bits of the compressed signal. We wish to achieve the best trade-off between PRD and CR. Initial tests have been carried out with a selection of data from four different patients, two of which contain seizure data and two containing non-seizure data. It was observed that variations in the quantisation level and threshold level had the greatest impact on signal CR and PRD and that wavelet levels above 8 did not provide a significant advantage. Three tests were carried out:
• The Threshold level was set to zero and varying quantisation levels were tested. The PRD and CR of each quantisation level were recorded.
• The Quantisation level was fixed at a midpoint and the threshold levels were varied. Again the resulting PRD and CR were recorded.
• Varying threshold and quantisation levels were used to try to achieve maximum CR. Expert clinical analysis of the decompressed EEG signal in relation to the original signal is desirable to ensure that signal integrity is maintained. Similarly, it is proposed to test the algorithm in conjunction with established automated diagnosis algorithms to ensure detection rates are maintained.
VI.
