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Resumo
Sejam {cn(Stk)}, {cn(Capk)} e {cn(E∗k,l)} as sequências de codimensões dos T -ideais gerados pelos
polinômios standard de grau k, o k-ésimo de Capelli e o polinômio tipo Amitsur-Capelli, respectivamente.




= 1, e escreva an ' bn.
Nosso principal objetivo é apresentar os resultados demonstrados por F. Benanti e I. Sviridova e por A.












' cn (St2k) ' cn (Capk2+1), cn (Mk×2k (F )⊕M2k×k (F )) ' cn (St2k+1)
respectivamente, em que G é a álgebra de Grassmann, Mk×l (F ) a álgebra de matrizes (k + l) × (k + l)
que possui todas as linhas maiores ou iguais (k+1)-ésima linha e todas as colunas maiores ou iguais a (l+1)-
ésimas colunas nulas e Mk (G) , Mk (F ) ,Mk,l (G) são as álgebras verbalmente primas, caracterizadas por
A. R. Kemer sobre corpos de característica zero. Para obtenção desses resultados recorremos a teoria de
representações do grupo simétrico.
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be the sequences of codimensions of the T -ideals
generated by the standard polynomial of degree k, k-th Capelli polynomial and Amitsur’s Capelli-type





= 1, and we write an ' bn. Our main goal is to show the results proven by F. Be-













' cn (St2k) ' cn (Capk2+1),
cn (Mk×2k (F )⊕M2k×k (F )) ' cn (St2k+1) respectively, where G is the Grassmann algebra, Mk×l (F )
the algebra of (k + l) × (k + l) matrices having the last k rows and last l columns equal to zero and
Mk (G) , Mk (F ) ,Mk,l (G) are the verbally prime algebras classified by A. R. Kemer over a field F of
characteristic zero. To obtain these results we resort to the representation theory of the symmetric group.
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Introdução
Sejam F um corpo de característica zero e F 〈X〉 a álgebra associativa livre de posto enumerável
no conjunto X = {x1, . . . , xn, . . .}. Consideraremos (exceto menção contrária) F 〈X〉 não unitária e todas
as álgebra do texto associativas e não comutativas. Diremos que uma F -álgebras A é uma PI-álgebra
se existe um polinômio não nulo f (x1, . . . , xn) ∈ F 〈X〉 tal que, para quaisquer a1, . . . , an ∈ A, vale
f (a1, . . . , an) = 0, e denotaremos o conjunto de todos esses polinômios por Id (A). Chamaremos um
ideal I de F 〈X〉 de T -ideal, se I é invariante por EndF (F 〈X〉). Para cada T -ideal I, existe álgebra A
tal que I = Id (A). Denotaremos por var (I) ou var (A) todas as álgebras associativas que tem I como
identidades polinomiais.
Uma álgebra A é dita verbalmente prima se para quaisquer T -ideais I1 e I2 de F 〈X〉 tal que I1I2 ⊆
I implica que I1 ⊆ I ou I2 ⊆ I. A. R. Kemer em [13] caracterizou todas as álgebras verbalmente primas so-
bre corpos de característica zero: F , F 〈X〉,Mk (F ),Mk (G),Mk,l (G) (k ≥ l), em que G = G0
.
+ G1 é a ál-
gebra de Grassmann de dimensão infinita gerada pelo conjunto enumerável {e1, e2, . . . | eiej = −ejei, i, j =
1, 2, . . .}; G0 e G1 são os subespaços gerados pelos monômios de comprimento par e os monômios de
comprimento ímpar respectivamente; Mk (F ) e Mk (G) são as álgebras de matrizes k×k sobre F e G res-




) ∣∣∣∣∣ P ∈Mk(G0), Q ∈Mk×l(G1), R ∈Ml×k(G1) e S ∈Ml(G0)
}
.
Uma álgebra A é dita superálgebra com graduação (A0, A1), se A = A0
.
+ A1 é soma direta de
seus subespaços A0, A1 e satisfaz: A0A1
.
+ A1A0 ⊆ A1 e A0A0
.
+ A1A1 ⊆ A0. Observe que toda álgebra
admite uma graduação trivial A0 = A, A1 = 0, e que a álgebra de Grassmann G é uma superálgebra. A
seguinte superálgebra G (A) = G0 ⊗ A0
.
+ G1 ⊗ A1 é chamada envolvente de Grassmann da álgebra A,
em que A é uma superálgebra.
Pelo Teorema de Wedderburn-Malcev, toda superálgebra A de dimensão finita sobre um corpo
algebricamente fechado de característica zero é escrita como A = A1⊕ . . .⊕An
.
+ J (A), em que J = J (A)
é o radical de Jacobson de A e A1, . . . , An são superálgebras simples. É bem conhecido que J é um ideal
bilateral graduado de A e que uma superálgebra simple de dimensão finita, sobre um corpo de característica
zero e algebricamente fechado, é isomorfa a umas das seguintes álgebras: Mk(F ), Mk(F
.
+ cF ) eMk,l(F ),
em que c2 = 1 .
Outro fato conhecido é que, sobre corpo de característica zero cada T -ideal é equivalente a um
conjunto de polinômios multilineares. Denotaremos o espaço de polinômios multilineares por Pn =
spanF 〈xσ(1) . . . xσ(n) | σ ∈ Sn〉. Há um isomorfismo de FSn-módulos à esquerda entre Pn e a álge-
bra FSn, em que Sn é o grupo simétrico em {1, . . . , n}. Com isso, o quociente Pn/Pn ∩ Id (A) tem uma
i
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estrutura de FSn-módulo à esquerda. Chamaremos a sequência cn (A) = dimF (Pn/Pn ∩ Id (A)) de codi-
mensões da álgebra A. Se A for uma PI-álgebra, então cn (A) < n! e se A for nilpotente, então cn (A) = 0,
a partir de um certo n0.
Em 1972, A. Regev provou que se A satisfaz alguma identidade não nula, então existem constantes
α, β tais que cn (A) ≤ αβn.




cn (A). Na década de
1980, S. A. Amitsur conjecturou que o PI-expoente de uma PI-álgebra existe e é um inteiro não negativo.
Apenas em 1999, A. Giambruno e M. Zaicev provaram a conjectura para PI-álgebras sobre um corpo
de característica zero. Por exemplo, o PI-expoente das álgebras verbalmente primas, tem os seguintes
valores: exp (Mk (F )) = k2, exp (Mk (G)) = 2k2 e exp (Mk,l (G)) = (k + l)2.
Se f ∈ F 〈X〉 denotaremos por 〈f〉T o T -ideal gerado pelo polinômio f . Recorde que
Stn (x1, . . . , xn) =
∑
σ∈Sn
sgn (σ)xσ(1) . . . xσ(n)
é o polinômio standard de posto n e
Capn (x1, . . . , xn; y1, . . . , yn−1) =
∑
σ∈Sn
sgn (σ)xσ(1)y1 . . . yn−1xσ(n)
é o polinômio de Capelli de posto n, onde sgn(σ) é o sinal da permutação σ. É interessante observamos
que o polinômio standard pertence ao T -ideal gerado pelo polinômio de Capelli, mas esses dois polinômios
não são PI-equivalentes (no caso de álgebra livre unitária). Sejam L,M dois naturais, n = (L+ 1) (M + 1)





χµ (σ)xσ(1)y1 . . . yn−1xσ(n)
em que χµ é o caracter irredutível correspondente à partição µ. Note que se L = 0 obtemos o polinômio
de Capelli.
O polinômio tipo Amitsur-Capelli generaliza o polinômio de Capelli no sentido que caracteriza
todas as álgebras que tem cocaracter contido em uma gancho e um tira. Mais precisamente, dado inteiros




λ = (λ1, λ2, . . .) ` n | λd+1 ≤ l
}
o gancho infinito de braço d e
perna l.
Em 1979, A. Regev provou que uma álgebra A satisfaz o polinômio de Capelli de posto k se, e
somente se, o seu n-ésimo cocaracter está contido em uma tira de altitude k. Em 1982, A. Regev e S.
A. Amitsur generalizaram esse resultado provando que uma álgebra A satisfaz o polinômio tipo Amitsur-
Capelli e∗M,L se, e somente se, o seu n-ésimo cocaracter está contido no gancho infinito H (d, l). É provado
que as álgebras verbalmente primas satisfazem essas identidades para um dado posto.
Denotaremos E∗k,l o conjunto dos polinômios gerado pelo polinômio e
∗
k,l, incluindo os polinômios



























= exp (Mk (F )).
F. Benanti e I. Sviridova em [1] e A. Giambruno e M. Zaicev em [9] deram uma relação entre as
codimensões das álgebras verbalmente primas e as codimensões do T-ideal gerado pelos polinômios tipo
Amitsur-Capelli.
Este trabalho foi baseado em [1] e [9], tendo como objetivo principal apresentar a igualdade
assintótica entre as codimensões das álgebras verbalmente primas e as codimensões do T-ideal gerado
pelos polinômios tipo Amitsur-Capelli. Esses resultados foram demonstrados em [1] e [9].
No Capítulo 1 apresentaremos alguns conceitos, exemplos e resultados da teoria de PI-álgebras
sobre um corpo de característica zero e módulos que servirão como base para os capítulos seguintes. O
leitor que tiver interesse em um maior aprofundamento no assunto, citaremos [6] e [7].
No Capítulo 2 iremos trazer algumas propriedades, características e exemplos dos polinômios
alternados e polinômios simétricos. Serão dados também exemplos de álgebras que satisfazem esses
polinômios como identidade.
NoCapítulo 3 apresentaremos um pouco sobre à teoria de representações de grupos finitos, depois
passaremos a teoria de representações do grupo simétrico. Definiremos o elemento quase idempotente
central e o quase idempotente e o polinômio tipo Amitsur-Capelli.
O Capítulo 4, será destinado a mostrar que as superálgebrasMk (F ) ,Mk (G) ,Mk,l (G) isomorfas
à Envolvente de Gassamann das superálgebras simples são verbalmente primas. Calcularemos o PI-
expoente das álgebras verbalmente primas.
No Capítulo 5 iremos analizar o caso de uma superálgebra reduzida do tipo especial. Em seguida
mostraremos os resultados demonstrados em [1] e [9], que é nosso objetivo.
Capítulo 1
Conceitos Básicos
Neste capítulo, abordaremos alguns conceitos e resultados que serão necessários para a compre-
ensão do nosso trabalho. Mais especificamente, começaremos fazendo uma apresentação de álgebras,
como por exemplo as álgebras de matrizes. Depois falaremos dos polinômios, identidades polinomiais,
T -ideais e variedades. Apresentaremos, rapidamente, alguns conceitos de módulos sobre um anel, simples
e semissimples. Neste trabalho, F sempre será um corpo de característica zero.
1.1 Álgebras
Definição 1.1.1. Sejam F um corpo e A um espaço vetorial sobre F com uma operação bilinear ∗ em A.
Em outras palavras, o par (A, ∗) é chamado F -álgebra (ou uma álgebra sobre F ), se ∗ : A×A −→ A
satisfaz:
1. a ∗ (b+ c) = a ∗ b+ a ∗ c;
2. (a+ b) ∗ c = a ∗ c+ b ∗ c;
3. (λa) ∗ b = a ∗ (λb) = λ (a ∗ b) ,
para quaisquer a, b, c ∈ A e λ ∈ F .
A operação ∗ é chamada de multiplicação ou produto. Por simplicidade, denotaremos a ∗ b = ab
e chamaremos A de álgebra em vez de F -álgebra.
Definição 1.1.2. Diremos que a álgebra A é:
1. associativa, se (ab) c = a (bc) para quaisquer a, b, c ∈ A;
2. comutativa, se ab = ba para quaisquer a, b ∈ A e
3. unitária, se o produto de A possui elemento neutro, isto é, existe 1 ∈ A tal que 1a = a1 = a para
todo a ∈ A.
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Todas as álgebras deste texto (salvo menção contrária) serão associativas, possivelmente não co-
mutativas e sem unidade.
A dimensão de uma F -álgebra é a sua dimensão como espaço vetorial.
Exemplo 1.1.1. A álgebra Mn (F ) das matrizes n× n com entradas em F munido com o produto usual
de matrizes é uma F -álgebra associativa, unitária, não comutativa de dimensão n2.
Exemplo 1.1.2. Sejam G um grupo finito e F um corpo. Denotaremos
FG = spanF 〈gi | gi ∈ G〉.






















em que γg,h = αgβh e λ ∈ F , temos que FG é uma F -álgebra e G é uma base para FG. Assim,
dimFFG = |G|. Diremos que FG é a álgebra de grupo de G sobre F. Em geral, FG é uma F -
álgebra associativa e com identidade 1F 1G. A álgebra FG é comutativa se, e somente se, G é comutativo.
Exemplo 1.1.3. UTn (F ) as matrizes triangulares superior n × n com entradas em F é uma F -álgebra
associativa, não comutativa com identidade, para todo n ≥ 1.
Exemplo 1.1.4. O F -espaço vetorial:




) ∣∣∣∣∣ P ∈Mk(F ), Q ∈Mk×l(F ), R ∈Ml×k(F ) e S ∈Ml(F )
}
é F -álgebra associativa, unitária, não comutativa de dimensão (k + l)2, com produto usual de matriz em
bloco.
Exemplo 1.1.5. Seja G um grupo de ordem 2 gerado por c. O F -espaço vetorial Mn(F
.
+ cF ), com
entradas na álgebra F
.
+ cF , é uma álgebra de dimensão 2n2.
Exemplo 1.1.6. Sejam A e B F -espaços vetoriais. O produto tensorial de A e B é definido como
sendo o espaço vetorial gerado livremente pelo conjunto {v⊗w | v ∈ A e w ∈ B}, em que {v} é base para
A e {w} é base para B, com as seguintes propriedades:
1. (v1 + v2)⊗ w = v1 ⊗ w + v2 ⊗ w;
2. v ⊗ (w1 + w2) = v ⊗ w1 + v ⊗ w2;
3. (λv)⊗ w = v ⊗ (λw) = λ (v ⊗ w), para quaisquer λ ∈ F, v, v1, v2 ∈ A, w,w1, w2 ∈ B e
4. v ⊗ w 6= 0⇐⇒ v 6= 0 e w 6= 0.
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Se A e B são F -álgebras associativas, então o produto tensorial A⊗B também é uma F -álgebra associativa,
com multiplicação: (
v′ ⊗ w′) (v′′ ⊗ w′′) = (v′v′′ ⊗ w′w′′) ,
em que v′, v′′ ∈ A e w′, w′′ ∈ B.
Exemplo 1.1.7. Seja X = {x1, . . . , xn, . . .} um conjunto infinito enumerável. Chamaremos os ele-
mentos de X de variáveis. Uma palavra em X é uma sequência xi1 . . . xin, com n ∈ N. A palavra
xi1 . . . xis em que, s = 0 será a palavra vazia que denotaremos por 1. Geralmente, iremos conside-
rar s ≥ 1 (salvo menção contrária). Chamaremos de monômios o produto de um escalar por uma
palavra em X, isto é, αxi1 . . . xin onde α ∈ F e xi1 , . . . , xin ∈ X. Diremos que dois monômios
αxi1 . . . xin = βxj1 . . . .xjm se, e somente se, α = β ∈ F , n = m e it = jt.
O F -espaço vetorial F 〈X〉 =
{∑
(i)
αixi1 . . . xin
∣∣∣∣ αi ∈ F, n ≥ 1} , munido com a multiplicação
usual por justaposição, é uma F -álgebra, não comutativa, associativa e sem unidade.
Os elementos de F 〈X〉 são chamados de polinômios, isto é, a soma de monômios. Se f ∈ F 〈X〉,
escreveremos f = f (x1, . . . , xn) =
m∑
i=1
αiwi, para indicar que x1, . . . , xn são as únicas variáveis que
aparecem em f , em que αi ∈ F e wi são palavras que dependem de x1, . . . , xn.
Definição 1.1.3. Sejam A e B F -álgebras. Uma transformação linear ϕ : A −→ B é dita um homo-
morfismo de F -álgebras se:
ϕ (ab) = ϕ (a)ϕ (b) ∀a, b ∈ A.
Diremos que ϕ é um isomorfismo de F -álgebras se ϕ é um homomorfismo bijetivo de F -álgebras.
Neste caso diremos que A e B são isomorfas e denotaremos por A ∼= B. Um homomorfismo de A em A
é chamado um endomorfismo.
Além disso, ϕ é injetora se, e somente se, Ker (ϕ) = {0}. Se Ker(ϕ) = {0}, então
ϕ (a) = ϕ (b)⇐⇒ ϕ (a− b) ∈ Ker(ϕ).
Logo, ϕ é injetora. Reciprocamente, se ϕ é injetora, então o único a ∈ A tal que ϕ(a) = 0 é a = 0. Logo,
Ker (ϕ) = {0}.
Exemplo 1.1.8. Sejam Mn (F ) e A uma álgebra sobre F . Então, Mn (F )⊗A ∼= Mn (A) como álgebras.
De fato, considere a aplicação linear
ϕ : Mn (F )⊗A −→ Mn (A)
ei,j ⊗ a 7−→ aei,j
,
em que {ei,j | i, j = 1, . . . , n} são as matrizes elementares que formam uma base para Mn (F ), e a ∈ A.
É possível mostrar que ϕ está bem definido e é um isomorfismo de F -álgebras.
Definição 1.1.4. Sejam B uma classe de F -álgebras e A ∈ B uma F -álgebra gerada por um conjunto
X. A F -álgebra A é chamada uma F -álgebra livre na classe B, livremente gerada pelo conjunto X, se
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para qualquer álgebra R ∈ B, qualquer aplicação ϕ : X −→ R pode ser estendida a um homomorfismo de
álgebras φ : A −→ R. A cardinalidade |X| do conjunto X é chamada posto de A.
Exemplo 1.1.9. A F -álgebra F 〈X〉 é livre na classe de todas as álgebras associativas.
Definição 1.1.5. Um subespaço S de A é chamado uma subálgebra se S é fechado com respeito ao
produto, isto é, para quaisquer s1, s2 ∈ S implica que s1s2 ∈ S.
Exemplo 1.1.10. UTn (F ) é uma subálgebra de Mn (F ).
Exemplo 1.1.11. F 〈Xn〉 é uma subálgebra de F 〈X〉, em que Xn = {x1, . . . , xn} ⊆ X = {x1, x2, . . . .}
Definição 1.1.6. Uma subálgebra I de A é chamado um ideal à esquerda (à direita) se, AI ⊆ I (IA ⊆
I), isto é, para cada r ∈ A e i ∈ I ocorre: ri ∈ I (ir ∈ I). Se I é um ideal à esquerda e à direita, então
diremos que I é um ideal bilateral.
Exemplo 1.1.12. I = (0) e I = A são ideais bilaterais de A, e são chamados de ideais triviais.
Diremos que um ideal I é próprio se, I 6= (0) e I 6= A.
Exemplo 1.1.13. I = {(αij)n×n | αij ∈ F, αi2 = 0, ∀ i = 1, . . . , n} é um ideal à esquerda de Mn (F ).
Exemplo 1.1.14. J = {(αij)n×n | αij ∈ F, α1j = 0, ∀ j = 1, . . . , n} é um ideal à direita de Mn (F ).
Exemplo 1.1.15. Mn (F ) não possui ideais bilaterais próprios.
Demonstração. Seja I um ideal bilateral deMn (F ). Vamos considerarX = {(i, j) | (i, j) ∈ n¯×n¯}, em que
n¯ = {1, . . . , n}. E para cada (i, j) o ideal bilateral de F, Ji,j = {x ∈ F | ∃ (aij)n×n ∈ I tal que aij = x},
isto é, A possui o elemento x na i-ésima linha e j-ésima coluna.
Como F é corpo, não possui ideais bilaterais próprios, então Ji,j = (0) para cada (i, j) ∈ X e,
neste caso, I = (0), ou existe (i0, j0) ∈ X tal que Ji0,j0 = F . Sendo F corpo, existe B ∈ I tal que
bi0j0 = 1. Como I é um ideal bilateral, temos que ei0,j0 = ei0,i0Bej0,j0 e, como ek,l = ek,i0ei0,j0ej0,l ∈ I
para quaisquer k, l = 1, . . . , n, temos que ek,l ∈ I. Já que as matrizes elementares formam uma base para
Mn (F ) como espaço vetorial, temos que I = Mn (F ). Assim, concluímos a demonstração.
Em particular, Mk,l (F ) não possui ideais bilaterais próprios.
Assim como para grupos e anéis, para álgebras também é válido o teorema do homomorfismo. Isto
é, pode se provar que a imagem homomórfica de uma F -álgebra é isomorfa a um quociente, cujo ideal no
denominador coincide com o núcleo do homomorfismo em questão.
Destacaremos agora alguns tipos especiais de álgebras.
Definição 1.1.7. Seja A uma álgebra.
1. A é nilpotente se existe n ∈ N− {0} tal que, para quaisquer a1, . . . , an ∈ A, tem-se a1 . . . an = 0.
O menor natural n com essa propriedade é chamado de expoente de A ou grau de nilpotência.
2. A é nil de grau limitado se existe n ∈ N − {0} tal que para todo a ∈ A, tem-se an = 0. O menor
natural n com essa propriedade é chamado de expoente de nil de A.
Note que toda álgebra nilpotente é nil. E toda álgebra unitária é não nilpotente.
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1.2 Polinômios e Identidades Polinomiais
Seja f (x1, . . . , xn) =
m∑
i=1
αiwi ∈ F 〈X〉, em que αiwi são todos monômios.
Definição 1.2.1. Seja wt = αxi1 . . . xis um monômio e f (x1, . . . , xn) um polinômio de F 〈X〉.
1. Se xj ∈ X, então o grau de xj em wt, denotaremos por degxjwt, é o número de ocorrências de xj
em wt.
2. O grau de wt, denotaremos por deg (wt), é o número total n de variáveis presentes no monômio
wt, considerando também multiplicidades de cada variável.
3. O grau de f , denotaremos por deg (f), é o maior grau obtido entre seus monômios.
4. O grau de xi em f , denotaremos por degxi (f) é o max1≤t≤mdegxiwt.
Seja f (x1, . . . , xn) =
m∑
i=1
αiwi. Se deg(w1) = . . . = deg(wm), diremos que f é um polinômio
homogêneo.
Definição 1.2.2. Seja f (x1, . . . , xn) =
m∑
i=1
αiwi, se degxi(w1) = . . . = degxi(wm), diremos que f é um
polinômio homogêneo em xi. Quando f é um polinômio homogêneo em todas as variáveis, diremos que f
é um polinômio multi-homogêneo.
Para um polinômio multi-homogêneo nas variáveis x1, . . . , xn existe a denominação demultigrau:
uma n-úpla cuja i-ésima entrada é o número de vezes que xi aparece em um monômio de f .
Exemplo 1.2.1.







é um polinômio multi-homogêneo de multigrau (2, 1, 1).
Seja f = f (x1, . . . , xn) ∈ F 〈X〉 um polinômio. Uma componente multi-homogênea de f é
a soma de todos os monômios de f com o mesmo multigrau. O leitor deve ter percebido que com essa
definição f é multi-homogêneo se, e somente se, possui uma única componente multi-homogênea. Observe
ainda que todo polinômio é escrito como soma de suas componentes multi-homogêneas.
Definição 1.2.3. Um polinômio f = f (x1, . . . , xn) é linear na variável xi, se xi ocorre com grau 1 em
cada monômio de f . Um polinômio que é multi-homogêneo e linear em cada uma de suas variáveis é
chamado de multilinear, isto é, f é multilinear se f é multi-homogêneo de multigrau (1,. . . ,1).
Observação 1.2.1. Como em um polinômio multilinear cada variável aparece em cada monômio de
f = f (x1, . . . , xn) com grau 1, então f é da seguinte forma: f =
∑
σ∈Sn
ασxσ(1) . . . xσ(n), em que ασ ∈ F .
Os polinômios multilineares são de grande importância para T -ideais em corpos de característica
zero.
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αif (yi, x2, . . . , xn) ,
para αi ∈ F, yi ∈ X.














αi1 . . .
tn∑
in=1
αinf (yi1 , . . . , yin) .
Definição 1.2.4. Um polinômio f = f (x1, . . . , xn) ∈ F 〈X〉 é dito uma identidade da álgebra A, se
para quaisquer a1, . . . , an ∈ A, ocorre:
f (a1, . . . , an) = 0.
Definição 1.2.5. Seja Id (A) = {f ∈ F 〈X〉 | f ≡ 0 em A} o conjunto de todas as identidades de A. Se
Id (A) 6= (0), então diremos que A é uma PI-álgebra.
Pode se mostrar que Id (A) é um ideal bilateral de F 〈X〉. Além disso, Id (A) é fechado por endo-
morfismos de F 〈X〉. De fato, sejam f (x1, . . . , xn) ∈ Id (A) , g1, . . . , gn ∈ F 〈X〉 e um ϕ ∈ EndF (F 〈X〉)




ϕ (f (x1, . . . , xn)) = f (ϕ (x1) , . . . , ϕ (xn)) = f (g1, . . . , gn) = f (g1 (xi1 , . . . , xim) , . . . , gn (xi1 , . . . , xim)) .
Note que f (g1 (xi1 , . . . , xim) , . . . , gn (xi1 , . . . , xim)) = 0 em A, pois para quaisquer a1, . . . , am ∈ A, te-
mos que gi (a1, . . . , am) ∈ A, para todo i = 1, . . . , n. Logo, f (g1, . . . , gn) ∈ Id (A). Concluímos que
ϕ (Id (A)) ⊆ Id (A).
Definição 1.2.6. Um ideal I de F 〈X〉 é um T -ideal se ϕ (I) ⊆ I, para todo ϕ ∈ End (F 〈X〉).
Note que se B é uma subálgebra de A, então Id (A) ⊆ Id (B).
Proposição 1.2.3. Seja I um T -ideal de F 〈X〉. Então, I = Id (F 〈X〉/I).
Demonstração. Seja A = F 〈X〉/I a álgebra quociente.
(⊆) Seja f (x1, . . . , xn) ∈ I. Vamos mostrar que f ∈ Id (A). Como I é T -ideal, para quaisquer
g1, . . . , gn ∈ F 〈X〉, temos que f (g1, . . . , gn) ∈ I. Assim, se g1 + I, . . . , gn + I ∈ A, então
f (g1 + I, . . . , gn + I) = f (g1, . . . , gn) + I = I = 0¯.
Logo, concluímos que I ⊂ Id (A).
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(⊇) Reciprocamente, seja f ∈ Id (A). Como
f (x1, . . . , xn) + I = f (x1 + I, . . . , xn + I) = 0¯ = I
temos que f ∈ I. Portanto, I = Id (A).
Proposição 1.2.4. Seja A uma álgebra gerada como espaço vetorial por um conjunto B e seja f =
f (x1, . . . , xn) ∈ F 〈X〉 um polinômio multilinear. Então, f é uma identidade para álgebra A se, e somente
se, f (b1, . . . , bn) = 0 para qualquer sequência de elementos (b1, . . . , bn) ∈ B.
Demonstração. (⇒) Como f é uma identidade da álgebra A, então f (a1, . . . , an) = 0 para quaisquer
a1, . . . , an ∈ A. Em particular, para os elementos de B.







wji , onde α
(i)
ji
∈ F, wji ∈ B e i = 1, . . . , n.
Daí, como f é multilinear, pela Observação 1.2.2, temos que






























αj1 · · ·αjn0 = 0.
Portanto, f é uma identidade de A.
1.3 Variedades
Definição 1.3.1. Dado um conjunto não-vazio S ⊆ F 〈X〉, a classe de todas as F -álgebras A tal que
f = 0 em A para todo f ∈ S, é chamado de variedade V = var (S) determinada por S.




Id (A) e diremos que Id (V) = 〈S〉T . Quando existe uma álgebra A tal que Id (A) = Id (V),
denotaremos por V = var (A) e diremos que V é a variedade gerada pela álgebra A.
Diremos que V é trivial se V é gerada pela álgebra trivial {0}, e é dita total se ela é gerada por F 〈X〉.
Definição 1.3.2. A variedade D é chamada de subvariedade de V se D ⊆ V.
Proposição 1.3.1. I é um T -ideal de F 〈X〉 ⇐⇒ existe alguma álgebra associativa B tal que Id (B) =
{f ∈ F 〈X〉 | f ≡ 0 em B} é igual a I.
Demonstração. (⇒) Pela Proposição 1.2.3, tomando B = F 〈X〉/I, tem-se Id (B) = I.
(⇐) Mostramos logo após a Definição 1.2.5.
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Proposição 1.3.2. Se V = V (S) é uma variedade de álgebras, então existe uma álgebra A tal que
V = V (A).
Demonstração. Seja o T -ideal 〈S〉T = I. Considerando A = F 〈X〉/I, temos var (A) = V.
Exemplo 1.3.1. A classe de todas as álgebras comutativas forma uma variedade própria V1 (S1), com
S1 = {[x, y]}.
Exemplo 1.3.2. A classe de todas as álgebras nil de expoente n forma uma variedade V2 (S2), com
S2 = {xn}.
Exemplo 1.3.3. A classe de todas as álgebras nilpotentes de expoente n forma uma variedade, com
S3 = {x1 . . . xn}. Note que, V3 (S3) ⊂ V2 (S2).
1.4 Polinômios Multilineares
Definição 1.4.1. Seja S um conjunto de polinômios em F 〈X〉 e f ∈ F 〈X〉. Diremos que f é uma
consequência dos polinômios em S (ou segue dos polinômios em S) se f ∈ 〈S〉T , o T -ideal gerado
pelo conjunto S.
Definição 1.4.2. Dois conjuntos de polinômios são equivalentes se eles geram o mesmo T -ideal.
Definição 1.4.3. Duas PI-álgebras A e B são PI-equivalentes se Id (A) = Id (B).
Teorema 1.4.1. Sejam F um corpo infinito, e f (x1, . . . , xn) uma identidade para uma álgebra A. Então
cada componente multi-homogênea de f também é uma identidade de A. Consequentemente, todo T -ideal
sobre um corpo infinito é gerado por seus polinômios multi-homogêneos.
Demonstração. Seja degx1f = m, observe que podemos decompor f (x1, . . . , xn) =
m∑
j=0
fj , em que cada
fj é a parcela de f que tem grau j em relação à variável x1.
Como F é infinito, existem distintos elementos α0, . . . , αm ∈ F . Por outro lado, como fj é homogêneo
em x1, obtemos que fj (αx1, . . . , xn) = αjfj (x1, . . . , xn) , para todo α ∈ F . Assim,
f (αx1, . . . , xi, . . . , xn) =
m∑
j=0
αjfj (x1, . . . , xn).
Como f é uma identidade de A, temos que, para quaisquer x¯1, . . . , x¯n ∈ A, α ∈ F
f (αx¯1, . . . , x¯n) = 0⇒
m∑
j=0
αjfj (x¯1, . . . , x¯n) = 0.
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Assim, obtemos um sistema de equações com m+ 1 variáveis, f0, . . . , fm:
f0 + α0f1 + . . . + α
m
0 fm = 0
f0 + α1f1 + . . . + α
m
1 fm = 0
...
...
... . . .
...
f0 + αmf1 + . . . + α
m
mfm = 0.
Vamos analisar se o sistema homogêneo tem solução não trivial, isto é, vamos verificar se o deter-





























Sabemos que C é não singular se detC 6= 0. Como detC = detCt =
∏
0≤i<j≤m
(αi − αj), já que escolhemos
os α′s todos distintos, temos que detC 6= 0. Assim, concluímos que f0, . . . , fn são identidades da álgebra
A.
Agora, para cada j = 1, . . . ,m; t = 1, 2, . . . , tomemos fjt a componente homogênea de x2 de grau
t em fj . Aplicando os mesmos argumentos anteriores, obtemos que fjt é uma identidade para A. Fazendo
este processo para cada variável xi, 1 ≤ i ≤ n, obtemos que cada componente multi-homogênea de f é uma
identidade para A, isto é, f¯k ∈ 〈f〉T , em que f¯k, ∀k, é componente multi-homogênea de f . Por outro lado,
já que podemos escrever f como soma de suas componentes multi-homogêneas, temos f ∈ 〈f¯1, . . . , f¯u〉T .
De onde concluímos que todo T -ideal é consequência de seus polinômios multi-homogêneos.
Seja f = f (x1, . . . , xn) um polinômio multi-homogêneo e degxif = ai, para todo i = 1, . . . , n.
Seja o polinômio obtido de f ,
h (x11, . . . , x1a1 , x2, . . . , xn) = f (x11 + . . .+ x1a1 , x2, . . . , xn)−
a1∑
i=1
f (x1i, x2, . . . , xn).
As componentes multi-homogêneas de h são chamadas linearizações parciais próprias com respeito à
variável x1. Entre eles existe linearização parcial que é linear em todas as variáveis x11, . . . , x1a1 . Este
processo pode ser feito em relação a cada uma das variáveis, e vamos conseguir a linearização de f que é
um polinômio multilinear. Ela chama-se linearização completa (componente multilinear) do polinômio
f(x11 + . . .+ x1a1 , . . . , xn1 + . . .+ xnan) .
Exemplo 1.4.1. Multilinearização do polinômio f (x) = xn é
h (x1, . . . , xn) =
∑
σ∈Sn
xσ(1) . . . xσ(n).
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Exemplo 1.4.2. Multilinearização do polinômio f (x1, x2) = x21x2 é
h (y1, y2, x2) = y1y2x2 + y2y1x2.
Teorema 1.4.2. Se a característica de F é zero, todo polinômio não nulo f ∈ F 〈X〉 é equivalente a um
conjunto finito de polinômios multilineares.
Demonstração. PeloTeorema 1.4.1, podemos supor que f = f (x1, . . . , xn) é polinômio multi-homogêneo.
Suponha que f é multi-homogêneo de degxif = ai, para todo i = 1, . . . , n.
Seja h (x11, . . . , x1a1 , x21, . . . , x2a2 , . . . , xn1, . . . , xnan) a linearização completa de f . Pelo Teorema 1.4.1,
temos que 〈h〉T ⊆ 〈f〉T . Agora vamos substituir xi1, . . . , xiai por xi no polinômio h. Obtemos
h (x1, . . . , x1, x2, . . . , x2, . . . , xn, . . . , xn) = a1!a2! · · · an!f (x1, . . . , xn) .
Como a característica de F é zero, temos que a1!a2! · · · an! 6= 0. Logo, 〈f〉T ⊆ 〈h〉T . Portanto, 〈f〉T =
〈h〉T .
Este teorema nos diz que sobre um corpo de caracterítica zero, se um polinômio f é uma identidade
de alguma álgebra, então podemos supor f multilinear. Pois caso não seja, podemos multilinearizá-lo e o
polinômio multilinear obtido de f gera o mesmo T -ideal que f .
Proposição 1.4.3. Sejam A e C duas F -álgebras, onde F é corpo de característica zero. Se C é álgebra
comutativa não nilpotente, então, Id (A⊗ C) = Id (A).
Demonstração. (⊆) Seja f (x1, . . . , xn) =
∑
σ∈Sn
ασxσ(1) · · ·xσ(n) um polinômio multilinear em Id (A⊗ C) .
Como C é não nilpotente, existem ci1 , . . . , cin ∈ C tais que ci1 · · · cin 6= 0. Assim, para quaisquer
a1, . . . , an ∈ A, temos
0 = f (a1 ⊗ ci1 , . . . , an ⊗ cin) =
∑
σ∈Sn




ασ(aσ(1) · · · aσ(n))⊗ (ciσ(1) · · · ciσ(n))
= f (a1, . . . , an)⊗ ci1 · · · cin .
Logo, f ∈ Id (A). Pelo Teorema 1.4.2 segue que Id (A⊗ C) ⊆ Id (A).
(⊇) Se BA e BC são bases para A e C respectivamente, sabemos que B = {a⊗b | a ∈ BA e b ∈ BC}
é base para A ⊗ C. Seja f(x1, . . . , xn) um polinômio multilinear em Id (A). Se a1, . . . , an ∈ BA e
c1, . . . , cn ∈ BC , temos
f (a1 ⊗ c1, . . . , an ⊗ cn) = f(a1, . . . , an)⊗ f(c1, . . . , cn) = 0⊗ cj1 · · · cjn = 0.
Pela Proposição 1.2.4, temos f ∈ Id(A⊗ C) e portanto, Id(A) ⊆ Id(A⊗ C).
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O símbolo ” ⊕ ” denota no texto, a soma direta de álgebras e o símbolo ” .+ ” a soma direta de
subespaços vetoriais.
Lema 1.4.4. Sejam A e B álgebras sobre F . Então, Id (A⊕B) = Id (A) ∩ Id (B).
Demonstração. Seja f (x1, . . . , xn) um polinômio multilinear tal que f ∈ Id (A)∩ Id (B). Para quaisquer
a1 + b1, . . . , an+ bn ∈ A⊕B, em que a1, . . . , an ∈ A e b1, . . . , bn ∈ B, temos que f (a1 + b1, . . . , an + bn) =
f (a1, . . . , an) + f (b1, . . . , bn) = 0 + 0 = 0, pois A ⊕ B é soma direta de álgebras e f ∈ Id (A) ∩ Id (B).
Logo, Id (A) ∩ Id (B) ⊆ Id (A⊕B) .
Id (A⊕B) ⊆ Id (A)∩ Id (B), pois A,B ⊆ A⊕B e assim, Id (A⊕B) ⊆ Id (A) , Id (B). Portanto,
concluímos a afirmação.
Note ainda que se A,B são PI-álgebras tais que A ∼= B, então Id (A) = Id (B) .
1.5 Anéis e Módulos
A maioria das demonstrações desta seção não fazem parte do objetivo principal do trabalho; assim,
muitas dessas demonstracões serão omitidas. O leitor interessado pode consultar [14].
Definição 1.5.1. Seja R um anel. Um conjunto (M,+) com operação binária definida nele, chama-se
R-módulo (módulo sobre R) à esquerda, se:
1. (M,+) é grupo abeliano;
2. Para qualquer m ∈M e r ∈ R tem-se rm ∈M ;
3. (r1 + r2)m = r1m+ r2m, para quaisquer m ∈M, r1, r2 ∈ R;
4. r (m1 +m2) = rm1 + rm2, para quaisquer m1,m2 ∈M, r ∈ R;
5. (r1r2)m = r1 (r2m) , para quaisquer m ∈M, r1, r2 ∈ R.
A definição de R-módulo à direita é análogo, mas agora R age em M pelo lado direito.
Um R-módulo à esquerda M chama-se unitário se satisfaz 1Rm = m, para todo m ∈M (se R é
unitário).
Observe que se R = F é um corpo, então um R-módulo é um espaço vetorial. Assim, uma álgebra
é um F -módulo.
Note que todo anel (álgebra) R é um módulo sobre si mesmo. Chamaremos tal módulo demódulo
regular à esquerda (à direita respectivamente).
Exemplo 1.5.1. Seja R = Mn (F ) o anel de matrizes. Note que M1 = Mn×1 (F ) e M2 = M1×n (F ) são
R-módulos à esquerda e à direita respectivamente.
Definição 1.5.2. Um subconjunto N ≤ M de um R-módulo M é um submódulo se N é um R-módulo
com as operações induzidas de M .
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Consideraremos R-módulos à esquerda e omitiremos o nome à esquerda, mas tudo pode ser feito
para R-módulos à direita.
Definição 1.5.3. Seja R um anel unitário. Um R-módulo M chama-se semissimples se todo submódulo
de M é um somando direto: para todo N ≤M, ∃ P ≤M : M = N ⊕ P.
Definição 1.5.4. Um R-módulo M 6= (0) chama-se simples se não possui submódulos próprio.
Note que todo módulo simples é semissimples.
Proposição 1.5.1. Sejam R um anel e M um R-módulo. M é semissimples se, e somente se, M é soma
direta de submódulos simples.
Demonstração. Ver [14], Proposição 8.42.
Definição 1.5.5. Seja R um anel unitário. Diremos que R é semissimples se R é semissimples como
R-módulo.
Pela Proposição 1.5.1, se R é um anel semissimples, então R é uma soma direta finita de ideais
à esquerda minimais, ou seja , R = ⊕nj=1Ij , em que Ij são ideais à esquerda minimais de R.
Proposição 1.5.2. Seja R um anel unitário semissimples. Então, R = B1⊕ . . .⊕Bt, em que B1, . . . , Bt
são ideais minimais bilaterais de R.
Demonstração. Ver [14], Lema 8.61.
Proposição 1.5.3. Seja R um anel unitário. Se R é anel semissimples, então todo R-módulo é semis-
simples.
Demonstração. Ver [14], Corolário 8.4.3.
Definição 1.5.6. Uma álgebra A diz-se simples se não possui ideais bilaterais próprios e A2 6= {0}.
Exemplo 1.5.2. As álgebras Mn (F ) e Mk,l (F ) são simples, pois pelo Exemplo 1.1.15, não possuem
ideais bilaterais próprios.
Toda álgebra simples é semissimples. Pela proposição anterior, qualquer módulo sobre Mn (F ) é
semissimples, este resultado será usado no Capítulo 5.
Proposição 1.5.4. [Teorema de Mascke] Sejam F um corpo de característica zero e G um grupo finito.
Então, FG é semissimples.
Demonstração. Ver [11], Teorema 1.9.
O Teorema de Mascke será de grande importância no Capítulo 3, em que apresentaremos alguns
resultados sobre a álgebra de grupo FSn, pois como F é de característica zero, teremos que FSn é
semissimples, ou seja, é escrita como soma direta finita de ideais minimais bilaterais.
Capítulo 2
Polinômios Alternados e Simétricos
Neste capítulo, apresentaremos caracterizações e exemplos de dois polinômios que nos darão su-
porte para trabalhar com o polinômio tipo Amitsur-Capelli. Mostraremos também algumas identidades
que são satisfeitas por álgebras de dimensão finita, principalmente as álgebras de matrizes.
2.1 Polinômios Alternados
Definição 2.1.1. Seja f = f (x1, . . . , xn, y1, . . . , yt) ∈ F 〈X〉. Diremos que f é alternado em x1, . . . , xn
se, para cada σ ∈ Sn, ocorre f
(
xσ(1), . . . , xσ(n), y1, . . . , yt
)
= sgn (σ) f (x1, . . . , xn, y1, . . . , yt), em que
sgn (σ) é o sinal da permutação σ.
A proposição a seguir caracteriza os polinômios alternados.
Proposição 2.1.1. Seja f = f (x1, . . . , xn, y1, . . . , yt) ∈ F 〈X〉. Então f é alternado em x1, . . . , xn se,





xτ(1), . . . , xτ(n), y1, . . . , yt
)
para algum polinômio
g ∈ F 〈X〉.
Demonstração. (⇐) Seja





xτ(1), . . . , xτ(n), y1, . . . , yt
)
,
para algum polinômio g ∈ F 〈X〉. Mostraremos que f é alternado. De fato, para qualquer σ ∈ Sn,
f
(







xσ(τ(1)), . . . , xσ(τ(n)), y1, . . . , yt
)
,
consideraremos pi = στ , quando τ percorre Sn, teremos que pi também percorre Sn. Assim,
f
(









xpi(1), . . . , xpi(n), y1, . . . , yt
)
= sgn (σ) f (x1, . . . , xn, y1, . . . , yt) .
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Portanto, f é alternado em x1, . . . , xn.
(⇒) Reciprocamente, suponha que f seja alternado em x1, . . . , xn, e consideremos o seguinte po-
linômio
g (x1, . . . , xn, y1, . . . , yt) =
1
n!










sgn (τ)2 f (x1, . . . , xn, y1, . . . , yt)
= f (x1, . . . , xn, y1, . . . , yt) .
Portanto, segue o resultado.
Corolário 2.1.2. Se f (x1, . . . , xn, y1, . . . , yt) é alternado em x1, . . . , xn então, quando substituirmos xi =
xj , f se torna um polinômio nulo.
Demonstração. Primeiro observe que, para qualquer transposição (i j) de Sn, tem-se que o conjunto
de permutações ímpares A′n é igual a (i j)An, em que An é o grupo alternado. Além disso pode-se
decompor Sn da seguinte forma, Sn = A′n ∪ An. Seja f (x1, . . . , xn, y1, . . . , yt) alternado em x1, . . . , xn.
Pela proposição anterior,





xτ(1), . . . , xτ(i), . . . , xτ(j), . . . ., xτ(n), y1, . . . , yt
)
,
para algum polinômio g ∈ F 〈X〉. Assim,





































xτ¯(1), . . . , xj , . . . , xi, . . . , xτ¯(n), y1, . . . , yt
)
⇒ f(x1, . . . , xi, . . . , xi, . . . , xn) = 0.
E segue o resultado.
Observação 2.1.3. A recíproca do Corolário 2.1.2 é verdadeira se f = f (x1, . . . , xn, y1, . . . , yt) for
linear em cada xi, i = 1, . . . , n.
Observação 2.1.4. Seja f = f (x1, . . . , xn, y1, . . . , yt) um polinômio linear em cada x1, . . . , xn e alternado
nessas variáveis. Se αxi1 · · ·xik · · ·xit · · ·xin é um monômio em f , então o monômio xi1 · · ·xit · · ·xik · · ·xin
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aparece em f , com coeficiente −α. Assim, por um processo de indução, para qualquer σ ∈ Sn o monômio
xiσ(1) · · ·xiσ(k) · · ·xiσ(t) · · ·xiσ(n) aparece em f com coeficiente sgn (σ)α.
Definição 2.1.2. O polinômio Capm (x1, . . . , xm; y1, . . . , ym−1) =
∑
σ∈Sm
sgn(σ) xσ(1)y1xσ(2) · · · ym−1xσ(m)
é chamado o polinômio de Capelli de posto m ou o m-ésimo polinômio de Capelli.
Consideraremos 〈Cap∗k〉T o T -ideal gerado pelo polinômio de Capelli e por todos os polinômios
obtidos de Capk ao substituir em cada conjunto de variáveis yi igual a 1. Note que existem 2m−1 tais
polinômios. Se A é unitária, então 〈Cap∗k〉T = 〈Capk〉T .
Definição 2.1.3. O polinômio Stm (x1, . . . , xm) =
∑
σ∈Sm
sgn (σ)xσ(1) · · ·xσ(m) é chamado polinômio
standard de posto m.
Exemplo 2.1.1. Pela Proposição 2.1.1, os polinômios Capm (x1, . . . , xm; y1, . . . , ym−1) e Stm (x1, . . . , xm)
são alternados em x1, . . . , xm.
Para as duas proposições seguintes vamos supor que a álgebra livre F 〈X〉 seja unitária, isto é,
vamos considerar o monômio vazio.





αw0,...,wmw0Capm (x1, . . . , xm;w1, . . . , wm−1)wm
é uma combinação linear do polinômio de Capelli, em que w0, . . . , wm são convenientes monômios em
F 〈X〉.
Demonstração. Seja βw0xi1w1xi2 . . . wm−1ximwm um monômio em f , em que β ∈ F e w0, . . . , wm são
adequados monômios em F 〈X〉 obtidos das variáveis restantes que aparecem em f , podendo ser até mesmo
triviais. Pela Observação 2.1.4, para qualquer σ ∈ Sm o monômio w0xiσ(1)w1xiσ(2) . . . wm−1xiσ(m)wm
aparece em f com coeficiente sgn (σ)β. Então, w0Capm (x1, . . . , xm, w1, . . . , wm−1)wm é um somando de
f com coeficiente +β. Portanto, f é combinação linear de polinômios desta forma.
O leitor deve ter percebido que, pela proposição anterior, se f é alternado em x1, . . . , xk e linear
em cada uma dessas variáveis, então f ∈ 〈Cap∗k〉T , mesmo a álgebra não sendo unitária. Note também
que Stk ∈ 〈Cap∗k〉T . Mas mostraremos no capítulo seguinte que se A satisfaz o polinômio standard não
necessariamente satisfaz o polinômio de Capelli do mesmo posto.
Proposição 2.1.6. Seja f (x1, . . . , xm) ∈ F 〈X〉.
1. Se f (x1, . . . , xm) é um polinômio alternado em x1, . . . , xm e multilinear de grau m, então
f = αStm (x1, . . . , xm) ,
para algum α ∈ F .
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2.
Stm+1 (x1, . . . , xm+1) =
m+1∑
i=1
(−1)i+1 xiStm (x1, . . . , xˆi, . . . , xm+1), em que
Stm (x1, . . . , xˆi, . . . , xm+1) = Stm (x1, . . . , xi−1, xi+1, . . . , xm+1) .
Portanto, se Stm é uma identidade para uma álgebra A, então Stm+1 também é uma identidade
para A.
Demonstração. O item 1 é um caso particular da proposição anterior, em que w′is são triviais.
Primeiro observe que podemos decompor Sm+1 por S′1 ∪ S′2 ∪ . . . ∪ S′m+1, em que
S′i = {τ (1 i i− 1 . . . 2) | τ ∈ Sm (1, 2, . . . , i− 1, i+ 1, . . . ,m+ 1) = Sim} ⊆ Sm+1, ∀ i = 1, . . . ,m + 1.
Daí,
Stm+1 (x1, . . . , xm+1) =
∑
σ∈Sm+1

















(−1)i+1 xiStm (x1, . . . , xˆi, . . . , xm+1),
em que pii = (1 i i− 1 . . . 2) e σi = τipii.
Proposição 2.1.7. Sejam f (x1, . . . , xn+1, y1, . . . , yt) um polinômio alternado em x1, . . . , xn+1, linear em
cada x1, . . . , xn+1. Se A é uma álgebra de dimFA= n, então A satisfaz o polinômio f .
Demonstração. Sejam C = {a1, . . . , an+1} ⊆ A um conjunto qualquer sobre F , e b1 . . . bt ∈ A. Como C é
linearmente dependente sobre F , suponhamos que a1 =
n+1∑
i=2














a primeira igualdade segue de f ser multilinear em x1, . . . , xn+1, e a segunda igualdade segue de f ser
alternado em x1, . . . , xn+1. Logo, A satistaz f .
2.2 Polinômios Simétricos
Definição 2.2.1. Seja f = f (x1, . . . , xn, y1, . . . , yt) ∈ F 〈X〉. Diremos que f é simétrico em x1, . . . , xn
se, para cada σ ∈ Sn, ocorre f
(
xσ(1), . . . , xσ(n), y1, . . . , yt
)
= f (x1, . . . , xn, y1, . . . , yt).
O seguinte resultado caracteriza todos os polinômios simétricos.
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Proposição 2.2.1. Seja f = f (x1, . . . , xn, y1, . . . , yt) ∈ F 〈X〉. Então f é simétrico em x1, . . . , xn se, e





xτ(1), . . . , xτ(n), y1, . . . , yt
)
para algum polinômio g ∈ F 〈X〉.
Demonstração. (⇐) Seja





xτ(1), . . . , xτ(n), y1, . . . , yt
)
,
para algum polinômio g ∈ F 〈X〉. Mostraremos que f é simétrico. De fato, ∀ σ ∈ Sn,
f
(







xσ(τ(1)), . . . , xσ(τ(n)), y1, . . . , yt
)
,
consideraremos pi = στ , quando τ percorre Sn, teremos que pi também percorre Sn. Assim,
f
(







xpi(1), . . . , xpi(n), y1, . . . , yt
)
= f (x1, . . . , xn, y1, . . . , yt) .
Portanto, f é simétrico em x1, . . . , xn.
(⇒) Suponhamos que f seja simétrico em x1, . . . , xn. Consideremos
g (x1, . . . , xn, y1, . . . , yt) =
1
n!












xτ(1), . . . , xτ(n), y1, . . . , yt
)
= f (x1, . . . , xn, y1, . . . , yt) .
Concluímos o resultado.
Exemplo 2.2.1. Pela Proposição 2.2.1, o polinômio f (x1, . . . , xn) =
∑
σ∈Sn
xσ(1) · · ·xσ(n) é um polinômio
multilinear e simétrico em x1, . . . , xn.
2.3 Exemplos de Identidades Matriciais
Exemplo 2.3.1. A álgebra de matrizes Mn (F ) satisfaz Capn2+1 e Stn2+1.
Demonstração. É consequência da Proposição 2.1.7, pois dimMn (F ) = n2.
Proposição 2.3.1. Capn2 não é uma identidade para Mn (F ), mas é satisfeito por qualquer subálgebra
própria de Mn (F ).
Demonstração. Considere a seguinte substituição:
x1 = e1,1, . . . , xn = e1,n, xn+1 = e2,1, . . . , x2n = e2,n, . . . , xn2 = en,n,
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todas distintas. Como yi está entre as variáveis xi e xi+1, se xi = el,k e xi+1 = et,v, então considere
yi = ek,t. Observe que, para qualquer σ ∈ Sn e σ 6= , em que  é a identidade de Sn, temos pelo menos
um produto do tipo ei,jet,l = 0, t 6= j. Assim, o único termo não nulo será o
e1,1e1,1e1,2e2,1 · · · ei,kek,iei,k+1 · · · en,n = e1,n.
Daí,
Capn2 (e1,1, e1,2, . . . , en,n, e1,1, e2,1, . . . , en,1) = e1,n.
Logo, Mn (F ) não é uma identidade para Capn2 . Por outro lado, qualquer subálgebra própria de Mn (F )
possui dimensão menor que n2. Assim, pela Proposição 2.1.7, qualquer subálgebra própria de Mn (F )
satisfaz a identidade de Capelli de posto n2.
Proposição 2.3.2. Mk (F ) não satisfaz qualquer identidade de grau < 2k.
Demonstração. Seja f um polinômio de grau menor que 2k. Como a caracteristica de F é zero, suponha f
multilinear e também f = f (x1, . . . , x2k−1); assim, é suficiente fazer as substituições apenas nos elementos
da base de Mk (F ). Seja
f (x1, . . . , x2k−1) =
∑
σ∈S2k−1
ασxσ(1) · · ·xσ(2k−1)
com α1 6= 0. Fazendo a seguinte substituição matricial
x1 = e11, . . . , x2t = et,t+1, x2t+1 = et+1,t+1, t = 1, . . . , k − 1.
Substituindo em f , obtem-se
f (e11, e12, e22, . . . , ek−1,kekk) = α1e1k 6= 0.
Portanto, f não é uma identidade para Mk (F ).
Teorema 2.3.3. [Amitsur-Levitzki] A álgebra Mk (F ) satisfaz a identidade standard St2k.
Demonstração. Faremos a demonstração no Capítulo 4.
Pela Proposição 2.3.1, Mk (F ) não satisfaz a identidade de Capelli de posto 2k. Portanto, o
polinômio de Capelli e o polinômio standard do mesmo posto não são PI-equivalentes.
Exemplo 2.3.2. Seja
UT (d1, . . . , dm) =

Md1 (F ) B12 · · · B1m




0 0 · · · Mdm(F )
 ,





a11 a12 · · · a1dj








em que akt ∈ F para qualquer k = 1, . . . , di, t = 1, . . . , dj e i < j. A álgebra UT (d1, . . . , dm) é uma
subálgebra de Md (F ) , em que d = d1 + . . .+ dm. Observe ainda que
B = B12
.










+ . . .
.
+ B(m−1)m
é um ideal bilateral e nilpotente de UT (d1, . . . , dm).
Lema 2.3.4. A álgebra de matriz triangular superior A = UT (d1, . . . , dm) satisfaz a identidade Stk ≡
0⇐⇒ k ≥ 2 (d1 + . . .+ dm)
Demonstração. Pelo Teorema de Amitsur-Levitzki, A satisfaz a identidade St2q, em que q = d1 + . . .+dm,
pois A é subálgebra de Mq (F ). Mostraremos que A não satisfaz a identidade St2q−1. De fato, A contém
as matrizes elementares, e1,1, e1,2, e2,2, e2,3, . . . , eq−1,q, eq,q de Mq (F ). Assim, ao substituirmos, obtemos
St2q−1 (e1,1, e1,2, e2,2, e2,3, e3,3, . . . , eq−1,q, eq,q) = e1,q 6= 0. Portanto, A não satisfaz identidade Stp para
p < 2q.
Capítulo 3
Representações de Sn e as Tabelas de
Young
Neste capítulo, falaremos rapidamente sobre a Teoria de representações de grupos finitos, depois
nos restringiremos ao grupo simétrico. Apresentaremos, um pouco, a teoria desenvolvida por Young
através dos diagramas. Já vista as representações de Sn, prosseguiremos definindo o polinômio tipo
Amitsur-Capelli e caracterizando as álgebras que satisfazem tal polinômio. As demonstrações omitidas
neste capítulo podem ser encontradas em [7], [11] e [12]. Iremos considerar F , de característica zero e
algebricamente fechado.
3.1 Representações de Grupos Finitos
Consideraremos nesta seção apenas álgebras unitárias e módulos à esquerda.
Definição 3.1.1. Sejam A uma F -álgebra e V um F -espaço vetorial. Um homomorfismo de F -álgebras
ϕ : A −→ EndF (V ) tal que ϕ (1A) = 1EndF (V ) é chamado de uma representação de A sobre F com
espaço de representação V .
Se dimF (V ) = n, n diz-se o grau da representação ϕ.
Definição 3.1.2. Sejam G um grupo finito, V um F -espaço vetorial e denote por GL (V ) o grupo das
transformações lineares invertíveis. Um homomorfismo de grupos f : G −→ GL (V ) é chamado de uma
representação de G com espaço de representação V .
Se dimF (V ) = n, n diz-se o grau da representação f .
Definição 3.1.3. Seja A uma álgebra sobre F . Duas representações ϕ : A −→ EndF (V ) e φ : A −→
EndF (W ), em que W,V são F -espaços vetoriais, chamam-se equivalentes, se V e W são isomorfos
como A-módulos.
Definição 3.1.4. Seja G um grupo finito. Duas representações f : G −→ GL (V ) e h : G −→ GL (W )
em que W,V são F -espaços vetoriais dizem-se equivalentes, se V e W são isomorfos como FG-módulos.
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Seja f : G −→ GL (V ) uma representação de G. Podemos estender f para FG pondo







Note que ϕ é uma representação de FG.
Reciprocamente, se ϕ : FG −→ EndF (V ) é representação de FG, podemos definir
f : G −→ GL (V )
g 7−→ ϕ (1F g)
,
que é uma representação do grupo G.
Seja M um FG-módulo. Podemos ver M como um F -módulo, ou seja, um F -espaço vetorial. De
fato, primeiro note que, para cada m ∈M e λ ∈ F , temos que λm = (λ1G)m ∈M . Agora, para cada
 ∈ FG, definimos a aplicação
ϕ : M −→ M
m 7−→ m
,
em que ϕ ∈ EndF (M). Assim, a aplicação
ϕ : FG −→ EndF (M)
 7−→ ϕ
,
é um homomorfismo de F -álgebras, ou seja, ϕ é uma representação de FG com espaço de representação
M .
Isto nos diz que cada FG-módulo M dá origem a uma representação de FG. Por outro lado, se
φ : FG −→ EndF (M) é uma representação de FG com espaço de representação M , podemos dar a M
uma estrutura de FG-módulo, definindo para quaisquer m ∈M,  ∈ FG: m := (φ ()) (m).
Definição 3.1.5. Uma representação f do grupo finito G com espaço de representação M diz-se com-
pletamente redutível se M é FG-módulo semissimples. E chama-se irredutível se M é simples.
Considere V um FG-módulo de dimensão finita sobre F . Sabe-se que GL (V ) é isomorfo ao grupo
de matrizes não singulares n× n sobre F . Isso induz a seguinte definição.
Definição 3.1.6. Sejam G um grupo, V um F -espaço vetorial de dimensão n e φ : G −→ GL (V ) uma
representação de G. A função definida por
χ : G −→ F
g 7−→ tr (φ (g))
é chamada de caracter da representação φ e n é chamado de grau do caracter χ.
Recorde que o traço de matriz tem as seguintes propriedades: tr (A+B) = tr (A) + tr (B) ,
tr (AB) = tr (BA) e tr (λA) = λtr (A) , ∀λ ∈ F .
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Vamos mostrar que χ não depende da escolha da base de V . Sejam B = {v1, . . . , vn} e C =
{w1, . . . , wn} duas bases para V .
Sejam ϕ : G −→ GL (V ) uma representação e A, Y as matrizes associadas ao operador linear ϕ (g)
na base B e na base C respectivamente. Recordemos que existe uma única matriz de passagem P tal








= tr (Y ). Logo, caracter não depende da
escolha da base de V .
Diremos que χ é um caracter irredutível se φ for uma representação irredutível.
Definição 3.1.7. Uma função de classe sobre um grupo G é uma função f : G −→ F que é constante
sobre as classes de conjugação: se g ∼ g1 ⇒ f (g) = f (g1). Denotaremos por CF (G) o conjunto das
funções de classe de G.
Como vimos acima, os caracteres são invariantes por conjugação. Logo, pertencem a CF (G).
Pelo Teorema de Mascke, FG é semissimples, isto é, FG = ⊕iFGei, em que ei é um idempo-
tente minimal central ortogonal, que gera um ideal bilateral minimal. O seguinte teorema nos permite
determinar ei.











em que χi é um caracter irredutível.
Demonstração. Ver [11], Teorema 2.12.










em que Irr(G) são os caracteres irredutíveis do grupo G.
Demonstração. Ver [11], Corolário 2.14.
O que sugere a seguinte definição.











Essa definição, juntamente com a Proposição 3.1.2, nos diz que se dois caracteres irredutíveis
são ortogonais, então o produto interno deles é nulo.
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Proposição 3.1.3. Suponha que F seja um corpo algebricamente fechado e de característica zero e
M1, . . . ,Mk é lista completa de representações irredutíveis de G não equivalente com caracteres χ1, . . . , χk,
respectivamente. Seja φ : G −→ GL (M) uma representação de G e escreva M ∼= m1M1 ⊕ . . . ⊕mkMk,





2. (χφ, χi) = mi ∀ i;




4. χφ é irredutível se, e somente se, (χφ, χφ) = 1;
5. seja φ′ outra representação de G, então φ é equivalente a φ′ se, e somenente se, χφ = χφ′ ;
6. |Irr (G) | é igual ao número de classes de conjugação do grupo G, em que Irr (G) são os caracteres
irredutíveis de G;
7. seja G′ o subgrupo derivado do grupo G. O número de caracteres lineares de G, isto é, caracteres
de grau 1, é igual a |G : G′|.
Demonstração. A demonstração pode ser encontrada em [11].
Exemplo 3.1.1. Seja G = Sn. Recorde que G′ = An; assim, |Sn : An| = 2. Considere os seguintes
homomorfismos de grupos
ϕ : Sn −→ GL (C)
σ 7−→ sgn (σ) 1
γ : Sn −→ GL (C)
τ 7−→ 1
.
Ambas são representações lineares. Logo, pela Proposição 3.1.3, são as únicas.
Exemplo 3.1.2. Pelo exemplo anterior, χϕ (σ) = sgn (σ) 1C e χγ (σ) = 1C, σ ∈ Sn são os caracteres
correspondentes a ϕ e γ respectivamente. Além disso, são os únicos caracteres lineares de Sn.
3.2 O Grupo Simétrico Sn e as Tabelas de Young.
Os conceitos apresentados nesta seção podem ser vistos em [7] (na Seção 2.2 e Seção 2.3).
Definição 3.2.1. Seja n ≥ 1 um inteiro. Uma sequência de inteiros não-negativos, λ = (λ1, . . . , λk), é
uma partição de n se, e somente se, satisfaz:
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Denotamos por λ ` n e h(λ) = k.
Se k = 1, então λ1 = n e denotaremos a partição λ = (n). Se λ1 = . . . = λk = d, denotaremos
λ = (dk), em que n = kd.
Denotaremos por P (n) o conjunto de partições de n, e por C = {C1, . . . , Cr} o conjunto das classes
de conjugação de Sn. Recordemos que dois elementos de Sn estão na mesma classe de conjugação se, e
somente se, eles possuem o mesmo tipo cíclico.
Lema 3.2.1. Há uma bijeção entre C e P (n).
Demonstração. Seja pi ∈ Sn. Recorde que qualquer elemento de Sn pode ser representado por produto
de ciclos disjuntos de Sn, isto é , pi =
(














, em que ijv são todos números
naturais entre 1, . . . , n, distintos. A decomposição é única a menos de ordem dos fatores. Vamos pedir
que o comprimento de cada ciclo obedeça lk ≥ lk+1, 1 ≤ k ≤ t− 1. Dessa forma, podemos definir
f : C −→ P (n)
pij 7−→ (l1, . . . , lt)
,
em que pij =
(














, 1 ≤ j ≤ r é representante da classe de conjugação Cj
tal que satisfaça lk ≥ lk+1, 1 ≤ k ≤ t−1. Se
t∑
1
li < n, então completamos pij com ciclos de comprimento
um, isto é, pij =
(














(s1) . . . (sv) , su 6= iz, até obter
t∑
i=1
li + v = n, caso
contrário, deixe pij da forma inicial.
Como dois elementos de Sn que estão em uma mesma classe de conjugação possuem o mesmo
tipo cíclico, temos que f está bem definida. Vamos mostrar que f é bijeção. Sejam α e β os respectivos
representantes das classes de conjugação Ci e Cj . Suponha que
f (α) = f (β) = (l1, . . . , lr) .
Isso significa que α e β tem o mesmo tipo cíclico, mas duas partições que tem o mesmo tipo cíclico são
conjugadas, isto é, pertencem à mesma classe de conjugação; assim, j = i. Logo, f é injetiva.
Vamos mostrar que f é sobrejetiva. Seja λ = (l1, . . . , lr) ∈ P (n), considere
pi = (1 2 . . . l1) (l1 + 1 . . . l1 + l2) . . . (l1 + l2 + . . .+ lr−1 + 1 . . . l1 + . . .+ lr) ∈ Sn.
Assim, f (pi) = λ. Logo, f é sobrejetiva. Portanto, f é bijetiva.
Recorde, pela teoria de representações de grupos finitos, que o número de caracteres irredutíveis
de um grupo é a ordem do conjunto de classes de conjugação desse grupo. Como em Sn o número de
classes de conjugação é igual ao número de partições de n, temos, por consequência, que existe uma
correspondência bijetiva entre os Sn-caracter irredutíveis e as partições de n.
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Denotaremos por χλ o Sn-caracter irredutível correspondente à partição λ ` n e por dλ = χλ (1)
o seu grau.
Lema 3.2.2. eλ =
∑
σ∈Sn
χλ (σ)σ é um quase idempotente central da álgebra FSn.










eλ o idempotente ortogonal da Proposição 3.1.1, em
que dλ é o grau do caracter irredutível χλ associado à partição λ ` n. Note que χλ(σ−1) = χλ(σ), para















Portanto, eλ é um quase idempotente.
Agora mostraremos que é central. É suficiente verificarmos que eλ comuta com os elementos da



















χλ (τ) τpi = eλpi.
Portanto, eλ é quase idempotente central.







Mdλ (F ) ,
em que Iλ = eλFSn ∼= Mdλ(F ) é ideal minimal bilateral de FSn e eλ =
∑
σ∈Sn
χλ (σ)σ é um escalar
multiplicado pela unidade de Iλ.
Definição 3.2.2. Seja λ = (λ1, . . . , λk) ` n. O diagrama de Young associado a λ é o subconjunto
finito de Z× Z definido como Dλ = {(i, j) ∈ Z× Z | i = 1, . . . , k, j = 1, . . . , λi}. O diagrama de Young
associado a λ, é constituído de n boxes distribuídos de modo que se tenha k linhas de boxes dispostos
lado a lado, os primeiros boxes à esquerda de cada linha sejam colocados um abaixo do outro para cada
i = 1, . . . , k e o número de boxes da i-ésima linha seja λi.
Dλ =
· · · λ1 boxes
· · · λ2 boxes
...
...
· · · λk boxes
.
Para cada partição λ, denotaremos por λ′ = (λ′1, . . . , λ′s) a partição conjugada de λ tal que
λ′1, . . . , λ′s são os comprimentos das colunas de Dλ. Logo, Dλ′ é obtido de Dλ através de reflexão de Dλ
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em relação à diagonal principal.
Exemplo 3.2.1. Se λ = (2, 2, 1), então λ′ = (3, 2) e Dλ′ é:
Dλ′ = .
Definição 3.2.3. Seja λ ` n. Uma tabela de Young Tλ do diagrama Dλ é um preenchimento dos boxes
de Dλ com inteiros 1, 2, . . . , n. Diremos também que Tλ é uma tabela de tipo λ.
Note que existem n! tabelas distintas do tipo λ.
Definição 3.2.4. Uma tabela Tλ do tipo λ é standard se os inteiros em cada linha e em cada coluna de
Tλ crescem da esquerda para direita e de cima para baixo, respectivamente.








O seguinte teorema mostra uma relação entre as tabelas standard e o grau dos Sn-caracteres
irredutíveis.
Teorema 3.2.4. [[7], Teorema 2.2.6] Seja λ ` n. O número de tabelas standard do tipo λ é igual ao grau
do caracter irredutível correspondente a λ, χλ.
Dado um diagrama Dλ, λ ` n, identificaremos um box de Dλ como o correspondente ponto (i, j).
Por exemplo, o segundo box da primeira coluna tem coordenada (2, 1).
Dada qualquer tabela Tλ do tipo λ ` n, denotaremos Tλ = Dλ (aij), em que aij é o inteiro no box
(i, j). Então,
Definição 3.2.5. O estabilizador-linha de Tλ é
RTλ = Sλ1 (a11, a12, . . . , a1λ1)× . . .× Sλk (ak1, ak2, . . . , akλk) ,
em que Sλi (ai1, ai2, . . . , aiλi) denota o grupo simétrico que age nos inteiros ai1, ai2, . . . , aiλi . Logo, RTλ é
o subgrupo de Sn constituído de todas as permutações que deixa invariante as linhas de Tλ.
Definição 3.2.6. O estabilizador-coluna de Tλ é
CTλ = Sλ′1
(
a11, a21, . . . , aλ′11
)
× . . .× Sλ′s
(
a1λ1 , a2λ1 , . . . , aλ′sλ1
)
,
em que λ′ = (λ′1, . . . , λ′s) é a partição conjugada de λ. CTλ é o subgrupo de Sn constituído de todas as
permutações que deixa invariante as colunas de Tλ.
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Obtemos os respectivos estabilizadores de colunas e linhas:
CTλ1 = {(1 3)(2), (1)(3)(2)} e RTλ1 = {(1 2)(3), (1)(2)(3)};
CTλ2 = {(1 2)(3), (1)(2)(3)} e RTλ2 = {(1 3)(2), (1)(3)(2)}.








Lema 3.2.5. e2Tλ = γeTλ, em que γ =
dλ
n! .
Demonstração. Ver [12], página 106.











(sgnτ)σ′τ = eTλ .
Isso significa que eTλ é simétrico em respeito a cada conjunto de índices correspondentes às linhas de Tλ.




sgnτ τeTλ = sgnpi
∑
τ ′∈CTλ




sgnτ τeTλ é alternado em respeito a cada conjunto de índices correspondentes às colunas
de Tλ.
Exemplo 3.2.4. No exemplo anterior temos,
eTλ1 = + (1 2)− (1 3)− (1 3 2) e eTλ2 = + (1 3)− (1 2)− (1 2 3) ,
em que  é a identidade de S3.
Sejam λ ` n, pi ∈ Sn. A ação de Sn na tabela Tλ = Dλ (aij) é a seguinte: piTλ = Dλ (pi (aij)).
Definição 3.2.8. Sejam Tλ e T ∗λ tabelas de Young do mesmo tipo λ. Diremos que Tλ e T
∗
λ são linhas
equivalentes se, e somente se, existe pi ∈ RTλ tal que T ∗λ = piTλ, e denotaremos por Tλ ∼ T ∗λ . De
forma similar, diremos que Tλ e T ∗λ são colunas equivalentes se, e somente se, existe τ ∈ CTλ tal que
T ∗λ = τTλ.
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são linhas e coluna equivalentes a Tλ respectivamente.
Denotaremos por {Tλ} o conjunto de todas as tabelas linhas equivalentes a Tλ do tipo λ ` n.




















Lema 3.2.6. Seja Tλ uma tabela do tipo λ ` n. Então, para todo σ ∈ Sn, temos:
1. RσTλ = σRTλσ
−1;
2. CσTλ = σCTλσ
−1;
3. eσTλ = σeTλσ
−1.
Demonstração. Faremos a demonstração do item 1. A demonstração do item 2 é similar ao item 1 e o
item 3 é consequência dos itens 1 e 2.
Sejam {Tλ} o conjunto de todos as tabelas linhas equivalentes a Tλ do tipo λ ` n, e pi ∈ Sn. Assim,
pi ∈ RσTλ ⇐⇒ pi{σTλ} = {σTλ} ⇐⇒ piσ{Tλ} = σ{Tλ} ⇐⇒ σ−1piσ{Tλ} = {Tλ} ⇐⇒ σ−1piσ ∈ RTλ
⇐⇒ pi ∈ σRTλσ−1.
Logo, concluímos a afirmação.
O algoritmo chamado de regra de Littlewood-Richardson mostra como obter o diagrama da
partição γ = λ⊗̂µ, em que ⊗̂ é o produto de partições chamado de produto externo, λ ` n, µ ` m e
γ ` n+m. O diagrama dessa operação é construído a partir dos diagramas correspondentes a λ e µ.
O algoritmo para determinar a decomposição da regra de Littlewood-Richardson é o seguinte:
Sejam λ ` n e µ ` m. Considere Tµ = Dµ (aij) em que os a′ijs são símbolos. Então:
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1. Adicione para Dλ todos os boxes com os símbolos a′1js. Após a adição, nenhuma linha da nova
tabela pode ter mais boxes que a linha anterior.
2. Em seguida, adicione todos os boxes com os símbolos a′2js, de acordo com a mesma regra, e assim
por diante, até todos os boxes com os símbolos serem adicionados.
3. Esses acréscimos devem ser tais que para todo i, se y < j, então aiy vai em uma coluna posterior à
de aij , e para todo j, se x < i, então axj vai em uma linha anterior à de aij .





vamos determinar o produto dessas partições através do algoritmo acima. Por simplicidade, vamos denotar




Seguiremos os passos do algoritmo: adicionaremos os boxes da primeira linha de µ.









X X X a12 a11
X X
X X X a11
X X a12
.
Agora adicionaremos os boxes da segunda linha de µ:
X X X a12 a11
X X
a12
X X X a11
X X a21
a12
X X X a11
X X
a12 a12












X X X a12 a11
X X a21
X X X a11








Capítulo 3. Representações de Sn e as Tabelas de Young 30
Assim,
(3, 2) ⊗̂ (2, 1) = (5, 3) + (5, 2, 1) + (4, 4) + 2 (4, 3, 1) + (4, 2, 2) + (4, 2, 1, 1) + (3, 3, 2)
+ (3, 3, 1, 1) + (3, 2, 2, 1) .
Observação 3.2.7. Em [12], pode ser encontrado que se χλ e χµ são caracteres, em que λ ` n e µ ` m,
então χ = χλ⊗̂χµ =
∑
γ`n+m




A proposição seguinte nos diz que o elemento quase idempotente eTλ gera um FSn-módulo à
esquerda minimal, e se duas tabelas standard T1 e T2 são do mesmo tipo, então os FSn-módulos minimais
gerados por eT1 e eT2 são isomorfos.
Proposição 3.2.8. [ [7], Proposição 2.2.13] Para cada tabela de Young Tλ do tipo λ ` n, o elemento eTλ
é um quase idempotente minimal de FSn e FSneTλ é um ideal à esquerda minimal de FSn com caracter
χλ. Se T e T ∗ são tabelas de Young do mesmo tipo λ, então eT e eT ∗ são conjugados em FSn, ou seja,
existe σ ∈ Sn tal que σeTσ−1 = eσT ∗ .
Proposição 3.2.9. [ [7], Proposição 2.2.14] Se T1, . . . , Tdλ são tabelas standard do mesmo tipo λ, então
























sgn (σ)σ = eTλ .
Proposição 3.2.11. Seja M um FSn-módulo à esquerda irredutível com caracter χ (M) = χλ, λ ` n.
Então, M é gerado como um FSn-módulo por um elemento da forma eTλf , para algum f ∈M e alguma
tabela standard de Young Tλ do tipo λ. Além disso, para qualquer tabela T ∗λ standard do tipo λ, existe
f ′ ∈M tal que M = FSneT ∗λf ′.
Demonstração. Primeiro recorde que FSn =
⊕
µ′`n
Iµ′ , em que Iµ′ = FSneµ′ =
dµ′⊕
i=1
FSneTi , e T1, . . . , Tdµ′
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são tabelas standard do tipo µ′. Recorde ainda que eλeµ = 0 se λ 6= µ, pois os caracteres irredutíveis são
ortogonais. Como 0 6= M = FSnM =
⊕
µ′`n
Iµ′M e por hipótese M é irredutível com caracter χ (M) = χλ,
temos queM = IλM =
dλ⊕
i=1
FSneTiM . Assim, existe um tabela standard Tλ tal queM = FSneTλM , pois
M é irredutível. Daí se 0 6= eTλf ∈M , temos que FSneTλf = M pela irredutibilidade de M .
Suponha que T ∗λ é outra tabela de Young do tipo λ. Sabe-se que eTλ = σeT ∗λσ
−1 para algum σ ∈ Sn,
então considere f ′ = σ−1f . Logo, FSneTλ = FSneT ∗λf
′.
3.3 Codimensões e Cocaracteres de uma Álgebra
Definição 3.3.1. Denotaremos por Pn = spanF 〈xσ(1) . . . xσ(n) | σ ∈ Sn〉 o espaço vetorial de todos os
polinômios multilineares em F 〈X〉 de grau n.




ατxτ(1) · · ·xτ(n) = f (x1, . . . , xn) ∈ Pn e σ ∈ Sn. Definimos a ação à esquerda de Sn
em Pn por
σf (x1, . . . , xn) := f
(





ατxστ(1) · · ·xστ(n) =
∑
pi∈Sn
βpixpi(1) · · ·xpi(n) ∈ Pn,
em que pi = στ .
Lema 3.3.1. Seja Pn o espaço vetorial de todos os polinômios multilineares de grau n. Então, Pn é
isomorfo a FSn como FSn-módulo à esquerda.
Demonstração. Considere a aplicação





ασxσ(1) · · ·xσ(n) ,
em que ασ ∈ F . Sem dificuldades é possível mostrar que ϕ é isomorfismo de F -espaços vetoriais.
Sejam σ ∈ Sn e o monômio Mσ (x1, . . . , xn) = xσ(1) · · ·xσ(n). Considere yi = xτ(i), para cada
τ ∈ Sn, temos
Mσ
(
xτ(1), . . . , xτ(n)
)
= Mσ (y1, . . . , yn) = yσ(1) · · · yσ(n) = xτσ(1) · · ·xτσ(n) = τMσ (x1, . . . , xn) .




















ασxpiσ(1) · · ·xpiσ(n) = f(xpi(1), . . . , xpi(n)),
para qualquer pi ∈ Sn. Logo Pn é FSn são isomorfos como FSn-módulo à esquerda.
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Seja A uma PI-álgebra, considere Id (A) o conjunto das identidades polinomiais de A. Como Pn é
um FSn-módulo à esquerda, temos que Pn ∩ Id (A), o conjunto de todas as identidades multilineares de
grau n de A, e o quociente PnPn∩Id(A) também são FSn-módulos à esquerda, já que Id (A) é fechado por
permutações das variáveis.
Definição 3.3.2. O não- negativo inteiro
cn (A) = dim
Pn
Pn ∩ Id (A)
é chamado a n-ésima codimensão da álgebra A. Se V é uma variedade de álgebras e V = var (A), então




Pn ∩ Id (A)
)
= dim (Pn)− dim (Pn ∩ Id (A))⇒ dim (Pn ∩ Id (A)) = n!− cn (A) .
Exemplo 3.3.1. Seja A uma álgebra. Então, A é uma PI-álgebra se, e somente se, cn (A) < n!.
Pois se A é uma PI-álgebra, então Id (A) ∩ Pn 6= (0). Logo, dim (Pn ∩ Id (A)) 6= 0.
Exemplo 3.3.2. Seja A uma álgebra nilpotente de grau m. Então, cn (A) = 0 para todo n ≥ m.
Pois, para qualquer n ≥ m, pela definição de nilpotente, a1 · · · an = 0, para quaisquer a1, . . . , an ∈
A. Assim,
dim (Pn/Pn ∩ Id (A)) = dim (Pn)− dim (Pn ∩ Id (A)) = n!− n! = 0.
Proposição 3.3.2. Sejam A e B PI-álgebras sobre o mesmo corpo F . Considere I = Id (A) , Id (B) = J .
1. Se I ⊆ J , então cn (B) ≤ cn (A).
2. Se I ⊆ J e cn (A) = cn (B) ∀ n ≥ 1, então I = J .
Demonstração. Seja I ⊆ J , então
1.
Pn ∩ I ⊆ Pn ∩ J ⇒ dimF (Pn ∩ I) ≤ dimF (Pn ∩ J)
⇒ −dimF (Pn ∩ I) ≥ −dimF (Pn ∩ J) ⇒ cn (A) ≥ cn (B) , ∀ n ≥ 1.
2. Temos que Pn ∩ I ⊆ Pn ∩ J . Como cn (A) = cn (B) , para todo n ≥ 1, segue que
dimF (Pn ∩ I) = dimF (Pn ∩ J)⇒ Pn ∩ I = Pn ∩ J, ∀ n ≥ 1.
Portanto, A é PI-equivalente a B.
Sejam F um corpo de característica zero, A uma F -álgebra e K uma extensão de F . Note que
podemos dar a A uma estrutura de K-álgebra através do produto tensorial A¯ = A ⊗F K, definindo:
λ (a⊗ k) := a⊗ (λk) , ∀ λ ∈ K, a ∈ A, k ∈ K.
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O seguinte teorema nos diz que à sequência de codimensões de A sobre F é igual à sequência de
codimensões de A¯ sobre K.
Teorema 3.3.3. Se A é uma F -álgebra e K é uma extensão de F , então






, ∀ n = 1, 2, . . .
Demonstração. Ver [7], Teorema 4.1.9.
A partir de agora, vamos assumir que o corpo F é algebricamente fechado.
Proposição 3.3.4. Se A e B são PI-álgebras, então cn (A) , cn (B) ≤ cn (A⊕B) ≤ cn (A) + cn (B).
Demonstração. Como Id (A) , Id (B) ⊇ Id (A⊕B) = Id (A) ∩ Id (B) então pela Proposição 3.3.2,
cn (A) , cn (B) ≤ cn (A⊕B) , ∀ n ≥ 1.
Por outro lado, a aplicação
ϕ : Pn −→ PnPn∩Id(A) ⊕ PnPn∩Id(B)
a 7−→ (a+ Pn ∩ Id (A) , a+ Pn ∩ Id (B))
é um homomorfismo de FSn-módulos e kerϕ = Pn∩Id (A)∩Id (B). Como Id (A⊕B) = Id (A)∩Id (B) ,
temos que kerϕ = Pn∩Id (A⊕B) e, pelo teorema do homomorfismo, obtemos que PnPn∩Id(A⊕B) é isomorfo
a um submódulo de PnPn∩Id(A) ⊕ PnPn∩Id(B) . Então, podemos ver PnPn∩Id(A⊕B) imerso em PnPn∩Id(A) ⊕ PnPn∩Id(B) .
Assim, cn (A⊕B) ≤ cn (A) + cn (B) . Logo, concluímos a afirmação.
O seguinte teorema, demonstrado por A. Regev, mostrou que se A é uma PI-álgebra, então sua
sequência de codimensões é limitada por função exponencial de n.
Teorema 3.3.5. Se a álgebra A satisfaz uma identidade de grau d ≥ 1, então cn (A) ≤ (d− 1)2n.
Demonstração. Ver [7], Teorema 4.2.4.
Definição 3.3.3. Para n ≥ 1, o Sn-caracter de PnPn∩Id(A) é chamado o n-ésimo cocaracter de A, e o
denotaremos por χn (A).
Sabemos que qualquer caracter χ é escrito como combinação linear dos caracteres irredutíveis, em




uma correspondência bijetiva entre os caracteres irredutíveis de Sn e as partições de n, podemos decompor





em que χλ é Sn-caracter irredutível que corresponde à partição λ e mλ ≥ 0 é a correspondente multipli-
cidade.
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O seguinte teorema foi demonstrado por A. Berele e A. Regev. Eles deram uma regra para calcular
o n-ésimo cocaracter do produto de T -ideais, através da regra de Littlewood-Richardson.
Teorema 3.3.6. Sejam A, A1 e A2 PI-álgebras com identidades Id (Aj) = Ij ⊆ F 〈X〉, j = 1, 2 e
Id (A) = I1I2. Seja {χn (A)} a sequência de cocaracteres de A. Então,





χ1⊗̂χn−j−1 (A2)− χn−j (A2)
]
,
em que χ1 significa adicionar um box ao diagrama correspondente a χt, e ⊗̂ denota o produto externo de
caracter.
Demonstração. Ver [3], Teorema 1.1.
Definição 3.3.4. Diremos que um polinômio f ∈ Pn corresponde à tabela Tλ se f = eTλf0 para algum
f0 ∈ Pn.
Observe que neste caso
eTλf = eTλeTλf0 = γeTλf0 = γf, γ ∈ Q.
Portanto, f = γ−1eTλf .
Daremos alguns exemplos de polinômios correspondentes as tabelas standard para f0(x1, . . . , xn) =
x1 · · ·xn.
Exemplo 3.3.3. Sejam n = 3 e λ ` 3.
1. Para λ1 = (3, 0, 0), temos apenas uma tabela standard:
Tλ1 = 1 2 3 .
Assim,
Rλ1
∼= S3 (1, 2, 3) e Cλ1 ∼= ε3,





é sistema completo de linearização de x3. Pelo Teorema 3.2.4, dimFS3fTλ1 =
3!
3.2 = 1.
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Para essas tabelas temos:
R′λ2
∼= S2 (1, 2) e C ′λ2 ∼= S2 (1, 3) ;
R′′λ2
∼= S2 (1, 3) e C ′′λ2 ∼= S2 (1, 2) .


























∼= ε3 e S3 (1, 2, 3) ∼= Cλ3 .









Exemplo 3.3.4. Para partição λ = (n) e sua conjugada λ′ = (1n), temos apenas uma tabela de Young
standard :
Tλ = 1 . . . n ⇒ fTλ =
∑
σ∈Sn








sgn(τ)xτ(1)xτ(2)xτ(3)xτ(4) · · ·xτ(n) = Stn (x1, . . . , xn) .
Proposição 3.3.7. Para qualquer polinômio multilinear f ∈ Pn, existe um conjunto finito de polinô-
mios g1, . . . , gr ∈ Pn e partições λ (1) , . . . , λ (r) de n (não necessariamente diferentes) tais que FSnf =
FSneTλ(1)g1 + . . .+ FSneTλ(r)gr.
Demonstração. SejaM = FSnf . Pelo Teorema de Mascke, todo FSn-módulo é completamente redutível.
Decompondo M em soma de submódulos irredutíveis M = M1 ⊕ . . .⊕Mr, segue da Proposição 3.2.11
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que Mi = FSneTλ(i)gi, para algum gi ∈ Pn, i = 1, . . . , r e alguma tabela standard Tλ(i) do tipo λ (i) ` n.
Portanto, FSnf = FSneTλ(1)g1 + . . .+ FSneTλ(r)gr.
Exemplo 3.3.5. Seja f = f(x1, x2, x3) = x1x2x3. O FS3-módulo à esquerda, FS3f = spanF 〈σf | σ ∈
S3〉 tem como base o conjunto {xσ(1)xσ(2)xσ(3) | σ ∈ S3}. Logo, P3 = FS3f = FS3f1 ⊕FS3f2 ⊕FS3f3 ⊕
FS3f4, em que f1, f2, f3, f4 são os polinômios do Exemplo 3.3.3.
Exemplo 3.3.6. f = f(x1, x2) = [x1, x2]. O FS2-módulo à esquerda,
FS2f = spanF 〈
[
xσ(1), xσ(2)
] | σ ∈ S2〉 = spanF 〈[x1, x2] , [x2, x1]〉 = spanF 〈 [x2, x1]〉,
pois [x1, x2] = − [x2, x1]. Assim, f2 = [x1, x2] ∈ FS2f e f1 = x1x2 + x2x1 6∈ FS2f . Logo, FS2f = FS2f2
e dimFS2f1 = 1, em que f1, f2 são os polinômios correspondentes as tabelas standard do tipo (2, 0) e (1, 1).
Definição 3.3.5. Definimos o gancho infinito H (d, l) como
H (d, l) =
∞⋃
n≥0
{λ = (λ1, λ2, . . .) ` n | λd+1 ≤ l}.
O gancho infinito H (d, l) pode ser dado como o conjunto de todos os diagramas cuja forma está













. . . . . . .
. . . . . . .
O inteiro d é chamado o braço e l, o pé do gancho.
Diremos que a partição λ está no gancho H (d, l) se o correspondente diagrama de Young Dλ está
contido em H (d, l), e escreveremos λ ∈ H (d, l).
Analogamente, seja V um FSn-módulo com caracter χn (V ) =
∑
λ`n
mλχλ. Diremos que χn (V ) ⊆
H (d, l) se λ ∈ H (d, l), para toda partição λ ` n tal que mλ 6= 0.
Para λ = (λ1, . . . , λp) ` n e µ = (µ1, . . . , µq) ` m vamos dizer que λ ≥ µ se, e só se, p ≥ q e
λi ≥ µi, ∀ i = 1, . . . , p. Portanto, λ ≥ µ significa que Dµ é subdiagrama de Dλ.
Lema 3.3.8. Sejam A,A1 e A2 álgebras tais que Id (A) = Id (A1) Id (A2). Se {χn (A1)} ⊆ H (d1, l1) e
{χn (A2)} ⊆ H (d2, l2), então {χn (A)} ⊆ H (d1 + d2, l1 + l2) ⊗̂χ1.
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Demonstração. Sejam λ ∈ H (d1, l1) e (µ1, . . . , µz) = µ ∈ H (d2, l2), em que λ ` n e µ ` m. Considere γ
a partição de n+µ1, obtida de λ e µ por adicionar ao diagrama Dλ apenas os boxes da primeira linha de
Dµ segundo a regra de Littlewood-Richardson. Assim, pela regra de Littlewood-Richardson,
γ1 ≥ λ1 ≥ γ2 ≥ λ2 ≥ . . . ≥ γd1 ≥ λd1 ≥ γd1+1 ≥ λd1+1 ≥ γd1+2 ≥ . . . ≥ γn+µ1 ,
pois não pode ter dois boxes da mesma linha de Dµ na mesma coluna de Dγ . Pela desigualdade anterior,
tem-se que
γd1+2 ≤ l1,
pois λd1+1 ≤ l1. Prosseguindo com este algoritmo, seja γd2 partição de n + µ1 + . . . + µd2 , obtida de λ
e µ por adicionar ao diagrama Dλ os boxes das µ1-linha,. . . , µd2-linha de Dµ. Pelo mesmo argumento
anterior, obtem-se que
γd21 = γ1 ≥ γd22 ≥ γd2−12 ≥ γd23 ≥ . . . ≥ γd2d1+d2 ≥ γ
d2−1
d1+d2




⇒ γd2d1+d2+1 ≤ l1,
pois γd2−1d1+d2 ≤ l1.
Seja α a partição de n+ µ1 + . . .+ µd2+1, obtida de γd2 e µd2+1 por adicionar ao diagrama Dγd2
apenas os boxes da µd2+1 de Dµ. Conseguimos para α uma desigualdade similar às anteriores, ou seja,
ao adicionar µd2+1 boxes em γd2 , tem-se que αd1+d2+1 ≤ γd2d2+d1+1 + l2 ≤ l1 + l2.
Agora, ao adicionar os boxes de µd2+i, i = 2, . . . , t tal que d2 + t = z, ao diagrama Dα, devido ao
novo diagrama a ser obtido Dα′ , os índices correspondentes aos boxes devem ser monótonos crescentes ao
longo de cada linha e estritamente crescentes ao longo das colunas, obtem-se que o número máximo de
boxes na (d1 + d2 + 1)-linha de Dα′ não ultrapassa γd2d2+d1 + l2 ≤ l1 + l2.
Se acaso colocar todos os boxes da (µd2+1)-linha de Dµ na (d2 + d1 + 1)-linha de Dα, não pode
adicionar mais nenhum box das linhas d2 + i de Dµ, i = 2, . . . , t, na (d2 + d1 + 1)-linha Dα.
Observe que, para que possa adicionar os boxes da (d2 + i)-linha de Dµ, i = 2, . . . , t, na linha
(d1 + d2 + 1) de Dα, deve-se diminur o número de boxes da (d2 + 1)−linha de Dµ, a ser adicionados na
(d2 + d1 + 1)-linha de Dγd2 . Mas, pelo mesmo motivo acima, do diagrama ser monótono crescente ao
longo de cada linha e estritamente crescente ao longo das colunas não deve ultrapassar l1 + l2. Assim,
segue o resultado.
Como consequência do lema anterior e Teorema 3.3.6, obtemos que se A1, . . . , At, A são PI-
álgebras com Id (A) = I1 . . . It, em que Ii = Id (Ai) é tal que {χn (Ai)} ⊆ H (di, li) para cada i = 1, . . . , t,
então
{χn (A)} ⊆ H (d1 + d2 + . . .+ dt, l1 + l2 + . . .+ lt) ⊗̂χ⊗̂(t−1)1 , ∀ n ≥ 1.
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3.4 Polinômios de Amitsur









χµ (σ)σ. O polinômio multilinear
e∗M,L (x¯, y¯) = e
∗
M,L (x1, . . . , xn; y1, . . . , yn−1) =
∑
σ∈Sn
χµ (σ)xσ(1)y1xσ(2) · · · yn−1xσ(n)
é chamado polinômio tipo Amitsur-Capelli ou polinômio de Amitsur.




= (1)M+1 = (1)n. Vimos anteriormente que
χµ (σ) = sgn (σ) , ∀ σ ∈ Sn. Dessa forma,
e∗M,L (x¯, y¯) =
∑
σ∈Sn
χµ (σ)xσ(1)y1xσ(2) · · · yn−1xσ(n) =
∑
σ∈Sn
sgn(σ)xσ(1)y1xσ(2) · · · yn−1xσ(n),
coincide com o polinômio de Capelli de posto n.
Suponha que o polinômio tipo Amitsur-Capelli é uma identidade para alguma álgebra A. Re-
corde que eλ gera o ideal bilateral Iµ = FSneµ e Iµ (x1y1 · · · yn−1xn) = FSneµ (x1y1 · · · yn−1xn) =
FSne
∗
M,L, onde Sn age nas variáveis x1, . . . , xn. Já que e
∗
M,L ∈ Id (A), temos que Iµ (x1y1 · · · yn−1xn) =




que Ti, para todo i = 1, . . . , dµ são tabelas standard. Assim,
dµ⊕
i=1
FSneTi (x1y1 · · · yn−1xn) = Iµ (x1y1 · · · yn−1xn) = FSne∗M,L ⊆ Id (A) .
Logo, eTi (x1y1 · · · yn−1xn) ∈ Id (A) , para todo i = 1, . . . , dµ. Dessa forma, se e∗M,L é uma identidade
para A, temos que os polinômios correspondentes as tabelas standard do tipo µ com f0 = x1y1 · · · yn−1xn
também são identidades para a álgebra A.
Reciprocamente, se para qualquer tabela standard do tipo µ ` n, o polinômio correspondente para
tabela standard fµ = eTµf0 é uma identidade para álgebra A, então FSnfµ ⊆ Id (A). Assim, temos que
e∗M,L também é uma identidade para A.
Denotaremos por E∗d,l o conjunto gerado por e
∗
d,l e por todos os polinômios obtidos de e
∗
d,l ao
substituir as variáveis yi = 1 de todas as possíveis maneiras. Chamaremos os elementos de E∗d,l de
polinômios tipo Amitsur-Capelli ou polinômios de Amitsur.
Os polinômios tipo Amitsur-Capelli generalizam o polinômio de Capelli no sentido que o polinômio
de Capelli caracteriza as álgebras que têm o cocaracter contido em uma dada tira e o polinômio de Amitsur
caracteriza as álgebras que têm o cocaracter contido em um dado gancho.
O seguinte teorema caracteriza as álgebras que satisfazem os polinômios tipo Amitsur-Capelli.
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Teorema 3.4.1. Sejam A uma PI-álgebra e χn (A) =
∑
λ`n
mλχλ o seu n-ésimo cocaracter. Então,
A satisfaz as identidades de Amitsur, E∗d,l ≡ 0⇔ mλ = 0 quando λ 6∈ H (d, l) .
Demonstração. Ver [7], Teorema 4.7.2 .
O seguinte resultado caracteriza todas as álgebras que satisfazem o polinômio de Capelli.
Corolário 3.4.2. [Teorema da Tira] Sejam A uma PI-álgebra e χn(A) =
∑
λ`n
mλχλ o seu n-ésimo
cocaracter. Então, A satisfaz Cap∗k ⇔ mλ = 0 quando h (λ) ≥ k, em que h(λ) é a altitude do diagrama.
Demonstração. Como vimos anteriormente, se l = 0, obtemos
e∗d,0 (x¯, y¯) =
∑
σ∈Sn
sgn(σ)xσ(1)y1xσ(2) · · · yn−1xσ(n) = Capn (x¯, y¯) .
Logo, Cap∗n = E∗d,0. Pelo Teorema 3.4.1, segue o resultado.





isto é, o n-ésimo cocaracter de A está em uma tira de altitude k.
Demonstração. Como dimFA = k, então A satisfaz o polinômio de Capelli de posto k + 1. Daí, pelo






isto é, o n-ésimo cocaracter de A está em uma tira de altitude k.
É importante o leitor observar que, pelo Corolário 3.4.3, o n-ésimo cocaracter de Mk (F ) está
em uma tira de altitude k2.
Capítulo 4
Algumas Álgebras Concretas e o
PI-expoente
Neste capítulo, falaremos sobre a álgebra de Grassmann, superálgebras simples, álgebras minimais
e reduzidas e álgebras verbalmente primas sobre um corpo de característica zero, que são umas das
principais ferramentas do nosso trabalho. Apresentaremos algumas propriedades dessas álgebras. Em
seguida, calcularemos o PI-expoente de tais álgebras.
4.1 Álgebra de Grassmann
Seja F 〈X〉 a álgebra associativa livre. Vamos considerar I o ideal bilateral de F 〈X〉 gerado pelo
conjunto {xixj + xjxi | i, j ≥ 1}. Para cada i ∈ N − {0}, definimos ei ∈ F 〈X〉/I da forma ei = xi + I.
Note que
eiej = xixj + xiI + xjI + I
2 = xixj + I.
Por outro lado,
xixj + xjxi ∈ I ⇒ eiej = xixj + I = −xjxi + I = −ejei.
Definimos a F -álgebra de Grassmann, G, por:
G = 〈e1, e2, . . . | eiej = −ejei〉.
Note que a relação eiej = −ejei implica que e2i = 0, para qualquer i ∈ N. Além disso, qualquer elemento
da álgebra de Grassmann é combinação linear de palavras da forma ei1 · · · eij , j ∈ N.
Se σ ∈ Sn, temos:
eσ(1)eσ(2) · · · eσ(n) = sgn (σ) e1 · · · en.
Note que G é soma direta dos seguintes subespaços vetoriais:
G0 = spanF 〈ei1 · · · ei2k | 1 ≤ i1 < . . . < i2k, k ≥ 1〉 gerado pelas palavras de comprimento par;
G1 = spanF 〈ei1 · · · ei2k+1 | 1 ≤ i1 < . . . < i2k+1, k ≥ 0〉, gerado pelas palavras de comprimento ímpar.
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Esses subespaços vetoriais satisfazem as seguintes propriedades:
1. G0G0 +G1G1 ⊆ G0;
2. G0G1 +G1G0 ⊆ G1;
3. G0 = Z (G);
4. [G,G] ⊆ G0;
5. G = G0
.
+ G1;
6. g1g2 = −g2g1, ∀ g1, g2 ∈ G1.
O item 1 ou 3 nos dá que G0 é uma subálgebra de G. Pelo itens 3 e 4, a álgebra de Grassmann G é uma
PI-álgebra, pois usando os elementos da base de G, tem-se que o polinômio
f (x1, x2, x3) = [[x1, x2] , x3] = x1x2x3 − x2x1x3 − x3x1x2 + x3x2x1
é uma identidade polinomial para G.
Uma álgebra que satisfaz as propriedades 1, 2 e 5 é chamada superálgebra. Nas próximas seções
iremos discutir esse conceito com mais detalhes.
Daremos, a seguir, exemplos de duas álgebras que serão de grande importância no nosso texto.
Exemplo 4.1.1. Mn (G) é uma F -álgebra de dimensão infinita.





) ∣∣∣∣∣ P ∈Mk(G0), Q ∈Mk×l(G1), R ∈Ml×k(G1) e S ∈Ml(G0)
}
,
é uma subálgebra de M(p+q)×(p+q) (G).
Daremos exemplos de polinômios que não são satisfeitos pela álgebra de Grassmann.
Exemplo 4.1.3. A álgebra de Grassmann não satisfaz a identidade standard, Stq, ∀ q ≥ 1.
Sejam g1, . . . , gq ∈ G1 tais que g1 · · · gq 6= 0 e lembre-se que para qualquer σ ∈ Sq, temos
gσ(1) · · · gσ(q) = sgn (σ) g1 · · · gq.
Então,
Stq (g1, . . . , gq) =
∑
σ∈Sq
sgn (σ) gσ(1) · · · gσ(q) =
∑
σ∈Sq
(sgn (σ))2 g1 · · · gq = q! (g1 · · · gq) 6= 0.
Portanto, Stq, para qualquer q ≥ 1.
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Por consequência, a álgebra de matriz com entradas em G também não satisfaz a identidade
standard, pois, caso contrário, G satisfazeria o polinômio standard.
Exemplo 4.1.4. Álgebra de Grassmann não satisfaz o polinômio de Capelli. Como no exemplo anterior,
considere g1, . . . , gq ∈ G1 e g′1, . . . , g′q−1 ∈ G0 tais que g1 · · · gqg′1 · · · g′q−1 6= 0 e faça a seguinte substituição
yi = g
′
i ∈ G0, para quaisquer i = 1, . . . , q − 1, e xj = gj ∈ G1, j = 1, . . . , q. Primeiro recorde que
G0 = Z (G). Assim,
Capq
(
g1, . . . , gq; g
′









2 · · · g′q−1gσ(t) = q!g1 · · · gqg′1 · · · g′q−1 6= 0.
Enunciaremos alguns resultados que nos darão suporte para demonstração do Teorema de Amitsur-
Levitzki.









, então ak = 0.
Demonstração. Ver [7], Lema 1.7.4.
Lema 4.1.2. Se a, b ∈Mk (G1) , então tr (ab) = −tr (ba).
Demonstração. Ver [7], Lema 1.7.5.
Corolário 4.1.3. Sejam r ≥ 1 e a1, . . . , a2r ∈Mk (F ). Então, tr (St2r (a1, . . . , a2r)) = 0.
Demonstração. Ver [7], Lema 1.7.6.
Agora apresentaremos a demonstração do Teorema de Amitsur-Levitzki, Teorema 2.3.3.
Demonstração. Mostraremos que St2k é satisfeito por Mk (Q). Sejam a1, . . . , a2k ∈ Mk (Q), G = G1
.
+
G0 a álgebra de Grassmann sobre o corpo dos racionais e considere a =
2k∑
i=1













= −tr (a2i−1a) = −tr (a2i) ⇒ tr (a2i) = 0 para todo i = 1, . . . , k. Pelo Lema
4.1.1, temos que a2k = 0. Logo, concluímos que St2k = 0 em Mk (Q).
4.2 Superálgebras Simples
Definição 4.2.1. Uma F -álgebra A é dita superálgebra (ou álgebra Z2-graduada) se existem dois
subespaços vetoriais A0 e A1, tais que:
1. A = A0
.
+ A1;
2. A0A0 +A1A1 ⊆ A0;
Capítulo 4. Algumas Álgebras Concretas e o PI-expoente 43
3. A0A1 +A1A0 ⊆ A1.
Note que A0 é uma F -subálgebra de A. Denotaremos a Z2-graduação de A pelo par (A0, A1).
Chamaremos A0 de componente par e, A1 de componente ímpar. Diremos que os elementos de A0 são
homogêneos de grau 0 e os elementos de A1 são homogêneos de grau 1.
Exemplo 4.2.1. A álgebra de Grassmann é uma superálgebra com graduação (G0, G1).
Exemplo 4.2.2. Toda álgebra admite uma graduação trivial (A0 = A,A1 = (0)).
Exemplo 4.2.3. A álgebra Mn (F ) é Z2-graduada, com graduação trivial (Mn (F ) , 0).
Exemplo 4.2.4. A álgebra Mk,l (F ) possui graduação
(
(Mk,l (F ))0 , (Mk,l (F ))1
)
, em que
(Mk,l (F ))0 =
(
Mk×k (F ) 0
0 Ml×l (F )
)
e (Mk,l (F ))1 =
(
0 Mk×l (F )
Ml×k (F ) 0
)
.
Exemplo 4.2.5. Considere G um grupo de ordem 2 e c o seu gerador. A álgebra FG é uma F -superálgebra
com a seguinte Z2-graduação:
(F, cF ) .






é Z2-graduada com graduação (Mn (F ) , cMn (F )).
Exemplo 4.2.7. Seja A1⊕ . . .⊕Am, em que A1, . . . , Am são superálgebras, então A1⊕ . . .⊕Am também
é uma superálgebra com graduação ((A1)0 ⊕ . . .⊕ (Am)0, (A1)1 ⊕ . . .⊕ (Am)1).
























Neste texto, consideraremos apenas a seguinte Z2-graduação para o produto tensorial:(
A0 ⊗B0
.





Definição 4.2.2. Diremos que uma subálgebra B (subespaço ou ideal) possui uma graduação induzida
de A se B herda a graduação de A, isto é , B =
⊕
g∈Z2




Definição 4.2.3. Sejam A e B duas F -superálgebras e ϕ : A −→ B um homomorfismo de F -álgebras.
Diremos que ϕ é um homomorfismo de F -superálgebras se ϕ (A0) ⊆ B0 e ϕ (A1) ⊆ B1.
A proposição seguinte nos permite verificar se a F -álgebra é uma superálgebra com Z2-graduação
não-trivial.
Proposição 4.2.1. Seja A uma álgebra. Então, A adimite Z2-graduação não trivial se existe ϕ automor-
fismo de A de ordem 2, e é trivial se a ordem de ϕ for 1. Em particular, V , uma subálgebra de A, possui
graduação induzida de A se V for invariante por automorfismo de A.
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Demonstração. Suponha que A seja uma F -superálgebra. Considere o seguinte homomorfismo de F -
álgebras:
ϕ : A −→ A
a0 + a1 7−→ a0 − a1
em que a0 ∈ A0 e a1 ∈ A1. Se A possui Z2-graduação não trivial, é possível ver que ϕ é um automorfismo
de A de ordem 2.
Reciprocamente, suponha que A seja álgebra e existe ϕ automorfismo de ordem 2. Defina os
subespaços
A0 = {a ∈ A | ϕ (a) = a} e A1 = {a ∈ A | ϕ (a) = −a}.
Notemos que se a ∈ A0 ∩A1 ⇒ a = 0 e portanto, A0 ∩A1 = {0}. Observe ainda que
A0A0 +A1A1 ⊆ A0 e A0A1 +A1A0 ⊆ A1.










ϕ(a) + ϕ2 (a)
2




Logo, A é uma superálgebra com Z2-graduação não trivial.
Suponha que ϕ (V ) = V . Para cada x ∈ V , temos que x = x0 +x1, em que xi ∈ Ai, i = 0, 1. Como
ϕ (x) = x0 − x1 ∈ V e x ∈ V , sendo V subespaço vetorial, temos que x1 = x−ϕ(x)2 , x0 = x+ϕ(x)2 ∈ V .
Logo, V = (V ∩A0)
.
+ (V ∩A1).
Reciprocamente, suponha V subespaço Z2-graduado. Seja x ∈ V , então x = x0 + x1, onde
x0, x1 ∈ V . Como V é subsepaço, temos que ϕ(x) = x0 − x1 ∈ V . Temos assim que ϕ (V ) ⊆ V . Já que
ordem de ϕ é 2 segue que V = ϕ2 (V ) ⊆ ϕ (V ). Logo, ϕ (V ) = V .
Definição 4.2.4. Sejam R um anel e M um R-módulo. O anulador de M em R:
AnnR (M) = {r ∈ R | rm = 0, ∀m ∈M}.
Diremos que M é um R-módulo fiel se AnnR (M) = (0).
Notemos que AnnR (M) é um ideal bilateral de R.
Definição 4.2.5. O radical de Jacobson de um anel R é a interseção dos anuladores de todos os
R-módulos simples. Denotaremos por J (R) = J .
Observe que J (R) é ideal bilateral de R. Se R for unitário, temos que J (R) 6= R.
Observação 4.2.2. O radical de Jacobson de uma álgebra A coincide com o radical de Jacobson de A
como anel.
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Proposição 4.2.3. Seja A uma álgebra de dimensão finita. Então, o radical de Jacobson de A é o maior
ideal nilpotente de A.
Demonstração. Ver [14], Proposição 8.34.
Definição 4.2.6. Uma superálgebra A é dita simples se não possui ideais graduados não triviais e
A2 6= 0.
Observe que se A é simples como álgebra, então ela é simples como superálgebra.







, em que c2 = 1, é uma álgebra semissimples e uma superálgebra simples.






= 1−c2 Mk (F )⊕ 1+c2 Mk (F ).







são 1−c2 Mk (F ) ,
1+c
2 Mk (F ) e esses não são graduados.






= (1−c)2 Mk (F ) ⊕ (1+c)2 Mk (F ). Se x ∈ J , então
x = a+ b, em que a ∈ A = (1−c)2 Mk (F ) e b ∈ (1+c)2 Mk (F ) = B. Considere
J1 = {a ∈ A | a+ b ∈ J, para algum b ∈ B} e J2 = {b ∈ B | y + b ∈ J, para algum y ∈ A}.
Vamos mostrar que J1 é ideal de A e J2 é ideal de B.
Sejam a, λd ∈ J1, em que λ ∈ F , então existem b, c ∈ B tais que a+ b ∈ J e λd+ c ∈ J . Como J
é ideal, temos que a − λd + b − c ∈ J , em que a − λd ∈ A e b − c ∈ B. Logo, J1 é F -subespaço vetorial
de J .
Agora vamos mostrar que é fechado para o produto: sejam a, c ∈ J1, então existem b, d ∈ B tais
que a+ b, c+ d ∈ J . Assim,
J 3 (a+ b) (d+ c) = ad+ bc+ ac+ bd = ac+ bd,
pois ad = bc = 0 o que implica ac ∈ J1. Portanto, J1 é ideal de A. Analogamente, mostra-se que J2 é
ideal de B. Segue que J = J1 ⊕ J2. Sendo J1 ideal de (1−c)2 Mk (F ), então ele é da forma (1−c)2 I1, em que
I1 é ideal de Mk (F ), mas Mk (F ) é simples, então I1 = 0 ou I1 = Mk (F ). Fazemos o mesmo raciocínio




Mk (F ) ;
(1 + c)
2
Mk (F ) ;
(1− c)
2
Mk (F )⊕ (1 + c)
2
Mk (F ) .






são (1−c)2 Mk (F ) e
(1+c)
2 Mk (F ).
Note que (1−c)2 Mk (F ) e
(1+c)
2 Mk (F ) não são graduados, pois
1+ c
2 Mk (F ) ∩ cMk (F ) = {0} =
1+ c
2 Mk (F ) ∩Mk (F ). Logo, Mk(F
.
+ cF ) é superálgebra simples.
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Os dois seguintes teoremas nos permitem uma descrição das álgebras de dimensão finita sobre um
corpo de característica zero e algebricamente fechado.
Teorema 4.2.4. [Descrição de superálgebras simples] Seja A uma superálgebra simples de dimensão
finita sobre um corpo F algebricamente fechado de característica zero. Então, A é uma das seguintes
superálgebras:







, em que c2 = 1 com graduação (Mk (F ) , cMk (F ));
3. Mk,l (F ), com graduação
(
(Mk,l (F ))0 , (Mk,l (F ))1
)
, em que
(Mk,l (F ))0 =
(
Mk×k (F ) 0
0 Ml×l (F )
)
(Mk,l (F ))1 =
(
0 Mk×l (F )
Ml×k (F ) 0
)
.
Demonstração. Ver [7], Teorema 3.5.3.
Observe que as superálgebras simples de dimensão finita são unitárias, e a unidade pertence à
parte par da graduação. Consequentemente, as álgebras semissimples são unitárias.
Exemplo 4.2.11. Seja A uma álgebra simples. Como J (A) é um ideal de A, temos que J = A ou
J = (0). Não podemos ter J = A, pois A é unitária. Portanto, J = (0) .
Exemplo 4.2.12. Se A = A1 ⊕ . . .⊕An é uma álgebra semissimples, então J (A) = (0).
Exemplo 4.2.13. J (UT (d1, . . . , dm)) = B12
.










+ B(m−1)m é o ideal
bilateral, nilpotente maximal de expoente m do Exemplo 2.3.2.
Lema 4.2.5. Seja A uma superálgebra de dimensão finita, então o radical de Jacobson J herda a graduação
de A.
Demonstração. Como dimFA é finita, temos que J é o maior ideal nilpotente de A. Suponha que o
expoente de nilpotência de J seja m. Mostraremos que ϕ(J) = J, pois pela Proposição 4.2.1, J é
graduado se, e somente se , ϕ(J) = J.
Como A é Z2-graduado, então existe ϕ automorfismo de A,
ϕ : A −→ A
a0 + a1 7−→ a0 − a1
,
em que a0 ∈ A0, a1 ∈ A1.
(⊆) Considere φ um qualquer automorfismo de A restrito a J . Como J é subálgebra, temos que
φ (J) também é, e mais φ (J) é ideal bilateral de A. De fato, se para quaisquer x ∈ φ (J) , a, b ∈ A, como





= φ(a′)φ(y)φ(b′) = axy ∈ φ (J) ,
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pois a′yb′ ∈ J (a′, b′ ∈ A e x ∈ J). Portanto, ϕ (J) é ideal bilateral de A.
Agora observe que, para quaisquer x1, . . . , xm ∈ J , temos x1 · · ·xm = 0, pois J é nilpotente de
expoente m. Então,
φ(x1) · · ·φ(xm) = φ (x1 · · ·xm) = φ (0) = 0, ∀ x1, . . . , xm ∈ J.
Logo, φ (J) é nilpotente. Em particular, temos que ϕ(J) é nilpotente. Já que J é o maior ideal nilpotente
de A, temos que ϕ (J) ⊆ J .
(⊇) Como ϕ é automorfismo, temos que ϕ−1 também é automorfismo. Então,
ϕ−1 (J) ⊆ J ⇒ J = ϕ (ϕ−1 (J)) ⊆ ϕ (J) .
Assim, pela Proposição 4.2.1, segue que J é Z2-graduado.
Teorema 4.2.6. [Teorema de Wedderburn-Malcev para superálgebras] Seja A uma superálgebra de dimen-




+ J (A) ,
em que B é uma F -subálgebra maximal semissimples graduado de A, J = J (A) é o radical de Jacobson
de A. O radical de Jacobson de A, J , é um ideal bilateral graduado de A, B = A1⊕ . . .⊕Am e A1, . . . , Am
são F -subálgebras simples com Z2-graduação induzida de A isomorfa a uma das seguintes superálgebras:
Mk(F ), Mk(F
.
+ cF ), Mk,l(F ).
Demonstração. Ver [7], Teorema 3.5.4.
4.3 Envolvente de Grassmann
Definição 4.3.1. Sejam A = A0
.
+ A1 uma superálgebra e G a álgebra de Grassmann G. A álgebra
G (A) = (A0 ⊗G0)
.
+ (A1 ⊗G1)
é chamada a envolvente de Grassmann da álgebra A.
Note que G (A) possui uma Z2-graduação natural ((A0 ⊗G0) , (A1 ⊗G1)).
Se A possui graduação trivial, temos que G (A) = A ⊗ G0. Neste caso, Id (A) = Id (G (A)), já
que G0 é comutativa e não nilpotente.
Sem dificuldades mostrar-se que G (A⊕B) = G (A)⊕G (B).
Exemplo 4.3.1. Como Mn (F ) possui graduação trivial, então G (Mn (F )) = Mn (F ) ⊗ G0 ∼= Mn (G0)
como álgebras.







= G0 ⊗ Mk (F )
.
+ G1 ⊗ cMk (F ) ∼= Mk (G) como álgebra (onde
c2 = 1).
Exemplo 4.3.3. G (Mk,l(F )) = G0 ⊗ ((Mk,l(F ))0
.
+ G1 ⊗ (Mk,l (F ))1 ∼= Mk,l (G) como álgebras.
Teorema 4.3.1. [A. R. Kemer] Toda variedade não trivial V de álgebras é gerada pela envolvente de
Grassmann de alguma superálgebra de dimensão finita A = A0
.
+ A1. Se uma variedade não contém a
álgebra de Grassmann, então ela é gerada por alguma álgebra de dimensão finita.
Demonstração. Ver [13], Teorema 2.3.
Como consequência do teorema anterior, temos que uma variedade V definida pelo polinômio de
Capelli ou pelo polinômio standard é gerada por uma álgebra de dimensão finita.
Teorema 4.3.2. χn(Mk,l(G)) ⊆ H(k2 + l2, 2kl), ∀ n ≥ 1.
Demonstração. A demonstração pode ser encontrada em [2].
Teorema 4.3.3. χn(Mk(G)) ⊆ H(k2, k2), ∀ n ≥ 1.
Demonstração. A demonstração pode ser encontrada em [5].
Como consequência dos teoremas anteriores e do Teorama 3.4.1, temos que:
Corolário 4.3.4. E∗k2+l2,2kl ⊆ Id (Mk,l (G)).
Corolário 4.3.5. E∗k2,k2 ⊆ Id (Mk (G)).
4.4 Álgebras Verbalmente Primas
Definição 4.4.1. Um ideal verbal de uma F -álgebra A é o conjunto de avaliações em A de um T -ideal
de F 〈X〉. Em outras palavras, se I é um T -ideal de F 〈X〉, o ideal verbal de A é o conjunto
{f (a1, . . . , an) | f (x1, . . . , xn) ∈ I, ai ∈ A},
e denotaremos por I (A) .
Sem muitas dificuldades é possível mostrar que ideal verbal é fechado por endomorfismos.
Lema 4.4.1. Todo ideal verbal é um ideal bilateral.
Demonstração. Seja I (A) um ideal verbal de A e suponha que r = f (a1, . . . , an) ∈ I (A) e a ∈ A.
Considere g = g(x1, . . . , xn, xn+1) = xn+1f (x1, . . . , xn) , onde f = f (x1, . . . , xn) ∈ I. Como f ∈ I, temos
que g ∈ I. Logo, ar = af(a1, . . . , an) = g(a1, . . . , an, a) ∈ I (A). De modo similar, mostra-se que I (A) é
um ideal à direita e um subespaço vetorial. Portanto, I (A) é um ideal bilateral de A.
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Demonstração. Seja
I1 (A) I2 (A) =
{∑
i,j









fi (ai1 , . . . , ait) gj (aj1 , . . . , ajl) = h (ai1 , . . . , , . . . , ait , aj1 , . . . , ajt) ∈ I1I2 (A) .
Logo, I1 (A) I2 (A) ⊆ I1I2 (A) .
(⊇)
I1I2 (A) = {h (a1, . . . , at) | h (x1, . . . , xt) ∈ I1I2 ai ∈ A}.
Seja h ∈ I1I2, então
h (x1, . . . , xt) =
∑
i,j
fi (xi1 , . . . , xik) gj (xj1 , . . . , xjl),
em que fi ∈ I1, gj ∈ I2 e xi1 , . . . , xit , xj1 , . . . , xjl ∈ {x1, . . . , xt}; assim
h (a1, . . . , at) =
∑
i,j
fi (ai1 , . . . , aik) gj (aj1 , . . . , ajl) ∈ I1 (A) I2 (A) ,
pois fi (ai1 , . . . , aik) ∈ I1 (A) , gj (aj1 , . . . , ajl) ∈ I2 (A). Concluímos a igualdade.
Definição 4.4.2. Um T -ideal I é verbalmente primo se para quaisquer T -ideais I1, I2 o fato, I1I2 ⊆ I
implica que I1 ⊆ I ou I2 ⊆ I. Diremos que uma variedade V é prima se o correspondente T -ideal é
verbalmente primo. E chamaremos uma álgebra A de verbalmente prima se ela gera uma variedade prima,
isto é, se Id (A) é verbalmente primo.
Primeiro, observe que F 〈X〉 não é uma PI-álgebra. De fato, suponha que f (x1, . . . , xn) é uma
identidade não nula para F 〈X〉, então para todo hi ∈ F 〈X〉, temos que f (h1, . . . , hn) = 0, em particular
para hi = xi, i = 1, . . . , n, contradição. Portanto, Id (F 〈X〉) = (0).
Temos claramente que a variedade V = var (F 〈X〉) de todas as álgebras associativas, é prima.
O teorema seguinte mostra que as álgebras Mn (F ) , Mk,l (G) e Ml (G) geram uma variedade
prima.
Teorema 4.4.2. Seja A = Mn (F ) ou Mk,l (G) ou Ml (G). Então, V = var (A) é prima.
Demonstração. Suponhamos que Γ1,Γ2 são T -ideais de F 〈X〉 tais que Γ1,Γ2 6⊆ Id (A) e Γ1Γ2 ⊆ Id (A).
Consideramos os ideais verbais de A, Γ1 (A) e Γ2 (A) correspondentes a Γ1,Γ2. Como Γi 6⊆ Id (A), temos
Γi (A) 6= {0}, ∀ i = 1, 2. Por outro lado, Γi (A) é ideal de A.
Se A = Mn (F ), temos que Γi (A) = A, pois A é álgebra simples. Como Γ1Γ2 ⊆ Id (A), temos que
Γ1 (A) Γ2 (A) = Γ1Γ2 (A) = 0; assim, 0 = Γ1 (A) Γ2 (A) = A2, mas A = Mn (F ) é álgebra simples, então
A2 6= 0, contradição. Logo, Γ1Γ2 6⊆ Id (A) .
Capítulo 4. Algumas Álgebras Concretas e o PI-expoente 50
Agora suponhamos que A = Ml (G). Então A pode ser vista como uma álgebra sobre G0, isto é ,
se a ∈ G0 e x = (bij)i,j=1,...,l ∈Ml(G), então
ax =

ab11 . . . ab1l
... . . .
...
abl1 . . . abll
 .
Suponhamos que x ∈ Γk (A) , k = 1 ou k = 2. Como Γi (A) 6= 0, escolhemos x 6= 0, então bij 6= 0 para
algum i, j. Consideramos os seguintes elementos de A:
y = g1 ⊗ es,i e z = g2 ⊗ ej,t, g2, g1 ∈ G ⇒ yxz = (g1bijg2 ⊗ es,t) ∈ Γ (A) , ∀ s, t = 1, . . . , l
⇒ (αst ⊗ 1) yxz = (αst ⊗ 1) (g1bijg2 ⊗ es,t) = αstg1bijg2 ⊗ es,t ∈ Γ (A) ,∀ αst ∈ G.
Em particular, podemos escolher os elementos g1, g2 ∈ G tais que g1bijg2 = ei1ei2 · · · ei2N , para algum N ,
em que ei1 , . . . , ei2N são todos distintos elementos da base de G, de forma que g1bijg2 ∈ G0.
De fato, seja bij =
∑
k
βikei1 · · · eik , em que βik ∈ F e eij são elementos geradores de G. Su-
ponhamos que {ei1 , . . . , ein} são elementos geradores de G tais que os momômios de bij sejam escritos
como produto de alguns desses elementos (ou todos, pois pode haver um monômio que dependa de to-
dos). Consideramos w o monômio de menor comprimento que aparece em bij e suponhamos que w seja
escrito como produto de elementos de {ej1 , . . . , ejk} ⊆ {ei1 , . . . , ein}, ponhamos g1 e g2 como ek1 · · · ekt
e ekt+1 · · · ekm respectivamente, em que {ek1 , . . . , ekm} = {ei1 , . . . , ein} − {ej1 , . . . , ejk}. Como eiteit = 0,
obtemos g1bijg2 = g1w1g2. Se comprimento de g1bijg2 for ímpar, ponhamos g1 = ek1 · · · eiteu, onde eu é
um elemento gerador de G tal que eu /∈ {ei1 , . . . , ein}. Assim, g1bijg2 é um monômio de comprimento par,
ou seja, existe N tal que g1bijg2 = ei1 · · · ei2N ∈ G0. Logo, para qualquer αst ∈ G para todo s, t, temos
que αstg1bijg2 ⊗ es,t = ei1 · · · ei2Nαstes,t ∈ Γ(A). Assim, ei1 · · · ei2NA ∈ Γ(A).
Recordamos que um ideal verbal de uma álgebra é invariante por endomorfismo. Consideramos
B = {e1, e2, . . .} um conjunto de geradores G, e Bj = {et1 , . . . , et2N } ⊆ B, j ∈ N, definimos a aplicação:





para quaisquer p = 1, . . . , 2N e q /∈ {i1, . . . , i2N , t1, . . . , t2N}, ou seja, para eik ∈ {ei1 , . . . , ei2N }, etk ∈ Bj









βu,vϕj (eu1) · · ·ϕj (euv), βu,v ∈ F.
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ϕ¯j é um automorfismo de G. Note ainda que o automorfismo ϕ¯j induz um automofismo
φj : Ml (G) −→ Ml (G)
er ⊗ es,t 7−→ ϕ¯j(er)⊗ es,t
Dessa forma, como ei1 · · · ei2NA ⊆ Γ (A) e Γ (A) é fechado por endomorfismo, temos GN0 A ⊆ Γ (A). Agora
sejam Γ1,Γ2 conforme consideramos anteriormente, mostramos que existem N1, N2 tais que GN10 A ⊆
Γ1 (A) e GN20 A ⊆ Γ2 (A); assim, 0 6= GN1+N20 A2 ⊆ Γ1 (A) Γ2 (A) = 0, contradição, já que GN1+N20 e A2
são não nulos e teremos que GN1+N20 A
2 6= {0}. Logo, Γ1Γ2 6⊆ Id (A) o que implica var (A) é prima.
Se A = Mk,l (G), a demonstração é similar ao caso A = Ml (G). Suponhamos que x ∈ Γ (A),
e pegamos y, z ∈ A da mesma forma como no caso anterior, em que yxz = g1bijg2 ⊗ es,t. Se i, j ∈
{1, . . . , k} ou i, j ∈ {k + 1, . . . , k + l}, então bij ∈ G0, se i ∈ {1, . . . , k} e j ∈ {k + 1, . . . , k + l} ou
j ∈ {1, . . . , k} e i ∈ {k + 1, . . . , k + l}, então bij ∈ G1. Podemos escolher g1, g2 tais que g1bijg2 é ímpar
ou par, corresponde à posição (s, t).
A partir de agora a demonstração segue de forma análoga como no caso de A = Ml (G).
Portanto, var (A) é prima, em que A = Mn (F ) ou Mk,l (G) ou Ml (G).
Corolário 4.4.3. As álgebras Mn (F ) , Mk,l (G) e Ml (G) são verbalmente primas.
A. R. Kemer caracterizou os T -ideais verbalmente primos sobre um corpo de característica zero e
afirmou que este estudo de T -ideais verbalmente primos pode ser reduzido a T -ideais de identidades das
seguintes álgebras verbalmente primas: F 〈X〉, Mk (F ) , Mk (G) , Mk,l (G), para k, l > 0.
Teorema 4.4.4. [A. R. Kemer] Seja uma variedade não trivial V sobre um corpo de característica zero.
Então, V é verbalmente prima se, e somente se, V = var (G (A)), em que A é uma das superálgebras
simples.
Demonstração. Ver [13], Teorema 1.2.
4.5 O PI-expoente de uma Álgebra
Sejam A uma PI-álgebra sobre um corpo de característica zero e {cn (A)}n≥1 a sua sequência de
codimensões.
Sabemos que se A é uma álgebra nilpotente de expoente N , então a sua sequência de codimensões
é cn (A) = 0, para n ≥ N inteiro. A. Regev provou que se A satisfaz alguma identidade de grau d ≥ 1,
então cn (A) ≤ (d− 1)2n.
Dessa maneira, se A é uma PI-álgebra, existe uma constante a ∈ N tal que:
0 ≤ cn (A) ≤ an.
Portanto, a sequência da n-ésima raiz n
√
cn (A), n = 1, 2, . . . é limitada e podemos definir:
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Definição 4.5.1.





é chamado o expoente superior de A.
Definição 4.5.2.





é chamado o expoente inferior de A.
Definição 4.5.3. Quando exp (A) = exp (A), definimos o PI-expoente de A por:





No caso em que V = var (A) é uma variedade de álgebras sobre F gerada por A, escreveremos
exp (V) = exp (A)
Assumiremos F um corpo algebricamente fechado de característica zero. Seja A = A0
.
+ A1 uma





em que Ass = A1 ⊕A2 ⊕ . . .⊕Ak é subálgebra maximal semissimples Z2-graduada de A, A1, . . . , Ak são
superálgebras simples, e J = J (A) é o radical de Jacobson de A, que também é graduado. Denotaremos
por m = dimFA.
Consideraremos todos os produtos do tipo
B1JB2 . . . Br−1JBr 6= 0 (4.1)
em que B1, . . . , Br são distintas subálgebras retiradas do conjunto {A1, . . . , Ak}, com r ≤ k.
Seja
q := max{dimF (B1 ⊕ . . .⊕Br)} (4.2)
em que B1, . . . , Br satistaz (4.1).
A. Giambruno e M. Zaicev provaram que existe uma estreita conexão entre exp (G (A)) e o número
q definido acima. Provaram que se U é uma PI-álgebra sobre um corpo qualquer de característica zero,
então exp (U) existe e é um inteiro. E mais, se incluir a hipótese de F ser algebricamente fechado e A uma
álgebra de dimensão finita Z2-graduada cuja G (A) satisfaz as mesmas identidades de U , então exp (U) =
exp (G (A)) = dimFBss, em que Bss é uma adequada subálgebra de A Z2-graduada semissimples.
Teorema 4.5.1. Seja A uma superálgebra de dimensão finita sobre um corpo algebricamente fechado F
de característica zero e q ≥ 0 o inteiro definido anteriormente . Então, existem constantes dependendo
apenas da dimFA, C1, C2, r1, r2 tais que C1, C2 6= 0 e
C1n
r1qn ≤ cn (G (A)) ≤ C2nr2qn.
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Em particular, exp (G (A)) = q.
Demonstração. A demonstração pode ser encontrada em [7].
Corolário 4.5.2. Seja U uma PI-álgebra sobre um corpo de característica zero. Então existem constantes
C1, C2, r1, r2, q ≥ 0 tal que C1, C2 6= 0 e
C1n
r1qn ≤ cn (U) ≤ C2nr2qn.
Consequentemente, exp (U) existe e é um inteiro não negativo.
Demonstração. Pelo Teorema 3.3.3, cFn (U) = cF¯n
(
U ⊗ F¯ ) para todo n ≥ 1, em que F¯ é o fecho algébrico
de F . Então, sem perda de generalidade, podemos supor que F é algebricamente fechado. Considere
V = var (U). Pelo Teorema 4.3.1, existe uma superálgebra de dimensão finita A tal que V = var (U) =
var (G (A)). Por outro lado, como Id (U) = Id (G (A)), temos que cn (U) = cn (G (A)), para todo n ≥ 1.
Assim, pelo Teorema 4.5.1, concluímos o resultado.
Vamos considerar alguns casos particulares.
Seja A uma álgebra de dimensão finita, então ela pode considerada como uma superálgebra com
Z2-graduação trivial. Neste caso,
G (A) = A⊗G0
.
+ 0⊗G0 = A⊗G0.
Como Id (A) = Id (A⊗G0), pois G0 coincide com o centro da álgebra de Grassmann e é não nilpotente,
temos que Id (A) = Id (G (A)). Assim,
cn (G (A)) = cn (A) ⇒ exp (A) = exp (G (A)) , ∀ n.
Se A = A1 ⊕ . . . ⊕ Am é superálgebra semissimples, então J (A) = 0, onde A1, . . . , Am são
superálgebras simples. Para que (4.1) seja satisfeito, temos que r = 1. Assim, q = max1≤i≤n{dimF Ai}.
Se A é superálgebra simples, então exp (G(A)) = dimFA.
Assim, é possível calcular o PI-expoente das álgebras verbalmente prima.
Exemplo 4.5.1. exp (Mk (F )) = dim (Mk (F )) = k2 = exp (Mk (G0)), pois Mk (F ) é superálgebra sim-
ples.







)) ∼= Mk (G) e Mk (F .+ cF) é superalgebra simples, em
que c2 = 1. Assim, obtemos que exp (Mk (G)) = 2k2 = dimF (Mk(F
.
+ cF )).
Exemplo 4.5.3. Como G (Mk,l (F )) ∼= Mk,l (G), temos que exp (Mk,l (G)) = (k + l)2 = dimF (Mk,l(F )),
pois Mk,l (F ) é superálgebra simples.
Corolário 4.5.3. exp (UT (d1, . . . , dm)) = d21 + . . .+ d
2
m.
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Demonstração. B = UT (d1, . . . , dm) ∼= Md1 (F )⊕ . . .⊕Mdm (F )
.
+ J (B). Considere qi = d1 + . . .+ di e
observe que o seguinte produto:
eq1,q1eq1,q1+1eq1+1,q2eq2,q2+1 · · · eqm−1,qm−1+1eqm−1+1,qm 6= 0
é não nulo, em que eq1,q1 ∈Mq1(F ), eqi,qi+1 ∈ J, ∀ i = 1, . . . ,m−1, eqi−1+1,qi ∈Mdi(F ), ∀ i = 1, . . . ,m.
Logo,
d1
2 + . . .+ dm
2 = dimF (Md1 (F )⊕ . . .⊕Mdm (F )) = exp (B) .
Proposição 4.5.4. Sejam A,B duas PI-álgebras sobre F , então exp (A⊕B) = max{exp (A) , exp (B)}.















= 1, q1 = exp (A) e q2 = exp (B) .
Suponhamos que q1 > q2. Assim, temos qn1 > qn2 , para todo n ≥ 1. Considere z (n) =






Recorde que, pela Proposição 3.3.4,
cn (A) , cn (B) ≤ cn (A⊕B) ≤ cn (A) + cn (B) .
Daí,


















































exp (A) = exp (A⊕B) .
Como exp (A) = max{exp (A) , exp (B)}, concluímos que
exp (A⊕B) = max{exp (A) , exp (B)}.
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4.6 Superálgebra Minimal
Nesta seção, iremos assumir F um corpo algebricamente fechado e de característica zero, e A uma
superálgebra de dimensão finita.
Lema 4.6.1. Se A = A0
.
+ A1 é uma superálgebra simples de dimensão finita, então existem idempotentes
ortogonais e1, . . . , en ∈ A0 tais que e1 + . . .+ en = 1 e, para cada i = 1, . . . , n, Aei (respectivamente eiA)
é um ideal minimal graduado à esquerda de A (respectivamente à direita).
Demonstração. Basta recordar que as superálgebras simples de dimensão finita possuem identidade e
sua identidade é a soma das matrizes elementares que estão na diagonal principal e, tais matrizes são
idempotentes ortogonais e são homogêneos de grau 0.
Definição 4.6.1. Os idempotentes do lema anterior são chamados idempotentes minimais ortogonais
graduados da superálgebra simples A.
Se A = A0
.
+ A1 é uma superálgebra de dimensão finita, pelo Teorema de Wedderburn-Malcev,
escrevemos A = Ass
.
+ J , em que Ass é uma superálgebra semissimples e J = J (A) é o radical de
Jacobson de A. Escrevemos Ass = A1 ⊕ . . .⊕Am, em que A1, . . . , Am são superálgebras simples.
Definição 4.6.2. Sejam A uma superálgebra de dimensão finita e A = A1⊕. . .⊕Am
.
+ J com A1, . . . , Am
superálgebras simples. Então, A é superálgebra minimal se:
1. existem elementos homogêneos w1,2, . . . , wm−1,m ∈ J0 ∪ J1 e idempotentes minimais graduados e1 ∈
A1, . . . , em ∈ Am tais que eiwi,i+1 = wi,i+1ei+1 = wi,i+1, i = 1, . . . ,m−1, e w1,2w2,3 · · ·wm−1,m 6= 0;
2. {w1,2, . . . , wm−1,m} gera J como um ideal bilateral de A.






são superálgebras minimais, satisfazem
trivialmente a definição.
Lema 4.6.2. Seja B uma superálgebra de dimensão finita sobre um corpo algebricamente fechado, de
característica zero e B = Bss
.
+ J , em que Bss = A1 ⊕ . . . ⊕ An, com A1, . . . , An superálgebras simples.
Se m ≤ n é tal que A1JA2J . . . JAm 6= 0, então existe uma superálgebra minimal A contida em B tal que
Ass = A1 ⊕ . . .⊕Am.
Demonstração. Como A1J . . . JAm 6= 0, então existem a1 ∈ A1 , . . . , am ∈ Am e x1, . . . , xm−1 ∈ J , tais
que
a1x1a2 · · ·xm−1am 6= 0. (4.3)
Para cada i, ai = a0i + a
1




i , com a
0
i ∈ A0, a1i ∈ A1, x0i ∈ J0, x1i ∈ J1. Substituindo





2 · · ·xpm−1m−1 aqmm 6= 0, para alguns q1, . . . , qm, p1, . . . , pm−1 ∈ {0, 1}. (4.4)
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Vamos assumir que x1, . . . , xm−1, a1, . . . , am são homogeneos na Z2-graduação.
Sejam 11, . . . , 1m as unidades das álgebras A1, . . . , Am, respectivamente. Então, podemos escrever
11 (a1x1a2) 12 (x2a3) 13 · · · 1m−1 (xm−1am) 1m 6= 0. (4.5)
Pelo Lema 4.6.1, 1 = e′1 + . . . + e′m, em que e′i
′s são idempotentes minimais ortogonais graduados de
Ai, i ∈ {1, . . . ,m}. Assim, obtemos
e1 (a1x1a2) e2 (x2a3) e3 · · · em−1 (xm−1am) em 6= 0, (4.6)
para alguns idempotentes minimais ortogonais graduados e1 ∈ A1, . . . , em ∈ Am.
Definimos w1,2 = e1 (a1x1a2) e2, w23 = e2 (x2a3) e3, . . . , wm−1,m = em−1 (xm−1am) em.
Observemos que w1,2, w2,3, . . . , wm−1,m ∈ J , pois J é ideal bilateral de B, e que
eiwi,i+1 = eiei (xiai+1) ei+1 = ei (xiai+1) ei+1 = wi,i+1 = ei (xiai+1) ei+1ei+1 = wi,i+1ei+1,
∀ i = 2, . . . ,m− 1. De modo análogo temos e1w12 = w12e2.
Seja A = A1 ⊕ A2 ⊕ . . . ⊕ Am
.
+ J (A) , a álgebra gerada por A1, . . . , Am, w1,2, . . . , wm−1,m sobre
F , em que J (A) é o radical de Jacobson de A gerado pelos elementos w12, . . . , wm−1,m ∈ J (B), assim
J (A) ⊆ J (B). Portanto, A satisfaz todas as condições da Definição 4.6.2. Logo, concluímos que A é
uma superálgebra minimal.
O leitor deve ter percebido que, se B = B1⊕ . . .⊕Bs
.
+ J (B) é uma superálgebra minimal, então
exp (G(B)) = dimF {B1 ⊕ . . .⊕Bs} = dimFB1 + . . .+ dimFBs,
pois satisfaz (4.1).
Lema 4.6.3. Seja V uma variedade de álgebras sobre um corpo F algebricamente fechado e de caracterís-
tica zero. Se exp (V) ≥ 2, então existem uma superálgebra minimal A com subálgebra maximal semissimples
Ass, tal que G (A) ∈ V e exp (V) = dimFAss.
Demonstração. Seja B uma superálgebra de dimensão finita tal que V = var (G (B)) e B = Bss
.
+ J , em
que Bss = A1 ⊕ . . .⊕An, com A1, . . . , An superálgebras simples.
Vamos considerar todos os possíveis produtos da forma
Aiσ(1)J . . . JAiσ(m) 6= 0, (4.7)
para algum σ ∈ Sm e Ai1 , . . . , Aim são todas distintas. Então
exp (var (G (B))) = max dimF {Ai1 ⊕ . . .⊕Aim}, 1 ≤ m ≤ n,
tais que Ai1 , . . . , Aim satisfazem (4.7). Pelo Lema 4.6.2, existe uma superálgebra minimal A contida
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em B tal que A = Ass
.
+ J (A) = Ai1 ⊕ . . . ⊕ Aim
.
+ J (A). Portanto, dimFAss = exp (V) e como
G (A) ⊆ G (B), pois A ⊆ B, temos que G (A) ∈ V.
Lema 4.6.4. Seja A uma álgebra de dimensão finita sobre um corpo algebricamente fechado, de carac-
terística zero F , e A = Ass
.
+ J , em que Ass = A1 ⊕ . . . ⊕ An com Ai ∼= Mdi (F ) , 1 ≤ i ≤ n. Se para
algum m ≤ n, A1J . . . JAm 6= 0, então A contém uma subálgebra isomorfa a UT (d1, . . . , dm).
Demonstração. Ver [7], Teorema 8.2.1.
Teorema 4.6.5. Se A = A1 ⊕ . . .⊕Am
.
+ J é uma superálgebra minimal, então
Id (G (A)) = Id (G (A1)) . . . Id (G (Am))
Demonstração. Ver [10], Corolário 4.4.
Definição 4.6.3. Seja A = A1 ⊕ . . . ⊕ Am
.
+ J uma superálgebra de dimensão finita com radical de
Jacobson J = J (A) e subálgebra maximal semissimples A1 ⊕ . . . ⊕ Am, onde A1, . . . , Am superálgebras
simples. Se A1J . . . JAm 6= 0, chamaremos A de superálgebra reduzida.
Observe que toda álgebra minimal é reduzida.
Seja A = A1 ⊕ . . . ⊕ Am
.
+ J uma álgebra reduzida, então A1J . . . JAm 6= 0. Pelo Lema
4.6.2, existe uma superálgebra minimal C = A1 ⊕ . . . ⊕ Am
.
+ J (C) contida em A. Pelo Lema 4.6.3,
exp (G (A)) =
m∑
i=1
dimFAi = exp (G (C)), e pelo Teorema 4.6.5, Id (G (C)) = I1 . . . Im é o produto de
T -ideais verbalmente primos, Ii = Id (G (Ai)).
Lema 4.6.6. Seja V uma variedade própria não nilpotente de álgebras sobre um corpo algebricamente
fechado F de característica zero. Então, existe um número finito de superálgebras reduzidas B1, . . . , Bt e
uma superálgebra D de dimensão finita tais que
V = var (G (B1)⊕ . . .⊕G (Bt)⊕G (D))
com
exp (G (B1)) = . . . = exp (G (Bt)) = exp (V) e exp (G(D)) < exp (V) .
Demonstração. PeloTeorema 4.3.1, existe uma superálgebra de dimensão finitaA tal que V = var (G (A)),
e pelo Teorema 4.2.6, A = A1 ⊕ . . . ⊕ Am
.
+ J , em que A1, . . . , Am são superálgebras simples e J é o
radical de Jacobson de A. Suponha que exp (V) = d. Então existem distintas superálgebras Ai1 , . . . , Aik
tais que
Ai1J . . . JAik 6= 0 e dimF (Ai1 ⊕ . . .⊕Aik) = d.
Considere L1, . . . , Lt todos os possíveis subconjuntos de {1, . . . ,m} da forma {i1, . . . , ik} com a seguinte
propriedade: se por exemplo, Lj = {i1, . . . , ik}, então
dimF (Ai1 ⊕ . . .⊕Aik) = d e Aiσ(1)J . . . JAiσ(k) 6= 0, (4.8)
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para algum σ ∈ Sk.
Defina Bj = Ai1 ⊕ . . .⊕Aik
.
+ J (A), para Lj , j = 1, . . . , t. Assim, exp (G (Bj)) = d, pois satisfaz
(4.1). Logo,
exp (G (Bj)) = d = exp (V) ,
para quaisquer j = 1, . . . , t.
Considere D1, . . . , Dp todas as subálgebras de A do tipo Aj1 ⊕ . . .⊕Ajq
.
+ J (A), em que
1 ≤ j1 < . . . < jq ≤ m e satisfaçam
Ajσ(1)J . . . JAjσ(q) 6= 0 e dimF
(
Aj1 ⊕ . . .⊕Ajq
)
< d, (4.9)
para σ ∈ Sq. Seja D = D1 ⊕ . . .⊕Dp, então exp (G (D)) < exp (V). Vamos mostrar que
V = var (G (B1)⊕ . . .⊕G (Bt)⊕G (D)) .
Como para cada i = 1, . . . , t, G (Bi) , G (D) ⊆ G (A), temos que
Id (G (A)) ⊆ Id (G (Bi)) , Id (G (D)) , ∀ i = 1, . . . , t ⇒ var (G (A)) ⊆ var (G (B1)⊕ . . .⊕G (Bt)⊕G (D)) .
Seja f = f (x1, . . . , xn) um polinômio multilinear tal que f ∈ ∩ti=1Id (G (Bi)) ∩ Id (G (D)). Já
que f é multilinear, podemos verificar que f é identidade para G (A) apenas na base da álgebra A. Seja
{b1, . . . , b′p, r1, . . . , r′q} uma base para A, em que {b1, . . . , b′p} é base de A1⊕ . . .⊕Am e {r1, . . . , r′q} é base
de J . Considere as substituições xi = ci ⊗ gi, em que ci ∈ {b1, . . . , b′p, r1, . . . , r′q} e gi ∈ G0 ∪ G1. Sejam
c1, . . . , cn ∈ Ai1 ∪ . . . ∪Ais ∪ J, onde {i1, . . . , is} é minimal conjunto assim. Existem duas possibilidades:
Ai1J . . . JAis 6= 0, ou Ai1J . . . JAis = 0.
No primeiro caso f (c1 ⊗ g1, . . . , cn ⊗ gn) = 0, pois significa que c1⊗ g1, . . . , cn⊗ gn ∈ G (Bi), para
algum i ou c1 ⊗ g1, . . . , cn ⊗ gn ∈ G (D).
Suponha que o segundo caso ocorra. Primeiro observe que se ci ∈ Ak e cj ∈ Au tal que k 6= u,
então ci.cj = 0, pois AkAu = 0 (soma direta ). Ao substituir em f , c1 ⊗ g1, . . . , cn ⊗ gn, obtem:
f (c1 ⊗ g1, . . . , cn ⊗ gn) =
(∑




⊗ g1 · · · gn,
em que
∑
βlwl é uma combinação linear de monômios βlwl que contém expressões da forma bj1bj2 , com
bj1 ∈ Ai, bj2 ∈ Ak, i 6= k, pela observação acima,∑
βlwl = 0
e ∑
αjbj1rl1 · · · rlu−1bju ∈ Ai1J . . . JAis = 0 ⇒
∑
αjbj1rl1 · · · rlu−1bju = 0.
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Assim,
f (c1 ⊗ g1, . . . , cn ⊗ gn) =
(∑




⊗ g1 · · · gn = 0⊗ g1 · · · gn = 0
⇒ f ∈ Id (G (A))⇒ ∩ti=1Id (G (Bi)) ∩ Id (G (D)) ⊆ Id (G (A)) .
Portanto, V ⊆ var (G (B1)⊕ . . .⊕G (Bt)⊕G (D)). Concluímos a afirmação.
Corolário 4.6.7. Seja A uma álgebra de dimensão finita. Então, existe um número finito de álgebras
reduzidas B1, . . . , Bt e uma álgebra de dimensão finita D tal que
V = var (B1 ⊕ . . .⊕Bt ⊕D)
com
exp (B1) = . . . = exp (Bt) = exp (V) e exp (D) < exp (V) .
Demonstração. Recorde que qualquer álgebra admite uma Z2-graduação trivial. Assim, temos que Id (A) =
Id (G (A)) = Id (A⊗G0). Logo, var (A) = var (G (A)).
Pelo Lema 4.6.6, temos:
Corolário 4.6.8. exp (G (B1)⊕ · · · ⊕G (Bt)) = exp (V) .





= 1, e denotaremos por f (n) ' g (n).
Corolário 4.6.9. Para qualquer variedade própria V, existe um número finito de superálgebras reduzidas
B1, . . . , Bt, tais que
cn (V) ' cn (G (B1)⊕ . . .⊕G (Bt)) .
Demonstração. Pelo Lema 4.6.6, existem B1, . . . , Bt superálgebras reduzidas tais que
V = var (G (B1)⊕ . . .⊕G (Bt)⊕G (D)) e exp (V) = exp (G (B1)) = . . . = exp (G (Bt)) > exp (G (D)) .
Pela Proposição 3.3.4, temos que
cn (G (B1)⊕ . . .⊕G (Bt)) ≤ cn (V) ≤ cn (G (B1)⊕ . . .⊕G (Bt)) + cn (G (D)) .




cN (G (D)) <
N
√
cN (G (B1)⊕ . . .⊕G (Bt))⇒
cN (G (D)) < cN (G (B1)⊕ . . .⊕G (Bt))⇒
0 ≤ bN = cN (G(D))cN (G(B1)⊕...⊕G(Bt)) < 1.
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Vamos mostrar que o limsup bN = 0. Como bN é limitada, então lim inf bN e lim sup bN existem.
Suponhamos que lim sup bN = 0, como 0 ≤ lim inf bN ≤ lim sup bN = 0, temos que lim
N→∞
bN = 0.
Suponhamos que lim sup bN = l > 0, então dado  > 0, para um número infinito de Nk ∈ N, ocorre
0 < l −  < bNk ⇒ 0 ≤ N
√








converge, então qualquer subsequência de N
√
bN também converge para o mesmo
valor. Assim,












contradição. Logo, l = 0. Dessa forma,
lim
n→∞ 1 ≤ limn→∞
cn (V)
cn (G (B1)⊕ . . .⊕G (Bt)) ≤ limn→∞ 1 + limn→∞
cn (G (D))




cn (G (B1)⊕ . . .⊕G (Bt)) = 1 e obtemos a igualdade assintótica:
cn (G (B1)⊕ . . .⊕G (Bt)) ' cn (V) .
Definição 4.6.5. Seja V uma variedade de álgebras. Diremos que V é minimal de expoente d ≥ 2 se
exp (V) = d e, para cada subvariedade própria U ⊂ V, teremos exp (U) < d.
Teorema 4.6.10. Seja V uma variedade de álgebras tal que exp (V) ≥ 2. Então, V é variedade minimal
se, e somente se, V = var (G (A)) , para alguma superálgebra minimal A, tal que dimAss = d, em que Ass
é a parte semissimples de A.
Demonstração. Ver [7], Teorema 8.5.6.
Denotaremos por var (f) a variedade cujo T -ideal é 〈f〉T , o T -ideal gerado por f .
Definição 4.6.6. O expoente da variedade var (f) é chamado o expoente do polinômio f e é definido
exp (f) = exp (var (f)).
Similarmente, defina o expoente de qualquer conjunto de polinômios como o expoente da variedade
correspondente.
Observação 4.6.11. Uma outra estratégia foi dado em [7] página 214, para computar o PI-expoente de
um polinômio. Foi dado que
exp (f) = max{exp (V) | V é uma variedade minimal que satisfaz f ≡ 0}.
Lema 4.6.12. exp (St2m) = exp (St2m+1) = m2, ∀m ≥ 1.
Capítulo 4. Algumas Álgebras Concretas e o PI-expoente 61
Demonstração. Pela observação anterior,
exp (Stq) = max{exp (V) | V é uma variedade minimal que satisfaz Stq}.
Pelo Teorema 4.6.10, var (G (A)) = V, em que A é uma superálgebra minimal de dimensão finita.
Sabemos também que V satisfaz a identidade standard, então V não pode ser gerada pela envolvente de






como subálgebra, pois G (Mk,l (F )) ∼=







)) ∼= Mk (G) e essas álgebras não satisfazem o polinômio standard de qualquer
posto. Assim, V é gerada pela envolvente de Grassmann de uma superálgebra minimal com graduação
trivial. Pelo Lema 4.6.4, segue que V é gerada por uma álgebra do tipo, UT (d1, . . . , dr). Então,
exp (Stq) = max{exp (UT (d1, . . . , dr)) | UT (d1, . . . , dr) satisfaz Stq ≡ 0} (4.10)
Pelo Lema 2.3.4, UT (d1, . . . , dr) satisfaz Stq ≡ 0 se , e somente se, q ≥ 2 (d1 + . . .+ dr). Outro fato é
que, exp (UT (d1, . . . , dr)) = d21 + . . .+ d2r , guardemos essas informações.
1. Se q = 2m é par, pelo Teorema de Amitsur-Levitzki, Mm (F ) satisfaz a identidade St2m, além disso,
exp (Mm (F )) = m
2, então por (4.10), exp (St2m) ≥ m2.
Se r ≥ 2 e 2m ≥ 2 (d1 + . . .+ dr), temos m2 > d21 + . . . + d2r = exp (UT (d1, . . . , dr)); assim,
m2 = exp (St2m).
2. Se q = 2m+ 1 é ímpar e UT (d1, . . . , dr) satisfaz Stq, em que r ≥ 2. Então,
2m+ 1 ≥ 2 (d1 + . . .+ dr)⇒ m+ 1
2
≥ d1 + . . .+ dr,
como m, d1, . . . , dr são inteiros não negativos, temos que
m ≥ d1 + . . .+ dr ⇒ m2 > d21 + . . .+ d2r ⇒ m2 ≥ exp (St2m+1) .
Como Mm (F ) satisfaz o polinômio St2m+1, pois satisfaz St2m, teremos como no primeiro item que
exp (St2m) ≥ m2. Assim, concluímos a afirmação.
Lema 4.6.13. Se d = d21 + . . . + d
2
m, a álgebra A = UT (d1, . . . , dm) satisfaz a identidade de Capelli de
posto d+m, mas não satisfaz o polinômio de Capelli de posto d+m− 1.
Demonstração. Sejam B = Md1 (F ) ⊕ . . . ⊕Mdm (F ) a parte semissimples da álgebra A e Jm = 0, em
que J é o radical de Jacobson de A = UT (d1, . . . , dm) = B
.
+ J .
Primeiro vamos mostrar que Capd+m é uma identidade para A. Seja o polinômio de Capelli
Capd+m (x1, . . . , xd+m; y1, . . . , yd+m−1) =
∑
σ∈Sd+m
(sgn (σ))xσ(1)y1 . . . yd+m−1xσ(d+m),
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de posto d+m. Consideramos uma avaliação (substituição) ϕ : F 〈X〉 −→ A deste polinômio nos elementos
de A. Observamos que:
1. como o polinômio de Capelli é alternado em x1, . . . , xd+m e linear em cada uma dessas variáveis e
dimFB = d, temos que, se existir mais que d elementos de B entre ϕ (x1) , . . . , ϕ (xd+m), obtemos
que Capd+m = 0 em A sobre esta substituição.
2. Se há no máximo d elementos em B, então substituimos em x1, . . . , xd+m no minimo m elementos
de J . Logo, Capd+m = 0 em A, já que Jm = 0.
Portanto, Capd+m = 0 em A.
Agora vamos mostrar que A não satisfaz Capd+m−1 = 0. Sabemos que Capd2i não é uma iden-
tidade para Mdi (F ). Podemos escolher elementos todos distintos v1, . . . , vd2i de Mdi (F ) e elementos
a1, . . . , ad2i−1 ∈Mdi (F ) de forma a obtermos : v1a1 · · · an−1vn = es,t e qualquer produto do tipo vk−1apvk,
com p 6= k é nulo. Consequentemente Capn (v1, . . . , vn, a1, . . . , an−1) = es,t 6= 0, em que n = d2i .
Escrevemos
Bj ∼= Mdj (F ) = spanF 〈erj+p,rj+q | 1 ≤ p, q ≤ dj〉, j = 1, . . . ,m, em que r1 = 0, rj = d1 + . . .+ dj−1.
Para cada Bj , podemos fazer como no parágrafo acima, isto é, escolhemos: a
j










1 · · · ajnj−1vjnj = erj+1,rj+1 = cj 6= 0,
e para qualquer σ ∈ Snj , σ difetente da identidade de Sn, obtemos
vjσ(1)a
j




em que nj = d2j = dimFBj .
Consideramos wi = eri,ri+1 ∈ J, i = 1, . . . ,m − 1. Mostramos no Corolário 4.5.3 que
c1w1c2 · · ·wm−1cm 6= 0. Observamos que wi ∈ BiJBi+1; e 1Biwi1i+1 = wi, em que 1i ∈ Bi é a identidade.
Então, podemos reescrever c1w1c2 · · ·wm−1cm 6= 0, como
(c111)w1 (12c212)w2 · · ·wm−1 (1mcm) 6= 0.
Note ainda que 1ir1i+1 = 0, para todo r ∈ BjJBj+1 tal que j 6= i ou r ∈ B1 + . . .+Bm . Agora vamos
fazer no Capd+m−1 a seguinte substituição:
x1, . . . , xm+d−1 por v11, . . . , v
1
n1 , w1, v
2
1, . . . , v
2
n2 , w2, . . . , wm−1v
m
1 , . . . , v
m
nm ,
correspondentes, e as variáveis




1, . . . , a
2
n2−1, 12, . . . , 1m−1a
m
1 , . . . , a
m
nm−1.
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Obtemos um produto não nulo:(
v11a
1








1 · · · a2n2−1v2n212
)






1 · · · amnm−1vmnm
) 6= 0,
claro que para qualquer permutação de v11, . . . , v1n1 , w1, v
2
1, . . . , v
2
n2 , . . . , v
m
1 , . . . , v
m
nm , w2, w3, . . . , wm−1, ob-
temos uma expressão nula e ajsvpqajs+1 = 0, para qualquer p 6= j. Logo, A não satisfaz o polinômio de
Capelli de posto menor que d+m.
Pelo Teorma 4.3.2, para todo n ≥ 1, o n−ésimo cocaracter de Mk,l (G) está contido no gancho
infinito H
(
k2 + l2, 2kl
)





. Mostramos que Mk(F ) satisfaz o polinômio de Capelli de posto k2 + 1, então pelo




. Baseado nesses resultados
para calcular o PI expoente do polinômio de Amitsur, A. Berele e A. Regev introduziram a definição de
gancho verbalmente primo e quadrado generalizado.
Os ganchos verbalmente primos são os ganchos H
(











respondente às álgebras verbalmente primas Mk,l (G) , Mk (G) e Mk (F ) respectivamente.
Sejam k ≥ l ≥ 0, o conjunto P = {(k2 + l2, 2kl) , (k2, k2) | k, l ∈ N} é chamado de quadrado
generalizado.









= k + l se, e somente se, (k, l) ∈ P.










Note ainda que quando l = 0, obtemos que exp(Cap∗k2+1) = exp(E
∗
k,0) = k
2, já que o polinômio
de Amitsur coincide com o polinômio de Capelli quando µ = (1n).
Capítulo 5
Igualdade Assintótica
O objetivo principal deste capítulo, e de fato da dissertação, é apresentar a igualdade assintótica
da codimensão das álgebras verbalmente primas e os polinômios tipo Amitsur-Capelli. As álgebras con-
sideradas neste capítulo são superálgebras reduzidas de dimensão finita dadas. Primeiro apresentaremos
alguns lemas que juntamente com os resultados apresentados anteriormente nos darão suporte para a
obtenção desses resultados.
5.1 Igualdade Assintótica para E∗k2+l2,2kl e Mk2+l2,2kl (G)
Analisaremos o caso de uma superálgebra reduzida do tipo especial. Relembremos que a matriz
Mk,l (F ) denota a superálgebra simples de dimensão (k + l)2 sobre o corpo F com graduação
((Mk,l(F ))0, (Mk,l(F ))1). Até o Teorema 5.1.5 assumiremos que A = Mk,l (F )
.
+ J é uma superálgebra
de dimensão finita, em que J = J (A) é o radical de Jacobson de A.








em que para p, q ∈ {0, 1}, Jpq é um módulo à esquerda fiel ou um 0-módulo à esquerda de acordo com
p = 1 ou p = 0 respectivamente. Similarmente, Jpq é um módulo à direita fiel ou um 0-módulo à direita
de acordo com q = 1 ou q = 0 respectivamente. Além disso, para p, q, i, l ∈ {0, 1}, JpqJql ⊆ Jpl, JpqJil = 0
para q 6= i. E existe uma superálgebra nilpotente de dimensão finita N tal que J11 ∼= Mk,l (F ) ⊗F N é
isomorfismo de Mk,l (F )-bimódulos e de superálgebras.
Demonstração. Vamos considerar E, a identidade de Mk,l (F ), e as transformações lineares
LE : J −→ J
x 7−→ Ex
RE : J −→ J
x 7−→ xE
.
Note que LE e RE são operadores lineares idempotentes. Como todo operador linear idempotente
é diagonalizável, com autovalores 0F e 1F , temos que LE e RE , são diagonalizáveis com autovalores 0F e
Capítulo 5. Igualdade Assintótica 65
1F (pode ser encontrado em [16]).
Uma outra observação a ser feita é que, para cada x ∈ J :
LE (RE (x)) = LE (xE) = ExE = RE (Ex) = RE (LE (x)) .
Consideramos os autoespaços correspondentes para cada autovalor. Sejam
J0LE = {x ∈ J | Ex = 0x = 0} e J1LE = {x ∈ J | Ex = 1Fx = x},
os autoespaços correspondentes aos autovalores 0F = 0 e 1F = 1 respectivamente. Analogamente
J0RE = {x ∈ J | xE = x0 = 0} e J1RE = {x ∈ J | xE = x1 = x}.
Como LE e RE são operadores lineares diagonalizáveis, temos que
J1LE
.




1. J0LE = J00
.
+ J01, em que J00 = {x ∈ J | Ex = xE = 0} e J01 = {x ∈ J | Ex = 0, xE = x} são
F -subálgebras de J ;
2. J1LE = J10
.
+ J11, em que J10 = {x ∈ J | Ex = x, xE = 0} e J11 = {x ∈ | Ex = xE = x} são
F -subálgebra de J .








Vamos mostrar que J01 é um Mk,l (F )- módulo à direita fiel e um 0-módulo à esquerda, e para as
outras subálgebras J00, J10, J11, a demostração é similar.
f : J01 ×Mk,l(F ) −→ J01
(m, a) 7−→ ma
Para cada m ∈ J01 e a ∈Mk,l (F ), temos que ma ∈ J , pois J é ideal bilateral de A.
1. Para cada m ∈ J01 e a ∈Mk,l (F ), temos que E (ma) = Ema = 0a = 0 e (ma)E = maE = mEa =
ma. Portanto, ma ∈ J01;
2. (m1 +m2) a = m1a+m2a ∈ J01, pois m1a,m2a ∈ J01 e J01 é F -subágebra de A;
3. m (a+ b) = ma+mb, mesmo argumento que o anterior;
4. mE = m, pela própria definição dos elementos de J01.
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Claro que J01 é um 0-módulo à esquerda, já que para qualquer a ∈Mk,l(F ) e m ∈ J01, temos que am = 0.
Para verificar que é fiel à direita, vamos mostrar que
Ann (J01) = {a ∈Mk,l (F ) | xa = 0,∀ x ∈ J01} = {0}.
De fato, observemos que






xei,i ⇒ ∃ i0 ∈ {1, . . . , k + l} tal que xei0,i0 6= 0.
Para quaisquer i, j ∈ {1, . . . , k + l} temos que xei0,iei,j 6= 0, isso implica que para qualquer a ∈ Mk,l(F )
existe m ∈ J10 tal que ma 6= 0 (a 6= 0 e m 6= 0). Portanto, Ann (J01) = {0}, ou seja, J01 é fiel à direita.
A mesma demonstração pode ser feito para J10 à esquerda, e para J11 de ambos os lados.
Vamos mostrar a seguinte afirmação: JpqJqi ⊆ Jpi e JpqJij = (0). Faremos dois casos e para os
outros a demonstração é similar.
1. Para todo x ∈ J10, y ∈ J11, temos Exy = xy = xyE = xEy = 0⇒ xy = 0. Logo, J10J11 = (0);
2. Para todo x ∈ J01, y ∈ J11, temos Exy = 0y = 0 e xyE = xEy = xy ⇒ xy ∈ J01. Portanto,
J01J11 ⊆ J01.
Assim, concluímos a primeira parte do lema.
Mostraremos que J11 é graduado. De fato, para qualquer x ∈ J11, temos que x = x0 + x1, em que
x0 ∈ A0 e x1 ∈ A1. Assim, ExE = x⇒ Ex0E+Ex1E = x0+x1 ⇒ Ex0E−x0 = x1−Ex1E ⇒ Ex0E = x0
e x1 = Ex1E ⇒ x0, x1 ∈ J11. Portanto, J11 é graduado.
Seja {j1, . . . , jd} uma base de J11. Podemos adimitir que todos os jw são elementos homogêneos
graduados, isto é, ou par ou ímpar. Pois, podemos escolher uma base entre elementos j0w, j1w.
Como {ei,j | 1 ≤ i, j ≤ k + l} é uma base para Mk,l (F ); {j1, . . . , jd} é uma base para J11 e J11 é
Mk,l (F )-bimódulo fiel, temos que
J11 = spanF 〈er,sjem,t | r, s,m, t ∈ {1, . . . , k + l}, j ∈ {j1, . . . , jd}〉.














αmβnmn, onde αm, βn ∈ F . Então, se N é subálgebra,
∑
m,n∈S
αmβnmn ∈ N, se e somente se,
mn ∈ N, ∀ m,n ∈ S (N é subespaço vetorial). Assim,
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como j1et,uj2 ∈ J11, então














em que γb ∈ F , para quaisquer s, t, u, v ∈ {1, . . . , k + l} e a1, a2 ∈ {1, . . . , d}. Portanto, N é subálgebra.
Como dimFA é finita, temos que J é o maior ideal nilpotente de A. Logo, N também é nilpotente
e de dimensão finita.
Note que N comuta com Mk,l (F ). De fato,











= er,mem,sjet,m = er,sjet,m e








= er,sjet,rer,m = er,sjet,m.
Logo, er,mds,t (j) = ds,t (j) er,m. Segue a afirmação.
Agora note que os elementos {ei,j | 1 ≤ i, j ≤ k+ l}, da base de Mk,l (F ), são graduados homogê-
neos. Basta observar que :
1. se i, j ∈ {1, . . . , k}, então ei,j ∈Mk,l (F )0, isto é, homogênio de grau 0;
2. se i, j ∈ {k + 1, . . . , k + l}, então ei,j ∈Mk,l (F )0, isto é, homogêneo de grau 0;
3. se i ∈ {1, . . . , k} e j ∈ {k + 1, . . . , k + l}, então ei,j ∈Mk,l (F )1, isto é, homogêneo de grau 1;
4. se i ∈ {k + 1, . . . , k + l} e j ∈ {1, . . . , k}, então ei,j ∈Mk,l (F )1, isto é, homogêneo de grau 1;
Observe ainda que degZ2 (er,sjet,m) = degZ2 (es,tjer,m). Para verificar esse fato, é necessário analisar o
grau dos elementos matriciais e recordar que deg (er,sjet,m) = deg (er,s) + deg (j) + deg (et,m). São 16
casos, faremos três, e os outros são verificados da mesma forma.
1. se r, s, t,m ∈ {1, . . . , k}, temos que
deg (er,s) + deg (j) + deg (et,m) = deg (j) = deg (es,t) + deg (j) + deg (er,m) ;
2. se r, s ∈ {1, . . . , k} e t,m ∈ {k + 1, . . . , k + l}, temos
deg (er,s) + deg (j) + deg (et,m) = deg (j) = deg (es,t) + deg (j) + deg (er,m) = 1 + deg (j) + 1;
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3. se r ∈ {k + 1, . . . , k + l} e s, t,m ∈ {1, . . . , k}, temos
deg (er,s) + deg (j) + deg (et,m) = 1 + deg (j) = deg (es,t) + deg (j) + deg (er,m) = 0 + deg (j) + 1.
Assim, deg (ei,tjer,i) = deg (et,r) + deg (j) + deg (ei,i). Como deg (ei,i) = 0, teremos
deg (ei,tjer,i) = deg (et,r) + deg (j) .
Logo, dr,t (j) =
k+l∑
i=1
ei,rjet,i tem grau igual ao grau de j mais o grau de er,t módulo 2, pois é a soma de
elementos de mesmo grau, ou seja, é a soma de elementos que estão na mesma componente homogênea.
Donde segue que dr,t (j) é homogêneo, ∀ r, t. Assim, N = N0
.
+ N1, em que N0 são todos os elementos
ds,t (j) com grau 0 e N1 são todos os elementos com grau 1.
Seja Mk,l (F )⊗N o produto tensorial. Defina para quaisquer a, b, c ∈Mk,l (F ) , n ∈ N :
a (c⊗ n) b := (acb⊗ n) ∈Mk,l (F )⊗N.
Com essa definição, é possível ver que Mk,l (F )⊗N é Mk,l (F )−bimódulo.
Seja S¯ uma base de N como espaço vetorial, S¯ ⊆ S. Vamos denotar:
Ω = {(s, t, i) | ds,t(ji) ∈ S¯},
S¯ = {ds,t(ji) | (s, t, i) ∈ Ω}.
Seja {eu,v ⊗ ds,t(ji) | u, v = 1, . . . , k + l, (s, t, i) ∈ Ω} uma base de Mk,l(F ) ⊗N. Vamos mostrar
que os elementos {eu,sjiet,v | u, v = 1, . . . , k + l, (s, t, i) ∈ Ω} = S˜ é uma base para J11.



















para todo m ∈ {1, . . . , k+ l}. Como S¯ é uma base de N , temos que αu0,v0,(s,t,i) = 0 para todo u0, v0.
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onde αu,v,(s,t,i) = α′(s,t,i) quando r = u e ω = v, e αu,v,(s,t,i) = 0 caso contrário.
Portanto, S˜ é uma base para J11.
Vamos definir a transformação linear
ϕ : Mk,l (F )⊗N −→ J11
er,t ⊗ ds,m (j) 7−→ er,sjem,t
e estendemos ϕ por linearidade. Como ϕ leva base em base, temos que ϕ está bem definida e é bijeção.
Então falta mostrar que ϕ(ab) = ϕ(a)ϕ(b), que é homomorfismo de Mk,l(F )-bimódulos e que preserva
graduação.
Sejam er,t ⊗ ds,m(j) e eu,v ⊗ dw,x(j′) ∈Mk,l (F )⊗N . Então,
(er,t ⊗ ds,m(j))(eu,v ⊗ dw,x(j′)) = δt,uer,v ⊗ ds,m(j)dw,x(j′) = δt,uer,v ⊗ ds,x(jem,wj′)⇒
ϕ ((er,t ⊗ ds,m(j))(eu,v ⊗ dw,x(j′))) = δt,uer,sjem,wj′ex,v.
Por outro lado,
ϕ (er,t ⊗ ds,m(j))ϕ (eu,v ⊗ dw,x(j′)) = (er,sjem,t)(eu,wj′ex,v) = δt,uer,sjem,wj′ex,v
= ϕ ((er,t ⊗ ds,m)((j)eu,v ⊗ dw,x(j′))) .
Logo, ϕ ((er,t ⊗ ds,m)((j)eu,v ⊗ dw,x(j′))) = ϕ (er,t ⊗ ds,m(j))ϕ (eu,v ⊗ dw,x(j′)).
Agora sejam, er,t ⊗ ds,m(j) ∈ J11 e ep,q, ex,y ∈Mk,l (F ). Se q = r e x = t, temos que ep,qer,tex,y ⊗
ds,m(j) = ep,y ⊗ ds,m(j). Assim,
ϕ(ep,qer,tex,y ⊗ ds,m(j)) = ϕ (ep,q ⊗ ds,m(j)) = ep,sjem,q = ep,qϕ (er,t ⊗ ds,m(j)) ex,y.
Observe ainda que, se q 6= r ou x 6= t, obtemos
ep,qer,tex,y ⊗ ds,m(j) = 0 ⇒ ϕ(ep,qer,tex,y ⊗ ds,m(j)) = ϕ (0) = 0
= ep,qer,sjem,tex,y = ep,qϕ (er,t ⊗ ds,m(j)) ex,y.
Logo, ϕ é homomorfismo de Mk,l (F )−bimódulos.
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Para verificar que ϕ preserva a graduação, basta recordar que
deg (er,sjem,t) = deg(es,mjer,t) = deg (es,m) + deg (j) + deg (er,t) e
deg (er,t ⊗ ds,m (j)) = deg (er,t) + deg (ds,m(j)) .
Assim, temos que deg (er,sjem,t) = deg (er,t ⊗ ds,m (j)) . Portanto, deg (er,sjem,t) = deg (ϕ (er,sjem,t)),
isto é, ϕ preserva a graduação.
Portanto, ϕ é isomorfismo de superálgebras e Mk,l (F )−bimódulo.
Lema 5.1.2. Sejam M = k2 + l2 e L = 2kl com k, l ∈ N. Se E∗M,L ⊆ Id (G (A)), então J10 = J01 = (0).
Demonstração. Para demonstrar o lema, vamos determinar um polinômio e∗1 (x¯, y¯) que será consequência
de E∗M,L e utilizar oportunas substituições de elementos de G (A) em e
∗
1 (x¯, y¯). Assim, obeteremos o
resultado.




. Consideremos a seguinte tabela
standard de Young associado a λ
Tλ =
1 1+(M+1) . . . 1+L(M+1)
2 2+(M+1) . . . 2+L(M+1)
...
... · · · ...











L+1 × S2L+1 × . . .× SM+1L+1 ,
CTλ = S¯
1
M+1 (1, 2, . . . ,M + 1)× · · · × S¯L+1M+1 (1 + L (M + 1) , . . . , (L+ 1)L (M + 1)) ,
o quase idempotente, o estabilizador de linha e estabilizador de colunas de Tλ respectivamente, em que
SiL+1 = S
i




M+1 (1 + (j − 1) (M + 1) , . . . , (M + 1) + (j − 1) (M + 1)) ,
são os grupos simétricos S¯L+1 e SM+1 que agem sobre os conjuntos de índices {i, . . . , i + L (M + 1)} e
{(1 + (j − 1) (M + 1) , . . . , (M + 1) + (j − 1) (M + 1))}, i = 1, . . . ,M + 1, j = 1, . . . , L + 1 respectiva-
mente.
Definimos o polinômio
e∗1 (x¯, y¯) = e∗Tλ (x¯, y¯) =
∑
ρ∈RTλ
ρg∗Tλ (x¯, y¯), em que














sgn(σ)y1xσ(1)y2xσ(2) · · · ynxσ(n),
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onde Sn age em {x1, . . . , xn} por permutações.
O polinômio g∗Tλ (x¯, y¯) é alternado em cada conjunto de variáveis
xˆi = {x1+(i−1)(M+1), . . . , xM+1+(i−1)(M+1)},
para cada i = 1, . . . , L+ 1, e e∗1 (x¯, y¯) é simétrico em cada conjunto
x˜j = {xj , . . . , xj+L(M+1)},
para cada j = 1, . . . ,M+1, ambos polinômios são multilineares. Além disso, como e∗M,L (x¯, y¯) é identidade
da álgebra G (A), então e∗1 (x¯, y¯) também é uma identidade de G (A).
Sejam sx = {sx1, . . . , sxn} e sy = {sy1, . . . , syn}, em que sxi, syj ∈ G (A) , para todo i, j =
1, . . . , n. Já que e∗1 (x¯, y¯) é multilinear, é suficiente substituirmos apenas nos elementos da base de G (A).
Assim, consideremos e01, . . . , e0M , uma ordenada base de Mk,l (F )0 de matrizes unitárias de grau par na
graduação, e e11, . . . , e1L, uma ordenada base de Mk,l (F )1 de matrizes unitárias de grau ímpar. Faremos
as seguintes substituições:
1. sxi+(j−1)(M+1) := e0i ⊗ g0i+(j−1)(M+1), para quaisquer j = 1, . . . , L + 1, i = 1, . . . ,M , em que
g0i+(j−1)(M+1) são todos elementos distintos de G0;
2. sxj(M+1) := e1j ⊗ g1j(M+1), j = 1, . . . , L, em que g1j(M+1) são todos elementos distintos de G1;
3. sx(L+1)(M+1) := r10 ⊗ g, em que r10 ∈ J10 e g ∈ G.
4. Para qualquer i = 2, . . . , n−1, syi := eh,k⊗gi, onde gi ∈ G0∪G1 e ehk são fixas matrizes oportunas
de Mk,l (F ).
5. Para sy1 := ei,1 ⊗ g′i, syn := ek+l,j ⊗ g′′i , onde g′i, g′′i ∈ G0 ∪G1.
Observemos que todos os elementos de Mk,l (F )0 que estão na i-ésima linha de Tλ são iguais, a saber e0i ,
para cada i = 1, . . . ,M . Escolhemos os elementos e01, e02, . . . , e0M como os respectivos elementos abaixo:
e1,1, e1,2, . . . , e1,k, e2,1, . . . , e2,k, . . . , ek,1, . . . , ek,k, ek+1,k+1, . . . , ek+1,k+l, . . . , ek+l,k+1, . . . , ek+l,k+l;
e para os elementos e11, e12, . . . , e1L como os respectivos elementos:
e1,k+1, e1,k+2, . . . , e1,k+l, e2,k+1, . . . , e2,k+l, . . . , ek,k+1, . . . , ek,k+l, ek+1,1, . . . , ek+1,k, . . . , ek+l,1, . . . , ek+l,k;
os elementos matriciais correspondentes para s¯yi escolhemos da seguinte forma: por simplicidade, supo-
nhamos que sxi = et,v ⊗ g e sxi+1 = eu,z⊗ g′, então o elemento matricial correspondente para syi+1 será
ev,u. Por escolha das substituições acimas e para os elementos y1 e yn podemos fazer que,
sy1sx1sy2sx2 · · · sxMsyMsxM+1 · · · synsxn = ei,jr10 ⊗ g′, para arbitrários i, j,
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em que g′ ∈ G0 ∪G1 e para qualquer τ ∈ CTλ diferente da identidade do estabilizador de colunas, temos:
sy1sxτ(1)sy2sxτ(2) · · · sxτ(M)syMsxτ(M+1) · · · synsxτ(n) = 0,
pois haverá pelo menos um termo da forma eh,tev,w com v 6= t e relembremos que J10 é um Mk,l-módulo
à esquerda fiel, e um 0-módulo à direta, então r10eh,k = 0, para qualquer eh,k ∈Mk,l(F ). Dessa forma,
g∗Tλ (sx, sy) = sy1sx1sy2sx2 · · · sxMsyMsxM+1 · · · synsxn ⇒
e∗1 (sx, sy) =
∑
ρ∈RTλ
(ρ)g∗Tλ (x¯, y¯) =
∑
ρ∈RTλ
(ρ)sy1sx1sy2sx2 · · · sxMsyMsxM+1 · · · synsxn.
Como observamos acima, todos os elementos matriciais correspondentes à i-ésima linha de Tλ,
para todo i, são iguais. Assim, para qualquer permutação σ ∈ RTλ tal que
σ (i+ t1 (M + 1)) = i+ t2 (M + 1) , t1, t2 = 0, . . . , L; i = 1, . . . ,M,
teremos
sy1sxσ(1) · · · sxσ(M)syMsxσ(M+1) · · · synsxσ(n) = sy1sx1 · · · sxMsyMsx(M+1) · · · synsx(n),
desde que G0 = Z(G). Notemos ainda que para qualquer permutação σ ∈ RTλ tal que σ (j (M + 1)) 6=
j (M + 1) , para qualquer j = 1, . . . , L temos que o resultado da nossa substituição
σgTλ (sx, sy) = 0.
Seja R′Tλ = S
1
L+1 × · · · × SML+1 subgrupo de RTλ , em que SL+1 (i, i+M + 1, . . . , i+ L (M + 1)) =
SiL+1, em que i = 1, . . . ,M e SL+1 (i, i+M + 1, . . . , i+ L (M + 1)) é o grupo simétrico SL+1 que age
sobre o conjunto de índices {(i, i+M + 1, . . . , i+ L (M + 1))}, observemos que cardinalidade de R′Tλ é
igual a ((L+ 1)!)M .
Qualquer que seja σ ∈ R′Tλ , obtemos
sy1sxσ(1) · · · sxσ(M)syMsxσ(M+1) · · · synsxσ(n) = sy1sx1 · · · sxMsyMsxM+1 · · · synsxn,
pois como G0 = Z (G), então para cada σ′ ∈ R′Tλ , temos(
σ′
(
g01 · · · g0Mg1M+1g11+M+1g11+M+1 · · · g12(M+1)g01+2(M+1) · · · g0M+(i−1)g1i(M+1) · · · g0M−1+L(M+1)
))
g = g¯,
ou seja, podemos "reorganizar"os elementos de G0 ∪G1 de maneira a obter o mesmo monômio, já que os
elementos permutados são de G0. Logo, obtemos
e∗1 (sx, sy) = ((L+ 1)!)
M ei,jr10 ⊗ g¯, para arbitrários i, j, em que
g¯ = g01 · · · g0Mg1M+1g01+M+1 · · · g0M+(i−1)(M+1)g1i(M+1) · · · g0M−1+L(M+1)g.
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Como e∗1 (sx, sy) ∈ Id (G (A)), temos que 0 = e∗1 (sx, sy) = ((L+ 1)!)M ei,jr10⊗ g¯ para arbitrários
i, j, já que g¯ 6= 0, pois consideramos todos os elementos h ∈ G de geradores distintos. Assim, r10 = 0,
para qualquer r10 ∈ J10. Logo, concluímos o resultado. A demonstração para J01 = (0) é similar, em vez
de considerarmos r10 ∈ J10, consideramos r01 ∈ J01.
Lema 5.1.3. SejamM = k2+l2 e L = 2kl, com k, l ∈ N. Seja J11 ∼= Mk,l (F )⊗N , em que N = N0
.
+ N1,
como no Lema 5.1.1. Se E∗M,L ⊆ Id (G (A)), então N0 ⊆ Z (N) o centro de N e N1 é anticomutativo.
Demonstração. Vamos determinar um polinômio e∗2 (x¯, y¯) como no lema anterior, a diferença é que agora
teremos uma linha a mais.




. Consideramos a seguinte tabela
standard de Young associada a µ:
Tµ =
1 1+(M+2) · · · 1+L(M+2)
...
... · · · ...
M+1 M+1+(M+2) · · · (M+1)+L(M+2)




L+1 (1, . . . , 1 + L (M + 2))× . . .× SM+2L+1 (M + 2, . . . , (L+ 1) (M + 2))
CTµ = S¯
1
M+2 (1, 2, . . . ,M + 2)× . . .× S¯L+1M+2 (1 + L (M + 2) , . . . , (L+ 1) (M + 2)) ,
em que CTµ é o estabilizador de colunas de Tµ e RTµ é o estabilizador de linhas de Tµ.
Consideramos o polinômio
e∗2 (x¯, y¯) =
∑
ρ∈RTµ
ρgTµ (x¯, y¯), em que
gTµ (x¯, y¯) =
∑
σ∈CTµ
sgn(σ)y1xσ(1)y2xσ2 · · · ynxσ(n)yn+1.
onde Sn age em {x1, . . . , xn}.
Como no lema anterior, gTµ (x¯, y¯) , e∗2 (x¯, y¯) são multilineares em x1, . . . , xn e y1, . . . , yn+1, gTµ (x¯, y¯)
é alternado em cada conjunto de variáveis para as quais os índices correspondem as colunas de Tµ e e∗2 (x¯, y¯)
é simétrico em cada conjunto de variáveis os quais os índices correspondem as linhas de Tµ.
Sejam e01, . . . , e0M , uma base ordenada deMk,l (F )0 de matrizes unitárias de grau par na graduação,
e uma base ordenada de Mk,l (F )1 de matrizes unitárias de grau ímpar. Vamos considerar as seguintes
substituições:
1. sxi+(j−1)(M+2) := e0i ⊗ g0i+(j−1)(M+2), j = 1, . . . , L + 1 ∀ i = 1, . . . ,M , em que g0i+(j−1)(M+2) são
todos elementos distintos de G0;
2. sx(M+1)+(j−1)(M+2) := e1j ⊗ g1j(M+1), j = 1, . . . , L, em que g1j(M+1) são todos elementos distintos de
G1;
3. sxj(M+2) := e1j ⊗ g1j(M+2), j = 1, . . . , L, em que g1j(M+2) são todos elementos distintos de G1;
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4. sx(M+1)+L(M+2) := d1 ⊗ g1 e sx(L+1)(M+2) := d2 ⊗ g2, em que d1, d2 ∈ N0 ∪N1 e g1, g2 ∈ G0 ∪G1;
5. syi := eh,u ⊗ g′i, em que g′i ∈ G0 ∪ G1, eh,u são fixas matrizes unitárias oportunas de Mk,l (F ),
escolhidos como no Lema 5.1.2. Para o elemento syn−1 := ehn−1,un−1⊗gn−1 escolhemos gn−1 ∈ G0.
Escolhemos os ei como no Lema 5.1.2, e faremos a seguinte observação: do modo como foi definido as
substituições, o elemento ei correspondente para xM+1+(j−1)(M+2) é o mesmo que para xj(M+2), para
qualquer j = 1, . . . , L. Então qualquer
σ ∈ C ′Tµ = {; (M + 1,M + 2)} × . . .× {; (M + 1 + (L− 1)L (M + 2) , L (M + 2))} ≤ CTµ ,
σgTµ (sx, sy) 6= 0 e τgTµ (sx, sy) = 0,
em que τ ∈ CTµ , τ /∈ C ′Tµ × S¯L+1M+2 (1 + L (M + 2) , . . . , (L+ 1) (M + 2)) e  é a identidade de Sn.
Decompomos C ′Tµ = C ∪D, em que C são as permutações pares de C ′Tµ e D são as permutações
ímpares de C ′Tµ , a cardinalidade de C
′
Tµ
é 2L e as cardinalidade de C e D são 2L−1. Então,
gTµ (sx, sy) =
∑
σ∈C′Tµ








sy1sxσ(1)sy2sxσ(2) · · · sxσ(M)syMsxσ(M+1) · · · synsxσ(n)syn+1.
Recorde que, para quaisquer g1, g2 ∈ G1, tem-se g1g2 = −g2g1. Então, quando aplicarmos uma
permutação par de C ′Tµ em sy1sxσ(1)sy2sxσ(2) · · · sxσ(M)syMsxσ(M+1) · · · synsxσ(n)syn+1 de um lado do
produto tensorial, obtemos o mesmo valor para o produto de matrizes unitárias, já que tais matrizes
permutadas são as mesmas. Do outro lado do produto tensorial, obtemos o mesmo produto com sinal
de menos, pois os elementos permutados são de G1 e para que cada um volte à posição inicial, terá que
anticomutar com os outros elementos de G1. Para os elementos da última coluna, alguns irão se cancelar
restando apenas quatro. Dessa forma, obtemos a seguinte igualdade:
gTµ (sx, sy) = 2
L+1ei,j
[
d1d2 ⊗ gg1g′((L+1)(M+2))g2 − d2d1 ⊗ gg2g′((L+1)(M+2))g1
]
,
em que g é obtido dos elementos g′is substituidos acimas. Cabe lembrar que N comuta com os elementos
Mk,l (F ); assim, d1eu,v = eu,vd1.
Como no lema anterior, todos os elementos deMk,l (F )0 , e
0
i , que estão na i-ésima linha são iguais,
e os elementos g0i ∈ G0 da i-ésima linha comutam com qualquer elemento de G, pois Z (G) = G0, para
qualquer i = 1, . . . ,M . Assim, quando aplicarmos as permutações σ′ que pertence a:
R′Tµ = SL+1 (1, 1 + (M + 1) , . . . , 1 + L (M + 1))× . . .× SL+1 (M,M + 2 (M + 1) , . . . ,M + L (M + 1))
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temos,
σ′gTµ (sx, sy) = gTµ (sx, sy) ⇒
∑
σ∈R′Tµ




gTµ (sx, sy) ,
pois os elementos matriciais são os mesmos, e os elementos comutados de G pertencem a G0 que comutam
com todos os outros elementos. Nenhum dos elementos sxj(M+2), j = 1, . . . , L e sx(M+1)+(j−1)(M+2), j =
1, . . . , L das linhas com números (M + 2) e (M + 1) não pode aparecer em nenhum lugar de nenhuma
outra coluna além dele própria, sem obter pelo menos um termo da forma, et,uev,w = 0, com u 6= v.
Portanto, para os últimos elementos das linhas (M+2) e (M+1) também so sobram colunas deles. Logo,
para qualquer permutação τ /∈ R′Tµ , obtemos τgTµ(sx, sy) = 0. Assim,






(d1d2)⊗ (gg1g′g2 − (d2d1)⊗ gg2g′g1)
]
, (5.1)
em que g ∈ G, ∀ i, j e g′ ∈ G0. Vamos analisar os casos.





2L+1 [(ei,jd1d2)⊗ g − (ei,jd2d1)⊗ g] = 0⇒ d1d2 = d2d1,
pois todos os gi são distintos, já que escolhemos todos os elementos g′is ∈ G0 ∪ G1 com geradores
distintos;
2. para d1 ∈ N0, d2 ∈ N1, g1 ∈ G0, g2 ∈ G1 e para d2 ∈ N0, d1 ∈ N1, g2 ∈ G0, g1 ∈ G1 vamos obter o
resultado, pois g1 ∈ G0 = Z (G) ou g2 ∈ G0;
3. para d1, d2 ∈ N1, g1, g2 ∈ G1. Como g1g2 = −g2g1, substituindo em (5.1), obtemos




2L+1ei,j [(d1d2)⊗ gg1g2 + (d2d1)⊗ (gg1g2)] = 0
⇒ d1d2 = −d2d1, ∀ d1, d2 ∈ N1.
Concluímos o resultado. Em particular, d21 = 0.
Lema 5.1.4. Sejam M = k2 + l2 e L = 2kl com k, l ∈ N, e E∗M,L ⊆ Id (G (A)). Se N# denota a álgebra





= Id (G(Mk,l(F ))) .
Demonstração. (⊆)Id (G(Mk,l(F )⊗N#)) ⊆ Id (G(Mk,l(F ))) é trivial, pois 1 ∈ N# e como
G (Mk,l (F )⊗ 1) ∼= G (Mk,l (F )), obtemos o resultado.
(⊇) Seja f = f (x1, . . . , xn) um polinômio multilinear tal que f ∈ Id (G (Mk,l (F ))).
Suponhamos que f /∈ Id (G(Mk,l(F )⊗N#)), então existem α1, . . . , αn ∈ G (Mk,l (F )⊗N#) tais
que f (α1, . . . , αn) 6= 0. Como N# é obtido de N ao adicionar o elemento unidade, temos que N# herda
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a graduação de N . Podemos assumir que existem elementos





























β1, . . . , βn ∈Mk,l (F )0 ∪Mk,l (F )1
tais que
f (β1 ⊗ γ1, . . . , βn ⊗ γn) 6= 0. (5.2)
Sejam

































i ⊗ g0i + n1i ⊗ g1i , i = 1, . . . , r e γj = n1j ⊗ g0j + n0j ⊗ g1j , j = r + 1, . . . , n.
Substituindo em (5.2), e aplicando as propriedades de produto tensorial e o usando fato de f ser multili-
near, temos




n01 ⊗ g01 + n11 ⊗ g11
)
, . . . , βn ⊗
(
















δ0ik ∈ {n0i ⊗ g0i ;n1i ⊗ g1i } para i = 1, . . . , r.
δ1ik ∈ {n1i ⊗ g0i ;n0i ⊗ g1i } para i = r + 1, . . . , n.
Então, existe k tal que f
(
β1 ⊗ δ01k, . . . , βn ⊗ δ1nk











, . . . , βn ⊗
(
ninn ⊗ gjnn
)) 6= 0, ik, jk ∈ {1, 0},
com jk = ik, para k = 1, . . . , r e jk 6= ik, para k = r + 1, . . . , n. Como f ∈ Pn, escrevemos f =
f (x1, . . . , xn) =
∑
σ∈Sn
ασxσ(1) · · ·xσ(n). Pelo Lema 5.1.3, os elementos n0i′s comutam com quaisquer
elementos de N , e n1i′s são anticomutativos entre si, usando esse fato e aplicando as propridedades de















ασβσ(1) · · ·βσ(n) ⊗ ni11 · · ·ninn ⊗ gj11 · · · gj1σ(n)
= b⊗ n1 · · ·nn ⊗ g1 · · · gn, (5′.3)
tal que j1 < . . . < jn, onde 0 6= b ∈ Mk,l (F ) e 0 6= n1 · · ·nn ⊗ g1 · · · gn ∈ N# ⊗G. Agora substituiremos
em (5’.3), δ0ik por distintos g
0
1 ∈ G0, para i = 1, . . . , r, e δ1ik por g1i ∈ G1, para i = r + 1, . . . , n. Observe
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que δ0ik comutam com quaisquer elementos de N
#⊗G e os elementos δ1ik anticomutam. Assim, temos que
f
(
β1 ⊗ g01, . . . , βr ⊗ g0r , βr+1 ⊗ g1r+1, . . . , βn ⊗ g1n
)
= b⊗ g01 · · · g0rg1r+1 · · · g1n 6= 0,
pois b é o elemento não nulo de (5’.3) e g01 · · · g0rg1r+1 · · · g1n 6= 0. Logo, f não é uma identidade para




. O que completa a demons-
tração.




= var (Mk,l (G)⊕G (D′)), em
que D′ é uma superálgebra de dimensão finita tal que exp (G(D′)) < (k + l)2.




= (k + l)2. Pelo Lema 4.6.6, existe
um número finito de superálgebras reduzidas B1, . . . , Bt e uma superálgebra de dimensão finita D, tais
que
V = var (G (B1)⊕ . . .⊕G (Bt)⊕G (D)) e
exp (V) = exp (G (B1)) = . . . = exp (G (Bt)) = (k + l)2 > exp (G (D)) .
Seja A qualquer uma das superálgebras B1, . . . , Bt. Vamos analisar estrutura dela, A é uma superálgebra
reduzida, com
exp (G (A)) = (k + l)2 e E∗k2+l2,2kl ⊆ Id (G (A)) .
Como A é superálgebra de dimensão finita, então A = A1 ⊕ . . . ⊕ Aq
.
+ J , em que A1, . . . , Aq
são superálgebras simples de dimensão finita e J (A) = J , o radical de Jacobson de A. Pelo Teorema de
descrição das superálgebras simples, sabemos que Ai ∼= Mdi(F ) ou Ai ∼= Mki,li(F ) ou Ai ∼= Msi(F
.
+ cF ),
em que c2 = 1. Recordemos que, G (U ⊕W ) = G (U)⊕G (W ). Logo,






+ G1 ⊗ J1
)
,
em que G (Ai) ∼= Mdi (G0) , ou G (Ai) ∼= Msi (G) ou G (Ai) ∼= Mki,li (G).
Pelos Lema 4.6.3 e Lema 4.6.2 e o comentário feito após a Definição 4.6.3, existe uma
superálgebra minimal C = A1 ⊕ . . .⊕ Aq
.
+ J (C) contida em A. Assim, obtemos que G (C) ⊆ G (A) tal
que
(k + l)2 = exp (G (C)) = dimF (A1 ⊕ . . .⊕Aq) = d1 + l1,
em que d1 = dimF (A1 ⊕ . . .⊕Aq)0 e l1 = dimF (A1 ⊕ . . .⊕Aq)1.
Pelo Teorema 4.6.5, se C é uma álgebra minimal, então
Id (G (C)) = Id (G (A1)) . . . Id (G (Aq)) ,
em que Id (G (Ai)) , para quaisquer i = 1, . . . , q, são T -ideais verbalmente primos, isto é,
Id (G (Ai)) ∈ {Id (Mdi (F )) = Id (Mdi (G0)) ; Id (Msi (G)) ; Id (Mki,li (G))}.
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Como as álgebras verbalmente primas satisfazem o polinômio de Amitsur-Capelli, então


























. Por outro lado,
G (C) ⊆ G (A)⇒ Id (G (A)) ⊆ Id (G (C))⇒ E∗k2+l2,2kl ⊆ Id (G (C)) .
Dessa forma pelo Teorema 3.4.1, χn (G (C)) ⊆ H
(
k2 + l2, 2kl
)
.
Vamos mostrar que d1 = k2 + l2 e l1 = 2kl. Como d1 + l1 = k2 + l2 +2kl, temos três possibilidades:
1. d1 = k2 + l2 e l1 = 2kl;
2. d1 > k2 + l2 e l1 < 2kl;
3. d1 < k2 + l2 e l1 > 2kl.
Mostraremos que (2) e (3) não podem ocorrer.






tal que 2kl < λd ≤ l1 e mλ 6= 0, em que
d ∈ {k2 + l2 + 1, . . .}. Como 2kl < λd ≤ λk2+l2 ⇒ λ /∈ H
(
k2 + l2, 2kl
)
, temos pelo Teorema 3.4.1,
mλ = 0, pois E∗k2+l2,2kl ⊆ Id (G (C)), contradição. Logo, l1 ≤ 2kl.






tal que µd > 2kl e mµ 6= 0, em que
d ∈ {k2 + l2 + 1, . . . , d1} ⇒ µ /∈ H
(
k2 + l2, 2kl
)
, temos pelo Teorema 3.4.1, mµ = 0, pois E∗k2+l2,2kl ⊆
Id (G (C)), contradição. Logo, d1 ≤ k2 + l2. Como, d1 + l1 = k2 + l2 + 2kl, temos d1 = k2 + l2 e l1 = 2kl.
Assim,








k2 + l2, 2kl
) ⊗̂(χ⊗̂(q−1)1 ) ⊆ H (k2 + l2, 2kl) ∪D (k2 + l2 +m, 2kl +m) ,
é o gancho infinito de braços k2 + l2 e pernas 2kl mais um retângulo de tamanho m = (q − 1)2. Vamos
mostrar que q = 1. Suponhamos que existe um diagrama Dµ com não zero multiplicidade e contendo um
retângulo Dλ, em que λ = (2kl + 1)(k
2+l2+q−1). Então,
E∗k2+l2+q−2,2kl 6⊆ Id (G (C)) e como E∗k2+l2,2kl ⊆ Id (G (C)) ,
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temos que
q ≤ 1 ⇒ q = 1⇒ Id (G (C)) = Id(G(A1))⇒ A1 ∈ {Mk1(F ),Mk1,l1(F ),Mk1(F
.
+ tF )}.
Assim, A = A1
.
+ J . Temos que






e exp (Mk1,l1 (G)) = k21 + l21 + 2k1l1;






e exp (Mk1 (G)) = 2k21;




e exp (Mk1 (F )) = k21,
.
Como o tamanho do gancho determina unicamente as constantes k, l (ou seja, seH(s, t), em que s = k2+l2
e t = 2kl, então k =
√
s−t+√s+t
2 e l =
√
s+t−√s−t
2 ), concluímos que, A1 = Mk1,l1 (F ). Logo, k1 = k, l1 = l
e A = Mk,l (F )
.
+ J .






+ J11 e, pelo Lema 5.1.2, J10 = J01 = (0), já que




+ J00). Por outro lado, J11 ∼= Mk,l (F )⊗N , em que
N é uma superálgebra de dimensão finita. Daí,




+ J00) ∼= (Mk,l(F )⊗N#)⊕ J00,





= Id (G(Mk,l(F ))) , então Id (G(A)) = Id (G(Mk,l(F ))) ∩ Id (G(J00)) .
Logo, var (G (A)) = var (G (Mk,l (F ))⊕G (J00)). Mostramos que, para cada álgebra reduzida Bi,
para quaisquer i = 1, . . . , t, temos Bi = Mk,l (F )
.
+ J (Bi). Segue daí que
G(B1 ⊕ . . .⊕Bt ⊕D) e (Mk,l(G)⊕ . . .⊕Mk,l(G)⊕G(D)⊕G(J00(B1))⊕ . . .⊕G(J00(Bt))),
são PI-equivalentes.
Relembremos que J00 (Bi) é nilpotente, então G(J00(Bi)) é nilpotente para todo i = 1, . . . , t. Logo,
cn (G(J00 (Bi))) = 0 ⇒ exp (G(J00 (Bi))) = 0 = exp (G (J00 (Bi))) = 0,
para n sufucientemente grande. Dessa forma:
exp (G (D)⊕G (J00 (B1))⊕ . . .⊕G (J00 (Bt))) = exp (G (D)) .
Como Id (Mk,l (G)⊕ . . .⊕Mk,l (G)) = Id (Mk,l (G)), temos que
Id (V) = Id (Mk,l (G)) ∩ Id (G (D)) ∩ Id (G (J00 (B1))⊕ . . .⊕G (J00 (Bt))) .
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Consideramos G (D′) = G (D)⊕ (G (J00 (B1))⊕ . . .⊕G (J00 (Bt))). Logo, obtemos que











' cn (Mk,l (G)) .
Demonstração. Consequência direta dos Corolário 4.6.9 e do teorema anterior.
5.2 Igualdade Assintótica para E∗s2,s2 e Ms (G)
Considere a álgebra verbalmente prima Ms (G) , s ∈ N. Até o Teorema 5.2.5 assumiremos que
A = Ms (D)
.






, a matriz Ms (D) é superálgebra simples reduzida
sobre F
.
+ tF com graduação (Ms (F ) , tMs (F )) e J = J (A) é o radical de Jacobson da superálgebra de
dimensão finita A.








em que, para p, q ∈ {0, 1}, Jpq é um módulo à esquerda fiel ou um 0-módulo à esquerda de acordo com
p = 1 ou p = 0 respectivamente. Similarmente, Jpq é um módulo à direita fiel ou um 0-módulo à direita
de acordo com q = 1 ou q = 0 respectivamente. Além disso, para p, q, i, l ∈ {0, 1}, JpqJql ⊆ Jpl, JpqJil = 0,
para q 6= i. E existe uma superálgebra nilpotente de dimensão finita N tal que J11 ∼= Ms (D) ⊗F N
(isomorfismo de Ms (D)-bimódulos e de superálgebras).
Demonstração. A primeira parte do lema é similar ao Lema 5.1.1.
Podemos escolher um sistema Q de elementos homogêneos, j ∈ J11, que geram J11 como um
Ms (D)-bimódulo. Seja Q = Q0 ∪ Q1, em que Q0 contém os elementos pares e Q1 contém os elementos
ímpares de Q.
Como no Lema 5.1.1, vamos considerar os elementos dk,m (j) =
s∑
i=1
ei,kjem,i, k,m = 1, . . . , s, j ∈
Q. Observe que dk,m (j) tem a mesma graduação que j, já que deg (ei,k) = 0, ∀ i, k = 1, . . . , s e,
como no Lema 5.1.1, dk,m (j) comuta com os elementos de Ms (D). Ponha N = N0
.
+ N1, em que
N0 = spanF 〈dk,m (j) | j ∈ Q0, k,m = 1, . . . , s〉 e N1 = spanF 〈dk,m (j) | j ∈ Q1, k,m = 1, . . . , s〉.
Considere a natural Z2-graduação de Ms (D)⊗N :(
Ms (F )⊗N0
.
+ tMs (F )⊗N1,Ms (F )⊗N1
.
+ tMs (F )⊗N0
)
.
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Como no Lema 5.1.1, a aplicação
ϕ : Ms (D)⊗N −→ J11
er,q ⊗ dk,m (j) 7−→ er,kjem,q
é isomorfismo de superálgebras e Ms (D)-bimódulos.
Lema 5.2.2. Seja M = L = s2, com s ∈ N. Se E∗M,L ⊆ Id (G (A)), então J10 = J01 = (0).
Demonstração. Como no Lema 5.1.2 vamos construir um polinômio que seja consequência de E∗M,L.




é partição de n. Vamos considerar a
seguinte tabela standard de Young associada a λ:
Tλ =
1 1+(M+1) . . . 1+L(M+1)
2 2+(M+1) . . . 2+L(M+1)
...
... · · · ...
M+1 M+1+(M+1) . . . (L+1)(M+1)
.
Para a nossa tabela standard de Young acima temos:
RTλ = SL+1 (1, . . . , 1 + L (M + 1))× . . .× SL+1 (M + 1, . . . , (L+ 1) (M + 1)) ,
CTλ = S¯M+1 (1, 2, . . . ,M + 1)× . . .× S¯M+1 (1 + L (M + 1) , . . . , (L+ 1) (M + 1)) ,
em que CTλ é o estabilizador de colunas de Tλ e RTλ é o estabilizador de linhas de Tλ.
Seja
e∗1 (x¯, y¯) =
∑
ρ∈RTλ
ρg∗Tλ (x¯, y¯), em que
g∗Tλ (x¯, y¯) =
∑
σ∈CTλ
sgn(σ)y1xσ(1)y2 · · · ynxσ(n),
o mesmo polinômio do Lema 5.1.2.
Sejam e1, . . . , es2 , uma base ordenada de matrizes unitárias de Ms (F ). Vamos considerar a se-
guinte substituição: para i = 1, . . . ,M, j = 1, . . . , L+ 1
1. sxi+(j−1)(M+1) := ei ⊗ g0i+(j−1)(M+1), j 6= i;
2. sxi+(i−1)(M+1) := ei ⊗ g1i+(i−1)(M+1), j = i; em que g0ji ∈ G0 g1ii ∈ G1 são todos distintos.
3. sxj(M+1) := ej ⊗ g1j(M+1), 1 ≤ j ≤ L, em que g1j(M+1) ∈ G1 são todos distintos;
4. sx(L+1)(M+1) := r10 ⊗ g, em que g ∈ G0 ∪G1 r10 ∈ J10.
Substituimos y′s por elementos do tipo eh,k ⊗ g0, em que eh,k são todas distintas matrizes unitárias
oportunas e g0 ∈ G0, fixam posições iniciais de matrizes substituidos x′s.
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Observe que qualquer permutação que não pertença ao conjunto
σ ∈ C ′ = S2 (1,M + 1)× S2 (2 +M + 1, 2 (M + 1))× . . .× S2 (L+ (L− 1) (M + 1) , L (M + 1)) < CTλ
anulará gTλ e, como para quaisquer g1, g2 ∈ G1, tem-se g1g2 = −g2g1 e G0 = Z (G), então ao substituir
os elementos, sxi, syj em gTλ , obtemos
gTλ (sx, sy) = 2
Leijr10 ⊗ h
pela argumentação similar ao Lema 5.1.2 e Lema 5.1.3, em que h ∈ G é obtido dos g′is substituidos
acimas.
Como os elementos matriciais em cada linha são iguais, exceto na (M + 1)-linha, e nestas linhas
temos apenas um elemento de G1 que fica exatamente na diagonal, e todos os outros elementos são de G0
obtemos
σgTλ = gTλ ,
para toda permutação σ de R′Tλ subgrupo de RTλ que fixa os elementos da (M + 1)-ésima linha e fixa os
elementos da diagonal, e qualquer permutação τ /∈ R′Tλ , obtemos
τgTλ = 0.
Pois, suponhamos que σ permuta os elementos da última linha. Então como o último elemento (r10 ⊗ g)
pode aparecer apenas no último lugar, vai ser uma coluna com o número i no qual temos dois lugares
(garantidos por substituições syi) para elementos ei ⊗ g′ e vamos ter nessa coluna apenas um elemento
ei. Então, um dos lugares vai ser ocupado por um elemento estranho ej , com i 6= j. Assim, o resultado
da substituição será sempre zero. Se σ ∈ RTλ , a permutação mexe com os elementos da diagonal, então
vamos obter uma coluna com número i no qual no lugar i temos o elemento ei ⊗ g′ e na última linha
ei ⊗ g′2, onde g′ ∈ G0 e g′2 ∈ G1 e entre eles aparecem apenas elementos multiplicados por elementos de
G0. Esses elementos comutam entre si e como eles são alternados vai ser zero. Assim, obtemos que
e∗1 (sx, sy) = (L)!
M2Leijr10 ⊗ g = 0.
Logo, concluímos que r10 = 0, ∀ r10 ∈ J10. Analogamente temos J01 = (0).
Lema 5.2.3. Sejam M e L, com M = L = s2, s ∈ N. Seja J11 ∼= Ms (D) ⊗N , em que N = N0
.
+ N1,
como no Lema 5.2.1. Se E∗M,L ⊆ Id (G (A)), então N0 ⊆ Z (N), o centro de N , e N1 é anticomutativo.




. Considere a seguinte tabela
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standard de Young associada a µ:
Tµ =
1 1+(M+2) · · · 1+L(M+2)
...
... · · · ...
M+1 M+1+(M+2) · · · (M+1)+L(M+2)




L+1 (1, . . . , 1 + L (M + 1))× . . .× SM+2L+1 (M + 2, . . . , (L+ 1) (M + 2)) ,
CTµ = S¯
1
M+2 (1, 2, . . . ,M + 2)× . . .× S¯L+1M+2 (1 + L (M + 2) , . . . , (L+ 1) (M + 2)) ,
em que CTµ é o estabilizador de colunas de Tµ e RTµ é o estabilizador de linhas de Tµ.
E considere o polinômio
e∗2 (x¯, y¯) =
∑
ρ∈RTµ
ρgTµ (x¯, y¯), em que
gTµ (x¯, y¯) =
∑
σ∈CTµ
sgn(σ)y1xσ(1)y2 · · · ynxσ(n)yn+1.
Sejam e1, . . . , es2 , uma base ordenada de matrizes unitárias de Ms (F ). Considere a seguinte
substituição: para i = 1, . . . ,M + 2; j = 1, . . . , L+ 1
1. sxi+(j−1)(M+2) := ei ⊗ g0ji, j 6= i;
2. sxi+(i−1)(M+2) := ei ⊗ g1ii, j = i , em que g0ji ∈ G0 g1ii ∈ G1 são todos distintos;
3. sxM+1+(j−1)(M+2) := ej ⊗ g0j(M+1), 1 ≤ j ≤ L, em que g0j(M+1) ∈ G0 são todos distintos;
4. sxj(M+2) := ej ⊗ g1j(M+2), em que g1j(M+2) ∈ G1 são todos distintos;
5. sx(M+1)(M+2) := d1 ⊗ g1;
6. sx(L+1)(M+2) := d2 ⊗ g2, em que d1, d2 ∈ N0 ∪N1 g1, g2 ∈ G0 ∪G1
E os y′s por elementos do tipo eh,k ⊗ gpi , em que eh,k são todas distintas matrizes unitárias oportunas,
gpi ∈ Gp e yn−1 = ehn−1,kn−1 ⊗ g0n−1.
Observe que, para gTµ , tem-se que qualquer permutação de
C ′ = S3 (1,M + 1,M + 2)× S3 (2, 2 (M + 1) , 2 (M + 2))× . . .×
S3 (L+ (L− 1) (M + 1) , L (M + 1) , L (M + 2))× S2 (M + 1 + (L− 1) (M + 2) , L (M + 2)) < CTµ
não anulará gTµ . Porém alguns termos irão se cancelar e, como é possível reorganizar os elementos g′is,
então restará apenas 2L permutações de C ′ que não anula os monômios de gTµ . Para as permutações das
últimas colunas alguns irão se cancelar restando apenas quatro termos. Assim, tem-se
gTµ (sx, sy) = 2
L+1ei,j(d1d2 ⊗ g′1g1g′2g2 − d2d1 ⊗ g′1g2g′2g1).
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Quando aplicar as permutações de RTµ , observe que os elementos em cada linha são iguais até a M -ésima
linha. Como no Lema 5.2.2 se a permutação mexe com a diagonal até aM -linha, então gTµ irá se anular.
Qualquer permutação das últumas linhas também vai dar zero, a menos de uma transposição para cada
linha (última e penúltima) que permuta último elemento com o elemento ea que pode aparecer apenas
nessa última posição (garantido por substituições de syi). Como os elementos de N comutam com todos
os elementos de Ms(D), essas duas transposições vai dá coeficiente quatro. Assim, obtem-se
e∗2 (sx, sy) = 4(L)!
M2L+1ei,j
[




1. se d1, d2 ∈ N0, então g1, g2 ∈ G0. Daí, g′1g1g′2g2 = g′1g2g′2g1, substituindo em (5.3), obtemos
[(ei,jd1d2)⊗ g′1g1g′2g2 − (ei,jd2d1)⊗ g′1g2g′2g1] = 0⇒ ei,jd1d2 ⊗ g′1g1g′2g2 = ei,jd2d1 ⊗ g′1g2g′2g1
⇒ d1d2 = d2d1,
pois todos os gi são distintos;
2. para d1 ∈ N0, d2 ∈ N1, g1 ∈ G0, g2 ∈ G1 e para d2 ∈ N0, d1 ∈ N1, g2 ∈ G0, g1 ∈ G1 vamos obter o
resultado, pois g1 ∈ G0 = Z (G) ou g2 ∈ G0;
3. para d1, d2 ∈ N1, g1, g2 ∈ G0. Como g1g2 = −g2g1, tem-se que




2L+1ei,j [d1d2 ⊗ g′1g1g′2g2 + d2d1 ⊗ g′1g2g′2g1] = 0⇒
d1d2 = −d2d1, ∀ d1, d2 ∈ N1.
Lema 5.2.4. Seja M = L = s2, com s ∈ N, e E∗M,L ⊆ Id (G (A)). Se N# denota a álgebra obtida de N





= Id (G(Ms(D))) .
Demonstração. A demonstração é similar ao Lema 5.1.4.




= var (Ms (G)⊕G (D′)),
em que D′ é uma superálgebra de dimensão finita tal que exp (G(D′)) < 2s2.




= 2s2. Pelo Lema 4.6.6, existem um
número finito de superálgebras reduzidas B1, . . . , Bu e uma superálgebra de dimensão finita P , tais que
V = var (G (B1)⊕ . . .⊕G (Bu)⊕G (P )) e
exp (V) = exp (G (B1)) = . . . = exp (G (Bu)) = 2s2 > exp (G (D)) .
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Seja A umas das superálgebras reduzidas B1, . . . , Bu e vamos analisar sua estrutura. Então, A é uma
superálgebra reduzida com
exp (G (A)) = 2s2 e E∗s2,s2 ⊆ Id (G (A)) .
Seja A = A1 ⊕ . . .⊕ Aq
.
+ J , em que A1, . . . , Aq superálgebras simples de dimensão finita e J (A) = J , o
radical de Jacobson de A. Pelo Teorema de descrição de superálgebras simples, sabemos que
Ai ∼= Mdi (F ) ou Ai ∼= Mki,li (F ) ou Ai ∼= Msi (D) ,
em que t2 = 1.
Como A é reduzida, pelos Lema 4.6.2 e Lema 4.6.3, existe uma superálgebra minimal C =
A1 ⊕ . . .⊕Aq
.
+ J (C) contida em A. Assim, G (C) ⊆ G (A) tal que
2s2 = exp ((A)) = dimF (A1 ⊕ . . .⊕Aq) = dimF (A1 ⊕ . . .⊕Aq)0 + dimF (A1 ⊕ . . .⊕Aq)1 = d1 + l1,
em que d1 = dimF (A1 ⊕ . . .⊕Aq)0 e l1 = dimF (A1 ⊕ . . .⊕Aq)1. Pelo Teorema 4.6.5, sendo C uma
superálgebra minimal, ocorre
Id (G (C)) = Id (G (A1)) . . . Id (G (Aq)) ,
em que Id (G (Ai)) , para qualquer i = 1, . . . , q são T -ideais verbalmente primos.
Suponhamos que, para i ∈ {1, . . . , a}, tenhamos Aji ∼= Mdji (F ); para i ∈ {a + 1, . . . , b + a},
tenhamos Aji ∼= Msji (D); e para i ∈ {b + a + 1, . . . , z + b + a}, tenhamos Aji ∼= Mkji ,lji (F ), com







































, ∀ i, ∀ n ≥ 1,
e pelo Lema 3.3.8,








G (C) ⊆ G (A)⇒ Id (G (A)) ⊆ Id (G (C))⇒ E∗s2,s2 ⊆ Id (G (C)) .





Vamos mostrar que d1 = s2 e l1 = s2. Como d1 + l1 = 2s2, temos três possibilidades:
1. d1 = s2 e l1 = s2;
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2. d1 > s2 e l1 < s2;
3. d1 < s2 e l1 > s2.
Mostraremos que (2) e (3) não podem ocorrer.






tal que s2 < λd ≤ l1 e mλ 6= 0, em que d ∈




. Pelo Teorema 3.4.1, mλ = 0, pois E∗s2,s2 ⊆











, pelo Teorema 3.4.1, mµ = 0,
pois E∗s2,s2 ⊆ Id (G (C)), contradição. Logo, d1 ≤ s2. Como, d1 + l1 = s2 + s2, temos d1 = s2 e l1 = s2.
Assim,









) ⊗̂(χ⊗̂(q−1)1 ) ⊆ H (s2, s2) ∪D (s2 +m, s2 +m) ,
é o gancho infinito de braços s2 e pernas s2 mais um retângulo de tamanho m = (q − 1)2.
Vamos mostrar que q = 1. Suponha que existe um diagrama Dµ com não zero multiplicidade
e contendo um retângulo Dλ, em que λ =
(
s2 + 1
)(s2+q−1). Então, E∗s2+q−2,s2 6⊆ Id (G (C)) e, como
E∗s2,s2 ⊆ Id (G (C)), temos que







Assim, A = A1
.
+ J . De forma similar ao Teorema 5.1.5, como






e exp (Ms1,s1 (G)) = 4s21;






e exp (Ms1 (G)) = 2s21;




e exp (Ms1 (F )) = s21,
concluímos que A1 = Ms (D). Assim, A = Ms (D)
.
+ J .






+ J11 e, pelo Lema 5.2.2, J10 = J01 = (0), já que








. Por outro lado, J11 ∼= Ms (D)⊗N , em que N é






em que N# é uma F -álgebra obtida de N ao adicionar a unidade.






= Id (G (Ms (D))). Assim,






∩ Id (G (J00))⇒ Id (G(A)) = Id (G (Ms (D))) ∩ Id (G (J00)) .
Logo, var (G (A)) = var (G (Ms (D))⊕G (J00)). Mostramos que para qualquer álgebra reduzida Bi, para
cada i = 1, . . . , u, tem-se Bi = Ms (D)
.
+ J (Bi). Portanto, concluímos que
V = var (Ms (G)⊕G (D′)) ,
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' cn (Ms (G)) .
Demonstração. Consequência direta dos Corolário 4.6.9 e do teorema anterior.
5.3 Igualdade Assintótica para Capk2+1, St2k e Mk (F )
Agora analisaremos o caso de uma superálgebra reduzida do tipo especial. Recorde que a matriz
Mk (F ) denota a superálgebra simples de dimensão k2, com entradas em F e com graduação (Mk (F ) , 0).
Até o Teorema 5.3.6 assumiremos que R = Mk (F )
.
+ J , em que J = J (R) é o radical de Jacobson da
superálgebra de dimensão finita R, além disso denotaremos Mk(F ) por A.








em que, para p, q ∈ {0, 1}, Jpq é um módulo à esquerda fiel ou um 0-módulo à esquerda de acordo com p = 1
ou p = 0 respectivamente. Similarmente, Jpq é um módulo à direita fiel ou um 0-módulo à direita de acordo
com q = 1 ou q = 0 respectivamente. Além disso, para p, q, i, l ∈ {0, 1}, JpqJql ⊆ Jpl, JpqJil = 0, para
q 6= i. E existe uma superálgebra nilpotente de dimensão finita N tal que J11 = Mk(F )N ∼= Mk (F )⊗F N
são isomorfos como Mk (F )-bimódulos e superálgebras.
Demonstração. A demonstração é análoga ao Lema 5.1.1. A diferença é que deg (ds,t (j)) = deg (j),
pois deg (eis) = 0, ∀ i, s ∈ {1, . . . , k}. A aplicação
ϕ : Mk (F )⊗N −→ J11
er,t ⊗ ds,m (j) 7−→ er,sjem,t
é um isomorfismo de superálgebras e de Mk (F )-bimódulos.
Lema 5.3.2. Suponha que J01
.
+ J10 6= 0. Então, St2k /∈ Id (R) e Capk2+1 /∈ Id (R).
Demonstração. Faremos a demonstração para J10 6= (0).
Suponhamos que J10 6= (0), então existe 0 6= d ∈ J10. Sabemos que, dA = 0, pois J10 é 0-módulo
à direita e eiid 6= 0, para algum i ∈ {1, . . . , k}, pois J10 é A-módulo à esquerda fiel. Faremos indução
sobre k.
1. Se k = 1, temos que St2 (e11, d) = e11d 6= 0.
2. Suponha que k ≥ 2. Já que St2k−1 não é identidade para A, então existem a1, . . . , a2k−1 ∈ A tais
que St2k−1 (a1, . . . , a2k−1) 6= 0. Mais precisamente, podemos escolher
(a1, a2, a3 . . . , a2k−1) = (ei+1,i+1, ei+1,i+2, ei+2,i+2, . . . , ei,i)
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matrizes elementares todas distintas, substituindo em St2k−1 obtemos que
St2k−1 (a1, . . . , a2k−1) = ei+1,i ⇒
ei,i+1St2k (a1, . . . , a2k−1, d) = ei,i+1St2k−1 (a1, . . . , a2k−1) d = ei,i+1ei+1,id = ei,id 6= 0.
Portanto, St2k não é uma identidade para R.
Sabemos que A não satisfaz o polinômio de Capelli de posto k2. Assim, existem matrizes elementares
a1, . . . , ak2 ∈ A,
todas distintas e matrizes elementares
b1, . . . , bk2−1 ∈ A,
tais que
Capk2 (a1, . . . , ak2 , b1, . . . , bk2−1) = ekk.
Então
Capk2+1 (a1, . . . , ak2 , d; b1, . . . , bk2−1, ekk) = Capk2 (a1, . . . , ak2 ; b1, . . . , bk2−1) ekkd = ekkd 6= 0,
pois d ∈ J10. Portanto, Capk2+1 não é identidade de R. Donde segue a afirmação. A demonstração
para J01 é similar.
Lema 5.3.3. Seja J11 = AN ∼= A⊗N . Se N não é comutativa, então St2k+1 /∈ Id (R).
Demonstração. Ver [9], Lema 4.






+ J00J01 6= (0), então St2k+1 /∈ Id (R).
Demonstração. Ver [9], Lema 5.
Lema 5.3.5. Seja R = A
.
+ J , onde A = Mk (F ) e J é o radical de Jacobson da álgebra R, e St2k+1. Se






Demonstração. (⊆) Como A1, A2, J00 ⊆ R, temos que Id (R) ⊆ Id (A1 ⊕A2 ⊕ J00).
(⊇) Primeiro vamos fazer a seguinte observação: Suponha que o polinômio multilinear f (x1, . . . , xn)

















∩ Id (J00) .
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Suponha que b1, . . . , bn ∈ A∪J10 ∪J01 ∪J11 ∪J00. Note que b1, . . . , bn não pode pertencer a nenhum dos
conjuntos A∪J11∪J10 ou a A∪J11∪J01 ou a J00 ao mesmo tempo, pois caso contrário f (b1, . . . , bn) = 0.
Então, existem bi, bj , i 6= j tais que ocorre uma das três possibilidades:
bi ∈ J10 e bj ∈ J01, ou bi ∈ J10 e bj ∈ J00, ou bi ∈ J01 e bj ∈ J00.
Como
J01J10 = J10J01 = J10J00 = J00J01 = (0) , J01J00 = J00J10 = J00J11 = J11J00 = (0) e J ′pqs
são A-bimódulos, então para quaisquer uma das três possibilidades descritas acima e para qualquer σ ∈ Sn,
temos
bσ(1) · · · bσ(n) = 0⇒ f ∈ Id (R) ,
















∩ Id (J00) ⊆ Id (R).




























. Assim, concluiremos que












∩ Id (J00) ⊆ Id (R) .









cordemos que J11 = AN , A comuta com N e N é comutativo pelo Lema 5.3.3. Então para quaisquer
b1, . . . , bn−2 ∈ A∪J11∪J10, a ∈ A, d ∈ N , temos que b1 · · · bkadbk+1 · · · bn−2 = d(b1 · · · bka1bk+1 · · · bn−2),








, existem b1, . . . , bn ∈ A ∪ J11 ∪ J10 tais
que f (b1, . . . , bn) 6= 0. Então, podemos escrever
f (b1, . . . , bn) = d
′f
(
























































. Portanto, Id (A1) ∩ Id (A2) ∩ Id (J00) ⊆ Id (R). Concluímos a
afirmação.
Teorema 5.3.6. [[9], Teorema 3] Seja F um corpo de característica zero. Então, var (Capk2+1) =
var (Mk (F )⊕B), para alguma álgebra B de dimensão finita tal que exp (B) < k2.
Demonstração. Como k2 + 1 − 1 = k2 é um quadrado, então exp (Capk2+1) = k2. Além disso, como
Capk2+1 não é uma identidade para álgebra de Grassmann, então pelo Teorema 4.3.1, Capk2+1 é
gerada por alguma álgebra de dimensão finita. Pelo Corolário 4.6.7, existem um número finito de
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álgebras reduzidas B1, . . . , Bt e uma álgebra de dimensão finita D tais que
var (Capk2+1) = var (B1 ⊕ . . .⊕Bt ⊕D) ,
exp (Capk2+1) = exp (B1) = . . . = exp (Bt) = k
2 > exp (D) .
Vamos analisar a estrutura de uma álgebra reduzida que satisfaz tais condições. Seja R uma
álgebra reduzida tal que Capk2+1 ∈ Id (R) e exp (R) = k2. Escrevemos R = A1 ⊕ . . .⊕ An
.
+ J , em que
A1, . . . , An são álgebras simples e J é o radical de Jacobson de R. Assim, Aq ∼= Mdq (F ) , para quaisquer
q = 1, . . . , n, pois caso não fosse teríamos que G (R) conteria uma subálgebra isomorfa a Mki,li (G) ou
Mdi (G), mas o polinômio de Capelli não é satisfeito por nenhuma dessas álgebras. Logo, Aq = Mdq (F ) ,
para quaisquer q = 1, . . . , n. Além disso, R contém uma subálgebra minimal,
C = A1 ⊕ . . .⊕An
.
+ J (C) , com dimA1 + . . .+ dimAn = exp (C) = exp (R)
e, pelo Lema 4.6.4, C é isomorfa a UT (d1, . . . , dn), com exp (C) = exp (R) = d21 + . . .+ d2n = k2.
Pelo Lema 4.6.13, a álgebra UT (d1, . . . , dn) satisfaz Capd21+...d2n+n ≡ 0, mas não satisfaz de grau
≤ d21 + . . .+ d2n + n− 1. Assim, temos que n = 1, d1 = k. Logo, podemos escrever R = Mk (F )
.
+ J .






+ J11 e J11 ∼= Mk (F )⊗N , em que N é superálgebra de
dimensão finita; pelo Lema 5.3.2, J01 = J10 = (0) e, pelo Lema 5.3.3, N é comutativa. Assim, Mk (F )
e Mk (F )
.
+ J ∼= Mk (F ) ⊗N# são PI-equivalentes, em que N# é a álgebra obtida de N ao adicionar a
identidade (N# é comutativa e não nilpotente).
























= Id (Mk (F )),
concluímos que var (R) = var (Mk (F )⊕ J00).
Mostramos que para qualquer álgebra reduzida B1, . . . , Bt acima, temos Bi = Mk (F )
.
+ J (Bi).
Logo, var (Capk2+1) = var (Mk (F )⊕B), em que B = D⊕ J00 (B1)⊕ . . .⊕ J00 (Bt). Logo, concluímos a
afirmação.
Corolário 5.3.7. cn (Capk2+1) = cn (Mk (F )) .
Demonstração. Consequência direta do Corolário 4.6.9 e do teorema anterior.
Teorema 5.3.8. [[9], Teorema 2] Seja F um corpo de característica zero. Então:
1. var (St2k) = var (Mk(F )⊕B), para alguma álgebra B de dimensão finita tal que exp (B) < k2 .
2. var (St2k+1) = var (Mk×2k(F )⊕M2k×k (F )⊕B), para alguma álgebra B de dimensão finita tal que
exp (B) < k2.
Demonstração. Pelo Lema 4.6.12, exp (St2k) = exp (St2k+1) = k2. Além disso, como Stq não é uma
identidade para álgebra de Grassmann, para todo q ∈ N, então, pelo Teorema 4.3.1, Stq é gerada por
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alguma álgebra de dimensão finita. PeloCorolário 4.6.7, existem um número finito de álgebras reduzidas
B1, . . . , Bt e uma álgebra de dimensão finita D, tais que
var (Stq) = var (B1 ⊕ . . .⊕Bt ⊕D) , exp (Stq) = exp (B1) = . . . = exp (Bt) = k2, exp (D) < exp (Stq) ,
em que q = 2k ou q = 2k + 1.
Seja R = A1 ⊕ . . . ⊕ Am
.
+ J uma das álgebras reduzidas acima, em que Ai ∼= Mdi (F ) , para
quaisquer i = 1, . . . ,m, é uma álgebra simple de dimensão finita. Então, R satisfaz Stq = 0.
Como no teorema anterior, R contém uma subálgebra minimal isomorfa a UT (d1, . . . , dm). Além
disso, exp (UT (d1, . . . , dm)) = d21 + . . .+ d2m. Mas sabemos que UT (d1, . . . , dm) satisfaz a identidade Stn
se, e somente se, n ≥ 2 (d1 + . . . .+ dm). Assim, UT (d1, . . . , dm) satisfaz
Stq para q = 2k ou q = 2k+1⇐⇒ 2k ≥ 2 (d1 + . . .+ dm)⇐⇒ d = d1+. . .+dm ≤ k ⇒ d21+. . .+d2m < k2,
para qualquer m > 1. Pelo Lema 2.3.4, UT (d1, . . . , dm) não satisfaz St2d−1. Assim, R é uma álgebra
reduzida com exp (R) = k2 e satisfaz Stq = 0 para q = 2k ou q = 2k + 1, então m = 1. Logo,
R = Mk (F )
.
+ J . Agora vamos considerar os casos:
1. q = 2k e R = Mk (F )
.







St2k ∈ Id (R) , temos pelo Lema 5.3.2, J01 = J10 = (0). Além disso, J11 ∼= Mk (F ) ⊗ N , e
pelo Lema 5.3.3, N é comutativa. Como Mk(F )J01 = J10Mk(F ) = J00J11 = J11J00 = (0) e






⊕ J00, em que J00 é um ideal nilpotente de R.
Além disso, Mk (F )
.
+ J11 = Mk (F )
.
+ Mk (F )N ∼= Mk (F ) ⊗ N#, em que N# é obtido de N ao
adicionar o elemento unidade. Como N# é comutativa e não nilpotente, segue que Mk (F )
.
+ J11 ∼=
Mk (F )⊗N# e Mk (F ), são PI-equivalentes, assim var (R) = var (Mk (F )⊕ J00).
2. Caso q = 2k + 1. Pelo Lema 5.3.4, J01J10 = J10J01 = J10J00 = J00J01 = (0), pois St2k+1 é identi-















em que J00 é uma álgebra nilpotente. Agora, o Mk (F )-módulo à esquerda J10 é isomorfo a t ≥ 1
cópias de um ideal esquerdo de Mk (F ), pois Mk (F ) é anel simples, em particular semissimples,
daí segue que qualquer Mk (F )-módulo à esquerda ou à direita é isomorfo a t cópias de um módulo
simples Vi = (vuz)k×k à esquerda, respectivamente à direita, em que vyq = 0, para quaisquer q 6= i
e vui ∈ F (para um módulo simples à direita seria um vetor linha da matriz). Denotamos por
Mk×l (F ) a álgebra de matrizes sobre F que possui todas as linhas maiores ou iguais a (k+1)-ésima
linhas e todas as colunas maiores ou iguais a (l + 1)-ésima colunas nulas. Note que podemos ver
Mk (F ) como Mk×k (F ). Observe ainda que J10 ∼= V1
.
+ . . .
.
+ Vt ∼= Mk×t(F ) é isomorfismo de
Mk(F )-módulos à esquerda e Mk (F )
.
+ J10 ∼= Mk×(k+t) (F ) é isomorfismo de F -álgebras, já que
J10Mk(F ) = J10J10 = (0).
Mostraremos agora que Mk (F )
.
+ J10 tem as mesmas identidades que Mk×2k (F ). É suficiente













. Dessa forma, obteremos a afirmação.
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. Como F é de característica zero, podemos supor
f = f (x1, . . . , xn−1, xn) =
∑
σ∈Sn
ασxσ(1) · · ·xσ(n−1)xσ(n)
polinômio multilinear. É suficiente verificar que f é identidade de Mk×2k (F ) apenas na base. Note
que os elementos matriciais da base de Mk×2k (F ) que não estão em Mk×(k+1) (F ) são
{ei,k+1, . . . , ei,2k} = B,
para qualquer i = 1, . . . , k, observe ainda que para quaisquer eij , ekt ∈ B tem-se eijekt = 0. Isso
significa que se substituirmos em f pelo menos dois elementos de B, obtemos que f = 0 em
Mk×2k (F ). Outra observação a ser feita é que se substituirmos pelo menos um elemento em f de B
entre dois elementos da base de Mk×(k+1) (F ), f será nulo em Mk×2k (F ), pois haverá mais de um
termo da forma: ei,jet,k com j 6= t. Dessa forma, a única possibilidade é substituir em f apenas um
elemento de B, este elemento deve estar na última posição dos monômios em f , e todos os outros
elementos a serem substituídos em f devem ser da base de Mk×(k+1) (F ). Assim, para quaisquer
a1 = ei1,j1 , . . . , an−1 = ein−1,jn−1 ∈ Mk×(k+1) (F ) , es,k+1 ∈ Mk×(k+1) (F ) , s = 1, . . . , k, obtemos
para
f (a1, . . . , an−1, es,k+1) =
∑
σ∈Sn
ασaσ(1) · · · aσ(n−1)es,k+1 = 0,
pois f ∈ Id (Mk×(k+1) (F )) . Então para es,j ∈Mk×2k (F ) para qualquer j ≥ k + 1, temos
f (a1, . . . , an−1, es,j) =
∑
σ∈Sn





= Id (Mk×2k (F )). De maneira análoga, mostra-se queMk (F )
.
+ J01 possui
as mesmas identidades que M2k×k (F ). Assim, obtemos
var (R) = var (Mk×2k (F )⊕Mk×2k (F )⊕ J00), em que J00 é uma álgebra nilpotente de dimensão
finita.
Corolário 5.3.9. cn (St2k) ' cn (Mk (F )) e cn (St2k+1) ' cn (Mk×2k(F )⊕M2k×k(F )) .





A. Regev [15] obteve o preciso comportamento assintótico da codimensão da álgebra verbalmente
prima Mk (F ). Para as álgebras verbalmente primas Mk (G) e Mk,l (G), ainda não há registro de que o
comportamento assintótico tenha sido obtido precisamente (computado). A. Berele e A. Regev [3] trazem
resultados parciais para tais álgebras. Então, os resultados obtidos por F. Benanti e I. Sviridova [1] e por
A. Giambruno e M. Zaicev [9], apresentados nesta dissertação, fornecem uma "aproximação"para a codi-
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mensão do T -ideal gerado pelo polinômio tipo Amitsur-Capelli e a codimensão das álgebras verbalmente
primas.
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