shortest path tree from a given node to all other nodes. Coupling information dissemination and computation can reduce storage requirements (only routing information is stored), communication overhead (no relaying of flooded packets), and computations (a local change needs not propagate beyond the affected neighborhood). Thus, distance-vector algorithms avoid several of the disadvantages of link-state algorithms, which can make them attractive, especially in situations of frequent local topology changes and/or when high control overhead is undesirable. The research was triggered by a renewed interest in devising light-weight, loop-free path computation solutions for large-scale Ethernet networks.
Distributed path computation with intermediate variables (DIV) algorithm that enables our goals of distributed, light-weight, loop-free path computation. DIV is not by itself a routing algorithm; rather, it can run on top of any routing algorithm to provide loop-freedom. DIV generalizes the Loop Free Invariant (LFI) based algorithms, [6] and outperforms previous solutions including known LFI and Diffusing Computation based algorithms, such as the Diffusing Update Algorithm. The rules and update mechanism of DIV and their correctness proofs are rather simple, which hopefully will also facilitate correct and efficient implementations.
II.
RELATED WORK
ROUTING LOOPS AND COUNTING-TO-INFINITY
We begin our discussion with a simple classical example of a routing loop and counting-to-infinity which illustrates that these problems can occur quite frequently as they neither require complex topologies nor an unlikely sequence of events. Consider the network shown in Fig. 1(a) . In this figure, the nodes compute a shortest path to the destination D. The cost of each link is shown next to the link and the cost-to-destination of the nodes are shown in parenthesis next to the node. We assume that nodes use poison reverse; i.e., each node reports an infinite cost-to-destination to its successor node. Thus, node C believes that node A can reach the destination at a cost of 3 whereas node B cannot reach the destination since node B reported a distance of infinity to node C. Now suppose that the link between nodes C and D goes down, as shown in Fig. 1(b) . Node C detects this change and attempts to find a new successor. According to the information node C has at that moment, node A is its best successor. So node C chooses node A as its successor, reports a distance of infinity to node A and distance of 6 to node B. As Fig. 1(b) shows, a routing loop has been created due to node C's choice of successor. To see how counting-to-infinity takes place in this example, note that due to poison reverse, node B believes that the destination is unreachable through node A. Thus, when it receives the update from C containing C's new cost-to-destination as 6, node B simply changes its own cost-to-destination to 7 keeping node C as its successor, reports unreachability to node C and its new cost, 7, to node A . This way, each node increases its cost to D by a finite amount each time. So, unless a maximum diameter of the graph is assumed (e.g., it is 6 in RIP) and the destination declared unreachable once the cost reaches that value, the computation never ends.
DIFFUSING UPDATE ALGORITHM (DUAL)
DUAL, a part of CISCO's widely used EIGRP protocol, is perhaps the best known algorithm. In DUAL, each node maintains, for each destination, a set of neighbors called the feasible successor set. The feasible successor set is computed using a feasibility condition involving feasible distances at a node. Several feasibility conditions are proposed in [5] that are all tightly coupled to the computation of a shortest path. For example, Source Node Condition (SNC) uses the feasible successor set to be the set of all neighbors whose current cost-to-destination is less than the minimum cost-to-destination seen so far by the node. Note that the definition of a feasible successor set depends on an origin of time, which is defined as the time when the node freshly computes the feasible successor set after it contains no preferred successor.
LOOP FREE INVARIANCE (LFI) ALGORITHMS
A pair of invariances, based on the cost-to-destination of a node and its neighbors, called Loop Free Invariances (LFI) is introduced in [7] and it is shown that if nodes maintain these invariances, then no transient loops can form (cf. Section III). Update mechanisms are required to maintain the LFI conditions: [7] introduces Multiple-path Partial-topology Dissemination Algorithm (MPDA) that uses a link-state type approach whereas [6] introduces Multipath Distance Vector Algorithm (MDVA) that uses a distance vector type approach. Similar to DUAL, MDVA uses a diffusing update approach to increase its cost-to-destination, thus it also handles multiple overlapping cost-changes sequentially.
DIV combines advantages of both DUAL and LFI. DIV generalizes the LFI conditions, is not restricted to shortest path computations and, as LFI-based algorithms, allows for multipath routing. In addition, DIV allows for using a feasibility condition that is strictly more relaxed than that of DUAL, hence triggering synchronous updates less frequently than DUAL (and consequently, than MPDA or MDVA) as well as limiting the propagation of any triggered synchronous updates. The update mechanism of DIV is simple and substantially different from that of previous algorithms, and allows arbitrary packet reordering/ losses. Moreover, unlike DUAL or LFI algorithms, DIV handles multiple overlapping cost-changes simultaneously without additional efforts resulting in potentially faster convergence. Finally, DIV allows an alternate synchronous update mode (in distance vector computations) where a synchronous update goes only one hop, similar to MPDA (note though that MPDA is link-state based), which allows nodes to switch to a new successor faster without creating loops.
III. DIV
3.1. OVERVIEW DIV lays down a set of rules on existing routing algorithms to ensure their loop-free operation at each instant. This rule-set is not predicated on shortest path computation, so DIV can be used with other path computation algorithms as well. For each destination, DIV assigns a value to each node in the network. To simplify our discussion and notation, we fix a particular destination and from now on, speak of the value of a node. The values can be arbitrary-hence, the independence of DIV from any underlying path computation algorithm. However, usually the value of a node will be related to the underlying objective function that the routing algorithm attempts to optimize and the network topology. Some typical value assignments are as follows: (i) in shortest path computations, the value of a node could be its cost-to-destination; (ii) as done in DUAL, the value could be the minimum cost-to-destination seen by the node from time t = 0;
The value could be related to the number of next-hop neighbors for the destination, etc. We, however, impose one restriction on the value assignment: a node that does not have a path to a destination must assign a value of -infinity‖ (the maximum possible value) to itself. Intuitively, this restriction prevents other nodes from using it as a successor which is sensible since it does not have a path to the destination in the first place. This restriction turns out to be crucial for avoiding counting-to-infinity problems in shortest path environments. The basic idea of DIV is that it allows a node to choose one of its neighbors as a successor only if the value of that neighbor is less than its own value: this is called the decreasing value property of DIV.
DIV lays down specific update rules that guarantee that loops are not formed at any time even if the information at different nodes is inconsistent. DIV accomplishes this task by maintaining several intermediate variables that hold a replica of the value of a node at its neighbors and vice versa, and exchanging messages between neighboring nodes. Similar to (but not identical with) DUAL, the update mechanism sends update messages and for some of them, requires an acknowledgment from the neighbor. Depending on the rules for sending acknowledgments, DIV can be operated in one of the following two modes: (i) the normal mode, and (ii) the alternate mode. In the normal mode, a neighbor can hold on to sending an acknowledgment until its own value is adjusted appropriately. In the alternate mode, on the other hand, the neighbor immediately sends the acknowledgment, but could temporarily lose all paths The main advantages of DIV are as follows: 1) Separation of Routing and Loop prevention: DIV separates routing algorithms from the task of transient loop prevention. Emancipating routing decisions from the task of loop-prevention simplifies routing algorithms. In addition, DIV is not restricted to shortest path computations; it can be integrated with other distributed path computation algorithms. where we explore a routing algorithm that attempts to increase the robustness of the network in terms of being able to reroute packets immediately (i.e., without the need for any route update) without causing a loop after a link or node failure. 2) Reduced Overhead: When applied to shortest path computations, DIV triggers synchronous updates less frequently as well as reduces the propagation radius of synchronous updates where synchronous updates are time and resource consuming updates that might need to propagate to all upstream2 nodes before the originator is in a position to update its path. In fact, synchronous updates may altogether be removed if counting-to-infinity is not a significant issue (e.g., mitigated using a TTL); alternate mode. 3) Maintaining a path: A node can potentially switch to a new successor more quickly, while provably still guaranteeing loop prevention (alternate mode). This is particularly useful in situations where the original path is lost due to a link failure. 4) Convergence Time: When a node receives multiple overlapping cost updates3 from its neighbor, DIV allows the node to process and respond to the updates in an arbitrary manner, thus enabling an additional dimension for optimization 5) Robustness: DIV can tolerate arbitrary packet reordering and losses without sacrificing correctness.
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DESCRIPTION OF DIV
There are four aspects to DIV: (i) the variables stored at the nodes; (ii) two ordering invariances that each node maintains; (iii) the rules for updating the variables; and (iv) two semantics for handling nonideal message deliveries (such as packet loss or reordering). A separate instance of DIV is run for each destination, and we focus on a particular destination, which at a node is, therefore, associated with a given value.
1) The Intermediate Variables: Suppose that a node is a neighbor of node. These two nodes maintain intermediate variables to track each other's values. There are three aspects to each of these variables: whose value is this? who believes in that value? and where is it stored? Accordingly, we define V(x; y\x) to be the value of node x as known (believed) by node y stored in node x ; similarly V(y; x\x)denotes value of node y as known by node x stored in node x. Thus, assuming node x has neighbors {y1,y2,…y}) , it stores, for each destination: 2) The Invariances: As stated in the overview of DIV (cf. Section III-A), the fundamental idea of DIV is to ensure that a successor node always has a smaller value. However, a node may not know what the most recent value of one of its neighbors is due to inconsistency in information. Thus, DIV requires each node to maintain at all times the following two invariances based on its set of locally stored variables.
3) Invariance 1:
The value of a node is not allowed to be more than the value the node thinks is known to its neighbors.
V(x; x\x) <= V(x; yi \x) for each neighbor yi (1) 4) Invariance 2: A node can choose one of its neighbors as a successor only if the value of is less than the value of as known by node; i.e., if node is the successor of node, then V(x; x\x) > V(y; x\x) (2) Thus, due to Invariance 2, a node can choose a successor only from its feasible successor set{ yi \V(x; x\x) > V(yi; x\x) }. The two invariances reduce to the LFI conditions if the value of a node is chosen to be its current cost-to-destination.
5) Update Messages and Corresponding Rules:
There are two operations that a node needs to perform in response to network changes: (i) decreasing its value and (ii) increasing its value. Both operations need notifying neighboring nodes about the new value of the node. DIV uses two corresponding update messages, Update::Dec and Update::Inc, and acknowledgment (ACK) messages in response to Update::Inc (no ACKs are needed for Update::Dec). Both Update::Dec and Update::Inc contain the new value, (the destination), and a sequence number. The ACKs contain the sequence number and the value (and the destination) of the corresponding Update::Inc message. DIV lays down precise rules for exchanging and handling these messages which we now describe.
Decreasing Value: Decreasing value is the simpler operation among the two. The following rules are used to decrease the value of a node x to a new value V0 :
• Node x first simultaneously decreases the variables V(x; x\x) and the values V(x; yi \x) ¥I = 1,2,…,n ,to V0; • Node x then sends an Update::Dec message to all its neighbors that contains the new value V0.
• Each neighbor yi of x that receives an Update::Dec message containing V0 as the new value updates V(x; yi\yi) to V0.
Increasing Value: Increasing value is potentially a more complex operation, however, conceptually it is simply an inverse operation: in the decrease operation a node first decreases its value and then notifies its neighbors; in the increase operation, a node first notifies its neighbors (and waits for their acknowledgments) and then increases its value. In particular, a node x uses the following rules to increase its value to V1: • Node x first sends an Update::Inc message to all its neighbors.
• Each neighbor yi of x that receives an Update::Inc message sends an acknowledgment message (ACK) when it is able to do so according to the rules explained in details below (Section III). When yi is ready to send the ACK, it first modifies V(x; yi \ yi), changes successor, if necessary (since the feasible successor set may change), and then sends the ACK to x; the ACK contains the sequence number of the corresponding Update::Inc message and the new value of V(x; yi \ yi). Note that in this case it is essential that node yi changes successor, if necessary, before sending the ACK.
• When node x receives an ACK from its neighbor yi, it modifies V(x; yi \x) to V1. At any time, node x can choose any value V(x; x \x) <= V(x; yi \x) ¥i=1, 2,…, n. Rules for Sending Acknowledgment: The Two Modes: We now describe how a node decides whether it can send an ACK in response to an Update::Inc message. There are two possibilities: each possibility leads to a distinct behavior of the algorithm, which we refer to as modes. Suppose that node yi received an Update::Inc message from node x. Recall that node yi must increase V(x; yi \ yi) before sending an ACK. However, increasing V(x; yi \ yi) may remove node x from the feasible successor set at node yi. If node x is the only preferred node in the feasible successor set of node yi, then node yi may lose its path if V(x; yi \ yi) is increased without first increasing V(yi; yi \ yi) . In such a case node yi has two options: 1) first increase V(yi; yi \ yi) and then increase V(x; yi \ yi) and send the ACK to node x; or 2) increase V(xi; yi \ yi ), send ACK to node x and then increase V(yi; yi \ yi . If a node uses option 1), we say that DIV is operating in its normal mode; if a node uses option 2), we say that DIV is operating in alternate mode. In the normal mode [i.e., using option 1)], update requests propagate to upstream nodes in the same manner as in DUAL and other previous works. If node x is not the sole desirable successor of node yi, then node yi will immediately respond to node x's Update::Inc message. Otherwise, node yi wants to increase its own value before sending an ACK. Node yi issues its own Update::Inc message to all its neighbors, including node x . The set of neighbors of node yi that do not depend on node yi for reaching the destination based on their current values (which includes node x ), would immediately respond to node yi with an ACK. When node yi receives ACKs (in response to node yi's Update::Inc message) from all its neighbors, it will send ACK to node x (as a response to node x's Update::Inc message). This process terminates due to acyclicity of the successor graph; when the node yi is a -leaf‖ node (i.e., a node that is not a downstream node for any node), all its neighbors will immediately respond with an ACK.
At this point, we pause to briefly discuss a few basic aspects of -protocol machinery‖ associated with waiting for ACKs at a node. We assume the existence of a separate -liveness‖ protocol operating between neighbors and used to detect link/node failures. When waiting for ACKs from neighbors, node maintains a list of pending ACKs for each Update::Inc message it is keeping track of. Nodes are removed from the list either upon receipt of the intended ACK or upon notification of the failure of the liveness protocol to the node. A timer is associated with pending ACKs and retransmission of the Update::Inc message is performed when the timer expires. After a given number of unsuccessful retransmission attempts, the node declares its session to the neighbor failed irrespective of the current status of the liveness protocol, and proceeds to re-initialize it. By following these simple rules, we can ensure that the transmission of ACKs proceeds unimpeded even in the presence of losses and node/link failures.
Turning next to the alternate mode [i.e., using option 2)], we trade simpler and faster processing of ACKs for the risk of having node yi without a successor for a period of time (until it is allowed to increase its value). At a first glance, this may seem unwise. However, if node x originated the value-increase request in the first place because the link to its successor was down (as opposed to only a finite cost change), then the old path does not exist and the normal mode has no advantage over the alternate mode in terms of maintaining a path. In fact, in the alternate mode, the downstream nodes get ACKs from their neighbors more quickly and thus can switch earlier to a new successor (which hopefully has a valid path) than in the normal mode. It is not necessary for all nodes to use the same mode (either normal or alternate); each node can make an independent selection. In particular, the following scheme can be used to choose the best mode: we include a bit in the Update::Inc message that indicates whether the request is in response to a loss of old path. Then an intuitive strategy is that nodes use the normal mode if the old path exists, and use the alternate mode if the old path does not exist. However, the normal mode does have one significant advantage over the alternate mode: the counting-toinfinity problem cannot arise in the normal mode whereas there is no such guarantee in the alternate mode. Thus, the previous strategy is perhaps useful only in the cases where counting-to-infinity is not a significant problem or a mitigation mechanism is in place. Semantics for Handling Message Reordering: So far, we have been working under the implicit assumption that all update messages and ACKs come to a node in order and without any loss. In practice both loss and reordering are possible. Thus, it is important to ensure the correctness of DIV under possible packet reordering or packet losses. Towards this goal, we maintain the following two semantics that account for nonzero delays between origination of a message at the sender and its reception at the receiver and possible reordering of messages and ACKs. These semantics are enforced using the embedded sequence numbers in the update messages (recall that an ACK includes the sequence number of the Update::Inc that triggered it). 
PROPERTIES OF DIV
IV. Routing Under General Cost Functions
One of the important advantages of DIV is that it is not tied to a particular cost function when computing a routing. We illustrate the benefits of this decoupling using a cost function that instead of the standard shortest path distance function, seeks to maximize the number of next-hops available at all nodes for each destination. The availability of multiple next-hops ensures that the failure of any one link or neighbor does not impede a node's ability to continue forwarding traffic to a destination. A failure results in the loss of at most one next hop to a destination, so that the node can continue forwarding packets on the remaining ones without waiting for new paths to be computed. In other words, the routing is robust to local failures. This may be an appropriate objective in settings where end-to-end latency is small and bandwidth plentiful, e.g., as in the previously mentioned large-scale Ethernet networks spanning entire metropolitan areas, which provided some of the early motivations for developing DIV. Multiple available next-hops also improve load balancing by distributing packet transmissions across the multiple associated links.
V.
Results And Performance 5.1. PERFORMANCE OF DIV IN SHORTEST PATH ROUTING DBF, DUAL (using SNC as its feasibility condition), and DIV (using DBF to compute value updates), and compare their performance in terms of loop avoidance9 and convergence time. The simulations are performed on random graphs with fixed average degree of 5, but in order to generate a reasonable range of configurations, a number of other parameters are varied. Networks with sizes ranging from 10 to 90 nodes are explored in increments of 10 nodes. For each network-size, 100 random graphs are generated. Link costs are drawn from a bimodal distribution: with probability 0.5 a link cost is uniformly distributed in [0,1]; and with probability 0.5 it is uniformly distributed in [0,100]. For each graph, 100 random link-cost changes are introduced, again drawn from the same bimodal distribution. All three algorithms are run on the same graphs and sequences of changes. Processing time of each message is random: it is 2 s with probability 0.0001, 200 ms with probability 0.05, and 10 ms otherwise. Fig. 7 shows average convergence time
The time from a link cost change until no more update messages are exchanged-of all three algorithms, as the size of the graphs are varied. The vertical bars show the standard deviations. Both DIV and DUAL converge faster than the vanilla DBF; however, DIV performs better, especially for larger graphs. This is because DIV's conditions are satisfied more easily, and hence a synchronous update can be performed faster Fig. 8 . Number of update messages required for convergence. Fig. 8 shows the number of control messages used by each algorithm. The trend is very similar to that of the convergence time. DIV issues the least number of control messages before convergence, followed by DUAL and DBF. In DIV-R, node values are initialized to the minimum hop counts to the destinations. At each step, a random node executes DIV-R, that emulates the distributed operation. Iterations are stopped when no improvement is detected for any node. The Shortest-Path-First (SPF) solution is computed using a -black box optimization‖ approach as in, where link-weights are randomly perturbed to explore the space of possible solutions and optimize the out-degrees of nodes produced by the resulting SPF calculations. The essential difficulty is that the SPF computations for different destinations are coupled through the link-weights since each link uses only one weight for all destinations. The SPF results across different destinations must, therefore, be balanced.
VI. CONCLUSION
Distributed Path Computation with Intermediate Variables (DIV), that achieves this by laying down a rule-set over existing routing algorithms (eg.RIP, IGRP, EIGRP)and defining an efficient update mechanism for enforcing those rules; both are easy to implement. When used with shortest-path computation algorithms, DIV was shown to perform better than current alternatives, such as diffusing update algorithm (DUAL) (and, consequently, the protocols based on DUAL), both analytically and by simulation along various metrics. Another significant Advantage of DIV is that it handles message losses and out-of-sequence delivery, and allows nodes to adopt arbitrary policies for handling multiple overlapping updates, opening up the possibility of various optimizations. Finally, the rule-set and proof of correctness of DIV are intuitive, which should facilitate efficient (and correct) implementations. The benefit of an operation decoupled from shortest path computations was illustrated through the DIV-R algorithm. DIV-R assigns node values with the view of optimizing the network's -local repair‖ ability in the event of node (or link) failures. These is mainly depends on the simulation results of DIV. We believe this flexibility of DIV to have applicability in other environments.
VII.
