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 The first part of the thesis, looks at the impact that radioactive charging effects can 
have on aerosol lifetime.  The TOMAS microphysics model (Adams & Seinfeld, 2002) is 
updated to account for interactions between particles that are charged through radioactive 
decay, and then used to elucidate the impact of charging on particle lifetime and subsequent 
potential travel distances. It is found that for most cases radioactive charging has a 
negligible effect on particles, but it can have an appreciable effect when concentrations and 
sizes are large. 
Industrial sources heavily impact ozone and PM2.5 concentrations, although their 
exact impact is not always well understood. To gauge the impact of such sources on 
important criteria pollutants, the Community Multiscale Air Quality (CMAQ) model with 
a sensitivity method, in this case the Decoupled Direct Method (Dunker, 1984), is used to 
identify the exact spatio-temporal patterns of   ozone and PM2.5 attributed to specific 
facilities operated by Phillips 66. To that end, an array of different scenarios has been 
simulated for 2012 and 2017 using the 2017 National Emissions Inventory (NEI), 
complemented with expansion plan data provided by Phillips 66. Separate sensitivity 
simulations were carried out to quantify the impact of expansion emissions on ozone and 
PM2.5. A major finding is that ozone formation shifts from a VOC limited regime to a NOx 
limited one between the two years, suggestive of diminishing returns for NOx reductions. 
Therefore, VOC controls in the future could prove more effective in reducing the impact 
of industrial activities on ozone concentrations. 
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Apart from controlling ozone and PM2.5, emissions from industrial activities also 
interact with biogenic precursors and form Secondary Organic Aerosol (SOA), a family of 
species that is a significant contributor to PM2.5 concentrations. To account for such 
interactions, the CMAQ model was modified to better represent SOA chemistry, using the 
rich dataset obtained during the Southern Oxidant Aerosol Study (SOAS) field campaign. 
This was achieved through updates to the existing chemical mechanism, emission 
improvements and a variety of sensitivity tests aimed at determining an optimal value for 
the Henry’s law constant. With regards to SOA production, our findings indicate that there 
exists an almost linear relationship between isoprene SOA levels and sulfate 
concentrations. Further reductions in SO2 emissions are found to reduce isoprene SOA 
significantly, which, should be taken into account for future regulatory purposes. 
 To further elucidate the impact of industrial emissions on PM2.5, we looked at 
aerosol pH and its evolution throughout a decade of emission controls from 2001 to 2011. 
It has been hypothesized that SO2 reductions would lead to more alkaline aerosol and a 
subsequent substitution of sulfate by nitrate as the dominant inorganic PM2.5 constituent.  
An increasingly basic pH will also halt isoprene SOA production, which is strongly 
dependent on high acidity. By using CMAQ results and the thermodynamic model 
ISORROPIA, we identified inherent model biases, the major finding being that nonvolatile 
cations (NVCs) are present in quantities in excess of 1 μg m-3, leading to a decadaly 
increasing pH trend, reduced SOA production and nitrate substitution. Removal of these 
cations lead to 2011 pH levels similar to these of 2001, while, at the same time, not 







Aerosols are solid or aqueous particles produced in the atmosphere through a 
variety of mechanisms, by both anthropogenic activities and natural processes. These 
microscopic particles play a large role in modulating climate and air quality, through their 
effects on cloud properties, visibility and human health. Of particular interest are particles 
emitted by radioactive processes and industrial sources, since they can have some of the 
most adverse effects on human health, and, although heavily regulated, their lifetime and 
physical properties are still not entirely understood. To study these particles, various 
models have been developed, encompassing a multitude of scales, from the microphysical 
processes that aerosols undergo on a scale of seconds, to their decadal impact on climate 
change. 
On a microphysics scale, radioactive particles behave differently than non-
radioactive particles. The constant decay of such aerosol leads to charged populations, 
which in turn changes their fundamental properties and lifetimes in the atmosphere 
(Simons, 1981; Clement et al., 1995; Clement & Harrison, 1992; Harrison & Carslaw, 
2003; Kim et al., 2014, 2015, 2016). Accurate prediction of the atmospheric lifetimes and 
dispersion patterns of radioactive particles is necessary in order to minimize the impact of 
catastrophic events such nuclear reactor meltdowns. Current models that deal with the 
dispersion of radioactive material do not account for radioactive charging, often leading to 
predicted plume trajectories that do not match the ones observed (Yoshenko et al., 2006; 
Christoudias et al., 2013).  
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On a regional scale, Chemical Transport Models (CTMs) couple meteorology and 
emissions, allowing pollutants to undergo various removal and formation processes such 
as coagulation, while tracking their transport and lifetime. CTMs have long been used to 
study these particles and assist policy makers in their decision making, with significant 
advances being made in recent years with regards to the physics that they include, leading 
to increased accuracy. However, since there is a multitude of processes that particulates 
undergo, from complex chemical reactions to their activation of becoming droplets, it is 
not possible for even the state-of-the-art models to capture all the interactions. For instance, 
while ozone and PM2.5 formation has been studied since the 70s, driven by the seminal 
work of Haagen-Smit (Haagen-Smit & Fox, 1994) and the Whitby group (Husar et al. 
1971) , and a lot of progress has been made on our understanding of the pathways that lead 
to ozone production, CTMs such as CMAQ remain biased, exhibiting a tendency to 
overestimate ambient ozone concentration levels (Travis et al. 2016). Another example is 
the case of isoprene, a biogenic VOC with yearly global emissions up to 750 Tg yr-1 
(Guenther et al. 2006). For many years isoprene was thought to not contribute significantly 
to the total organic mass (OM), with terpenes being considered the dominant contributor 
to OM (Acosta et al. 2013). Recently however, it was found that particulates derived from 
isoprene reactions can contribute up to 50% of the total OM (Xu et al. 2015), underlying 
our incomplete understanding of the diverse chemistry that takes place in the atmosphere. 
Since then, models have been updated to represent these findings (Pye et al. 2013, Marais 
et al. 2016), but significant room for improvement remains. Another area with where major 
breakthroughs have been made recently is the fledging field of aerosol pH. Much of the 
chemistry that takes place in the atmosphere, occurs in the aqueous phase. pH being a 
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fundamental property of liquids, can play an important role in chemistry; for example the 
IEPOX pathway for isoprene heavily relies on highly acidic conditions (Xu et al. 2015). In 
addition, acidity levels can modulate partitioning of gas phase species in the aerosol such 
as nitrate (Weber et al. 2016). Despite this, models are scarcely evaluated on their ability 
to predict aerosol acidity, and this can give rise to many biases from underpredicted organic 
mass, to substitution of sulfate aerosol by nitrate.  
Given the dependence of aerosol pH and SOA formation on industrial emissions, 
as well as the rapidly changing atmospheric conditions due to emission controls, it is of 
paramount importance to elucidate the impact that industrial emissions have on these 
processes. SO2 a common aerosol precursor, mainly emitted from industrial sources, is 
converted to sulfate through atmospheric processing, a specie that plays an active role on 
modulating aerosol pH, while also interacting with isoprene from vegetation to form SOA. 
The efficacy of this route to produce SOA is directly tied to sulfate levels, as well as aerosol 
pH – which is also directly controlled by sulfate -  pointing to highly complex interactions 
between air pollution and background precursors.  
The goal of this thesis, is to update existing models in order to alleviate many of 
the inherent biases in them, and then use the improved versions to better understand the 
impact that emission control strategies had on the atmosphere. Chapter 2 describes updates 
made to the TOMAS microphysics model to account for the charging of radioactive 
particles, in order to determine and quantify the impact that such effects have on the 
lifetime of these particles. In Chapter 3, the Direct Decoupled Method (DDM) – a 
sensitivity method that quantifies the impact of emission sources on pollutant 
concentrations - is used for the case study of Phillips 66 facilities in Texas & Louisiana. 
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Quantification of the impact that anthropogenic sources have on ozone and PM2.5 is 
necessary for policy making, in line with the State Implementation Plan (SIP), since, many 
counties in these two states are frequently in non-attainment for these two species. Chapter 
4 deals with the negative biases of isoprene derived aerosol in CMAQ. Using observations 
from the Southern Oxidant and Aerosol Study (SOAS) many model updates were made to 
the chemistry processor, in order to better represent isoprene chemistry, and the updated 
model was afterwards used to determine the impact of future SO2 emission controls on 
SOA formation.  Chapter 5 identifies biases in CMAQ that lead to incorrect pH predictions 
in the model, which in turn adversely affects the model’s ability to correctly predict nitrate. 
After the alleviation of these biases, the validity of the nitrate substitution hypothesis is 
refuted, and the potential role that organic acids can play on aerosol pH quantified. Finally, 
Chapter 6, presents future research directions stemming from using the updated models 





STUDYING THE IMPACT OF RADIOACTIVE CHARGING ON 
THE MICROPHYSICAL EVOLUTION AND TRANSPORT OF 
RADIOACTIVE AEROSOLS 
 
The objective of this chapter is to determine the influence of radioactive charging 
on the vertical transport of radioactive aerosols in the atmosphere, through its effect on 
coagulation and deposition, as well as quantify the impact of this charging on aerosol 
lifetime. Radioactive charging can significantly impact the way radioactive aerosols 
behave, and as a result their lifetime, but such effects are neglected in predictive model 
studies of radioactive plumes. The TwO-Moment Aerosol Sectional (TOMAS) 
microphysical model was extended to account for radioactive charging effects on 
coagulation in a computationally efficient way. The expanded model, TOMAS-RC 
(TOMAS with Radioactive Charging effects), was then used to simulate the microphysical 
evolution and deposition of radioactive aerosol (containing the isotopes 131I and 137Cs) in a 
number of idealized atmospheric transport experiments. Results indicate that radioactive 
charging can facilitate or suppress coagulation of radioactive aerosols, thus influencing the 
deposition patterns and total amount of radioactive aerosol mass available for long-range 
transport. Sensitivity simulations to uncertain parameters affirm the potential importance 
of radioactive charging effects. An important finding is that charging of neutral, coarse 
mode aerosol from background radiation can reduce coagulation rates and extend its 







Human activities and events can release large amounts of radioactive particles into 
the atmosphere; nuclear reactor meltdowns such as the Fukushima and Chernobyl 
accidents, weapon tests, radioactive waste treatment, as well as coal fired power plants 
constitute important sources of airborne radionuclides (Chesser et al., 2004; Lujaniene et 
al., 2007; Yoshida & Kanda, 2012; McBride et al., 1977; Mulpuru et al., 1992). The 
impacts of this radioactivity on the environment and human health depends largely on 
where it deposits, and underscores the need for its accurate prediction for policy and first 
response efforts to accidents and other release events. 
Aerosols carrying radionuclides can spontaneously accumulate electrostatic charge, 
which affects their microphysical evolution in the atmosphere. Because of this, radioactive 
aerosol can exhibit a distinctly different behavior when compared to non-radioactive (and 
neutral) aerosol (Simons, 1981; Clement et al., 1995; Clement & Harrison, 1992; Harrison 
& Carslaw, 2003; Kim et al., 2014, 2015, 2016). Considering charging effects of 
radioactive aerosols immediately impacts their initial deposition patterns, and following 
the resistances in series model described in Seinfeld & Pandis (2006), it is expected that 
areas affected by radioactivity would present different surface resistances to charged 
aerosol populations. Therefore, the deposition rate for particles of a given size can be 
enhanced/reduced close to a radioactive surface. Secondary resuspension and redistribution 
mechanisms from wild fires, dust events and water runoff downwind of nuclear accidents 
(Lujanienė et al., 2007; Adeyini & Oladiran, 2007; Yoshenko et al., 2006; Yoshenko et al. 
2006; Masson et al., 2011), all contribute to the long-term impacts of release events and 
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are affected by where the primary deposition of radionuclides occur. For example, 
extensive forest fires between May and August of 1992 in the 30-km ring surrounding the 
Chernobyl-exclusion zone are known to have emitted radioactive aerosols to the 
atmosphere, detectable at considerable distances (Lujanienė et al., 2007; Ooe et al., 1988). 
As a result, important secondary contamination was found in areas that were initially not 
contaminated by radioactivity. The remobilized radionuclides deposited after wild fires 
were more concentrated and water-soluble, and therefore easily redistributable by water 
runoff into subsurface water systems (Lujanienė et al., 2007; Yoshenko et al., 2006). 
Charging of radioactive aerosols occurs from the decay of radionuclides, which can 
be in either the form of α or β emission (Clement & Harrison, 1992). For alpha emission, 
an alpha particle of a charge of +2 is ejected from the aerosol, leaving a residual charge of 
-2. Nevertheless, in general, radioactive aerosols undergoing alpha decay become 
positively charged because alpha particles can cause significant ionization within the 
aerosols, which leads to the emission of secondary electrons. In β-decay, the emission of 
energetic electrons results in a residual charge of +1. These ions ejected and transferred 
their kinetic energy to the gas phase can combine with surrounding gas molecules or other 
aerosols through collision/adsorption, thereby producing many ion pairs and charged 
aerosols. Renard et al. (2013) found that many large aerosols in the upper troposphere and 
stratosphere can be easily charged by diffusion of ions, and the aerosols may gain more 
charges as their size increases. Negative ions produced from ionizing radiation tend to 
exhibit a higher mobility than positive ions produced (Gunn, 1954; Mohnen, 1976); this 
asymmetry in mobility leads to the charging of aerosols through the diffusion of ions onto 
their surface, with a surplus of negative gas-phase ions over positively charged ions. Ion 
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mobilities are dependent upon the molecular weight, temperature and pressure of the 
surrounding gas (Harrison & Carslaw, 2003; Mohnen, 1976; Clement & Harrison, 1992). 
Therefore, variability of these factors can lead to a range of mobilities, and charging 
(Clement & Harrison, 1992). The direct ionization of particles from radioactive decay is 
called “self-charging”, while collision/adsorption of gas-phase ions generated by the 
radioactive decay is called “diffusion charging” (Harrison & Carslaw, 2003; Clement et 
al., 1995; Clement & Harrison, 1992; Kim et al., 2014, 2015, 2016). 
Because radioactive aerosols can be easily discharged by ionizing radiation 
(Greenfield, 1956), as well as neutralized by ions produced in the containment atmosphere 
(Clement et al., 1995; Clement & Harrison, 1992), the effects of electrostatic interactions 
on microphysical processes of aerosols have been frequently neglected (e.g., Greenfield, 
1957). However, many radioactive aerosols can be appreciably charged in open air (Kim 
et al., 2015), suggesting that several microphysical processes of the aerosols can be affected 
by radioactive charging causing electrostatic interactions [e.g., coagulation (Clement et al., 
1995; Kim et al., 2014, 2016)] and impacting the rate of wet scavenging (Tripathi and 
Harrison, 2001; Sow and Lemaitre, 2017). Chemical transport models (CTMs) with 
explicit aerosol microphysics are well-posed to consider all the relevant processes that 
control the transport and deposition of radioactive aerosol (e.g., condensation/evaporation 
of semi-volatile species, coagulation of particles, cloud processing, wet/dry deposition and 
horizontal/vertical transport). State-of-the-art atmospheric models, however, do not 
account for radioactivity impacts on aerosol microphysics (e.g., Yoshenko et al., 2006; 
Christoudias et al., 2013). This omission introduces an unknown, and potentially important, 
bias in the predicted deposition patterns following a radioactivity release event.  
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This chapter is an initial step to develop a comprehensive atmospheric modeling 
approach to account for the effects of radioactive charging on the microphysical evolution, 
transport and deposition of radioactive aerosol from the atmosphere. The established TwO-
Moment Aerosol Sectional (TOMAS) aerosol microphysical model (Adams & Seinfeld, 
2002) is used to simulate the microphysical evolution of atmospheric particulate matter, 
and is augmented to include electrostatic particle-particle interactions in the presence of 
radioactive charging. The expanded model, called TOMAS-RC (TOMAS with Radioactive 
Charging effects) is used to study, with idealized simulations, situations where charging 
exerts an important influence on the transport and deposition of radioactive particles. 
2.2. Methods 
2.2.1 TOMAS aerosol microphysical model 
The version of the TOMAS model (Adams & Seinfeld, 2002) used here has a 
resolution of 30 bins, covering particle sizes from 10 nm to 10 μm. TOMAS accounts for 
all the relevant atmospheric processes of nucleation, condensation, coagulation, vertical 
mixing, cloud processing and deposition, in order to find the number concentration and 
size distribution of the modeled aerosol. For the needs of this study only dry deposition, 
vertical mixing and coagulation were active. TOMAS tracks two independent moments, 
number and mass, of the aerosol size distribution for each size bin: 
𝑁𝑘 = ∫ 𝑛𝑘(𝑥)𝑑𝑥
𝑥𝑘+1
𝑥𝑘
                                                                                                         (1) 
𝑀𝑘 = ∫ 𝑥𝑛𝑘(𝑥)𝑑𝑥
𝑥𝑘+1
𝑥𝑘
                                                                                                      (2) 
where 𝑁𝑘, 𝑀𝑘 are the total number and mass of aerosol in the k-sized bin, 𝑛𝑘(𝑥) is the 
number of particles with masses included between 𝑥 + 𝑑𝑥, and 𝑥𝑘 is the lowest boundary 
of the 𝑘𝑡ℎ bin. The lowest and the largest boundaries of each cell are defined in terms of 
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dry aerosol mass, in such a way that the largest boundary has double the mass of the lowest 
boundary, something that allows for considerable gains in computational efficiency 
(Adams & Seinfeld, 2002). A detailed description of TOMAS is available elsewhere 
(Adams & Seinfeld, 2002; Lee & Adams, 2012). 
 The aerosol size distributions are influenced by microphysical processes (e.g., 
deposition, vertical layer mixing, and coagulation) occurring in each computational cell. 
The rate of change for 𝑁𝑘 and 𝑀𝑘 resulting from coagulation, which is a process modulated 
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(4) 
where i and k represent the size bins between which coagulation takes place, Kk,i is the 
coagulation coefficient between these two bins, I is the total number of size bins which is 
equal to 30 for this case, ψ and f are weighting factors described in Tzivion et al. 1987, ξ is 
the closure parameter determined size range of each bin (here, ξ = 1.0625), x is the lowest 
dry mass boundary of the cell, mi is the average particle mass in bin i, and t is the time. 
In Eqs. (3) and (4), the coagulation coefficient, K, is the parameter controlling the 
coagulation rate of aerosols, and it can be affected by several collision mechanisms 
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involving interparticle forces and flow regimes (Seinfeld and Pandis, 2006). In TOMAS, 
it is assumed that Brownian motion is the dominant collision mechanism (Adams & 
Seinfeld, 2002; Lee & Adams, 2012), and the coagulation coefficient is obtained using the 
interpolation formula of Fuchs (1964) to consider aerosol coagulation in the continuum, 
transition, and free molecular regimes. In TOMAS-RC, the Brownian coagulation 
coefficient is augmented to include the effects of radioactive charging, following the 
suggestions of Clement et al. (1995); Kim et al. (2016), and as described below. 
 
2.2.2 Coagulation of radioactive aerosols  
 Charging effects on the coagulation rate between particles i and k are introduced 
through a “correction factor” multiplier, ?̅?𝑘,𝑖, applied to the Brownian coagulation kernel 
at each aerosol microphysical step (Fig. 2.1). ?̅?𝑘,𝑖 in TOMAS-RC is based on the “stability 
function” correction factor formulation neglecting the effects of image forces (Fuchs, 1964; 









, jk, ji are the charges of particle k and i respectively, e is the 
elementary electrical charge, ε0 is the electrical permittivity of vacuum and ε is the 
dielectric constant of air. Also, rk and ri are the radii of aerosol particles k and i, 
respectively, kB is the Boltzmann constant, and T is the temperature. 𝑊𝑘,𝑖 is applied as an 
enhancement factor to the Brownian kernel; as the charge of either the colliding particles 
approaches zero (i.e., jkji 0), γ0 and Wk,i1 (because e
γ ~ 1+γ for small γ), and thus, 
coagulation rates of the particles become similar to those expected from Brownian 
diffusion of neutral particles. This limit is relevant for the coagulation between small 
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particles that typically carry an average charge of less than 1 (γ<0.1), and subsequently 
their coagulation is not impacted by charging effects. In the case of particles with opposite 
sign charges, γ<0 and 𝑊𝑘,𝑖>1 meaning that coagulation is enhanced; for particles with like 
charges, γ>0 and 𝑊𝑘,𝑖<1 leading to inhibition of coagulation.  
 
Figure 2.1 Flow diagram of the computational scheme in TOMAS-RC. The number 
concentration and diameter of each bin are passed from the coagulation subroutine to the 
aerosol charging subroutine, where the average charge and charge distributions are 
calculated, and then used to estimate the enhancement factor, which is returned to the 
TOMAS coagulation module. Processes in bold are the ones active in TOMAS-RC. 
 
Equation (5) is derived assuming coagulation of charged particles in the continuum 
regime. The correction factor formulations for the transition and molecular regimes are 
available elsewhere [e.g., Marlow (1980) and Huang et al. (1990)]. Compared to these 
formulations, equation (5) is less accurate [e.g., up to 10% errors for the transition regime 
(Huang et al., 1990)]. In contrast to these formulations requiring high computational costs, 
however, equation (5) is much simpler and computationally more efficient, indicating that 
the equation may be more suitable for use in three-dimensional transport models. Also, 
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equation (5) has been used in various modeling and experimental investigations into 
coagulation of charged particles in the molecular and transition regimes [e.g., Maisels et 
al. (2002a, 2002b)] because the equation may still provide reliable computational results 
despite the possibility of errors. For instance, Maisels et al. (2002b) estimated the 
coagulation coefficient of charged particles in the transition regime using the interpolation 
formula of Fuchs (1964) and equation 5, and found that the calculation was in good 
agreement with the measurements. Thus, in this study, equation 5 was used to include the 
effects of particle charging on particle coagulation in all flow regimes. 
Equation (5) depends strongly on the number of charges existing on the coagulating 
particles. An appropriate theory is therefore required to calculate at each coagulation 
timestep (Fig. 2.1) the number of charges that develop on the aerosol population. Kim et 
al. (2016) has evaluated an approach assuming a Gaussian distribution to approximate the 
charge distribution and found that the errors associated with such an assumption only 
become significant for particles with diameters smaller than 40 nm. An explicit 
representation of the charge distribution would be extremely computationally demanding 
when compared to a Gaussian, as demonstrated in Clement et al. (1995) and Kim et al. 
(2016). Furthermore, the average charge and deviation values used in the Gaussian 
distribution are approximated from the exact distributions (Clement & Harrison, 1992), 
which further reduce the error while achieving desirable computational efficiency. In the 
presence of self-charging and diffusion charging, the Gaussian distribution used to describe 
the charge distribution that develops for particles in each size bin k (Clement et al., 1995; 













2 )                                                                                                   (6) 
where Nkj is the number concentration (m
-3) of aerosols in size bin k carrying charge j. Nk 
is the total number of particles in bin k ( 
j
k jk NN ) and 𝐽?̅?, σκ are the mean aerosol charge 
and standard deviation of the aerosol charge distribution for size bin k, given by: 
𝜎𝑘
2 = 𝑦𝑘 +
1
2𝜔𝑘
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is the asymmetry/mobility ratio, μ+ and μ- are the mobilities of positive and negative ions, 
respectively (m2 V-1 s-1), yk is the positive charge accumulated via self-charging and n0 is 
the total number of ions in the air. The Gaussian charge distribution we utilize has been 
used in previous literature reports (Clement & Harrison, 1992; Clement et al., 1995; Kim 
et al., 2016) as an approximation of the exact charge distribution calculated numerically in 
Clement & Harrison (1992). The normal distribution presents a simple, yet accurate 
representation of the charge distribution of radioactive aerosols [e.g., Gensdarmes et 
al.(2001)] . For the internally mixed aerosol populations presented here, the Gaussian 
distribution constitutes an accurate simplification of the steady-state charge distribution as 
shown in Kim et al. (2016). The size-dependent radioactive decay per particle (ηk), in each 
size bin, required to obtain yk is determined from the specific radioactive decay rate η0 for 
each species (Clement & Harrison, 1992): 
𝜂𝑘 = 𝜂0𝑟𝑘
3                                                                                                                                 (7)   
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Calculation of yk also requires the total number n0 of ions (positive and negative) 
produced from natural radioactivity, cosmic rays, and decay of radionuclides attached to 




,                                                                                                                    (8) 
where qb is the rate of ionization by radon and cosmic radiation, qI is the rate of ionization 
caused by radioactive aerosols, and αrc is the rate coefficient of ion-ion recombination.  
Equation 6 applies to background aerosols as well; in this case ηκ0 so yk0). The 
resulting distribution has an average charge,  𝐽?̅? =
𝑋−1
2𝜔𝑘
, that represents the effects of 
diffusion charging acquired by particles from background radiation, and has been validated 
in a number of studies (e.g., Gensdarmes et al., 2001; Kim et al., 2014; Kim et al., 2016). 
 The size and charge are important variables in Eqs. (5), (6) and (7) and continuously 
vary over the whole size distribution. A singular charge distribution (𝐽?̅? = 𝑦𝑘, Eq. (6)), 
reduces to the symmetrical Boltzmann distribution which occurs as the ion asymmetry ratio 
X approaches 1. The mean charge of each aerosol size bin can then be used to 
approximately calculate the correction factor. For lower values of X however, the resulting 
charge distributions are asymmetric and not well approximated by the Boltzmann 
distribution due to the higher mobility of the negative ions (Clement & Harrison, 1992), 
making the average charge an insufficient proxy for the correction factor. To overcome 
this limitation, the average correction factor between particles of size i, k ?̅?𝑘,𝑖 proposed by 
Clement et al. (1995) and validated by Kim et al. (2016), which can consider the interaction 
of all charged aerosols, was employed. 
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                                                                                          (9) 
If repulsive electrostatic forces are predominant among aerosols, the sign of the 
fractional term in the right-hand side of Eq. (9) is changed to minus and the average 
correction factor is less than unity (i.e. radioactive charging inhibits coagulation). 
Radioactive charging impacts in TOMAS-RC are introduced by multiplying the Brownian 
coagulation coefficient by  ?̅?𝑘,𝑖 (Fig. 1).  
2.2.3 Optimization of Coagulation Corrections for Broad Charge Distributions  
During simulations, the width of the charge distribution for each bin, approximated 
by 𝐽?̅? ± 5𝜎𝑘, is proposed Kim et al., (2016) to determine the summations in Eq. (9). The 
larger the average charge and the deviation of the distribution for that bin, the larger the 
summation index 𝑙 = 𝐽?̅? ± 5𝜎𝑘 of Eq. (9) becomes, which, in the case of large particles 
carrying significant charges (Clement et al., 1995; Clement & Harrison, 1992; Kim et al., 
2013) can lead to values of l of the order 103. The computational burden in such situations 
quickly becomes overwhelming, as the required calculations for the correction factor scale 
with k2l2 at each microphysical TOMAS-RC timestep (because the summations of Eq. (9) 
need to be recalculated every time to consider all interactions between all size bins k, as 
well as every possible charge value for bin l). In the case of radioactive particles with a 
diameter greater than 2 μm, the average charge attained can be, depending on the 
radionuclide of question, on the order of thousands, which increases the computation time 
by at least 104 when compared to smaller particles with 𝐽?̅? values less than 10. The 
computational burden is further increased by broadening of the charge distribution – which 
expands the summation in Eq. (9) to include substantially more terms.  
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To accelerate calculations while minimizing loss in accuracy, instead of iterating 
over all possible values of 𝑙 for each size bin, iterations are done over a limited charge 
interval about the mean [𝐽?̅? − 2𝜎𝑘, 𝐽?̅? + 2𝜎𝑘], which for the normal charge distribution 
encompasses 95% of the possible charge values. Other values for the intervals were tested, 
spanning from 𝐽?̅? ± 5𝜎𝑘 to 𝐽?̅? ± 𝜎𝑘 and the results showed the best agreement with the 
lowest associated computational cost for  [𝐽?̅? − 2𝜎𝑘, 𝐽?̅? + 2𝜎𝑘]. We additionally employ an 
adaptive, linearly increasing, step for the iterator j of Eq. (8), which was used when the 
average charge exceeded 100. This step was derived empirically based on simulation 
results for the cases where 𝐽?̅? and 𝜎𝜅 were highest, by determining the limiting case from 
all the simulation scenarios, which occurred for 131I when the particle size and 
concentrations were maximum. We find that using a step of 𝛥𝑛𝑘 =
|4𝜎𝑘|
100
+ 1 (where Δnk is 
the step size for a given particle size rk, σk is the deviation of the charge distribution for 
size bin k) considerably accelerates the calculations at a minimal loss of computational 
accuracy. 
Figure 2.2 shows the comparison between the approach described in Clement et al. 
1995 and the aforementioned scheme, showing the average enhancement factors between 
particles of a given size rk, as a function of a coagulating particle with size, ri. For particles 
with rk values of less than 0.345 μm, coagulation tends to be unaffected for smaller sizes 
and enhanced for larger ones, since particles of that size carry a very small negative charge 
of less than -1. As small charge means that their coagulation with other small particles is 
not inhibited, while enhancement is seen for larger sized particles carrying a large positive 
charge (𝐽?̅? > 100).  For particles with rk values of 0.801 μm (𝐽?̅?~2), there is an initial 
enhancement between the negatively charged, small-sized part of the distribution, an 
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inhibition for mid-sized, positively charged particles, and a subsequent enhancement for 
the larger, strongly positive particles. Since these particles carry the same sign charge, this 
enhancement can only be explained by a considerably negatively charged tail of the charge 
distribution (𝜎𝑘 = 3.71) of the particles with rk=0.801 μm, which shows that the average 
charge is not a good predictor of radioactive coagulation, and the use of a distribution is 
necessary. For the larger particles with rk=1.6 μm (𝐽?̅?~21.5), there is an initial expected 
enhancement of coagulation between them and the negatively charged smaller particles, 
and a strong inhibition for the positively charged larger particles.  
Using the optimizations described above, calculation of ?̅?𝑘,𝑖 in TOMAS-RC is 
accelerated by up to 3 orders of magnitude. When compared to using the exact summation 
calculations over a charging distribution that considers ±5 σ about the mean 𝐽?̅?, there is no 
apparent loss in accuracy, as the enhancement factors computed for coagulation of 137Cs 




Figure 2.2 Enhancement factors (?̅̅̅?𝒌,𝒊) predicted using TOMAS with the accelerated 
computation scheme described in section 2.3 (dashed lines) versus the full resolution 
computations (solid lines) between particles of size rk and ri. For fine particles, the 
enhancement factor increases dramatically with increasing particle size, while for coarser 
aerosol, it reaches a maximum and then decays to almost 0. The ri values chosen were the 





2.2.4 Atmospheric simulation scenarios 
To demonstrate the capabilities of TOMAS-RC, it is used to simulate the deposition 
of 137Cs and 131I during an idealized radionuclide release incident. Simulation results for 
neutral background aerosol are obtained under the same initial conditions and given for 
reference. The specific radionuclides are considered, as they have been released during 
nuclear plant accidents (Mason et al., 2011; Yoshida & Kanda, 2012; Kauppinen et al., 
1986). The characteristics of the idealized simulations are provided in Table 2.1. Values 
for radioactivity pertinent parameters were obtained from previous studies (Clement & 
Harrison, 1992; Clement et al., 1995; Kim et al., 2015). The height of the top layer was set 
to 1 km so that it could capture a potential plume from a nuclear accident (Chesser et al., 
2004). 
For all simulations considered, three aerosol microphysical processes were 
accounted for i.e., coagulation, vertical mixing (turbulent diffusion) and dry deposition 
(Fig. 2.1) – as a means of carrying out a semi-Lagrangian simulation, where an airmass is 
tracked as it advected away from its release point, but still allowed to vertically mix. Such 
a simulation resolves the processes that impact the microphysical evolution of the aerosols 
contained within the column and also can be used to compute the depositional loss of 
radioactive. The simulation duration is set to 5 days, which covers most of the lifetime of 
tropospheric aerosol (Seinfeld & Pandis, 2006). We assume that η0 of the radioactive 
aerosol is constant throughout the simulation. The effects of radioactive charging were 
assessed by examining the aerosol fields with and without radioactivity effects and for four 
different values of the ion mobility ratio (X): 0.7, 0.8, 0.9 and 1, for each radionuclide 
considered. In all simulations, it was assumed that each of the five vertical levels had an 
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initial particle population that followed a log-normal distribution with a single mode. Dry 
deposition was the only active mechanism of aerosol loss from the atmospheric column. 
The microphysical characteristics of the radioactive aerosol emissions are highly 
uncertain, so we assess the importance of radioactive charging for a wide range of initial 
distributions, by varying the geometric mean diameter, Dg, initial concentration of 
particles, N0, and the geometric standard deviation σg of the radioactive aerosol. The range 
of values used for this study is shown in Table 2.2. The results of the sensitivity analysis 






CIMR                                                                                                                  (10)  
where MRt and MNRt are the total amounts of mass residing in the column after time t for 
the radioactive and nonradioactive cases, respectively. 
Table 2.1. General simulation conditions 
Parameter  Iodine Cs Reference 
Specific radioactive decay [Bq μm
-3
] 43800 64 Clement et al., 1992, 1995 
The number of ion pairs produced per decay 1945 2067  Kim et al., 2015 
Minimum height [m] 200 200 
TOMAS default settings  Maximum height [m] 1000 1000 
# Height levels 5 5 





Table 2.2 Parameter space for sensitivity analysis 
Parameter Range Notes 
Geometric mean 
diameter (Dg) 
30 nm – 5.2 μm 












Range of atmospherically relevant 
deviations 
Mobility ratio 
(X)                        





2.3. Results  
Deposition characteristics of radioactive aerosols in the column consisting of five 
vertical layers were investigated using the TOMAS model with and without the average 
correction factor (hereafter radioactive and nonradioactive cases, respectively). The 
column spanned altitudes from 0 to 1000 m with a resolution of 200 m, with each layer 
having the same amount of initial radionuclide mass. Coagulation characteristics of 
radioactive aerosols in one layer were investigated first before analyzing the vertical 
transport and deposition of the aerosols. Then the aerosol size distribution and total mass 
residing in each layer were analyzed to elucidate the effects of the radioactive charging on 
the deposition of radioactive aerosols. During these investigations using the TOMAS-RC 
model under various initial conditions, computational issues (e.g., computational 
instability which can suddenly increase computational costs) were not observed. 
Given that multiple charging mechanisms exist and different particle sizes are 
involved in each one, a wide range of particle size distributions was used. Particles formed 
through ion-induced nucleation are a few nanometers in size (Harrison & Carslaw, 2003), 
while particles in volcanic ash or dust clouds that are charged through friction, reside 
mostly on the coarse mode with diameters greater than 10 μm (Langmann 2013). For 
charged radionuclides resuspended during fires, the bulk of radioactive material is 
contained in giant particles of diameters greater than 25 μm as shown for the case of forest 
fires conducted in controlled conditions in the Chernobyl exclusion zone (Yoshchenko et 
al, 2006). Note that this refers to radionuclides that were already deposited on the ground 
and not new particles formed through charging mechanisms. 
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2.3.1 Aerosol Size Distributions 
Figure 2.3 presents the microphysical evolution, expressed as changes in the size 
distribution, of 137Cs aerosols at 400-m altitude over time. The initial size distributions 
were selected so that a significant number of large particles were present, leading to an 
appreciable impact of radioactive charging. Shown are the changes that would occur in the 
presence (solid lines) and absence (dashed lines) of radioactive charging. In the presence 
of charging effects, 137Cs aerosols coagulate more slowly than nonradioactive aerosols. 
This behavior can be seen in a less dramatic shift of the modal peak towards larger aerosol 
sizes over time when charges are present (Fig. 2.3). The slow coagulation occurs because 
numerous negative ions in the atmosphere diffuse more quickly toward the aerosol surfaces 
(i.e., X < 1), so most aerosol acquires a net negative charge (Fig. 2.4a). Since many particles 
smaller than 0.8 μm are not charged (Fig. 2.4a), their coagulation is almost unaffected 
between neglecting and considering charging effects, while particles between 0.8 and 5 μm 
exhibit the most dramatic inhibition (Fig. 2.3), since these are the particles that accumulate 
the largest amount of negative charges (Fig. 2.4a). Particles larger than 5 μm carry even 
larger amounts of negative charge, but are not present in significant concentrations (dg = 




Figure 2.3 Evolution of the size distribution of 137Cs aerosols at 400 m (X=0.7, t = 5 days, 
dg = 1.5 μm, σg = 1.5, and Nt = 1011 m-3). Shown are results with radioactive decay (solid 
lines) and without radioactive decay (dashed lines). 
 
Figure 2.4 Mean charge values for particle sizes between 0.1 and 10 μm, for 137Cs (a) and 
131I (b), for X values of 0.7, 0.8, 0.9 and 1. 
 
The evolution of the size distributions of 131I aerosols at 400-m altitude is presented 
in Fig. 2.5. Similarly to 137Cs, particles below 4 μm are negatively charged, inhibiting their 
coagulation. Even for a low value of X (0.7), however, all particles above 4 μm are 
positively charged (Fig. 2.4b), leading to notable differences in the predicted distributions 
when neglecting and considering charging effects. Particles up to 1.3 μm in diameter are 
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slightly more negatively charged than 137Cs, and the coagulation between those particles 
and the positively charged larger bins with a diameter of 5 μm and above is significantly 
enhanced leading to reduced predicted number concentrations of both the large and small 
particles when compared to assuming Brownian coagulation alone (Fig. 2.5). For particles 
close to the initial modal diameter of 1.5 μm (where most aerosol numbers lie), and up to 
sizes of 3 μm, coagulation of the particles is strongly inhibited due to their negative charges 
(Fig. 2.4b). The rationale behind looking at such a large range of particle sizes is to evaluate 
the effects of radioactive charging on the microphysical evolution of aerosol populations 
over a wide range covering from the Aitken to the coarse mode. The presence of such large 
particles is also expected in dust and volcanic ash clouds (Langmann 2013), as well as 
radiological debris created during nuclear events. 
 
Figure 2.5 Evolution of the size distribution of 131I aerosols at 400 m (X=0.7, t = 5 days, 
dg =1.5 μm, σg = 2.5, and Nt = 1010 m-3). Shown are results with radioactive decay (solid 





For the case of 137Cs, the average charge is negative for all size bins when 
0.7≤X≤0.8, leading to inhibition of coagulation for all size bins. For X=0.9, the mean charge 
is negative for all particles below 3 μm, but become positive for larger sizes, leading to 
inhibition of coagulation between particles of small sizes, and enhancement between 
particles below and above that threshold.  131I exhibits similar behavior, but because of its 
much higher decay rate, particles tend to accumulate much smaller negative charges and 
significantly larger positive ones. For 0.7≤X≤0.8, particles up to 4 μm accumulate a small 
amount of negative charge, while, above that size cutoff all particles are strongly positively 
charged, implying accelerated coagulation rates between particles belonging to the 
different sides of the cutoff and inhibition for ones belonging on the same. Larger X leads 
to the entire size spectrum being positively charged and inhibition across all particle sizes.  
2.3.2 Dry deposition fluxes of radionuclides  
Figure 2.6 shows contour plots of CIMR from Eq. (10), for the 137Cs aerosol 
simulation after 5 days of microphysical evolution, as a function of initial geometric mean 
diameter and initial concentration. As the geometric mean diameter and total concentration 
of the initial aerosol size distribution increase, so does the CIMR, indicating that fewer 
137Cs aerosols were deposited. This behavior means that the lifetime of the radioactive 
aerosol can increase and particles may deposit over a longer distance away from the source. 
For the more extreme cases, where the concentrations were upwards of 1011 m-3 and the 
geometric mean diameter was larger than 3 μm, the amount of 137Cs aerosols remaining 
suspended in the atmosphere, and therefore available for transport, was increased by up to 
260% (Fig. 2.6a), compared to the case of neutral coagulation. Increasing particle 
concentrations for a given initial particle diameter, meant that the number of particles that 
could carry a larger amount of same charges was increased, even though the average charge 
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is independent of the number concentration, due to the deviation of the charge distribution 
(Eq. (6)), leading to inhibition. At the same time, increasing the initial particle size for a 
constant number concentration augments the number of larger particles that are able to 
sustain a larger number of charges (Figs. 2.4a, b), which in turn translates to stronger 
impacts of charging on coagulation.  
It is important to understand the change in deposition behavior of 137Cs particles as 
the relative mobility of positive vs. negative particles (i.e., X) changes, especially if the 
radioactive decay has a range of negative/positive ions produced (certainly the case for 
diffusion charging in air, where the carrier molecules of ions may be N2 or O2 (Harrison & 
Carslaw, 2003). For situations where X is less than 0.9 (Figs. 2.6a, b), the entire particle 
distribution is negatively charged (Fig. 2.4a), which leads to a distribution-wide inhibition 
of coagulation. The inhibition is stronger for the lowest value of X=0.7, since the higher 
mobility of negative ions leads to particles becoming strongly negatively charged, thereby 
limiting their interactions. When Χ~1 (Fig. 2.6d), particles up to sizes of 3 μm have a mean 
charge of zero, while larger ones are all positively charged with an average charge 
increasing exponentially with size (Fig. 2.4a), meaning that as the concentration of aerosol 
larger than 3 μm increases, the coagulation between them is suppressed due to the 
accumulation of large charges of the same sign. In the case of a mobility ratio of less than 
0.9 (Figs. 2.6a, b), the charge of all particles is negative, leading to strong coagulation 
inhibition.  
An interesting behavior is observed on CIMR when X increases from 0.9 to unity 
(Figs. 2.6c, d); while the amount of mass deposited is increased with increasing X (Figs. 
2.6a, b), the opposite trend is observed between X=0.9 and 1 (Figs. 2.6c, d), with the mass 
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deposited decreasing with an increase in X. The reason for this behavior is that the mean 
charge of each bin changes sign and from negative becomes positive, even for the smaller 
sized bins (Fig. 2.4a). This change increases the coagulation rates between the smaller, 
negatively charged particles and the larger positively charged particles, but at the same 
time, inhibits the coagulation between the same large particles. An explanation can be 
found by looking at the definition of the average charge of each bin. For all 137Cs cases 
simulated, 𝜔𝑘𝑦𝑘 < 0.22 and therefore 𝐽?̅? = 𝑦𝑘 +
𝑋−1
2𝜔𝑘
 (Eq. (6)). When X≤0.8, the fractional 
term is negative and larger than yk. However, when X=0.9 and large enough particle sizes, 
yk becomes greater than the negative fractional term, leading to these particles becoming 




Figure 2.6 CIMR for 137Cs aerosols after 5 days for X values of (a) 0.7, (b) 0.8, (c) 0.9 
and (d) 1; σg = 2.0. 
 
Figure 2.7 shows CIMR for 131I aerosols after 5 days under various initial aerosol 
size distributions. As with 137Cs, less 131I aerosols were deposited, as the mean diameter or 
total concentration increased. Because the radioactive decay rate of 131I aerosols is nearly 
700 times higher than that of the 137Cs aerosols (Table 2.1), the impact of charging is much 
more pronounced and can lead to up to a factor of 30 more mass remaining after 5 days of 
atmospheric processing (Fig. 2.7d). Similar behavior to 137Cs was observed, with the 
average charge of some bins changing sign depending on the mobility ratio (Fig. 2.4b). 
However, in stark contrast with the 137Cs simulations for the same conditions, all particle 
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sizes above 5 μm are strongly positively charged regardless of the value of the mobility 
ratio, with the charge of the largest bins being in excess of a 100. The largest impact of 
radioactive charging for 131I can be seen in the case of X=0.9 and 1. Looking at the average 
charge of each bin for these cases, reveals that the entire distribution is positively charged 
(Fig. 2.4b), which in turn leads to very strong inhibition between all bins, and a resulting 
30-fold increase in mass remaining after 5 days, if the emitted particles contain large 
amounts of radionuclides (Figs. 2.7c, d). The effect is slightly more pronounced for the 
case of a mobility ratio of 0.9, because the maximum charge attained by the largest particles 
can be higher than for the case of a mobility ratio of unity (Fig. 2.4b). For X values of 0.7 
and 0.8, particles up to 5 μm carry a negative charge that enhances their coagulation with 
larger positively charged particles, but the significant positive charges attained by the larger 
particles (Fig. 2.4b) still leads to overall inhibition, and subsequently to high CIMRs values 





Figure 2.7 CIMR for 131I particles after 5 days for X values of (a) 0.7, (b) 0.8, (c) 0.9 and 
(d) 1; σg = 2.0. 
 
To further determine the impact of possible diffusion charging effects on non-
decaying particles, simulations were carried out where the radioactive decay rate of the 




 (Eq. (6)). Diffusion charging can have a significant impact on very coarse aerosol 
(Gunn, 1954) such as dust and volcanic ash, regardless of its composition. Following the 
same analysis as with the radioactive particles, the same scenarios were studied and results 
analyzed using the CIMR. While the impact of diffusion charging on small particles (Fig. 
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2.8) is negligible, for very large aerosol and high enough concentrations the impact can be 
significant, especially in environments where many ion pairs are produced, and where the 
mobility of negative ions is greater than that of the positive ones (X<1). For such cases, all 
particles gather large negative charges and enhancement factors of less than unity, which 
inhibits their coagulation and lead to increased aerosol lifetimes. 
 
Figure 2.8 CIMR for particles under diffusion charging conditions, after 5 days for X 
values of (a) 0.7, (b) 0.8, (c) 0.9 and (d) 1; σg = 2.0. 
 
For all cases described above, the geometric standard deviation of the initial aerosol 
size distribution, σg, was also found to affect CIMR. Larger values of σg simultaneously 
increase the number of small and large particles, which in effect augments both the 
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enhancement and inhibition for all cases. Inhibition tends to be favored, since wider 
distributions carry a higher number of large particles, which subsequently become a larger 
portion of the total aerosol mass, given that the mass scales cubically with size. These large 
particles tend to carry the largest amount of charges (Figs. 2.4a, b) and are affected the 
most by radioactive charging. Therefore, increasing their mass fraction for any value of the 
mobility ratio will lead to overall inhibition, and also extend the impact of radioactivity to 
lower initial particle concentrations and diameters, since even in this case an abundance of 
large particles will be present. 
2.4. Conclusions  
This chapter describes the development of the TOMAS-RC model, an expanded 
version of the TOMAS microphysics model to explicitly treat the effects of radioactive 
charging on the microphysical evolution during the transport and deposition of radioactive 
particles away from a radiation source. Electrostatic charges induced by radioactive decay, 
through the mechanisms of self- and diffusion charging, can magnify or reduce the 
coagulation rates of radioactive particles by producing electrostatic attractive or repulsive 
forces. Effects are introduced as a multiplication factor applied to the Brownian 
coagulation kernel of TOMAS; explicit treatment of the discretized nature of the size 
distribution, the charge distribution within each size bin and accelerations of the calculation 
procedure are discussed in detail.  
The TOMAS-RC model was applied to study the dispersion and microphysical 
evolution of radioactive particles within a vertically-dispersing atmosphere, and 
simulations were carried out for aerosols carrying numerous 131I and 137Cs atoms for a wide 
range of initial aerosol conditions and ion mobilities. Radioactive charging for both 
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radionuclides was found to often have an important impact on the evolution of the particle 
size distributions and subsequent dry deposition of radioactive aerosol. The effects 
increased as the initial size or concentrations of radioactive particles increased, due to 
different ion concentrations determined by equations (7) and (8). The ratio of mobilities of 
the positive ions to the negative ions, X, was found to also have a very strong effect on the 
evolution of the particle size distribution and deposited particles, especially for the case of 
137Cs particles, where depending on the value of X, some bins of the aerosol distribution 
can switch sign and behavior altogether (charging enhancing vs. inhibiting coagulation). It 
should be noted that, the charge signs of 137Cs and 131I aerosols can be opposite because 
the signs depend on their radioactivity levels and ion concentrations which determine their 
dominating charging mechanisms, as shown for the case of particles larger than 5 μm for 
all X values. 
Through a series of highly idealized simulations, it is shown that the charging of 
radioactive aerosols can have an appreciable effect on how particles are deposited, with 
important implications for predicting dispersal patterns after nuclear accidents. However, 
it has been assumed that only one type of radionuclide is present. More realistic aerosol 
may contain external or internal mixtures of radionuclides, with very different 
microphysical evolution from the ones describe here. For example, if both 137Cs and 131I 
are present in the same column as externally-mixed aerosol, the coagulation would be 
highly facilitated and thus the deposition rates of radioactive aerosols should be enhanced. 
Multigenerational products from the decay of radionuclides during atmospheric transport 
can create conditions of variable X (dependent on particle size and composition) that can 
lead to very different depositional patterns as well. Coagulation of externally mixed bins, 
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or condensation/evaporation of semi-volatile radionuclides (e.g. 131I, 132I) can create 
particles of varying compositions, which in turn translates to different rates of radioactive 
decay and charging mechanisms. Further decay products of radionuclides (e.g. 132Te to 
132I) can shift the balance between diffusion and self-charging (Kim et al., 2017), and that 
behavior can induce significant uncertainties in modeling. 
Since dry deposition is considered, the potential role of radioactive charging on wet 
scavenging is not considered. However, the potential acceleration of the coagulation 
between fine particles from charging could make these particles larger and therefore more 
effective cloud condensation nuclei (CCN), increasing the efficiency by which they are 
removed from the atmosphere through wet deposition and warm rain process modulation. 
Coagulation of radionuclides with larger, charged dust particles which are very efficient 
ice nuclei (IN) may also affect deposition patterns by promoting cold rain processes. Future 
and ongoing modeling activities should focus on a full account of all such effects to fully 
elucidate the impact that radioactive charging effects can have on the transport of 






THE IMPACT OF PHILLIPS 66 FACILITIES ON AIR QUALITY IN 
THE TEXAS-LOUISIANA AREA 
 
This chapter summarizes the work conducted to better understand and quantify the 
Impacts of Energy Sector Emissions on Air Quality, with a focus on sensitivity modeling 
for Phillips 66 facilities, for the June 2012 episode over Texas and South Louisiana, 
expansion plans for the Baytown and Sweeny facilities in 2017. An array of different 
scenarios has been simulated, in order to gauge the overall air quality impact of the Phillips 
66 facilities within the domain in 2012. For 2017 the same scenarios were simulated, using 
the 2017 National Emissions Inventory (NEI), complemented with the expansion plan data 
provided by Phillips 66. Separate sensitivity simulations were carried out to quantify the 
impact of expansion emissions on ozone and PM2.5. For both years, the maximum 
contribution out of all Phillips 66 and Chevron Phillips Chemical Company facilities within 
the modelling domain is 1 μg m-3 to the hourly average PM2.5, 70% of which comes from 
primary particulate emissions and SO2 conversion, and 3 ppb to the maximum 8-hour 
average O3 in the cell where they are located. The impact of the Sweeny and Baytown 
expansions in the emitting gridcell is found to be 0.6 ppb and 0.1 μg m-3 for the maximum 
8-hour ozone and mean PM2.5 concentrations respectively, and less than 0.1 ppb/0.01 μg 
m-3 downwind.  A notable difference between 2012 and 2017, is that ozone formation 
shifts from a VOC limited regime to a NOx limited one, suggestive of diminishing returns 
for NOx reductions. Therefore, VOC controls in the future could prove more effective in 
reducing the impact of industrial activities on ozone concentrations. 
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3.1 Texas-Louisiana-Oklahoma air quality simulations description 
The linkage between emissions from energy sector operations, and other sources, 
was studied using the CMAQ-WRF-SMOKE modeling system (Byun & Schere, 2006).  
Meteorological simulations for the 2012 episode were conducted using the Weather 
Research and Forecasting model version 3.6.1 (WRFv3.6.1) (Shamarock et al. 2008) for 
four domains, nested within each other: 
1. A coarse, 36km resolution domain covering the entire continental US 
2. A 12km resolution grid over parts of Texas and Louisiana  
3. Two separate 4km resolution grids covering Houston and Tulsa 
respectively.  
 
Figure 3.1 Nested grids down to 4-km resolution, with lower blue 4-km grid covering 




Meteorological inputs consisted of North American Regional Reanalysis (NARR) data, 
along with Automatic Data Processing (ADP) surface and upper observational data. 
Simulated meteorology was compared against observations to evaluate its accuracy. 
 The Sparse Matrix Operator Kernel Emissions (SMOKE) modeling framework was 
used in order to prepare model-ready emissions for the 2012 and 2017 episodes. The 
current version of the SMOKE platform includes 20 sectors for emissions processing, 
described below (adapted from ftp://ftp.epa.gov/EmisInventory/2011v6/v2platform): 
 
1. AFDUST: Particulate emissions from fugitive dust sources 
2. AG: Agricultural ammonia emissions 
3. AGFIRE: Agricultural burning emissions 
4. BEIS: Biogenic emissions generated using the BEIS model, version 3.6.1. 
5. C1C2RAIL: Emissions from C1 and C2 commercial marine sources, including 
ports and navigable waterways. Railway emissions are also part of this sector 
6. C3MARINE: Ocean going class 3 marine port and underway emissions within, or 
close   to, the US mainland 
7. NONPT: Area source emissions not included in other sectors 
8. NONROAD: Off highway mobile source emissions 
9. NP_OILGAS: Area source oil and gas emissions 
10. ONROAD: On highway mobile source emissions, excluding California. This 
sector is processed using SMOKE-MOVES  
11. ONROAD_CA_ADJ: On highway mobile source emissions, California only 
12. OTHAFDUST: Particulate emissions from fugitive dust sources in Canada 
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13. OTHAR: Area source emissions from Canada and Mexico 
14. OTHON: Mobile source emissions from Canada and Mexico 
15. OTHPT: Point source emissions from Canada, Mexico, and offshore areas  
16. PTEGU: Electric generating unit emissions. This sector incorporates CEM 
(Continuous Emissions Monitoring) hourly emissions for a majority of sources 
17. PTNONIPM: Point source emissions from industrial activities – the Phillips 66 
facilities are included in this sector 
18. PTFIRE: Point source emissions from year specific controlled burning and wild 
fires 
19. PT_OILGAS: Point source oil and gas emissions 
20. RWC: Area source residential wood combustion emissions 
21. EXPANSION: New sector created for 2017 using the Sweeny/Baytown emissions 
 
Emissions used for all the 2012 & 2017 episode scenarios – expansion emissions are listed 
on Table 3.1. 




 We employed CMAQ version 5.0.2 (CMAQv5.0.2) with Direct Decoupled Method 
capability (Cohan et al. 2005) for our simulations. CMAQ runs were conducted for the 
same grids used for WRF. A comprehensive list of the scenarios simulated is found on 
Table 3.2. 




Meteorology for all domains was evaluated against observations, and evaluation 
results for the Houston domain are shown in Figure 2.  With the exception of nighttime 
windspeed (Figure 3.2c) - which is a known WRF issue, most likely due to an inherently 
biased planetary boundary layer (PBL) suppression during the night (Hu et al. 2013) – the 
temperature, relative humidity and wind direction (Figures 3.2a, b, d) are well-predicted, 
given that the WRF simulations are driven with reanalysis fields and observations. The 
Scenario name Resolution Year Brief description Status
CONUS 36 36 2012 Continental US domain, used to provide boundary and initial conditions Completed
SE US 12 12 2012 SE US domain, used to provide boundary and initial conditions Completed
SE US P66 facilities 12 2012 Sensitivity of ozone and PM to P66 facilities at the SE Completed
SE US onroad 12 2012 Sensitivity of ozone and PM to onroad sources over the SE Completed
SE US refineries 12 2012 Sensitivity of ozone and PM to all refineries over the SE Completed
Houston4 4 2012 Baseline CMAQ simulation for the Houston-Louisiana domain Completed
Houston P66 facilities 4 2012 Sensitivity of ozone and PM to P66 facilities at Houston and Louisiana Completed
Houston refineries 4 2012 Sensitivity of ozone and PM to onroad sources  at Houston and Louisiana Completed
Houston onroad 4 2012 Sensitivity of ozone and PM to all refineries  at Houston and Louisiana Completed
Houston all anthropogenic 4 2012 Sensitivity of ozone and PM to all anthropogenic sources  at Houston and Louisiana Completed
Houston all industrial sources 4 2012 Sensitivity of ozone and PM to all industrial sources  at Houston and Louisiana Completed
Scenario name Resolution Year Brief description Status
2017 CONUS 36 36 2017 Continental US domain, used to provide boundary and initial conditions Completed
2017 SE US 12 12 2017 SE US domain, used to provide boundary and initial conditions Completed
2017 Houston4 4 2017 Baseline CMAQ simulation for the Houston-Louisiana domain Completed
2017 Houston P66 expansion 4 2017 Sensitivity of ozone and PM to CPC expansions at Houston and Louisiana Completed
2017 Houston P66 facilities 4 2017 Sensitivity of ozone and PM to P66 facilities at Houston and Louisiana Completed
2017 Houston refineries 4 2017 Sensitivity of ozone and PM to onroad sources  at Houston and Louisiana Completed
2017 Houston onroad 4 2017 Sensitivity of ozone and PM to all refineries  at Houston and Louisiana Completed
2017 Houston all anthropogenic 4 2017 Sensitivity of ozone and PM to all anthropogenic sources  at Houston and Louisiana Completed





statistical analysis conducted (Table 3.3) indicates that the simulated meteorology is 
accurate and compares very favorably with the observations for all the study domains.  
 
 
Figure 3.2 Modelled and observed temperature (a), humidity (b), windspeed (c) and wind 
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3.2.2. 2012 CMAQ air quality simulations  
This section covers the air quality modeling results for the June 1st to 30th 2012 
episode. Fields for the maximum 8-hour ozone and mean PM2.5 are shown in Figures 3.3 
& 3.4.   
Overall, the highest concentrations of ozone are observed over industrial and urban 
areas in the Northeast and the Gulf. CMAQ does not allow for deposition of ozone over 
bodies of water leading to its accumulation and high concentrations at coastal areas. PM 
levels are elevated in urban areas, but also at the forests of Alabama and Mississippi, 
attributed to the increased emissions of biogenic precursors leading to SOA production (Xu 
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et al. 2016, Carlton et al. 2013 Budisulistiorini et al. 2015 & 2017, Paulot et al. 2009), 
which contributes to the higher PM concentrations.  
 
Figure 3.3 Maximum 8-hour ozone fields for every modeling domain for the episode 
month (2012). The value at each grid cell corresponds to the maximum 8-hour average 




Figure 3.4 2012 episode mean PM2.5 fields for every modeling domain. The value at 




3.2.3. Sensitivity simulations  
Sensitivity analyses were conducted using the Direct Decoupled Method (DDM) in 
CMAQv5.0.2 for the list of scenarios described on Table 3.1. Ozone was most sensitive to 
NOx emissions from onroad sources and VOC emissions from industrial activities.  
Of all the Phillips 66 and Chevron Phillips Chemical Company facilities in the 
modeling domain, NOx emissions from the Chevron Phillips Chemical Company Cedar-
Bayou plant had the strongest impact on Houston’s ozone of about 6 ppb in the emitting 
gridcell, when in comparison onroad sources and the entirety of industrial emissions 
contribute upwards of 20 ppb and 14 ppb in the same gridcell respectively. VOCs emitted 
from the Phillips 66 Lake Charles facility had the strongest impact to the maximum 8-hour 
ozone in the vicinity, adding 1 ppb to the maximum 8-hour average in the facility’s gridcell 
which is about 25% of the contribution of all refineries in the vicinity. Over the entire 
domain, ozone was most sensitive to NOx, indicating a VOC-high regime. With regards to 
PM2.5, both Lake Charles and the Chevron Phillips Chemical Company Cedar-Bayou plant 
add 1.5 μg m-3 to the mean concentration in the cell they are located in. Specifically, the 
Cedar-Bayou plant is a significant contributor to the PM2.5 load in the gridcell, accounting 
for 53% of the total anthropogenic contribution to PM2.5 for the episode, with the impact 
rapidly dropping to about 10% 40 km far from the source. 
 The sensitivity patterns, which radiate outwards from the source, are due to meteorology 
and subsequent long-range transport of NOx & VOCs, which affect the maximum 8-hour 
ozone at locations further away from the source. The greater the distance from the NOx & 
VOC emission, the later the ozone concentration responds to perturbations.  
In particular, the characteristic pattern from the Lake Charles facility which 
extends towards the Gulf (Figures 3.5, 3.6), is the model’s response to the prevailing winds 
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during different days. While winds were mostly blowing North until the 20th of June, for 
the later part of the episode (20th to 30th of June) they were blowing to the South which 
transported NOx & VOCs towards the sea, leading to the observed criss-cross sensitivity 
pattern. The maximum 8-hour ozone over the Gulf is observed during that period.  
 
 
Figure 3.5 2012 episode maximum 8-hour ozone sensitivity to NOx to emissions from all 
anthropogenic activities, industrial operations, onroad sources, refining and all Phillips 66 
facilities. The maximum 8-hour ozone sensitivity, corresponds to the sensitivity of ozone 




Figure 3.6 2012 episode maximum 8-hour ozone sensitivity to VOCs to emissions from 
all anthropogenic activities, industrial operations, onroad sources, refining and all Phillips 
66 facilities. The maximum 8-hour ozone sensitivity, corresponds to the sensitivity of 






Figure 3.7 Mean PM2.5 sensitivities to total emissions from all anthropogenic activities, 
industrial operations, onroad sources, refining and all Phillips 66 facilities 
 
3.2.4. CMAQ evaluation 
 We compared our simulations against observations of ozone and PM2.5 for the 
episode period using data from 366 different AQS sites across the US for all the domains; 
the evaluation results are shown on Table 3.4. Simulations show adequate agreement for 
hourly ozone concentrations, although negatively biased by about 30% - similarly, the 
maximum 8-hour ozone concentrations for the episode are also biased by the same factor. 
Particulate matter is captured well by the model, with a positive bias of 30%, but with good 




Table 3.4 Statistical evaluation for ozone and PM. The cutoff signifies that all values below 
that threshold are ignored. Metrics shown are: mean bias error (mbe), root mean square 
error (rmse), mean bias (mb), mean error (me), normalized mean bias (nmb), normalized 
mean error (nme), as well as the linear regression parameters (a is the intercept and b is the 
slope) for the least square regression between measurements (independent variable) and 
simulations (dependent variable). Criteria taken from Simon et al. 2012 
species cutoff unit mbe rmse mb me nmb  nme r2 a b 
8hrO3 nocut ppmv 0.0087 0.0160 0.0087 0.0131 -28.10 42.29 0.415 0.021 0.609 
M8hO3 
criteria 
- - - 10.3 5 8.1 6.94 11.55 0.29 - - 
PM2.5 0.000 ug/m3 3.4762 6.9885 3.4762 5.1990 33.07 49.46 0.471 2.185 1.123 
PM2.5 
criteria 
- - - - - - 30 50 0.4 - - 
 
3.2.5.  2017 modeling and sensitivity simulations 
 To assess the impact of the expansion plans on air quality, CMAQ sensitivity 
simulations have been conducted for the year 2017 using the 2017 NEI inventory, 
incorporating the emissions provided by Phillips 66. The 2017 NEI inventory was prepared 
by the EPA by extrapolating the existing 2011 one to 2017; the formal release of the 2017 
NEI is scheduled for 2020 (2017 NEI Final Plan, EPA). The meteorology used for the 
simulations is the same as with the 2012 episode.  
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For 2017, the same analyses with 2012 using the Direct Decoupled Method (DDM) 
in CMAQv5.0.2 were conducted. Overall sensitivity of O3 to NOx goes down for all 
sources when compared to 2012 (Figure 3.5 vs. Figure 3.8), attributed to NOx reductions, 
resulting in a 1 ppb reduction to domain-average NOx concentrations. As with 2012, ozone 
is still mostly impacted by NOx emissions from onroad sources, and VOC emissions from 
industrial activities (Figure 3.9). The sensitivity of PM2.5 goes down for all sectors due to 
emission reductions (Figure 3.10). Due to meteorology being the same between the two 
years, identical patterns are observed. 
Similarly with 2012, NOx emissions from the Cedar-Bayou plant had the strongest 
impact on Houston’s ozone, while, VOCs emitted from the Lake Charles facility had the 
strongest impact to the maximum 8-hour ozone in the vicinity for Phillips 66 facilities. The 
magnitude of these sensitivities remains largely the same between 2012 and 2017. 
It is interesting to note that while ozone sensitivity to NOx emissions is reduced in 
magnitude for all sectors when compared to 2012, its sensitivity to VOCs goes up by a total 
of approximately 40% for the aggregate of human emissions, which is indicative of a shift 
to a NOx limited regime (Figures 3.8, 3.9). A finding which, for regulatory purposes, means 
that controlling for NOx emissions is starting to show diminishing returns, and VOC 






Figure 3.8 2017 episode maximum 8-hour ozone sensitivity to NOx to emissions from all 
anthropogenic activities, industrial operations, onroad sources, refining and all Phillips 66 
facilities. The maximum 8-hour ozone sensitivity, corresponds to the sensitivity of ozone 





Figure 3.9 2017 episode maximum 8-hour ozone sensitivity to VOCs to emissions from 
all anthropogenic activities, industrial operations, onroad sources, refining and all Phillips 
66 facilities. The maximum 8-hour ozone sensitivity, corresponds to the sensitivity of 






Figure 3.10 2017 episode mean PM2.5 sensitivities to total emissions from all 





3.2.6 Expansion impact on air quality 
 The expansions include the P66 Sweeny Fractionation plant, P66 Sweeny Tier 3 
Gasoline unit upgrades, Freeport LPG Export Terminal, P66 butane/butylene storage, 
CPChem Ethane Cracker, CPChem polyethylene Units, and CPChem Ethylene Expansion 
(10th furnace). As expected, sensitivity patterns for the Baytown and Sweeny expansions 
follow the ones of Cedar Bayou due the meteorology. To validate the modelling results, 
the ratio of sensitivities was compared to the ratio of emissions from these two facilities, 
and they were found to be in excellent agreement.  
In 2017, the total impact of the expansion to the maximum 8-hour ozone is 0.6 ppb 
at the emitting grid cell, and it rapidly abates further from the source, being less than 0.1 
ppb 20 km away. The same is observed for PM2.5, with its sensitivity to total emissions 
being 0.1 μg m-3 at the emitting grid cell and less than 0.01 μg m-3 20 km away. As with 
2012, meteorology shifts to south prevailing winds after the first 20 days, which affects the 




Figure 3.11 2017 episode maximum 8-hour ozone sensitivity to NOx and VOCs, and 




CONSTRAINING IEPOX AND IEPOX-DERIVED SOA 
FORMATION IN CMAQ 
 
Biogenically derived aerosol has been found to have appreciable impacts on climate 
and air quality. There are large uncertainties however, associated with the magnitude of 
this impact, mainly because of the incomplete understanding of their production 
mechanisms, which leads to significant underprediction of biogenic Secondary Organic 
Aerosol (SOA) levels in state-of-the-art Air Quality models. To address this issue, we 
utilize the rich 2013 Southern Oxidant and Aerosol study (SOAS) dataset of both ground 
and aloft measurements, collected at the Centrerville, Alabama site to enhance the 
extensive mechanism of IEPOX-mediated SOA formation implemented in the Community 
Multiscale Air Quality (CMAQ) model (Pye et al., 2013). A wide range of sensitivity 
studies were carried out to investigate the main sources of uncertainty in the process of 
isoprene conversion to SOA through the IEPOX pathway. Available observations of key 
intermediate species (isoprene, IEPOX, ISOPOOH, MVK, MACR, methyltetrols, 
organosulfates and others), were used to constrain highly uncertain reaction rate constants, 
as well as partitioning and deposition coefficients of the relevant species.   The Henry’s 
law coefficient for IEPOX was found to be one of the most important of parameters that 
controls aqueous isoprene OA products, and a value of 1.9x107 M atm-1 provides the best 
agreement with measurements. Results suggest a strong correlation of isoprene OA with 
sulfate, and little correlation with acidity or liquid water content, consistent with 
correlations derived from the SOAS data set. Moreover, given the ever-reducing SO2 
emissions, we investigated the response of IEPOX aerosol to further reductions for the 
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entire US, where, consistent with previous literature an almost linear decrease of IEPOX 
aerosol is seen for a corresponding decrease in sulfate. 
4.1 Introduction 
 Isoprene (C5H8) is the most common abundant Biogenic Volatile Organic 
Compound (BVOC) emitted by foliage and trees (Guenther et al. 2006), constituting a 
significant contributor to the total SOA load especially in the Southeastern (SE) US, where 
observations have found that isoprene-derived OA can comprise up to 30% of the total 
organic aerosol (OA) (Xu et al. 2015). Anthropogenic pollutants interact with isoprene gas 
phase products (Weber et al. 2007, Xu et al, 2015) through a multi-step chemical 
mechanism, as seen from correlations between biogenic SOA (BSOA) and sulfate which 
support this finding (Weber et al. 2007, Xu et al. 2015, Budisulistiorini et al. 2015, 2017).  
One of the main gas-phase oxidation products of isoprene are isoprene epoxydiols 
(IEPOX), which is a fourth-generation product of isoprene’s reaction with the hydroxyl 
radical. The proposed mechanism requires that IEPOX diffuses from the gaseous phase in 
an acidic, aqueous environment, where it reacts with a nucleophilic seed such as SO4
−2 to 
produce SOA (Nguyen et al. 2014b). This SOA exhibits an almost linear association with 
the amount of available sulfate (Xu et al. 2015), while, at the same time, showing little 
dependence on liquid water content and acidity, suggesting that sulfate is the controlling 
factor for the amount of isoprene OA being produced in the SE US. Given that natural 
emissions of BVOCs such as isoprene and terpenes in the SE are the highest in the 
continental US, and coupled with significant anthropogenic emission sources in the vicinity 
such as power plants and automobiles, increased aerosol formation is expected (Kleindienst 
et al. 2007). The interactions between the anthropogenic and biogenic species have been 
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extensively studied in recent years (Xu et al. 2015, Budisulistiorini et al. 2015, 2017, Pye 
et al. 2013); the underlying mechanisms of SOA formation however, are still not fully 
constrained since parameters controlling specific reaction steps remain highly uncertain 
(Lin et al. 2013, Nguyen et al. 2014).  
One reason that makes observations in the Southeast of such interest, is that 
biogenically-derived SOA can comprise up to half of the total organic mass in the summer 
time and up to 30% year-around ((Kleindienst et al., 2007, Offenberg et al., 2011, Weber 
et al., 2007, Xu et al., 2016). Terpene species such as a-pinene and b-pinene, are significant 
contributors to the mass of SOA, since they react very fast with atmospheric oxidants with 
high yields (Acosta 2013). In addition, recent studies (Carlton et al. 2013) have shown that 
isoprene is also producing SOA, and its mass yield is not only significant, but in many 
cases surpasses that of terpenes. Most of this SOA is formed through the IEPOX pathway, 
with the major products being methyltetrols, organosulfates and to a lesser extent, 
organonitrates (Pye et al. 2013, Budisulistiorini et al. 2015, 2017). Given the high levels of 
aerosol water, low aerosol acidity and high SO2 emissions (Guo et al. 2015, Weber et al. 
2016) high levels of IEPOX-OA are expected, something that is validated by both 
measurements (Xu et al. 2015) and modelling studies (Pye et al. 2013).  
In this study, we utilize the observations from the SOAS campaign taken at the 
Centerville, Alabama, Southeastern Aerosol Research and Characterization (SEARCH) 
(Edgerton et al. 2005, 2006) monitoring location, which took place between June 1st and 
July 15th, 2013. The objectives of the campaign are detailed in Carlton et al. 2013, with a 
strong focus on investigating the interactions between anthropogenic emissions and 
BVOCs. Since the campaign took place in a densely-forested area, the emissions of BVOCs 
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such as isoprene, a-pinene and b-pinene, were expected to be high and therefore play an 
important role in the region’s climate. High concentrations of SOA were observed, and 
SOA resulting from isoprene oxidation alone exhibited concentrations of the order of 2 
μg/m3 (Budisulistiorini et al. 2015, Xu et al. 2015).  
By making use of the existing measurements of gas-phase precursors and aerosol, 
we evaluate and improve the isoprene OA formation mechanism in CMAQ, by 
constraining reaction rate constants for isoprene oxidation, as well as partitioning 
parameters such as the uncertain Henry’s law constant. CMAQ exhibits a negative bias in 
modelled OA concentrations (Pye et al. 2013), especially SOA from isoprene oxidation. 
Only recently was the IEPOX pathway implemented in CMAQ (Pye et al. 2013) and 
GEOS-Chem (Marais et al. 2016), but large uncertainties remain in system controlling 
parameters. This chapter aims at performing an extensive comparison of model results to 
data, and calibration of model constants to enable the model to reproduce the observed 
correlation between sulfate and isoprene SOA, as well as reduce the bias between predicted 
and observed organic matter. Given the close relationship between sulfate and IEPOX-OA 
(Xu et al. 2015), and the expectation that SO2 emissions will keep declining in the future, 
we investigated the sensitivity of IEPOX-OA levels to sulfate reductions over the entire 







4.2.1 Chemical transport model & measurements 
For the needs of this chapter, the Community Multiscale Air Quality (CMAQ) 
model was used (Byun and Schere 2006). CMAQ is a three-dimensional, Eulerian, 
atmospheric chemistry and transport model, that simulates the processes atmospherically 
relevant compounds undergo such as emission, diffusion, chemical reactions and 
deposition. A version of CMAQ with extended isoprene chemistry (Pye et al. 2013) is 
employed, that includes formation of IEPOX OA (hereafter IEPOX OA) from the reactive 
uptake of isoprene epoxides into aqueous phase aerosol.  The aqueous phase formation of 
IEPOX-OA is controlled by the IEPOX uptake coefficient (Pye et al. 2013), which is a 
function of Henry’s law coefficient (H). 
Simulations were conducted using a 36 km x 36 km resolution grid over the 
continental US for the SOAS campaign period, with 5 days used as a start-up. 
Meteorological data were developed using the Weather Research Forecasting (WRF) 
model and converted to CMAQ inputs using the MCIP processor. Unless otherwise stated, 
all results shown in this paper are specific to the grid cell that includes the Centreville site, 
to allow for comparison with the SOAS measurements. 
The base biogenic emissions were calculated online using the Biogenic Emission 
Inventory System (BEIS) (Vukovich and Pierce, 2002). BEIS uses the meteorological data 
in order to obtain variables governing the magnitude of BVOC emissions, such as solar 
irradiance (SR), temperature (T), as well as land data (plant type and plant coverage of 
each grid cell) to determine the fluxes of BVOCs. Non-volatile cations have been found to 
have a significant impact on pH and they have been found to be present in incorrect 
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amounts in CMAQ (Fourotan et al. 2017, Vasilakos et al. 2018) and therefore they have 
been removed from the simulations as to not bias the results. 
Multiple simulations were conducted in order to gauge the ability of the model to 
reproduce the measurements (Allen et al., 2015, Nguyen et al. 2014b, Brophy and Farmer 
2015, Carlton et al., 2013) and the correlations that govern them, and parameters and inputs 
associated with IEPOX-OA formed via the IEPOX mechanism were modified accordingly.  
For the sulfate sensitivity tests, total SO2 emissions across the US were reduced by 
25, 50, 75 and 100% and their impact on IEPOX-OA was quantified. 
4.2.2 Chemical mechanism 
Chamber experiments and field observations find that the dominant pathway for the 
formation of SOA through isoprene involves the formation of intermediate IEPOX, (Lin et 
al. 2013, Nguyen et al. 2014, Budisulistiorini et al. 2015, 2017, Xu et al. 2015). However, 
current CTMs do not replicate this finding, suggesting this could be a major shortcoming 
in CTMs, that explains the low bias in OA simulated, in general, and the IEPOX-OA levels 
in particular. In recent modelling studies (Pye et al. 2013, Marais et al. 2016), a similar 
mechanism was introduced in CMAQ and GEOS-Chem, using IEPOX as an intermediate 
for isoprene OA formation and found that 15-20% of the total SOA can be attributed to 
isoprene oxidation products. The mechanism as is implemented in the CMAQv5.0.2 is 




Figure 4.1 IEPOX OA formation mechanism as implemented in the latest version of 
CMAQ (Pye et al. 2013) 
 
4.3 Results  
4.3.1 Ozone, NOx and sulfate 
 In all simulations including the base scenario, there is good agreement between the 
measurements and the simulated values of atmospherically relevant compounds at the 
Centreville site. Ozone is strongly correlated with the measurements, but exhibits a 
consistent positive bias of approximately 10 ppb (Figure 4.2a), while NOx is captured well, 
albeit with less variability than the measurements (Figure 4.2b).  Reasons for positive 
biases in model simulations of ozone in the SE US have been explored in Travis et al. 2016 
and could include but are not limited to errors in vertical mixing and production rates within 
the PBL. For aerosol species, sulfate closely tracked the measurements (Figure 4.2d), but 
is 26% lower during the mid-day.  Although there is an appreciable amount of isoprene 
OA predicted for the SE US, for the SOAS site IEPOX-OA was much lower than the 
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amount estimated from the PMF measurements by almost 1.2 μg m-3.  All of the above 
species, except for IEPOX-OA, changed little with the modifications discussed below. for 
the optimal H simulation is about 30% lower than the PMF factor for SOAS (Xu et al. 
2015) (Figure 4.2c). 
 
Figure 4.2 Diurnal profiles during the SOAS campaign for measured (red) and simulated 
(black) (a) ozone, (b) NOx, (c) isoprene SOA and (d) sulfate. The shaded areas represent 




4.3.2 Henry’s law sensitivity tests and updates to the simulations 
4.3.2.1 Baseline simulation 
Our initial simulation (hereafter baseline) was using the default version of CMAQ as 
described in Pye et al. 2013. For this case, the Henry’s law coefficient for IEPOX was set 
to 2.7e6 M atm-1. Biogenic emissions for isoprene were not changed and left to the value 
generated by BEIS. The deposition surrogate used to calculate the dry deposition of IEPOX 
was methylhydroxyperoxide (CMAQ species VD_OP), with a relatively low H of 3.1e2 M 
atm-1. The planetary boundary layer height (PBL) was calculated by the WRF meteorology 
and used as is. 
Results from the baseline simulation indicated that IEPOX-OA was severely 
underestimated, especially methyltetrols (MT) and organosulfates (OS). Isoprene levels 
were biased low during the day time and exhibited a night time high, suggesting that the 
isoprene emissions from BEIS were not accurate (Figure 4.3). However, IEPOX levels 
were overestimated when compared to the observations by a factor of 10. The relative ratios 
of IEPOX derived OA (OS to MT) compared favorably with the observations, suggesting 
that the aqueous chemical mechanism represents the underlying physics accurately. 
Similarly, important gas phase and aerosol species, such as ozone, NOx and sulfate were 
accurately predicted, although with some bias. To alleviate the issues identified with the 
simulation, we applied a number of sequential updates to the model by making use of the 
available measurements, in order to ensure that the gas phase products were as close as 
possible to the observed values before attempting any changes in the aqueous chemistry.  
 
4.3.2.2 PBL prescription & Isoprene emission fitting (IEF) 
 In order to rectify the unrealistic isoprene profile, the first change we applied to the 
model was the assimilation of PBL data available from SOAS. The PBL height predicted 
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from WRF was biased high during the day and biased low during the night compared to 
observations, which is a known issue with WRF (Hu et al. 2013), that could explain the 
isoprene daytime low and its nighttime high. Results from the PBL simulation, indicated 
that this change had little impact on all important tracers. Daytime isoprene levels remained 
similar to the baseline simulation, while there was a slight decrease of the nighttime high 
by 1 ppb (Figure 4.3). The PBL simulation indicated that the behavior of the isoprene levels 
was driven by the emissions and not by the meteorology, corroborated by simulated 
temperature profiles that closely matched the observed profiles.  
Isoprene emissions in our simulations were under-predicted during the day time 
and overestimated during the night time, which led to the spike in isoprene concentration 
during the night (Figure 4.3). To rectify the issue, the measured isoprene emissions as well 
as the emissions predicted by BEIS were used, in order to come up with scaling factors 
with which modelled isoprene emissions were multiplied at each model timestep as to 
better match the observed and simulated levels. As an initial guess the ratio of the measured 
to simulated values was used, which was then optimized through multiple linear 
regressions, to achieve better agreement between model and measurements. This 
simulation (referred to as isoprene emissions flux, or IEF) significantly improved isoprene 




Figure 4.3 Observed (dashed-red), default model (blue), adjusted PBL (green) and 
adjusted emissions (solid red) isoprene diurnal profiles for the Centreville gridcell. 
Concentrations at each hour correspond to the campaign average for that hour 
 
 
4.3.2.3 IEPOX deposition correction (DEP) 
While the IEF simulation improved isoprene levels, the extreme overestimation of 
IEPOX still remained. Dry deposition for IEPOX is expected to be a significant loss 
process, given the stickiness of the molecule (Paulot et al. 2009); however, the deposition 
surrogate used in CMAQ was methylhydroxyperoxide which has a Henry’s law constant 
four orders of magnitude less than that of IEPOX, meaning that depositional loss of IEPOX 
to wet surfaces was most likely significantly underestimated (depositional time scale of 
τ=11 h). By changing the surrogate to HNO3 in the deposition-adjusted (DEP) update, the 
timescale was reduced by 50% and there was a marked decrease of IEPOX levels to half 
of what they originally were. Surprisingly, IEPOX-OA levels were not impacted by this 
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change, suggesting that other processes were rate-controlling with regards to SOA 
production.  
4.3.2.4 Updated IEPOX gas phase oxidation and Henry’s law sensitivity tests 
 After both the IEF and DEP changes, the IEPOX levels were still positively 
biased when compared to observations. A potential reason could be the underestimation of 
the gas phase IEPOX oxidation loss to OH.  The rate constant used for the gas phase loss 
of IEPOX for the previous simulations was 1.5e-11 cm3 molecules-1 s-1 (Paulot et al. 2009). 
We updated the rate constant for the gas phase loss of IEPOX to OH, to a value of 3.6e-11 
cm3 molecules-1 s-1 (Jacobs et al. 2013).  The updated oxidation simulation, slightly reduced 
IEPOX levels by 5%, while keeping IEPOX-OA levels approximately constant. The 
IEPOX overestimation remained (Figure 4.4) which implies that the existing sinks are still 
not significant enough or there is another removal process (for example an additional gas 
phase reaction) which is not included in the model. The precursors to IEPOX such as 
ISOPOOH compare well with the measurements, corroborating that the issue lies in one of 
the IEPOX sinks. 
 After the above changes, and ensuring that there is sufficient gas phase IEPOX 
available to react in the aqueous phase, the negative bias for IEPOX-OA persisted and the 
linear relationship between sulfate and IEPOX-OA was still not captured (Xu et al 2015). 
The IEPOX Henry’s law constant is one of the most uncertain parameters of the system 
(Eddingsaas et al. 2010) and at the same time one the most important ones, since it directly 
controls the amount of IEPOX that is available in the aqueous phase to produce SOA. The 
literature reported range for the Henry’s law constant for IEPOX spans more than 2 orders 
of magnitude (Eddingsaas et al. 2010, Pye et al. 2013, Wang et al. 2017), so a number of 
sensitivity tests were performed to estimate a value led to the most consistent results 
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between the model and measurements, using as a constraint the correlation between sulfate 
and IEPOX-OA from Xu et al. (2015), since it’s a better indicator for the accuracy of the 
chemical processes included in the model than the concentration of IEPOX-OA. We 
observed an almost linear relationship between the average levels of isoprene OA and the 
logarithm of H (Figure 4.5). A value of 1.9x107 M atm-1, which is similar to recent 
estimates, yields the best overall agreement (Budisulistiorini et al. 2015, Nguyen et al. 
2014, and Chan et al. 2010). A comprehensive list of simulated scenarios is shown in Table 
5.1. 
 
Figure 4.4 Measured (cyan), default CMAQ (green) and corrected (red) IEPOX diurnal 
concentrations. The IEPOX corrections data refers to IEPOX levels after updating both the 





Table 4.1 List of simulated scenarios and their specifications. The Henry’s law 















BASELINE default default VD_OP Paulot 1 
PBL assimilated  default VD_OP Paulot 1 
IEF assimilated  changed VD_OP Paulot 1 
DEP assimilated  changed HNO3 Paulot 1 
OXIDATION assimilated  changed HNO3 Jacobs 1 
HENRY 1 assimilated  changed HNO3 Jacobs 2.5 
HENRY 2 assimilated  changed HNO3 Jacobs 5 
HENRY 3 assimilated  changed HNO3 Jacobs 7 
HENRY 4 assimilated  changed HNO3 Jacobs 9 
HENRY 5 assimilated  changed HNO3 Jacobs 10 








Figure 4.5 - Results for Henry's law sensitivity tests. The x axis is in units of 2.7e6 M/atm, 
































H* scaling factor (1=Default value of 2.7x106 M/atm)
Isoprene OA sensitivity to H
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4.4 Comparing aqueous SOA to observations 
4.4.1 Polyols and organosulfates 
 In the base simulation, methyltetrols (MTs) were underestimated (Figure 4.6). The 
suite of changes described above increased MT levels which are closer to observed levels.  
Although triols are not included in the current version of CMAQ, model MTs can be a first 
order approximation to the sum of the measured triols and MTs. 
 
 
Figure 5.6 4 hour averaged diurnal concentrations for measured methyltetrols (black) and 
total polyols (blue), default CMAQ (green) and optimal H CMAQ (red)  
 Similar to MTs, organosulfates were also biased low in the base simulations 
(Figure 5.7). The revised model inputs and parameters increased OS levels, they are still 


















Total measured polyols Default CMAQ methyltetrols




Figure 5.7 - 4 hour averaged diurnal concentrations for measured organosulfates 
(blue), default CMAQ (black) and optimal H CMAQ (red) 
 For both OS and MT, the time of the largest discrepancy between the measurements 
and model is in the afternoon. Given that it has been shown that sulfate controls the amount 
of isoprene OA being produced (Xu et al. 2015, Budisulistiorini et al. 2015), the 
underestimation can be attributed in part to the low bias in the simulated sulfate during the 
mid-day (Figure 4.2d). 
 
4.4.2 Correlation with sulfate  
 Recent studies (Xu et al. 2015, Budisulistiorini et al. 2015, 2017) have observed a 
strong correlation between sulfate and isoprene OA in the vicinity of the SE US. To test 
the validity of the isoprene OA production mechanism in the current version of CMAQ, 
we used the coefficients of this linear relationship (slope and intercept) as the main 

















Measurements Default CMAQ Optimal H
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 In the base case, there was a correlation between sulfate and isoprene OA; however, 
the levels of isoprene OA were far too low and the slope almost 0 (Figure 4.8). Using an H 
of 1.9x107 M/atm, the simulated and observed correlations achieve remarkable agreement.   
 
Figure 4.8 - Correlation between sulfate and isoprene OA for the SOAS observations 




 The other two important parameters which have been found to control the formation 
of isoprene OA are acidity (H+) and particle water (H2Optcl) (Surrat et al. 2010, Nguyen et 
al. 2014, Xu et al. 2015, Budisulistiorini et al. 2015). However, for the case of the SE US, 
only weak correlations between isoprene OA and H+ or H2Optcl have been observed (Xu et 
al. 2015, Budisulistiorini et al. 2015).  
There is an abundance of aerosol water in the SE, while, at the same time, the mean 
pH in Centreville was close to 1 (Guo et al. 2015, Vasilakos et al. 2018). The weak 
correlation can be explained since at high aerosol water levels and low pHs, they are not 
limiting parameters, and small changes in their value do not affect isoprene OA levels.  
Another possible explanation for the strong correlation with sulfate and the weak 
correlation with H+ and H2Optcl, is the competition between acidity and particle water, since 
increased levels of particle water lead to dilution of ions and reduced pH. In addition, the 
dilution could weaken a potential salting-in effect, suppressing the IEPOX uptake from the 
gas phase. 
We observe similar behavior in the model when we perform multivariate linear 
regression on our results, indicating that the current version of the model is able to correctly 
capture the chemistry behind IEPOX-OA production. The regression coefficients are 
provided in Table 4.2. 
Table 4.2 Results for multiple linear regression of IEPOX-OA with respect to sulfate, 




in the measurements 
(Xu et al. 2015) 
Regression 
coefficient for the 
simulations 
Sulfate 0.424 0.527 
Water -0.004 0.029 





4.5 The impact of dust on IEPOX-OA 
 NVCs are present in all size ranges of atmospheric aerosol, although predominantly 
found in the coarse mode (Guo et al. 2017, Fang et al. 2017, Vasilakos et al. 2018). 
Recently, biases in CMAQ have been identified, where incorrect amounts of NVCs are 
distributed in the accumulation mode (Vasilakos et al. 2018), leading to aerosol pH 
predictions that are inconsistent with the ones obtained using measurement data (Guo et al. 
2015, Vasilakos et al. 2018). Given the dependence of IEPOX-OA formation on particle 
acidity, pH biases can also translate to biases in its formation. Because of that, NVCs have 
been removed from the previous simulations, but a separate simulation to determine their 
impact was carried out.  
 Figure 4.9 quantifies the impact that NVCs can have on IEPOX-OA levels, after all 
the updates have been implemented on the code, while using the optimal H value. 
Specifically, when they are excluded from the model (Figure 4.9a), high concentrations of 
IEPOX OA are observed in the forested areas of the SE and Eastern US up to 1.8 μg m-3 
in the Ozarks, Tennessee and Arkansas area, consistent with literature sources (Carlton & 
Baker, 2011). The pH values for these areas are very low ranging from 0 to 1.5, in 
agreement with the overall trends from Guo et al. 2015. When the CMAQ predicted NVCs 
are included in the simulation (Figure 4.9b), the spatial pattern for IEPOX OA remains the 
same, albeit with marked decreases in concentrations everywhere in the domain. 
Specifically, the difference between the two simulations is nearly 0.6 μg m-3 - almost 30% 
(Figure 4.9c) -  driven by the increased pH in the simulation where NVCs are included, 
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where it’s almost 1 to 2 units higher. This discrepancy in pH predictions is a major source 
of biases in CMAQ for not only IEPOX OA but also aerosol nitrate (Vasilakos et al. 2018) 
and needs to be addressed in a future model update. 
 
 
Figure 4.9 Campaign average predicted IEPOX OA when NVCs are excluded (a) and 
included (b) in the simulations, as well as the difference (c) between the two fields. 
Simulations for these cases are carried out with all the code updates active 
4.6 SO2 reductions and the future of IEPOX OA 
 Throughout the preceding decade, great strides have been made with regards to 
improvements on air quality, driven by continuous emission reductions. SO2 in particular 
has seen decreases of almost 7% per annum (Blanchard et al. 2011) for the last decade. 
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Since IEPOX OA formation and SO4  availability are intertwined, it is expected that IEPOX 
OA levels will drop in response to the SO2 reductions, something that has been 
corroborated in previous modelling studies looking at the effect of SO4 reductions on 
IEPOX OA (Budisulistiorini et al. 2017). To investigate, we used the updated model and 
decreased total SO2 emissions by a set amount (25, 50, 75 and 100%) to quantify the impact 
of future reductions on IEPOX OA. 
 The greatest decreases in magnitude are seen for the first 25% in reductions (Figure 
4.10a), with an almost 60% drop in IEPOX OA production over the Eastern and SE US, 
consistent with results from Budisulistiorini et al. 2017. This is a combination of multiple 
factors, since the removal of sulfate from the system translates to slightly more alkaline 
aerosol, coupled with markedly reduced liquid water availability. Further reductions 
(Figure 4.10b, c, d) also affect IEPOX OA levels, but the drop in IEPOX OA levels is not 
as pronounced. This is because the removal of sulfate rapidly reduces particle water, until 
a threshold value of about 1 μg m-3 is achieved when no sulfate exists in the system. While 
the drop in water concentrations is the highest for the first 25% of removed SO2, it 
decreases in magnitude when more sulfate is removed. When approaching 100% SO2 
removal, production of OS is shut down and the only constituents of IEPOX OA is 
methytetrols and a negligible amount of organonitrates (ON≤0.01 μg m-3). The other 
isoprene OA pathways from methacrylic acid epoxide (MAE) as well as 
hydroxymethylmethyl-α-lactone (HMML) are still producing approximately the same 





Figure 4.10 Simulated IEPOX OA fields over the CONUS for 25% (a), 50% (b), 75% (c) 






 Organic matter and isoprene aerosol in particular are significantly underestimated 
in current CTMs. The recent study by Xu et al. 2015 underscored the importance of 
anthropogenic influence on isoprene OA formation and the potential of IEPOX-OA to 
comprise a significant part of the total aerosol mass. Utilizing a CMAQ version with 
updated isoprene chemistry we conducted simulations for the SOAS campaign period, and 
made model updates based on the extensive data set available from the campaign. We 
tested the ability of the model to reproduce the observed levels of IEPOX-OA, as well as 
the relationship between IEPOX-OA and sulfate. 
The base configuration of CMAQ captured the dynamics of ozone, NO2 and sulfate, 
though there was a positive bias in ozone and a negative bias in sulfate in the afternoon.  
Isoprene-derived SOA levels, as well as OA in general, were biased low.  In addition the 
current version of BEIS implemented in CMAQ, produced isoprene emissions which were 
dynamically inconsistent with the observed values. Model parameters and inputs that 
control the formation of isoprene-derived aerosols were varied to improve its 
representation of SOA formation, focusing on SOA resulting from IEPOX chemistry. In 
particular, isoprene emissions were adjusted to be more in accordance with the observed 
concentrations and fluxes and the treatment of IEPOX were made that led to IEPOX and 
other species were more in line with observations. The Henry’s law constant for IEPOX 
was found to be of particular importance. A value of 1.9 x 107 M atm-1 led to closest 
agreement between modelled and observed concentrations of isoprene-derived SOA also 
captured the observed correlation of sulfate and isoprene OA.  
The updates to the model also led to little correlation between isoprene OA and 
acidity (H+) or particle water (H2Optcl), consistent with recent studies (Xu et al. 2015 & 
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Budisulistiorini et al. 2015). The high aerosol water levels and low pH found in the SE US 
(Guo et al. 2015, Weber et al. 2016) is a possible explanation for the lack of correlation 
since at this regime they do not constitute limiting parameters. An increase of H2Optcl would 
be accompanied with dilution of H+, negating the possible increase of IEPOX OA 
production. However, this may very well change in the future with additional SO2 
reductions, since the aerosol is expected to become slightly more alkaline, while, at the 
same time, available aerosol water will drop significantly. 
Results indicate the need for changes in the calculation of isoprene emissions in 
BEIS, and the more accurate representation of the physical processes that IEPOX 
undergoes during its lifetime. Laboratory experiments and field studies elucidating the 
formation of IEPOX triols, which are not included in the model, and comprise a significant 
portion of IEPOX OA, would also allow for a better prediction of the remaining isoprene 






UNDERSTANDING NITRATE FORMATION IN A WORLD WITH 
LESS SULFATE 
 
SO2 emission controls, combined with modestly increasing ammonia, have been 
thought to generate aerosol of significantly reduced acidity, where sulfate is partially 
substituted by nitrate. However, neither expectation agrees with decadal observations in 
the Southeastern US, suggesting that a fundamentally different response of aerosol pH to 
emissions changes is occurring. We postulate this “nitrate substitution paradox” arises from 
a positive bias in aerosol pH in model simulations, exacerbated by reductions in SO2 
emissions. This bias can elevate pH to where nitrate partitioning is readily promoted, 
leading to behavior consistent with “nitrate substitution”. CMAQ simulations are used to 
investigate this hypothesis; predictions of PM2.5 pH for 2001 emissions compare favorably 
with observations; for 2011 emissions however, predicted pH increases by 1 unit, 
presenting a positive trend not seen in the observations. Non-volatile cations (K+, Na+, Ca+2 
and Mg+2) in the fine mode are found responsible for most of this trend. pH biases of 1 unit 
can induce a nitrate bias of 1-2 μg m-3 which may further increase in future projections, 
reaffirming an otherwise incorrect expectation of “nitrate substitution”. Evaluation of 
predicted aerosol pH against thermodynamic analysis of observations is therefore a 






 Aerosol acidity is a driver of many important atmospheric processes (Guo et al. 
2015, Weber et al. 2016, catalyzing the conversion of isoprene oxidation products to form 
secondary organic aerosol (SOA) (Xu et al. 2015, Pye et al. 2013, Surrat et al. 2010, 
Eddingsaas et al. 2010), driving the semi-volatile partitioning of key aerosol species 
processes (Guo et al. 2015, Weber et al. 2016), as well as the solubilization of iron, copper 
and other trace metals in aerosol which may serve as nutrients for ecosystems (Meskhidze 
et al. 2003), but also prove toxic for humans (Ghio et al. 2012, Fang et al. 2017). Significant 
reductions in primary pollutant emissions over the last decades has greatly improved air 
quality in the developed world, and is also thought to fundamentally affect aerosol acidity. 
SO2, an important aerosol precursor and a major driver of its acidity, has seen decreases of 
about 6% yr-1 over the 2001-2011 period alone in the US, with a continued anticipated 
downward trend (West et al. 1999, Pinder et al. 2007, 2008). Emissions of NOx and the 
resulting acidic HNO3, are also declining. In contrast, ammonia, the primary basic fine 
mode aerosol precursor, is either constant or increasing (Pinder et al. 2007, 2008, Heald et 
al. 2012), owing to intensified agricultural activity and livestock farming from the demands 
of population growth. These trends have created the expectation that the aerosol has and 
will become increasingly neutralized (West et al. 1999, Pinder et al. 2007, 2008, Heald et 
al. 2012, Tsimpidi et al. 2007, Saylor et al. 2015), with ammonium sulfate being replaced, 
at least in part, by ammonium nitrate (West et al. 1999, Bauer et al. 2007, Bellouin et al. 
2007, Li et al. 2014, Goto et al. 2016). 
The concept of “nitrate substitution” of sulfate has largely been based on the notion 
that nitrate is volatile when the aerosol is acidic, and in turn aerosol is acidic when 
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insufficient amounts of total ammonia (i.e., gas+aerosol) or dust non-volatile cations 
(NVCs) exist to neutralize aerosol sulfate. Based on this conceptual model, aerosol ionic 
molar ratios have largely been used as proxies of aerosol acidity (pH), so that when the 
aerosol ammonium to sulfate molar ratio approaches 2 (the composition of ammonium 
sulfate), aerosol is assumed “neutral” and only then nitrate aerosol can form (Fisher et al. 
2011, Hennigan et al. 2015, Wang et al. 2016, Silvern et al. 2017). Modeling studies have 
corroborated this view, predicting that nitrate substitution may be prevalent in the future, 
including the Southeastern US (SE US) (Heald et al. 2014, Baeur et al. 2007, Bellouin et 
al. 2011, Li et al. 2014, Goto et al. 2016, Vayenas et al. 2005, Karydis et al. 2016). A more 
careful analysis however (Guo et al. 2015, Weber et al. 2016, Hennigan et al. 2015, Guo et 
al. 2016) reveals that this conceptual model of aerosol acidity and conditions for nitrate 
substitution fails; thermodynamic analysis of SE US aerosol observations instead show that 
fine mode aerosol remains strongly acidic, despite a 70% reduction in sulfates, and more 
than sufficient total ammonia to neutralize it. The strong acidity is maintained by the large 
difference in volatility between sulfate and ammonia (Guo et al. 2015, Weber et al. 2016), 
so large changes in total ammonia concentrations are required for a notable change in 
aerosol acidity, about one order of magnitude increase in NH3 concentration per unit 
increase in aerosol pH (Guo et al. 2015 & 2017a). However, ammonia gas deposits 
relatively rapidly, limiting its build up except in high emissions regions. Throughout the 
decade, the levels of aerosol nitrate have remained relatively constant throughout the US 
(Guo et al. 2015, Weber et al. 2016, Pye et al. 2009). The persistent strong aerosol acidity 
in turn explains why nitrate aerosol has not considerably increased over the last decades, 
and is unlikely to appear in the immediate future in the SE US. These findings constitute a 
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“paradox”, as the same thermodynamic models (e.g., ISORROPIA-II Fountoukis & Nenes 
2007) used to demonstrate the aerosol tendency for strong acidity in the SE US (Guo et al. 
2015, Weber et al. 2016) using ambient data, is also used in 3D modeling studies (Pye et 
al. 2009, Heald et al. 2012) for the region that predict nitrate substitution as a possible 
aerosol response.  
Reconciling the “nitrate substitution paradox” requires a careful examination of 
aerosol thermodynamics and the conditions under which nitrate partitioning to the aerosol 
is favored. Meskhidze et al. (2003) and later Guo et al. (2016) showed that for aerosol 
nitrate formation to occur, aerosol pH needs to exceed a certain characteristic value (that 
depending on the temperature and the amount of liquid water, ranges between a pH of 1.5 
and 3; Guo et al., 2017). If aerosol pH is therefore high enough (typically above a pH of 
2.5 to 3), a behavior consistent with “nitrate substitution” emerges, because any inorganic 
nitrate forming from NOx chemistry mostly resides in the aerosol phase. When pH is low 
enough (typically below 1.5 to 2), nitrate remains exclusively in the gas phase (as HNO3), 
regardless of the amount produced, and “nitrate substitution” is not observed. Between 
these “high” and “low” pH values, a “sensitivity window” emerges (of typically 1-1.5 pH 
units), where partitioning shifts from nitrate being predominantly found as gas to where it 
is mostly found as an aerosol. Therefore, if a model is for any reason biased in its prediction 
of aerosol pH, it may be preconditioned towards nitrate prediction biases. The sensitivity 
to pH biases is strongest when the aerosol lies in the pH “sensitivity window”, which is 
often the case for atmospheric aerosol (Guo et al. 2015, 2016 & 2017, Bougiatioti et al. 
2016). When below this “pH sensitivity window”, aerosol nitrate is almost nonexistent and 
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relatively insensitive to emissions (and pH biases); when above the window, almost all 
nitrate resides in the aerosol phase, and directly responds to NOx emission controls.  
If aerosol were composed only of non-volatile sulfate and semi-volatile nitrate and 
ammonium, prediction biases in pH could result only from errors in RH, and large errors 
(e.g., order of magnitude) of NH3, NOx and SO2 because pH is relatively insensitive to 
changes in these aerosol precursors (Hennigan et al. 2015). Acidity however can also by 
modulated by other soluble inorganic cations from seasalt and mineral dust, such as K+, 
Na+, Ca+2 and Mg+2. The low volatility of these cations allows them to preferentially 
neutralize sulfates over NH3, and, even in small amounts elevate particle pH to levels that 
can promote the partitioning of nitrates to the aerosol phase (Fountoukis & Nenes 2007, 
Guo et al. 2017). NVCs tend to reside in the coarse mode aerosol (Guo et al. 2015, West et 
al. 1999, Vayenas et al. 2005), with a fraction found in smaller particles, while sulfate tends 
to reside in the fine mode (Guo et al. 2015, West et al. 1999, Vayenas et al. 2005); the 
degree to which NVCs can affect fine mode pH therefore lies in the degree to which the 
two types of species mix across different particle sizes. Potential interactions between 
inorganics-organics can also affect aerosol acidity.  However, recent studies driving 
thermodynamic models utilizing water associated with organics find only minimal 
differences between predicted pH (Guo et al. 2015, Bougiatioti et al. 2016). In the presence 
of very high NVCs (for example in sea-spray aerosol), where the aerosol has much higher 
pH, the pH can approach the pKa of organic acids, leading to conditions where their 
dissociation can contribute to aerosol acidity (Laskin et al. 2012). 
Although aerosol models are evaluated in terms of their ability to predict the 
concentration of aerosol species (including across size), no studies to date focus on their 
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ability to predict aerosol pH across size, even though it is known to potentially vary up to 
6 units (Fang et al. 2017, Bougiatioti et al. 2016, Li et al. 2017). Evaluation of models in 
this context is challenging, since there is no direct measurement of acidity for an aerosol 
population, making thermodynamic models the most accurate way of inferring pH. 
Furthermore, given that most of this pH variability occurs in the PM1 to PM2.5 range (Fang 
et al. 2017), it is quite likely that model assumptions on how aerosol species interact within 
a mode (degree of internal mixture), especially for particles in the 1-2.5 μm range, may 
lead to pH prediction biases that drive model behavior. 
This aim of this chapter is to address the underlying reasons for the “nitrate 
substitution” paradox, and in the process, provide a conceptual framework for quantifying 
and understanding the importance of aerosol pH biases. The guiding hypothesis of this 
work is that aerosol pH prediction bias fundamentally changes predicted aerosol behavior 
and the underlying cause of the paradox. The approach is demonstrated with the 
Community Multiscale Air Quality (CMAQ) model (Byun & Schere 2006) and is based 
on predictions of pH over the 2001-2011 period in the Southeastern/Eastern US, being the 
region for which aerosol pH trends are constrained by observations. The role of internally-
mixed nonvolatile cations in PM2.5 as a source of the pH bias is then assessed.  
5.2 Methods  
5.2.1 Predicting aerosol pH and composition 
CMAQ is a three-dimensional, Eulerian, atmospheric chemistry and transport 
model, that simulates the processes atmospherically relevant compounds undergo such as 
emission, diffusion, chemical reactions and deposition (Byun & Schere 2006). CMAQ 
version 5.0.2 was used in this study, and simulations were carried out using a 36-km 
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horizontal resolution grid, with 13 vertical layers, over the continental US (CONUS) for 
the entire years of 2001 & 2011. Meteorological data were obtained offline from the 
Weather Research Forecasting (WRF) model. The same meteorology was used between 
the two years to eliminate potential biases of temperature and relative humidity on pH 
predictions. Model-ready emissions for 2011 were obtained using the National Emissions 
Inventory 2011 inventory (NEI 2011) for the Carbon Bond 05 (CB05) chemical 
mechanism. To estimate the 2001 emissions, the 2011 emissions for SO2, NOx, NH3, CO, 
VOCs and primary PM from anthropogenic sources were scaled on a per-species basis 
using the Air Pollutant Emissions Trends Data; emissions for other species were kept 
constant. Emissions of biogenic species were calculated online using the Biogenic 
Emission Inventory System (BEIS). 
 The aerosol thermodynamic model ISORROPIA-II (subversion 2.2 - dated 2012 – 
Fountoukis & Nenes 2007) was used online in CMAQ to drive the semivolatile partitioning 
of inorganic species, and, offline to analyze the predicted PM2.5 pH, nitrate partitioning 
tendency and sensitivities thereof to nonvolatile cations. It should be noted that 
ISORROPIA and CMAQ only account for the thermodynamic interactions between 
inorganic species and do not treat organics. Offline calculations were conducted using the 
hourly gas and particle phase concentrations output from CMAQ for the 2001 and 2011 
simulations, which includes NVCs, and using them as input to ISORROPIA-II. The 
thermodynamic calculations online and offline were carried out in forward mode, meaning 
that the temperature, relative humidity, as well as all aerosol and gas phase concentrations 
were known and used as input, assuming that the aerosol is in a metastable state, where 
only one aqueous phase is allowed to exist (Fountoukis & Nenes 2007). While this 
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assumption is not always necessarily true, especially under conditions of low relative 
humidity (RH<30%) where the aerosol can exist in glassy, amorphous states, for the 
majority of cases observational data shows that it is a valid assumption (Guo et al. 2015, 
Bougiatioti et al. 2016, Liu et al. 2017).  We run the model under a variety of conditions to 
determine the impact of NVCs from dust and sea salt (Ca, Mg, K, Na) on pH, its seasonal 
variability, as well as the effect of pH and temperature on nitrate partitioning. 
5.3 Results and discussion 
5.3.1 Predicted Sulfate, ammonium & nitrate  
 For the main inorganic aerosol species (SO4, NO3 and NH4), CMAQ captures the 
observed downwards trends (Park et al. 2006, Hand et al. 2012, Blanchard et al. 2013a, b, 
Kim et al. 2015, Saylor et al. 2015) over the CONUS during the course of the decade 
(Figure 5.1). As expected, sulfate over the entire US drops significantly between 2001 and 
2011, by about 30%, with major decreases in the Eastern US of about 2 μg m-3. Areas 
impacted the most by these reductions, are places of significant industrial activity or with 
significant coal-fired electricity generating units (EGUs), such as the Ohio River Valley, 
Baton Rouge in Louisiana and South Carolina. Ammonium levels remain rather constant, 
since ammonia saw minimal emission changes over the decade, and only experience small 
reductions which are a buffered response to the decrease in sulfate levels. Local reductions 
(~20%) in ammonia are seen over North Carolina and Louisiana. Aerosol nitrate 
concentrations remain relatively constant on average over the domain, with small increases 
over the Eastern US. The highest levels of ammonium are observed in areas with significant 
livestock, such as North Carolina; sulfate concentrations are the highest around the area of 




Figure 5.1 Yearly averaged predicted concentration fields of (a) 2001 NH4, (b) 2011 NH4, 
(c) 2001 SO4 (d) 2011 SO4, (e) 2001 NO3, (f) 2011 NO3. Color scales between years are 
kept the same for parity, except for sulfate, due to its drastic reduction during the decade 
 
5.3.2 Predicted Annual & seasonal pH  
 Figure 5.2 depicts the annual average pH fields over the US for 2001 and 2011 for 
PM2.5, with the study domain of the Eastern US outlined. Simulations show that there are 
noticeable differences between the two years, localized mainly in desert regions along the 
US-Mexico border, Southern Texas and the Eastern US. The sulfate reductions in the 
Eastern US, appear to have a major impact on model results, leading to significant increases 
of aerosol pH in the area. For 2001, the average yearly pH for the Eastern US is 1.6, 
consistent with recent literature and observations from the WINTER campaign (Guo et al. 
2015 & 2016, Weber et al. 2016) (Figure 5.2a). For 2011, however, predicted pH increases 
to about 2.5 – almost a unit higher (Figure 5.2b). This trend suggests that pH will keep 
increasing with future sulfate reductions, something that can lead to significant increases 
in predicted nitrate, as well as changes in SOA chemistry which heavily depends on acidic 
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aerosols (Xu et al. 2015, Pye et al. 2013, Surrat et al. 2010, Eddingsaas et al. 2010), 
especially in the SE US. 
 
Figure 5.2 Annual averaged PM2.5 pH over CONUS for (a) 2001 and (b) 2011, 
calculated offline using ISORROPIA, using the annual averaged CMAQ 
concentration fields. The white outline specifies the Eastern US domain used for 
further analysis. 
 
Seasonal pH trends are also positive over the Eastern US, with the summertime (Figure 
5.3f) experiencing stronger increases than in the winter (Figure 5.3c), being 0.5-1.5 for 
winter and 0.5-2 for summer. Much of the seasonal variability is driven by changes in 
temperature and relative humidity; increased relative humidity (RH) leads to less acidic 
aerosol, since liquid water content and pH are inversely related (Guo et al. 2015 & 2016), 
while increased temperatures promote low RH and therefore more acidic aerosol. The 
desert areas of the Western US, Southern Texas, Florida, SW Alabama and Mississippi are 
the most sensitive in the wintertime (Figure 5.3a, b), while the Central US is mostly 
unaffected. During the summer, the entire Central US is much more strongly impacted, 




Figure 5.3 Seasonally averaged pH over CONUS for the winter (January) of (a) 2001, (b) 
2011, the summer (July) of (d) 2001, (e) 2011. Panel (c) is difference between the 
simulation years for the winter, and (f) is the difference for the summer. As in Figure 3, the 
study domain is highlighted. 
 
5.3.3 Model evaluation of pH 
Model results for both simulation years were compared to thermodynamic analysis of 
measurements from three urban sites (Jefferson Street, JST; Georgia Tech, GT; Atlanta 
Road-Side, RS) and two rural (Yorkville, YRK; and Centerville CTR) SEARCH network 
sites (Guo et al. 2015). Measurements for the urban cites and the YRK site, were taken 
between May and December 2012 for the SCAPE study, while measurements from the 
CTR site were for the SOAS campaign period (June 1st to July 15th 2013) (Guo et al. 2015, 
Xu et al. 2015). The three urban sites are contained within the same CMAQ grid cell. All 
urban sites (Figure 5.4a, b, c, d), exhibit an early morning/late night pH maximum, and an 
afternoon minimum throughout the year (Guo et al. 2015). This a combination of two 
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factors; RH being highest during the early morning/late night, which increases water uptake 
and hence decreases acidity (Figure 5.5), and the presence of crustal elements in significant 
quantities during that time (Figure 5.6). The model pH closely tracks the diurnal profile of 
predicted cations (Figure 5.6), indicating that they have an important impact on predicted 
pH, which, however, is not seen in the measurements (Figure 5.7), since they make up a 
much smaller percentage of observed PM2.5. Despite the presence of NVCs, the pH remains 
low for both simulation years but it tends to be higher in 2011, because of sulfate levels 
that are approximately half of those in 2001 across all sites, leading to the increased relative 
effect of NVCs (Weber et al. 2016). Removal of all NVCs from the thermodynamic 
calculations, allows the simulated diurnal profiles to better track the measurements. At the 
same time, a negative bias is introduced to the simulated pH, which is more prominent for 
the urban sites even after the sulfate reductions. 
 
Figure 5.4 pH diurnal profiles for May (a), August (b), September (c) and November (d) 
at JST/RS/GT, July (e) and December (f) at YRK and for the SOAS campaign period (g). 
Blue and red lines are the CMAQ predicted pH for 2001 and 2011 respectively, while the 
shaded areas are one model standard deviation. The green line represents the pH calculated 
through the thermodynamic analysis of the measurements and the shaded area is standard 
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error. The plots are in different scales for each case given the large differences between 
each season and site. 
 
 
Figure 5.5 RH diurnal profiles for May (a), August (b), September (c) and November (d) 
at JST/RS/GT, July (e) and December (f) at YRK and for the SOAS campaign period (g). 






Figure 5.6 Total NVC diurnal profiles (Na+, Ca+2, K+ and Mg+2) for May (a), August (b), 
September (c) and November (d) at JST/RS/GT, July (e) and December (f) at YRK and for 
the SOAS campaign period (g). Blue and red lines are the CMAQ predicted NVCs for 2001 
and 2011 respectively, while the shaded areas are one model standard deviation. 
 
 
The increase in pH is not proportional to the reduction in sulfate, since aerosol responds 
non-linearly to such reductions, through the volatilization of ammonia (Weber et al. 2016). 
Depending on location, sulfate reductions range from 38 to 55%, while the corresponding 
pH increase is much lower, pointing to the fact that cations, although small in amount, tend 
to have a disproportionately strong impact on acidity. For the SOAS campaign period 
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(Figure 5.4g), pH is underestimated especially for 2001. The biases follow the pattern of 
NVCs present, by being negatively biased until noon and positively biased for the rest of 
the day (Figure 5.6 and Figure 5.7). For the YRK site (Figure 5.4b, e), pH is overall 
underestimated during the winter and overestimated during the summer. Similarly to the 
urban sites, the predicted RH agrees well with the measurements (Figure 5.5), albeit with 
a positive afternoon bias during the summer. The diurnal profile of pH closely tracks the 
one of cations, further suggesting they may be directly related to the bias. 
When evaluating the predicted pH trend for CTR, the model results exhibit a clear, 
increasing trend of 0.6 pH units per decade (Figure 5.7). This trend is inconsistent with 
recent thermodynamic analysis of observations suggesting a decrease in pH over the same 
time period for the SE US (Guo et al. 2015 & 2016, Weber et al. 2016). If this bias in 
predicted pH trend continues, it can have profound implications for future regulatory 
modeling, since the increased pH can lead to elevated levels of model nitrate, reproducing 
nitrate substitution (Bauer et al. 2007, Bellouin et al. 2011, Li et al. 2014, Goto et al. 2016). 
Possible reasons behind this pH bias could be overestimated ammonia emissions, 




Figure 5.7  Decadal pH trends from the thermodynamic analysis of the measurements from 
Weber et al. 2016 (blue line), default CMAQ (black line) and CMAQ results without 
crustal elements (green line). Also shown, is the pH for the SOAS campaign, and for the 
CMAQ predicted pH for June 1st-July 15th 2001 and 2011. CMAQ exhibits a clear positive 
trend, with pH increasing throughout the decade, both due to sulfate reductions and the 
increasingly important role of NVCs. Standard error is also plotted for all data points. 
 
The first two possibilities are unlikely, given the agreement of predicted ammonium and 
sulfate with previous studies (Park et al. 2006, Hand et al. 2012, Blanchard et al. 2013a, b, 
Kim et al. 2015, Saylor et al. 2015), and, the relative insensitivity of pH to ammonia and 
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sulfate (Weber et al. 2016, Silvern et al. 2017). However, NVCs, if inappropriately 
distributed in PM2.5, can exert important biases on pH (Meskhidze et al. 2003, Karydis et 
al. 2016, Guo et al. 2017a, Foroutan et al. 2017). Indeed, offline calculations of aerosol pH 
excluding the influence of NVCs mitigates most of the predicted positive trend of 0.25 pH 
units per decade when all the aerosol species are considered (Figure 5.7), while also 
reducing standard error. The remaining bias may arise from errors in model RH, given that 
it controls water uptake and drives much of the diurnal variability in pH (Guo et al. 2015). 
However, usage of observed (instead of predicted) RH in the thermodynamic calculations, 
did not impact the predicted pH more than 0.1 units. A more thorough evaluation of the 
remainder of the pH bias, as well as the impact of NVCs when included in appropriate 
quantities, requires a far more extensive dataset than the one available at this study 
(Henneman et al., in review, Guo et al. 2017). 
The pH bias becomes negative for most of the CMAQ Eastern US when removing 
all NVCs from the calculations (Figure 5.8). This, combined with the considerable model 
skill for sulfate, nitrate and ammonium when compared to literature (Henneman et al., in 
review) implies that pH biases are not related to errors in the major inorganic ions, but 
rather in the NVCs which are minor contributors to PM2.5, hence poorly constrained. For 
the SEARCH sites NVCs comprise 5 to 10% of the total inorganic PM2.5
 (Guo et al. 2015), 
which is significantly less than what the model predicted values that are a factor of 4 higher 
than the measurements. The most important result therefore is that NVCs are a considerable 
source of pH prediction uncertainty when not accounted for correctly. It should be noted 
that for the summertime at the CTR location, the ammonium and sulfate values are biased 
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low in CMAQ by a factor of 3 using the Weber et al. 2016 data. These biases however are 
consistent with literature and typical of CTMs (Henneman et al, in review). 
 
Figure 5.8 pH diurnal profiles when not accounting for NVCs, for May (a), August (b), 
September (c) and November (d) at JST/RS/GT, July (e) and December (f) at YRK and for 
the SOAS campaign period (g). Blue and red lines are the CMAQ predicted pH for 2001 
and 2011 respectively, while the shaded areas are one model standard deviation. Green line 





5.3.4 Organic acids and pH 
The SEARCH sites have been thoroughly studied in previous literature (Guo et al, 
2015 & 2017a, Xu et al. 2015, Weber et al. 2016), and given the high concentrations of 
organic mass observed throughout the year, they present an excellent case study for the 
potential impact of organics on pH. Recent studies indicate that organic aerosol can have 
an appreciable impact on aerosol pH, especially when allowed to interact with inorganics 
(Pye et al. 2018). Current models do not account for potential, non-ideal interactions 
between the two, in addition to not including organics in thermodynamic calculations, 
which, if the above statement is true, can lead to significant predictive pH errors.   
To investigate the role of organics on pH we used the popular E-AIM model 
(Wexler & Clegg 2002, Friese & Ebel 2010, Clegg et al. 1992) on our model results for the 
SEARCH sites, which performs thermodynamic calculations to resolve the partitioning for 
mixtures of organics/inorganics. We tested a variety of organic compounds under different 
scenarios to determine the potential of organics to influence pH. More specifically, we 
assumed that a set amount (25 or 50% on a mole basis) of either oxalic, maleic, succinic or 
malonic acid already exists in the aerosol phase but is not accounted for. Given the constant 
reductions in sulfate, we also tested the potential of sulfate to be substituted by the same 
organics. To avoid the potential biases that NVCs can incur on simulations, all runs were 
conducted without them. E-AIM was run using the comprehensive Model IV configuration, 
in metastable mode. The baseline case that we used, was the average composition, 
temperature and RH across all sites. 
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When comparing the total aerosol partitioning (particle to gas) for each SEARCH 
site between ISORROPIA and E-AIM, they compare favorably, displaying an almost linear 
correlation between the two (Figure 5.9). For the low temperatures of December in 
Yorkville (T̿ ≤ 10oC) E-AIM predicts a near complete absence of gas phase, in contrast to 
ISORROPIA, which is attributed to the difference of how the activity coefficients are 
calculated between the two models (Wexler & Clegg 2002, Friese & Ebel 2010, Clegg et 
al. 1992). Acidity between the two models is not well correlated, but both predict low 
values for pH for all sites (Figure 5.10).  
Initially, an amount of 25 or 50% of additional oxalic acid on a mole basis was 
added to the baseline case, and then the pH was compared (Table 5.1). We find that for the 
cases presented in this study, addition of organic compounds to the model did not have a 
significant impact on acidity when compared to the baseline run, apart from the cases where 
RH was higher than 80% and the mole fraction of organic acids in the aqueous phase is 
greater than 25%. pH remains rather insensitive to the addition of oxalic acid for most 
cases, apart from the case that has the highest RH=0.8, and subsequently the highest 
amount of liquid water. For all other cases, most of oxalic acid partitions to the gas phase 
and its impact is negligible. Similarly, when other organic acids are tested against the 
baseline, under the same conditions (maleic, succinic, malonic), they incur a maximum 4% 
change on pH (Table 5.2). 
For the substitution tests with oxalic acid, removal of sulfate from the system 
rapidly decreases the amount of total water in the particulate phase (Figure 5.10). This 
leads to the partitioning of organics to the gas phase (Figure 5.10), abating their impact on 
pH, since the relative composition on a mole fraction basis remains largely the same. 
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The above analysis demonstrates that, for the cases presented in this paper, organics 
do not have an appreciable impact on pH when only one liquid phase exists. Allowing more 
than one liquid phase of different compositions to form, can still potentially impact pH 
(Pye et al. 2018). We find that for the cases presented in this study, addition of organic 
compounds to the model, did not have a significant impact on acidity (≤2% pH deviation 
from the baseline value) compared to the baseline run, apart from the cases where RH was 
higher than 80% and the mole fraction of organic acids in the aqueous phase is greater than 
25%.. However, E-AIM does not take into account multiple liquid phases in which organics 
could be the dominant species, and therefore in such cases organics could still play a major 






Figure 5.9 Nitrate (black) and total (red) particle-to-gas partitioning predicted between E-
AIM and ISORROPIA. 
 




Table 5.1 ISORROPIA, E-AIM and E-AIM with an additional 25 and 50% oxalic acid 
predicted pH for all sites. 
 
 
Figure 5.11 Comparison of predicted particle-to-gas partitioning of oxalic acid (red) and 
total water (black) between E-AIM and ISORROPIA as a function of sulfate substitution 
to oxalic acid. 
ISORROPIA PH pH EAIM pH 25% OXALIC pH 50% OXALIC
-0.22 0.81 0.82 0.83
-0.30 0.92 0.92 0.91
0.55 1.31 1.32 1.25
-0.04 0.91 0.90 0.83
-0.01 0.55 0.55 0.55
0.07 0.34 0.34 0.34
0.14 0.53 0.53 0.52
-0.46 0.91 0.71 0.57





Table 5.2 E-AIM predicted pH for the baseline case and for the cases with 25 and 50% 
addition of maleic, succinic or malonic acid. 
Default pH EAIM 
0.809500489 
pH 25% MALEIC pH 50% MALEIC 
0.827689031 0.832387327 
pH 25% SUCCINIC pH 50% SUCCINIC 
0.821886748 0.821886748 
pH 25% MALONIC pH 50% MALONIC 
0.81276138 0.808548986 
5.3.5 The impact of pH biases on nitrate partitioning and “sulfate substitution” 
 To understand the importance of pH biases on nitrate partitioning and the potential 
for predicting a behavior consistent with “nitrate substitution”, we express the CMAQ 





. It can 
be shown that 𝜀𝛮𝛰3 follows a simple sigmoidal curve (Meskhidze et al. 2013, Guo et al. 
2016), 𝜀𝛮𝛰3 = 1 −
[𝐻+]
[𝐻+]+𝐿∙𝑇∙𝛹
, where L is the liquid water content, T is ambient temperature 
, [H+] is the concentration of H+ in the aerosol aqueous phase, and 𝛹 =
𝑅∙[Η𝛮𝛰3]
1000∙𝑃0
 is a constant 
that depends on the universal gas constant (R), the effective Henry's law constant for nitric 
acid in the aerosol aqueous phase (HNO3) and  the ambient pressure (P0). Depending on the 
value of pH, nitrate partitioning in CMAQ can either be insensitive (
𝜕𝜀𝛮𝛰3
𝜕𝑝𝐻






~0.5) to pH biases, depending on the month of the year considered (Figure 5.12). 
We generally find that nitrate partitioning is insensitive (
𝜕𝜀𝛮𝛰3
𝜕𝑝𝐻
~0) and heavily shifted to 
the gas phase (𝜀𝛮𝛰3 ~0) during the summer and spring (Figure 5.12), while it becomes 
quite sensitive to pH errors (
𝜕𝜀𝛮𝛰3
𝜕𝑝𝐻
~0.5) in the winter and fall. For the latter case, this 
means that small pH perturbations in either direction can strongly affect the amount of 
nitrate that partitions in the aerosol phase; if the weather is sufficiently cold and NOx 
emissions and pH predictions are biased sufficiently high, 𝜀𝛮𝛰3 ~1, meaning that all nitrates 
are partitioned to the aerosol phase and the emergence of “nitrate partitioning” behavior. 
 To exemplify the above, we determine the amount of excess nitrate from pH 
prediction biases as follows. Perturbing the acidity by ΔpH from the monthly mean value 





Figure 5.12 CMAQ-derived nitrate partitioning ratio for the E.US and select months of 
2001. The black squares denote the average pH values for each month. Note the 




~𝟎), which is not the case for colder months. 
 
 Multiplying ΔεΝΟ3 with the total nitrate (HNO3(g)+NO3) predicted in CMAQ in each grid 
cell gives the total nitrate response (ΔΝΟ3) to ΔpH. When applied to the Eastern US for 
ΔpH=+1 (the average pH impact of including NVCs in the PM2.5 calculations over the 
entire Eastern US) gives the ΔΝΟ3 distributions shown in Figure 5 for the winter (Figure 




Figure 5.13 Increase in aerosol nitrate corresponding to a one-unit positive in pH for a) 
winter and b) summer. Emissions for 2011 are assumed, but to account for pH prediction 
biases from NVCs, they are removed from the thermodynamic calculations. Plots are on 
different scales due to the large differences in predicted nitrate increases. 
 
The predicted wintertime nitrate bias tends to be higher than in the summer, owing to the 
lower temperatures and higher aerosol pH levels present (which shift 𝜀𝛮𝛰3 towards higher 
values; Figure 5.12) and the higher values of total available nitrate in the wintertime. The 
combination of both factors (available nitrate and high pH) is necessary for appreciable 
quantities of nitrate to partition, but in general the locations with a pH of between 0.5 and 
1 are the most susceptible to positive pH biases, since a unit increase places nitrate 
partitioning into the ascending part of the S-curve (Figure 5.12), rapidly increasing the 
amount of aerosol nitrate that can form. During both seasons, areas rich in total nitrate, and 
a pH between 0.5 and 1.5, such as the Ohio River Valley, New York, New Jersey and South 
Louisiana (Figure 5.2, 5.1e, f), exhibit the largest increases in aerosol nitrate. Other 
locations that have low pH, and low total nitrate such as West Virginia see minimal 
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changes. A notable exception is North Carolina which has a higher pH than the 
aforementioned locations - mainly due to the high NH3 emissions from livestock - which 
pushes the partitioning beyond the sensitive regime, where increases in pH do not drive 
additional nitrate in the particle phase. 
 To investigate the potential of NVCs and sulfate reductions to induce nitrate 
substitution, the sensitivity of the nitrate increase ΔNO3, to the corresponding sulfate 
reduction ΔSO4, was quantified for the Eastern US, both when NVCs are included in the 
calculations and when they were not (Figure 5.14).  
 






𝟐𝟎𝟏𝟏 ) over the decade, when 
NVCs are accounted for (a), and when they are removed from the thermodynamic 
calculations (b). 
 
Over the decade, nitrate has seen increases in the Eastern US (Figure 5.15) ranging from 
0.5 to 2.5 μg m-3, and NVCs can have a profound impact on how these increases are 
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distributed across the domain (Figure 5.15a, b).  In the presence of NVCs (Figure 5.14a), 
there is a 1 μg m-3 increase of nitrate for a sulfate reduction of the same value over the 
Eastern US. 
 
Figure 5.15 Difference in predicted nitrate over the Eastern US between 2011 and 2001 
when NVCs are included in calculations (a), and when they are excluded (b). 
 
 For this case, substitution is predicted across the entire Eastern US, with only a few 
gridcells in South Georgia, Mississippi and North Carolina exhibiting the opposite trend 
(nitrate reduction), attributed to the formation of insoluble CaSO4, which reduces the 
availability of aerosol water, and in turn inhibits the formation of NO3 with the co-
condensation of NH3. When NVCs are removed (Figure 5.14b), the corresponding nitrate 
increase is much less (0-0.2 μg m-3 per 1 μg m-3 of sulfate), especially in the Eastern US, 
while substitution is still predicted in the Northern parts of the domain such as Ohio, 
Indiana and Michigan. The aforementioned areas, tend to have higher seasonal pH values 
than the SE US (Figure 5.2), and the removal of NVCs reduces the pH to values where 
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nitrate partitioning is more sensitive to small pH perturbations (Figure 5.12), leading to a 
higher predicted sensitivity to sulfate reductions. This analysis suggests that nitrate 
substitution is of a much smaller magnitude than expected (West et al. 1999, Heald et al. 
2012, Bauer et al. 2007, Bellouin et al. 2011, Li et al. 2011, Goto et al. 2016, Vayenas et 
al. 2005, Karydis et al. 2016), and heavily impacted by pH biases introduced from NVCs.  
Given the importance of aerosol acidity for almost any aerosol-related process and impact, 
it is imperative that aerosol studies evaluate acidity inferred from thermodynamic analysis 
of ambient data as presented here. We demonstrate that in the case of nitrate substitution, 
the distribution of nonvolatile cations over particle size can have a profound impact on 
model behavior, and requires better constraints from emissions to observations (or at least 
appropriate sensitivity studies, such as those carried out here, to unravel the potential 
impact of nonvolatile cations). Understanding aerosol pH and the drivers thereof, is a 
powerful tool for evaluating model performance that has never been used before. Usage of 
molar ratios, ion balances and other conceptual models of aerosol acidity (Hennigan et al. 
2015, Wang et al. 2016, Silvern et al. 2017) provide limited insights in aerosol pH and 






FUTURE RESEARCH DIRECTIONS 
 
 On a microphysics scale, this thesis investigated the impact of radioactive charging 
on the lifetime of radioactive aerosol populations, as well as, the linkage between energy 
sector emissions and air quality on a regional scale, with specific chapters focusing on the 
impact of specific Phillips 66 operations and potential expansions, secondary aerosol 
formation, and the dynamics of aerosol pH. While many updates were implemented in 
CMAQ and TOMAS, there still exists significant room for improvement if important 
scientific questions for the future of air quality are to be answered. 
 
6.1 Transport of radioactive aerosol and the physics of charged populations 
 The TOMAS-RC model that was developed in this thesis, presents an ideal starting 
point to study the physics of radioactive aerosols. However, this version only resolves 
charged coagulation, and other processes that could potentially be affected by charging, 
such as condensation/evaporation and nucleation, are not taken into account. Future 
experimental research should focus on elucidating the mechanisms that are underlying to 
these processes, as to allow for better model representation of the physics and subsequently 
more accurate predictions of dispersion patterns of fallout.  
 Many other families of atmospheric particles also become charged in the 
atmosphere, albeit through different charging mechanisms. A prominent type of aerosol 
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that is known to carry significant charge is volcanic ash, which becomes charged through 
frictional forces (Langmann 2013). Eruptions can be catastrophic events, not only short-
term in the immediate vicinity, but also long-term since volcanic ash is launched high into 
the troposphere and can travel great distances, affecting air quality and causing disruptions 
in flight routes, as it was the case after the Eyjafjallajokull in 2010, when the cloud from 
the eruption covered a significant part of the Northern hemisphere for months. Such events, 
although rare, have profound effects on short term climate and air quality, and therefore 
accurate modelling of the physics is necessary to minimize their impact on human 
activities.  
6.2 SOA production and minimizing model uncertainties 
 Although great progress has been made in expanding the model chemistry in recent 
years, many biases still exist that prevent closure of organic mass between model and 
observations. There is an abundance of literature studies with regards to SOA production 
yields for BVOCs, but they are mostly derived through chamber data from experiments 
often done in conditions that are not representative of ambient concentrations. Fields 
campaigns such as SOAS, provide a wealth of data that can be used to better constrain 
experimentally derived chemical mechanisms and improve model accuracy. In the future, 
experiments using outdoor chambers with atmospherically realistic conditions 
(temperature, RH etc.) could be designed to study the formation of SOA as it occurs in 
ambient conditions.  
 Chemical mechanisms designed for model use such as the popular cb05 and saprc 
often lump many species together to minimize the number of reactions that the model has 
to resolve in order to increase computational speed. This is also a source of bias, since it 
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limits model species to the order of hundreds; one of these model species could be 
representative of a few thousands of atmospheric species. Since more and more species 
and production pathways are discovered every year, these mechanisms should be updated 
in a way that allows for better accuracy, while still retaining the computational speed they 
offer. 
6.3 Aerosol pH as a proxy for model evaluation 
 Models are currently not evaluated for their ability to accurately predict pH, and 
since it can play an important role in the formation of regulatory-important species such as 
nitrate and SOA, future work should be aimed at addressing pH predictive biases in CTMs. 
To that end, the correct attribution of NVCs in the appropriate aerosol modes in CMAQ 
needs to be resolved, allowing model predicted pH to be used as a proxy for model 
accuracy, along with other established metrics.  
Given the importance of aerosol pH in solubilizing ecosystem nutrients 
(Myriokefalitakis et al. 2016) it can be used as a tool to study the interactions between 
plumes of anthropogenic pollutants and mineral dust in a coupled ocean-atmosphere 
model, especially over the Atlantic where dust and pollutant plumes from 3 continents 
interact. Preliminary work in this subject (Stockdale et al, 2016, Myriokefalitakis et al. 
2016, Li et al. 2017), underscores the importance of dust acidification in providing 
phytoplankton with sufficient phosphorus.  
Another consideration would be the quantification of the impact of organics on 
aerosol acidity. While under the current atmospheric conditions, they do not appear to play 
an important role in modulating pH, the constant reductions in sulfate could potentially 
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turn organics into major players that control pH. The popular model ISORROPIA could 
also be updated in the future in order to include organics in thermodynamic calculations, 
since it is the to-go model for the current state-of-the-art global and regional models. 
Finally, although a link between some particulate species and human health has 
already been established, the role that pH has not yet been elucidated. The oxidative 
potential of some acid-soluble, transition metals has been studied (Fang et al. 2017), but 
the potential of acidic particles to have health effects remains unknown. Future studies 
could focus on determining the impact that low pH particles can have on the respiratory 
tract in vivo since the high concentrations of hydronium ions could render cellular 
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