Abstract. Elimination of inconsistent values in instances of the constraint satisfaction problem (CSP) conserves all solutions. Elimination of substitutable values conserves at least one solution. We show that certain values which are neither inconsistent nor substitutable can also be deleted while conserving at least one solution. This allows us to state novel rules for the elimination of values in a binary CSP. From a practical point of view, we show that one such rule can be applied in the same asymptotic time complexity as neighbourhood substitution but is strictly stronger.
Introduction
Operations to reduce the worst-case exponential time complexity of exhaustive search are essential for the efficient resolution of large-scale constraint satisfaction problems. Reduction operations are most effective at reducing search space size when applied during search, but if this is too computationally expensive they can still be usefully applied just once during a preprocessing phase. Most previous research in this domain has concentrated on domain-filtering operations based on various forms of consistency: a value is removed from a domain if an algorithm running in low-order polynomial time demonstrates that this assignment cannot be part of a solution. Other reduction operations include the elimination of values by interchangeability or substitutability [7, 11] , the merging of domain values [10] , the elimination of variables [9, 5, 3] and the introduction of symmetry-breaking constraints [1, 8] .
This paper studies local (and hence polytime-detectable) properties of binary CSP instances which allow value elimination or variable elimination while preserving satisfiability. We show that allowing arbitrary quantification over variables and values as well as arbitrary conditions on the compatibilities of pairs of assignments provides a rich and largely unexplored source of reduction operations. In previous work we showed that there are exactly four variable-elimination rules based on so-called irreducible existential patterns [3] . In the present paper we give strict generalisations of all these rules. We also give value-elimination rules which are strict generalisations of neighbourhood substitution [7] . The paper is organised as follows: Section 2 and Section 3 present rules for, respectively, value elimination and variable elimination, Section 4 gives a particular value-elimination rule which generalises neighbourhood substitution but can be applied in the same time complexity, Section 5 gives the complexity of recovering all solutions after applying our value or variable elimination rules, while Section 6 discusses the difficulty of characterising all value or variable elimination rules based on local properties.
Value Elimination
For each rule which tells us when a value can be eliminated from a domain, there is a corresponding property which holds if and only if no value eliminations can be performed by this rule. Following the tradition of consistency properties, we state our rules in the form of positive properties which are satisfied if and only if no eliminations are possible.
We begin by recalling the notions of arc consistency and neighbourhood substitution, illustrated in Figure 1 . In figures, each bullet represents a variablevalue assignment, assignments to the same variable are grouped together within the same oval and compatible (incompatible) pairs of assignments are linked by solid (broken) lines.
Definition 2. A value b ∈ D(x)
is AC-supported if ∀y ∈ X \ {x}, ∃c ∈ D(y) such that (b, c) ∈ R xy . We say that c is an AC support for x, b at y.
Any assignment value b ∈ D(x) which is not AC-supported can be eliminated from D(x) without losing any solutions since the assignment x, b cannot be part of any solution.
