E©cient numerical methods are necessary to simulate the interaction of aerodynamic loading, heat transfer, and structural deformation. This paper presents a partitioned approach using seperate single ¦eld solvers for §uid and thermoelastic problems coupled by the third software package. The methods implemented in the used modules are described. On the way towards an aerothermoelastic solver, a stepwise validation is required. Here, the successful validation of the thermoelastic and aeroelastic solver is shown.
INTRODUCTION
Spacecraft nozzles are exposed to extreme aerodynamic and thermal loads during the launch and the ascent stages. Within the atmosphere, the nozzle §ow is mostly overexpanded, so that shock waves occur inside the nozzle, which may lead to restricted shock separation or free shock separation. Asymmetries of these shock-detachment phenomena in circumferential direction cause deformations of the nozzle wall which, in turn, have an in §uence on the shock detachment itself. Additionally, the nozzle deformation can be a¨ected by the exterior §ow. Even if the side loads do not result in a structural failure, the induced vibrations represent a considerable loading of the nozzle and the connected structural components. If such dynamical loads are not considered su©ciently during the design stage, the rocket engine can be damaged.
A fast and reliable simulation tool is useful to estimate the behavior of a nozzle in all §ight stages. The computation of the unsteady aerothermoelastic e¨ects applying complex models is very expensive and not practicable in early
NUMERICAL METHODS
The solver applied here follows a partitioned approach. In this approach, separate programs are operated iteratively to solve the coupled four-¦eld problem. This problem consists of the heat conduction and its in §uence on the structural deformation as well as the combined interaction of temperature and deformation with the unsteady §ow ¦eld, which is solved on a deforming grid. Figure 1 shows a §ow chart of the realization of the partitioned numerical approach. Based on this scheme, the computational §uid dynamics (CFD) solver QUADFLOW is coupled with the thermoelastic solver ASTRA by the Aero-Thermoelastic Coupling Module (ATCM) which performs the information between the single ¦eld solvers. The individual programs are described in the following.
QUADFLOW
The §ow solver QUADFLOW has been developed within the Collaborative Research Center SFB 401 Flow Modulation and FluidStructure Interaction over the last decade [1] . It solves the compressible versions of the two-or threedimensional Euler-and Reynolds-averaged NavierStokes equations. These are discretised with a cell-centered ¦nite volume (FV) method. QUADFLOW features a highly reliable and e©cient local grid re¦nement method based on multiscale analysis [2] . QUADFLOW represents the grid as an overall multiblock topology in which the grid coordinates of each block are computed by evaluating parametric B-spline mappings. The adaptation produces hierarchically nested quadtree-, respectively, octree-type re¦nements of favored quadrilateral, respectively, hexahedral cells. In the course of §uidstructure interaction (FSI) iterations, the B-spline grid is deformed in QUADFLOW in two steps [3] . At ¦rst, the displacements of the multiblock topology are interpolated from the surface deformation with radial basis functions. Afterwards, the B-spline control points within each block are moved by trans¦nite interpolation.
ASTRA
The ASTRA code was developed for static and stability analysis by the Department of Aerospace and Lightweight Structures at RWTH Aachen University. It allows the structural analysis of shells of revolution with an arbitrary meridian. Although this means that the undeformed structure has to be circular in circumference, the loads and the response to them can be arbitrary. A variety of di¨erent wall designs is considered, from isotropic to anisotropic formulations. Also, common sti¨ened shell structures (frame/stringer, waªe-grid, isogrid) can be approximated using smeared properties. Ring-sti¨eners are modeled as discrete structures. Due to the use of reduced models which employ the analytical solution of the shell di¨erential equations, ASTRA is an e©cient alternative to complete three-dimensional (3D) solvers. The elastic module is extended and a new thermoelastic module is developed to make ASTRA a fast and e©cient tool to compute the structural responses to transient mechanical and thermal loadings.
Elastic Module (ASTRA)
The elements used in this program are based on a complete shell bending theory [4] . Shear-rigid and shear-deformable elements are implemented in the code.
The ASTRA models are idealized as one-dimensional line elements with four degrees of freedom (three displacement (v ξ , v ψ , and v ζ ) plus the tangential rotation (ϕ ξ )). The shear-deformable elements have additionally the rotation along the axial direction (ϕ ψ ) as a ¦fth degree of freedom. The mechanical formulations for axisymmetric shells in ASTRA describe the stress/deformation ¦eld due to external loads and temperature ¦elds, which have a linear temperature distribution over the wall thickness.
PROGRESS IN PROPULSION PHYSICS

Figure 2 Generic axisymmetric body
The theoretical description of the shell of revolution leads to a system of partial di¨erential equations. The system of equations is transformed into ordinary di¨erential equations using Fourier series in the circumferential direction:
where Z is the state variables (deformations + internal loads); A is the the di¨erential matrix; L are the external loads; ξ is the circumferential direction (Fig. 2) ; ψ is the meridional direction (see Fig. 2 ); and θ are the temperatures. The di¨erential matrix A is numerically integrated in the meridional direction using a RungeKutta method. By rearranging the resulting integral matrix, the element sti¨ness matrix is obtained.
The loads and the deformations can be arbitrarily distributed in circumferential direction and are expressed by Fourier series (Fig. 3) . The following Figure 3 Superposition of waveforms to achieve an arbitrary circumferential distribution methods for the structural analysis are implemented in ASTRA: linear static analysis (¦rst-order theory); second-order theory static analysis; fully nonlinear static analysis; linear stability analysis; nonlinear stability analysis, and linear stability analysis with combined loads [5, 6] .
Also for the investigation of the structural response due to transient aerodynamic and thermoelastic loads, a dynamic module is developed. This is the ¦rst step to allow coupled transient analysis with a §ow solver via the parallel developed ATCM module. As time integration method the implicit Newmark procedure is implemented.
Thermoelastic Module (ASTRA)
To couple ASTRA with the aerothermoelastic coupling module ATCM, the transient thermal loads from the §uid solver, like thermal §uxes, have to be processed and incorporated into the analysis. The thermoelastic analysis with a weak coupling between the thermal and the elastic solutions is assumed (the thermal ¦eld is used to compute the deformation ¦eld, but not otherwise). The small errors compared to the fully coupled computations are accepted to simplify the problem and, consequently, reduce the computational e¨ort.
where Ÿ is the thermoelastisity; M T is the thermal capacity; K T is the thermal conductivity; U is the deformation ¦eld; θ(t) is the temperature ¦led; and F (t) and F T (t) are the mechanical and thermal loads, respectively. The computed temperature ¦eld along with the deformation state is transformed back to the §uid solver via the ATCM.
The heat conduction equation for the axisymmetric shells is given as
where ζ is the shell normal direction; λ 1 , λ 2 , and λ 3 are the coe©cients of thermal conductivity in ξ, ψ, and ζ directions; c is the speci¦c heat; ρ is the density; and η is the speci¦c heat generation inside the shell. The thermal §uxes through the inner (q i ) and the outer (q a ) surface of the shell are de¦ned as the temperature gradients at these positions (ζ = ±h/2, with h as the local shell thickness):
The temperature ¦eld through the thickness is assumed to be quadratic:
so, the thermal ¦eld can be described using three degrees of freedom (T 0 , T 1 , and T 2 ) for each discrete shell position. A quadratic distribution through the thickness is mostly satisfactory for simple wall con¦gurations. To accommodate complex wall geometries, a higher-order polynomial can be easily implemented using the same procedure as described below with additional degrees of freedom (T 3 , etc.). Here, a simple (quadratic polynomial) and, consequently, fast model is adopted to minimize the computational time.
Using the assumptions from Eqs. (3)(5), the heat conduction equation (Eq. (2)) can be integrated through the thickness of the shell. Additionally, the same equation is multiplied with ζ and also with ζ 2 prior to the integration. After the integrations, the set of three equations emerges:
'
where
n dζ with n = 0, 1, 2 as integrated internal heat generation. A similar approach was proposed by Takezono et al. [7] using the ¦nite difference method in space and time to determine the transient thermal ¦eld. In ASTRA, the stationary problem is solved similarly to the elastic approach as described above (see subsection 2.2). The three di¨erential equations (Eqs. (6) (8)) are transferred into ordinary di¨erential equations using Fourier series in the circumferential direction and summarized in a di¨erential matrix. This differential matrix is integrated using numerical integration in the meridional direction. With this, the thermal conductivity matrix is computed (see Eq. (1)) for each element. Further computations are performed using standard ¦nite element method. To obtain the transient solution of the thermal problem, Eq. (1) is solved using the CrankNicolson time integration method. Due to the high heat §uxes in a rocket nozzle and, consequently, the high temperatures, the radiation losses have to be considered to get meaningful results. An iteration procedure is implemented to consider the loss of energy to the environment due to radiation if needed. The energy §ux caused by radiation is computed using the StefanBoltzmann law: q rad = εσθ 4 surf where ε is the overall emissivity; σ is the StefanBoltzmann constant; and θ surf is the surface temperature.
Using the stationary or the transient thermal ¦eld the elastic deformation of the shell can be computed with the linear static, nonlinear static, or the dynamic solver.
Aero-Thermoelastic Coupling Module
The partitioned approach followed in the aerothermoelastic solution scheme makes necessary the spatial coupling of the single-¦eld solvers involved as well as their synchronization. This is the primary task of the ATCM. For the temporal coupling in steady or unsteady simulations, several strong and loose schemes are available [8] . In order to reduce the computational costs, several predictor corrector schemes are implemented for the solution process of unsteady problems. In the predictor step, either the structural deformation is directly extrapolated or calculated from extrapolated aerodynamic loads. In the corrector steps, the structural solution for the next time step is repeated with the loads computed by the §ow solver instead of the extrapolated ones. With focus on numerical stability, computational e©ciency and accuracy, very good results in comparison with strongly coupled computations could be achieved applying these schemes. In the presented results, an underrelaxed GaussSeidel scheme is applied since the study is focused on steady test cases. This scheme leads to an iterative execution of one single-¦eld solver by holding the results of the other as constant.
The spatial coupling involves the transfer of mechanical loads and deformations as well as heat §uxes and temperatures between the surface grid of the considered con¦guration in the §ow solver and the structural grid. In order to be valid from the physical point of view, any projection scheme has to be conservative with the following two criteria. First of all, the total force and moment vectors as well as the heat §uxes must be preserved during the projection. Second, during steady simulations, the elastic strain energy of the structure must be identical to the work performed by the aerodynamic loads on the wetted surface. During unsteady simulations, also the instantaneous power exchanged over the coupling surface must be the same on both sides. From the §ow solver and the volume mesh deformation code, further numerical requirements arise a¨ecting the projection of deformations from the structure back to the wetted surface.
In particular, the deformed surface mesh should be smooth in order to assure good convergence of the §ow solution. Several projection algorithms are available inside the ATCM: the Finite Interpolation Element (FIE) method [811] is an uncomplicated method that uses the shape functions of the structural model to divide aerodynamic surface loads among the nodes of the closest structural element. The Global Spline-Based (GSB) [12] and the Moving-Least-Squares (MLS) [13] methods constitute further alternatives suitable for reduced structural models. Both determine a function approximation to the nodal displacement distribution and evaluate it at the surface points. The two methods di¨er primarily in their choice of interpolation function. The GSB method derives the nodal values with one linear or quadratic polynomial and additional contributions of radial basis functions around the support points. Instead, the MLS method uses local interpolation functions exclusively. All projection methods inside the ATCM operate on extensive quantities, i. e., aerodynamic forces as opposed to surface stresses, and heat §uxes Q as opposed to heat §ux densities q. This makes the ATCM independent of the formulation of the §ow solver.
Finite Interpolation Elements
The established spatial coupling employed in the ACM/ATCM relies on the FIE method described in [11] . To transfer the heat §ux from a load incidence point on the wetted surface to the structure, ¦rst the projection of this point onto the closest nearby structural element is determined (Fig. 4) . The interpolation of the heat §ux to equivalent heat §uxes at the ¦nite-element (FE) nodes of the respective element is done by using the FE shape functions h i θ . Then, the interpolation coe©cients are de¦ned by evaluating these shape functions at the natural coordinates ξ proj and η proj of the projection point. To assure that no arti¦cial energy is created during the aerothermal coupling, the temperature and the heat §ux of both sides of the interface have to be the same. In analogy to Figure 4 Transfer of heat §uxes (CSD ¡ computational structural dynamics) the principle of virtual work for the structure, the functional of the thermal conduction problem is derived by the method of variation:
Here, q B is the heat §ux created in the volume, and q S is the heat §ux entering the volume through the surface. The variable λ is the thermal conduction coef¦cient, the subscripts indicate its components in the di¨erent space dimensions. Right now, only air is considered; thus, all components of λ are the same. Q i denotes the concentrated heat §ux. It is assumed that the heat §ux and temperature are constant over a boundary face -S i of the grid of the §ow solver. Therefore, all contributions of the heat §ux are summed in the concentrated heat §ux which is computed as follows:
To guarantee a conservative coupling, the potential š on both sides of the coupling interface has to be the same:
The temperature θ CFD can be expressed using the temperatures θ i CSD at the nodes of the structural grid:
Combining Eqs. (9) and (10) yields:
The heat §ux at the nodes of the structural grid can then be described by
To ensure conservation, the same procedure has to be followed in the backward direction when projecting the structural temperature distribution to the wetted surface. It is interpolated from the structure nodal values using the shape function values at the same projection points as before. Generally, the Finite Interpolation Method is grid independent and has no constrains on the element types on the aerodymamic or structural surface. Nevertheless, to avoid unphysical local e¨ects, the area of the elements on the structural side has to be at least of the order of the area of the elements on the aerodynamic side. Otherwise, weighting functions can remedy unphysical errors [8] .
Moving-Least-Squares Interpolation
The MLS interpolation method was ¦rst applied to spatial coupling in aeroelasticity by Quaranta et al. [13] . The projection is accomplished by performing an MLS interpolation about each load incidence point x n with N δ structural nodes inside of the support radius δ as supports. The projection quantity is approximated with low-order polynomials with Q monomials. The monomial vectors are either
The coe©cients α( x) at each interpolation support point result from an MLS ¦t with Wendland radial basis functions (RBFs) [14] as weights. For every surface point x and its N δ support points inside the support radius δ, a functional
has to be minimized for the coe©cients α( x n ). For the aerothermalelastic coupling with u λ ∈ (u x , u y , u z , θ) , the discrete form of this functional is reduced to the normal equation through a variation of coe©cients δα:
Herein, ( x, x n ) = E φ( x, x n ) is the diagonal matrix of RBF weighting factors. Inserting the polynomial expression of the interpolation function
The row matrix P ( x) describes the projection between a single surface point x and the N δ support points inside the support radius. In the MLS method, the projection matrix is built row by row for each surface point separately. The ¦nal projection matrix P is assembled from the M row matrices of all surface points. For each surface point, a Q × Q-matrix A has to be set up and inverted. Its condition number and, thus, its invertability depends on the number of support points and their spatial arrangement. Practical experience has revealed that the regularization of the linear systems of Eqs. (11) by left multiplication of m( x n ) is highly detrimental to its condition number. A more accurate and robust numerical solution can be achieved if instead, for each surface point, the N δ overdetermined systems of equations
are solved with QR decomposition, yielding N δ tuples of polynomial coe©cients α * ( x n ) for unit de §ections or heat §uxes u * λ ( x n ). The ¦nal row entry to the projection matrix then is
Because the MLS interpolation method has only local support, the projection matrix is sparse, greatly reducing memory requirements.
VALIDATION
Each of the individual solvers has been compared to the experimental measurements or to the numerical results. Simulations concerned with supersonic boundary layer §ow [15] and simulations of an oblique shock impinging on a boundary layer [16] showed a good agreement between numerical results and experimental measurements. The analysis methods of the structural solver ASTRA necessary for the aerothermoelastic coupling, like the dynamic analysis, the thermal and the thermoelastic analyses, are validated using commercial FE-codes. For this purpose, computations with full 3D models are performed using Abaqus and compared to the equivalent ASTRA computations. The current research concentrates on the validation of the fully coupled solver for aerothermoelastic problems. First, the aeroelastic and aerothermal coupling between QUADFLOW and ASTRA are considered separately. Quite good results are required for the validation of the fully coupled aerothermolelastic solver. Here, the validation of the thermoelastic module of ASTRA against Abaqus and the validation of the aeroelastic coupling chain with experimental data provided by the DLR Cologne are presented.
Validation of the Aeroelastic Coupling
Experimental setup
The experimental setup is designed to investigate the interaction between an oblique impinging shock and an elastic panel at supersonic in §ow conditions; for a detailed description please refer [17] .
The conditions proposed for the experiment are summarized in Table 1 . The main constructional elements of the experimental setup are a 20 degree wedge Figure 5 Dimensions and perspective illustration of the experimental setup. Dimensions are in millimeters and an elastic panel. The wedge is positioned at the beginning of the upper part of the §ow channel. The elastic panel is embedded in the lower part of this channel. It is positioned such that the oblique shock being generated from the wedge at supersonic §ow conditions impinges on the panel at about one third of its length. Over the length of the panel, the channel between wedge and panel has a constant cross section. Figure 5 illustrates the experimental setup. The elastic panel has a width of 200 mm, a length of 300 mm, and is clamped on both sides over 15 mm of additional length. The table holding the panel is as wide and long as the wind tunnel is wide, i. e., 600 mm. Alongside the panel, an elastic sealing is installed which prevents pressure compensation. The DLR Cologne will conduct the experiments in its Trisonic Wind Tunnel (TMK). Since that tunnel has a cross-sectional area of 600 × 600 mm, the tunnel walls are su©ciently far away from the center plane of the panel.
Computational setup
Based on the assumption that wind tunnel wall in §uences are insigni¦cant, the computations are carried out at ¦rst purely in two dimensions. The computa- tional domain and the boundary conditions imposed on the domain boundaries are shown in Fig. 6 .
The §ow is assumed to be fully turbulent. This is justi¦ed (i) due to the high Reynolds number (see Table 1 ); and (ii) because a tripping device is to be placed at the leading edge of the table which will enforce laminarturbulent transition. The computed §ow ¦eld for the hightest load case (M = 2.5) is given in Fig. 7 . In the experiment, the panel will be clamped on both sides. The following properties are used for the panel material: E = 2.06 · 10 11 N/m 2 and G = 0.78 · 10 11 N/m 2 . The panel thickness in the numerical investigations is set to 2 mm. It is discretized by 100 elements. To approximate the §at planel geometry, axisymmetric elements with very large radius are used. The pressure beneath the panel is applied equal to the in §ow pressure which is 0.16 bar.
Results
For all conditions given in Table 1 aeroelastic computations using QUADFLOW and ASTRA coupled via ATCM are performed. The measured deformations of The ¦rst approach using the linear solver FEAFA [8] showed large di¨erences to the experiments. By using the nonlinear structural solver ASTRA a much better ¦t between measured data and computed deformations could be achieved. The comparison between the linear and nonlinear solver for M = 3.0 is shown in Fig. 8a .
The comparison between the experimental deformations and the displacements computed with ASTRA for all considered cases is summarized in Fig. 8b . Caused by the movement of the shock to the end of the elastic panel, the deformation decreased with increasing Mach numbers. For the deformations induced by the §ow, the numerical results of the aeroelastic computations underestimate the measured data. The deviation increased for lower Mach numbers.
The di¨erence can be explained by the clamped boundary conditions used for the simulations. In reality, the frame to which the elastic panel is riveted deforms during the experiment [18] . To approximate the behavior of the elastic boundary conditions, they are modeled in a way which can be described as a set of springs. One spring is meant to hinder the in-plane deformation (spring constant k lin = 1.25 · 10 9 N/m) and a second rotational spring is meant to resist the rotation around the edge of the panel (spring constant k rot = 1667 N). The spring constants were calibrated using the results of experiments during which the elastic panel was exposed to a constant pressure di¨erence between the upper and the lower sides (Fig. 9) .
The results of the aeroelastic computations using the elastic boundary conditions are summarized in Fig. 10 . For the three lowest initial §ow velocities (M = 2.5, 3, and 3.5), the deformation lies close to the experimental data, which leads to a better prediction of the deformation compared to in the simulations using clamped boundary conditions (see Fig. 8b ).
Validation of ASTRA
The thermoelastic module of ASTRA Figure 11 Nozzle-like structure for code-to-code comparison is validated using several code-to-code comparison computations with the commercial solver Abaqus. One simple example is presented to compare the numerical results. A nozzle-like axisymmetric shell (Fig. 11) is clamped on one side (x = 0) and also, a thermal boundary condition is imposed on the opposite edge (x = L and T L = 0
• C). The material of the structure is C/C-SiC. All necessary material and geometric parameters are as follows: Transient comparison computations were performed, considering thermal radiation to the ambient. In Fig. 12 , the temperature at the left edge (x = 0) of the structure is plotted vs. time. Both solvers show almost identical results. Similar agreement is computed for the deformations. In Fig. 13 , the deformation is shown due to the combination of thermal and pressure loads after 100-second heating. ASTRA as well as Abaqus compute the deformation after the temperature ¦eld is determinated.
CONCLUDING REMARKS AND OUTLOOK
A partitioned coupling approach towards an aerothermoelastic solver using reduced structural models is presented. Following this approach, the CFD solver QUADFLOW is coupled with the structural solver ASTRA to simulate aeroelastic problems. The required methods for the information exchange between both single ¦eld solvers, which are implemented in the ATCM, were presented. The computational costs of the presented steady-coupled simulations applying reduced structural models exceeds the cost of CFD simulations insigni¦cantly. First results of the modular aeroelastic solver show good agreement with the experimental data. As preparation for aerothermoelastic simulations ASTRA was extended by a thermoelastic module, which produces essentially the same results compared with the commercial solver Abaqus.
After the successful validation of the thermal branch of ASTRA and the aeroelastic coupling between QUADFLOW and ASTRA, the validation of the aerothermal coupling will be performed. It will be based on the experiments which are conducted at the DLR Cologne. Here, air with a free stream temperature T ≈ 500 K and a free stream Mach number Ma ≈ 7.5 will §ow over a ceramic structure. The ¦nal validation of the aerothermoelastic coupling will be based on the experiments conducted in the IMENS project [19] . This project was concerned with the investigation of thermal and mechanical §uidstructure interactions of spacecraft vehicles. A generic §ap model had been manufactured and investigated in the arc-heated facility L3K at DLR Cologne.
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