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Abstract: The segmentation of high-resolution palmprint is has been 
challenged and the research in this filed is still limited because of 
variations in location and distortion of these images. To achieve 
superior recognition result, accurate segmentation of a region of interest 
is very crucial. Therefore, in this paper, a novel palmprint extraction 
method has been presented using a 2D image histogram entropy 
function and mathematical dilation. The proposed method has two 
phases. The first phase is the binarization image where the histogram of 
the image will be determined after applying a median filter to remove 
noise and then calculating the 2D image histogram entropy function. 
Finally, the maximum entropy that will be the adaptive threshold value 
to build a binary palmprint image will be selected. The second phase is 
to extract the ROI, apply a dilation method on the binary image, then 
dividing the dilate image into four regions and finding four reference 
points depending on the white percentage and finally the ROI will be 
extracted. The publically available high-resolution palmprint 
THUPALMLAB has been used for testing. The result indicates a high 
percentage of accuracy up to 93%. The findings strongly indicate that 
the proposed method was able to extract the palm’s ROI more 
consistently. These ROIs will be used in the recognition system instead 
of whole palmprints and hence assists in improving the performance of 
a traditional palmprint system. High-resolution palmprint images are 
highly used in the forensic application. 
 
Keywords: ROI, High-Resolution Palmprint, Histogram, Entropy, Dilation 
 
Introduction 
Palmprint biometric system is deemed as a promising 
system in identifying methods of authentication, in both 
civil and forensic applications. Palmprint image can be 
classified into low-resolution (below 150 ppi) and high- 
resolution (about 500 ppi). Low resolution is appropriate 
for commercial and civil applications while high 
resolution is used for forensic applications (Jain and 
Feng, 2009; Hussein and Nordin, 2014; Fei et al., 2018; 
Jamshidnezhad et al., 2012). In addition, it is important 
to note that any biometric system consists of four major 
steps: Image capture, image processing (which includes 
image segmentation), feature extraction and matching 
(Kumar, 2018; Wu et al., 2018; Zhang et al., 2018; 
Kahaki et al., 2016; Ashtari et al., 2015). The 
segmentation of an image to extract the ROI is 
considered a major step in a biometric system. The 
accuracy of the recognition algorithms entirely depends 
on harmonious segmentation. The literature indicates 
that the generality of the low-resolution palmprint 
extraction ROI algorithms shares a view that the 
placement of the segmented square area needs to 
include these main steps. The first step is binarizing the 
image which is located at the two key points in the gaps 
between the fingers. In the second step, the ROI is 
detected as a square region (Kim, 2011; Jaswal et al., 2017; 
Zhang et al., 2017). Figure 1 shows an example of a low-
resolution ROI which includes the most significant 
features; principle lines, wrinkles and ridges. 
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Nevertheless, these algorithms are not appropriate for 
high-resolution images. The problems of a high-
resolution image are mainly caused by the variation in 
the location and the distortion of the skin images 
(Carreira et al., 2014). Therefore, the problem made it 
difficult to extract ROI. Figure 2 illustrates a high-
resolution image with main features; ridges, creases 
and minutiae points. To the best of our knowledge, 
these problems have yet to be solved, compounded by 
the fact that only a few researchers have attempted 
segmenting the high-resolution image. Instead, some of 
the researchers had tried to enhance the image without 
segmenting it (Mousavi Kahaki et al., 2016). Jain and 
Feng (2009) introduced the high-resolution palmprint 
image enhancement by separating the seed selected 
region, into creases and ridges. He then smoothed the 
ridge’s direction using a Gabor filter known as the 
region grown algorithm until the image is enhanced. 
Next, this algorithm was evaluated using 150 live-scans 
and 100 latent palmprints. 
Carreira et al. (2014) proposed an image 
transformation of the blurred image using the motion blur 
inspired by the works of (Brusius et al., 2011). This 
resulted in a blurred image with a set of parallel stripes. 
These strips were detected using a directional filter 
followed by the construction of a low-pass pyramid 
image. This striped image is then binarized by 
thresholding it by adjusting the distance between the stripe 
blur image that was reconstructed. The authors used the 
THUPALMLAB database to evaluate their work. This 
work was deemed appropriate for full palmprint images 
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Wang et al. (2012) first introduced the latent to full 
palmprint based on radial triangulation by modifying the 
local minutiae points comparison. They then applied the 
comparison score using logistic regression learning. 
Subsequently, Wang et al. (2013a) introduced a method 
to automatically segment the region of the palmprint into 
three regions named as the interdigital, hypothenar and 
thenar using the datum point detection as illustrated by 
the following steps. First, apply a canny edge detector 
for all the palmprint images. Second, apply the first 
datum point using the convex hull to detect the endpoint 
of the heart line of the palmprint. Third, apply the second 
datum point to detect the end point of the lifeline of the 
palmprint. Four, the palmprint regions were then 
segmented according to the two datum points. Moreover, 
in the same year, Wang et al. (2013b) used these three 
regions which were segmented in the previous work to 
propose a matching strategy based on regional fusion, by 
first applying the region to region comparison and then 
the regional score level fusion based on the logistic 
regression. Later, (Wang et al., 2014) used these three 
regions to perform a regional fusion for the three region 
to region comparison scores using the spectral minutiae 
matching SMC. All these works were accomplished 
using the database obtained from THUPALMLAB. The 
methods constructed by Wang et al. (2014) produced a 
better result apart from solving the distortion problem. 
The objective of this study is to segment the high-
resolution palmprint image and find the ROI, taking 
into consideration the distortion and the unallocated in 
these images. The main contribution of this study stems 
from the development of an accurate, high-resolution 
palmprint ROI extraction method by enhancing the 
image by applying the Median filter to remove the 
noise, calculate the 2D image histogram entropy 
function and select the maximum entropy to binarize 
the image. This is followed by applying a mathematical 
dilation and a novel approach so the ROI can be 
extracted. Figure 3 illustrates the block diagram of our 
proposed method, which will be explained in details in 
the following sections. 
The rest of the paper is organized as follows. Section 
2 described in detail the proposed method, followed by 
the experiment results in section 3. Finally, the paper is 




Fig. 3: Block diagram of the proposed method 
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Proposed Method  
In this section, we will explain in detail the proposed 
method that includes two phases which are the 
Binarization phase and the ROI extraction phase as 
illustrate in Fig. 3. In the following sub-sections, we will 
explain the steps involved in the proposed method. 
Binarization Phase 
The binarization phase has three steps. First, 
removing noise using the Median filter. Second, 
calculate the 2D palmprint image histogram and the third 
binarization of the palmprint image by calculating the 
2D histogram entropy and select the maximum entropy 
that used as a threshold value. 
A. Remove Noise 
A digital filtering technique is often used to remove 
noise from an image. A median filter will be used in this 
situation. The noise in the palmprint image may occur 
during the collection of the image or as marks on the 
internal skin. The use of the median filter maintains the 
edge details of the palm, without substituting them with 
the non-reality values. It works by replacing the value of 
a pixel with the median pixels’ neighborhood of the gray 
level. The median filter is represented by a square mask 
with n × n pixels where n must be an odd number 
(Mandeel et al., 2018). The median filter does a better 
job of removing the ‘salt-and-pepper’ noise, with less 
blurring of the edges. The steps of the Median filter 
algorithm are as follows: 
 
1. Identify the neighborhoods and read all the intensity 
values within 
2. Arrange the intensity values ascendancy 
3. Specify the median among the values 
4. Place the value at the center of the neighborhood 
5. Repeat steps 1 to 4 to the end of the row until all the 
pixels are complete 
 
The median filter is given by the following formula: 
 
( ) ( )( ), ,m x y med f x y=   (1) 
 
where, m(x,y) is the image after the determined median 
filter and f(x,y) is the original image. In our proposed 
method we used a median filter 7×7. The use of the 7×7 
median filter was proposed because of its effectiveness 
in removing the noise while maintaining the edge. 
B. 2D Palmprint Image Histogram  
A histogram statistically represents different pixels 
frequencies inside an image, the pixels that have various 
levels of intensity will represent by a 2D histogram. In 
this study, the 2D histogram of the gray palmprint image 
was calculated after removing the noise by applying a 
median filter in the according to the previous step. For a 
grayscale image with 8 bit/pixel and I = 255, where I is 
the highest intensity value, for each intensity level i 
∈[0,……….,I]. Gonzalez and Woods (2002) defined the 
formula of the histogram h(i) image as: 
 
( ) ( )h i n i=  (2) 
 
where, h(i) is the histogram of the gray level with the 
intensity i, n(i) which is the number of pixels that have 
intensity i. 
By applying Equation 2, the result is a 2D histogram 
with a 255 element integer array. This representation will 
require a complex calculation so a histogram 
normalization will be applied. This type of histogram 
will represent the distribution of the probability of 
various values of a pixel. This procedure is not 
difficult; a division of each 255 array elements of the 
histogram is made by the total number of all the pixels 
inside the image. Sometimes, the normalization is 
known as the contrast stretching or histogram 
stretching (Gonzalez and Woods, 2002). Figure 4 
illustrates the histogram normalization while Fig. 5 
shows the sample of the gray-level palmprint image 
histogram. Normalizing the histogram with the number 
of pixels in the image that leads to certain functions is 
called the Probability Density Function (PDF) of the 
levels of intensity which is given in the formula below 
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where, h(i) is the histogram, M × N is the size of the image. 
C. Binarization based Maximum Entropy 
The image binarization methods are used to convert a 
grayscale image into a binary image. In the binarization 
process, each pixel in the grayscale image is examined 
by comparing its pixel value with a threshold value. A 
higher pixel value than the threshold leads to a pixel 
value of one (white) in the binary image and a lower 
value results in a pixel value of zero (black) (Kim et al., 
2017). The researchers Sezgin and Sankur (2004) 
distinguished six different categories namely the 
thresholding algorithms based on the exploitation of (1) 
Histogram shape information, (2) Measurement space 
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clustering, (3) Histogram entropy information, (4) Image 
attribute information, (5) Spatial information and (6) 
Local characteristics. This study adopted the 2D 
histogram entropy information as a novel approach to 
binarize the palmprint image in high resolution. The 
entropy-based approach is one of the most common 
techniques of image thresholding and it is widely used 
(Nie et al., 2017). The advantage of this algorithm is that 
it uses a global and objective property of the histogram 
due to its general nature if compared with other 
techniques. To begin with, the 2D palmprint image 
histogram entropy function is calculated as. 
If the hi is the histogram of the image and by using 
various values between 0-256, the entropy function will 









Where E H p p
=
=










 = probability in the gray level 




Fig. 4: Normalized histogram 
 
 





Fig. 5: Palmprint image histogram 
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In Equation 4, the entropy is based on a 2D palmprint 
histogram specific for each column which corresponds 
with all the pixels’ information and it will specify which 
pixel has the most information. 
When the sign of the entropy value is mince, the 
entropy will be 0; that means the weak points in the image 
will be removed and force one will remain. This will act 
as filter work. After that, we select the maximum entropy 
value as an adaptive threshold for the image. The 
threshold value will compare with all the intensity in the 
histogram. If the intensity value is larger than the 
threshold value, the intensity will be 255 or else it will be 
0. The new histogram will be in 0 and 1, which is used to 
build the new binary image. Figure 6 shows a sample of 
the calculation that the max entropy and the result binary 
palmprint image will be using in the next step as well as to 
extract the ROI. Figure 7 illustrates the algorithm steps of 
the binarization image based on the max entropy. 
ROI Extraction Phase 
After we obtained a binary palmprint image from the 
previous step, this image will feed the ROI extraction 
phase which includes two steps; applying the dilation 
and ROI construct. 
A.Morphology-Dilation 
Morphology is a broad set of image processing 
operations that process images based on shapes. 
Morphological operations apply a structuring element to 
an input image, creating an output image of the same size. 
In a morphological operation, the value of each pixel in 
the output image is based on a comparison of the 
corresponding pixel in the input image with its neighbors. 
By choosing the size and shape of the neighborhood, 
a morphological operation that is sensitive to specific 
shapes in the input image can be constructed. The goal of 
morphological is to extract structural information (shape 
and size). The most basic morphological are dilation and 
erosion. Dilation adds pixels to the boundaries of objects 
in an image, while erosion removes pixels from object 
boundaries. The number of pixels added or removed 
from the objects in an image depends on the size and 
shape of the structuring element used to process the 
image (Namdari and Salehi, 2017). 
After we obtained a binary palmprint image from the 
previous step, we applied the Dilation process. 
Dilation (usually represented by ⊕) is basically developed 
for binary images and the dilation process often uses 
a structuring element for probing and increasing the shapes 
found in the input image (Sonka et al., 2014). The Structure 
Element (SE) is a simple view which regards an image with 
a simple, pre-defined shape and the process is used to 
conclude how this shape suits or misses the shapes in the 
image. SE is a binary image (Imani et al., 2015). In this 
current research, we used a 9*9 matrix max for the structure 
element due to the large size of the palmprint images.  
The dilation of A by B is defined as following 
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Fig. 7: Binarization pseudocode algorithm steps 
 
The use of dilation is to find a large space on the 
palmprint image by gradually enlarging the boundaries of 
the regions of the foreground pixels. Thus, the areas of the 
foreground pixels grow in size while the holes within 
those regions become smaller in order to force the details 
of the image. Figure 8 shows a sample of the effect of the 
dilation process on the binary palmprint image. 
B.Construct the ROI 
The ROI is the area of an image that contains the 
information of interest. To extract the ROI that is in 
high resolution is challenging, as we mentioned 
earlier that the image is affected by skin distortion and 
unallocated images. In the current paper, we proposed 
the extraction of the ROI by using a novel procedure 
so we can deal with all these problems. 
First, the dilated palmprint image was divided into four 
regions to remove the regions surrounding the ROI and they 
are named as the top, bottom left and right regions. 
Second, the region of interest on the palmprint 
image where the reference points were situated 
needed to be cropped. In order to deal with the 
unallocated and ununiformed image, these reference 
points are specified based on the calculation of the 
percentage of the white and black points in each row 
and column in all four regions as shown in Fig. 9. The 
result is the rectangular region which is drawn based 
on these points. The size of these regions is different 
from one image to another. The following algorithm 
illustrates the steps of the ROI Construct: 
 
Step 1: From the top region: 
 
i. Calculate the white points percentage (WP%) in 
each row 
ii. Find i min<= WP% 
iii. Move region top +1 
iv. End 
 
Step 2: From the bottom region: 
 
i. Calculate the white points percentage (WP%) in 
each row 
ii. Find i max <= WP% 
 Input: gray palmprint image  
Output:   binary palmprint image  
//Step1: find Histogram Image Grey  
{For (int i = 0; i < 256; i++) HiGrey [0, i] = 0; 
 For (int i = 0; i < y; i++) 
 For (int j = 0; j < x; j++) 
 HiGrey [Grey [i, j]] = HiGrey [0, Grey [i, j]] ++ ;} 
//Step2: Histogram Normalize 
 {For (int i = 0; i < 256; i++) HiGreyN[i] = (double) HiGrey [0, i] / (double)(x * y) }  
//Step3: 2D entropy histogram  
Double Sum_prob_1k = 0, Sum_prob_kl = 0, Sum_prob_ln_1k = 0, Sum_prob_ln_kl = 0; 
For (int k = start; k < end; k++) 
{Sum_prob_1k = 0; Sum_prob_kl = 0; Sum_prob_ln_1k = 0; Sum_prob_ln_kl = 0; 
 For (int i = 1; i < k; i++) 
 {Sum_prob_1k += HiGreyN[i]; 
 If (HiGreyN[i]! = 0) Sum_prob_ln_1k += (HiGreyN[i] *System.Math.Log (HiGreyN[i])) ;} 
 For (int i = k; i < end; i++) 
 {Sum_prob_kl += HiGreyN[i]; 
 If (HiGreyN[i]! = 0) Sum_prob_ln_kl += (HiGreyN[i] * System.Math.Log (HiGreyN[i])) ;} 
//Final equation of entropy for each K 
EiGrey[k] = System.Math.Log (Sum_prob_1k) + System.Math.Log (Sum_prob_kl) - (Sum_prob_ln_1k / Sum_prob_1k) - 
(Sum_prob_ln_kl / Sum_prob_kl); 
If (EiGrey[k] < 0) EiGrey[k] = 0 ;} 
//Step4 Entropy Max Pos 
int max_pos = 0; double tmp = 0; 
For (int i = 0; i < 256; i++) 
 If (EiGrey[i] > tmp) 
 {tmp = EiGrey[i]; max_pos = i ;}  
Return max_pos; } 
For (int i = 0; i < 256; i++) 
 {If (i <= tmp) HiGrey [1, i] = 0; 
 If ((i > tmp)) HiGrey [1, i] = 255 ;} 
// step5: Apply for image 
For (int i = 0; i < y; i++) 
 {For (int j = 0; j <x; j++) 
 {Grey [i, j] = (byte) HiGrey [1, Grey [i, j]]; } 
{ Return to Bitmap (Grey, x, y); 
 } 
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iii. Move region bottom-1 
iv. End 
 
Step 3: From the left region: 
 
i. Calculate the white points percentage (WP%) in 
each column 
ii. Find j min <=WP% 
iii. Move region left +1 
iv. End  
 
Step 4: From the right region: 
 
i. Calculate white points percentage (WP%) in each 
column 
ii. Find j max <= WP% 
iii. Move region right -1 
iv. End  
 
Step 5: Find: 
 
• Rf1 = top, left (i min, j min) 
• Rf2 = top, right (i min, j max) 
• Rf3 = bottom, left (i max, j min) 
• Rf4 = bottom, right (i max, j max) 
 
Step 6: Crop the ROI 
 
Figure 10 illustrates the locations of the RF's and 
ROI crops on the sample of the palmprint image. 
 
  
 (a) (b)  
 








Fig. 9: Reference points identification; (a) The percentage values of black and white points (b) RF points values 
# Type Black% White% 
 
2039 bottom 99.4608% 0.0000% 
 
2038 bottom 99.4608% 0.0000% 
 
2037 bottom 99.4608% 0.0000% 
 
2036 bottom 99.4608% 0.0000% 
 
2035 bottom 0.1471% 99.3137% 
 
2034 bottom 0.1471% 99.3137%  
# Type Black% White% 
 
2039 Right 99.9510% 0.0000% 
 
2038 Right 99.9510% 0.0000% 
 
2037 Right 99.9510% 0.0000% 
 
2036 Right 99.9510% 0.0000% 
 
2035 Right 49.6569% 50.2941% 
 
2034 Right 49.6569% 50.2941%  
# Type Black% White% 
 
10 Top 3.3333% 96.6176% 
 
11 Top 3.2843% 96.667% 
 
12 Top 4.0686% 95.8824% 
 
13 Top 3.7255% 96.2255% 
 
14 Top 3.6275% 96.3235% 
 
15 Top 3.5784% 96.3725% 
# Type Black% White% 
 
10 Left 49.6569% 50.2941% 
 
11 Left 49.6569% 50.2941% 
 
12 Left 49.6569% 50.2941% 
 
13 Left 49.6569% 50.2941% 
 
14 Left 49.6569% 50.2941% 
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 (a) (b) 
 
Fig. 10: The sample of the ROI palmprint (a) Four regions (b) ROI 
 
Experiment Result 
THUPALMLAB database is used in this experiment. 
It is the only public high-resolution palmprint image 
database (Fei et al., 2018). This database contains 1,280 
palmprint images from 80 subjects (two palms per 
person and eight impressions per palm) captured using a 
commercial palmprint scanner of Hisign. All the 
palmprint images are of 2040×2040 pixels and 500 ppi 
(THU, 2012). We will use all images in the database 
(80×2×8) to evaluate our proposed method. Figure 11 
shows the samples of the THUPALMLAB database. C# 
(Microsoft Visual Studio 2013) is used to implement the 
algorithms using Windows 10. 
After determining the 2D image histogram entropy, 
the max entropy position was selected. Table 1 gives an 
example of the acquired max entropy from a sample of 
palmprint images. These values are used as an adaptive 
threshold. Each image has a different threshold which 
will be used to binarize the palmprint image. This 
calculation is not complicated and it can be 
accomplished in a short time. 
Table 2 provides the samples of reference point 
values which are acquired from the four regions. As 
mentioned before, the choice of the reference points is 
based on WP%. In the experiment, we uncover that the 
WP% = 95%, which gives us a good location of the ROI. 
Figure 12 shows the samples of the ROI palmprint which 
resulted from the completion of all the steps stated 
earlier. Figure 13 shows the sample of the miss-crop 
palmprint image which resulted from a complete 
distortion of the image. To calculate the accuracy of this 
approach, the calculations will be done manually by 









= = × =   
Table 1: Max entropy values for five palmprint images  
Image no. Max Entropy  Location  Time (sec) 
1_l_1 9.155288 108 10 
1_r_1 9.316268 130 09 
2_l_1 8.598335 99 09 
2_r_1 9.301394 133 09 
3_l_3 8.849170 112 10 
3_r_3 9.153842 130 09 
4_l_1 9.193457 128 09 
4_r_1 7.784664 176 08 
5_l_1 9.114948 108 09 
5_r_1 8.946113 129 10 
(l is left palmprint and r is right palmprint) 
 
The literature review has suggested the high-
resolution palmprint biometric system and we can 
compare the results obtained from the literature with 
corresponding comes from this study. However, this 
evaluation suffers from some limits, in particular 
when tests strike structured on conditions, different 
criteria and/or for the several database, making 
immediate comparisons harder. We will compare our 
work with an original work which was introduced by 
(Wang et al., 2013a) as shown in Table 3. Where 
(Wang et al., 2013a) proposed an algorithm to 
segment the palmprint image called automatic 
segmentation into three regions and used the last 50 
subjects (50×2×8) from the THUPALMLAB database 
to evaluate their work. They used the segmentation 
error parameter to measure the accuracy of the 
segmentation algorithm which is indicated in 
(Goumeidane and Khamadja, 2010). 
Observing Table 3, it is explicit that the proposed 
method outperforms the original method to segment the 
high-resolution palmprint image. 
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Table 2: Rreference points location for five palmprint  
Image no. RF  Loc. Image no.  RF Loc. 
1_l_1 Reg. top 0 1_r_1 Reg. top 482 
 Reg. down 2036  Reg. down 2036 
 Reg. left 509  Reg. left 414 
 Reg. right 1530  Reg. right 1915 
2_l_1 Reg. top 459 2_r_1 Reg. top 441 
 Reg. down 1542  Reg. down 1781 
 Reg. left 186  Reg. left 456 
 Reg. right 1677  Reg. right 1714 
3_l_3 Reg. top 60 3_r_3 Reg. top 274 
 Reg. down 1755  Reg. down 1874 
 Reg. left 296  Reg. left 447 
 Reg. right 1830  Reg. right 1759 
4_l_1 Reg. top 101 4_r_1 Reg. top 261 
 Reg. down 2036  Reg. down 2036 
 Reg. left 509  Reg. left 509 
 Reg. right 1533  Reg. right 1617 
5_l_1 Reg. top 299 5_r_1 Reg. top 498 
 Reg. down 1893  Reg. down 2000 
 Reg. left 113  Reg. left 509 
 Reg. right 2009  Reg. right 2023 
(l is left palmprint and r is right palmprint)  
 
Table 3: Comparison between the proposed method and automatic segmentation method 
Work Number of images Successful segmented images Parameter 
Wang et al. (2013a) 800 702 Total error rate = 19.54% 




Fig. 11: Samples of THUPALMLAB database 
1_l_1 1_l_2 1_l_3 1_l_4 1_l_5 1_l_6 1_l_7 1_l_8 
1_r_1 1_r_2 1_r_3 1_r_4 1_r_5 1_r_6 1_r_7 1_r_8 
2_l_1 2_l_2 2_l_3 2_l_4 2_l_5 2_l_6 2_l_7 2_l_8 
2_r_1 2_r_2 2_r_3 2_r_4 2_r_5 2_r_6 2_r_7 2_r_8 
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 (a) (b) (c) (d) (e) 
 
Fig. 12: The proposed method’s steps (a) Original image (b) Binerzation image (c) Dilated image (d) Four region (e) ROI image 
1_l_1 1_l_1 1_l_1 1_l_1 
1_r_1 1_r_1 1_r_1 1_r_1 
2_l_1 2_l_1 2_l_1 2_l_1 
2_r_1 2_r_1 2_r_1 2_r_1 
3_r_1 3_r_1 3_r_1 3_r_1 
3_l_1 3_l_1 3_l_1 3_l_1 
4_r_1 4_r_1 4_r_1 4_r_1 
4_l_1 4_l_1 4_l_1 4_l_1 
5_r_1 5_r_1 5_r_1 5_r_1 
5_l_1 5_l_1 5_l_1 5_l_1 
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Fig. 13: Samples of fault ROI palmprint 
 
Conclusion 
 Although the high-resolution palmprint images are 
important in the forensic application, there has been a 
very little attention to these images investigation. 
Therefore, this study investigates a new method for the 
high-resolution palmprint images segmentation to extract 
the ROI in order to be used in the recognition system. 
Undoubtedly, the image of ROI extraction plays a major 
role in the performance of any biometric-based 
recognition system. The proposed method is an attempt to 
find a suitable segmentation for the high-resolution 
palmprint image. The problems with these images are 
that they are distorted and varied in location, so it is 
difficult to find the perfect ROI. Our method includes 
two phases; binarization image phase and ROI 
extraction phase. The binarization phase includes; first, 
removing noise by using the median filter. Second, 
determining the 2D image histogram entropy. And 
third, we adopt the max entropy as an adaptive 
threshold, that is utilized to binarize the image as an 
effective method. Furthermore, the ROI phase includes; 
first, dilating the binary image by using the 
morphology-dilation which helps to increase the details 
of the images. Second, the region of interest is 
constructed by dividing the dilated image into four 
regions and calculating the percentage of the white 
points in each region in order to specify reference points 
based on these percentages which are adaptable according 
to the different images in the database. The proposed 
method is able to extract ROI more consistently. When the 
images are significantly distorted, the results will be 
regarded as the missing-cropped ROI. The accuracy of 
this work is 93%. We proposed that this study will help 
improve high-resolution palmprint recognition. 
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