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In the paper we establish the local and global existence of solution for the n-dimensional
second order semilinear hyperbolic equation with a strongly singular coeﬃcient which
appears in the boundary-value problems of ﬂuid dynamics. Based on the analysis about
the loss of regularity on the line t = 0 for the solution of the corresponding linear equation
and the decay at inﬁnity which caused by the singular coeﬃcient, we obtain the existence
of a small solution for the semilinear equation by use of ﬁxed point theorem.
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1. Introduction and main results
In this paper we establish the existence of solution for Cauchy problem of a second order semilinear hyperbolic equation
with a strongly singular coeﬃcient. Namely, we consider
{
∂2t u − |t|mu = f (t, x,u),
u(t, x)|t=0 = ϕ1(x), ut(t, x)|t=0 = ϕ2(x),
(1.1)
where  =∑ni=1 ∂2xi , x ∈ Rn , t ∈ R− and the constant m ∈ R− . Since m < 0, the coeﬃcient |t|m has a strong singularity on{(t, x): t = 0}.
Interest in this problem has arisen particularly in connection with the investigation of the boundary-value problem for
mixed-type equation. In 1961, F.I. Frankl’ derived a new boundary-value problem for the equation
∂2u
∂t2
+ sgn(t)|t|m ∂
2u
∂x2
= 0 (−1<m < 0) (1.2)
with exponent m = − 12 , x ∈ R, which is closely connected with the problem in a plane-parallel symmetric Laval nozzle
of given shape (the direct problem of Laval nozzle theory), see Ref. [5] or p. 197 of Ref. [14]. This equation is elliptic in
the upper half plane for t > 0 and is hyperbolic for t < 0. For −1 <m < 0, the coeﬃcient sgn(t)|t|m is discontinuous and
the wave speed of propagation tends to inﬁnity at t = 0. When t → −∞, the wave speed of propagation becomes zero and
the equation becomes degenerate. These properties are different with Tricomi-type equation (m > 0). In particular, (1.2) is
equivalent to the homogeneous form of (1.1) for n = 1 in hyperbolic half plane. Under characteristic coordinates
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m + 2 (−t)
m+2
2 , η = x+ 2
m + 2 (−t)
m+2
2 , (1.3)
the equation is changed into Euler–Darboux equation
∂2u
∂ξ ∂η
− β
η − ξ
(
∂u
∂η
− ∂u
∂ξ
)
= 0, (1.4)
where β = m2(m+2) and − 12 < β < 0 for −1 < m < 0 with the corresponding initial data. The solution of Eq. (1.4) was
expressed obviously in terms of the Riemann–Liouville operators by I.L. Karol’ in 1953, see Ref. [9]. Then, the solution
corresponding to the problem (1.1) in (t, x)-coordinate can be expressed as (see p. 202 in Ref. [14])
u(t, x) = χ1
1∫
0
ϕ1(s)ζ
β(1− ζ )β dζ + χ1
m + 2 (−t)
m+2
2
1∫
0
ϕ′1(s)ζ β(1− ζ )β(2ζ − 1)dζ
+ [2(1− 2β)]1−2βχ2t
1∫
0
ϕ2(s)ζ
β(1− ζ )−β dζ, (1.5)
where χ1 = Γ (2+2β)Γ 2(1+β) , χ2 = [2(1− 2β)]2β−1 Γ (2−2β)Γ 2(1−β) and s = x+ 2m+2 (−t)
m+2
2 (2ζ − 1). For n > 1, there is no working formula
as (1.5). In this paper we can rewrite it by use of the fundamental solutions which are constructed in term of conﬂuent
hypergeometric functions under the partial Fourier transformation on x ∈ Rn except for the case m = −2. Moreover, we
derive the explicit solution of the linear equation with nonzero source term even that the Duhamel principle could not
be used directly for the variable coeﬃcient depending on time. Then based on the explicit solution of linear equation,
we obtain the loss of regularity for the solution by establishing the weighted estimate. In fact, there are many results on
studying the regularity of solution of the hyperbolic equation with variable coeﬃcient depending on time, for example, one
can see Refs. [1–3,7,8,10–13] and the references therein. Furthermore, according to the globally weighted estimate we obtain
the existence of solution to the semilinear equation by use of ﬁxed point theorem. Here the nonlinear term f (t, x,u) is a
smooth function of its arguments and have compact support with variable x. Moreover, f (t, x,u) satisﬁes
∣∣∂ ju f (t, x,u)∣∣
{
C(−t)α |u|k− j for 0 j  k,
C(−t)α for j  k, (1.6)
with α = 0 for small |t|, and for large |t|: 4(1 + α) − (k + 1)m  0 if m −4, 4(1 + α + k) −m  0 if m ∈ (−4,0) \ {−2},
k ∈ N+ .
The main result.
Theorem 1.1. Given ‖ϕ1‖
H
s− m2(m+2) + ‖ϕ2‖Hs− m+42(m+2)  0 with small 0 > 0 and s >
n
2 , then (1.1) with (1.6) has a unique solution
u ∈ C((−∞,0], Hs(Rn)) ∩ C1((−∞,0), Hs−1(Rn)) for m ∈ (−∞,0) \ {−2}.
Remark 1.2. In fact, as the proof given in the last section of this paper, we will see u ∈ C((−∞,0], Hs(Rn)) ∩
C1((−∞,0], Hs− m+42(m+2) (Rn)) ∩ C1((−∞,0), Hs−1(Rn)) for −2<m < 0.
Remark 1.3. If u(t, ·) ∈ C((−∞,0], Hs(Rn)) with s > n2 , then a simple computation derives that (1.6) implies f (t, ·,u(t, ·))
∈ C((−∞,0], Hs(Rn)) and ‖ f (t, ·,u(t, ·))‖Hs  C(−t)α‖u(t, ·)‖kHs .
Remark 1.4. For m > 0, (1.1) is Tricomi-type equation whose fundamental solutions can be constructed by use of conﬂuent
hypergeometric functions in a similar way as in this paper or [6,15]. Compared with the Tricomi-type operator, we ﬁnd the
loss of regularity for u does not only occur on its derivative but also on itself when m ∈ (−4,0) \ {−2}. In detail, ϕ1(x)
causes the loss of regularity if −2 <m < 0, ϕ2(x) causes the loss of regularity if −4 <m < −2. Additionally, for m  −4,
there is only some loss of regularity on its derivative of u.
This paper is organized as follows. In Section 2, we derive the fundamental solutions and its some properties for the
corresponding differential operator of Eq. (1.1) in terms of conﬂuent hypergeometric function. In Section 3, we obtain the
explicit solution of the corresponding linear equation with nonzero source term and establish the weighted estimates by
use of scaling technique which enable us to solve the nonlinear problem. Finally, we form a nonlinear contractible mapping
and establish the unique solution to the semilinear equation by use of the ﬁxed point theorem in the last section.
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In this section we introduce some transformations to change the homogeneous equation corresponding to (1.1) into a
conﬂuent hypergeometric equation. Then using the corresponding conﬂuent hypergeometric functions, we construct the
fundamental solutions of the differential operator ∂2t − (−t)m	 with two integral operators, where 	 =
∑n
i=1 ∂2xi , x ∈ Rn ,
t ∈ R− and m < 0. Last, we derive some properties of the fundamental solutions.
Then, taking partial Fourier-transformation on x ∈ Rn , the homogeneous hyperbolic equation of (1.1) is changed into
y′′ + (−t)m|ξ |2 y = 0, (2.1)
where ξ ∈ Rn denotes a parameter, t ∈ R− and m ∈ R \ {−2}. Set z = 4im+2 (−t)
m+2
2 |ξ | and introduce the new unknown
function w(z) = y( z2i )exp( z2 ), then if ξ 
= 0, Eq. (2.1) is equivalent to
zw ′′(z) +
(
m
m + 2 − z
)
w ′(z) − m
2(m + 2)w(z) = 0. (2.2)
Noting that if a = m2(m+2) and c = mm+2 , Eq. (2.2) is a special case of conﬂuent hypergeometric equation
zw ′′(z) + (c − z)w ′(z) − aw(z) = 0. (2.3)
When the parameter c is not an integer, the conﬂuent hypergeometric equation has two linearly independent solutions,
they form a fundamental system as illustrated on p. 253 of [4]
w1(z) = Φ(a, c; z), w2(z) = z1−cΦ(a − c + 1,2− c; z),
where Φ(a, c; z) is Humbert’s symbol which satisﬁes the integral representation
Φ(a, c; z) = Γ (c)
Γ (a)Γ (c − a)(1− e2π i(c−a))(1− e2π ia)
(1+,0+,1−,0−)∫
C
ezζ ζ a−1(1− ζ )c−a−1 dζ,
the contour of integration is a double loop starting at a point A between 0 and 1 on the real ζ axis, with arg ζ =
arg(1− ζ ) = 0 at A, encircling ﬁrst ζ = 1 in the positive sense, then ζ = 0 in the positive sense, then ζ = 1 in the negative
sense, and ﬁnally ζ = 0 in the negative sense, returning to A and Γ (·) is Gamma function.
The Wronskian determinant for w1 and w2 is
W12(z) = (1− c)z−cez. (2.4)
Additionally, Φ(a, c; z) is a holomorphic function for z and at the origin which satisfy
Φ(a, c;0) = 1. (2.5)
Next, we formulate some other properties of conﬂuent hypergeometric function Φ(a, c; z).
Lemma 2.1.
(i) (p. 278 of [4]) For −π < arg z <π and large |z|, then
Φ(a, c; z) = Γ (c)
Γ (c − a)
(
eiπ z−1
)a M∑
n=0
(a)n(a − c + 1)n
n! (−z)
−n + O (|z|−a−M−1)
+ Γ (c)
Γ (a)
ezza−c
N∑
n=0
(c − a)n(1− a)n
n! z
−n + O (∣∣ezza−c−N−1∣∣), (2.6)
where  = 1 if Im z > 0,  = −1 if Im z < 0, (a)0 ≡ 1, (a)n ≡ a(a + 1) · · · (a + n − 1), and M,N = 0,1,2,3, . . . .
(ii) (p. 254 of [4])
dn
dzn
Φ(a, c; z) = (a)n
(c)n
Φ(a + n, c + n; z), (2.7)
d
dz
Φ(a, c; z) = 1− c
z
(
Φ(a, c; z) − Φ(a, c − 1; z)). (2.8)
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(
m
2(m + 2) ,
m
m + 2 ;
4i
m + 2 (−t)
m+2
2 |ξ |
)∣∣∣∣= C((−t)m+22 |ξ |)− m2(m+2) (1+ O (∣∣(−t)m+22 |ξ |∣∣−1)), (2.9)
and ∣∣∣∣Φ
(
m + 4
2(m + 2) ,
m + 4
m + 2 ;
4i
m + 2 (−t)
m+2
2 |ξ |
)∣∣∣∣= C((−t)m+22 |ξ |)− m+42(m+2) (1+ O (∣∣(−t)m+22 |ξ |∣∣−1)). (2.10)
Moreover, by use of a sequence of inverse transformation and (2.5), we obtain the following result.
Lemma 2.2. Set z = 4im+2 (−t)
m+2
2 |ξ |, then the functions
V1
(
t, |ξ |)= e− z2 Φ(a, c; z), V2(t, |ξ |)= te− z2 Φ(a − c + 1,2− c; z),
on Rt ×Rnξ form the fundamental solution system for Eq. (2.1) such that
V1
(
0, |ξ |)= 1, V ′1(0, |ξ |)= 0, V2(0, |ξ |)= 0, V ′2(0, |ξ |)= 1.
Lemma 2.3. Suppose T < 0 is some ﬁxed constant, g(x) ∈ C∞0 (Rn), V1(t, |ξ |) as deﬁned in Lemma 2.2, then we have the following
estimates:
Case 1. For −2<m < 0, s1  m2(m+2) < 0 and s′1 − m+42(m+2) < 0,
∥∥(V1(t, |ξ |)g∧(ξ))∨∥∥Hs+s1 
{
C‖g‖Hs , T  t < 0,
C(−t)− s1(m+2)2 ‖g‖Hs , t < T ,
∥∥(∂t V1(t, |ξ |)g∧(ξ))∨∥∥Hs+s′1 
{
C‖g‖Hs for T  t < 0,
C(−t)− s
′
1(m+2)+2
2 ‖g‖Hs for t < T .
Case 2. For −4<m < −2, 0 s1  m2(m+2) and 0 s′1 − m+42(m+2) ,
∥∥(V1(t, |ξ |)g∧(ξ))∨∥∥Hs+s1 
{
C‖g‖Hs , T  t < 0,
C(−t)− s1(m+2)2 ‖g‖Hs , t < T ,
∥∥(∂t V1(t, |ξ |)g∧(ξ))∨∥∥Hs+s′1 
{
C‖g‖Hs for T  t < 0,
C(−t)− s
′
1(m+2)+2
2 ‖g‖Hs for t < T .
Case 3. For m−4, 0 s1  m2(m+2) and s′1 − m+42(m+2) < 0,
∥∥(V1(t, |ξ |)g∧(ξ))∨∥∥Hs+s1 
{
C‖g‖Hs , T  t < 0,
C(−t)− s1(m+2)2 ‖g‖Hs , t < T ,
∥∥(∂t V1(t, |ξ |)g∧(ξ))∨∥∥Hs+s′1 
{
C(−t)− s
′
1(m+2)+2
2 ‖g‖Hs for T  t < 0,
C‖g‖Hs for t < T .
Remark 2.4. Case 2 implies that the operator V ∨1 (t, x) has “smooth effect” for −4<m < −2.
Proof of Lemma 2.3. For any t < 0, z = 4im+2 (−t)
m+2
2 |ξ | is a pure imaginary number, then |ez| = 1.
First, we ﬁx t = −(m+22 )
2
m+2 to show Cases 1–3. Meanwhile, the corresponding variable z becomes z(−(m+22 )
2
m+2 ) = 2i|ξ |.
Subsequently, for variable t , we can use the scaling technique to derive the results in Lemma 2.3. Since Φ(a, c; z) is an
analytic function of z, then Φ( m2(m+2) ,
m
m+2 ;2i|ξ |) is bounded for |ξ |  C . On the other hand, by use of the asymptotic
estimate (2.9) for large |ξ |, we obtain∣∣∣∣Φ
(
m
,
m ;2i|ξ |
)∣∣∣∣ C(1+ |ξ |2)− m4(m+2) , |ξ | → +∞. (2.11)2(m + 2) m + 2
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∥∥∥∥
(
V1
(
−
(
m + 2
2
) 2
m+2
, |ξ |
)
g∧(ξ)
)∨∥∥∥∥
Hs+s1
=
∥∥∥∥(1+ |ξ |2) s+s12 e−i|ξ |Φ
(
m
2(m + 2) ,
m
m + 2 ;2i|ξ |
)
g∧(ξ)
∥∥∥∥
L2

∥∥∥∥(1+ |ξ |2) s12 e−i|ξ |Φ
(
m
2(m + 2) ,
m
m + 2 ;2i|ξ |
)∥∥∥∥
L∞
∥∥(1+ |ξ |2) s2 g∧∥∥L2
 C‖g‖Hs . (2.12)
Next, we estimate the norm ‖(V1(t, |ξ |)g∧(ξ))∨‖Hs+s1 . To this end, we introduce the following transformation η =
2
m+2 (−t)
m+2
2 ξ , then the norm is changed into
∥∥(V1(t, |ξ |)g∧(ξ))∨∥∥Hs+s1
= ∥∥(1+ |ξ |2) s+s12 V1(t, |ξ |)g∧(ξ)∥∥L2
=
( ∫
Rn
∣∣∣∣(1+ |ξ |2) s12 e− 2im+2 (−t)m+22 |ξ |Φ
(
m
2(m + 2) ,
m
m + 2 ;
4i
m + 2 (−t)
m+2
2 |ξ |
)
× (1+ |ξ |2) s2 g∧(ξ)∣∣∣∣
2
dξ
) 1
2
=
(
m + 2
2(−t)m+22
) n
2
( ∫
Rn
∣∣∣∣
(
1+
∣∣∣∣ (m + 2)η
2(−t)m+22
∣∣∣∣
2) s12
V1
(
−
(
m + 2
2
) 2
m+2
, |η|
)
G∧(η)
∣∣∣∣
2
dη
) 1
2
, (2.13)
here and in the following we denote G∧(η) as
G∧(η) =
(
1+
∣∣∣∣ (m + 2)η
2(−t)m+22
∣∣∣∣
2) s2
g∧
(
(m + 2)η
2(−t)m+22
)
, (2.14)
whose L2 norm satisﬁes
∥∥G∧(η)∥∥L2 =
∥∥∥∥
(
1+
∣∣∣∣ (m + 2)η
2(−t)m+22
∣∣∣∣
2) s2
g∧
(
(m + 2)η
2(−t)m+22
)∥∥∥∥
L2
=
( ∫
Rn
∣∣(1+ |ξ |2) s2 g∧(ξ)∣∣2(2(−t)m+22
m + 2
)n
dξ
) 1
2
 C(−t) n(m+2)4 ∥∥(1+ |ξ |2) s2 g∧(ξ)∥∥L2
 C(−t) n(m+2)4 ‖g‖Hs . (2.15)
Case 1. For −2<m < 0, s1  m2(m+2) < 0.
When T  t < 0, it is easy to verify that∣∣∣∣
(
1+
∣∣∣∣ (m + 2)η
2(−t)m+22
∣∣∣∣
2)α∣∣∣∣<
{
C(−t)−α(m+2)(1+ |η|2)α, α  0,
C(1+ |η|2)α, α < 0. (2.16)
According to the expression (2.13) of ‖(V1(t, |ξ |)g∧(ξ))∨‖Hs+s1 , together with the estimates (2.12), (2.15) and (2.16), one has
∥∥(V1(t, |ξ |)g∧(ξ))∨∥∥Hs+s1  C(−t)− n(m+2)4
( ∫
Rn
∣∣∣∣(1+ |η|2) s12 e−i|η|Φ
(
m
2(m + 2) ,
m
m + 2 ;2i|η|
)
G∧(η)
∣∣∣∣
2
dη
) 1
2
 C(−t)− n(m+2)4 ∥∥G∧(η)∥∥L2
 C‖g‖Hs . (2.17)
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(
1+
∣∣∣∣ (m + 2)η
2(−t)m+22
∣∣∣∣
2)α∣∣∣∣<
{
C(1+ |η|2)α, α  0,
C(−t)−(m+2)α(1+ |η|2)α, α < 0. (2.18)
Then, according to the expression (2.13), the estimates (2.12), (2.15) and (2.18), it follows that
∥∥(V1(t, |ξ |)g∧(ξ))∨∥∥Hs+s1  C(−t)− s1(m+2)2 ‖g‖Hs . (2.19)
Case 2. For m < −2, 0 s1  m2(m+2) .
When T  t < 0, it is easy to verify that∣∣∣∣
(
1+
∣∣∣∣ (m + 2)η
2(−t)m+22
∣∣∣∣
2)α∣∣∣∣<
{
C(1+ |η|2)α, α  0,
C(−t)−α(m+2)(1+ |η|2)α, α < 0. (2.20)
According to the expression (2.13) of ‖(V1(t, |ξ |)g∧(ξ))∨‖Hs+s1 , together with the estimates (2.12), (2.15) and (2.20), we
obtain∥∥(V1(t, |ξ |)g∧(ξ))∨∥∥Hs+s1  C‖g‖Hs . (2.21)
When t < T , by a direct computation, one has∣∣∣∣
(
1+
∣∣∣∣ (m + 2)η
2(−t)m+22
∣∣∣∣
2)α∣∣∣∣<
{
C(−t)−(m+2)α(1+ |η|2)α, α  0,
C(1+ |η|2)α, α < 0. (2.22)
Then, it follows that by the expression (2.13), the estimates (2.12), (2.15) and (2.22)
∥∥(V1(t, |ξ |)g∧(ξ))∨∥∥Hs+s1  C(−t)− s1(m+2)2 ‖g‖Hs . (2.23)
In order to estimate ‖(∂t V1(t, |ξ |)g∧(ξ))∨‖Hs+s′1 , we ﬁrst derive its expression in terms of the differential formula. Note
that z = 4im+2 (−t)
m+2
2 |ξ |, then by a direct computation with the differential formula (2.7) for Φ(a, c; z), we obtain
∂t V1
(
t, |ξ |)= i(m + 2
4i
) m
m+2
|ξ | 2m+2 z mm+2 e− z2
×
(
Φ
(
3m + 4
2(m + 2) ,
2(m + 1)
m + 2 ; z
)
− Φ
(
m
2(m + 2) ,
m
m + 2 ; z
))
. (2.24)
Then, according to the expression (2.24) with the asymptotic behavior (2.6) respectively, for large |ξ |, we derive
|ξ |− 2m+2
∣∣∣∣∂t V1
(
−
(
m + 2
2
) 2
m+2
, |ξ |
)∣∣∣∣

∣∣∣∣i
(
m + 2
4i
) m
m+2
(2i|ξ |) mm+2 e− 2i|ξ |2
∣∣∣∣×
(∣∣∣∣Φ
(
3m + 4
2(m + 2) ,
2(m + 1)
m + 2 ;2i|ξ |
)∣∣∣∣+
∣∣∣∣Φ
(
m
2(m + 2) ,
m
m + 2 ;2i|ξ |
)∣∣∣∣
)
 C |ξ | mm+2 (∣∣2i|ξ |∣∣max(− m2(m+2) ,− 3m+42(m+2) ) + ∣∣2i|ξ |∣∣max(− m2(m+2) ,− m2(m+2) ))
 C |ξ | m2(m+2) . (2.25)
Fixing t = −(m+22 )
2
m+2 , combining to the bounded property of analytic function in bounded domain with the estimate (2.25)
for large |ξ | and s′1 − m+42(m+2) , it follows
∥∥∥∥(1+ |ξ |2) s+s
′
1
2 |ξ |− 2m+2 ∂t V1
(
−
(
m + 2
2
) 2
m+2
, |ξ |
)
g∧(ξ)
∥∥∥∥
L2

∥∥∥∥(1+ |ξ |2) s
′
1
2 |ξ |− 2m+2 ∂t V1
(
−
(
m + 2
2
) 2
m+2
, |ξ |
)∥∥∥∥
L∞
∥∥(1+ |ξ |2) s2 g∧∥∥L2
 C‖g‖Hs . (2.26)
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=
∥∥∥∥(1+ |ξ |2) s+s
′
1
2 i
(
m + 2
4i
) m
m+2
|ξ | 2m+2
(
4i
m + 2 (−t)
m+2
2 |ξ |
) m
m+2
× e− 2im+2 (−t)
m+2
2 |ξ |
(
Φ
(
3m + 4
2(m + 2) ,
2(m + 1)
m + 2 ;
4i
m + 2 (−t)
m+2
2 |ξ |
)
− Φ
(
m
2(m + 2) ,
m
m + 2 ;
4i
m + 2 (−t)
m+2
2 |ξ |
))
g∧(ξ)
∥∥∥∥
L2
=
( ∫
Rn
∣∣∣∣(1+ |ξ |2) s
′
1+s
2 i
(
m + 2
4i
) m
m+2
|ξ | 2m+2
(
4i
m + 2 (−t)
m+2
2 |ξ |
) m
m+2
× e− 2im+2 (−t)
m+2
2 |ξ |
(
Φ
(
3m + 4
2(m + 2) ,
2(m + 1)
m + 2 ;
4i
m + 2 (−t)
m+2
2 |ξ |
)
− Φ
(
m
2(m + 2) ,
m
m + 2 ;
4i
m + 2 (−t)
m+2
2 |ξ |
))
g∧(ξ)
∣∣∣∣
2
dξ
) 1
2
= C(−t)− n(m+2)4
( ∫
Rn
∣∣∣∣
(
1+
∣∣∣∣ (m + 2)η
2(−t)m+22
∣∣∣∣
2) s′12 + 1m+2
|η| mm+2 e−i|η|
×
(
Φ
(
3m + 4
2(m + 2) ,
2(m + 1)
m + 2 ;2i|η|
)
− Φ
(
m
2(m + 2) ,
m
m + 2 ;2i|η|
))
G∧(η)
∣∣∣∣
2
dη
) 1
2
. (2.27)
For different s′1, there are different estimates for (1 + | (m+2)η
2(−t)m+22
|2)
s′1
2 + 1m+2 , then by a complete analysis as for
(V1(t, |ξ |)g∧(ξ))∨ , we obtain:
Case 1. For m ∈ (−2,0), s′1 − m+42(m+2) < 0, then the estimates (2.15)–(2.16), (2.18) and (2.25)–(2.27) imply
∥∥(∂t V1(t, |ξ |)g∧(ξ))∨∥∥Hs+s′1 
{
C‖g‖Hs for T  t < 0,
C(−t)− s
′
1(m+2)+2
2 ‖g‖Hs for t < T .
Case 2. For m ∈ (−4,−2), 0 s′1 − m+42(m+2) , then the estimates (2.15), (2.20), (2.22) and (2.25)–(2.27) imply
∥∥(∂t V1(t, |ξ |)g∧(ξ))∨∥∥Hs+s′1 
{
C‖g‖Hs for T  t < 0,
C(−t)− s
′
1(m+2)+2
2 ‖g‖Hs for t < T .
Case 3. For m ∈ (−∞,−4], s′1 − m+42(m+2)  0, then the estimates (2.15), (2.20), (2.22) and (2.25)–(2.27) yield
∥∥(∂t V1(t, |ξ |)g∧(ξ))∨∥∥Hs+s′1 
{
C(−t)− s
′
1(m+2)+2
2 ‖g‖Hs for T  t < 0,
C‖g‖Hs for t < T .
This completes the proof of Lemma 2.3. 
Furthermore, based on the properties of conﬂuent hypergeometric function given in Lemma 2.1, by use of a completely
analogous proof procedure, we obtain
Lemma 2.5. Suppose T < 0 is some ﬁxed constant, g(x) ∈ C∞0 (Rn), V2(t, |ξ |) as deﬁned in Lemma 2.2, then we have the following
estimates:
434 K. Zhang / J. Math. Anal. Appl. 381 (2011) 427–440Case 1. For −2<m < 0, 0 s2  m+42(m+2) and 0 s′2 − m2(m+2) ,
∥∥(V2(t, |ξ |)g∧(ξ))∨∥∥Hs+s2 
{
C(−t)1− s2(m+2)2 ‖g‖Hs for T  t < 0,
C(−t)‖g‖Hs for t < T ,∥∥(∂t V2(t, |ξ |)g∧(ξ))∨∥∥Hs+s′2 
{
C(−t)− s
′
2(m+2)
2 ‖g‖Hs for T  t < 0,
C‖g‖Hs for t < T .
Case 2. For −4<m < −2, s2  m+42(m+2) < 0 and s′2 − m2(m+2) < 0,
∥∥(V2(t, |ξ |)g∧(ξ))∨∥∥Hs+s2 
{
C(−t)1− s2(m+2)2 ‖g‖Hs for T  t < 0,
C(−t)‖g‖Hs for t < T ,∥∥(∂t V2(t, |ξ |)g∧(ξ))∨∥∥Hs+s′2 
{
C(−t)− s
′
2(m+2)
2 ‖g‖Hs for T  t < 0,
C‖g‖Hs for t < T .
Case 3. For m−4, 0 s2  m+42(m+2) and s′2 − m2(m+2) < 0,
∥∥(V2(t, |ξ |)g∧(ξ))∨∥∥Hs+s2 
{
C(−t)‖g‖Hs for T  t < 0,
C(−t)1− s2(m+2)2 ‖g‖Hs for t < T ,
∥∥(∂t V2(t, |ξ |)g∧(ξ))∨∥∥Hs+s′2 
{
C(−t)− s
′
2(m+2)
2 ‖g‖Hs for T  t < 0,
C‖g‖Hs for t < T .
Remark 2.6. Case 1 implies that the operator V ∨2 (t, x) has “smooth effect” for −2<m < 0.
Proof of Lemma 2.5. Following the proof of Lemma 2.3, the estimates of the two terms V2(t, |ξ |)g∧(ξ) and ∂t V2(t, |ξ |)g∧(ξ)
are completely depend on the sign of s and s′ respectively. Then, there are three cases here for m ∈ (−∞,0) \ {−2}.
In fact, the asymptotic (2.6) implies
Φ
(
m + 4
2(m + 2) ,
m + 4
m + 2 ;2i|ξ |
)
 C
(
1+ |ξ |2)− m+44(m+2) , |ξ | → +∞. (2.28)
Then, for any s2  m+42(m+2) , there is∥∥∥∥
(
V2
(
−
(
m + 2
2
) 2
m+2
, |ξ |
)
g∧(ξ)
)∨∥∥∥∥
Hs+s2
=
∥∥∥∥(1+ |ξ |2) s+s22 e−i|ξ |Φ
(
m
2(m + 2) ,
m
m + 2 ;2i|ξ |
)
g∧(ξ)
∥∥∥∥
L2

∥∥∥∥(1+ |ξ |2) s22 e−i|ξ |Φ
(
m
2(m + 2) ,
m
m + 2 ;2i|ξ |
)∥∥∥∥
L∞
∥∥(1+ |ξ |2) s2 g∧∥∥L2
 C‖g‖Hs . (2.29)
Additionally, by use of the differential formula (2.8), one has
∂t V2
(
t, |ξ |)= e− z2 Φ( m + 4
2(m + 2) ,
m + 4
m + 2 ; z
)
+ t∂t z∂z
(
e−
z
2 Φ
(
m + 4
2(m + 2) ,
m + 4
m + 2 ; z
))
= e− z2 Φ
(
m + 4
2(m + 2) ,
m + 4
m + 2 ; z
)
+ m + 2
2
z
(
−1
2
e−
z
2 Φ
(
m + 4
2(m + 2) ,
m + 4
m + 2 ; z
)
− 2
(m + 2)z e
− z2
(
Φ
(
m + 4
2(m + 2) ,
m + 4
m + 2 ; z
)
− Φ
(
m + 4
2(m + 2) ,
2
m + 2 ; z
)))
= e− z2
(
Φ
(
m + 4
2(m + 2) ,
2
m + 2 ; z
)
− (m + 2)z
4
Φ
(
m + 4
2(m + 2) ,
m + 4
m + 2 ; z
))
(2.30)
where z = 2i|ξ | deﬁned as in Lemma 2.3. Hence, according to the asymptotic behavior (2.6), for large |ξ |, we derive
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∣∣∣∣Φ
(
m + 4
2(m + 2) ,
2
m + 2 ;2i|ξ |
)∣∣∣∣+
∣∣∣∣ (m + 2)2i|ξ |4 Φ
(
m + 4
2(m + 2) ,
m + 4
m + 2 ;2i|ξ |
)∣∣∣∣
 C
(∣∣2i|ξ |∣∣max( m2(m+2) ,− m+42(m+2) ) + ∣∣2i|ξ |∣∣1+max(− m+42(m+2) ,− m+42(m+2) ))
 C |ξ | m2(m+2) . (2.31)
For ﬁxed t = −(m+22 )
2
m+2 and any s′2  − m2(m+2) , the bounded property of analytic function in bounded domain and the
estimate (2.31) for large |ξ | yield
∥∥∥∥(1+ |ξ |2) s+s
′
2
2 ∂t V2
(
−
(
m + 2
2
) 2
m+2
, |ξ |
)
g∧(ξ)
∥∥∥∥
L2

∥∥∥∥(1+ |ξ |2) s
′
2
2 ∂t V2
(
−
(
m + 2
2
) 2
m+2
, |ξ |
)∥∥∥∥
L∞
∥∥(1+ |ξ |2) s2 g∧∥∥L2
 C‖g‖Hs . (2.32)
Finally, using an analogous proof procedure of Lemma 2.3, we establish the proof for three cases −2 < m < 0,
−4<m < −2 and −∞ <m−4 based on the estimates (2.29) and (2.32). 
3. The estimate of solution to the corresponding linear equation
In this section, we establish the weighted estimate of global solution to the corresponding linear equation (1.1) by use of
the properties of the fundamental solutions given in Lemma 2.3 and Lemma 2.5. This is a fundamental step for solving the
semilinear problem in the next section.
We consider the linear problem{
∂2t v − (−t)mxv = f (t, x),
v(0, x) = ϕ1(x), vt(0, x) = ϕ2(x).
(3.1)
By a direct computation, it is easy to verify that
v∧(t, ξ) = (v(ϕ1,ϕ2, f ))∧(t, ξ) = V1(t, |ξ |)ϕ∧1 (ξ) + V2(t, |ξ |)ϕ∧2 (ξ)
+
t∫
0
(
V2
(
t, |ξ |)V1(τ , |ξ |)− V1(t, |ξ |)V2(τ , |ξ |)) f ∧(τ , ξ)dτ (3.2)
satisfy the problem of (3.1). Moreover, we have
Proposition 3.1. If ϕ1 ∈ Hs−
m
2(m+2) (Rn), ϕ2 ∈ Hs−
m+4
2(m+2) (Rn) and f (t, x) ∈ C((−∞,0], Hs−1(Rn)) then for some negative constant T ,
the solution v of (3.1) as deﬁned in (3.2) satisﬁes:
Case 1. For −2<m < 0,
min
{
1, (−t)−1}(‖v‖Hs + ‖∂t v‖
H
s− m+42(m+2)
)+min{(−t)−m4 , (−t)m4 }‖∂t v‖Hs−1

⎧⎪⎨
⎪⎩
C(‖ϕ1‖
H
s− m2(m+2) + ‖ϕ2‖Hs− m+42(m+2) +
∫ 0
t ‖ f ‖Hs−1 dτ ), T  t,
C(‖ϕ1‖
H
s− m2(m+2) + ‖ϕ2‖Hs− m+42(m+2) +
∫ 0
T ‖ f ‖Hs−1 dτ + (−t)−
m
4
∫ T
t ‖ f ‖Hs−1 dτ ), t < T .
Case 2. For −4<m < −2,
min
{
1, (−t)−1}‖v‖Hs +min{1, (−t)−m4 }‖∂t v‖Hs−1

⎧⎪⎨
⎪⎩
C(‖ϕ1‖
H
s− m2(m+2) + ‖ϕ2‖Hs− m+42(m+2) +
∫ 0
t ‖ f ‖Hs−1 dτ ), T  t,
C(‖ϕ1‖
H
s− m2(m+2) + ‖ϕ2‖Hs− m+42(m+2) +
∫ 0
T ‖ f ‖Hs−1 dτ + (−t)−
m
4
∫ T
t ‖ f ‖Hs−1 dτ ), t < T .
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min
{
1, (−t)m4 }‖v‖Hs +min{1, (−t)−m4 }‖∂t v‖Hs−1

⎧⎪⎨
⎪⎩
C(‖ϕ1‖
H
s− m2(m+2) + ‖ϕ2‖Hs− m+42(m+2) +
∫ 0
t ‖ f ‖Hs−1 dτ ), T  t,
C(‖ϕ1‖
H
s− m2(m+2) + ‖ϕ2‖Hs− m+42(m+2) +
∫ 0
T ‖ f ‖Hs−1 dτ + (−t)−
m
4
∫ T
t ‖ f ‖Hs−1 dτ ), t < T .
Proof. We only give the detail of the proof for Case 1: −2 <m < 0, Cases 2–3 can be derived by an analogous procedure.
Here we divide the proof into four steps.
Step 1. We ﬁrst discuss the homogeneous case{
∂ttu − (−t)mxu = 0,
u(0, x) = ϕ1(x), ut(0, x) = ϕ2(x).
(3.3)
Lemma 3.2. If ϕ1 ∈ Hs−
m
2(m+2) (Rn), set
v∧(t, ξ) = V1
(
t, |ξ |)ϕ∧1 (ξ), (3.4)
then v solves the problem (3.3), and satisﬁes for T  t < 0,
‖v‖Hs  C‖ϕ1‖
H
s− m2(m+2) , ‖∂t v‖Hs−1  C‖ϕ1‖Hs− m2(m+2) ,
for t > T ,
‖v‖Hs  C(−t)−m4 ‖ϕ1‖
H
s− m2(m+2) , ‖∂t v‖Hs−1  C(−t)−
m
4 ‖ϕ1‖
H
s− m2(m+2) .
Proof. It is easy to verify that v satisﬁes Eq. (3.3). In Lemma 2.3, if let ϕ1(x) = g(x) and take s1 = m2(m+2) and s′1 = − m+42(m+2)
respectively, then we obtain the corresponding estimates. 
Step 2. We discuss the linear homogeneous cases{
∂ttu − (−t)mxu = 0,
u(0, x) = 0, ut(0, x) = ϕ2(x).
(3.5)
Lemma 3.3. If ϕ2 ∈ Hs−
m+4
2(m+2) (Rn), set
v∧(t, ξ) = V2
(
t, |ξ |)ϕ∧2 (ξ), (3.6)
then v solves the problem (3.5), and satisﬁes for T  t < 0,⎧⎪⎪⎪⎨
⎪⎪⎪⎩
‖v‖Hs  C(−t)−m4 ‖ϕ2‖
H
s− m+42(m+2)
,
‖∂t v‖
H
s− m+42(m+2)
 C‖ϕ2‖
H
s− m+42(m+2)
,
‖∂t v‖Hs−1  C(−t)
m
4 ‖ϕ2‖
H
s− m+42(m+2)
,
for t < T ,
‖v‖Hs  C(−t)‖ϕ2‖
H
s− m+42(m+2)
, ‖∂t v‖Hs−1  C‖ϕ2‖
H
s− m+42(m+2)
.
Proof. It is easy to verify that v satisﬁes Eq. (3.5). In Lemma 2.5, if let ϕ2(x) = g(x) and take s2 = m+42(m+2) , s′2 = 0 and
s′2 = − m2(m+2) respectively, then we obtain the corresponding estimates. 
Step 3. We consider the case with nonzero source term{
∂ttu − (−t)m	xu = f (t, x),
u(0, x) = 0, ut(0, x) = 0.
(3.7)
In the next lemma we establish the corresponding estimate even that the Duhamel’s principle and the well-known Lp − Lq
decay estimates is impossible to direct apply on Eq. (3.7) for the variable coeﬃcient (−t)m with m ∈ (−∞,0) \ {−2}.
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(E f )∧(t, ξ) =
0∫
t
(
V2
(
t, |ξ |)V1(τ , |ξ |)− V1(t, |ξ |)V2(τ , |ξ |)) f ∧(τ , ξ)dτ , (3.8)
then E f solves the problem (3.7), which satisﬁes
∥∥E f (t, x)∥∥Hs 
{
C(−t)−m4 ∫ 0t ‖ f (τ , ·)‖Hs−1 dτ , T  t < 0,
C(−t)(∫ 0T ‖ f (τ , ·)‖Hs−1 dτ + (−t)−m4 ∫ Tt ‖ f (τ , ·)‖Hs−1 dτ ), t < T ,
and
∥∥∂t E f (t, x)∥∥
H
s− m+42(m+2)

{
C
∫ 0
t ‖ f ‖Hs−1 dτ , T  t < 0,
C(
∫ 0
T ‖ f ‖Hs−1 dτ + (−t)
∫ T
t ‖ f ‖Hs−1 dτ ), t < T ,
∥∥∂t E f (t, x)∥∥Hs−1 
{
C(−t)m4 ∫ 0t ‖ f ‖Hs−1 dτ , T  t < 0,
C(
∫ 0
T ‖ f ‖Hs−1 dτ + (−t)1+
m
4
∫ T
t ‖ f ‖Hs−1 dτ ), t > T .
Proof. In order to derive the detailed estimates, we ﬁrst establish the expression of (E f )∧(t, ξ). Take partial Fourier-
Transform on x ∈ Rn , then Eq. (3.7) becomes{
y′′(t, ξ) + (−t)m|ξ |2 y(t, ξ) = f ∧(t, ξ),
y(0, ξ) = 0, y′(0, ξ) = 0.
According to Lemma 2.2, its general solution can be represented as
E f ∧(t, ξ) = C1V1
(
t, |ξ |)+ C2V2(t, |ξ |)+
0∫
t
V2(t, |ξ |)V1(τ , |ξ |) − V1(t, |ξ |)V2(τ , |ξ |)
V1(τ , |ξ |)V ′2(τ , |ξ |) − V2(τ , |ξ |)V ′1(τ , |ξ |)
f ∧(τ , ξ)dτ . (3.9)
Since z = 4im+2 t
m+2
2 |ξ |, then by a direct computation with Wronskian determinant (2.4), one has
V1
(
t, |ξ |)V ′2(t, |ξ |)− V2(t, |ξ |)V ′1(t, |ξ |)= 1. (3.10)
Moreover, noting that the zero initial data and the value of V i(0, |ξ |) in Lemma 2.1, together with the continuity on t for
Φ(a, c; z(t, |ξ |)) yield C1 = C2 = 0. Then, substituting (3.9) and (3.10) into the expression of (E f )∧(t, ξ), we obtain (3.8). By
use of Minkowski inequality, E f satisﬁes
∥∥E f (t, x)∥∥Hs(Rn) 
0∫
t
∥∥(1+ |ξ |2) s2 V2(t, |ξ |)V1(τ , |ξ |) f ∧(τ , ξ)∥∥L2 dτ
+
0∫
t
∥∥(1+ |ξ |2) s2 V1(t, |ξ |)V2(τ , |ξ |) f ∧(τ , ξ)∥∥L2 dτ . (3.11)
For T  t < 0, T  τ < 0, based on the weighted estimates obtained in Lemma 2.3, let s2 = m+42(m+2) , s1 = m2(m+2) , one has
∥∥(1+ |ξ |2) s2 V2(t, |ξ |)V1(τ , |ξ |) f ∧(τ , ξ)∥∥L2  C(−t)−m4 ∥∥ f (τ , ·)∥∥Hs−1 .
Similarly, for t < T , T  τ < 0, one has
∥∥(1+ |ξ |2) s2 V2(t, |ξ |)V1(τ , |ξ |) f ∧(τ , ξ)∥∥L2  C(−t)∥∥ f (τ , ·)∥∥Hs−1
and for t < T , τ < T , one has
∥∥(1+ |ξ |2) s2 V2(t, |ξ |)V1(τ , |ξ |) f ∧(τ , ξ)∥∥L2  C(−t)(−τ )−m4 ∥∥ f (τ , ·)∥∥Hs−1 .
438 K. Zhang / J. Math. Anal. Appl. 381 (2011) 427–440By a similar method, the estimates for ‖(1+ |ξ |2) s2 V1(t, |ξ |)V2(τ , |ξ |) f ∧(τ , ξ)‖L2 satisfy∥∥(1+ |ξ |2) s2 V1(t, |ξ |)V2(τ , |ξ |) f ∧(τ , ξ)∥∥L2

⎧⎪⎨
⎪⎩
C(−τ )−m4 ‖ f (τ , ·)‖Hs−1 , T  t, τ < 0,
C(−t)−m4 (−τ )−m4 ‖ f (τ , ·)‖Hs−1 , t < T , T  τ < 0,
C(−t)−m4 (−τ )‖ f (τ , ·)‖Hs−1 , t < T , τ < T .
(3.12)
Then, combining the analysis above, we obtain
∥∥E f (t, x)∥∥Hs 
{
C(−t)−m4 ∫ 0t ‖ f (τ , ·)‖Hs−1 dτ ,
C(−t)(∫ 0T ‖ f (τ , ·)‖Hs−1 dτ + (−t)−m4 ∫ Tt ‖ f (τ , ·)‖Hs−1 dτ ). (3.13)
Next, we estimate ‖∂t E f (t, x)‖
H
s− m+42(m+2)
and ‖∂t E f (t, x)‖Hs−1 .
By a direct computation with the expression (3.11), one has
∂t E f
∧(t, x) =
0∫
t
(
∂t V2
(
t, |ξ |)V1(τ , |ξ |)− ∂t V1(t, |ξ |)V2(τ , |ξ |)) f ∧(τ , ξ)dτ , (3.14)
and the Minkowski inequality implies
∥∥∂t E f (t, x)∥∥
H
s− m+42(m+2)

0∫
t
∥∥(1+ |ξ |2) s− m+42(m+2)2 ∂t V2(t, |ξ |)V1(τ , |ξ |) f ∧(τ , ξ)∥∥L2 dτ
+
0∫
t
∥∥(1+ |ξ |2) s− m+42(m+2)2 ∂t V1(t, |ξ |)V2(τ , |ξ |) f ∧(τ , ξ)∥∥L2 dτ .
Combining with the estimates corresponding to V1(τ , |ξ |) and ∂t V2(t, |ξ |) in Lemma 2.3, for any T  t < 0 and T  τ < 0,
one has∥∥(1+ |ξ |2) s2− m+44(m+2) ∂t V1(t, |ξ |)V2(τ , |ξ |) f ∧(τ , ξ)∥∥L2
= ∥∥(1+ |ξ |2)− 1m+2 ∂t V1(t, |ξ |)(1+ |ξ |2) m+44(m+2) V2(τ , |ξ |)(1+ |ξ |2) s−12 f ∧(τ , ξ)∥∥L2
 C
∥∥(1+ |ξ |2) m+44(m+2) V2(τ , |ξ |)(1+ |ξ |2) s−12 f ∧(τ , ξ)∥∥L2
 C(−τ )−m4 ‖ f ‖Hs−1 .
Similarly, for t < T and T  τ < 0, one has∥∥(1+ |ξ |2) s2− m+44(m+2) ∂t V1(t, |ξ |)V2(τ , |ξ |) f ∧(τ , ξ)∥∥L2  C(−τ )−m4 ‖ f ‖Hs−1
and for t < T and τ < T , one has∥∥(1+ |ξ |2) s2− m+44(m+2) ∂t V1(t, |ξ |)V2(τ , |ξ |) f ∧(τ , ξ)∥∥L2  C(−τ )‖ f ‖Hs−1 .
Corresponding to ‖(1+ |ξ |2) s2− m+44(m+2) ∂t V2(t, |ξ |)V1(τ , |ξ |) f ∧(τ , ξ)‖L2 for any t < 0 and τ < 0, by direct computation, one
has
∥∥(∂t V2(t, |ξ |)V1(τ , |ξ |) f ∧(τ , ξ))∨(x)∥∥
H
s− m+42(m+2)

⎧⎪⎨
⎪⎩
C‖ f ‖Hs−1 , T  t, τ < 0,
C‖ f ‖Hs−1 , t < T  τ < 0,
C(−τ )−m4 ‖ f ‖Hs−1 , t, τ < T .
Then, in terms of the above analysis, we obtain the estimates of ‖∂t E f (t, x)‖
H
s− m+42(m+2)
which satisfy
∥∥∂t E f (t, x)∥∥
H
s− m+42(m+2)

{
C
∫ 0
t ‖ f ‖Hs−1 dτ , T  t < 0,
C(
∫ 0
T ‖ f ‖Hs−1 dτ + (−t)
∫ T
t ‖ f ‖Hs−1 dτ ), t < T .
(3.15)
A completely similar treatment can be used to analyze ‖∂t E f (t, x)‖Hs−1 . Finally, we complete the proof of Lemma 3.4. 
Step 4. Using the linear superposition principle, we obtain the expression (3.2) of the solution to the problem (3.1). Then,
combining with the results obtained in Steps 1–3, we establish Proposition 3.1 for −2<m < 0. 
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Based on the analysis in Section 3, we known the solution of a second order linearly hyperbolic equation with a strongly
singular coeﬃcient may have lower regularity compared with the initial data. In this section, we construct a nonlinear
contraction mapping in a corresponding function set with lower regularity, then by use of ﬁxed point theorem establish the
existence of solution to the problem (1.1) in terms of the estimates derived in Section 3.
Proof of Theorem 1.1. For −2<m < 0, we deﬁne the set
SM :=
{
u ∈ C((−∞,0], Hs(Rn))∩ C1((−∞,0], Hs− m+42(m+2) (Rn))
∩ C1((−∞,0), Hs−1(Rn)) ∣∣∣ sup
(−∞,0]
∣∣∣∣∣∣u(t, ·)∣∣∣∣∣∣s  M},
here we denote ||| · |||s as
||| · |||s = min
{
1, (−t)−1}(‖ · ‖Hs + ‖∂t · ‖
H
s− m+42(m+2)
)+min{(−t)m4 , (−t)−m4 }‖∂t · ‖Hs−1 , (4.1)
and the metric as d(u, v) := sup(−∞,0] |||u(t, ·) − v(t, ·)|||s , the constant M will be given in the following.
Consider the nonlinear mapping F in the space SM , such that
Fu = v(ϕ1(x),ϕ2(x), f (t, x,u))= V1(t, |ξ |)ϕ∧1 (ξ) + V2(t, |ξ |)ϕ∧2 (ξ)
+
t∫
0
(
V2
(
t, |ξ |)V1(τ , |ξ |)− V1(t, |ξ |)V2(τ , |ξ |))( f (t, x,u))∧(τ , ξ)dτ . (4.2)
Hence in terms of the estimates obtained in Proposition 3.1 and Schauder lemma or Remark 1.3, one has
|||Fu|||s 
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
C0(‖ϕ1‖
H
s− m2(m+2) + ‖ϕ2‖Hs− m+42(m+2) ) + C sup[T ,0] |||u(t, ·)|||
k
s , T  t < 0,
C0(‖ϕ1‖
H
s− m2(m+2) + ‖ϕ2‖Hs− m+42(m+2) )
+ C sup[T ,0] |||u(t, ·)|||ks + C |t|1+α+k−
m
4 sup(−∞,T ) |||u(t, ·)|||ks , t < T .
Take M = 2C0(‖ϕ1‖
H
s− m2(m+2) + ‖ϕ2‖Hs− m+42(m+2) ), then the condition 4(1 + α + k) −m  0 for t < T and the smallness of M
imply |||(Fu)(t, ·)|||s  M . This demonstrates that the mapping F maps SM into itself.
In addition, for any u, v ∈ SM , by a direct computation with Schauder lemma or Remark 1.3, we obtain
|||Fu − F v|||s =
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
t∫
0
(
V2
(
t, |ξ |)V1(τ , |ξ |)− V1(t, |ξ |)V2(τ , |ξ |))( f (t, x,u) − f (t, x, v))∧(τ , ξ)dτ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
s
 C
0∫
t
∥∥ f (t, x,u) − f (t, x, v)∥∥Hs−1 dτ
 CMk−1 sup
(−∞,0]
|||u − v|||s. (4.3)
Then the smallness of M implies the mapping F is contractible.
Combining the analysis above yields the problem (1.1) has a unique solution u ∈ C((−∞,0], Hs(Rn)) ∩ C1((−∞,0],
Hs−
m+4
2(m+2) (Rn)) ∩ C1((−∞,0), Hs−1(Rn)) for −2<m < 0.
Under the same nonlinear mapping F deﬁned as (4.2), we consider the case m < −2. Deﬁne the set
SM :=
{
u ∈ C((−∞,0], Hs(Rn))∩ C1((−∞,0), Hs−1(Rn)) ∣∣∣ sup
(−∞,0]
∣∣∣∣∣∣u(t, ·)∣∣∣∣∣∣s  M},
and the norm
||| · |||s =
{
min{1, (−t)−1}‖ · ‖Hs +min(1, (−t)−m4 )‖∂t · ‖Hs−1 , −4<m < −2,
min{1, (−t)m4 }‖ · ‖Hs +min(1, (−t)−m4 )‖∂t · ‖Hs−1 , m−4.
Then, we can prove the nonlinear mapping F is a contractible in SM for m < −2 as in the case −2 <m < 0. This implies
that there is a unique solution u ∈ C((−∞,0], Hs(Rn)) ∩ C1((−∞,0), Hs−1(Rn)) which solves the problem (1.1).
Finally, we complete the proof. 
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