Introduction
The question of whether the Russian economic space is single still keeps topicality. As Biyakov (2004) shows, there is no a uniform concept of the economic space and, all the more so, its unity. However, despite all differences in versions of the concept of 'single economic space,' it is obvious that it should be sure to imply the absence of barriers (except for 'natural,' geographically determined ones) to inter-regional trade, or, in other words, spatial integration of product markets. It may be said that spatial integration is the pivot of single economic space.
The Moscow market keeps aloof in the system of Russian regions. As it is known, prices in Moscow are significantly higher than in the neighboring regions, even than those in the Moscow Oblast. 1 Seemingly, this provides an excellent opportunity for profit earning through buying goods in regions where they are cheaper and selling them in Moscow. Goods arbitrage is a mechanism of the establishment and maintenance of spatial equilibrium that manifests itself in the law of one price. In its strict form, when transportation costs may be neglected (if they are very small as compared to the price of the good or the price includes average transportation costs), the law states that, in the absence of impediments to interregional trade, the price of the same tradable good should be equal across all regions. (The tradable goods are those that can take part in inter-regional trade.) A weak version of the law takes account of 'natural' barriers to trade, allowing the price of the good to differ between two regions by no more than transportation costs (per unit of the good). But since prices in Moscow do not equalize with prices even in neighboring regions, this implies that there are considerable impediments to goods arbitrage in the Moscow market. 2 It is interesting to find out in this connection the position of the Moscow market in the economic space of Russia, i.e., to perform analysis of its integration with other country's regions. Taking a market for an aggregated good, a minimum food basket (staples basket), time series of differences in the cost of the basket in Moscow and other regions over 2001-2015 are analyzed. The law of one price serves as a criterion of market integration. Regional markets are divided into four groups. The first group consists of regional markets that are integrated with the Moscow market, i.e., where the law of one price holds in the strict form. The second group includes markets that are conditionally integrated with the Moscow market,
i.e., where the weak law of one price holds (the next section explains why integration is deemed conditional in this case). The third group is comprised of markets that are not integrated with the Moscow market but tending towards integration with it, i.e., where convergence of prices in Moscow and a given region takes place. Nonlinear time series models with asymptotically decaying trends describe the movement towards integration (price convergence). At last, the fourth group consists of markets that are neither integrated nor tending towards integration with the Moscow market.
A number of papers investigate spatial pattern of market integration in Russia, using different product and location samples as well as time spans. Gardner and Brooks (1994) study market integration in Russia in 1992-1993, using data for six food commodities across 14 cities in the Volga economic area.
They pool time series for all pairs of cities into a data panels (separately for each commodity). This allows including time invariant variables such as distance, price regulations, etc., but yields results averaged across city pairs, hence an overly aggregated pattern of market integration (so that its spatial dimension disappears). Berkowitz et al. (1998) This paper contributes to the above literature, analyzing for the first time integration of the Moscow market with markets of other country's regions (it is interesting to note that Moscow -along with a few other regions -is not infrequently excluded from the spatial sample in regional studies as an 'outlier'). The main findings are as follows:
-the Moscow market is very poorly integrated with markets of other regions (with a one fifth of them);
-at the same time, a trend to the improvement of integration is observed: prices in approximately 15% of the Russian regions converge with the Moscow prices.
Methodology
Let p rt and p st be prices for a tradable good in regions r and s, respectively, at time point t. The law of one price is formalized as p rt /p st = 1 for all t = 0,…, T and a region pair (r, s). Describe P rst = ln(p rt /p st ) as the price differential (or price disparity, since P rst ≈ p rt /p st -1). Then the law of one price takes the form P rst = 0. In reality, if the law holds, prices in regions r and s coincide accurate to random shocks ν t (to economize notation, the region indices for disturbances and model parameters are suppressed). It is reasonable to assume the prices, hence, their disparity, to depend on their previous values, i.e. to be autocorrelated. Then the econometric model of the law of one price is the autoregression model AR(1) P rst = ν t ,ν t = (λ + 1)ν t-1 + ε t , where λ + 1 = ρ is the autoregression coefficient and ε t is the Gaussian white noise.
Substituting the second equation into the first one and denoting ΔP rst ≡ P rst -P rs,t-1 , we get the canonical form of the AR(1) model with no constant (hereafter, t = 1,…,T):
The law of one price holds if time series P rst is stationary (contains no unit root). In this case, markets of regions r and s are deemed perfectly integrated with each other. It is worth noting that integration of spatially separated markets does not necessarily implies that there are trade flows between them; it is the potential possibility of unimpeded trade between these markets that is important.
The presence of transportation costs in prices of the goods can result in time-invariant price disparity.
A weak version of the law of one price in the form P rst = C rs describes this case (other versions are possible, e.g., C (-)rs ≤ P rst ≤ C (+)rs , which leads to a threshold autoregression model). Based on the same considerations as above, we get the AR(1) model with constant γ = -λC rs :
The weak law of one price holds if time series P rst is stationary about a nonzero (statistically significant) constant. In this case, markets of regions r and s are deemed conditionally integrated with each other. Disparity C rs quantifies arbitrage transaction costs. However, in the framework of time series analysis, it is impossible to reveal the nature of C rs . They can, indeed, reflect transportation costs only, but it can also include also effects due to 'artificial' or eliminable (in principle) impediments to integration. The former includes regional protectionism, local price regulations, organized crime, 3 etc. The latter is features of local markets that determine 'nontradable component' of retail prices. That is why the term 'conditional integration' is applied here: markets of regions r and s could be acknowledged as integrated on condition that the disparity is due to transportation costs only.
The 'nontradable component' of prices is worth a more detailed consideration. It is the distribution 3 Gluschenko (2007) describes mechanisms of impact of organized crime on prices for consumer goods.
costs, the lion's share of which being costs of nontradable services. In turn, their most significant parts are labor in trade and the lease of places of business and storage rooms. Computations based on data from Rosstat (2015, pp. 109, 116) suggest that the share of these costs in the distribution costs -averaged over the country and all consumer goods -was equal to 57% in 2014 (out of it, wages with deductions for the social insurance funds gave 35.8%, and rent gave 21.2%). Their proportion of retail prices was 13.7% (as the distribution costs made up 24.1% of the prices). In other words, the labor costs and rent increase retail price by 18.6%. Thus, prices in local markets for labor and real estate significantly influence on retail prices for goods in the region.
If we would restrict our analysis to Models (1) and (2) only, we get a rather poor pattern that ignores transitional processes. Despite markets of regions r and s are not integrated with each other, either perfectly or conditionally, in the time span under consideration, the price disparity can diminish over time (i.e., price convergence takes place). An asymptotically decaying trend of price differential can describe such a process: P rst = C rs (t), C rs (t) → 0 as t → ∞, and sign(C rs (0))⋅dC rs (t)/dt < 0. Taking account of autocorrelation, we get an AR(1) model with a trend:
Two types of trend are applied: exponential trend 
Price convergence takes place if time series P rst is stationary about the trend (one of them or both), γ и δ are statistically significant, and parameter δ has the 'correct' sign. Then markets of regions r and s are deemed tending towards integration with each other. Incorrect sign of δ implies price divergence, hence the respective region pair is deemed non-integrated (and diverging). The rate of convergence towards integration (to the strict law of one price) can be characterized by half-life time θ , i.e., time needed for the price difference p rt /p st -1 to halve. For the exponential trend, it equals
for the fractional trend, it equals
Gluschenko (2011) uses a different trend function, log-exponential trend C(t) = log(1 + γe δt ), δ < 0.
Its advantage is the ease of interpretation: γ is immediately the initial (at t = 0) difference in prices; the halflife time depends only on δ, and in a simple way at that: θ = ln(0.5)/δ. However, the log-exponential trend has a crucial shortcoming of not obtaining symmetry properties with respect to permutation of region indices. That is, regressions of P rst and P srt with this trend yield estimates of all parameters (λ,γ, and δ) that differ in absolute values, despite P srt = -P rst . This can results in that model AR (1) with the log-exponential trend is accepted for P rst and rejected for P srt (or vice versa), which contradicts common sense. (In this study, this would occur for the pair Moscow -Saint Petersburg.) Contrastingly, in models (3a) and (3b), permutation of region indices changes only the sign of γ, keeping λ and δ (as well as all regression statistics) invariant.
If no one of the above three models describes the behavior of prices in region pair (r, s), the markets of these regions are deemed neither integrated nor tending towards integration with each other (hereafter, simply non-integrated for brevity).
Index s in what follows is fixed and corresponds to Moscow which is taken as a benchmark for comparison. Regressions (1), (2), (3a), and (3b) are estimated separately for each region r. The 10% significance level is accepted as a critical level for all parameters and unit root tests. If Models (3a) and (3b) turn out to be completive, the model providing the best fit -namely, the minimal sum of squared residuals -is accepted.
The most important for these regressions is testing time series for stationarity, i.e. the hypothesis tested is whether time series P rst has a unit root, λ = 0 (against λ < 0). Its rejection implies that the time series is stationary, fluctuating around its long-run path. Intuitively this means that when a random shock makes the price differential to deviate from the long-run path, market forces return it (after a time) back.
Otherwise, if the time series is non-stationary, no return occurs. The long-run path is the price parity, P * = 0, in Model (1), and a time-invariant constant, P * = C rs , in Model (2). In the case of Models (3), the long-
run path is trend C(t).
To test for a unit root, the augmented Dickey-Fuller (ADF) test and Plillips-Perron test are applied that take account of possible autocorrelation of a form other than AR(1). The unit root hypothesis is deemed rejected if both tests reject it. Different versions of these tests are possible. In this study, the following options are applied.
To choose the optimal lag length in the auxiliary regressions of the ADF test, the lag length varies from 0 to K max = [12(T/100) 1/4 ], where [x] stands for integer part of x, whereas the number of included observations remains constant and equals T -1 -K max according to Ng and Perron (2005) . A modified Bayesian information criterion put forward by Ng and Perron (2001) serves for choosing the optimal lag length in order to avoid size distortions that can be caused by 'ordinary' information criteria (as they tend to select lag lengths that are generally too small). Then the reestimation of the auxiliary regression with the optimal lag length and actual number of observations yields the adjusted value of λ and, in turn, test statistic τ = λ/σ λ ,. Note that the auxiliary regression is purely technical: it is used only for obtaining adjusted value ofτ; the estimates of λ and other regression parameters are taken from the original regression.
In contrast to the ADF test, the Phillips-Perron test adjusts values of σ λ rather than λ. This test is known to suffer from size distortions. These may be avoided with the use of an autoregressive spectral density estimator instead of kernel-based estimators (Perron and Ng, 1996) . Therefore, the OLS (notdetrended) autoregressive spectral method is applied in this study. In doing so, the lag length selection method is the same as described above for the ADF test.
The above methods are realizable by choosing respective options for the ADF and Phillips-Perron tests in the EViews package. These standard tools have been employed to test linear Models (1) and (2).
For Models (3a) and (3b), nonlinear counterparts of the ADF and Phillips-Perron tests have been developed with similar testing procedures. To obtain distributions of the test statistics for the nonlinear models, τ-statistics have been estimated for sample size T = 180 with the use of a sample of 1,000,000 random walks. (1996) . Table 1 reports selected critical values of the τ-statistics. Not infrequently, a time series P rst satisfies more than one model. Then the 'most proper' model is to be selected. Theoretically, one should proceed 'from general to specific,' that is, from the most general Model (3) to Model (2) and then to Model (1), accepting the first significant model in this sequence.
However, the reverse sequence, 'specific to general,' seems more reasonable from the intuitive point of view. If a time series satisfies both Equations (1) and (2), it is reasonable to assume that although constant γ in Equation (2) is statistically significant, it is small and is caused by some accidental reasons (being a statistical artifact) rather than by properties of the process itself. Hence, it is logical to accept Model (1).
Similarly, when a time series satisfies Equations (3a) or/and (3b) and (2) and/or (1), the reason may be a very weak trend, incidentally manifesting itself in the data. Hence, the model without trend should be accepted. Based on these considerations, the specific-to-general approach is applied in this study.
Data
In this study, by a region is meant a federal subject of Russia (among them, the federal cities of Moscow and Saint Petersburg). However, the composite federal subjects (that include or included autonomous okrugs, namely, the Arkhangelsk, Tyumen, and Irkutsk oblasts, and the Perm, Krasnoyarsk, convergence of the Moscow prices with the Russian average changes to divergence and then to stabilization. Table 2 reports the results of the econometric analysis. It contains estimates of significant models only (that is, the models with all parameters being statistically significant and a unit root being rejected by both tests); recall that the specific-to-general approach is applied to select models. Appendix reports the full set of estimates of all four models.
Results
As the table suggests, integration of the Moscow market with the rest of Russia is very poor. It is integrated with markets of 16 regions (8 cases of perfect integration and 8 cases of conditional integration) out of 78, or only one fifth (20.6%). Along with this, there is a tendency to improvement in integration: prices in 12 regions of the country (15.4%) converge to the Moscow prices. Certainly, convergence of prices between some region and Moscow does not necessarily imply that it will eventually equalize prices. The use of the general-to-specific approach practically would not change the pattern. In doing so, as could be expected, the number of perfectly integrated markets decreases (to 5) in favor of conditionally integrated ones; in turn, the latter number diminishes (also to 5) in favor of regions moving towards integration (their number increases to 17). The total number of such regions diminishes by one (because of the change of conditional integration in the Saratov Oblast to price divergence with a very weak trend).
Consistency of results suggested by the ADF and Phillips-Perron tests is fairly high. The discrepancies take place in 23 regressions out of all 312, i.e., in 7.4%. In 20 regressions of the forms (3a) and (3b) as well as in one regression of the form (2), the Phillips-Perron test rejects the unit root hypothesis, while the ADF test does not. In two regressions of the form (1), the ADF test rejects this hypothesis and the Phillips-Perron test does not. It may be guessed that the ADF test has lower power in regressions with the nonlinear trend. However, the check of this guess would need a very effortful comparative study of the power properties of the ADF and Phillips-Perron tests in such regressions. If one would accept this guess to be true, for all that, and focus on the Phillips-Perron test only, the republics of Kalmykia, Dagestan, Northern Ossetia, and Tuva, Kabardian-Balkar Republic, Altai and Krasnoyarsk krays, and Tomsk Oblast enter additionally to the group of regions moving towards integration with the Moscow market, and the Tymen oblast enters to the group of conditionally integrated regions. Then the total number of regional markets integrated (perfectly or conditionally) with Moscow market and moving towards integration with it would rise to 37, that is, to 47 .4% of the total number of regions.
It should be noted that the applied methods of testing for stationarity reject unit roots under more rigorous conditions than methods in common use. If those (using the 'ordinary' Bayesian information criterion with no sample-dependent penalty factor in the ADF test and a kernel-based spectral estimator in the Phillips-Perron test) were applied, the pattern would be much more optimistic. While the number of perfectly integrated regions would remain the same, the number of conditionally integrated regions would increase to 18 and the number of regions moving towards integration with Moscow would increase to 19. The total number of such regions would reach 45 (57.7% out of all regions). The use of the general-to-specific approach would give the same number (with a different grouping of regions). However, according to Perron and Ng (1996) and Ng and Perron (2001) (2) with a constant reflecting transportation costs describes integration with them. At last, the third 'circle' is made up of regions that are very distant from A, if there are such in a given country. 6 Integration with these may be absent. A real pattern, of course, would deviate in a varying degree from the above one. Nonetheless, the former is usually similar in outline (albeit crudely) with the latter.
Only a part of the pattern from Figure 4 that relates to the regions eastward from the Urals conforms to the theoretical pattern, if the following consideration is taken into account. Speaking of Russia, transitional type of its economy should be borne in mind. At present, the Russian market for consumer goods may properly be deemed well-established. However, it was still in the making as recently as in the 5 It is worth noting that this is fairly puzzling. In spite of a rather high price disparity between the Krasnodar Krai and Moscow, the both tests reject unit root in Model (1) at the level of better than 5%. In doing so, they use 12 lags, which causes suspicion of seasonality. However, eliminating seasonality, the results of testing for unit root do not qualitatively change. 6 For instance, Hawaii, some parts of Alaska, and Virgin Islands in the US, the residues of former overseas possessions in few European countries.
beginning of the 2000s. Apparently, this may be an explanation of the fact that convergence of prices with the Moscow ones occurs in a significant number of regions, implying convergence to the spatial equilibrium. It is not inconceivable that price convergence has completed in a number of regions (maybe, even in many of them). However, Model (3) inherently characterizes dynamics of the price differential over the period under consideration as a whole. As the cost of staples basket was less then in Moscow (γ < 0) in all regions moving towards integration with the Moscow market, price convergence implies that, on average over 2001-2015, the cost of the basket rose faster in these regions than in Moscow.
Perfect integration of the Moscow market with markets of a number of northern regions may seem strange. However, as it has been noted before, integration of the regional markets does not necessarily imply direct trade between them. Regional markets can interact through a chain (or, more exactly, a network) of other regions. The long-run path of the price differential of these regions, namely, price parity according to Model (1), can be explained by differences in the structure of retail prices in Moscow and the northern regions. Obviously, the share of transportation costs in prices for goods is much more substantial in these regions. At the same time, the share of the 'nontradable component' is high in the Moscow prices.
The absence of statistical data on distribution costs by region makes it impossible to quantitatively assess it.
However, indirect data can be involved. The average wage in Moscow exceeded the national average by the factor of 1.8-1.9 during 2011 -2015 (Rosstat, 2016 . Approximately the same difference must be in the trade industry. As regards the lease of places of business and storage rooms, it can be judged from scrappy data that rents in Moscow are higher than on average in the country by the factor of 1.5-3. As a result, labor costs and rents increase retail prices in Moscow much greater that by 18.6% as on average in Russia.
7
What is really strange is the absence of integration of the Moscow market with markets of most of regions from Central Russia, even nearby ones. (Because of much higher share of 'nontradable component' in the Moscow prices, market integration here would have to be conditional.) Figure 5 shows time series of average price differential in nonintegrated regions (except for the Magadan Oblast, where the prices diverge from the Moscow ones); it also separately shows the time series for the Moscow Oblast. The price differential averaged over nonintegrated regions is similar to that averaged over all regions in Figure 3 . This is no surprise, as the nonintegrated regions comprise two thirds of the total number of regions. 
Conclusion
In this paper, regional markets for an aggregated good, namely, the staples basket, has been 
