The variogram function is an important measure of the spatial dependenciesof a geostatistical or other spatial dataset. It plays a central role in kriging, designingspatial studies, and in understanding the spatial properties of geological andenvironmental phenomena. It is therefore important to understand the variability attachedto estimates of the variogram. Existing methods for constructing confidenceintervals around the empirical variogram either rely on strong assumptions, such asnormality or known variogram function, or are based on resampling blocks and subjectto edge effect biases. This paper proposes two new procedures for addressingthese concerns: a quasi-block-bootstrap and a quasi-block-jackknife. The new methodsare based on transforming the data to decorrelate it based on a fitted variogrammodel, resampling blocks from the decorrelated data, and then recorrelating. Thecoverage properties of the new confidence intervals are compared by simulation to anumber of existing resampling-based intervals. The proposed quasi-blockjackknifeconfidence interval is found to have the best properties of all of the methods consideredacross a range of scenarios, including normally and lognormally distributed dataand misspecification of the variogram function used to decorrelate the data. 
Introduction
Spatial datasets consist of one or more variables measured at a number of locations defined by a coordinate system. One of the aims of many spatial analyses is to understand how the relationship between the variables measured at two points depends on their positions.
Typically nearby points tend to be similar while distant points are less so, but the way in which the relationship depends on distance can be very different in different examples, and a good understanding of this is crucial in the design and analysis of spatial studies.
The sample variogram is a widely used tool for this purpose (e.g. Cressie and Hawkins 1980) . Variograms can be generalized to the cross-variogram for multivariate data (e.g. Chiles and Delfiner 1999, pp.328-336) , but we will consider situations where a single variable, Z, is measured on a set of points defined in two dimensions. We write Z(s) for the value of Z at a point s. First and second order stationarity is assumed; that is, the first two moments of Z(s) are assumed not to depend on s. It will also be assumed that E [Z(s)] = 0; in practice this would be achieved approximately by subtracting a grand mean or the fitted value from a regression model from each observation. Let h be the distance between two points s 1 and s 2 , defined using the Cartesian or some other metric. The variogram
is assumed to depend only on h and not on s 1 and s 2 . Anisotropic models, in which the variogram also depends on the direction of the vector s 1 − s 2 , are sometimes used but will not be considered here. The covariogram and correlogram are alternative, related representations of spatial dependency, however the variogram has the advantage that it may exist in situations where covariances and variances do not (Cressie, 1993) .
The value of γ(0) is equal to 0. The value of C 0 = lim h↓0 γ(h) (called the nugget parameter) may be non-zero, due to measurement error or discontinuities in the data (for example nuggets or seams in geological data). The variogram generally increases as h increases, with more distant points becoming less correlated. The least upper bound of the variogram is called the sill and will be denoted as C 0 + C. In some models, the variogram will be equal to the sill for h ≥ a, in which case a is referred to as the range of influence. In other cases, the variogram will approach its sill asymptotically, in which case the practical range (or effective range) is defined to be the distance at which the variogram reaches a value of 0.95 times the sill (Oliver and Webster, 2001, pages 117-118) . The marginal variance of Z (if it exists) is equal to (C 0 + C)/2.
The integral range is another measure of the strength of spatial correlations over a region, V , with volume |V |. Let ρ(h) be the correlation between values at points separated by distance h. The integral range is defined by A = ρ(h)dh (Chiles and Delfiner, 1999, pp.73-74) . If A is large compared to |V |, this means that spatial correlations are very pervasive.
To see this, letZ V be the mean of the variable Z over all points in the region. Then the variance ofZ V is equal to the variance that would be obtained by an uncorrelated sample of M observations from V , where M = |V |/A (Chiles and Delfiner, 1999) . Thus, full observation of the spatial field V is in some sense equivalent to M independent observations, at least for the purpose of estimating the mean of Z. The quantity M can be considered to be the "effective sample size" of the region V .
The variogram is commonly estimated by the binned empirical variogram. Suppose that distances h are partitioned into bins (usually non-overlapping) B k , k = 1, ..., K, with midpoints h k . Let h ij = s i − s j be the distance between points i and j, and let P k contain all pairs of points such that h ij ∈ B k . The binned empirical variogram at h k is defined aŝ (Matheron, 1963) . If the bins B k are of width 0 (i.e. if P k only contains points exactly h k apart), then (2) is exactly unbiased for the true variogram. There is a bias when bins are of width greater than 0 (Emery, 2007) , which can be minimized by making the bins narrow enough so that the variogram does not change substantially over h ∈ B k . The binned empirical variogram can be sensitive to outliers and outlier-robust versions have been
proposed (Cressie and Hawkins, 1980; Emery, 2007; Cressie, 1993; Dowd, 1984) ; Lark (2000) evaluated a number of these and recommended the method of Dowd (1984) .
The variogram is usually modelled as a smooth curve with several parameters to be estimated. One benefit of modelling is that most commonly used models guarantee that the modelled variance-covariance matrix of any set of points is positive semi-definite. This is necessary for most kriging methods, and also allows for simulation of data from the model.
Four commonly used variogram models are
(the cubic model) to modelling assumptions, datasets were also generated from a lognormal distribution and a Gaussian variogram. Section 5 contains conclusions.
Review of Resampling-Based Confidence Intervals for Variograms
In resampling methods for variance estimation or confidence intervals, data is resampled from the observed data, or from a model estimated using the observed data, and the statistic of interest (for example, the empirical variogram for a given bin) is calculated for each of these replicate datasets. The variance over the replications of the statistic is used to estimate the variance of the statistic. Commonly used replication techniques include: the nonparametric bootstrap, where observations are selected by simple random sampling with replacement from the original data; the parametric bootstrap where replicate datasets are generated from a model fitted to the population; and the jack-knife, where one observation or a group of observations, is dropped from each replicate. See for example Davison and Hinkley (1997) . Confidence intervals can be constructed by assuming that the statistic is normally distributed. Alternatively, if a bootstrap method is used, confidence intervals can be constructed using the percentiles of the replicate statistics.
Standard nonparametric jack-knife and bootstrap methods assume that data is independent and identically distributed. Sebastyén (2004) applied the standard Bootstrap procedure in conjunction with the percentile method to construct confidence intervals for variograms. This approach is flawed because spatial correlations are not allowed for, so that these confidence intervals would perform poorly unless these correlations are negligible (Tang et al., 2006) .
Parametric bootstraps have been applied to time series data (e.g. see Davison and Hinkley 1997, ch.8) , but less so to spatial data. The parametric bootstrap handles correlated data naturally, provided the multivariate distribution of the data can be correctly specified and estimated (Cressie, 1993, pp.496-497) .
Lahiri (2003) described a range of block resampling procedures for spatial and other dependent data. One example of this is a method of bootstrapping blocks or tiles in two or more dimensions, also discussed by Hall (1985) . The approach is to partition up the space into non-overlapping blocks. Replicates are then constructed by replacing each block's data with the data from another block selected at random from all blocks. Let T i refer to block i,
refer to the statistic of interest calculated using the observed data from all blocks. Let Y * i refer to the bootstrapped observations for block i, equal to Y j(i) where j(i) is selected at random from {1, ..., m}. The bootstrap replicate is then given byθ
• The statistic of interest should be expressible asθ (
whereθ (Y i ) is an estimator of the parameter of interest calculated using only the data in block i.
• The covariances betweenθ (Y i ) andθ (Y j ) are asymptotically negligible when blocks i and j are adjacent, and are zero otherwise.
The first assumption would not be satisfied for many nonlinear statistics, including empirical variograms, although it may be approximately satisfied provided that blocks are large. In the case of estimating variograms, both assumptions probably require that the blocks are large relative to the lags of interest as well as relative to the effective range.
Kunsch ( 
Confidence intervals can be calculated using the normal approximation for eitherγ(h k ) or
The block bootstrap just described creates "edge effects", where the correlations between adjacent points which lie on the edges of two different blocks is much less in the bootstrap samples than in the original data. The effect is negligible as the block size tends to infinity, but can be important in practice. The same is true of the block jackknife, although the effects are probably less severe, as only one block is dropped at a time, with the remaining blocks staying in position. Different variants of block resampling have been proposed to better deal with edge effects. These include so-called post-blackening of time series data, where the residuals of each observation given the preceding observation are resampled, rather than resampling the observations themselves (Davison and Hinkley, 1997, ch.8 by simple random sampling with replacement from U, and were then "re-correlated" using
. Statistics of interest were calculated from the so-called quasi-bootstrap sample Z * and the process repeated many times. The variance over the replicate empirical variograms was then used to estimate the variance of the statistics of interest. The approach was used to estimate variances and calculate confidence intervals for functions of the one-dimensional variogram, and worked reasonably well in a small simulation study. Solow (1985) commented that robustness to mis-specification of the variogram model was an open question. The method could similarly be applied to stationary two-dimensional data, by using a fitted model for the variogram to obtainV. Tang et al. (2006) modified the approach of Solow (1985) and extended it to two dimensional data. The values of U * were generated from independent standard normal distributions rather than by resampling from U. These were then re-correlated using Z propriate coverage levels for confidence intervals for a grand mean parameter, even when the variogram model was mis-specified. The method would be expected to depend to some extent on the data being normally distributed, and this was not evaluated. Shafer and Varljen (1990) proposed a somewhat ad-hoc resampling method for statistics based on spatial data. Resamples were constructed by firstly selecting n/3 points by simple random sampling without replacement from all n points. For each of these points, 3 associated points were selected, "random in orientation and separation distance up to the correlation length". The method was trialled on a dataset of groundwater nitrogen/nitrate concentrations, but has not been validated by a simulation study. Gascuel-Odoux and Boivin (1994), Huisman et al. (2003) and Wingle and Poeter (1993) also made use of this approach.
A number of methods for estimating variogram uncertainty were evaluated in a simulation study in Marchant and Lark (2004) . Several theoretical expressions for the variances of the empirical variogram were compared to simulation estimates of the variances, with both being based on an assumption of normally distributed data.
Two Quasi-Block-Resampling Methods

Quasi-Block-Jackknife
The first step in both methods is to calculate the binned empirical variogram using (2). A variogram model, for example the exponential model (3), is then fitted to the data. This can be done by maximum likelihood, but this requires a full specification of the joint distribution of the spatial field. Instead we suggest using a least squares fit to the binned empirical variogram to estimate the parameters C 0 , C and a. The Newton-Raphson algorithm is the usual method for non-linear least squares, however we found that this often failed to converge in the simulation study in the next section. A grid search procedure can be used instead, where a grid over possible values for the variance, nugget and scale parameters is constructed. A shortfall of the grid search is that the grid must be reasonably coarse to make the computation feasible, resulting in less precise parameter estimates. This would be a problem if the variogram model fit was of interest in its own right, but we will be using it only as a tool to construct confidence intervals, so a grid search may be adequate. In our simulation study, we used a grid of 80 possible values for each of the three parameters, and this seemed to be adequate. For details, see Section 4.1.
The variance-covariance matrixV of the data Z is then calculated according to this fitted model, and a Cholesky decompositionV =LL T is calculated. The data is then transformed
Z. So far, this is identical to the quasi-bootstrap method. However, the quasi-bootstrap method used a simple bootstrap which assumed that the elements of U are independent. If the variogram model is mis-specified, this may not be justified, so a block jackknife can be used instead. This relies on the correlations between blocks having negligible effect, which is a weaker assumption. The method proceeds as follows: (iv) Estimate var [γ k ] using the usual jack-knife approach:
Confidence intervals can be calculated using a normal approximation. Alternatively, var [log (γ k )] can be estimated instead, and confidence intervals constructed based on
A disadvantage of the block jack-knife approach is that the data from each block are not independent, leading to biased variance estimators. This is sometimes called an edge effect, since the dependencies are greatest between observations on either side of the edge between two blocks. The approach described here reduces this problem, because the blocks are dropped from the transformed data U rather than from the original data Z. The values in U from different blocks will be much closer to being independent, because if the assumed variogram model is correct, then every observation in U will be approximately independent.
Quasi-Block-Bootstrap
Again, the first step is to fit a variogram model, calculate the Cholesky decomposition, and transform the data using U =L (iv) Estimate var [γ k ] using the variance over the J bootstrap replicates:
The variance of log (γ k ) can be similarly estimated. Confidence intervals can be calculated using a normal approximation forγ k or log (γ k ), or using a percentile method.
As for the quasi-block-jackknife, this method should be less sensitive to misspecification of the variogram model than the quasi-bootstrap, and less subject to edge effects than the block bootstrap.
Using a Box-Cox Transformation to Deal with Non-Normal Data
The methods described in sections 3.1 and 3.2 did not require any assumption that data is normally distributed. However, the empirical variogram is sensitive to outliers, and this could result in poor confidence intervals if the data is very skewed or heavy tailed. A Box-Cox transformation of the observed data could be used to make the observations more normally distributed. This would mean replacing each observation Z by g(Z) where g belongs to the Box-Cox family:
1/n is the geometric mean of the data, and λ is a parameter to be determined. The method can only be used for data which is strictly positive. The value of λ is typically estimated by maximum likelihood, under the assumption that there exists a λ such that g(Z) is normally distributed. The original data Z would then be transformed to g(Z) using the estimated λ, and the methods of Sections 3.1 and 3.2 would be applied to the transformed data, to give the empirical binned variogram and confidence intervals for g (Z) .
Another approach that could be used for non-normal data is to transform using the empirical distribution function, or a smoothed estimate of the distribution function.
Simulation Study
Methodology
A simulation study was conducted in the R statistical environment (R Development Core Team, 2007) . For each model considered, 500 datasets of 2500 correlated normally distributed values were generated on a 50 by 50 regular square grid. Distances between distinct points ranged from 1 to 69.3. Variables on this spatial field were generated as follows:
(i) Normally distributed values were generated using the exponential variogram model, (3), and the Gaussian variogram model, (4). In each case, the nugget parameter, C 0 , was set to 0.5, and C was set to 2. This implies that the variables have a marginal variance of 1.25. The range parameter, a, was chosen so that the effective range was 0 (i.e. independent data), 2, 5, 10 and 15. The data were generated using the GaussRF function in the RandomFields package (Schlather, 2006) , using the direct matrix decomposition method.
(ii) In addition, lognormally distributed spatially correlated variables were generated by exponentiating the variables from (i) at each point, after multiplying by √ 0.25/ √ 1.25.
This meant that these variables had marginal LN (0, 0.25) distributions. This is a moderately right-skewed distribution, with median 1, mean 1.13 and skewness 1.75.
We found that when the effective range was equal to 15, all of the confidence intervals considered performed poorly in some respect. When this parameter was much greater than 15, none of the confidence intervals were adequate. This is perhaps not surprising. When the effective range is 15, the integral range of the exponential variogram model is equal to A = 2π15 2 /9 = 157.1 (Garrigues et al., 2006 , Table 3 ), so that the effective sample size is given by the area of the region divided by A, giving an effective sample size of 2500/157.1, or just 15.9! In other words, the complete region, even if fully observed, would in a sense contain information equivalent to just 16 independent observations of Z.
The binned empirical variogram, (2), was calculated for each simulation and variable.
The first 3 bins were defined to be of width zero and contain the values 1, √ 2 and 2.
This was done because the data are on a regular grid with unit spacing, so that there were many pairs of points whose distances are exactly equal to these values, but no pairs whose distances lie between these values. Subsequent bins were intervals of width 1 up to a distance of 10, and then width 2 up to a distance of 40. Thus the midpoints of the bins were {1, √ 2, 2, 2.5, 3.5, ..., 9.5, 11, 13, 15, ..., 39}.
Variance estimates for the log of the binned empirical variogram at each midpoint were calculated using 5 methods:
• A block jack-knife. The 50 by 50 grid was partitioned into 25 square blocks each of size 10 by 10. For each simulated dataset, 25 jack-knife variograms were estimated by dropping one square at a time. The variance ofv ar [log (γ(h k ))] was estimated as described in Section 2.
• A block bootstrap. The 50 by 50 grid was partitioned into 25 square blocks each of size 10 by 10. The variance ofv ar [log (γ(h k ))] was estimated as described in Section 1.
• A quasi-bootstrap, using the method of Solow (1985) described in Section 1. The • A quasi-block-jackknife, as described in Section 3.1, using the same fitted exponential variogram model.
• A quasi-block-bootstrap, as described in Section 3.2, using the same fitted exponential variogram model.
The bootstrap methods were all calculated using 100 replicates. 90% confidence intervals for the log of the variogram were calculated using the normal approximation, and then exponentiated to give confidence intervals for the variogram.
This method for confidence interval calculation was used for the normally distributed, and log-normally distributed variables. For the latter variables, a Box-Cox transformation approach was also evaluated. The boxcox function in the MASS package in the R statistical environment (R Development Core Team, 2007) was used with default settings, to maximise the likelihood over λ ∈ {−2, −1.9, −1.8, ..., 2} assuming independent data. (The assumption of independence is not satisfied for spatial data, but the resulting estimate of λ is still thought to be reliable enough for our purposes.) The original data Z was transformed to g(Z) using the estimated λ, and the above 5 methods were used to give confidence intervals for the
variogram of g(Z).
The non-coverage rates of the intervals were estimated for each bin for each simulation, by taking the proportion of the 500 cases where the confidence interval did not cover the true value of the variogram. For convenience, in calculating coverage, the true variogram for each bin was approximated by the mean over the 500 replicates of the empirical variogram for the bin. We found that this was a very good approximation for the true variogram provided the bin is sufficiently narrow so that γ(h) does not vary significantly over the bin, which was the case for our bin ranges. Figure 1 shows the true variogram for exponential models with effective range 0 (uncorrelated data), 2, 5, 10 and 15. The figure also shows the upper and lower 5th percentiles and 25th percentiles of the empirical variograms over the 500 simulations. It can be seen that for uncorrelated data, the variability of the empirical variogram is about the same for all bins. As the effective range increases, so that there are higher correlations in the dataset, a fanning out pattern is evident, with greater variability associated with longer distances. Figure 2 shows the non-coverage rates of the various confidence intervals over the 500 simulations. All of the confidence intervals did well for uncorrelated data, as would be expected, but had higher non-coverage as the effective range increased. The quasi-blockjackknife consistently had the coverage closest to the nominal 10% rate, followed by the quasi-bootstrap, the quasi-block-bootstrap, the block jack-knife and the block bootstrap.
Results
True Variograms and Variability of Empirical Variograms
Insert Figure 1 about here Coverage when Exponential Variogram Model is Correct and Data are Normal
The block bootstrap was clearly the worst performer, presumably because edge effects were substantial when the effective range was 5 or more. It should be noted that this is not the situation for which the block bootstrap is designed, as correlations across blocks are clearly not negligible.
Insert Figure 2 about here Exponential Variogram Model is Incorrect and Data are Normal
The quasi-resampling methods work by fitting an exponential variogram model to the observed data. In practice, the true variogram is likely to differ from the exponential model to some extent. Figure 3 shows the non-coverage of the various confidence intervals when the data was generated by a Gaussian variogram model with effective range of 2, 5 or 10.
All five methods were adequate when the effective range was 2. For longer effective ranges, only the quasi-block-jackknife gave acceptable coverage levels.
Insert Figure A number of other confidence interval methods have also been evaluated. A standard bootstrap, where individual observations were resampled ignoring spatial location, had very high non-coverage except when the effective range was 0. A parametric bootstrap was implemented, with multivariate normally distributed data simulated using the fitted exponential variogram model. This performed very similarly to the quasi-bootstrap when the data was normal, but substantially worse when the data was lognormal. The block bootstrap and quasi-block-bootstrap shown were calculated using fixed blocks. The data was divided up into 25 blocks, and these blocks were effectively interchanged at random. Moving block bootstraps were also calculated, where the donor blocks could be any 10 by 10 block in the region. The results were very similar to the fixed block bootstraps. Percentile confidence intervals were also calculated for the 3 bootstrap methods, giving a slight improvement over the normal approximation confidence intervals shown in the figures.
Discussion
A range of methods have been proposed for calculating confidence intervals for statistics calculated from spatial data, but their applicability to empirical variograms has been given relatively little attention. These methods include the block bootstrap, the block jackknife and the quasi-bootstrap. The simulations described in this paper show that all of these methods, as well as new quasi-block-bootstrap and quasi-block-jackknife methods developed in this article, perform reasonably well when the effective range is short (1/25 of the width of a square region). For longer range dependency, the block jackknife performs less well while the block bootstrap performs very poorly. The quasi-bootstrap gives close to correct coverage when the assumed variogram model is correct, but is sensitive to mis-specification of this model. The new quasi-block-jackknife was clearly the best performer out of the methods considered, and was the only method with good coverage properties, in all of the scenarios considered except when the effective range was 20% or more of the region width (in this case all of the methods performed poorly). It was robust both to non-normality and to mis-specification of the variogram function. 
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