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Abstract 
Benison, Alexander Martin (Ph.D., Psychology and Neuroscience) 
INSULAR CORTEX: FUNCTIONAL MAPPING AND ALLODYNIC 
BEHAVIOR IN THE RAT 
Thesis directed by Associate Professor Daniel S. Barth 
  
The insular cortex is the often forgotten 5th lobe of the brain, and 
examination of its functional anatomy as well as its role in behavior is still in 
its infancy.  To elucidate these unknown details a complete mapping of the 
functional anatomy of the caudal granular insular cortex (CGIC), as well as 
its relative position to other somatosensory maps was undertaken revealing 
its mislabeling as the parietal ventral region (PV).  Using this unprecedented 
localization of CGIC, targeted lesions revealed its role in the maintenance of 
long-term allodynia in the chronic constriction injury (CCI) model of 
neuropathic pain.  In addition the efferent outputs were examined using 
neuroanatomical tract tracing techniques.  Using this knowledge as an 
anatomical blueprint, a possible spinal-cortico-spinal loop was uncovered 
using laminar multi-unit analysis of the lumbar dorsal horn combined with 
evoked stimulation and inhibition of sciatic, CGIC, and primary 
somatosensory cortex (SI).  Further, an electrophysiological signature of 
disinhibition was seen in CGIC two weeks post CCI, which was verified with 
laminar multi-unit analysis and protein analysis.  Acute disinhibition of 
CGIC mimicked cold allodynia behavior in an operant two-plate temperature 
    
 
iv 
discrimination task.  These data suggest that disinhibition of CGIC plays a 
critical role in the maintenance of allodynia following CCI in the rat.  
 v 
This work is dedicated to my parents Frank Benison and Pamela Benison.  
With out their love, support and parenting I would never have completed my 
studies.  It is also dedicated to the rats whom gave the ultimate sacrifice to 
further the scope of our scientific knowledge. 
  
    
 
vi 
Acknowledgements 
The help of my principle investigator, mentor and friend Dr. Daniel 
Barth was critical for the entirety of the work presented in this dissertation.  
In addition direct help from Dr. Linda Watkins, Dr. John Christianson, 
Krista Rodgers, Tim Chapman, Brittany Thompson, Serga Chumachenko, 
Jacqueline Harrison, Emily Sandsmark, Andrea Klein and Zach Smith was 
also indispensable.  
    
 
vii 
Table of Contents 
ABSTRACT	  ..............................................................................................................................................	  III	  
ACKNOWLEDGEMENTS	  ......................................................................................................................	  VI	  
TABLE	  OF	  FIGURES	  ..............................................................................................................................	  IX	  
CHAPTER	  I	  ................................................................................................................................................	  1	  INTRODUCTION	  ..........................................................................................................................................................	  1	  
Multiple	  somatosensory	  representations	  in	  rodent	  cortex	  ................................................................	  1	  
Nomenclature:	  Parietal	  Ventral	  Cortex	  to	  Insular	  Cortex	  .................................................................	  3	  
Insular	  Cortex	  and	  Neuropathic	  pain	  ..........................................................................................................	  7	  Superspinal	  modulation	  of	  neuropathic	  pain:	  ......................................................................................................................	  9	  
CHAPTER	  II	  ............................................................................................................................................	  16	  HEMISPHERIC	  MAPPING	  OF	  SECONDARY	  SOMATOSENSORY	  CORTEX	  IN	  THE	  RAT	  .....................................	  16	  
Abstract	  ..................................................................................................................................................................	  16	  
Introduction	  ..........................................................................................................................................................	  17	  
Materials	  and	  Methods	  ....................................................................................................................................	  19	  Animals	  and	  Surgery	  ....................................................................................................................................................................	  19	  Stimulation	  ........................................................................................................................................................................................	  20	  Evoked	  Potential	  Recording	  ......................................................................................................................................................	  21	  Data	  Collection	  and	  Analysis	  .....................................................................................................................................................	  22	  
Results	  .....................................................................................................................................................................	  23	  
Discussion	  ..............................................................................................................................................................	  41	  
CHAPTER	  III	  ..........................................................................................................................................	  50	  CAUDAL	  GRANULAR	  INSULAR	  CORTEX	  IS	  SUFFICIENT	  AND	  NECESSARY	  FOR	  THE	  LONG-­‐TERM	  MAINTENANCE	  OF	  ALLODYNIC	  BEHAVIOR	  IN	  THE	  RAT	  DUE	  TO	  MONONEUROPATHY.	  .................................	  50	  
Abstract	  ..................................................................................................................................................................	  50	  
Introduction	  ..........................................................................................................................................................	  51	  
Materials	  and	  Methods	  ....................................................................................................................................	  53	  Evoked	  potential	  mapping	  .........................................................................................................................................................	  54	  Spinal	  multi-­‐unit	  recording	  during	  stimulation/inactivation	  of	  CGIC	  and	  SI.	  .....................................................	  56	  Chronic	  insular	  lesions.	  ...............................................................................................................................................................	  57	  Chronic	  constriction	  injury	  and	  behavioral	  tests.	  ............................................................................................................	  58	  Histology.	  ...........................................................................................................................................................................................	  61	  Neuronal	  tracing.	  ............................................................................................................................................................................	  61	  Analysis.	  .............................................................................................................................................................................................	  62	  
Results	  .....................................................................................................................................................................	  64	  Areal	  delineation	  of	  primary,	  secondary	  and	  insular	  sensory	  cortex	  .....................................................................	  64	  Anatomical	  and	  functional	  verification	  of	  excitotoxic	  CGIC	  lesions	  .........................................................................	  68	  The	  effect	  of	  CGIC	  lesions	  before	  and	  after	  CCI	  .................................................................................................................	  71	  Efferent	  projections	  of	  CGIC	  ......................................................................................................................................................	  81	  The	  effect	  of	  CGIC	  efferent	  projections	  on	  multiunit	  responses	  of	  the	  lumbar	  dorsal	  horn	  .........................	  92	  
Discussion	  ..............................................................................................................................................................	  99	  
CHAPTER	  IV	  .........................................................................................................................................	  106	  DISINHIBITION	  OF	  CAUDAL	  GRANULAR	  INSULAR	  CORTEX	  AS	  A	  POSSIBLE	  MECHANISM	  FOR	  MAINTENANCE	  OF	  ALLODYNIA	  ..........................................................................................................................	  106	  
Abstract	  ...............................................................................................................................................................	  106	  
Introduction	  .......................................................................................................................................................	  106	  
Methods	  ...............................................................................................................................................................	  108	  
    
 
viii 
Chronic	  constriction	  injury	  .....................................................................................................................................................	  108	  CGIC	  multi-­‐unit	  recording	  .......................................................................................................................................................	  109	  Tissue	  Homogenate	  Preparation	  ..........................................................................................................................................	  110	  Western	  Blot	  .................................................................................................................................................................................	  110	  Operant	  temperature	  preference	  task	  ...............................................................................................................................	  111	  Cannula	  placement	  and	  microinjection	  .............................................................................................................................	  112	  
Results	  ..................................................................................................................................................................	  113	  Multi-­‐unit	  electrophysiological	  characterization	  of	  sciatic	  evoked	  responses	  in	  chronic	  constriction	  injured	  animals	  and	  sham	  CCI	  animals	  .............................................................................................................................	  113	  Changes	  in	  GAD2	  expression	  in	  CGIC	  2	  weeks	  post	  CCI	  .............................................................................................	  130	  Operant	  temperature	  preference	  changes	  due	  to	  CCI	  and	  CGIC	  disinhibition	  .................................................	  133	  
Discussion	  ...........................................................................................................................................................	  137	  
CHAPTER	  V	  ..........................................................................................................................................	  140	  CONCLUSION	  .........................................................................................................................................................	  140	  
REFERENCES	  .......................................................................................................................................	  149	  
 
 
 ix 
Table of Figures 
FIGURE 1.1 ........................................................................................ 5	  
FIGURE 2.1 ...................................................................................... 26	  
FIGURE 2.2 ...................................................................................... 30	  
FIGURE 2.3 ...................................................................................... 34	  
FIGURE 2.4 ...................................................................................... 38	  
FIGURE 2.5 ...................................................................................... 40	  
FIGURE 3.1 ...................................................................................... 67	  
FIGURE 3.2 ...................................................................................... 70	  
FIGURE 3.3 ...................................................................................... 74	  
FIGURE 3.4 ...................................................................................... 77	  
FIGURE 3.5 ...................................................................................... 80	  
FIGURE 3.6 ...................................................................................... 83	  
FIGURE 3.7 ...................................................................................... 86	  
FIGURE 3.8 ...................................................................................... 88	  
FIGURE 3.9 ...................................................................................... 91	  
FIGURE 3.10 .................................................................................... 95	  
FIGURE 3.11 .................................................................................... 98	  
FIGURE 4.1 .................................................................................... 115	  
    
 
x 
FIGURE 4.2 .................................................................................... 119	  
FIGURE 4.3 .................................................................................... 121	  
FIGURE 4.4 .................................................................................... 123	  
FIGURE 4.5 .................................................................................... 125	  
FIGURE 4.6 .................................................................................... 127	  
FIGURE 4.7 .................................................................................... 129	  
FIGURE 4.8 .................................................................................... 132	  
FIGURE 4.9 .................................................................................... 136	  
 1 
Chapter I 
Introduction 
Multiple somatosensory representations in rodent cortex 
Somatosensory cortical representations have been an important tool in 
understanding how the brain processes external stimuli and have thus been 
extensively examined throughout the history of neuroscientific research.  
Primary somatosensory cortex (SI) has been mapped both functionally and 
anatomically using a multitude of techniques across many different species 
with great precision and accuracy.  In 1940 future Nobel Laureate, Edgar 
Adrian was the first to observe a second somatic representation of the foot, 
distinct from SI, in cat sensory cortex (Adrian 1940).  This discovery 
prompted Woolsey to map primary and secondary cortices (SII) in mouse, rat 
and rabbit, in all of which he was able to confirm a separate somatotopic map  
(Woolsey and Wang 1945; Woolsey and LeMessurier 1948; Woolsey 1967).  In 
1954 Jasper and Penfield probed human cortical areas adjacent to SI using 
electrical stimulation in awake patients during neurosurgical procedures 
(Penfield 1954).  These patients reported somatic sensations due to the 
electrical stimulation which suggested multiple body representations were 
also present in humans.  Then, in 1979 Woolsey et al. mapped secondary 
somatosensory cortex in humans by using peripheral stimulation and 
recording the somatosensory evoked potentials (SEP), not only confirming its 
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existence in humans, but offering an early glimpse at its somatotopy 
(Woolsey and Wang 1945; Woolsey and LeMessurier 1948; Woolsey 1967; 
Woolsey, Erickson et al. 1979) (Woolsey, Erickson et al. 1979). 
All of these early discoveries confirmed the existence of at least two 
distinct somatosensory regions of cortex in both animals and humans.  Since 
then however there has been a considerable amount of disagreement and 
confusion in the literature as to how exactly these different representations 
are oriented and divided, especially in rodents (Burton, Mitchell et al. 1982; 
Burton 1986; Burton and Robinson 1987; Fabri and Burton 1991; Fabri and 
Burton 1991; Remple, Henry et al. 2003). This has become problematic 
because due to rodents complex and extensive somatic system they are often 
the source of primary scientific research into the basic functioning of the 
somatosensory system and its underlying neural mechanisms.  Further 
complicating the literature, later investigations in the rat uncovered a third 
representation that was positioned more laterally to SII called the parietal 
ventral area (PV) (Li, Florence et al. 1990; Fabri and Burton 1991; Remple, 
Henry et al. 2003).  As will be discussed in chapter II, due to the varying 
techniques used to map PV and SII there existed various conflicting reports 
of the parcellation and areal layout of their receptive fields (Burton, Mitchell 
et al. 1982; Burton 1986; Burton and Robinson 1987; Fabri and Burton 1991; 
Fabri and Burton 1991; Remple, Henry et al. 2003).  The goal of the first 
study, presented in chapter II was to use SEP’s and a novel 256 channel 
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surface mapping array to obtain a complete map of the rat cortex in an 
unprecedented manner.  The advantage of this technique over the previous 
mapping attempts was our ability to map the somatic responses covering the 
vast majority of a hemisphere of cortex simultaneously, thus revealing not 
only their areal layout, but also their exact relation to each other and relative 
amplitude of response.   
Nomenclature: Parietal Ventral Cortex to Insular Cortex 
In the study presented in chapter II we were able to demarcate the 
functional boundaries of SI, SII and PV.  In doing so it raised the question of 
why there would be three distinct regions, and more specifically what the 
much less investigated PV region’s functional significance could be.  By 
comparing the newly remapped somatosensory data from our first study with 
the surface cortical maps of many previous electrophysiological and 
cytoarchatectual studies we came to the conclusion that PV existed in the 
insular lobe, and not in the previously assumed parietal lobe.  The 
relationship between various cortical surface maps of the rat and our findings 
in chapter II can be seen in Figure 1.1.  
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Figure 1.1. Relationship of PV to areal maps of rat cortex. A 
ratunculas from the present study is superimposed onto areal maps from 
numerous investigators to show the approximate relationship of PV to 
relevant areas. A) Krieg (Krieg 1946). PV falls rostral to Krieg’s area 20 and 
lateral to area 40, centered within insular areas 13 and 14. B) Zilles and 
Wree (Zilles and Wree 1985). A flattened tangential cortical section provides 
a two-dimensional map comparable to the present functional maps. Again PV 
falls within insular areas. C) Zilles and Wree (Zilles and Wree 1985). PV fall 
within insular cortex, specifically the agranular insular posterior area (AIP) 
just rostral to the auditory belt cortex (Te3) and lateral to secondary 
somatosensory cortex (Par2). D) Palomero-Gallagher and Zilles, (Palomero-
Gallagher and Zilles 2004). PV is still placed in AIP, but now overlap another 
area, the ventral caudal part of parietal cortex (ParVC). E) McDonald, et al. 
(McDonald, Shammah-Lagnado et al. 1999). PV falls within the posterior 
insular cortex, mainly within the parieto-ventral area (PV). Most of PV falls 
within the parietal rhinal cortex (PaRh). F) Shi and Cassel, (Shi and Cassell 
1998). PV overlaps the posterior insular cortex (defined as granular and 
dysgranular parietal insular cortex, gPA and dPA), as well as, the agranular 
parietal insular cortex (aPA).  
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Figure 1.1 
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A number of cytoarchitectonic, hodological, and functional studies of 
the rat insular region have yielded a variety of proposed areal parcellations 
(Deacon, Eichenbaum et al. 1983; Guldin and Markowitsch 1983; Shi and 
Cassell 1997; McDonald 1998; Shi and Cassell 1998; McDonald, Shammah-
Lagnado et al. 1999; Aleksandrov and Fedorova 2003). A common agreement 
among these studies is that the insula straddles the rhinal sulcus and may be 
divided into “anterior insular cortex”, extending approximately between 
Bregma +2.5 and -1.0 mm), and “caudal insular cortex”, between Bregma 
levels -1.0 and -3.5 (McDonald, Shammah-Lagnado et al. 1999). Anterior 
insular cortex is generally considered to be involved in gustatory and visceral 
functions (Kosar, Grill et al. 1986; Cechetto and Saper 1987; Fabri and 
Burton 1991; Shi and Cassell 1997; McDonald 1998; McDonald, Shammah-
Lagnado et al. 1999), while posterior insular cortex is thought to be involved 
in somesthesis (McDonald 1998; Shi and Cassell 1998; McDonald, Shammah-
Lagnado et al. 1999). Hodological evidence for the somatosensory function of 
posterior insular cortex in rats indicates projections to (Guldin and 
Markowitsch 1983; Fabri and Burton 1991; Paperna and Makach 1991; 
McIntyre, Kelly et al. 1996) and from (Akers and Killackey 1978; Guldin and 
Markowitsch 1983) SI and SII. Functional evidence for the somatosensory 
responsiveness of the posterior insula came initially from microelectrode 
mapping studies, indicating a somatotopic organization of cells in this region, 
termed the parietoventral area (PV), that form an inverted representation of 
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the body mirroring the more medial body representation of SII (Remple, 
Henry et al. 2003). Results found in chapter II derived essentially the same 
conclusion except for one important distinction, the somatotopic map of PV 
was isolated within the posterior insula and clearly separated from SII which 
was well within parietal cortex (Benison, Rector et al. 2007). These results 
suggest that area PV may be equivalent to the posterior somatosensory 
insula1. 
Insular Cortex and Neuropathic pain 
Damage to the peripheral or central somatosensory system puts a 
patient at risk to develop neuropathic pain.  Recently described as, “pain 
arising as a direct consequence of lesion or disease affecting the 
somatosensory nervous system” (Treede, Jensen et al. 2008) neuropathic pain 
arises from a wide range of anatomical and physiological mechanisms.  While 
having different origins, the convergent symptomology of allodynia, 
hyperalgesia and spontaneous pain are the hallmark of all neuropathic pain 
conditions.  This universal phenotype of altered pain perception and behavior 
not only adversely affect the individuals who have it, but it also seems to 
respond to pharmacological intervention differently than acute pain does.  
Three of the first-line class of drugs that are currently used to treat chronic 
pain are; (1) opiates, (2) antidepressants, and (3) anticonvulsants.  The 
                                            
1 In chapter II this region will be referred to as PV, in all other chapters it will 
be referred to as insular cortex or more specifically, caudal granular insular 
cortex (CGIC). 
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efficacy of these drugs is often measured by the number of patients needed to 
treat for one patient to have a 50% decrease in pain (NNT), and number 
needed to treat before one patient drops due to adverse side effects (NNH).  
In the most recent systematic review and meta-analysis of these major 
classes of drugs, the NNT was between 3-8 depending on the study and the 
drug, and the NNH was between 9-21(Finnerup, Sindrup et al. 2010).  This 
illustrates that even the best pharmacological interventions take 3-8 patients 
before even one patient receives alleviation of only 50% of their pain!  While 
there has been a 66% increase of new randomized placebo-controlled studies 
since 2005, there has been no change in the average NNT of these 
treatments, supporting the fact that the current drug treatments for 
neuropathic pain are insufficient and are not improving (Finnerup, Sindrup 
et al. 2010).  Alpha-2-delta binding agents, pregabalin and gabapentin are 
the most commonly prescribed first-line drug for neuropathic pain.  They are 
thought to bind to the voltage gated α2δ Ca(2+) channels in the nervous 
system, imparting their action via generalized depression of the central 
nervous system.  Interestingly, recently pregabalin has been shown to exert 
its effect on the spinal nerve ligation (SNL) model of neuropathic pain via a 
superspinal mechanism (Bee and Dickenson 2008). And its mitigation of c-
fiber windup, a possible mechanism for neuropathic pain, has also been 
shown to be superspinally mediated (You, Lei et al. 2009).  The vast majority 
of pain research in animal models has focused on the spinal cord to find 
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potential developmental mechanisms, drug actions and changes due to the 
neuropathic pain state, but these and other studies point to a potential 
superspinal mechanism. 
 
Superspinal modulation of neuropathic pain:   
While research into the mechanisms of neuropathic pain is a relatively 
new topic in neuroscience, for most of its existence the primary target of 
research has been on the interplay between primary afferents and the dorsal 
spinal cord.  In fact, a search on PubMed using the key words “spinal cord” 
and “neuropathic pain” revealed 1612 results, in stark contrast a search 
using “superspinal” and “neuropathic pain” only brought up 113 results.  
While this is by no means an exhaustive meta-analysis of the literature, it 
serves as an illustrative example of the inequity in the allocation of research 
resources.  As we alluded to before, the wide constellation of initial peripheral 
insults or diseases that can eventually lead to neuropathic pain all share 
similar endpoint symptoms and behaviors related to those symptoms.  This 
convergent phenotype may be mediated by an underlying convergent 
mechanism for the transition from acute pain to chronic pain, yet after all the 
focus on the spinal cord, this mechanism has yet to be uncovered.  Further, if 
the mechanism was confined to the spinal cord one would be hard pressed to 
explain extra-spinal chronic neuropathies such as trigeminal and facial 
neuralgia and atypical pain, tempromandibular joint pain, migraines and 
cluster headaches, and the multitude of other orofacial pain syndromes, 
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which do not involve any spinal cord neurons.  Most of the superspinal pain 
research has focused on the brainstem including, the rostral ventralmedial 
medulla-periaqueductal gray  (RVM-PAG) descending modulatory system, as 
well as the dorsal reticular nucleus (DRt) and the ventral lateral medulla 
(VLM).  These structures can modulate, via ON and OFF cells and 
descending projections, the nociceptive threshold of dorsal horn 
somatosensory circuits (for review see, (Heinricher, Tavares et al. 2009)). 
Pain is a multidimensional experience that encompasses sensory 
discriminative, affective motivational, and cognitive evaluative components.  
The medullary to spinal loop can not operate in a vacuum as it is unlikely 
that either the dorsal horn or the medulla has the neuronal capacity to 
perceive, anticipate and integrate the large amounts of external sensory as 
well as internal, autonomic, immunological, limbic, motivational and arousal 
stimuli that are all components of the pain experience.  Along these lines, 
recent advances in imaging technology have lead to the examination of 
diencephalic and telencephalic regions involved in pain perception.  Some of 
these include, but are not limited to; the ventral posterior lateral (VPL), 
ventral posteromedial (VPM) and posterior nucleus (PO) of the thalamus, the 
anterior cigulate cortex (ACC), primary (SI) and secondary (SII) 
somatosensory cortex, the rostral agranular insular cortex (RAIC), and the 
posterior granular insula (PGI) which includes the recently discovered caudal 
granular insular insular cortex (CGIC).  Of these cortical areas, one that has 
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received very little primary research attention and one that is suited to 
directly receive all the necessary input, has the inherent ability to integrate 
this wide array of information and has the efferent connections to modulate 
chronic pain, is the posterior insular cortex.  
Historically the insula has been shown to be involved in two clinical 
pain syndromes, the first, asymbolia for pain syndrome, is a condition in 
which individuals can recognize noxious stimuli as painful but exhibit 
inappropriate affective responses and have difficulty in appraising the 
meaning and significance of such stimuli, it is thought to be caused by an 
interruption of sensory information to the limbic system brought on by 
insular lesions (Berthier, Starkstein et al. 1988) The second, pseudothalamic 
pain disorder, in which the patient develops spontaneous hemi-body pain, is 
thought to arise from the interruption of pathways between the insula and 
the dorsal thalamus (Schmahmann and Leifer 1992).  It must be noted that 
these clinical syndromes brought on by stroke lesions often involve very large 
regions of both anterior and posterior insula as well as various other cortical 
and subcortical regions.  Recent advances in positron emission tomography 
(PET) and functional MRI (fMRI) have confirmed the involvement of the 
insula in the processing of painful stimuli, by showing bilateral activation 
during painful stimuli in the insula and SII.  Two distinct activation zones 
have been shown (1) in the anterior insula (similar to rat’s RAIC) and, (2) in 
the posterior insula on the boundary with SII (Casey, Minoshima et al. 1994; 
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Baron, Baron et al. 1999; Peyron, Laurent et al. 2000).  The close anatomical 
proximity of SII and posterior insula and the limitations in spatial resolution 
of the aforementioned imaging techniques have prevented a clear distinction 
of these two areas, leading to a propensity to label this area the operculo-
insular cortex, parietal insular cortex,or simply SII in the literature (Shi and 
Cassell 1998; Peyron, Laurent et al. 2000).  Although there are cortical brain 
regions that are consistently activated by pain, also known as the “pain 
matrix”, the insula is the most frequently activated cortical area in fMRI 
studies (Apkarian, Bushnell et al. 2005). The posterior granular insular 
cortex is the only region of insular cortex that receives direct connections 
from the posterior thalamic nuclei and is thus the only insular region 
considered to be a part of the sensory discriminative system.  Most of these 
imaging studies focus on acute pain, and while this is a very interesting and 
fundamental role of the insula, which is complex and not fully understood, its 
role in chronic pain is investigated in experiments presented in chapter III.  
Interestingly, a recent human imaging and cortical thickness study has 
shown that the posterior and the anterior insula undergo inverse structural 
and functional modulation in response to neuropathic pain (DaSilva, Becerra 
et al. 2008).  Compaired to healthy controls brush evoked allodynia caused an 
increase of the BOLD signal in contralateral posterior insula, and a 
decreased activation in the anterior insula.  Further, bilateral cortical 
thickening colocalized with brush evoked activation was observed in the 
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neuropathic patient’s posterior insula, in contrast to the cortical thinning 
that was colocalized with the contralateral anterior insula’s deactivation.  
Cortical thickening, while somewhat controversial, has been implicated in 
learning and neuroplastic events in humans as well as animals, and may be 
caused by dendritic sprouting and hyperactivation.  For example, motor 
learning in humans (Doyon and Benali 2005), as well as rats (Anderson, 
Eckburg et al. 2002), has been shown to initially increase cortical thickness. 
This data hints at possible neuroplastic changes occurring in the posterior 
insula during the transition from acute to chronic pain, that could underlie 
its role as a neuromodulatory hub for neuropathic pain states. 
In animal studies the rostral agranular insular cortex (RAIC) has been 
studied in relation to pain and chronic pain.  The RAIC has been implicated 
as an important locus for nociceptive input and modulation, however the 
nociceptive trigger that activates this region is not fully understood (Burkey, 
Carstens et al. 1996; Burkey, Carstens et al. 1999; Jasmin, Rabkin et al. 
2003; Jasmin, Burkey et al. 2004; Coffeen, Lopez-Avila et al. 2008; Coffeen, 
Manuel Ortega-Legaspi et al. 2010).  In rats, as in humans, the insula 
constitutes a very large amount of cortical real estate and is divided into 
multiple cytoarchitectual, anatomical and functionally distinct regions along 
its rostral to caudal extent.  While the RAIC lies in the rostral agranular 
region of the insula, there is a cytoarchatectually, anatomically and 
functionally distinct region in the PGI (Shi and Cassell 1998).  In fact, 
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electrical stimulation of the posterior insula in patients with temporal lobe 
epilepsy elicits both painful and non-painful sensations, and shows a 
propensity to somatotopic organization (Ostrowsky, Magnin et al. 2002; Afif, 
Hoffmann et al. 2008; Mazzola, Isnard et al. 2009). Experiments in chapter II 
revealed a complete somatotopically organized ratunculous in CGIC 
(Benison, Rector et al. 2007; Rodgers, Benison et al. 2008).  This has allowed 
us to target the newly characterized CGIC, both electrophsyiologically, 
pharmacologically and behaviorally, with unprecedented accuracy and 
precision, which has paved that way for series of experiments, presented in 
chapter III and IV, to uncover the role of the posterior insula in chronic pain 
as well as a possible cellular mechnism.  The posterior insula represents a 
novel locus of study for the transition of acute to chronic pain and while it has 
been implicated in the human imaging literature to date no animal studies, 
outside our lab, have been done on the CGIC.  By fully mapping CGIC with 
the precision and the simultaneous hemispheric perspective we are afforded 
by the 256 channel array, we are in a unique situation to develop a new, 
functionally (not stereotaxically) directed method for targeting and lesioning 
CGIC in rats, which has allowed us to begin to ask questions as to the 
function of CGIC in chronic pain. The model of neuropathic pain used in 
chapter III and IV was chronic constriction injury (CCI) which involves tying 
4 loose chromic gut ligatures around the sciatic nerve.  This model is ideal for 
testing the transition from acute to chronic pain because it has an initial 
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phase that last about two weeks, in which the animals are in acute post 
operative pain and which has been referred to as the induction phase, which 
after >14 days, seems to shift from acute to chronic pain, which is often 
referred to as the maintenance phase.  In these experiments our main 
behavioral measure in chapter III was allodynia which is pain caused by a 
normally innocuous stimulus, measured by withdrawal to Von Frey hair 
stimulation.  In chapter IV we investigated a novel behavioral assay for 
chronic pain, operant temperature discrimination.  This test addresses 
criticisms of the passive, spinal reflexive nature Von Frey allodynia testing 
and also looks at the relationship between cold and mechanical allodynia.  
Preliminary work is also presented in chapter IV examining a potential role 
for disinhibition of CIGC as a possible molecular mechanism for the 
maintenance of allodynic behavior. 
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Chapter II 
 
Hemispheric Mapping of Secondary Somatosensory 
Cortex in the Rat2 
Abstract 
This study used high resolution hemispheric mapping of somatosensory 
evoked potentials to determine the number and organization of secondary 
somatosensory areas in rat cortex. Two areas, referred to as SII and PV 
(parietoventral) 3, revealed complete (SII) or nearly complete (PV) body maps. The 
vibrissa and somatic representation of SII was upright, rostrally oriented, and 
immediately lateral to primary somatosensory cortex (SI), with a dominant face 
representation. Vibrissa representations in SII were highly organized, with the 
rows staggered rostrally along the medio-lateral axis. Area PV was approximately 
one fifth the size of SII, and located rostral and lateral to auditory cortex. PV had a 
rostrally oriented and inverted body representation that was dominated by the 
distal extremities, with little representation of the face or vibrissae. These data 
support the conclusion that in the rat, as in other species, SII and PV represent 
anatomically and functionally distinct areas of secondary somatosensory cortex.  
                                            
2 Benison, A. M., D. M. Rector, et al. (2007). "Hemispheric mapping of secondary 
somatosensory cortex in the rat." J Neurophysiol 97(1): 200-207. 
3 In this chapter the caudal granular insular cortex (CGIC) will be referred to as the 
parietoventral (PV) region of secondary cortex.  This was in line with the traditional 
nomenclature in the rat secondary somatosensory literature at the time of 
publication, and reflects the evolution of our knowledge of the region.   
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Introduction 
Sensory cortex in the rat, as in other species, is divided into primary and 
secondary regions, based on differences in thalamocortical and intracortical 
connectivity, areal organization, and function (Burton 1986; Johnson 1990). The 
anatomy of primary somatosensory cortex in the rat (SI) has been well 
characterized and forms a single somatotopically organized representation of the 
body with the hindquarters pointed medially, the limbs rostrally, and the facial 
representation dominated by the more lateral and extensive posteromedial barrel 
subfield (PMBSF; (Chapin and Lin 1990).  In contrast to primary somatosensory 
cortex, the number and somatotopic organization of secondary somatosensory zones 
(SII) is less clear. 
Early recordings of somatosensory evoked field potentials, mapped from the 
cortical surface, identified a single somatotopic organization of SII, lateral to SI, 
suggesting an image of the body that was upside down and pointed rostrally 
(Woolsey and LeMessurier 1948; Woolsey 1952). While these results were initially 
confirmed with microelectrode unit recording (Welker and Sinha 1972), subsequent 
microelectrode and histological studies suggested that lateral SII was actually 
composed of two complete somatotopic maps (Li, Florence et al. 1990; Fabri and 
Burton 1991; Remple, Henry et al. 2003). The first (SII) was of upright orientation 
and the second (parietal ventral area; PV) was positioned more laterally and formed 
a mirror image of SII [with the exception of Carvell and Simons (Carvell and 
Simons 1986) who found a single body representation in SII that was upright]. 
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Similar dual representations of SII and PV have been proposed for some marsupials 
and many placental mammals, including man (Disbrow, Roberts et al. 2000).  
While recent micro-electrode unit recording (Remple, Henry et al. 2003) and 
anatomical tract tracing studies (Li, Florence et al. 1990; Fabri and Burton 1991) 
provide compelling evidence for the existence of at least 2 secondary regions of 
somatosensory cortex in the rat, due to the limited spatial sampling of these 
methods, the exact location, orientation, somatotopic organization, and cortical 
magnification of somatic representations within these regions remains the matter of 
some debate. For this reason, we developed methods for mapping evoked field 
potentials from the cortical surface with high spatial resolution electrode arrays, 
permitting simultaneous sampling from a broad reach of cortex and comparison of 
the relative locations and amplitudes of secondary cortical responses during 
somatosensory stimulation. This work indicated a single secondary vibrissa 
representation but two representations of the body, positioned rostro-lateral and 
caudo-medial to auditory cortex (Brett-Green, Paulsen et al. 2004). However, these 
studies were also limited by sampling from only a 3.5 mm square area of cortex in a 
single array placement. The need for repositioning made it impossible to accurately 
determine the relative positions of somatotopic representations, both between the 
two secondary zones and in relation to corresponding representations in SI. 
Multiple array placements also precluded estimates of the relative amplitude of 
responses between regions that could indicate differential cortical magnification 
within the somatotopic map. While representing an improvement over the spatial 
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sampling of single electrode unit recording, the use of small surface electrode arrays 
still introduced the possibility of missing active regions, and equally important, 
failing to rule out inactive or at least minimally active regions of secondary 
somatosensory cortex. 
To overcome these limitations in the present study, we re-examined 
secondary and primary somatosensory cortex of the rat using a 256 electrode array 
and data acquisition system that permitted simultaneous recording from nearly the 
entire cerebral hemisphere in a single placement. We also improved the spatial 
accuracy of resulting localizations by devising a method of coordinate 
transformation to adjust for slight changes in the location and orientation of the 
electrode array between animals. Finally, we applied statistical analysis to 
determine the significance and reliability of somatotopic representations derived 
from epipial field potential mapping, a procedure made possible by simultaneous 
sampling of responses from multiple cortical regions. 
 
Materials and Methods 
Animals and Surgery 
All procedures were conducted within the guidelines established by the 
University of Colorado Institutional Animal Care and Use Committee. Adult male 
Sprague-Dawley rats (n = 11, 350-365 g) were anesthetized to surgical levels using 
subcutaneous injections of ketamine (71mg/kg of body weight), xylazine (14mg/kg) 
and acepromazine (2.4mg/kg).  Animals were placed on a regulated heating pad to 
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maintain normal body temperature (37º C). Anesthesia levels were maintained 
throughout the experiment so that the corneal and flexor withdrawal reflexes could 
barely be elicited. A unilateral craniotomy was performed over the right hemisphere 
extending from bregma to 3mm rostral of lambda and from the mid-sagittal suture 
past the lateral aspect of the temporal bone, exposing a maximal area of the 
surgically accessible hemisphere. The dura was reflected and the exposed cortex 
regularly doused with Ringer Solution containing: NaCl 135 mM; KCl 3 mM; MgCl 
2 mM; and CaCl 2 mM – pH 7.4 at 37º C. At the conclusion of the experiment, 
animals were euthanized by anesthesia overdose without ever regaining 
consciousness.     
 
Stimulation 
Vibrissae on the left mystacial pad were trimmed to 2 cm and displaced ~300 
µm (.1 ms in duration, 1 sec inter-stimulus interval) by inserting them into the ends 
of 6 cm stainless steel hypodermic tubes attached to laboratory built solenoids 
(Jones and Barth 1999; Barth 2003). Somatic stimulation was achieved in two ways. 
In most animals, electrical stimulation was used. The hindpaw (HP), hindlimb (HL), 
midtrunk (MT), forepaw (FP), forelimb (FL), cheek (CH), ventral and dorsal eye 
areas (EV and ED, respectively) and pinna (PN) were shaved and lightly coated 
with conductive jelly. A bipolar electrode (500 µm tips; 1 mm separation) attached to 
a constant current source delivered biphasic current pulses (1 ms; .1-2 mA) to the 
exposed skin. Alternatively, in several animals mechanical stimulation was 
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delivered in separate trials to the same body parts (except PN) using a blunt 
stainless steel wire (.5 mm diameter; 2 cm length) attached to a balsa wood stick (5 
mm diameter; 15 cm length) that was driven perpendicularly into the skin 
(approximately .5-1 mm; 1 ms pulses) by a silent solenoid. Mechanical stimulation 
of the vibrissae and skin were inaudible, but were nonetheless checked for auditory 
artifacts by repeating trials with the stimulators in the same location but adjusted 
for no contact. Except during auditory stimulation, the ears were bilaterally 
occluded with soft earplugs inserted in the external auditory meatus. Auditory click 
stimuli (.1 ms monophasic pulses) were delivered using a high frequency 
piezoelectric speaker placed approximately 15 cm lateral to the contralateral ear. 
Visual stimulation (15 ms pulses) was delivered with an array of 5 high intensity 
light emitting diodes (white) positioned approximately 2 cm from the contralateral 
eye. During auditory, somatosensory and visual stimulation, intensities were 
adjusted to the lowest level yielding a stable evoked potential. 
 
Evoked Potential Recording 
Epipial maps of somatosensory, auditory, and visual evoked potentials (SEP, 
AEP and VEP, respectively) were recorded using a flat multi-electrode array 
consisting of 256 silver wires in a 16 x 16 grid (tip diameter: ~100 µm; inter-
electrode spacing: 500 µm) covering a 7.5 × 7.5 mm area of the right hemisphere in a 
single placement. The array was pressed against the cortex with sufficient force to 
establish contact of all electrodes. The required pressure had no effect on evoked 
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potential amplitude, post-stimulus latency, or morphology when compared to 
potentials recorded previously with more lightly placed small arrays. Recordings 
were referenced to a Ag/AgCl ball electrode secured over the contralateral frontal 
bone, and were simultaneously amplified (×2000; NerveAmp, Center for Neural 
Recording, Washington State University, Pullman, WA), analog filtered (band-pass 
cut-off = -6 db at 0.1 to 3000 Hz, roll-off = 5 db/octave) and digitized at 10 kHz. 
Evoked potentials were averaged over 120 stimulus presentations.  
 
Data Collection and Analysis 
Regions of primary and secondary sensory cortex were estimated from 
interpolated (bicubic spline) maps of evoked potential amplitude across the 
recording array at select post-stimulus latencies. The initial positive component 
(P1) of the evoked potential complex occurred at the shortest post-stimulus latency 
in primary sensory cortex and the center of its mapped amplitude peak was visually 
identified and used to locate cortical representations in this region (an example of 
the primary response to stimulation of vibrissa E3 is shown in Figure 1C; left map). 
The P1 in secondary cortex occurred significantly later (latencies were evaluated 
with Student’s t-test with significance set to p≤.05) and was spatially separate from 
primary responses (Fig. 1C; right map). While the number of stimulated vibrissae 
differed in several animals, in all animals, primary and secondary responses from 
all body parts and vibrissae C1, C4, E3, and A3 were recorded (in 6 animals, 
responses from all 25 macro-vibrissae were also recorded). To adjust for slight 
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variability of the location and orientation of the recording array across animals, the 
primary and secondary representations for these 4 vibrissae and 9 body parts in 
each animal were compared to the mean loci averaged across animals. The loci of all 
responses for a given animal were then iteratively shifted and rotated as a group to 
achieve a best fit to the mean using a simplex algorithm (Press, Flannery et al. 
1986) to minimize the squared error. Differences between aligned cortical 
representations were evaluated using a Fisher’s Least Significant Difference (LSD) 
procedure (Snedecor and Cochran 1980). This involved first performing a one-way 
analysis of variance (ANOVA) to test whether all group means were equal. 
Significant F-ratios were then followed by post-hoc Student’s t-tests to evaluate 
significant differences between the mean loci of pairs of body part representations. 
Significance for both the F and t statistics were set to p≤.05. Variability was 
reported as the standard error (SE) of the mean. 
 
Results 
The 25 macro-vibrissae on the contralateral mystacial pad form an 
approximately square configuration with 5 rows (labeled A-E on the dorso-ventral 
axis) and 5 arcs (labeled 1-5 on the caudo-rostral axis). Figure 2.1 depicts the 
method for localizing primary and secondary sensory cortex based on an example 
from stimulating vibrissa E3 (ventral row, third arc from the most caudal). This 
resulted in two focal patterns of SEPs confined to a medial and lateral region of the 
recording array (Fig. 2.1A). The SEP in both of these areas was composed of a 
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biphasic positive/negative slow wave, with amplitude peaks labeled P1 and N1 to 
reflect their polarity and sequence (Fig. 2.1B). The P1 in primary somatosensory 
cortex (Fig. 2.1B; solid trace) was of significantly shorter post-stimulus latency than 
the corresponding P1 in the secondary area (Fig. 2.1B; dashed trace; p≤.05). This 
temporal and spatial separation permitted computation of separate topographical 
maps for primary (Fig. 2.1C; left map) and secondary (Fig. 2.1C; right map) cortex 
that were then used to log the coordinates of these two areas by visually identifying 
their amplitude maxima (Fig. 2.1C; white crosses). This method was used to locate 
the primary and secondary representations of both vibrissa and non-vibrissa body 
parts. Responses in auditory (Fig. 2.1D; left map) and visual (Fig. 2.1D; right map) 
cortex were also recorded using auditory clicks and light flashes, respectively. 
Resulting maps of each area were averaged across animals and the 50% isopotential 
contours outlined (Fig. 2.1D; dashed lines) for use as anatomical landmarks of 
auditory and visual cortex for subsequent illustration. No attempt was made to 
separate primary and secondary cortex in these modalities. 
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Figure 2.1. Method for localizing primary and secondary cortical 
representations from amplitude peaks of the evoked potential complex. (A) 
Somatosensory evoked potentials (SEP) in response to displacement of vibrissa E3, 
recorded simultaneously from 256 sites in the right hemisphere. (B) The SEP 
consists of a positive/negative waveform labeled P1/N1 to reflect the polarity and 
sequence of amplitude peaks. The solid line represents the primary response of E3, 
the dotted line represents the secondary response of E3. The P1 was consistently 
more focal than the N1 and occurred at the shortest post-stimulus latency in 
primary somatosensory cortex and later in secondary cortex. (C) Interpolated and 
normalized maps computed at these two latencies reflect the primary and secondary 
representations of vibrissa E3. (D) Auditory and visual evoked potentials (AEP and 
VEP, respectively), averaged across animals, were similarly mapped. The 50% 
isopotential contour line of each was outlined (dashed traces) for use as an 
anatomical reference in subsequent figures. 
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Figure 2.1 
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Maps of the early latency P1 evoked by stimulation of each of the 25 major 
vibrissae were averaged across animals (n=6), resulting in a grand average map 
reflecting the location and extent of the PMBSF in primary somatosensory cortex 
(Fig. 2.2A; white box). Locations of each vibrissa representation within this field, 
computed from the single vibrissa responses, were stable across animals (average 
standard error: ±82.8 µm) and significantly separable (p<.01).  They conformed to 
the established organization of this region, with a rostro-caudal pattern of arcs but 
inverted pattern of rows (i.e. the ventral E row is represented dorsally). A similarly 
computed grand average map of longer latency responses in secondary vibrissa 
cortex indicated an elongated region lateral to the PMBSF, canted along the rostro-
lateral axis, and abutting auditory cortex caudally (Fig. 2.2C; white box). The 
pattern of individual vibrissa representations within this region was quite orderly 
(Fig. 2.2D), indicating a rostro-caudal arrangement of the arcs like that of the 
PMBSF, but an upright organization of the rows. Successive rows were staggered on 
the rostro-caudal axis, resulting in an elongation of the somatotopic map that 
mirrored that of the PMBSF. The locations of individual vibrissa representations, 
even in this small area, were sufficiently stable (average standard error: ±81.9 µm) 
across animals to be significantly separable (p≤.05), except for vibrissa pairs a3-b3, 
a4-b4, b2-b3, c3-d1, e1-d2, e1-d3, e1-d4, e1-e2 and e2-e3. Using the locus of the C1 
whisker representation in primary cortex as a reference point, the representation of 
the same whisker in secondary vibrissa cortex was positioned .54 ±.1 mm rostrally 
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and 2.27 ±.08 mm laterally. The entire secondary representation for all 25 vibrissae 
extended 2.09 ±.09 and 1.09 ±.05 mm on the rostro-caudal and dorso-ventral axes, 
respectively. 
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Figure 2.2. Primary and secondary vibrissa representations. (A) In 6 
animals, SEPs were recorded separately for each of the 25 macro-vibrissae. 
Normalized maps, reflecting the amplitude distribution of the P1 in primary cortex, 
were averaged across responses in all animals for all vibrissae to produce a single 
grand average map that reflects the general locus and spatial extent of the postero-
medial barrel sub-field (PMBSF; white box). (B) Superimposed on an enlargement 
of the PMBSF  are the average loci of 25 vibrissa representations derived from 
single vibrissa SEPs. These reveal the typical rosto-caudal and inverted 
representation of vibrissae on the contralateral mystacial pad. (C) Similarly 
computed grand average maps of longer latency responses reflect the location, 
extent, and orientation of secondary vibrissa cortex (white box). (D) Single vibrissa 
responses within this region indicated a rostro-caudal organization, similar to the 
PMBSF, but with a right side up organization of the rows. The rows also appeared 
to be staggered along the rostro-caudal axis, with progressive rostral shifts from 
row A to E.  
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Figure 2.2  
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Grand average maps of early latency responses to somatic stimulation 
outlined the established region of non-vibrissa primary somatosensory cortex, with 
a somatotopic organization of individual responses (average standard error: ±84.3 
µm) forming a “rattunculus”, with hindquarters oriented medially, caudal facial 
representations contiguous with the caudal PMBSF with the lower lip 
representation rostral to the PMBSF, and distal extremities pointed rostrally (Fig. 
2.3A). All loci in non-vibrissa primary somatosensory cortex were significantly 
separable (p<.01). The post-stimulus latency of the early P1 amplitude peak was 
17.3 ±.2 ms when averaged across both vibrissa and somatic responses of SI. Grand 
average maps of longer latency somatic responses revealed two distinct secondary 
areas (Fig. 2.3B; white boxes). The largest secondary area was just lateral to the 
PMBSF, medial to auditory cortex, and contiguous with the secondary vibrissa area. 
Similar to secondary vibrissa cortex, the somatotopic organization of this region 
conformed to an upright and caudally oriented rattunculus, mirroring that of 
primary somatic cortex and joining with the posterior representation of the 
secondary vibrissa field (Fig. 2.3C). All representations within this secondary area 
(average standard error: ±86.2 µm) were significantly separable (p<.05) except for 
fp-hp, fp-ev and hl-mt. The P1 latency of both vibrissa and somatic responses in this 
secondary area peaked at 20.9 ±.3 ms and was significantly later than the P1 of SI 
(p<.001). Again, using the locus of the C1 whisker representation in primary cortex 
as a reference point, the locus of this secondary area (estimated from the midtrunk 
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representation) was positioned 1.06 ±.06 mm caudally and 1.49 ±.1 mm laterally. 
The entire secondary somatic representation extended 1.06 ±.05 and .87 ±.07 mm on 
the rostro-caudal and dorso-ventral axes, respectively. Not included in the 
enlargement of Figure 2.3C was the location of the secondary lower lip 
representation, which, similar to its counterpart in primary cortex, was positioned 
far rostral to the corresponding secondary vibrissa field (Fig. 2.3B; arrow). The 
somatotopic organization of the smaller more lateral secondary somatic area 
indicated a rattunculus that was also oriented rostro-caudally but inverted with the 
distal extremities pointing medially (Fig. 2.3D). Despite their close spacing, all the 
representations within this area were significantly separated (average standard 
error: ±45.0 µm; p<.05).  The P1 latency of this lateral secondary area peaked at 
25.4 ±.4 ms and was significantly later than the P1 of primary somatosensory cortex 
(p<.001) and the more medial secondary area (p<.001). While the mid-trunk and 
limbs were well represented in this region, the facial areas were not.  Only the 
pinna produced a recordable response and no responses from the dorsal and ventral 
eyes, cheek, or any of the vibrissae could be detected.  During a few of the 
experimental trials the array was positioned more laterally but still no facial 
responses could be detected. For comparison to the more medial secondary somatic 
area, the midtrunk representation in this lateral region was located .97 ±.07mm 
rostral and 4.41 ±.06mm lateral to the C1 vibrissa representation of primary cortex. 
The entire secondary somatic representation extended .80 ±.02 and .48 ±.05 mm on 
the rostro-caudal and dorso-ventral axes, respectively.  
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Figure 2.3.  Primary and secondary somatic representations. (A) Grand 
averaged maps of the early latency responses to hindpaw (HP), hindlimb (HL), 
forepaw (FP), forelimb (FL), mid-trunk (MT), pinna (PN), dorsal eye (ED), ventral 
eye (EV), cheek (CH), and lower lip (LL) with superimposed loci for each body part 
obtained from separate stimulation. The somatotopic organization of primary (non-
vibrissal) somatosensory cortex conforms to the classic inverted rattunculus, with 
hindquarters oriented medially and distal extremities oriented rostrally. (B) Grand 
average maps of longer latency response indicate two distinct regions of secondary 
cortex, one just caudal to the PMBSF and dorsal to auditory cortex, and the other 
far lateral and rostral to auditory cortex. (C) Individual somatic responses in the 
caudal zone (separate body parts labeled in lower case) indicate an upright 
rattunculus, with hindquarters oriented caudal and slightly medial, distal 
extremities oriented ventral and slightly rostral, and the cheek and ventral eye just 
posterior to and contiguous with the secondary vibrissa representation. Rostral to 
the secondary vibrissa representation is that of the lower lip (B; arrow; “ll”). (D) 
Individual somatic responses in the rostro-lateral zone indicate an inverted 
rattunculus, with hindquarters oriented caudal, and the distal extremities oriented 
medially.  
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Figure 2.3  
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Figure 2.4 depicts SEP amplitude and distribution mediated caricatures of 
the somatotopic organization of primary and secondary somatosensory cortex 
indicated by our data. Because the caudal secondary somatic area was of the same 
orientation as the secondary vibrissa field, and was contiguous with the caudal 
extent of this field, we treated them as a single representation of the body and face 
labeled “SII”. SII appears as a mirror image of the larger inverted rattunculus 
representing primary “SI”. The smaller and predominantly spinal rattunculus 
located in lateral cortex was labeled “PV” to indicate its correspondence with 
parietal-ventral cortex noted in other studies (Krubitzer, Sesma et al. 1986; Fabri 
and Burton 1991; Remple, Henry et al. 2003). A notable distinction between SII and 
PV was the lack of facial (except for the pinna) and vibrissa representation in PV. 
This distinction was also clear in the relative amplitude of long latency responses in 
these regions. Selective grand average maps representing the non-vibrissa facial 
regions (PN, ED, EV and CH; Fig. 1.5A; left map; arrow) versus the limbs (HL, HP, 
FL and FP; Fig. 1.5A; right map; arrow) highlight the preferential sensitivities of 
SII and PV, respectively. The largest peak to peak (P1 to N1) responses in PV 
resulted from stimulation of the hindpaw and forepaw, followed closely in amplitude 
by the hindlimb and forelimb (Fig. 2.5B; blue bars). These same body parts yielded 
the smallest responses in SII (Fig. 2.5B; red bars) and significantly smaller than 
their corresponding amplitudes in PV. The midtrunk was the only body part to be 
equally represented in both PV and SII and did not significantly differ between the 
two regions. The pinna produced the largest amplitude secondary response recorded 
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in this study, and dominated SII with only a weak representation in PV. The dorsal 
and ventral eyes, cheek, and vibrissae (averaged across C1, C4, A3 and E3; n=11) 
also yielded large responses in SII with no detectable PV response in any of the 
animals.   
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Figure 2.4. Rattunculi representing the locus, orientation, and somatotopic 
organization of primary somatosensory cortex (SI) and the caudal and rostro-lateral 
secondary regions (SII and PV, respectively). 
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Figure 2.4    
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Figure 2.5. Distinct somatic sensitivities of SII and PV. (A) Grand average 
maps (selected at latencies where both primary and secondary cortex were active) 
for proximal and facial body parts (MT, PN, ED, EV and CH; vibrissae excluded; left 
map) and more distal body parts (HL, HP, FL and FP), showing selective activation 
of SII and PV, respectively. (B) Bar chart showing the peak to peak amplitude 
(measured from the P1 to the N1 peak) of responses in SII (red) and PV (blue). PV is 
dominated by the limbs whereas SII is dominated by facial regions. The only facial 
region (including the vibrissae) producing a response in PV was the pinna. 
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Figure 2.5   
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Discussion 
Hemispheric mapping of SEPs resulted in several findings regarding the 
topography of secondary somatosensory cortex in the rat. First, similar to 
anatomical (Carvell and Simons 1987; Fabri and Burton 1991; Hoffer, Hoover et al. 
2003) and electrophysiological unit (Carvell and Simons 1986; Remple, Henry et al. 
2003) studies in the mouse and rat, and earlier SEP mapping studies in the rat 
(Barth, Kithas et al. 1993; Di, Brett et al. 1994; Brett-Green, Walsh et al. 2000; 
Brett-Green, Paulsen et al. 2004; Menzel and Barth 2005), we found a large 
secondary vibrissa representation just lateral to the PMBSF. The present data 
indicate that the vibrissa representation is upright and rostrally pointed with rows 
staggered on the rostro-caudal axis.  Also, similar to a recent SEP mapping study of 
rat parieto-temporal cortex (Brett-Green, Paulsen et al. 2004), we found two distinct 
secondary representations of the body, one caudo-medial and the other rostro-
lateral to auditory cortex. The present results provide evidence that the caudal 
secondary body representation is upright and continuous with that of the vibrissa. 
We therefore regard this as a single somatotopic map, dominated by representation 
of the face, comprising area SII. A second smaller and inverted somatotopic map, 
dominated by representation of the distal extremities, is located in far lateral 
temporal cortex and identified as area PV. 
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Primary somatosensory representations of the vibrissae and soma, derived 
here from epipial field potential maps, form an inverted rattunculus with caudally 
pointed limbs, that corresponds closely to both anatomical and functional studies of 
this area (for a review see: (Chapin and Lin 1990). This region was mapped to 
provide a template of SI for comparison to the secondary sensory regions. However, 
these data also provide an indication of the accuracy of our methods when used to 
chart a cortical region with well-established somatotopy. The average standard 
error of localization in the PMBSF and somatic SI was ±82.8 and 84.3 µm, 
respectively. This is well below the 500 µm inter-electrode spacing of the recording 
array. Two factors contribute to this localization accuracy. First, the locations of 
amplitude peaks in epipial maps are derived from two-dimensional bicubic spline 
interpolations of responses from multiple electrodes. Thus, spatial gradients of the 
response improve localization accuracy in a way similar to the simple procedure of 
triangulating on a single location from several widely spaced sensors. However, the 
variability of localization within the barrel field reported here is still less than half 
that reported in a recent study using similar mapping methods (±190 µm; (Rodgers, 
Benison et al. 2006). Much of this improvement is due to the additional use of 
coordinate translation and rotation of each animal’s grouped loci to fit those 
averaged across animals (see Methods), providing a compensation for slight 
differences in array location and orientation across animals. Indeed, when the 
variability of localizations within the barrel field in the present study was 
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recomputed without this adjustment, it increased to an average standard error of 
±223 µm.  
This accuracy permitted us to establish a detailed map of the somatotopic 
organization of secondary vibrissa cortex. Early evoked potential studies in a 
number of species have suggested the existence of a secondary trigeminal 
representation positioned just lateral to the face region of primary somatosensory 
cortex (Bromiley, Pinto-Hamuy et al. 1956; Lende and Woolsey 1956; Benjamin and 
Welker 1957; Woolsey 1958).  More recent anatomical work in the rat using 
anterograde and retrograde tracing of PMBSF projections (Koralek, Olavarria et al. 
1990; Hoffer, Hoover et al. 2003) has revealed a topographically organized vibrissa 
representation of SII that is just lateral to and mirroring the PMBSF, similar to 
earlier unit mapping studies of the mouse (Carvell and Simons 1986). The location, 
orientation, and spatial extent of their vibrissa SII is in accord with the present 
data.  
However, there are several notable differences between our results and 
previous reports.  First, we were able to establish the somatotopy of all 25 macro-
vibrissae, revealing a highly organized pattern in which the rows are staggered 
rostrally along the medio-lateral axis. Thus, the representations of the most dorsal 
rows (A and B) extend far more caudally than previously appreciated and occupy 
much of the region between the PMBSF and auditory cortex, with the rostro-caudal 
extent of vibrissa SII alone approaching 2 mm.  Second, tracing studies have 
indicated substantial overlap of labeling within vibrissa SII, particularly with dual 
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injections within the same row of the PMBSF (Koralek, Olavarria et al. 1990; 
Hoffer, Hoover et al. 2003).  Divergent projections from SI to SII have also been 
thought to result in multi-vibrissa responsiveness in SII compared to SI of the 
mouse (Carvell and Simons 1986), possibly reflecting a propensity for intra-row 
integration in SII that exceeds that of the PMBSF (Carvell and Simons 1986; 
Hoffer, Hoover et al. 2003).  Yet, our data suggest that despite this propensity, 
vibrissa SII maintains a remarkable degree of functional segregation within and 
between the rows and arcs. This is reflected both in the orderly somatotopic 
organization recorded here and in the fact that all but a few of the single vibrissa 
loci were significantly separable. Third, both anatomical (Fabri and Burton 1991; 
Hoffer, Hoover et al. 2003) and electrophysiological (Remple, Henry et al. 2003) 
studies have suggested a second inverted representation of the vibrissae in the far 
lateral region of PV. We recorded no vibrissa responses from this lateral area. One 
possible explanation for this discrepancy is that we failed to record sufficiently 
lateral to detect this representation. However, our electrodes extended to the peri-
rhinal cortex (and in a few instances the rhinal fissure), exceeding the reported 
lateral extent of PV, which is separated from the rhinal fissure by peri-rhinal cortex 
(PR; (Fabri and Burton 1991). A more likely explanation is that these projections 
are sparse and thus exert only a weak influence on the epipial evoked potential.  
This conclusion is supported by the preferential responsiveness of PV to stimulation 
of the limbs, particularly the distal extremities. The only facial area yielding 
recordable responses in PV is the pinna, and even here the relative amplitude of the 
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responses are approximately 7 times greater in SII.  A final difference between our 
results and previous work is that we found a consistent and significant increase in 
post-stimulus latencies of the P1 peak in SII compared to SI, and a further latency 
increase in PV compared to SII. In contrast, recent unit studies found no latency 
differences in SI compared to SII neurons (Kwegyir-Afful and Keller 2004). This is 
may be due to methodological differences. Whereas (Kwegyir-Afful and Keller 2004) 
compared response latencies of SI barrel (layer IV) neurons and SII (layers II and 
VI) neurons, the P1 recorded in epipial field potential measurements reflects 
postsynaptic potentials dominated by pyramidal cells in the supragranular layers 
(Di, Baumgartner et al. 1990). The central tendency of supragranular P1 responses 
shifts towards longer latencies in SII and PV, possibly reflecting multisynaptic 
connections between SI and secondary cortex and/or temporal differences in 
thalamocortical relay to primary and secondary zones. 
The largest amplitude responses in secondary somatosensory cortex are 
evoked by stimulation of facial regions, and form a continuation of the secondary 
vibrissa map. Stimulation of the cheek at a location midway between the caudal 
vibrissae and the ventral eye evokes responses just caudal to and partially 
overlapping those of caudal vibrissa SII, also in the region separating the PMBSF 
and auditory cortex.  Other facial representations follow an orderly progression 
caudally (ventral and dorsal eye) and laterally (pinna).  The mid-trunk is also 
strongly represented more laterally with weaker representations of the limbs that, 
as a group, form an inverted image of SI somatotopy.  The fact that somatic and 
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vibrissa responses in cortex just lateral to SI form a continuous trigeminal and 
spinal representation that is upright, rostrally oriented, and mirrors SI, leads us to 
the conclusion that this is a single region. We have correspondingly labeled the area 
“SII” to distinguish it from the more lateral and rostral “PV” according to the 
nomenclature of Krubitzer et al. (Krubitzer, Sesma et al. 1986).  
Indeed, our description of SII most closely resembles that noted by Krubitzer 
et al. (Krubitzer, Sesma et al. 1986) in microelectrode studies of the grey squirrel, 
where the body and face representation was described as upright and rostrally 
pointed, with the head represented along the lateral SI border and the body medial 
and slightly caudal to auditory cortex. While our results are also similar to previous 
descriptions of SII derived from microelectrode (Remple, Henry et al. 2003) and 
anatomical (Fabri and Burton 1991) studies in the rat, there is an important 
distinction.  In these studies, the upright body representation of SII was located 
rostral to auditory cortex, with representation of distal extremities contiguous with 
an inverted representation in PV.  We found little responsiveness to somatic 
stimulation in the region between vibrissa SII and PV. There are several possible 
explanations for this distinction. Remple et al. (Remple, Henry et al. 2003) 
performed all recordings rostral to auditory cortex, possibly missing large responses 
from the caudally extending face representation of SII recorded here. With tracer 
injections in the trunk or distal limb, Fabri and Burton (Fabri and Burton 1991) 
reported inconsistent labeling of cells in a postero-lateral area (PL), similar in 
location to our somatic SII.  Unfortunately, their injection sites did not include SI 
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representations of facial regions aside from the vibrissae, where we obtained the 
largest responses in caudal SII. Thus, they may not have appreciated the 
contributions of more caudal facial regions to the SII somatotopic map. It is possible 
that, similar to our failure to record vibrissa responses from PV due to their weak 
representation, we also failed to record somatic responses just beneath vibrissa SII 
reported by others. However, we have recorded somatic responses from this area, 
but they were concentrated along the rostral secondary belt region of auditory 
cortex and formed a multisensory zone with a somatotopy that does not closely 
resemble that of somatic SII from other studies (Menzel and Barth 2005). 
Multisensory cortex may have contributed to somatic responsiveness and labeling in 
these studies as well, a possibility worthy of consideration in future investigations. 
In light of the large amplitude facial responses that smoothly continue, and are of 
the same upright orientation as, those in vibrissa SII, and the contiguous somatic 
representation of an upright body posterior and medial to auditory cortex, we 
combine this entire somatotopic map as a single and quite extensive representation 
of SII. 
By comparison, our map of PV is quite small. Similar to previous studies in 
the rat (Fabri and Burton 1991; Remple, Henry et al. 2003) and squirrel (Krubitzer, 
Sesma et al. 1986), our results indicate an inverted and rostrally oriented body 
representation within PV in a location lateral to the upright SII. As noted earlier, 
we did not also record contiguous vibrissa responses in this representation. The 
missing vibrissa portion of our PV somatotopic map also differs substantially from 
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that proposed for the grey squirrel (Krubitzer, Sesma et al. 1986), which includes an 
upright vibrissa representation abutting SI laterally and just rostral to the vibrissa 
representation in SII. This may represent a significant difference between PV in the 
squirrel and the rat or, alternatively, it is possible that the vibrissa representation 
noted in the squirrel was actually a rostral extension of vibrissa SII. Without 
extensive mapping performed here, the rostrally staggered configuration of vibrissa 
rows could lead to the conclusion that there might be two separate representations 
when there is only one.  
While there has been some dispute concerning the number and organization 
of secondary somatosensory areas in rats (Koralek, Olavarria et al. 1990; Li, 
Florence et al. 1990), the weight of evidence is for at least two complete and 
topographically organized representations of the body surface, with SII just lateral 
to SI (Welker and Sinha 1972; Koralek, Olavarria et al. 1990; Li, Florence et al. 
1990; Fabri and Burton 1991; Remple, Henry et al. 2003; Brett-Green, Paulsen et 
al. 2004) and PV positioned further lateral, approaching the rhinal fissure (Welker 
and Sinha 1972; Li, Florence et al. 1990; Fabri and Burton 1991; Remple, Henry et 
al. 2003; Brett-Green, Paulsen et al. 2004).  The present results confirm the 
existence of a separate SII and PV in the rat and extend these findings by providing 
a detailed somatotopy of both regions. Unlike anatomical tracing studies and single 
unit electrophysiology, high resolution field potential mapping performed here also 
yields an estimate of the relative cortical magnification of representations within 
each area. What emerges is an SII dominated by the vibrissae and face, and a PV 
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dominated by the distal extremities. If size may be related to relative importance, 
then SII is by far the most important area of secondary somatosensory cortex, 
occupying a total area spanning approximately 1x5 mm of parietal cortex, almost a 
quarter the size of SI and 5 times the size of PV.  Given the relative importance of 
the vibrissae and face to the rat for exploring environment, it is not surprising that 
these representations dominate the somatotopy of both SI and SII. While the 
function of secondary cortex is poorly understood (Burton 1986), the large size and 
detailed somatotopy of SII suggests a processing role that parallels that of SI.  
Hemispheric mapping of SI, SII, and PV provides a means of rapidly and accurately 
determining the locus and extent of these regions for future tracing, lesion and 
behavioral studies, shedding further light on their relative contribution to 
somatosensory information processing. 
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Chapter III 
Caudal granular insular cortex is sufficient and 
necessary for the long-term maintenance of allodynic 
behavior in the rat due to mononeuropathy.4 
Abstract  
Mechanical allodynia, the perception of innocuous tactile stimulation as 
painful, is a severe symptom of chronic pain often produced by damage to peripheral 
nerves. Allodynia affects millions of people and remains highly resistant to classic 
analgesics and therapies.  Neural mechanisms for the development and 
maintenance of allodynia have been investigated in the spinal cord, brainstem, 
thalamus, and forebrain, but manipulations of these regions rarely produce lasting 
effects.  We found that long-term alleviation of allodynic manifestations is produced 
by discreetly lesioning a newly discovered somatosensory representation in caudal 
granular insular cortex (CGIC) in the rat, either before or after a chronic 
constriction injury of the sciatic nerve. However, CGIC lesions alone have no effect 
on normal mechanical stimulus thresholds. In addition, using electrophysiological 
techniques, we reveal a corticospinal loop that could be the anatomical source of 
CGIC’s influence on allodynia.  
                                            
4 Benison, A. M., S. Chumachenko, et al. (2011). "Caudal granular insular cortex is 
sufficient and necessary for the long-term maintenance of allodynic behavior in the 
rat attributable to mononeuropathy." The Journal of Neuroscience 31(17): 6317-
6328. 
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Abbreviations: 
 AEP – auditory evoked potential; AI – primary auditory cortex; AII – 
secondary auditory cortex; BLA – basolateral amygdaloid nucleus; CCI – chronic 
constriction injury; CPu – caudate putamen; caudal granular insular cortex CGIC 
CST – corticospinal tract; ec – external capsule; GI – granular insular cortex; IAF – 
insular auditory field; MI – primary motor cortex; PMBSF – posteromedial barrel 
subfield; PO – posterior nucleus of the thalamus; py – pyramidal tract; RAIC – 
rostral agranular insular cortex; Rt – reticular nucleus of the thalamus; RVM – 
rostral ventromedial medulla; SEP – Somatosensory evoked response; SI – primary 
somatosensory cortex; SIHL – primary somatosensory cortex hindlimb 
representation; SII – secondary somatosensory cortex; Sol – nucleus of the solitary 
tract; ZI – zona incerta 
Introduction 
Pain responses to otherwise innocuous tactile stimuli (mechanical allodynia) 
promote protective behaviors for healing. However, when the nociceptive system 
itself is damaged, allodynia is a primary and debilitating symptom of neuropathic 
pain, and presents a chronic syndrome that is highly resistant to analgesics or 
surgical intervention. 
Research concerning the mechanisms of allodynia has focused on 
sensitization of both the peripheral and central nervous system (Campbell and 
Meyer 2006). Models of central sensitization have concentrated on spinal circuits 
primarily, but supraspinal modulation seems an essential adaptive mechanism to 
52 
modify pain-evoked spinal reflexes according to immediate behavioral 
requirements. It is also at supraspinal levels that pain is most likely perceived, and 
thus its modulation here seems teleologically congruent.  However, in cases of 
peripheral or central damage to the nociceptive system, supraspinal modulation 
may also be maladaptive and play a key role in allodynia as well as other 
neuropathic pain syndromes (Campbell and Meyer 2006; Apkarian, Baliki et al. 
2009; Sandkuhler 2009). Much research concerning supraspinal modulation has 
focused on control centers within the brainstem (Fields and Basbaum 1999; Porreca, 
Ossipov et al. 2002), where it has been proposed that a spinal-brainstem-spinal 
positive feedback loop may facilitate and maintain neuropathic pain states. Yet, 
pharmacological and surgical manipulation of these centers does not produce long-
term relief from allodynia, turning attention to other supraspinal areas (Saade and 
Jabbur 2008; Apkarian, Baliki et al. 2009).  
In the forebrain, the insular cortex is of interest because human imaging 
studies suggest its activation in neuropathic pain syndromes (Peyron, Garcia-
Larrea et al. 1998; Ostrowsky, Magnin et al. 2002; Becerra, Morris et al. 2006; 
Witting, Kupers et al. 2006; Alvarez, Dieb et al. 2009). Similarly, several animal 
studies have described responses of a distinct rostral region of the rat insula, the 
rostral agranular insular cortex (RAIC), to persistent inflammatory (Wei, Wang et 
al. 2001; Lei, Zhang et al. 2004) as well as neuropathic pain (Alvarez, Dieb et al. 
2009), and have indicated a role in modulation of acute pain thresholds (Jasmin, 
Rabkin et al. 2003) and allodynia (Coffeen, Manuel Ortega-Legaspi et al. 2010). In 
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contrast, there have been no reports of the involvement of caudal granular insular 
cortex (CGIC) in acute or chronic pain modulation. This is surprising given that 
high-resolution epicortical evoked potential mapping has recently shown that CGIC, 
and not RAIC, is highly responsive to somatosensory stimulation and has a clear 
somatotopic organization (Benison, Rector et al. 2007; Rodgers, Benison et al. 2008).  
 Here, we examined the effect of lesioning CGIC on allodynia produced 
by chronic constriction injury (CCI) of the sciatic nerve. We optimized the CCI 
model and the behavioral testing conditions to create stable allodynia for 2-3 
months (Milligan, Sloane et al. 2006; Milligan, Soderquist et al. 2006). We 
performed tract tracing to determine efferent pathways potentially underlying the 
effect of CGIC lesions on allodynia. Finally, we recorded unit activity of the lumbar 
dorsal horn in response to stimulation/inactivation of CGIC and primary 
somatosensory cortex (SI), as well as in response to stimulation of the sciatic nerve, 
to functionally evaluate cortico-spinal modulation. 
 
Materials and Methods 
All procedures were performed in accordance with University of Colorado 
Institutional Animal Care and Use Committee guidelines for the humane use of 
laboratory animals in biological research.  
 
54 
Evoked potential mapping 
Male Sprague-Dawley rats (300-400 g) were anesthetized to surgical levels 
using subcutaneous injections of ketamine-xylazine-acepromazine (K-X-A; 45-9-1.5 
mg/kg body weight), placed on a regulated heating pad, and maintained with 
subsequent injections throughout the experiment so that the eye blink reflex could 
be barely elicited. A unilateral craniotomy was performed over the right hemisphere 
extending from bregma to 3 mm rostral of lambda and from the mid-sagittal suture 
past the lateral aspect of the temporal bone, exposing a maximal area of the 
surgically accessible hemisphere. The dura was reflected and the exposed cortex 
regularly irrigated with Ringer Solution containing: NaCl 135 mM; KCl 3 mM; 
MgCl 2 mM; and CaCl 2 mM – pH 7.4 at 37º C.   
Somatosensory responses were evoked by electrical stimulation of the 
contralateral forepaw, hindpaw, and midtrunk that were shaved and coated with 
conductive jelly. A bipolar electrode (500 µm tips; 1.0 mm separation) attached to a 
constant current source delivered biphasic current pulses (1.0 ms) to the exposed 
skin. Auditory click stimuli (0.1 ms monophasic pulses) were delivered using a high 
frequency piezoelectric speaker placed approximately 15 cm lateral to the 
contralateral ear. During auditory and somatosensory stimulation, intensities were 
adjusted to the lowest level yielding a stable evoked potential. Adequate auditory 
stimuli were approximately 30 db SPL at 15 cm. Somatosensory stimuli were 0.5 – 
1.5 mA square wave pulses (0.3 ms), shown in previous studies to reliably evoke 
potentials in ISF (Benison, Rector et al. 2007; Rodgers, Benison et al. 2008). In some 
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animals, whisker stimulation was also provided by 0.1 ms pulses delivered to a 
solenoid with attached 3.0 cm armature constructed from hypodermic tubing. 
Whisker displacements were approximately 0.5 mm on the rostro-caudal axis 
(Benison, Rector et al. 2007). 
Epipial maps of somatosensory and auditory evoked potentials (SEPs and 
AEPs, respectively) were recorded using a flat multi-electrode array consisting of 
256 Ag wires in a 16 x 16 grid (tip diameter: ~100 µm; inter-electrode spacing: 500 
µm) covering a 7.5 × 7.5 mm area of the left hemisphere in a single placement 
(Benison, Rector et al. 2007; Rodgers, Benison et al. 2008). The array was pressed 
against the cortex with sufficient force to establish contact of all electrodes. The 
required pressure had no effect on evoked potential amplitude, post-stimulus 
latency, or morphology when compared to potentials recorded previously with more 
lightly placed small arrays. Recordings were referenced to a Ag/AgCl ball electrode 
secured over the contralateral frontal bone, and were simultaneously amplified 
(×2000; NerveAmp, Center for Neural Recording, Washington State University, 
Pullman, WA), analog filtered (band-pass cut-off = -6 db at 0.1 to 3000 Hz, roll-off = 
5 db/octave) and digitized at 10 kHz. Evoked potentials were averaged over 64 
stimulus presentations. SEPs and AEPs were mapped in 6 animals without lesions 
to establish the locations of primary and secondary somatosensory and auditory 
cortex (SI, SII, AI and AII, respectively), as well as the ISF and insular auditory 
field (IAF) in relationship to skull landmarks. Similar mapping was used to 
functionally verify the completeness of insular lesions in subsequent animals. 
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Spinal multi-unit recording during stimulation/inactivation of CGIC and SI. 
 In 8 rats, a laminectomy exposed approximately 10 mm of dorsal spinal cord 
at the lumbar enlargement (dura reflected) for laminar recording of multi-unit 
activity (MUA). The spine was stabilized with clamps positioned just rostral and 
caudal to the laminectomy. A single large stainless steel surface electrode (tip 
diameter: ~100 µm) was used to map the location of the largest sciatic evoked 
response in the ipsilateral spinal cord. Once this was established, a linear 16-
electrode array (10 µm2 contacts, 100 µm spacing) was inserted ~1 mm lateral to 
midline into the left dorsal horn of the region with the largest sciatic evoked 
response until the top electrode was barely visible at the surface (Fig. 7E). 
Potentials were simultaneously amplified (x1000), analog filtered (band-pass cut-off 
= -6 dB at 300 to 3000 Hz, roll-off = 5 dB/octave) and digitized at 10 kHz. Single 
trials (300 ms duration; n=64) of evoked activity were stored for subsequent 
computation of MUA. In all rats, the left sciatic nerve (SN) was exposed and 
isolated at the mid-thigh level. A pair of silver hook electrodes were placed around 
the SN for stimulation (silver, Teflon coated except for the hooks, .5mm spacing). 
The exposed nerve was covered with mineral oil at 37°C to prevent drying.  
Electrical stimulation was applied to the SN via a constant current device (World 
Precision Instruments, Sarasota, FL) in 1.0 ms square biphasic pulses, at minimum 
current sufficient to evoke reliable responses (0.4-0.6 mA). Spinal responses were 
also recorded during surface cortical stimulation (0.4-0.8 mA; 1.0 ms biphasic 
pulses) of CGIC or SI using a bipolar stainless steel electrode (0.5 mm contact 
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spacing) straddling the hindlimb representation of the target cortical region. Sciatic 
and CGIC evoked responses were repeated in 4 rats following inactivation of CGIC 
using cortical injection of muscimol (5 µL of 9 µM muscimol, dissolved in 0.01 M 
phosphate buffered saline (PBS) was injected at 700 µm depth into the center of the 
target cortical site, a small, 1.0 mm diameter piece of filter paper was placed over 
the injection site immediately following needle (Hamilton, Reno, NV) extraction to 
prevent spread of excess solution beyond the target region).  Cortical evoked 
responses were mapped following each experiment to ensure focal suppression of 
the target region, and no effect on non-target regions.  Similar responses were 
recorded in the remaining 4 rats following muscimol inactivation of the hindlimb 
representation of SI. 
Chronic insular lesions.  
Surgical anesthesia was the same as used for electrophysiology. An incision 
was made over the temporalis muscle, which was bluntly dissected to reveal the 
squamosal and frontal bones. Two burr holes over each hemisphere were made, 
separated by 1.0 mm on the rostro-caudal axis. It should be noted that all CGIC 
lesions in the study were done bilaterally. The exact coordinates of the burr holes 
were based on skull landmarks derived from field potential mapping of 
somatosensory and auditory fields within CGIC. Based on these coordinates, 
bilateral lesions were made through one burr hole located 4.0 mm rostral and 1.0 
mm dorsal, and another, 3.0 mm rostral and 0.0 mm dorsal to the foramen located 
on the squamosal bone dorsal to the connection of the zygomatic arch. Burr holes 
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allowed for injection of 0.28 uL of N-methyl-D-aspartic acid (NMDA; 5%) solution, in 
0.01 M phosphate buffered saline (PBS) at a depth of 600 µm and 300 µm by a 
microinjector (Nanoliter 2000, World Precision Instruments, Sarasota, Fl) mounted 
on a stereotaxic positioner. Following the injection, the burr holes were filled with 
warmed (35°C) paraffin wax (95%) and mineral oil (5%) solution and cemented in 
place with dental cement. The incisions were sutured and the rats monitored closely 
for the next 7 days. Postoperative and maintenance doses of 0.9% saline (10 mL) 
were administered following recovery from anesthesia. No systemic analgesics were 
used during recovery, since these could create confounds for measurement of 
allodynia. However, topical lidocaine and antibiotic was applied to the wounds for 5 
days post-surgically. Sham lesion rats received identical procedures, including 
microinjector insertions but with no NMDA injected. 
Chronic constriction injury and behavioral tests.  
CCI was created at mid-thigh level of the left hindleg as previously described 
(Bennett and Xie 1988). Four sterile, surgical chromic gut sutures (cuticular 4-0, 
chromic gut, 27”, cutting FS-2; Ethicon, Somerville, NJ) were loosely tied around 
the isolated sciatic nerve under isoflurane anesthesia (Phoenix Pharm., St. Joseph, 
MO). Only control rats in Figure 5 did not receive CCI ligations. 
All rats were acclimated to the colony room for 1 wk after arrival before any 
experimental or behavioral conditions were tested.  Rats were then gently handled 
by the experimenter for 5 min on 3 consecutive days.  Rats were allowed to 
habituate to the testing room, conditions and apparatus (quiet room with low 
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intensity red light and room temperature of 82–84 °F) on 4 occasions prior to the 
initial von Frey baseline test. A von Frey test (Chaplan, Bach et al. 1994) for 
mechanical allodynia was performed in the rear portion of the plantar surface of the 
left and right hindpaws, and area known to be innervated by the sciatic nerve 
(Chacur, Milligan et al. 2001; Milligan, O'Connor et al. 2001). A logarithmic series 
of 10 calibrated Semmes-Weinstein monofilaments (von Frey hairs; Stoelting, Wood 
Dale, IL, USA) were applied randomly to the left and right hind paws to define the 
threshold stimulus intensity required to elicit a paw withdrawal response. In all 
cases, rats responded to the presentation of the von Frey monofilament with a brisk 
withdrawal response on three consecutive trials.  Baseline and control responses to 
thicker filaments were within stimulation parameters that did not cause a physical 
lift of the rat’s paw, and in no case was a response on any experiment above this 
stimulation threshold.  Log stiffness of the hairs was determined by log10 
(milligrams x 10) and ranged from 3.61 (4.07 g) to 5.18 (15.136 g). The behavioral 
responses were used to calculate absolute threshold (the 50% paw withdrawal 
threshold) by fitting a Gaussian integral psychometric function using a maximum-
likelihood fitting method (Harvey 1986; Treutwein and Strasburger 1999; Milligan, 
Mehmert et al. 2000; Milligan, O'Connor et al. 2001). This fitting method allowed 
parametric analyses that otherwise would not be appropriate (Milligan, Mehmert et 
al. 2000; Milligan, O'Connor et al. 2001). In the first group of rats, CGIC (n=11) or 
sham (n=11) lesions were performed 14 days prior to CCI ligation and subsequent 
behavioral testing was continued for 90 days post-CCI ligation. In a second group of 
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rats, CGIC (n=6) or sham (n=6) lesions were performed 14 days after CCI ligation (4 
days after the development of stable allodynia). Behavioral testing in these rats 
continued for 60 days following CCI ligation. 
 To measure high threshold pinch sensitivity, a modified Randall-
Selitto test was used (Luis-Delgado, Barrot et al. 2006). A laboratory-fabricated 
measurement device consisted of a pair of large blunt forceps (15 cm long; flat 
contact area; 7 mm x 1.5 mm with smooth edges) equipped with 4 strain-gauge 
transducers, wired in a full Wheatstone bridge, which were connected to a 
calibrated strain meter (Model DP25-S; Omega Engineering, CT). Calibration of the 
instrument was performed with known weights and yielded a linear output ranging 
from 0.0 – 1500 g. 
 The tested rat was placed on a table and loosely restrained with a 
towel masking the eyes to limit environmental influences. The tips of the forceps 
were placed on the dorsal and ventral surfaces of the hind paw, and care was taken 
to apply the same tip length for each trial. The applied force was incremented by 
hand at a speed of approximately 200 g every 3 sec until the paw withdrawal. The 
analog output of the strain meter was visualized on a software storage oscilloscope 
(The Mathworks, MA) allowing the experimenter to monitor the slope of mechanical 
force application over time during each test.  The oscilloscope stored values for all 
forces applied and permitted visual detection of spikes in force due to the 
withdrawal, allowing for maximum thresholds to be determined with low 
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variability. Measurement was repeated 3 times for each hind paw during each 
testing session, and the mean force exerted for each paw was reported. 
Histology.  
After electrophysiological lesion verification, perfused brains were harvested 
and frozen (-80 °C). 30 µm sections were collected throughout the lesion area and 
mounted on slides. Sections were fixed for 1 h in 4% paraformaldehyde at room 
temperature, washed (6 x 5min in PBS), treated with 0.3% H2O0 solution and then 
washed and treated with an Avidin/Biotin Blocking Kit (Vector Laboratories). 
Tissue was washed and incubated with mouse anti-neuron-specific nuclear protein 
(NeuN) monoclonal antibody (1:5000, MAB377 MSxNeuN, Chemicon International) 
at 4°C for 48 h in a buffer consisting of 1% bovine serum albumin, 0.25% carrageen 
lambda and 5% triton-X 100 in PBS. After washes in PBS tissue was incubated at 
room temperature for 2 h with biotinylated goat-anti mouse secondary antibody 
(1:200, Jackson Laboratories), washed and incubated for 2 h with a standard 
Avidin-Biotin Complex (ABC) kit (Vectastain ABC Kit, Vector Laboratories). After 
washes in PBS, NeuN was visualized with 3,3'-Diaminobenzidine (DAB) and nickel 
chromogens. Sections were cleared, cover-slipped, and the lesions examined, blinded 
as to experimental results, under a bright-field microscope with neurons identified 
as cells with black nuclei. 
Neuronal tracing.  
Surgical preparation and injection sites were the same as per insular lesions, 
but restricted to the right hemisphere.  Injections of biotinlated dextran amine 
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(BDA, Vector Laboratories) were made through a glass capillary by using 
alternating positive current of 5 µA at 7 sec on 7 sec off for 10 min at 300 µm and 
600 µm depths for a total of 20 min per burr hole in 8 rats.  Rats were allowed to 
recover and survive for 1-2 wk, after which they were deeply anesthetized and 
transcardially perfused with 4% paraformaldehyde. Brains were removed and sunk 
overnight in 30% sucrose.  Tissue was sliced at 40 µm and collected floating. Tissue 
was washed (6 x 5 min in PBS), treated with 0.3% H2O0 solution, washed, and 
treated with an Avidin/Biotin Blocking Kit (Vector Laboratories). BDA was 
visualized with 3,3'-Diaminobenzidine (DAB) chromogen.  Sections were mounted 
on slides, dried overnight, counterstained in Hematoxylin QS (Vector Laboratories) 
dehydrated in ascending alcohols, cleared and cover slipped.  Slides were examined 
under dark-field microscope. 
Analysis.  
The loci of sensory responsive regions were determined by mapping the root 
mean squared (RMS) power of the SEP or AEP field potential, using bicubic spline 
interpolation of evoked potential amplitudes across the electrode array. This 
method has been demonstrated in previous work to have a spatial accuracy <80 µm 
(Rodgers, Benison et al. 2008). Areal locations were determined in relation to 
bregma on the rostro-caudal axis and the midline on the dorso-ventral axis and 
reported as the mean (mm) ± the standard error of the mean. MUA from laminar 
dorsal horn recordings was computed by superimposing all rectified single trials for 
a given condition (sciatic or CGIC stimulation), manually setting thresholds for 
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each electrode to lie just above pre-stimulus baseline activity, and then computing 
the across trial sum of points falling above threshold within preset response 
windows (i.e. Fig. 7A; dashed box). MUA magnitude was normalized to the 
maximum across electrodes and conditions for a given rat. 
The effect of CGIC lesions on allodynia was analyzed using a two-way, 
repeated measures ANOVA, with the first factor consisting of lesion group (CGIC or 
sham lesion) and the second factor, the time after CCI ligation. Post-hoc 
comparisons were performed using t-tests with the Bonferroni correction setting 
thresholds for significance at p ≤ 0.0036 (0.05/14 comparisons) in Figures 3 and 4, 
and Tukey multiple comparisons test in Figure 5. Normalized MUA amplitudes of 
dorsal horn responses were compared before and after muscimol inactivation of 
either CGIC or SI using t-tests of selected laminar electrode groups (significance set 
at p ≤ 0.05).  
Group numbers: mapping Figure 1a-e (n=4); CGIC lesion prior to CCI (n=22, 
11 lesion, 11 sham); CGIC lesion after CCI (n=12, 6 lesion, 6 sham); high threshold 
pinch mechanical sensitivity, Figure 5a-b (n=12, 6 lesion, 6 sham); anatomical 
tracing (n=8, with confined injection sites); spinal electrophysiology (n=8, 4 CGIC 
inhibition, 4 SI inhibition). 
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Results 
Areal delineation of primary, secondary and insular sensory cortex 
Figure 3.1A depicts SEPs (averaged across 6 rats) recorded from the right 
hemisphere in response to stimulation of the mid-trunk. Responses were composed 
of a typical positive/negative waveform and were of largest amplitude at the most 
dorsal electrode sites in the region of primary somatosensory cortex (Fig. 3.1A; SI). 
Responses at two other more ventral regions were also apparent, reflecting 
activation of SII (Fig. 3.1A; solid circle) and CGIC (Fig. 3.1A; dashed circle). To 
better visualize the spatial distribution of responses in these regions, the RMS 
power of the SEPs were mapped (Fig. 3.1B). The largest responses in the array (at 
SI) were clipped at 50% maximum value and the maps were then normalized so 
that smaller amplitude responses in SII and CGIC were more apparent. A detailed 
ratunculus, that was derived from an earlier study of the complete body 
representations of SI, SII, and the CGIC (Benison, Rector et al. 2007), was scaled 
and superimposed on these maps for anatomical reference (complete body maps 
were not obtained in the present study).  
In the present recordings, bregma (Fig. 3.1B-E; 0.0 mm) and the midline were 
positioned approximately 1.2 mm caudal and 2.5 mm dorsal to the right and top 
borders of the electrode array, respectively. Based on these anatomical landmarks, 
the center of the midtrunk response in SI was located at bregma (b) -3.15±0.15, 
midline (m) +3.42±0.09 mm. The more caudal and ventral SII was located at b -
4.79±0.12, m +6.33±0.12 mm. The most ventral responses were in CGIC and located 
65 
at b -2.77±0.12, m +9.13±0.10 mm (Fig. 3.1B). Forepaw representations (Fig. 3.1C) 
for SI, SII and CGIC were (b -1.01±0.11, m +4.51±0.09 mm), (b -3.94±0.12, m 
+6.80±0.13 mm) and (b -2.20±0.11, m +9.30±0.08 mm), respectively. Similar 
responses to hindpaw stimulation (Fig. 3.1D) were (b -1.55±0.12, m +3.12±0.11 mm), 
(b -4.51±0.12, m +6.91±0.12 mm) and (b -2.85±0.10, m +9.05±0.11 mm), respectively. 
Thus, the somatotopic organization of SI, SII and CGIC conformed closely with prior 
more detailed mapping studies (Benison, Rector et al. 2007; Rodgers, Benison et al. 
2008). AEPs recorded in the same rats (Fig. 3.1E) also formed 3 distinct foci. The 
most caudal was AII (b -5.76±0.10, m +6.59±0.11 mm), with AI (b -3.89±0.11, m 
+7.99±0.09 mm) just rostral to this locus. The auditory field of CGIC (Rodgers, 
Benison et al. 2008) was positioned most rostrally at (b -1.71±0.08, m +8.90±0.11 
mm). All coordinates are with respect to the flattened hemisphere beneath the 
array. 
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Figure 3.1 Areal delineation of primary, secondary and caudal granular 
insular cortex. (A) Epipial somatosensory potentials recorded from a 16x16 
electrode array evoked by midtrunk electrical stimulation and averaged across 6 
rats.  SI, SII (solid circle), and the CGIC (dashed circle) responded, showing a 
typical biphasic positive/negative waveform. (B) Normalized map of the RMS power 
of the midtrunk SEP from rats in (A), with a superimposed ratunculus from a 
previous study and stereotaxic markings.  The dark line at 0.0 represents bregma. 
Responses were largest in SI located most dorsally, with smaller responses in SII 
and the CGIC located most ventrally. (C-D) Similar maps of the forepaw and 
hindpaw responses, respectively. (D) Normalized map of the AEP from the same 
rats. Three loci of activation were recorded.  The most caudal is AII, with AI just 
rostral to this locus. The CGIC auditory field is rostral to both AI and the CGIC 
somatosensory response. 
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Anatomical and functional verification of excitotoxic CGIC lesions 
An example of the most caudal lesion site is depicted in Figure 3.2A, centered 
2.5 mm caudal to bregma. Enlargement of the lesion site (Fig. 3.2B) reveals a 
distinct loss of cells in an approximately 0.5-1.5 mm diameter region (wider near 
the cortical surface; Fig. 3.2B; dashed traces) centered on the injection site and 
extending the entire thickness of grey matter. Cell death was restricted to the 
cortical mantle and did not cross the external capsule into the underlying striatum.  
NMDA lesions have been shown to leave fibers of passage intact (Winn 1991).  
Functional verification indicated that the two lesions (Fig. 3.2C; dark blue circles) 
were sufficient to completely suppress the SEP in CGIC while leaving responses in 
both SI and SII intact. AEPs were completely eliminated in CGIC and were also 
attenuated in the most rostral region of AI, suggesting an area of functional lesion 
closer to 2 mm in diameter (Fig. 3.2D; light blue circles). The functional lesion area 
completely covered CGIC but was sufficiently localized to leave responses in the 
vibrissa representation of SII, just dorsal to sensory insula, intact (Fig. 3.2E). 
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Figure 3.2 Anatomical and functional verification of excitotoxic CGIC lesions. 
(A) Photomicrograph showing the extent of the excitotoxic lesions in an example at 
the most caudal site (scale bar = 1.0 mm, NeuN stain).  (B) Enlargement of the 
lesion site shows cell death restricted to the cortical mantle and not crossing the 
external capsule into the underlying striatum (scale bar = 0.5 mm).  (C) Functional 
verification of lesions (dark blue circles denote anatomical lesion extent) indicates 
complete suppression of the SEP in CGIC while leaving responses in both SI and 
SII unaltered.  (D) AEPs are completely eliminated in auditory CGIC and 
attenuated in the most rostral region of AI, but are unaffected in AII, suggesting an 
area of functional lesion closer to 2 mm in diameter (light blue circles).  (E) 
Functional verification of SEPs evoked by stimulation of B2 whisker (the B2 
representation in SI is indicated by white circle and in SII, by a white bar) shows 
the intact whisker response in SII, just dorsal to the lesion site, demonstrating the 
confined distribution of the lesion. 
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Figure 3.2  
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The effect of CGIC lesions before and after CCI 
Figure 3.3 displays von Frey thresholds for tests performed on hindpaws ipsi- 
and contralateral to CCI ligation, in rats receiving CGIC or sham lesions prior to 
CCI ligation. We should emphasize again that “lesion and sham lesion” groups 
noted here and elsewhere refer only to surgical manipulation of CGIC, all rats in 
behavioral testing experiments received CCI ligation except rats depicted in Figure 
3.5. When tested on the hindpaw ipsilateral to where CCI ligation was to be 
performed, withdrawal thresholds for the CGIC and sham lesion groups recorded 
prior to brain lesion (Fig 3.3A arrow; behavior recorded just prior to brain lesion on 
day -14) did not significantly differ (p=0.59).  These thresholds also did not 
significantly change (p=0.74 and 0.45 for lesion and sham groups, respectively) 14 
days following bilateral CGIC lesions (Fig. 3.3A; day 0; testing followed by CCI), 
indicating no effect of CGIC lesions on mechanical stimulus sensitivity. CGIC 
lesions also had no influence on the development of allodynia, which was robust by 
day 11 post-CCI in both the CGIC and sham lesion groups. However, following this 
time point, a recovery from allodynia began in the CGIC lesioned rats, with 
thresholds returning to near baseline values at 26 days post-CCI and remaining 
stable at this level for the remainder of the 90 day testing period. In contrast, sham 
brain-lesioned rats displayed no sign of recovery, with a stable plateau of decreased 
withdrawal threshold during the same period. 
Withdrawal thresholds measured from the hindpaw contralateral to CCI 
ligation in sham brain-lesioned rats displayed a marked mirror image allodynia, as 
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reported previously (Milligan, Soderquist et al. 2006; Hutchinson, Zhang et al. 
2008). The time course and magnitude of threshold changes post-CCI ligation for 
the contralateral hindpaw (Fig. 3B; open squares) were nearly identical to those 
measured from the ipsilateral hindpaw (Fig. 3B; light grey filled squares), and were 
highly correlated (r=0.98) throughout the entire recording period. CGIC lesions also 
produced nearly identical recovery from allodynia in the contralateral hindpaw (Fig. 
3B; open triangles) when compared to measurements from the ipsilateral hindpaw 
(Fig. 3B; light grey filled triangles; r=0.93). Two-way ANOVA showed a main effect 
of lesion and sham lesion group (p<0.0001), time (p<0.0001) and an interaction 
effect (p<0.0001) in both ipsilateral and contralateral comparisons. 
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Figure 3.3 Lesions of CGIC prior to CCI ligation prevent long-term 
maintenance of allodynia. (A) Baseline low threshold mechanical sensitivity, as 
measured by Von Frey test, is measured in the ipsilateral paw to the injury prior to 
CGIC bilateral lesion (day -14, arrowhead) and 14 days after CGIC or sham lesion 
(day 0) with no difference in sensitivity due to lesion observed.  CCI ligation is 
performed on day 0 following the second baseline measurement (dashed line).  
Allodynia can be seen developing in both sham and CGIC lesion groups until day 14 
post CCI ligation, at which time the CGIC lesion group’s allodynic responses 
significantly decrease compared to the sham group, where they remain for the 
duration of the study (90 days).  (B) Mirror allodynic responses in the contralateral 
paw to CCI ligation can be seen, and similar mitigation of long-term allodynia is 
observed.  The light gray traces show the ipsilateral paw data. 
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Figure 3.3  
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In rats where CGIC or sham lesions were performed after CCI ligation (Fig. 
3.4), the magnitude and time-course for the development of allodynia was similar to 
rats receiving pre-CCI CGIC lesions (Fig. 3.3; r = 0.99 and 0.98 for the ipsi- and 
contralateral hindpaws, respectively), again reaching a maximum at day 11. When 
withdrawal thresholds were measured in the hindpaw ipsilateral to CCI ligation 
(Fig. 3.4A), CGIC lesions performed on day 14 post-CCI (Fig. 3.4; arrows) produced 
a significant recovery from allodynia compared to sham lesioned rats. Nearly 
complete recovery was recorded by day 33 and remained stable for the 90-day 
testing period.  The “reversal period” for recovery from allodynic behavior, following 
CGIC lesion, was observed to be ≈ 21 days (Fig. 3.4A, B; shaded regions).  Again, 
CGIC lesions produced similar recovery from allodynia in the contralateral limb 
(Fig. 3.4B; open triangles) when compared to measurements from the ipsilateral 
limb (Fig. 3.4B; light grey filled triangles; r=0.99). The time-course and magnitude 
of recovery from allodynia in rats receiving CGIC lesions after CCI (Fig. 3.4; days 
11-84) was nearly identical to those receiving CGIC lesions before CCI (Fig. 3.3; 
days 11-90) for both the ipsi- and contralateral limbs (r = 0.96 and 0.95, 
respectively). Two-way ANOVA showed a main effect of CGIC and sham lesion 
group (p<0.0001), time (p<0.0001) and an interaction effect (p<0.0001) in both 
ipsilateral and contralateral comparisons.  
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Figure 3.4 Lesions of CGIC following CCI ligation reverse allodynia. (A) CCI 
ligation is induced at day 0 (dashed line) in all rats, following full development of 
allodynia, as measured in the ipsilateral paw to the injury by the Von Frey test, 
rats had bilateral CGIC or sham lesions (day 14, arrowhead).  One week later CGIC 
lesion rats show mitigation of allodynia that continues for the duration of the study. 
The critical reversal period of ≈ 21 days due to CGIC lesion is shaded. (B) Mirror 
allodynia in the contralateral paw to CCI ligation shows a very similar pattern of 
development and reversal of allodynia by CGIC lesion.  The ipsilateral data is 
shown in light gray. The reversal period is shaded. 
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Control experiments were run to further test if baseline mechanical 
thresholds could be affected longitudinally by CGIC lesions alone in the absence of 
CCI and allodynia. To this end, a new series of rats without CCI were measured 
using von Frey tests under baseline conditions and after bilateral CGIC or sham 
brain-lesion (n=5 per group), covering the duration (≈ 21-day) of the previously 
established allodynia reversal period (Fig. 3.4A, B; Fig. 3.5A; shaded areas) and 
beyond. Thresholds were measured in both left (Fig. 3.5A; filled symbols) and right 
paws (Fig. 3.5A; empty symbols) for CGIC lesion (Fig. 3.5A; triangles) and sham 
lesion (Fig. 3.5A; squares).  It should again be noted that this is the only experiment 
where rats did not receive CCI surgery. Two-way ANOVA showed no effect of CGIC 
and sham lesion group (p > 0.05), time (p > 0.05) or an interaction effect (p > 0.05) in 
either left and right hindpaw comparisons. 
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Figure 3.5  CGIC lesions do not affect low or high threshold mechanical 
sensitivity.  (A) Bilateral CGIC or sham lesion was performed following baseline 
measurement at day 0 (dashed line).  The reversal period for CGIC lesion 
attenuation of allodynia defined in Figure 3.4 is shaded. (B) High threshold 
mechanical sensitivity was tested at the end of von Frey measurements to 
determine if CGIC lesions reduced high threshold sensitivity. Post-hoc analysis 
showed no significant difference in either paw between CGIC (black bars) and sham 
lesion (white bars; p > 0.05).  
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Efferent projections of CGIC 
In light of our behavioral results showing a distinct role for CGIC in long-
term maintenance of allodynia, an additional group of animals received injections of 
anterograde tracer to examine possible intracortical and subcortical efferent 
pathways by which this maintenance may be effected. Figure 3.6 depicts an 
example of intracortical projections of CGIC at the level of the rostral tracer 
injection. In all animals, CGIC injections in the right hemisphere (contralateral to 
CCI ligation in the previous group of animals) labeled the homologous contralateral 
CGIC (Fig. 3.6A). Labeling was also apparent in the ipsilateral body 
representations of SI (Fig. 3.6A; in this example the SI hindlimb representation) 
and primary motor cortex (Fig. 3.6A). However, projections were conspicuously 
absent in the SI vibrissa representation (Fig. 3.6A). Fibers were densely labeled in 
the striatum (Fig. 3.6A), that extended ventrally with sparse terminations in the 
anterior basolateral amygdaloid nucleus (Fig. 3.6B; arrows) lying just medial to the 
external capsule (Fig. 3.6B). No labeling of the rostral agranular insular cortex (Fig. 
3.6C) was noted in any animals. However, sections at this rostral level revealed 
light projections to granular insula (Fig. 3.6C) as well as denser projections to SI 
and primary motor cortex (Fig. 3.6C). 
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Figure 3.6 Cortical, striatal, and amgydala projections of CGIC. (A) 
Anterograde neuroanatomical tracing using biotinlayted dextran amine (BDA) 
shows the rostral injection site in the CGIC (dark orange) and its efferent 
connections to the hindlimb representation in primary somatosensory cortex 
(S1HL), motor cortex (MI), contralateral CGIC, Caudate-putamen (CPu), and 
basolateral amygdala (BLA).  White box denotes area of enlargement in (B) (scale 
bar = 2.0mm). (B) Shows sparse efferent connections of CGIC to the BLA, axons 
marked by white arrows (ec; external capsule; scale bar = 0.5 mm).  (C) Dense 
cortico-cortical connections can be seen between CGIC and MI and SI.  Some 
connections can be seen in the granular insula (GI), but the rostral agranular insula 
(RAIC) does not show efferent connections from CGIC (scale bar = 1.5 mm). 
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Two thalamic regions were innervated by CGIC, the posterior thalamus and 
the zona incerta (Fig. 3.7A) this labeling was present along an extended 
rostrocaudal axis. Collateral projections to the reticular nucleus of the thalamus 
were also present (Fig. 3.7A).  Figure 3.7B shows closer detail of the zona incerta 
projections, with axons highlighted by arrows. Additionally, two brainstem regions 
were labeled (Fig. 3.8). At the level of the rostral ventromedial medulla (Fig. 3.8A), 
fibers emerged from the ipsilateral pyramidal and medial lemniscal tracts (Fig. 
3.8A) to course into both the ipsilateral and contralateral regions of the rostral 
ventromedial medulla (Fig. 3.8B). Further caudally, the contralateral nucleus of the 
solitary tract (Fig. 3.8C) was densely innervated by decussating fibers (Fig. 3.8C; 
arrow) from the ipsilateral pyramidal tract. No projections from CGIC to the 
periaquaductal grey matter were noted.  
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Figure 3.7 Thalamic projections of CGIC. (A) Dense connections from CGIC 
to the ipsilateral posterior nucleus of the thalamus (PO) can be seen as well as 
collaterals in the reticular nucleus of the thalamus (Rt).  Dashed box shows 
enlargement area for Zona Incerta (ZI) in (B) (fornix; f, mammillothalamic tract; 
mt; scale bar = 0.5 mm).  (B) Moderate efferent connections of CGIC to ipsilateral 
ZI marked with white arrows (scale bar = 125 um). 
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Figure 3.8 Brainstem projections of CGIC. (A) Counterstained section of 
brainstem showing the location of rosroventral medulla (RVM) in relation to the 
facial nuclei (VII) (pyramidal tract; py, medial leminiscal tract; ml).  Black box 
denotes area of enlargement in (B) (scale bar = 1.0 mm).  (B) Efferent connections 
from CGIC can be seen exiting the pyramidal tract and innervating both the 
ipsilateral and contralateral RVM (white dashed outline; scale bar = 0.5 mm).  (C) 
Dense connections from CGIC to the nucleus of the solitary tract (Sol, white dashed 
circles) can be seen exiting the pyramidal tract (py), decausating (white arrow) and 
terminating the contralateral Sol (scale bar = 1.0 mm). 
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Finally, one direct projection via the corticospinal tract (CST) was discovered.  
Following decussation of descending fibers from CGIC in the CST, termination was 
seen in the medial aspect of the internal basilar nucleus in the cervical spinal cord 
(Fig. 3.9).  The inset on Figure 3.9 shows the descending axons in the CST, marked 
by the asterisk, and the exiting fibers terminating in the internal basilar nucleus, 
marked by arrows.  The descending fibers in the CST as well as termination in the 
spinal gray matter was not seen at more caudal levels. 
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Figure 3.9 Spinal projections of CGIC.  Spinal section at the 2nd cervical 
level (C2) shows projections of CGIC exiting the cortico-spinal tract (CST) to 
innervate the internal basilar nucleus (IB).  Dashed white box denotes area of 
enlargement for inset (scale bar = 0.5 mm).  Inset shows detail of terminations in IB 
marked by white arrows.  The asterisk indicates descending fibers in the CST (scale 
bar = 250 um). 
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The effect of CGIC efferent projections on multiunit responses of the lumbar dorsal 
horn  
Failure to observe any direct efferent projections from CGIC past the cervical 
spinal cord raised the question of whether its function was restricted to cortical 
processing, or could also involve indirect descending spinal modulation via SI or 
other subcortical targets. To answer this question, we electrically stimulated CGIC 
in 4 additional rats while recording multiunit activity from the dorsal horn of the 
lumbar enlargement (Fig. 3.9E). CGIC stimulation consistently evoked bursts of 
MUA in layers 4-6 of the dorsal horn (Fig. 3.9A&E; dashed boxes). The spinal 
response began at a post-stimulus latency of approximately 25 ms (25.2±2.1 ms; Fig. 
3.9A&B; blue traces). Cortically evoked spinal MUA was completely eliminated by 
muscimol block of CGIC (Fig. 3.9B; red traces), indicating a focal effect of 
stimulation and no current spread to adjacent cortex.  Confinement of muscimol 
suppression of SEP to target cortical structures was also verified with cortical 
mapping at the end of recording (data not shown). 
Given that CGIC was activated by hindpaw stimulation (Fig. 3.1D) and could 
in turn activate cells in layers 4-6 of the dorsal horn (Fig. 3.9A), we further 
evaluated what influence if any muscimol block of CGIC had on the spinal response 
to electrical stimulation of the sciatic nerve.  Sciatic stimulation consistently evoked 
two bursts of MUA in the dorsal horn that were spatially and temporally distinct 
(Fig. 3.9C&D; blue traces). The first MUA burst occurred at the shortest post-
stimulus latency (overlapping the stimulus artifact) and was of largest amplitude at 
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dorsal recording sites (< 500 µm; Fig. 3.9C-A). In all rats, this early burst was 
followed at approximately 43 ms post-stimulus latency (43.1±1.4 ms) by a second 
MUA burst of largest amplitude in layers 4-6 (> 500 µm; Fig. 3.9C-b; dashed box). 
The long latency ventral response had a spatial distribution that resembled 
electrically evoked CGIC responses (Fig. 3.9A; dashed box). Indeed, the late 
component of the sciatic evoked response was attenuated by inactivation of CGIC 
(Fig. 3.9D; red traces). CGIC block only attenuated the late response in the ventral 
layers (Fig. 3.9F; 500-1000 µm; p=0.012), leaving activity in the dorsal layers 
unaffected (Fig. 3.9F; 0-400 µm; p=0.82). While CGIC block had no effect on early 
sciatic evoked responses in dorsal layers (p=0.32), in most rats it appeared to 
attenuate short latency responses in the ventral layers (Fig. 3.9D; arrow), however, 
this did not reach significance (p=0.08). 
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Figure 3.10 CGIC activation contributes to the late multiunit response in dorsal horn 
lumbar spinal cord.  (A) Electrical stimulation of contralateral CGIC alone elicits robust, 
late (on latency 25.2±2.1 ms) MUA, measured by a laminar electrode (1x16 100 uM 
spacing), in layers 4-6 (dashed box) of the lumbar enlargement. MUA for all 64 individual 
trials under each condition is collapsed across each electrode in all the laminar figures (B) 
Following inactivation of CGIC by muscimol injection, no further spinal MUA is elicited by 
electrical CGIC stimulation (pre-CGIC inactivation, or data from (A) shown in blue, post 
inactivation shown in red)  (C) Electrical stimulation of the ipsilateral sciatic nerve evoked 
two bursts of MUA in the same recording site as (A-B).  An early component (a) mostly 
confined to the layers 1-4 of the dorsal horn, and a late component (b) that begins 43.1±1.4 
ms following the early component, and is primarily restricted to layers 4-6 (dashed box). 
(D) Sciatic stimulation MUA prior to CGIC activation, or data from (C) is shown in blue, 
and MUA from sciatic stimulation following CGIC inactivation is shown in red.  Following 
CGIC inactivation sciatic stimulation failed to evoke late phase MUA in layers 4-6, and 
attenuated the early component (arrow; did not reach significance).  (E) Photomicrograph 
of nissel stained lumbar spinal tissue, showing laminar electrode placement.  Laminae are 
marked with red dashed lines.  Black arrows indicate the corresponding electrical traces 
from (C).  The dashed box highlights electrodes where CGIC effects were observed.  (F) 
Quantified MUA from (D) showing MUA in spinal cord, evoked by sciatic stimulation, 
subdivided into dorsal and ventral electrodes, blue bars represent data prior to CGIC 
inactivation and red bars represent MUA data after CGIC inactivation. MUA magnitude is 
normalized to the maximum across electrodes and conditions for a given rat and therefore 
can range from 0.0-1.0. 
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Since we discovered no direct projections from CGIC to the lumbar dorsal 
horn, we examined a second set of rats (n=4) to determine if at least one indirect 
pathway for CGIC-evoked spinal responses could relay via SI, a main intracortical 
target of CGIC efferent fibers (Fig. 3.6A&B). Figures 3.10A&C (blue traces) again 
show lumbar MUA evoked by CGIC and sciatic nerve stimulation, respectively, 
prior to muscimol inactivation of SI. SI block resulted in nearly complete 
attenuation of the CGIC-evoked dorsal horn response (Fig. 3.10B; red traces) in 
layers 4-6 of all rats (Fig. 3.10F; CGIC; p=0.0008). While attenuation was also 
observed in more dorsal layers of some rats, this did not reach significance (p=0.12). 
Similarly, the long latency ventral response to sciatic nerve stimulation was 
attenuated by SI block (Fig. 3.10D; red traces) in the ventral layers of all rats (Fig. 
3.10F; Sciatic; p=0.0002) but not in the dorsal layers (p=0.31). The possibility that 
SI may serve as an excitatory cortico-spinal relay for CGIC efferent output was 
further supported by observation that direct stimulation of SI evoked dorsal horn 
responses (Fig. 3.10E; blue traces) that were similar in spatial distribution to those 
resulting from CGIC stimulation and eliminated by SI block (Fig. 3.10E; red traces). 
However, post-stimulus latencies of responses to SI stimulation were shorter 
(19.2±2.2 ms; p=0.006) then CGIC responses by approximately 6 ms. 
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Figure 3.11 SI inactivation abolishes CGIC evoked spinal MUA.  (A) Electrical 
stimulation of CGIC evokes MUA in contralateral lumbar dorsal horn (dashed box, 
similar to 3.9A).  (B) Inactivation of SI abolishes CIGIC evoked MUA (pre SI 
inactivation (data from 8A) is shown in blue, and post SI inactivation in red).  (C) 
Stimulation of the sciatic nerve evokes MUA in the ipsilateral dorsal horn (dashed 
box, similar to 3.9C).  (D) Inactivation of SI eliminates the late component of sciatic 
evoked spinal MUA (blue = pre-inactivation, red = post-inactivation).  (E) Direct 
electrical stimulation of SI evokes late MUA in the spinal cord (blue traces), after 
inactivation of SI, spinal SI evoked MUA is eliminated (red traces).  (F) 
Quantification of spinal MUA from layers 4-6 from intact rats (blue bars) and SI 
inhibited rats (red bars), during CGIC stimulation or sciatic stimulation. As in 
Figure 3.9, MUA magnitude is normalized to the maximum across electrodes and 
conditions for a given rat and therefore can range from 0.0-1.0. 
  
98 
Figure 3.11  
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Discussion 
The present results indicate that CGIC lesions before or after CCI produce 
long-term alleviation of allodynia without affecting normal mechanical thresholds to 
low or high threshold stimuli. CGIC displays both intracortical and subcortical 
efferent projections that may support its influence on allodynia. Electrical 
stimulation and inactivation of CGIC and SI indicate that both can evoke MUA in 
layers 4-6 of the lumbar dorsal horn that contributes to late temporal components of 
the sciatic nerve response.  
Our data suggest two distinct phases of allodynia, the first independent of, 
and the second dependent on, CGIC. While CGIC lesions performed 2 weeks prior to 
CCI are complete by the time of sciatic nerve injury (Vogt, Hailer et al. 2008), 
subsequent development of allodynia is indistinguishable from sham-lesion controls 
until 14 days post-CCI. These results support the hypothesis that mechanisms 
initiating neuropathic pain differ from mechanisms for its maintenance (Burgess, 
Gardell et al. 2002). Initiation is thought to be due to increased afferent drive 
(Devor 1991), and central sensitization of spinal circuitry (Gracely, Lynch et al. 
1992; Coderre, Katz et al. 1993; Cervero and Laird 1996; Campbell and Meyer 2006; 
Saade and Jabbur 2008; Sandkuhler 2009), whereas maintenance may require 
supraspinal facilitation (Porreca, Ossipov et al. 2002; Campbell and Meyer 2006; 
Saade and Jabbur 2008).  
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In addition to the insula, other supraspinal sites, such as the anterior 
cingulate (ACC), the prefrontal cortex (PFC) and the amygdala, have been 
investigated for supraspinal involvement and may play a role in the emotive aspects 
of pain, and possible modulation of chronic pain, but their relation to the two 
distinct phases of allodynia shown in this study have not been investigated.  While 
lesion studies of the ACC show an affect on acute inflammatory pain, they do not 
affect allodynia (Donahue, LaGraize et al. 2001).  However, recent evidence shows 
that inhibition of protein kinase Mζ  in the ACC can lead to reduction in allodynic 
behavior. Yet, unlike our CGIC lesions, this reduction is transient, lasting between 
2 and 24 hours (Li, Ko et al. 2010).  Other recent evidence also implicates the PFC 
and amygdala in allodynic behavior (De Novellis, Vita et al. 2011), but this is again 
only a relatively small and transient effect.  These structures may be highly 
associated with the emotional, decision-making, and fear, making their direct 
contribution to allodynia difficult to determine.  
When looking at the biphasic nature of allodynia the initial source of 
supraspinal facilitation may be the brainstem, since destruction of cells within the 
rostral ventromedial medulla or its major descending output pathway, the dorso-
lateral funiculus, result in a decline in neuropathic symptoms much earlier (5 days 
post-injury) than that produced by CGIC lesions (Burgess, Gardell et al. 2002). 
However, it seems unlikely that rostral ventromedial medulla facilitation is 
responsible for prolonged allodynia measured here, since section of the dorso-lateral 
funiculus, anterolateral columns, and spinal hemi-section (Saade, Al Amin et al. 
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2006), as well as bilateral section of the dorsal columns (Saade, Baliki et al. 2002), 
results in significant but temporary (1-3 week) decreases of allodynia.  
Notably, the only spinal pathway consistently spared in the previous studies 
of transient supraspinal facilitation was the corticospinal tract (CST). Our 
anatomical results suggest two paths by which the CGIC could access the CST.  The 
first is via direct projections within the CST to the cervical division of the IBN 
(Torvik 1956).  However, the functional significance of the IBN has not been well 
characterized (Kemplay and Webster 1986; Huang 1989; Kobayashi 1998) and no 
CGIC projections were found in the lumbar spinal cord. A second, pathway for CGIC 
modulation of allodynia via the CST is through its dense intracortical projections to 
sensori-motor cortex, the principle origin of the CST (Miller 1987). The CST one of 
the most effective descending modulators of the spinal cord.  Supporting the 
importance of this pathway are the results of Balaki and colleagues, (Baliki, Al-
Amin et al. 2003) indicating that ablation of the sensori-motor cortex in the rat is 
the only other chronic cortical manipulation, outside of the discrete CGIC lesions 
shown here, that results in long-term attenuation of allodynic manifestations.  
The effects of CGIC and SI stimulation/inactivation on lumbar dorsal horn 
MUA provide further functional support for potential descending cortical 
modulation of spinal excitability. Stimulation of either CGIC or SI results in 
excitation of layers 4-6 of the lumbar dorsal horn. The fact that: 1) CGIC possesses 
no direct lumbar corticospinal pathway, 2) CGIC has dominant efferent output to 
SI, 3) CGIC-evoked responses are approximately 6 ms later than those evoked from 
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SI, and 4) inactivation of SI completely eliminates spinal responses due to CGIC 
stimulation, suggests that spinal modulation from CGIC relays through SI and 
subsequently through the CST. When cortical stimulation is replaced by sciatic 
stimulation, both CGIC and SI continue to have a distinct influence on the late 
temporal component of the dorsal horn response. Inactivation of either CGIC or SI 
eliminates the late response in layers 4-6, but leaves early responses intact. Our 
evidence suggests that the late response is cortically driven and does not represent 
long-latency C-fiber responses due to afferent input. This conclusion is based on its 
relatively short post-stimulus latency (43 ms compared to latencies in the range of 
100-300 ms for C-fiber responses (You, Lei et al. 2010) and maximum amplitude in 
layers 4-6 (compared to typical localization in superficial layers for C-fiber 
responses; Stanfa and Dickenson 2004). Additionally, we used minimum stimulus 
currents capable of producing reliable sciatic evoked responses in CGIC 
(approximately 0.4-0.6 mA), which were below those typically used to activate C-
fibers (1-4mA; You, Colpaert et al. 2008; Rojas-Piloni, Martínez-Lorenzana et al. 
2010; You, Lei et al. 2010).  
We propose instead that the long-latency sciatic response reflects a “spinal-
CGIC-SI-spinal” positive feedback loop that may contribute to maintenance of 
allodynia. While all spinal electrophysiology here was conducted in non-neuropathic 
rats (electrophysiological differences in neuropathic rats may be masked by 
anesthesia), the relative post-stimulus latencies we observed support the existence 
of this loop. The response latency for SI stimulation was 19 ms, which, at typical 
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conduction velocities of 5 mm/ms (McComas and Wilson 1968), would cover the 
approximately 100 mm distance between SI and lumbar spine. The round trip path 
to and from cortex would require 38 ms, which is 5 ms shorter than the actual 
sciatic evoked response of 43 ms. However, given that CGIC response latencies were 
25 ms (6 ms longer than SI responses) due presumably to intracortical delay 
between CGIC and SI, the proposed loop and theoretical latency calculation comes 
within 1 ms of the latency recorded for actual sciatic responses. It is telling that 
while SI responds vigorously to sciatic stimulation, and can in turn evoke MUA in 
the lumbar spine when electrically stimulated, its influence on the long-latency 
lumbar response to sciatic stimulation is entirely dependent on an intact CGIC. In 
this light, CGIC may be seen as not just a sufficient, but a necessary, input to SI for 
descending spinal activation. 
Hodological, cytoarchitectural, and functional characteristics of the CGIC 
clearly distinguish it from RAIC, which has received attention for its role in 
nociceptive processing. Pharmacological manipulations of RAIC produce marked 
anti-nociceptive effects on acute pain (Burkey, Carstens et al. 1996; Burkey, 
Carstens et al. 1999; Jasmin, Rabkin et al. 2003).  However, while SEPs are easily 
recorded in CGIC, we have not successfully recorded SEPs from RAIC, even with 
strong electrical stimulation of the skin (1.0-2.0 mA; see Fig. 1 of Rodgers, Benison 
et al. 2008). Thus, at least in anesthetized rats, somatosensory responsiveness of 
the insula is dominated by CGIC. Additionally, CGIC lies approximately 4 mm 
caudal to RAIC, in granular cortex, and our anterograde tracing reveals little to no 
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rostral efferent projections to agranular insular cortex. Finally, while the RAIC has 
been shown to modulate acute pain, there is less evidence for an influence on 
neuropathic pain (however, see Coffeen, Manuel Ortega-Legaspi et al. 2010). In 
contrast, our data indicate that CGIC lesions have profound effects on allodynia 
with no influence on normal mechanical withdrawal thresholds in uninjured rats. 
 CGIC may therefore represent a distinct and essential center for the 
forebrain maintenance of mechanical allodynia due to mononeuropathy. Whether 
CGIC also plays a more general role in the maintenance of other neuropathic pain 
manifestations, such as CCI induced spontaneous pain (Nakazato-Imasato and 
Kurebayashi 2009) and/or inflammatory allodynia and thermal hyperalgesia, 
remains to be determined, particularly since the later may rely on distinct 
spinothalamic pathways (Miki, 1998, 407-15; however see Saade, Al Amin et al. 
2006).  
While the presumed facilitation of allodynia by the intact CGIC 
demonstrated here may be maladaptive when there is damage to peripheral nerves, 
these results also shed light on possible functions of insular cortex in the intact 
nociceptive system. Indeed, recent evidence in humans suggests that a functionally 
and anatomically distinct region of insula, in non-neuropathic subjects, responds to 
the magnitude of painful stimuli as well as multisensory stimuli (Baliki, Geha et al. 
2009). However in a pathological condition the long-term organization of nocifensive 
responses places distinct sensory-discriminative demands on cortical nociceptive 
processing. The source and location of pain must be accurately identified and the 
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success of protective strategies evaluated through changes in pain intensity. Our 
evidence that the CGIC is somatotopically organized (Benison, Rector et al. 2007; 
Rodgers, Benison et al. 2008) indicates an ascending conservation of function that 
preserves the capacity for somatic localization. Facilitation of allodynia by the CGIC 
would be highly adaptive, increasing the gain of sensory drive from the injured 
region to promote affective and sensory processing.  
In response to peripheral or central damage to the nociceptive system, the 
CGIC may function pathologically with persistent maintenance of mechanical 
allodynia. Further understanding of interactions between body representations 
within the CGIC may provide insights into forebrain mechanisms for the typical 
ipsilateral spread of allodynic responses to dermatomes adjacent to the injured 
nerve (secondary allodynia). However, homologous callosal projections to 
contralateral CGIC also introduce the intriguing possibility of a cortical 
contribution to mirror image allodynia. This mysterious phenomenon is produced by 
CCI in rats, and clinical pain syndromes (Milligan, Soderquist et al. 2006; 
Hutchinson, Zhang et al. 2008). Finally, the present findings may have clinical 
implications. A somatotopically organized region of the human posterior insula has 
been recently discovered that may be analogous to the CGIC described here 
(Mazzola, Isnard et al. 2009), suggesting that the CGIC could eventually present a 
therapeutic target for the long-term relief of mechanical allodynia. 
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Chapter IV 
Disinhibition of caudal granular insular cortex as a 
possible mechanism for maintenance of allodynia 
Abstract 
Preliminary data showing that disinhibition of CGIC can lead to 
hyperexcitability and possibly to the maintenance of allodynia in the rat will be 
shown through behavioral, electrophysiological and protein analysis. 
Introduction 
In the previous two chapters we have mapped CGIC and demonstrated that 
lesioning it prevents and reverses the maintenance of long term mechanical 
allodynia.  Understanding the electrophysiological signature of neuronal alteration 
in CGIC following CCI is important to gaining further insight into the cellular 
mechanisms that may underlie and ultimately cause the maintenance of allodynic 
behavior at the cortical level and are extremely important for developing possible 
effective treatments for chronic pain.  
The cortex of mammals is organized in cytoarchitecturally distinct layers, 
each of which has discrete cell types and afferent and efferent connections.  Vernon 
Mountcastle was the first to observe that the receptive fields within cortical layers 
to afferent inputs, are systematized into substructures of cell columns that extend 
from the depth to the surface of the cortex (Mountcastle 1957).  More recent studies 
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have shown that columns of neurons that are more than 500µm apart do not have 
overlapping primary receptive fields (Hubel and Wiesel 1969; Leise 1990; 
Buxhoeveden and Casanova 2002).  These large columns, or hypercolumns, are 
estimated to contain 50-100 minicolumns of which each is thought to be comprised 
of approximately 80 neurons (Buxhoeveden and Casanova 2002).  Minicolumns may 
individually receive input from a single or small number of afferent fibers and are 
thus in a position to integrate information from very discrete peripheral sensory 
fields (Hubel and Wiesel 1969; Leise 1990; Buxhoeveden and Casanova 2002). 
Cortical layers within hyper and minicolumns have a cytoarchitecturally 
distinct organization of GABAergic and glutamatergic neurons.  Nearly every 
neuron in the cortex responds to endogenously released or exogenously applied 
GABA (Krnjevic 1984; Bowery, Enna et al. 2004).  In SI of rats, which has a very 
similar cytoarchitechture to CGIC, up to 15% of all neurons contain GABA 
(Beaulieu 1993)  The numerical density of neurons that contain GABA is highest in 
lamina IV and lowest in lamina I, although nearly 90% of lamina I neurons are 
believed to be GABA-ergic (Beaulieu 1993).  The densest accumulation of large 
GABA-ergic terminals occurs within neuronal aggregates in lamina IV, of columns 
and minicolumns (Beaulieu 1993). 
In various models of afferent denervation to sensory areas of cortex, a 
homeostatic reduction in GAD2, the rate-limiting enzyme that is responsible for 
catalyzing the production of gamma-aminobutyric acid (GABA) from L-glutamic 
acid, is seen, particularly in layers I and IV (Dykes 1978; Dykes, Landry et al. 1984; 
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Land, Simons et al. 1986; Warren, Tremblay et al. 1989; Walls, Nilsen et al. 2010; 
Yang, Weiner et al. 2011).  This reduction of GAD and consequently the reduction of 
tonic GABA-ergic signaling, is thought to be a homeostatic mechanism in response 
to decreased afferent drive due to denervation which underlies the supersensitivity 
seen in these sensory cortical areas. 
These mechanisms may be present in CGIC following CCI, as a 
subpopulation of nerve fibers, often large, myelinated A-beta and A-delta, undergo 
wallerian degeneration as a result of the constriction sutures (George, Kleinschnitz 
et al. 2004).  To discover if changes in cortical excitability are present in CGIC 
following CCI we used laminar multiunit electrophysiological analysis of sciatic 
evoked responses in CGIC.  This was followed by protein analysis of GAD2 to probe 
for a possible link between hyperexcitability in CGIC and a reduction of inhibitory 
tone.  In addition we used a novel two-plate temperature preference behavioral 
assay to examine the effects of CGIC lesions on operant pain behavior as well as 
cold allodynia. 
Methods 
Chronic constriction injury 
CCI was created at mid-thigh level of the left hindleg as previously described 
(bilateral CCI was used for temperature preference behavior)(Bennett and Xie 
1988). Four sterile, surgical chromic gut sutures (cuticular 4-0, chromic gut, 27”, 
cutting FS-2; Ethicon, Somerville, NJ) were loosely tied around the isolated sciatic 
nerve under isoflurane anesthesia (Phoenix Pharm., St. Joseph, MO).  Sham CCI 
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surgery was identical to CCI surgery except no sutures were placed around the 
sciatic nerve. 
CGIC multi-unit recording 
2 weeks post CCI (n=4) or sham CCI (n=4) male Sprague-Dawley rats (300-
400 g) were anesthetized to surgical levels using intraperitoneal injections of 
urethane (Sigma, 1.5 mg/kg body weight), placed on a regulated heating pad until 
eye blink reflex could be barely elicited.  A unilateral craniotomy was performed 
over the right hemisphere (contralateral to CCI surgery) extending from bregma to 
3 mm rostral of lambda and from the mid-sagittal suture past the lateral aspect of 
the temporal bone, exposing a maximal area of the surgically accessible hemisphere. 
The dura was reflected and the exposed cortex regularly irrigated with Ringer 
Solution containing: NaCl 135 mM; KCl 3 mM; MgCl 2 mM; and CaCl 2 mM – pH 
7.4 at 37º C.  Bilateral sciatic nerves were exposed, and a window exposing the 
medial to lateral extent of the spinal column was opened at the vertebral T1 level. 
A single large stainless steel surface electrode (tip diameter: ~100 µm) was 
used to map the location of the largest sciatic evoked response in CGIC. Once this 
was established, a linear 16-electrode array (10 µm2 contacts, 100 µm spacing) was 
inserted into the region with the largest sciatic evoked response until the top 
electrode was barely visible at the surface.  Potentials were simultaneously 
amplified (x1000), analog filtered (band-pass cut-off = -6 dB at 300 to 3000 Hz, roll-
off = 5 dB/octave) and digitized at 10 kHz. Single trials (2000 ms duration; n=64) of 
evoked activity were stored for subsequent computation of MUA. In all rats, both 
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sciatic nerves (SN) were exposed and isolated at the mid-thigh level. A pair of silver 
hook electrodes were placed around the SN for stimulation (silver, Teflon coated 
except for the hooks, .5mm spacing). The exposed nerve was covered with mineral 
oil at 37°C to prevent drying.  Electrical stimulation was applied to the SN via a 
constant current device (World Precision Instruments, Sarasota, FL) in 1.0 ms 
square biphasic pulses, at minimum current sufficient to evoke reliable responses 
(0.4-0.6 mA).  Electrical current was applied proximal to the CCI sutures. 
Tissue Homogenate Preparation 
Following electrophysiological multi-unit mapping, sciatic responsive CGIC 
was marked with india ink, animals were decapitated and brains were removed and 
flash frozen.  The marked CGIC was extracted using a tissue punch 1 mm in 
diameter to a depth of 1600 µm (depth of laminar electrode).  Tissue punches were 
immediately frozen on dry ice and stored at -80C for later use. Tissue punches were 
resuspended in 100 µl of Tissue Extraction Reagent (Invitrogen, FNN0071) 
supplemented with a complete cocktail of protease and phosphatase inhibitors 
(Sigma, P8340, P5726, P2850) and sonicated for 10 seconds on ice. Homogenates 
were spun at 10,000xg for 5 min at 4°C to remove unsolubilized tissue. Total protein 
concentration was determined using a BCA protein Assay (Pierce, Giroux et al. 
1987). 
Western Blot 
Samples were prepared under reducing conditions in 4× Laemmli buffer and 
heated at 70°C for 5 min. 10 µg of protein sample was loaded onto 4–12% NuPage 
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(Invitrogen) Bis-Tris SDS-polyacrylamide gels and transferred onto polyvinylidene 
fluoride membranes (Millipore). Membranes were blocked in 5% milk/PBST (PBS 
with Triton) for 60 min at room temperature; all primary antibody incubations were 
at 4°C overnight followed by 3 × 10 min washes with PBST; secondary antibody 
incubations were at room temperature for 1 h and washed 3 × 10 min. The following 
primary antibodies (and dilutions) were used: GAD2 (1:2000, #5843, Cell Signaling) 
and β-actin (1:4000; sc-47778; Santa Cruz). To avoid stripping and reprobing, blots 
were cut at ~55 kDa and the upper and lower blots were incubated with anti-GAD2 
and anti-β-actin, respectively (Pierce). Following chemiluminescent application 
with SuperSignal West Pico Chemiluminescent , blots were exposed to 
autoradiography film (Denville Scientific) for various lengths of time (15-60s) for 
optimal exposure. For semi-quantification, films were scanned, and images were 
analyzed using Image J software. GAD2 protein bands were normalized to their 
actin controls. 
Operant temperature preference task 
A place preference test evaluated the relative aversion for nociceptive levels 
of cold stimulation. Two adjacent compartments (6 by 8 inches) were separated by a 
partition with a 2.5 by 2.5 inch opening. The floor of one compartment was 
maintained at 31°C, and the temperature of the other floor was 7°C. Illumination of 
the 31°C chamber was 110 lux and the illumination of the 7°C chamber was 5 lux. 
For each 5-minute trial, the rat was placed on the neutral/bright side, and the 
latency and duration of occupancy for each compartment were tracked 
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automatically by AnyMaze software (Stoelting, IL). The temperatures and 
illumination were established in preliminary tests designed to elicit equal 
occupancy of the 2 compartments by normal male rats. 
Cannula placement and microinjection 
Bilateral guide cannulae were implanted under isoflurane anesthesia (3% in 
oxygen). Stainless steel dual cannula guides (26 gauge, 1 mm center to center; 
Plastics One, Roanoke, Virginia) were placed in the CGIC (-1.75, -2.75 
anteroposterior, ±6.5 midline, -6.5 dorsal-ventral) and fixed to skull with screws and 
acrylic cement. All coordinates were relative to bregma and obtained from the atlas 
of Paxinos and Watson. A stylet that projected 1 mm below the guide cannula was 
inserted with a dust cap secured over the top to insure patency. Each rat received 
.25 mL/kg body weight of penicillin (SC, Twin-Pen; AgriLabs, St. Joseph, Missouri) 
and allowed 2 weeks of postoperative recovery. Intracerebral microinjections were 
made while gently restraining the rat and replacing the stylet with a microinjector 
that extended 1 mm beyond the cannula tip (33 gauge, Plastics One) into CGIC 
region. For CGIC injections, each rat received 2.5 micrograms of bicuculline in .9% 
saline (Sigma, St. Louis, Missouri) at a rate of 1 uL/min through PE-50 tubing by a 
25-uL Hamilton syringe and Kopf micromanipulator. All injection volumes were .5 
uL. After injection, the injectors were left in place for an additional 2 min to prevent 
back-flow and permit diffusion.  15 minutes after injection animals were placed in 
the operant temperature preference task (OTPT). 
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Results 
Multi-unit electrophysiological characterization of sciatic evoked responses in 
chronic constriction injured animals and sham CCI animals 
Multi-unit activity of rat CGIC was examined using a laminar electrode 
inserted perpendicularly to the cortical surface in the sciatic responsive sensory 
region of rat CGIC cortex.  Half (n=4) of the rats received CCI 2 weeks prior to the 
electrophysiology and the other half received sham CCI (n=4).  Animals were 
paralyzed and ventilated so that motor movement was not a confound.  Figure 4.1 
shows the typical unit response properties in sham (4.1A), and CCI (4.1B) animals.  
The timescale of the response in relation to the electric stimulus of the sciatic nerve 
is shown.  An initial burst of activity can be seen 20-50ms after the stimulus.  
Following this initial burst, an inhibitory period (50-250ms) is observed.  It should 
be noted that the duration and strength of the inhibitory period is markedly 
reduced in the CCI animals as compared to the sham animals.  Examples of 
spontaneous activity in sham and CCI animals, before and after spinal section are 
also shown. 
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Figure 4.1 Typical examples MUA from CGIC in CCI and sham CCI 
animals.  Summed results from 10 trials of evoked sciatic stimulation in a single 
laminar electrode. A) An early burst of neuronal firing can be seen within the first 
20-50ms followed by a typical inhibitory period from 50-250ms which in turn is 
followed by a post inhibitory rebound in non-CCI animals.  Spontaneous levels of 
neuronal activity can also be observed in the 1-2 second summed average of 10 
trials shown.  B) A marked decrease in the duration and extent of the inhibitory 
period can be seen in the CGIC of CCI animals between 50-250ms.  In addition the 
spontaneous activity is elevated before and after spinal blockade.  
115 
Figure 4.1 
  
20-50 
ms 
50-250 
ms 
250-500 
ms 
1-2 
sec 
116 
Multi-unit analysis (MUA) in the each of the time periods outlined in fig 4.1 
are shown in figures 4.2-4.7.  In each figure the entire laminar extent of MUA is 
shown, starting with the surface electrode (electrode 1 on the x axis) continuing to a 
depth of 1600um (electrode 16) at 100um increments.   
There is no significant difference between any of the laminar positions during 
the initial phase (20-50ms) of the evoked MUA in CCI and sham animals (fig 4.2).  
A sleight trend toward enhanced MUA in layers IV and V can be observed but did 
not reach threshold for significance.  During the typical inhibitory phase of the 
evoked MUA (50-250ms) a very robust and significant (p<.01 across all laminar 
electrodes) change in MUA can be observed between CCI and sham animals (fig 
4.3).  The observed duration and strength of the inhibitory period is markedly 
reduced in CGIC of animals that have had CCI on the contralateral sciatic nerve 2 
weeks prior.  This lack of inhibition, or disinhibition can be seen in all layers of the 
cortex.  Following the inhibitory period there is a post inhibitory rebound (250-
500ms).  During this period a trend toward increased MUA in CGIC of CCI animals 
can be observed, but it does not reach threshold for significance at any laminar 
depth (fig 4.4).  It cannot be determined from this data if the CCI animals have a 
decrease in inhibitory tone during the inhibitory period, or if there is an increase 
and encroachment of post inhibitory rebound into the inhibitory period, and it may 
be a combination of the two that accounts for the differences seen in fig 4.3.  To 
determine baseline spontaneous differences of MUA in CCI and sham animals in 
the absence of tonic sciatic input that could be altered by the constriction injury, the 
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sciatic nerve was soaked in a bath of lidocaine for 15min until no evoked activity 
could be recorded in CGIC sue to sciatic stimulation.  The spontaneous MUA was 
then averaged across animals for both sham and CCI treatments.  The CCI animals 
showed a trend for increased excitability that reached significance in the superficial 
layers (electrode 1 p=0.03 and electrode 4 p=0.004) and granular layers (electrode 7 
p=0.05, and electrode 8 p=0.02).  To ensure that this increased spontaneous activity 
was not due to an elevated spinal drive, following sciatic inactivation, the spinal 
column of animals was sectioned above (at the cervical level) the sciatic input to the 
spinal cord (lumbar enlargement).  After sectioning, the severed spinal column was 
soaked in lidocaine to reduce any ectopic output from the severed spinal afferents.  
In Figure 4.6 significant differences in superficial (electrode 1 p=0.02) and granular 
layers (electrode 6 p=0.005, and electrode 7 p=0.001) persist in the absence of sciatic 
and spinal inputs.  CGIC receives ipsilateral as well as contralateral input from the 
periphery.  To this end, ipsilateral sciatic MUA was examined during the inhibitory 
period (fig 4.7).  A trend toward disinhibition during ipsilateral input could be 
observed that reached significance in the granular layers (electrode 8 p=0.03).  
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Figure 4.2 Quantification of sciatic evoked multiunit activity at each 
laminar electrode site in CGIC 20-50ms after contralateral sciatic stimulation. The 
laminar electrode was advanced until electrode 1 was just visible beneath the 
cortical surface, each electrode was spaced at 100um, thus electrode 16 is at a depth 
of 1.6mm.  MUA is represented in spikes per second averaged across 64 trials.  No 
significant differences can be seen between the CCI and sham animals.   
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Figure 4.3 Quantification of sciatic evoked multiunit activity at each 
laminar electrode site in CGIC 50-250ms after contralateral sciatic stimulation.  
During the typical inhibitory phase following the initial burst of evoked neuronal 
firing, a significant increase of the spikes/second in the CGIC of animals with CCI 
was observed  at all electrodes (p=0.01, n=4 per group).  The laminar electrode was 
advanced until electrode 1 was just visible beneath the cortical surface, each 
electrode was spaced at 100um, thus electrode 16 is at a depth of 1.6mm.  MUA is 
represented in spikes per second averaged across 64 trials.   
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Figure 4.4 Quantification of sciatic evoked multiunit activity at each 
laminar electrode site in CGIC 250-500ms after contralateral sciatic stimulation.  
During the typical post inhibitory rebound phase no significant difference of the 
firing rate between CGIC and CCI animals was observed, however a trend toward 
an increase in firing in superficial to granular layers can be seen.  The laminar 
electrode was advanced until electrode 1 was just visible beneath the cortical 
surface, each electrode was spaced at 100um, thus electrode 16 is at a depth of 
1.6mm.  MUA is represented in spikes per second averaged across 64 trials.   
123 
Figure 4.4	    
0	  
100	  
200	  
300	  
400	  
500	  
600	  
700	  
800	  
1	   2	   3	   4	   5	   6	   7	   8	   9	   10	   11	   12	   13	   14	   15	   16	  
S
pi
ke
s/
se
co
n
d 
Electrode (1=superficial) 100uM spacing 
 
MUA in CGIC 250-500ms after Contralateral 
Sciatic stimulation 
 
cci 
sham 
124 
Figure 4.5 Quantification of spontaneous multiunit activity at each laminar 
electrode site in CGIC following sciatic inactivation with lidocaine. A significant 
increase of the spikes/second in the CGIC of animals with CCI was observed in 
supergranular layers (electrode 1 p=0.03 and electrode 4 p=0.004) and granular 
layers (electrode 7 p=0.05, and electrode 8 p=0.02). The laminar electrode was 
advanced until electrode 1 was just visible beneath the cortical surface, each 
electrode was spaced at 100um, thus electrode 16 is at a depth of 1.6mm.  MUA is 
represented in spikes per second averaged across 64 trials.   
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Figure 4.6 Quantification of spontaneous multiunit activity at each laminar 
electrode site in CGIC following sciatic inactivation with lidocaine and spinal 
section.  A significant increase of the spikes/second in the CGIC of animals with CCI 
was observed in supergranular layers (electrode 1 p=0.02) and granular layers 
(electrode 6 p=0.005, and electrode 7 p=0.001) in the absence of sciatic and spinal 
inputs. The laminar electrode was advanced until electrode 1 was just visible 
beneath the cortical surface, each electrode was spaced at 100um, thus electrode 16 
is at a depth of 1.6mm.  MUA is represented in spikes per second averaged across 
64 trials.   
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Figure 4.7 Quantification of sciatic evoked multiunit activity at each 
laminar electrode site in CGIC 50-250ms after ipsilateral sciatic stimulation.  
During the typical inhibitory phase following the initial burst of evoked neuronal 
firing, a significant increase of the spikes/second in the CGIC of animals with CCI 
was observed in granular layers (electrode 8 p=0.03, n=4 per group).  The laminar 
electrode was advanced until electrode 1 was just visible beneath the cortical 
surface, each electrode was spaced at 100um, thus electrode 16 is at a depth of 
1.6mm.  MUA is represented in spikes per second averaged across 64 trials.   
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Changes in GAD2 expression in CGIC 2 weeks post CCI 
In order to probe for a possible molecular mechanism for the disinhibition 
observed in the CGIC of animals that have undergone CCI following 
electrophysiological mapping, the exact functional sciatic representation was 
marked with india ink and the brains were extracted and flash frozen.  Sample 
punches of the sciatic representation of CGIC were taken using a 1mm diameter 
biopsy punch to a depth of 1600um (same depth as the laminar electrode).  These 
samples were analyzed using western blot, for GAD2, which is the rate-limiting 
enzyme that is responsible for catalyzing the production of gamma-aminobutyric 
acid (GABA) from L-glutamic acid.  Using relative protein concentrations of GAD2 a 
trend toward a decrease of GAD2 can be seen in the CGIC of CCI animals (n=2) 
compared to sham animals (n=2) in figure 4.8A.  Figure 4.8B shows the results 
normalized for loading differences to beta actin using imageJ (Muraishi 2010). 
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Figure 4.8 Decreases of GAD2 in the CGIC of animals 2 weeks post CCI.  A) 
Western blot showing decreases in GAD2 in animals 2 weeks post CCI in relation to 
sham CCI animals.  B) Quantification and normalization of GAD2 to β-Actin.  A 
trend in decreased GAD2 enzyme concentration can be seen in the CCI animals 
(n=2/group).  
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Operant temperature preference changes due to CCI and CGIC disinhibition 
A behavioral measure that incorporated operant temperature preference was 
used to probe possible relation of mechanical allodynia seen in chapter III with cold 
allodynia and to discern if the passive and possible reflexive nature of Von Frey 
testing is an essential precondition for CGIC’s role in allodynia.  A two chamber 
preference apparatus was constructed using aluminum plates for the floor of each 
chamber under separate thermoelectric control, the neutral temperature was set 
below body temperature but above ambient room temperature 31°C and the cold 
chamber was set at a non aversive temperature of 7°C.  The light level was also 
altered in each chamber in order to create a more aversive environment in the 
neutral temperature chamber (110 lux) to skew the baseline preference toward the 
dark (5 lux) cold chamber.  Percent baseline preference for the neutral/bright 
chamber was quantified.  No difference in preference was observed 2 weeks after 
CGIC and sham CGIC lesions were preformed, which indicated that lesion of CGIC 
alone does not alter baseline preference.  A trend toward an increase in the 
bright/neutral chamber can be seen in animals that received sham CGIC and CCI 
surgery 5-14 days following CCI (fig 4.9A red line, n=4).  No difference in change in 
preference from baseline can be seen among all other groups, including CGIC lesion 
CCI animals (fig 4.9A purple line, n=4). No change in core body temperature is 
observed among any of the groups before or 2 weeks after CGIC and sham CGIC 
lesion (fig 4.9B n=4/group).  In animals that had cannula placed in CGIC preference 
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for the neutral bright chamber increased 30 minutes following disinhibition of CGIC 
with bicuculline injection (figure 4.9C). 
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Figure 4.9 Operant temperature preference changes due to CCI are 
mitigated by CGIC lesions and can be mimicked by disinhibition of CGIC.  A) 
Percent baseline preference for the neutral temperature (31° C) and bright (110 lux) 
chamber in a two chamber preference task (dark/cold chamber: (7° C, 5 lux)).  No 
difference in preference is observed 2 weeks after CGIC and sham CGIC lesions 
were preformed.  A trend toward an increase in the bright/neutral chamber can be 
seen in animals that received sham CGIC and CCI surgery 5-14 days following CCI 
(red line, n=4).  No difference in change in preference from baseline can be seen 
among all other groups, including CGIC lesion CCI animals (purple line, n=4).  B) 
No change in core body temperature is observed among any of the groups before or 2 
weeks after CGIC and sham CGIC lesion (n=4/group, rectal probe).  C) Percent 
baseline change in preference for the bright neutral temperature chamber increased 
30 minutes following disinhibition of CGIC with bicuculline injection through a 
cannula (n=2).  
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0 
50 
100 
150 
200 
250 
300 
baseline 2 weeks post 
lesion 
5 days post 
CCI 
7 days post 
CCI 
14 days post 
CCI 
hot/bright 
% baseline in bright/neutral temp zone 
Sham/sham 
Sham/CCI 
Lesion/sham 
Lesion/CCI 
A) 
36 
37 
38 
39 
sham/cci sham/sham les/cci les/sham 
Body temp: CGIC lesion 
prelesion temp 
post lesion temp 
B) 
0	  
50	  
100	  
150	  
200	   CGIC disinhibition: %neutral temp 
baseline 
Bic 
C) 
137 
 
Discussion 
Laminar electrophysiological examination of CGIC following CCI has 
revealed an increase in neuronal activity in superficial and peri-granular layers, 
most notably 50-250 ms post sciatic stimulus.  Protein analysis of CGIC subsequent 
to electrophysiological mapping suggests that a decrease in GAD2 occurs in the 
sciatic responsive region of CGIC 2 weeks subsequent to CCI.  In addition an 
operant behavioral assay of cold allodynic behavior was developed which showed an 
increase of allodynic behavior in rats with CCI that was prevented by CGIC lesions.  
Further, disinhibition of CGIC led to an increase in cold allodynic behavior that 
mimicked CCI. 
The laminar analysis of CGIC 2 weeks post CCI or sham CCI exposed an 
electrophysiological signature of CCI in insular cortex.  This was characterized by 
an overall increase of sciatic evoked response excitability that was particularly 
evident during the inhibitory phase, 50-250ms following the stimulus.  The 
hyperexcitability was also more pronounced in super granular layers and peri-
granular layers.  This pattern of decreased inhibition, particularly in layers I and 
IV, has been reported previously in denervation studies conducted on primary 
somatosensory cortex and is thought to be partially responsible for deafferentation 
supersensitivity seen in these and other studies (Dykes 1978; Dykes, Landry et al. 
1984; Land, Simons et al. 1986; Warren, Tremblay et al. 1989; Walls, Nilsen et al. 
2010; Yang, Weiner et al. 2011).  As swelling and constriction develops over the first 
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2 weeks due to the sutures place around the sciatic nerve in CCI, various 
myelinated fibers undergo degeneration (George, Kleinschnitz et al. 2004).  
Similarly to SI cortex each of these individual afferent fibers may innervate a single 
minicolumn in the sciatic receptive field of CGIC (Beaulieu 1993).  Denervation has 
been linked to a homeostatic reduction of GABA-ergic tone, possibly to compensate 
for the decrease in afferent drive (Yang, Weiner et al. 2011).  The sporadic 
destruction of afferent inputs to the sciatic responsive hypercolumn of CGIC could 
lead to pockets of minicolumns within the hypercolumn that become hyperactive 
due to denervation.  These intermittent assemblages of hyperesponsive 
minicolumns scattered throughout the sciatic responsive zone of CGIC may be 
responsible for the increase baseline hyperexcitability we observed, as well as the 
disinhibition during the inhibitory phase following sciatic stimulation.  It is not 
likely at the 2-week-post-CCI mark that this hyperexcitability is being driven by 
spinal or peripheral structures because it was still present following sciatic 
inactivation and spinal section.  In addition, the evoked hyperexcitability was still 
existent even with ipsilateral sciatic stimulation, which suggests that cortical 
disinhibition may be responsible for mirror image pain as well, which has been 
observed with this model of chronic pain. 
To confirm that the change in excitability in CGIC following CCI was indeed 
due to disinhibition we examined the relative amount of GAD2, the rate-limiting 
enzyme in GABA production.  Upon analysis of protein levels using western blot 
techniques, it seems that there is in fact a reduction in GAD2 in the CGIC of 
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animals that have sustained a chronic constriction injury.  This data is in line with 
deafferentation supersensitivity occurring in CGIC due to a down regulation of 
GABA-ergic tone and being partially responsible for the maintenance of allodynic 
behavior. 
Further supporting this theory is our data showing that acute disinhibition of 
CGIC can mimic, to a lesser degree, allodynic behavior in animals with CCI.   
Currently Alpha-2-delta binding agents, pregabalin and gabapentin are the most 
commonly prescribed first-line drug for neuropathic pain.  They are thought to bind 
to the voltage gated α2δ Ca(2+) channels in the nervous system, imparting their 
action via generalized depression of the central nervous system.  Interestingly, 
recently pregabalin has been shown exert its effect on the spinal nerve ligation 
(SNL) model of neuropathic pain via a superspinal mechanism (Bee and Dickenson 
2008). And its mitigation of c-fiber windup, a possible mechanism for neuropathic 
pain, has also been shown to be via a purely superspinal mechanism, (You, Lei et al. 
2009).  The mechanism by which these drugs exert their effect could be due to 
generalized inhibition of CGIC, partially mitigating the disinhibition that has 
occurred there.  By using targeted and potent inhibitors of CGIC, it may be possible 
to treat chronic pain much more effectively and without the many side effects 
associated with the first line antiepileptic and opioid treatments currently 
employed.  This discovery could also lead to a more complete understanding of how 
seemingly healed peripheral injury sites and surrounding, as well as ipsilateral 
sites can remain allodynic for extended periods of time.   
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Chapter V 
Conclusion 
The results presented in this dissertation originally stemmed from a desire to 
create a hemispheric mapping array for localizing and analyzing evoked responses 
in rat cortex.  To realize this goal we created a novel 256 channel mapping array.  
The results of using the array to map out sensory cortex was presented in chapter 
II.  This early mapping work lead to the realization that the third most lateral body 
representation which had been confused in the literature as PV, was in fact a 
somatosensory region in caudal granular insular cortex, CGIC.  With this discovery 
and the ability to localize the region both functionally and anatomically, the 
question arose of what its function was.  Lesion studies on various behavioral 
assays were attempted but, CGIC did not seem to play a discernable role in them, 
until we looked at its role in the development and maintenance of mechanical 
allodynia in the chronic constriction model of neuropathy.   
It was a rather serendipitous discovery that almost didn’t happen, as CGIC 
lesions did not seem to have an effect on the development of allodynia in the first 
phase of the experiment.  Following the 11 day time point (fig 3.3A) no difference 
between CGIC lesioned animals and normal animals was detected and we only 
decided to continue the behavioral assessment for another time point to be sure that 
no further changes would develop.  In hindsight is seems that this decision has 
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shaped much of my graduate career and as a consequence the content of this 
dissertation. 
The discovery that CGIC played a role in the maintenance of mechanical 
allodynia, and not it’s acute expression post surgery, is an important aspect of its 
role in allodynic behavior.  It is an allusion to the bipartite nature of chronic 
mechanical allodynia.  There is an acute phase in which the CGIC does not seem to 
play a role in and there is a maintenance phase in which CGIC seems to be a major 
participant.  To confirm this theory we conducted an experiment in which we 
attempted to ascertain if lesions of CGIC in the maintenance phase of allodynia 
would reverse the behavior (fig 3.3B).  We found that 2 weeks following CGIC 
lesions during the maintenance phase of allodynia (2 weeks post CCI) animals 
returned to near baseline mechanical sensitivity.  It is possible that the 2 week 
recovery period after lesions was partially due to the invasive nature of the lesion 
surgery, and further experiments lesioning or deactivating CGIC with pre-
implanted cannula are already underway.  We also determined that CGIC lesions 
did not play a discernable role in the expression of acute pain as determined by the 
withdrawal response to intense pinch stimuli (fig 3.5B).  It was important to 
determine if the changes in mechanical allodynia would also be seen in acute pain, 
which was not the case.  It should be noted that in all the studies presented in 
chapter III bilateral lesions of CGIC were preformed.  This is of consequence 
because we also saw mechanical allodynia on the non-CCI leg known as mirror 
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image pain.  In all cases bilateral CGIC lesions also mitigated the maintenance of 
mirror image allodynia as well. 
These data raised the question of how the anatomy of CGIC could support its 
role in mechanical allodynia.  To this end we began a series of tracing studies to 
determine the efferent pathways of CGIC.  Figure 3.6 depicts an example of 
intracortical projections of CGIC at the level of the rostral tracer injection.  In all 
animals, CGIC injections in the right hemisphere labeled the homologous 
contralateral CGIC (Fig. 3.6A). Labeling was also apparent in the ipsilateral body 
representations of SI (Fig. 3.6A) and primary motor cortex (Fig. 3.6A). However, 
projections were conspicuously absent in the SI vibrissa representation (Fig. 3.6A). 
Fibers were densely labeled in the striatum (Fig. 3.6A), that extended ventrally 
with sparse terminations in the anterior basolateral amygdaloid nucleus (Fig. 3.6B; 
arrows) lying just medial to the external capsule (Fig. 3.6B). No labeling of the 
rostral agranular insular cortex (Fig. 3.6C) was noted in any animals. However, 
sections at this rostral level revealed light projections to granular insula (Fig. 3.6C) 
as well as denser projections to SI and primary motor cortex (Fig. 3.6C).   
In addition two thalamic regions were innervated by CGIC, the posterior 
thalamus and the zona incerta (Fig. 3.7A). Collateral projections to the reticular 
nucleus of the thalamus were also present (Fig. 3.7A). At the level of the rostral 
ventromedial medulla (Fig. 3.8A), fibers emerged from the ipsilateral pyramidal and 
medial lemniscal tracts (Fig. 3.8A) to course into both the ipsilateral and 
contralateral regions of the rostral ventromedial medulla (Fig. 3.8B). Further 
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caudally, the contralateral nucleus of the solitary tract (Fig. 3.8C) was densely 
innervated by decussating fibers (Fig. 3.8C; arrow) from the ipsilateral pyramidal 
tract. No projections from CGIC to the periaquaductal grey matter were noted 
Finally, one direct projection via the corticospinal tract (CST) was discovered.  
Following decussation of descending fibers from CGIC in the CST, termination was 
seen in the medial aspect of the internal basilar nucleus in the cervical spinal cord 
(Fig. 3.9).  The inset on Figure 3.9 shows the descending axons in the CST, marked 
by the asterisk, and the exiting fibers terminating in the internal basilar nucleus, 
marked by arrows.  The descending fibers in the CST as well as termination in the 
spinal gray matter was not seen at more caudal levels. 
The initial source of supraspinal facilitation by CGIC is likely the brainstem, 
since destruction of cells within the rostral ventromedial medulla or its major 
descending output pathway, the dorso-lateral funiculus, result in a decline in 
neuropathic symptoms much earlier (5 days post-injury) than that produced by 
CGIC lesions (Burgess, Gardell et al. 2002). A “spinal-brainstem-spinal” positive 
feedback loop, with an ascending component in the dorsal columns and descending 
component in the dorso-lateral funiculus, has been proposed as a fundamental 
mechanism for maintaining neuropathic pain symptoms past the first week (Urban 
and Gebhart 1999; Burgess, Gardell et al. 2002; Porreca, Ossipov et al. 2002). 
However, it seems unlikely that rostral ventromedial medulla facilitation is 
responsible for prolonged neuropathic pain symptoms, since transient attenuation is 
produced by sectioning the dorso-lateral funiculus (Saade, Al Amin et al. 2006). 
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Unilateral and bilateral section of the dorso-lateral funiculus, anterolateral 
columns, and spinal hemi-section(Saade, Al Amin et al. 2006), as well as bilateral 
section of the dorsal columns (Saade, Baliki et al. 2002), results in significant but 
temporary (1-3 week) decreases of allodynia, suggesting that supraspinal 
facilitation can be plastic; interrupting spinal pathways innervating one 
supraspinal area produces a transient reduction of allodynia until other areas 
presumably take over (Saade, Al Amin et al. 2006). This includes areas of the 
brainstem, but also includes areas of the thalamus, where lesions result in 
transient reduction of neuropathic manifestations (Saade, Al Amin et al. 2006; 
Saade, Al Amin et al. 2007). For this reason, it is likely that projections from CGIC 
to the brainstem and thalamus, shown in chapter III to terminate in the rostral 
ventromedial medulla and the thalamic posterior nucleus and zona inserta, 
respectively, probably contribute to the modulation of allodynia but not its long-
term maintenance.  
Notably, the only spinal pathway consistently spared in the previous studies 
of transient supraspinal facilitation reviewed above was the CST. Our anatomical 
results suggest two potential paths by which CGIC may access the CST and 
maintain descending facilitation of allodynia. The first is via direct projections 
within the CST to the most ventral and medial region (layer IV) of the dorsal horns 
in the upper cervical segments of the spinal cord at the internal basilar nucleus 
(Torvik 1956), which receives direct input from cells of the dorsal root ganglion at 
all spinal levels, suggesting a full body representation (Rivero-Melian and 
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Arvidsson 1992) similar to the dorsal column nuclei.  However, a second and 
predominant pathway for CGIC modulation of allodynia via the CST is indirect, 
through its dense intracortical projections to sensorimotor cortex. In all animals, 
CGIC projections to primary somatosensory and motor cortices exceeded all other 
intracortical and subcortical projections. The majority of fibers in the CST originate 
in sensorimotor cortex (Miller 1987) and provide descending control of spinal motor 
neurons while also modulating spinal sensory fields (Casale, Light et al. 1988). The 
possibility that descending efferent fibers from sensorimotor cortex within the CST 
can influence chronic pain is supported by observation that widespread destruction 
of both SI and primary motor cortex is the only cortical manipulation, aside from 
the restricted CGIC lesions used in allodynia studies in chapter III, demonstrated to 
produce long-term attenuation of allodynia (Baliki, Al-Amin et al. 2003).  
Experiments were conducted to determine if this spinal-CGIC-SI-spinal loop 
does indeed exist.  The final experiment in Chapter III examined changes in dorsal 
spinal cord MUA in response to both peripheral and central stimulation.  
Stimulation of either CGIC or SI results in excitation of layers 4-6 of the lumbar 
dorsal horn. The fact that: CGIC possesses no direct lumbar corticospinal pathway, 
CGIC has dominant efferent output to SI, CGIC-evoked responses are 
approximately 6 ms later than those evoked from SI, and inactivation of SI 
completely eliminates spinal responses due to CGIC stimulation, suggests that 
spinal modulation from CGIC relays through SI and subsequently through the CST. 
When cortical stimulation is replaced by sciatic stimulation, both CGIC and SI 
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continue to have a distinct influence on the late temporal component of the dorsal 
horn response. Inactivation of either CGIC or SI eliminates the late response in 
layers 4-6, but leaves early responses intact.  This functional anatomy suggests that 
the spinal-CGIC-SI-spinal loop does indeed exist, and it may be a key component in 
CGIC’s role in the maintenance of long term allodynia. 
Utilizing the laminar multi-unit approach that we developed to examine 
spinal cord excitability, the first experiment in chapter IV aimed to determine if 
there was an electrophysiological signature of chronic constriction injury in CGIC 
during the maintenance phase of allodynia.  Following electrical sciatic stimulation 
multi-unit responses in CGIC revealed a distinct increase in firing, that was most 
notable in in layers I and IV.  Even more pronounced was the increased firing in all 
lamina throughout the typically quiescent inhibitory period.  There was also a tonic 
increase in spontaneous firing in layers I and IV that persisted subsequent to sciatic 
inactivation and spinal section.  These data suggest that during the maintenance 
phase of CCI there is a shift in the tonic inhibition/excitiation balance in the sciatic 
responsive region of CGIC that is driven and maintained by supraspinal 
mechanisms. 
In order to determine if the shift was due to a decrease in GABA-ergic tone a 
two-pronged approach was employed.  First, protein analysis of the rate-limiting 
enzyme responsible for producing GABA in neurons, GAD2, was utilized.  Second, 
acute manipulation of the GABA-ergic tone in CGIC was done by pharmacologically 
disinhibiting CGIC during a behavioral assay for allodynia.  Western blot analysis 
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of punches from CGIC in animals 2 weeks post CCI showed a trend toward 
decreased expression when compared to sham CCI animals.  This suggests that a 
homeostatic mechanism of disinhibition due to deafferentation, similar to 
deafferentation supersensitivity observed in other sensory regions of cortex is also 
taking place in CGIC (Dykes 1978; Dykes, Landry et al. 1984; Land, Simons et al. 
1986; Warren, Tremblay et al. 1989; Walls, Nilsen et al. 2010; Yang, Weiner et al. 
2011).  The sporadic destruction of afferent inputs to the sciatic responsive 
hypercolumn of CGIC could lead to pockets of minicolumns within the hypercolumn 
that become hyperactive due to denervation which leads to less afferent drive.  In 
response to the decrease in afferent drive a homeostatic decrease in overall 
inhibitory tone to maintain tonic-firing levels similar to levels prior to denervation 
could result in hyperesponsive minicolumns scattered throughout CGIC.  These 
disinhibited minicolmuns may over respond to intracortical input from surrounding 
unaffected sciatic minicolumns.  Theoretically this would be most evident during 
the inhibitory phase, when unaffected minicolumns are inhibited, and this is 
precisely what our data show.  
Acute disinhibiton of CGIC with the competitive GABAa anatogonist 
bicuculline was the final attempt to determine if disinhibition of CGIC directly 
could result in allodynic behavior.  When bicuculline was injected through cannula 
into CGIC, animals spent less time in the cold chamber of a temperature preference 
task, similar to behavior observed in animals with CCI.  This direct manipulation of 
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inhibitory tone in CGIC further supports the hypothesis that disinhibition of sciatic 
responsive columns in CGIC may be responsible for the maintenance of allodynia. 
The experiments presented in chapter IV offer promising signs that the 
theory of disinhibition in CGIC may indeed be accountable for long-term allodynic 
behavior.  These experiments are still in their infancy and the number of subjects 
needs to be increased and the experiments replicated as well in order to reach 
sufficient support for publication, but they offer a tantalizing glimpse at a cortical 
mechanism for the maintenance of long-term allodynia, both from a mechanistic 
standpoint as well as a future treatment perspective. 
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