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Abstract
We introduce the notions of approximate innerness and central triviality for endomorphisms on separable
von Neumann factors, and we characterize them for hyperfinite factors by Connes–Takesaki modules of
endomorphisms and modular endomorphisms which are introduced by Izumi. Our result is a generalization
of the corresponding result obtained by Kawahigashi–Sutherland–Takesaki in automorphism case.
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1. Introduction
The purpose of this paper is first to introduce two notions, “approximate innerness” and “cen-
tral triviality” for endomorphisms on factors, and second to generalize the result of Y. Kawahi-
gashi, C.E. Sutherland and M. Takesaki [20] to endomorphism case.
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algebras. From the viewpoint of the classification theory of group actions, two classes of au-
tomorphisms have been considered significant, i.e., approximately inner automorphisms Int(M)
and centrally trivial automorphisms Cnt(M) on a factor M , which are studied by A. Connes [4,6].
In particular, A. Ocneanu obtained the uniqueness result for approximately inner and centrally
free actions of discrete amenable groups on McDuff factors [29].
On those two properties, Connes announced the following characterization without a proof,
using the flow of weights [5]: for any hyperfinite factor M ,
1. Int(M) = Ker(mod),
2. Cnt(M) = {Adu · σϕc | u ∈ U(M), c ∈ Z1(FM,C)},
where mod : Aut(M) → Aut(FM) is the Connes–Takesaki module map [7], Z1(FM,C) is the
set of scalar valued 1-cocycles for the flow of weights FM and U(M) is the set of all unitary
elements in M .
A proof of this theorem was first presented by Kawahigashi, Sutherland and Takesaki [20].
Their result well motivates us to consider a generalization to endomorphisms, but our work is
motivated by the study of actions because an action of a compact group dual (or more generally a
discrete quantum group) is essentially identical to a Roberts action [31]. Indeed, using the present
work, we will obtain a uniqueness result for approximately inner and centrally free actions of an
amenable discrete Kac algebra on hyperfinite type III factors [26].
Now let us explain the details of this paper. In the first half, we study approximately inner
endomorphisms on a factor M . We introduce a topology on the set of endomorphisms with fi-
nite index, and then discuss approximation by inner endomorphisms. Hence it is convenient to
introduce the notion of rank for an approximately inner endomorphism, that is, if ρ is approxi-
mated by inner endomorphisms with dimension r , then we will say that ρ has rank r . In fact, we
can define the rank for any positive real number so that we match approximate innerness to the
theory of the Connes–Takesaki modules for endomorphisms introduced by M. Izumi [18]. Then
we study the set of approximately inner endomorphisms with rank r > 0, which we denote by
Intr (M).
In the latter half, we study the set of centrally trivial endomorphisms on a factor M which we
denote by Cnd(M). Our aim is to clarify the relation between Cnd(M) and End(M)m, the set
of modular endomorphisms introduced by Izumi [18]. Our main result is the following (Theo-
rems 3.15, 4.12):
Main Theorem. Let M be a hyperfinite factor. Then one has the following:
(1) Intr (M) = {ρ ∈ End(M)CT | mod(ρ) = θlog(r/d(ρ))} for any r > 0.
(2) Cnd(M) = End(M)m.
Here, End(M)CT is the set of endomorphisms on M which have Connes–Takesaki modules.
We should emphasize that we make use of the main result of [20] and their idea on discrete
decompositions, but we mainly use Popa’s theory on approximate innerness and central freeness
of subfactors [30]. Indeed, some discussions of [20] involve the classification results of discrete
group actions [29,32], and it does not seem that those are applicable to the endomorphism case
at ease.
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First we fix notations. In this paper, we treat only von Neumann algebras with separable
preduals except for ultraproduct von Neumann algebras. Let M be a von Neumann algebra. For
ϕ ∈ M∗ and a ∈ M , we define the functionals ϕa and aϕ in M∗ by ϕa(x) := ϕ(ax) and aϕ(x) :=
ϕ(xa) for all x ∈ M . We denote by U(M) the set of all unitary elements in M . We denote by
W(M) and Wlac(M) the sets of faithful normal semifinite weights and faithful normal semifinite
lacunary weights on M , respectively [2,35]. For a faithful state φ ∈ M∗, we set |x|φ := φ(|x|)
and ‖x‖φ := φ(x∗x)1/2. Note that | · |φ satisfies the triangle inequality on the centralizer of φ. We
denote by Mφ the centralizer of φ, that is, x ∈ Mφ if and only if φ(xy) = φ(yx) for any y ∈ M .
Let H ⊂ M be a subspace. We say that H is a Hilbert space in M if H ⊂ M is σ -weakly
closed and η∗ξ ∈ C for all ξ, η ∈ H [31]. The smallest projection e ∈ M such that eH = H is
called the support of H.
We denote by End(M) and Sect(M) the set of normal endomorphisms and sectors on M ,
that is, Sect(M) is the set of equivalence classes of endomorphisms on M by unitary equiva-
lence. For two endomorphisms ρ,σ ∈ End(M), we let (ρ,σ ) = {v ∈ M | vρ(x) = σ(x)v for all
x ∈ M}. If ρ is irreducible, then (ρ,σ ) is a Hilbert space with the inner product (V ,W) = W ∗V
for V,W ∈ (ρ,σ ). For an endomorphism ρ on M , a left inverse φ of ρ means a faithful normal
unital completely positive map on M with φ ◦ρ = id. For a factor M , we denote by End(M)0 the
set of endomorphisms with finite index. For ρ ∈ End(M)0, Eρ denotes the minimal expectation
from M onto ρ(M) [14]. We define the standard left inverse of ρ by φρ = ρ−1 ◦Eρ .
2.1. A topology on the set of endomorphisms
We define the topology on the set of endomorphisms on a factor, which is related to [25,
Definition 3.1].
Definition 2.1. Let N be a factor. We introduce the topology Tφ on End(N)0 by giving the fol-
lowing neighborhoods at ρ0 ∈ End(N)0 which are defined for n ∈ N, a finite family {ϕi}ni=1 ⊂ N∗
and ε > 0 by
U(ρ0;ϕ1, . . . , ϕn, ε) =
{
ρ ∈ End(N)0
∣∣ ‖ϕi ◦ φρ − ϕi ◦ φρ0‖ < ε for all i = 1, . . . , n}.
Here we remark that the map ρ → φρ is injective, which shows that the topology Tφ
separates points. Assume φρ1 = φρ2 =: φ holds. Since φ is a left inverse of ρ1 and ρ2,
φ(ρi(x)ρj (y)) = xy for i, j = 1,2. Then φ((ρ1(x∗) − ρ2(x∗))(ρ1(x) − ρ2(x))) = 0 holds, and
we obtain ρ1(x) = ρ2(x).
The topology Tφ is metrizable. Take a norm dense sequence {ϕn}∞n=1 in the set of normal
states on N∗. The following metric dφ defines the topology Tφ ,
dφ(ρ,σ ) =
∞∑
n=1
1
2n
‖ϕn ◦ φρ − ϕn ◦ φσ‖ for ρ,σ ∈ End(N)0.
The restriction of Tφ on Aut(N) coincides with the u-topology [11, Definition 3.4] as seen below.
Lemma 2.2. Let αν , ν ∈ N, and α be in Aut(N). Then αν → α as ν → ∞ in the topology Tφ if
and only if αν → α as ν → ∞ in the u-topology.
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to α as ν → ∞ in the topology Tφ if and only if ‖ϕ ◦ (αν)−1 − ϕ ◦ α−1‖ → 0 as ν → ∞ for all
ϕ ∈ N∗. If we put ψ ◦ α (ψ ∈ N∗) for ϕ, we obtain ‖ψ ◦ α ◦ (αν)−1 −ψ‖ = ‖ψ ◦ α −ψ ◦ αν‖.
Hence ‖ϕ ◦ (αν)−1 −ϕ ◦α−1‖ → 0 as ν → ∞ for all ϕ ∈ N∗ if and only if ‖ψ ◦αν −ψ ◦α‖ = 0
as ν → ∞ for all ψ ∈ N∗, which means the convergence of {αν}ν to α in the u-topology. 
Note that the u-topology on Aut(N) is metrizable and complete. By the previous lemma, the
restriction of the metric dφ on Aut(N) gives the u-topology, but Aut(N) ⊂ End(N)0 is not closed
in general. Namely, that restriction may not be a complete metric.
2.2. Approximate innerness
Let H ⊂ N be a finite dimensional Hilbert space with support 1, and {vi}i ⊂ H an orthonor-
mal basis. Then ρH(x) :=∑i vixv∗i gives an endomorphism of N . We say that ρ ∈ End(N) is
inner if there exists a Hilbert space H ⊂ N such that ρ = ρH. Then we have d(ρ) = dim(H).
We also say that ρ has rank dim(H). We denote by Intd(N) the set of inner endomorphisms of
rank d . Now we introduce approximate innerness of endomorphisms.
Definition 2.3. Let ρ ∈ End(N)0 and r ∈ N. We say that ρ is an approximately inner endomor-
phism of rank r if for each ν ∈ N, there exists an r-dimensional Hilbert space Hν ⊂ N with
support 1 such that (ρHν )ν converges to ρ with respect to the topology Tφ .
We generalize this notion for general r > 0 as follows.
Definition 2.4. Let N be a factor. Let ρ ∈ End(N) and r > 0. We say that ρ is an approximately
inner endomorphism of rank r if there exist sequences of partial isometries {vνi }[r]+1i=1 ⊂ N , ν ∈ N,
such that
(1) (vνi )∗vνi = 1 for 1 i  [r] for all ν ∈ N,
(2) if r ∈ N, vν[r]+1 = 0 for all ν ∈ N,
(3) ∑[r]+1i=1 vνi (vνi )∗ = 1 for all ν ∈ N,
(4) limν→∞ ‖ 1r vνi ϕ − (ϕ ◦ φρ)vνi ‖ = 0 for all ϕ ∈ N∗.
Here [r] denotes the integer part of r .
Note that the above definition is compatible with Definition 2.3 for r ∈ N. We denote by
Intr (N) the set of approximately inner endomorphisms of rank r . By definition, we have Int(N) =
Aut(M)∩ Int1(N).
2.3. Locally trivial subfactors
We recall locally trivial subfactors introduced in [30, Chapter 2]. Let P be a factor. For
ρ0 := id and ρ1 := ρ ∈ End(P )0, the locally trivial subfactor N(id,ρ) ⊂ M(id,ρ) is defined as
follows:
M(id,ρ) = P ⊗M2(C),
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where {eij }1i,j=0 denotes the system of matrix units of M2(C). The canonical isomorphism
from P onto N(id,ρ) is denoted by α(id,ρ).
For μ0,μ1 > 0 with μ0 + μ1 = 1, we set μ := (μ0,μ1). We define the unital completely
positive map φμρ :M(id,ρ) → P by
φμρ (x) =
1∑
i=0
μiφρi (xii), x ∈ M(id,ρ).
Then φμρ has the following property:
φμρ
(
α(id,ρ)(a)xα(id,ρ)(b)
)= aφμρ (x)b.
This implies the map Eμ := α(id,ρ) ◦φμρ is a faithful normal conditional expectation from M(id,ρ)
onto N(id,ρ). By using the local index formula [21, Theorem 4.4], we have the following.
Lemma 2.5. One has Ind(Eμ) = μ−10 +μ−11 d(ρ1)2 = μ−10 +μ−11 Ind(Eρ).
2.4. Ultraproduct von Neumann algebras and central sequence inclusions
We recall the notion of ultraproduct von Neumann algebras and central sequence inclusions.
Our standard references are [25,29,30].
Let M be a von Neumann algebra and ω a free ultrafilter on N. Denote by Tω(M) ⊂ ∞(N,M)
the C∗-subalgebra which consists of sequences ω-converging to 0 in the strong∗ topology. Let
N(Tω(M)) be the C∗-subalgebra of ∞(N,M) normalizing Tω(M). Then the quotient C∗-
algebra Mω := N(Tω(M))/Tω(M) has a predual and hence is a von Neumann algebra. We
call Mω the ultraproduct von Neumann algebra of M . The quotient map is denoted by πω. We
say that (xν)ν ∈ ∞(N,M) is a representing sequence of x ∈ Mω if x = πω((xν)ν). We de-
note by τω the canonical faithful normal conditional expectation from Mω onto M , that is, for
x = πω((xν)ν) ∈ Mω , we have τω(x) = limν→ω xν , where the ultralimit is taken with respect
to the σ -weak topology of M . For ϕ ∈ M∗, we define the normal functional ϕω ∈ (Mω)∗ by
ϕω(x) := ϕ(τω(x)) for x ∈ Mω.
Next we consider an inclusion N
E⊂ M , where E is a faithful normal conditional expectation
from M onto N . We define the following C∗-subalgebras in ∞(N,M):
M0ω(E) =
{(
xν
)
ν
∈ ∞(N,M)
∣∣∣ lim
ν→ω
∥∥[ϕ ◦E,xν]∥∥= 0 for all ϕ ∈ N∗},
N0ω(E) =
{(
xν
)
ν
∈ ∞(N,N)
∣∣∣ lim
ν→ω
∥∥[ϕ,xν]∥∥= 0 for all ϕ ∈ N∗}.
Then we have an inclusion N0ω(E) ⊂ M0ω(E) with the conditional expectation E0ω :M0ω(E) →
N0ω(E) defined by E0ω((xν)ν) = (E(xν))ν . We define the central sequence von Neumann algebras
Mω(E) and Nω(E) by
Mω(E) := M0ω(E)/Tω(M), Nω(E) :=
(
N0ω(E)+ Tω(M)
)
/Tω(M).
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tional expectation Eω :Mω(E) → Nω(E), which is faithful and normal. The inclusion Nω(E) Eω⊂
Mω(E) is called the central sequence inclusion of N
E⊂ M . Note that Mω(E) is finite. Indeed,
a functional ϕω ◦Eω is a faithful normal tracial state for all faithful state ϕ ∈ N∗.
If N = M , we denote by Mω for Mω(idM). Elements in M0ω(idM) are said to be ω-
centralizing.
Now we consider central sequence inclusions arising from locally trivial subfactors. Let P be
a factor and ρ ∈ End(P )0. For each μ0,μ1 > 0 with μ0 + μ1 = 1, the following locally trivial
subfactor is defined as in the previous subsection:
N(id,ρ)
Eμ⊂ M(id,ρ).
Consider its central sequence inclusion
N(id,ρ)ω
(
Eμ
) Eμω⊂ M(id,ρ)ω (Eμ).
Note that M(id,ρ)ω (Eμ) is a subalgebra of Pω ⊗M2(C).
Lemma 2.6. Set x :=∑1i,j=0 xij ⊗ eij ∈ Pω ⊗ M2(C). Then x ∈ M(id,ρ)ω (Eμ) if and only if for
each 0 i, j  1, a representing sequence (xνij )ν of xij satisfies
lim
ν→ω
∥∥μi(ϕ ◦ φρi )xνij −μjxνij (ϕ ◦ φρj )∥∥= 0 for all ϕ ∈ P∗.
Proof. Let ϕ ∈ P∗. Then for y =∑1i,j=0 yij ⊗ eij , we have
ϕ ◦ (α(id,ρ))−1 ◦Eμ((xνij ⊗ eij )y)= μiϕ(φρi (xνij yji))
and
ϕ ◦ (α(id,ρ))−1 ◦Eμ(y(xνij ⊗ eij ))= μjϕ(φρj (yjixνij )).
Setting xν :=∑1i,j=0 xνij ⊗ eij , we have
[
ϕ ◦ (α(id,ρ))−1 ◦Eμ,xν](y) = 1∑
i,j=0
μiϕ
(
φρi
(
xνij yji
))−μjϕ(φρj (yjixνij ))
=
1∑
i,j=0
(
μi
(
ϕ ◦ φρi
)
xνij −μjxνij
(
ϕ ◦ φρj
))
(yji).
This implies the following inequalities:
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i,j=0
∥∥μi(ϕ ◦ φρi )xνij −μjxνij (ϕ ◦ φρj )∥∥
and ∥∥μi(ϕ ◦ φρi )xνij −μjxνij (ϕ ◦ φρj )∥∥ ∥∥[ϕ ◦ (α(id,ρ))−1 ◦Eμ,xν]∥∥.
Therefore x ∈ M(id,ρ)ω (E) if and only if ‖μi(ϕ ◦ φρi )xνij −μjxνij (ϕ ◦ φρj )‖ → 0 as ν → ω for all
0 i, j  1. 
The previous lemma implies that the projection 1 ⊗ eii is in the relative commutant
(N
(id,ρ)
ω (E
μ))′ ∩ M(id,ρ)ω (Eμ). Then we see that x ⊗ eii ∈ Pω ⊗ Ceii is contained in
(1 ⊗ eii)M(id,ρ)ω (Eμ)(1 ⊗ eii) if and only if ‖[ϕ ◦ φρi , xν]‖ → 0 as ν → ω for all ϕ ∈ P∗. This
means πω((x
ν)ν) is contained in Pω(Eρi ), where ρi(Pω)
(Eρi )ω⊂ Pω(Eρi ) is the central sequence
inclusion of ρi(P )
Eρi⊂ P . Summarizing these arguments, we have
(1 ⊗ eii)M(id,ρ)ω
(
Eμ
)
(1 ⊗ eii) = Pω(Eρi )⊗ Ceii ,
(1 ⊗ eii)N(id,ρ)ω
(
Eμ
)
(1 ⊗ eii) = ρi(Pω)⊗ Ceii .
Namely, the central sequence inclusion of ρi(P )
Eρi⊂ P is isomorphic to the corner of
N
(id,ρ)
ω (E
μ) ⊂ M(id,ρ)ω (Eμ) cut by 1 ⊗ eii . Hence we have the following lemma.
Lemma 2.7. One has
(1 ⊗ e00)M(id,ρ)ω
(
Eμ
)
(1 ⊗ e00) = Pω ⊗ Ce00,
(1 ⊗ e00)Z
(
M(id,ρ)ω
(
Eμ
))
(1 ⊗ e00) = Z(Pω)⊗ Ce00.
The following proposition clarifies the relations between approximately inner endomorphisms
and central sequence inclusions.
Proposition 2.8. Let N(id,ρ)
Eμ⊂ M(id,ρ) as before. Let CTr
M
(id,ρ)
ω (E
μ)
be the center valued trace
of M(id,ρ)ω (Eμ). Then the following statements are equivalent:
(1) The central support of 1 ⊗ e00 in M(id,ρ)ω (Eμ) is equal to 1.
(2) Z(N(id,ρ)ω (Eμ)) = Z(M(id,ρ)ω (Eμ)).
(3) CTr
M
(id,ρ)
ω (E
μ)
(1 ⊗ eii) = μi for i = 0,1.
(4) ρ ∈ Intμ1/μ0(P ).
(5) There exist a finite set I and xj = πω((xνj )ν) ∈ Pω , j ∈ I such that
(a) ∨j∈I s(xj x∗j ) = 1,
(b) limν→ω ‖μ1(ϕ ◦ φρ)xνj −μ0xνj ϕ‖ = 0 for all ϕ ∈ P∗.
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lary 1.3.7(i)]. Let z ∈ Z(M(id,ρ)ω (Eμ)). Since Z(M(id,ρ)ω (Eμ))(1 ⊗ e00) = Z(Pω) ⊗ e00 by the
previous lemma, there exists z0 ∈ Z(Pω) such that z(1 ⊗ e00) = z0 ⊗ e00. Set z′ = (α(id,ρ))ω(z0),
where (α(id,ρ))ω is an embedding Pω → M(id,ρ)ω (Eμ) naturally defined through α(id,ρ). Then
z′ ∈ Z(N(id,ρ)ω (Eμ)), and z′ ∈ Z(M(id,ρ)ω (Eμ)). By assumption, z(1 ⊗ e00) = z′(1 ⊗ e00) yields
z = z′.
(2) ⇒ (3). Let CTr
N
(id,ρ)
ω (E
μ)
and CTr
M
(id,ρ)
ω (E
μ)
be the center valued traces of N(id,ρ)ω (Eμ) and
M
(id,ρ)
ω (E
μ), respectively. Then the maps Eμω ◦ CTrM(id,ρ)ω (Eμ) and CTrN(id,ρ)ω (Eμ) ◦E
μ
ω are faithful
normal conditional expectations from M(id,ρ)ω (Eμ) onto Z(N(id,ρ)ω (Eμ)). Since those conditional
expectations preserve a faithful normal trace of the form ϕω ◦Eμω , ϕ ∈ N∗, we have the equality
Eμω ◦ CTrM(id,ρ)ω (Eμ) = CTrN(id,ρ)ω (Eμ) ◦E
μ
ω.
Since CTr
M
(id,ρ)
ω (E
μ)
(1 ⊗ eii) is contained in Z(M(id,ρ)ω (Eμ)), it is also contained in
Z(N
(id,ρ)
ω (E
μ)) by the assumption of (2). Using Eμω(1 ⊗ eii) = μi , we have
CTr
M
(id,ρ)
ω (E
μ)
(1 ⊗ eii) = Eμω
(
CTr
M
(id,ρ)
ω (E
μ)
(1 ⊗ eii)
)= CTr
N
(id,ρ)
ω (E
μ)
(
Eμω(1 ⊗ eii)
)
= μi.
(3) ⇒ (4). Since 1⊗e00 and 1⊗e11 have central traces μ0 and μ1, respectively, there exist par-
tial isometries {uj }[μ1/μ0]+1j=1 such that uj = (1 ⊗ e11)uj (1 ⊗ e00), u∗j uj = (1 ⊗ e00) for 1 j 
[μ1/μ0] and∑[μ1/μ0]+1j=1 uju∗j = 1⊗e11. Let {vj }[μ1/μ0]+1j=1 be as uj = vj ⊗e10. Take a represent-
ing sequence of vj = (vνj )ν with (vνj )∗vνj = 1 for 1 j  [μ1/μ0] and
∑[μ1/μ0]+1
j=1 v
ν
j (v
ν
j )
∗ = 1.
By Lemma 2.6, vνj satisfies
lim
ν→ω
∥∥μ1(ϕ ◦ φρ1)vνj −μ0vνj ϕ∥∥= 0 for all ϕ ∈ P∗.
This means that ρ ∈ Intμ1/μ0(P ).
(4) ⇒ (5). Take partial isometries (vνj )ν , 1  j  [μ1/μ0] + 1, as Definition 2.4 for ρ ∈
Int[μ1/μ0](P ). We set I := {1, . . . , [μ1/μ0] + 1} and xνj = vνj ⊗ e10. Then by Lemma 2.6, the
sequence (xνj )ν represents the element xj in M
(id,ρ)
ω (E
μ), we have
∑
j∈I xj x∗j = 1. In particular,∨
j∈I s(xj x∗j ) = 1.
(5) ⇒ (1). Take a finite family {xj }j∈I ⊂ Pω which satisfies the conditions in (5). The condi-
tion (b) implies that xj ⊗ e10 ∈ M(id,ρ)ω (Eμ). Let xj = vj |xj | be the polar decomposition. Then
vj ⊗e10 ∈ M(id,ρ)ω (Eμ), and∨j∈I s(vj v∗j ) = 1 from (a). We assume that z(1⊗e00) = 0 for some
z ∈ Z(M(id,ρ)ω (Eμ)). Then z(vj ⊗ e10) = (vj ⊗ e10)z = 0, and we have z(vj v∗j ⊗ e11) = 0. Since∨
j∈Ii s(vj v
∗
j ) = 1, we have z(1 ⊗ e11) = 0. Hence z must be 0, and equivalently the central
support of 1 ⊗ e00 in M(id,ρ)ω (Eμ) is equal to 1. 
Now we generalize [30, Proposition 2.3(ii)] to the case of endomorphisms. Readers are re-
ferred to [30, Definition 2.1] for the definition of the approximately inner inclusion of factors.
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(1) The inclusion N(id,ρ) E
μ
⊂ M(id,ρ) is approximately inner.
(2) The inclusion ρ(P )
Eρ⊂ P is approximately inner and ρ ∈ Intμ1/μ0(P ).
If ρ is irreducible, the above statements are also equivalent with the following:
(3) The inclusion ρ(P )
Eρ⊂ P is approximately inner and there exists a sequence of partial isome-
tries (vν)∞ν=1 in P such that
lim
ν→∞
∥∥μ1(ϕ ◦ φρ)vν −μ0vνϕ∥∥= 0 for all ϕ ∈ P∗,
and vν is an isometry (coisometry) when μ0 <μ1 (respectively μ0  μ1).
Proof. (1) ⇒ (2). The inclusion ρ(P ) Eρ⊂ P is isomorphic to the reduced inclusion N(id,ρ)(1 ⊗
e11) ⊂ (1 ⊗ e11)M(id,ρ)(1 ⊗ e11) with a conditional expectation (Eμ)1⊗e11 . Hence the inclusion
ρ(P )
Eρ⊂ P is approximately inner by [30, Proposition 2.7(i)].
Next we show that ρ ∈ Intμ1/μ0(P ). By Proposition 2.8, it suffices to prove that the central
support of 1 ⊗ e00 in M(id,ρ)ω (Eμ) is equal to 1. We make use of a Pimsner–Popa basis for Eμω as
follows.
On the corner at 1 ⊗ e00, m00 := 1 ⊗ e00 is a basis because N(id,ρ)ω (Eμ)(1 ⊗ e00) = (1 ⊗
e00)M
(id,ρ)
ω (E
μ)(1 ⊗ e00) holds.
Next we consider the corner at 1 ⊗ e11. By [30, Proposition 2.2], the central sequence inclu-
sion ρ(Pω)
(Eρ)ω⊂ Pω(Eρ) is an Ind(Eρ)−1-Markov inclusion, and so is N(id,ρ)ω (Eμ)(1 ⊗ e11) ⊂
(1 ⊗ e11)M(id,ρ)ω (Eμ)(1 ⊗ e11) with a conditional expectation (Eμω)(1⊗e11). Take an orthonor-
mal basis (m11j )j∈I11 for (E
μ
ω)(1⊗e11). Then μ
−1
1 E
μ
ω((m
11
j )
∗m11k ) = δjkfj is a projection in
(1 ⊗ e11)M(id,ρ)ω (Eμ)(1 ⊗ e11), and
∑
j∈I11
m11j
(
m11j
)∗ = Ind(Eρ)(1 ⊗ e11). (2.1)
Now we have an orthonormal family {μ−1/20 m00} ∪ {μ−1/21 m11j }j∈I11 with respect to the ex-
pectation Eμω . By adding other elements {mp}p∈I , we can extend the orthonormal family to an
orthonormal basis for Eμω .
Then the Markov property of Eμω implies the following equality:
Ind
(
Eμ
)= μ−10 m00(m00)∗ +∑
p∈I
mpm
∗
p +
∑
j∈I11
μ−11 m
11
j
(
m11j
)∗
= μ−10 (1 ⊗ e00)+
∑
mpm
∗
p +μ−11 Ind(Eρ)(1 ⊗ e11)
(
by (2.1)
)
. (2.2)p∈I
1084 T. Masuda, R. Tomatsu / Advances in Mathematics 220 (2009) 1075–1134We prove that the central support of 1 ⊗ e00 in M(id,ρ)ω (E) is equal to 1. Assume that z(1 ⊗
e00) = 0 for a central projection z in M(id,ρ)ω (E). Note that mp is off-diagonal because m00j
and m11j are orthonormal bases of the corner of M
(id,ρ)
ω (E
μ) reduced by 1 ⊗ e00 and 1 ⊗ e11,
respectively. Hence we have zmp = 0. By multiplying z to (2.2), we obtain
Ind
(
Eμ
)
z = μ−11 Ind(Eρ)z(1 ⊗ e11).
However the formula of Lemma 2.5 implies that Ind(Eμ) > μ−11 Ind(Eρ). This shows that z must
be equal to 0, and the central support of 1 ⊗ e00 is equal to 1.
(2) ⇒ (1). We prove that N(id,ρ)ω (Eμ)
(Eμ)ω⊂ M(id,ρ)ω (Eμ) is an Ind(Eμ)−1-Markov inclusion.
Then N(id,ρ)
Eμ⊂ M(id,ρ) is approximately inner by [30, Proposition 2.2]. By Proposition 2.8,
1 ⊗ e00 and 1 ⊗ e11 have the scalar central traces μ0 and μ1, respectively. We may assume
μ0 < μ1 because a similar proof works in the case of μ0  μ1. This allows us to take a family
of partial isometries {vj ⊗ e10}m+1j=1 in M(id,ρ)ω (Eμ) such that v∗j vk = 0 for j = k, v∗j vj = 1 for
j m and
∑m+1
j=1 vjv∗j = 1. We construct a basis for Eμω as follows.
For the e00-entry, we set m00 = μ−1/20 (1 ⊗ e00). For the e11-entry, we take a basis {m11j }j∈I11
as before.
For the e10-entry, we set m10j := (vj ⊗ e10)m00. Then {m10j }m+1j=1 is an orthonormal family
satisfying
μ−10 (1 ⊗ e11) =
m+1∑
j=1
m10j
(
m10j
)∗ (2.3)
and
(1 ⊗ e11)M(id,ρ)ω
(
Eμ
)
(1 ⊗ e00) =
m+1∑
j=1
m10j N
(id,ρ)
ω
(
Eμ
)
. (2.4)
For the e01-entry, we set m01j := (v∗i0 ⊗ e01)m11j for a fixed i0. Although {m01j }j is not an or-
thonormal family, for any x ∈ M(id,ρ)ω (Eμ) we have
m+1∑
j=1
m01j
(
Eμ
)
ω
((
m01j
)∗
x
)= m+1∑
j=1
(
v∗i0 ⊗ e01
)
m11j
(
Eμ
)
ω
(((
v∗i0 ⊗ e01
)
m11j
)∗
x
)
=
m+1∑
j=1
(
v∗i0 ⊗ e01
)
m11j
(
Eμ
)
ω
((
m11j
)∗
(vi0 ⊗ e10)x(1 ⊗ e11)
)
= (v∗i0 ⊗ e01)(vi0 ⊗ e10)x(1 ⊗ e11)
= (1 ⊗ e00)x(1 ⊗ e11).
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01
j )
∗)j is a quasi-basis for e01-entry of M(id,ρ)ω (Eμ) in the sense of [36].
Moreover we have
m+1∑
i=1
m01i
(
m01i
)∗ = μ−11 Ind(Eρ)(1 ⊗ e00). (2.5)
Then the family {(mji , (mji )∗)}i,j is a quasi-basis for (Eμ)ω. Using (2.1), (2.3) and (2.5), we
have ∑
i,j
m
j
i
(
m
j
i
)∗ =∑
i
m00i
(
m00i
)∗ +∑
i
m11i
(
m11i
)∗ +∑
i
m10i
(
m10i
)∗ +∑
i
m01i
(
m01i
)∗
= μ−10 (1 ⊗ e00)+μ−11 Ind(Eρ)(1 ⊗ e11)
+μ−10 (1 ⊗ e11)+μ−11 Ind(Eρ)(1 ⊗ e00)
= (μ−10 +μ−11 Ind(Eρ))(1 ⊗ e00 + 1 ⊗ e11)
= Ind(Eμ) (by Lemma 2.5).
Hence the inclusion N(id,ρ)ω (Eμ)
(Eμ)ω⊂ M(id,ρ)ω (Eμ) is Ind(Eμ)−1-Markov, and the inclusion
N(id,ρ)
Eμ⊂ M(id,ρ) is approximately inner by [30, Proposition 2.2].
(2) ⇒ (3). In fact, the irreducibility of ρ is unnecessary. By Proposition 2.8, e00⊗1 and e11⊗1
have scalar central traces μ0 and μ1, respectively. If μ0 < μ1, then there exists an isometry
v ∈ Pω such that v⊗e10 ∈ M(id,ρ)ω (Eμ). Let (vν)ν be a representing sequence of v which consists
of isometries. By Lemma 2.6, (vν)ν satisfies
lim
ν→ω
∥∥μ1(ϕ ◦ φρ)vν −μ0vνϕ∥∥= 0.
Then we take a subsequence of (vν)ν so that the above equality holds as ν → ∞.
If μ0  μ1, then the similar argument still works, and we can find a desired sequence which
consists of coisometries.
(3) ⇒ (2). We prove that the central support of 1⊗e00 is equal to 1. Take a sequence of partial
isometries (vν)ν as in (3). Put v := πω((vν)ν) ∈ Pω . Then the element v ⊗ e10 is contained in
M
(id,ρ)
ω (E
μ) by Lemma 2.6.
If μ0  μ1, we have 1 ⊗ e11 = (v ⊗ e10)(v ⊗ e10)∗ which is equivalent to v∗v ⊗ e00. Hence
the central support of 1 ⊗ e00 is equal to 1 in this case.
If μ0 < μ1, we have 1 ⊗ e00 = (v ⊗ e10)∗(v ⊗ e10). Suppose that a non-zero projection z ∈
Z(M
(id,ρ)
ω (E
μ)) satisfies z(1⊗ e00) = 0. Then z is of the form z = z1 ⊗ e11, where z1 is a projec-
tion in Z(Pω(Eρ)). Since z is central, we have z(v⊗e10) = (v⊗e10)z = (v⊗e10)(1⊗e00)z = 0.
This means z1vv∗ = 0. Note that vv∗ ∈ Pω(Eρ), and τω(vv∗) ∈ ρ(P )′ ∩ P = C because ρ is ir-
reducible. Now for z1 and v, we apply the Fast Reindexation Lemma [29, Lemma 5.3]. Then
there exists a map Ψ :W ∗(v) → Pω such that τω(z1Ψ (vv∗)) = τω(z1)τω(vv∗), which is not
equal to 0. In particular, z1Ψ (v) = 0. By the construction of the fast reindexation map Ψ
in the proof of [29, Lemma 5.3], we may assume that Ψ (v) is given by mapping (vν)ν to
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z1Ψ (v)⊗ e10 = z(Ψ (v)⊗ e10) = (Ψ (v)⊗ e10)z = 0, and this is a contradiction.
Therefore in the both cases, the central support of 1 ⊗ e00 is equal to 1. Then by Proposi-
tion 2.8, ρ ∈ Intμ1/μ0(P ). 
2.5. Basic properties of approximately inner endomorphisms
Let M be a factor and ρ ∈ Intr (M) with r > 0. Then for any u ∈ U(M), Adu ◦ ρ is also
in Intr (M). Hence approximate innerness is a property for sectors. The sector space Sect(M)
has the basic operations, i.e., composition, decomposition, direct sum and conjugation. We study
how approximate innerness behaves for these operations. For sector theory, readers are referred
to [16,22,23].
Lemma 2.10 (Decomposition rule). Let ρ ∈ End(M)0 and [ρ] =⊕i∈I mi[ρi] be the irreducible
decomposition where mi is the multiplicity of [ρi] in [ρ]. Then ρ ∈ Intr (M) if and only if ρi ∈
Intrd(ρi )/d(ρ)(M) for all i ∈ I .
Proof. Suppose that ρ ∈ Intr (M). Take {vνj }[r]+1j=1 , ν ∈ N, as in Definition 2.4. Let {wik}mik=1 be an
orthonormal basis of the Hilbert space (ρi, ρ). Then we have
d(ρ)φρ(x) =
∑
i∈I
mi∑
k=1
d(ρi)φρi
((
wik
)∗
xwik
)
.
For the proof of this equality, readers are referred to [24, Lemma A.2]. Then for all ϕ ∈ M∗ and
1 k mi , we have
lim
ν→∞
∥∥∥∥1r ((wik)∗vνj ) · ϕ − d(ρi)d(ρ) ϕ ◦ φρi · ((wik)∗vνj )
∥∥∥∥= 0.
It is equivalent to πω(((wik)
∗vνj )ν)⊗ e10 ∈ M(id,ρi )ω (E(μ
i
0,μ
i
1)), where μi0 +μi1 = 1 and μi0/μi1 =
d(ρ)/(rd(ρi)). Setting xi,νk,j := (wik)∗vνj , we have
[r]+1∑
j=1
mi∑
k=1
x
i,ν
k,j
(
x
i,ν
k,j
)∗ = [r]+1∑
j=1
mi∑
k=1
(
wik
)∗
vνj
(
vνj
)∗
wik =
mi∑
k=1
(
wik
)∗
wik = dim(ρi, ρ).
By Proposition 2.8, we see that ρi ∈ Intrd(ρi )/d(ρ)(M).
Conversely we suppose that ρi ∈ Intrd(ρi )/d(ρ)(M) for all i ∈ I . For each i ∈ I , we take se-
quences of partial isometries {viνj }[rd(ρi )/d(ρ)]+1j=1 , ν ∈ N, as in Definition 2.4. Then for all i, j and
ϕ ∈ M∗, it satisfies
lim
ν→∞
∥∥∥∥1viνj ϕ − d(ρj ) (ϕ ◦ φρi ) · viνj ∥∥∥∥= 0.r d(ρ)
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lim
ν→∞
∥∥r−1wikviνj ϕ − (ϕ ◦ φρ) · (wikviνj )∥∥= 0.
Hence πω((wkviνj )ν)⊗ e10 ∈ M(id,ρ)ω (E(μ0,μ1)), where μ0 +μ1 = 1 and μ0/μ1 = 1/r .
Since
∑
i∈I
mi∑
k=1
[rd(ρi )/d(ρ)]+1∑
j=1
wikv
iν
j
(
wikv
iν
j
)∗ = 1,
ρ ∈ Intr (M) by Proposition 2.8. 
Corollary 2.11. Let ρ,σ ∈ End(M)0. Suppose that σ ≺ ρ and ρ ∈ Intr (M). Then σ ∈
Intrd(σ )/d(ρ)(M).
Proof. Let [σ ] =⊕i[σi] be the irreducible decomposition. By applying the previous lemma
to σi ≺ ρ, we have σi ∈ Intrd(σi )/d(ρ)(M). Note that rd(σi)/d(ρ) = (rd(σ )/d(ρ))d(σi)/d(σ ).
Using again the previous lemma, we see that σ ∈ Intrd(σ )/d(ρ)(M). 
On composition of endomorphisms, the following result holds.
Lemma 2.12 (Composition rule). Let ρi ∈ Intri (N) for i = 1,2. Then ρ1 ◦ ρ2 ∈ Intr1r2(N).
Proof. Take sequences of partial isometries {v1νj }[r1]+1j=1 and {v2νj }[r2]+1j=1 satisfying the conditions
in Definition 2.4 for ρ1 and ρ2, respectively. Then for all ϕ ∈ M∗, i = 1,2 and 1 j  [ri] + 1,
lim
ν→∞
∥∥r−1i viνj ϕ − (ϕ ◦ φρi ) · viνj ∥∥= 0.
It is easy to see that
lim
ν→∞
∥∥(r1r2)−1v1νj v2νk ϕ − (ϕ ◦ φρ2 ◦ φρ1) · v1νj v2νk ∥∥= 0
for all 1 j  [r1] + 1 and 1 k  [r2] + 1. Hence πω((v1νj v2νk ⊗ e10)ν) ∈ M(id,ρ1ρ2)ω (Eμ0,μ1),
where μ0 +μ1 = 1 and μ0/μ1 = 1/(r1r2). Since
1 =
[r1]+1∑
j=1
[r2]+1∑
k=1
v1νj v
2ν
k
(
v1νj v
2ν
k
)∗
,
ρ1 ◦ ρ2 ∈ Intr1r2(M) by Proposition 2.8. 
On conjugation, we have a result only for hyperfinite factors (Corollary 3.18).
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Lemma 2.13. Let N be a type I factor, then Intr (N) = ∅ for all r /∈ N and Intr (N) = Intr (N) for
all r ∈ N.
Proof. Suppose ρ ∈ Intd(N) ∩ Intr (N) for some r > 0, where d = d(ρ). We will show r = d .
Take sequences of partial isometries {vνi }[r]+1i=1 ⊂ N , ν ∈ N such that (vνi )∗vνi = 1 for 1 i  [r],∑[r]+1
i=1 v
ν
i (v
ν
i )
∗ = 1 for all ν ∈ N and
lim
ν→∞
∥∥r−1vνi ϕ − (ϕ ◦ φρ)vνi ∥∥= 0 (2.6)
for all 1 i  [r] + 1, ϕ ∈ N∗. Take a Hilbert space H ⊂ N implementing ρ. Let {wj }dj=1 be an
orthonormal basis of H. Then φρ(x) = d−1∑dj=1 w∗j xwj for x ∈ N . Hence (2.6) is equivalent
with
lim
ν→∞
∥∥r−1(w∗j vνi ) · ϕ − d−1ϕ · (w∗j vνi )∥∥= 0
for all 1 i  [r] + 1, 1 j  d , ϕ ∈ N∗.
Let a ∈ N be a trace class operator. We apply the above limit equality to ϕ = τa . Then the trace
norm of r−1w∗j vνi a − d−1aw∗j vνi converges to 0. Since the trace norm dominates the uniform
norm, we have
lim
ν→∞
∥∥r−1w∗j vνi a − d−1aw∗j vνi ∥∥= 0.
Let a be a finite projection, and we have
lim
ν→∞
∥∥(r−1 − d−1)aw∗j vνi a∥∥= 0, limν→∞∥∥(1 − a)w∗j vνi a∥∥= 0,
lim
ν→∞
∥∥aw∗j vνi (1 − a)∥∥= 0.
If r = d , then the above equalities imply that ‖w∗j vνi a‖ → 0 and ‖aw∗j vνi ‖ → 0 as ν → ∞
for a finite projection a ∈ N . Thus w∗j vνi → 0 in the strong∗ topology as ν → ∞. Since vνi =∑d
j=1 wj(w∗j vνi ), vνi → 0 in the strong∗ topology as ν → ∞. This is a contradiction with 1 =∑[r]+1
i=1 v
ν
i (v
ν
i )
∗
. Hence r = d , and Intd(N)∩ Intr (N) = ∅ yields r = d .
Since any endomorphism on N is inner, the statement of this lemma holds. 
Lemma 2.14. If N is a type II1 factor with the tracial state τ , then Intr (N) = ∅ for all r = 1.
Moreover if N is a hyperfinite factor, then Int1(N) = {ρ ∈ End(N)0 | τ ◦ φρ = τ }.
Proof. If Intr (N) = ∅, we can take ρ ∈ Intr (N). By definition, there exist sequences of partial
isometries {vνi }[r]+1i=1 ⊂ N , ν ∈ N, with the conditions in Definition 2.4. At least vν1 is an isom-
etry (or coisometry) when r  1 (respectively 0 < r < 1), but we note that any isometry (or
coisometry) is a unitary because N is finite. Hence vν is unitary. Then we have1
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n→∞
∥∥r−1ϕ ◦ Ad(vν1)∗ − ϕ ◦ φρ∥∥= 0 for all ϕ ∈ N∗.
In particular, r−1ϕ(1) − ϕ(1) = (r−1ϕ ◦ Ad(vν1 )∗ − ϕ ◦ φρ)(1) is equal to 0. Hence r must be
equal to 1. The latter assertion follows from [25, Lemma 3.9]. 
Lemma 2.15. Let N be the hyperfinite type II∞ factor with the trace τ . Let ρ ∈ End(N)0 and
mod(ρ) be the module of ρ, i.e., τ ◦ φρ = d(ρ)−1 mod(ρ)−1τ . Let λ > 0. Then ρ ∈ Intλ(N) if
and only if λ = d(ρ)mod(ρ).
Proof. We will show ρ ∈ Intλ(N) for λ = d(ρ)mod(ρ). Set μ0 = (1 + λ)−1, μ1 = λ(1 + λ)−1.
Consider the locally trivial subfactor N(id,ρ) ⊂ M(id,ρ) with the conditional expectation E :=
E(μ0,μ1). Then E preserves the trace τ ⊗Tr on M(id,ρ), and the locally trivial inclusion N(id,ρ) E
μ
⊂
M(id,ρ) is approximately inner by [30, Theorem 2.9(i)]. Then Theorem 2.9 implies that ρ ∈
Intλ(N).
Conversely we assume ρ ∈ Intλ(N) for some λ > 0. We set μ0 := (1 + λ)−1 and μ1 :=
λ(1 + λ)−1. Then the expectation Eρ preserves τ , and ρ(N)
Eρ⊂ N is approximately inner [30,
Theorem 2.9(i)]. Hence the locally trivial subfactor N(id,ρ) E
μ
⊂ M(id,ρ) is approximately inner
by Theorem 2.9. Again by [30, Theorem 2.9(i)], Eμ preserves the trace τ ⊗ Tr, that is, λ =
d(ρ)mod(ρ). 
We will use the following generalization of the previous lemma to non-factorial case. The
definition of approximate innerness is naturally extended to this case as Definition 2.4, but we
have to fix a left inverse of an endomorphism.
Lemma 2.16. Let N be a hyperfinite type II∞ von Neumann algebra with a faithful normal
semifinite trace τ . Let ρ ∈ End(N) with a left inverse φρ . If ρ|Z(N) = id and τ ◦ φρ = λ−1τ for
some λ > 0, then ρ is approximately inner of rank λ with respect to φρ .
Proof. By assumption on the hyperfiniteness, we can regard N = Z(N)⊗R0,1.
First we assume that λ = 1. We have τ ◦ φρ = τ , and τ ◦ ρ = τ . Since ρ = id on Z(N),
ρ(p) is equivalent to p for any projection p ∈ N .
Take a system of matrix units {ei,j }∞i,j=1 in R0,1 such that ei,i are finite projections for all i.
We take a partial isometry w ∈ N such that w∗w = 1 ⊗ e1,1 and ww∗ = ρ(1 ⊗ e11). Then we
set a unitary v :=∑∞i=1 ρ(1 ⊗ ei1)w(1 ⊗ e1i ). It is easy to see that v(1 ⊗ eij ) = ρ(1 ⊗ eij )v for
all i, j . Hence σ := Adv∗ ◦ρ fixes Z(N) and the type I subfactor B generated by {1⊗ ei,j }∞i,j=1.
Considering the left inverse φσ := φρ ◦ Adv of σ , we may assume that ρ fixes B . We note that
φρ also fixes them. Indeed if ρ(x) = x for x ∈ N , then φρ(x) = φρ(ρ(x)) = x.
Now consider the reduced endomorphism ρ1⊗e11 on the hyperfinite type II1 von Neumann
algebra (1 ⊗ e11)N(1 ⊗ e11) = Z(N) ⊗ e11R0,1e11. Using the natural isomorphism from R0,1
onto e11R0,1e11 ⊗ B , we see that ρ and φρ are of the form ρ1⊗e11 ⊗ idB and φ1⊗e11ρ ⊗ idB
on Z(N)⊗ e11R0,1e11 ⊗B , respectively. Then the same proof of [25, Lemma 3.9] works after a
slight modification on a treatment of the center. Hence ρ1⊗e11 is approximately inner of rank 1,
and so is ρ.
Second we consider the general case. Take θ ∈ Aut(R0,1) with module λ. By the previous
lemma, θ ∈ Aut(R0,1) is approximately inner of rank λ. The trace τ is given by τ0 ⊗ τ1 where
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τ ◦ (id ⊗ θ) = λτ . We simply write id ⊗ θ as θ below. It is easy to see that θ ∈ Aut(N) is also
approximately inner of rank λ with respect to the left inverse θ−1. Obviously θ is trivial on Z(N).
Set ρ0 := θ−1ρ and φρ0 = φρ ◦ θ . Then we have ρ0|Z(N) = id and τ ◦ φρ0 = τ , and the first part
of the proof implies that ρ0 is approximately inner of rank 1.
Take sequences of partial isometries {vνj }[λ]+1j=1 , {uν}ν , ν ∈ N, in N such that
(1) (vνj )∗vνj = 1 for 1 j  [λ],
∑[λ]+1
j=1 v
ν
j (v
ν
j )
∗ = 1.
(2) (uν)∗uν = 1 = uν(uν)∗.
(3) For all ϕ ∈ N∗ and 1 j  [λ] + 1,
lim
ν→∞
∥∥λ−1vνj ϕ − (ϕ ◦ θ−1) · vνj ∥∥= 0, limν→∞∥∥uνϕ − (ϕ ◦ φρ0) · uν∥∥= 0.
Then it is easy to see that
lim
ν→∞
∥∥λ−1vνj uνϕ − (ϕ ◦ φρ) · vνj uν∥∥= 0.
Since vνj uν is an isometry for 1  j  [λ] and
∑[λ]+1
j=1 v
ν
j u
ν(vνj u
ν)∗ = 1, ρ is approximately
inner of rank λ by definition. 
3. Canonical extensions and approximately inner endomorphisms
In this section, we discuss a generalization of the result proved by Kawahigashi, Sutherland
and Takesaki [20], that was first announced by Connes without a proof [5]. Their result says that
for any hyperfinite factor M , an automorphism on M is approximately inner if and only if it has
trivial Connes–Takesaki module, that is,
Int(M) = Ker(mod).
3.1. Canonical extension
We recall canonical extensions of endomorphisms introduced by Izumi [18].
Let M be a factor and M˜ the canonical core extension of M [9, Definition 2.5], which is the
von Neumann algebra generated by M and one-parameter unitary groups {λϕ(t)}t∈R, ϕ ∈ W(M),
satisfying the relations
σ
ϕ
t (x) = λϕ(t)xλϕ(t)∗, λψ(t) = [Dψ : Dϕ]t λϕ(t)
for all x ∈ M , t ∈ R and ϕ,ψ ∈ W(M).
Let us represent M on a Hilbert space H . The crossed product M σϕ R for the modular
automorphism group σϕ is the von Neumann algebra generated by πσϕ (M) and λ(R) in B(H ⊗
L2(R)) such that
(
πσϕ (x)ξ
)
(s) = σϕ−s(x)ξ(s),
(
λ(t)ξ
)
(s) = ξ(−t + s)
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isomorphism Πϕ : M˜ → M σϕ R satisfying
Πϕ(x) = πσϕ (x), Πϕ
(
λϕ(t)
)= λ(t) for all x ∈ M, t ∈ R.
Let θ be the R-action on M˜ satisfying
θs(x) = x, θs
(
λϕ(t)
)= e−ist λϕ(t) for all x ∈ M, s, t ∈ R.
Then Πϕ ◦ θs = σ̂ ϕs ◦Πϕ for all s ∈ R. The action θ is also called the dual action.
Let ρ be an endomorphism on M with finite index. Then the canonical extension ρ˜ of ρ is the
endomorphism on M˜ defined by
ρ˜(x) = ρ(x), ρ˜(λϕ(t))= d(ρ)it [Dϕ ◦ φρ : Dϕ]t λϕ(t)
for all x ∈ M , t ∈ R and ϕ ∈ W(M). Note that ρ˜ commutes the dual action θ .
3.2. Normalized canonical extension
Let ˜ : End(M)0 → End(M˜) be the canonical extension. It is known that the canonical ex-
tension is continuous on Aut(M) with respect to the u-topology. However in general, it is not
continuous on End(M)0 because the statistical dimension map d : End(M)0 → [1,∞) is not
continuous with respect to our topology (recall Definition 2.1). In Section 3.4, we will discuss a
relation between approximate innerness and Connes–Takesaki modules. Then we need the con-
tinuity for that purpose. Hence we introduce a modified canonical extension map as follows.
Definition 3.1. Let M be a factor and ρ ∈ End(M)0. We define the normalized canonical exten-
sion map ˘ : End(M)0 → End(M˜) by
ρ˘(x) = ρ(x), ρ˘(λϕ(t))= [Dϕ ◦ φρ : Dϕ]t λϕ(t)
for all x ∈ M , t ∈ R and ϕ ∈ W(M).
Indeed, we have
ρ˘ = θlog(d(ρ)) ◦ ρ˜ = ρ˜ ◦ θlog(d(ρ)),
which shows the existence of ρ˘.
Next we want to discuss a convergence in End(M˜) by using particular left inverses. Note that
M˜ may not be a factor. Even in non-factorial case, minimal expectations can be also defined as
in [15], and it will be possible to give a topology. However, in order to avoid using a disintegration
of factors and left inverses, we do not take such a way. For our purpose, the following notion
presented in [25, Definition 3.1] is sufficient.
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and φ be left inverses of ρν and ρ, respectively. We say that the sequence of the pairs {(ρν,φν)}ν
converges to (ρ,φ) if
lim
ν→∞
∥∥ϕ ◦ φν − ϕ ◦ φ∥∥= 0 for all ϕ ∈ M∗.
Note that the above convergence implies pointwise strong∗ convergence, that is, if (ρν,φν)
converges to (ρ,φ), then ρν(x) → ρ(x) in the strong∗ topology as ν → ∞ for any x ∈ M [25,
Lemma 3.8]. When M is a factor, ρν converges to ρ in End0(M) in the topology defined in
Definition 2.1 if and only if (ρν,φρν ) converges to (ρ,φρ). We study the relationship between
the convergence of endomorphisms and that of implementing isometries [10].
Let M be a factor as before. We represent M on the standard Hilbert space L2(M). The
positive cone is denoted by L2(M)+. In what follows, we use the following useful equalities for
ρ ∈ End(M)0:
σ
ψ◦φρ
t ◦ ρ = ρ ◦ σψt , [Dψ ◦ φρ : Dχ ◦ φρ]t = ρ
([Dψ : Dχ]t) (3.1)
for all ψ,χ ∈ W(M) and t ∈ R [18, pp. 5–7]. Since ψ ◦ φρ ◦ Eρ = ψ ◦ φρ , Eρ and σψ◦φρt
commute [34, p. 317]. Hence we also have
σ
ψ◦φρ
t ◦Eρ = Eρ ◦ σψ◦φρt , σψt ◦ φρ = φρ ◦ σψ◦φρt , (3.2)
where the latter equality follows from the former one and (3.1).
Now let us fix a faithful state ψ ∈ M∗. We take a unit vector ξψ ∈ L2(M)+ such that ψ(x) =
(xξψ, ξψ) for x ∈ M . For each ρ ∈ End(M)0, we take a unit vector ξψ◦φρ ∈ L2(M)+ such that
ψ(φρ(x)) = (xξψ◦φρ , ξψ◦φρ ) for x ∈ M . Following [10, Appendix A], we define the standard
implementation Vρ for ρ by
Vρ(xξψ) = ρ(x)ξψ◦φρ for all x ∈ M.
Then the isometry Vρ satisfies the following [10, Proposition A.2]:
Vρx = ρ(x)Vρ, φρ(x) = V ∗ρ xVρ for all x ∈ M.
Let ψ and ψ◦φρ be the modular operators of ψ and ψ ◦ φρ , respectively. Then,
Vρ
it
ψ = itψ◦φρVρ for all t ∈ R. (3.3)
Indeed, using a formula σψ◦φρt ◦ ρ = ρ ◦ σψt , we have
Vρ
it
ψ(xξψ) = Vρ
(
σ
ψ
t (x)ξψ
)= ρ(σψt (x))ξψ◦φρ
= σψ◦φρt
(
ρ(x)
)
ξψ◦φρ = itψ◦φρρ(x)ξψ◦φρ
= itψ◦φρVρ(xξψ).
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following statements are equivalent.
(1) (ρν)ν converges to ρ.
(2) (ρν(x))ν converges to ρ(x) in the strong∗ topology for all x ∈ M and limν→∞ ξψ◦φρν =
ξψ◦φρ .
(3) (Vρν )ν converges to Vρ strongly.
Proof. (1) ⇒ (2). The strong∗ convergence of ρν(x) follows from [25, Lemma 3.8]. Since
M acts on L2(M) standardly, the convergence ψ ◦ φρν → ψ ◦ φρ implies the convergence
ξψ◦φρν → ξψ◦φρ [11, Lemma 2.10].
(2) ⇒ (3). By (2), we see that for all x ∈ M ,
lim
ν→∞Vρν (xξψ) = limν→∞ρ
ν(x)ξψ◦φρν = ρ(x)ξψ◦φρ = Vρ(xξψ).
The norm-boundedness of Vρν implies the strong convergence.
(3) ⇒ (1). For vectors ξ, η ∈ L2(M), we denote by ωξ,η ∈ M∗ the functional ωξ,η(x) =
(xξ, η) for x ∈ M . Since Vρν implements φρν , we have ωξ,η ◦ φρν = ωVρν ξ,Vρν η. By elemen-
tary calculation, we have
‖ωξ,η ◦ φρν −ωξ,η ◦ φρ‖ ‖η‖‖Vρν ξ − Vρξ‖ + ‖ξ‖‖Vρνη − Vρη‖.
Hence we have the norm convergence ωξ,η ◦ φρν → ωξ,η ◦ φρ as ν → ∞. Since any normal
functional on M is of the form ωξ,η, ξ, η ∈ L2(M), we have done. 
Lemma 3.4. Let M be an infinite factor, ρ1, ρ2 ∈ End(M)0 and v1, v2 ∈ M isometries with
v1v
∗
1 + v2v∗2 = 1. We define ρ ∈ End(M) by ρ(x) := v1ρ1(x)v∗1 + v2ρ2(x)v∗2 . Then for any
weight ϕ on M , we have
d(ρ)it [Dϕ ◦ φρ : Dϕ]t =
2∑
k=1
d(ρk)
it vk[Dϕ ◦ φρk : Dϕ]t σ ϕt
(
v∗k
)
.
Proof. It is shown by using d(ρ)φρ(x) =∑2k=1 d(ρk)φρk (v∗k xvk) and the relative modular con-
dition [35, Theorem VIII.3.3]. 
Now we construct a left inverse of a canonical extension.
Lemma 3.5. Let ρ ∈ End(M)0 and ρ˜ be the canonical extension of ρ. Then there exists a left
inverse φρ˜ on M˜ such that
φρ˜
(
xλϕ(t)
)= d(ρ)−itφρ(x[Dϕ : Dϕ ◦ φρ]t)λϕ(t)
for all x ∈ M , t ∈ R and ϕ ∈ W(M).
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and σ˜ = id ⊗ ρ˜. If the statement holds for infinite case, there exists a left inverse φσ˜ on P˜ with
the above property. Since σ˜ is trivial on B(2), so is φσ˜ . Then we can define the map φρ˜ on M˜ by
φσ˜ = id ⊗ φρ˜ , which has the desired property. Hence we may and do assume that M is infinite.
Take an isometry v ∈ (id, ρ¯ρ). We set φρ˜(x) := v∗˜¯ρ(x)v for x ∈ M˜ . By [18, Proposi-
tion 2.5(1)], v ∈ (id, ˜¯ρρ˜). Hence φρ˜ is a left inverse of ρ˜. By the previous lemma, we have
d(ρ¯ρ)it v∗[Dϕ ◦ φρ¯ρ : Dϕ]t = σϕt
(
v∗
)
.
Using φρ¯ρ = φρφρ¯ and (3.1), we have
φρ˜
(
xλϕ(t)
)= v∗˜¯ρ(xλϕ(t))v = v∗ρ¯(x)d(ρ)it [Dϕ ◦ φρ¯ : Dϕ]t λϕ(t)v
= d(ρ)it v∗ρ¯(x)[Dϕ ◦ φρ¯ : Dϕ]t σ ϕt (v)λϕ(t)
= d(ρ)it v∗ρ¯(x)[Dϕ ◦ φρ¯ : Dϕ]t · d(ρ¯ρ)−it [Dϕ ◦ φρ¯ρ : Dϕ]∗t vλϕ(t)
= d(ρ)−it v∗ρ¯(x)[Dϕ ◦ φρ¯ : Dϕ ◦ φρ¯ρ]t vλϕ(t)
= d(ρ)−it v∗ρ¯(x)ρ¯([Dϕ : Dϕ ◦ φρ]t)vλϕ(t)
= d(ρ)−itφρ
(
x[Dϕ : Dϕ ◦ φρ]t
)
λϕ(t). 
Hence the map φρ˘ := φρ˜ ◦ θ− log(d(ρ)) is a left inverse of ρ˘ such that
φρ˘
(
xλϕ(t)
)= φρ(x[Dϕ : Dϕ ◦ φρ]t)λϕ(t).
Let ϕ ∈ M∗ be a faithful state. We identify M˜ with M σϕ R via Πϕ . For ρ ∈ End(M)0, we
define the operator Uρ˘ on L2(M)⊗L2(R) = L2(R,L2(M)) by
(Uρ˘ξ)(s) = [Dϕ ◦ φρ : Dϕ]∗−sVρξ(s) for all ξ ∈ L2
(
R,L2(M)
)
, s ∈ R,
where Vρ is an isometry defined as before by the fixed faithful normal state ψ .
Lemma 3.6. For ρ ∈ End(M)0, Uρ˘ has the following properties:
(1) Uρ˘ is an isometry.
(2) Uρ˘x = ρ˘(x)Uρ˘ for all x ∈ M σϕ R.
(3) φρ˘(x) = U∗ρ˘ xUρ˘ for all x ∈ M σϕ R.
Proof. (1) It is trivial.
(2) Let x ∈ M and t ∈ R. Then we have for s ∈ R,(
Uρ˘
(
πσϕ (x)λ(t)
)
ξ
)
(s) = [Dϕ ◦ φρ : Dϕ]∗−sVρ
(
πσϕ (x)λ(t)ξ
)
(s)
= [Dϕ ◦ φρ : Dϕ]∗−sVρσϕ−s(x)ξ(−t + s)
= [Dϕ ◦ φρ : Dϕ]∗−sρ
(
σ
ϕ
−s(x)
)
Vρξ(−t + s)
= [Dϕ ◦ φρ : Dϕ]∗−sσ ϕ◦φρ−s
(
ρ(x)
)
Vρξ(−t + s)
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(
ρ(x)
)[Dϕ ◦ φρ : Dϕ]∗−sVρξ(−t + s)
= σϕ−s
(
ρ(x)
)[Dϕ ◦ φρ : Dϕ]∗−s[Dϕ ◦ φρ : Dϕ]t−s · (Uρ˘ξ)(−t + s)
= σϕ−s
(
ρ(x)
)
σ
ϕ
−s
([Dϕ ◦ φρ : Dϕ]t) · (Uρ˘ξ)(−t + s)
= (πσϕ (ρ(x)[Dϕ ◦ φρ : Dϕ]t)λ(t)Uρ˘ξ)(s)
= (ρ˘(πσϕ (ρ(x))λ(t))Uρ˘ξ)(s).
Hence the equality of (2) holds.
(3) By (2) and (3), we have for x ∈ M , t ∈ R and ξ, η ∈ L2(M)⊗L2(R),
(
U∗ρ˘ πσϕ (x)λ(t)Uρ˘ξ, η
)
= (πσϕ (x)λ(t)Uρ˘ξ,Uρ˘η)
=
∞∫
−∞
((
πσϕ (x)λ(t)Uρ˘ξ
)
(s), (Uρ˘η)(s)
)
ds
=
∞∫
−∞
(
σ
ϕ
−s(x)(Uρ˘ξ)(−t + s), (Uρ˘η)(s)
)
ds
=
∞∫
−∞
(
σ
ϕ
−s(x)[Dϕ ◦ φρ : Dϕ]∗t−sVρξ(−t + s), [Dϕ ◦ φρ : Dϕ]∗−sVρη(s)
)
ds
=
∞∫
−∞
([Dϕ ◦ φρ : Dϕ]−sσ ϕ−s(x)[Dϕ ◦ φρ : Dϕ]∗t−sVρξ(−t + s),Vρη(s))ds
=
∞∫
−∞
(
σ
ϕ◦φρ
−s (x)[Dϕ ◦ φρ : Dϕ]−s[Dϕ ◦ φρ : Dϕ]∗t−sVρξ(−t + s),Vρη(s)
)
ds
=
∞∫
−∞
(
σ
ϕ◦φρ
−s (x)σ
ϕ◦φρ
−s
([Dϕ ◦ φρ : Dϕ]∗t )Vρξ(−t + s),Vρη(s))ds
=
∞∫
−∞
(
V ∗ρ σ
ϕ◦φρ
−s
(
x[Dϕ : Dϕ ◦ φρ]t
)
Vρξ(−t + s), η(s)
)
ds
=
∞∫
−∞
(
φρ
(
σ
ϕ◦φρ
−s
(
x[Dϕ : Dϕ ◦ φρ]t
))
ξ(−t + s), η(s))ds
=
∞∫ (
σ
ϕ
−s
(
φρ
(
x[Dϕ : Dϕ ◦ φρ]t
))
ξ(−t + s), η(s))ds (by (3.2))−∞
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= (φρ˘(πσϕ (x)λ(t))ξ, η). 
Lemma 3.7. Assume that (ρν)ν∈N converges to ρ in End(M)0. Then Uρ˘ν converges to Uρ˘
strongly.
Proof. Since Uρ˘ν and Uρ˘ are isometries, it suffices to show that (Uρ˘ν ξ, η) converges to (Uρ˘ξ, η)
for all ξ, η ∈ L2(M)⊗L2(R). Moreover we may and do assume that ξ, η have compact supports
on R. Then we have
(Uρ˘ν ξ, η) =
∞∫
−∞
(
(Uρ˘ν ξ)(s), η(s)
)
ds
=
∞∫
−∞
([Dϕ ◦ φρν : Dϕ]∗−sVρν ξ(s), η(s))ds,
which converges to
∞∫
−∞
([Dϕ ◦ φρ : Dϕ]∗−sVρξ(s), η(s))ds
because for each r > 0, the cocycle [Dϕ ◦ φρν : Dϕ]t uniformly converges to [Dϕ ◦ φρ : Dϕ]t
strongly as ν → ∞ for all t ∈ [−r, r] [35, Theorem IX.1.19]. 
Theorem 3.8. Let M be a factor. Then the normalized canonical extension is continuous, that is,
if (ρν)ν∈N converges to ρ in End(M)0, then the pairs {(ρ˘ν, φρ˘ν )}ν∈N converge to (ρ˘, φρ˘). In
particular, ρ˘ν(x) converges to ρ˘(x) in the strong∗ topology as ν → ∞ for all x ∈ M˜ .
Proof. By the previous lemma, Uρ˘ν converges to Uρ˘ . Then the same proof as (3) ⇒ (1) and
(1) ⇒ (2) of Lemma 3.3 works. 
3.3. Dominant weights and canonical extensions
In this subsection, we treat an infinite factor M . By the Takesaki duality, M is isomorphic
to M˜ θ R and M˜ is regarded as the centralizer of a dominant weight on M . We will study
the canonical extension and the restriction of an endomorphism on the centralizer of a dominant
weight.
Let ϕ be a dominant weight on M . Then the covariant system {M,σϕ} is dual, that is, there
exists a one-parameter unitary group {v(t)}t∈R in M such that σϕs (v(t)) = e−ist v(t). Using the
action θt := Adv(t) on Mϕ , we have the natural isomorphism of the covariant systems {M,σϕ} ∼=
{Mϕ θ R, θˆ}. The dual action on M˜ is denoted by σ̂ ϕ for a while.
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(1) (ϕ,Adu ◦ ρ) is an invariant pair in the sense of [18, Definition 2.2],
(2) uρ(v(t))u∗ = v(t).
Proof. By [19, Lemma 2.12(ii)], we can take u ∈ U(M) satisfying (1). Replace ρ with Adu ◦ρ.
Then σϕt ◦ ρ = ρ ◦ σϕt by (3.1), and the unitary w(t) := ρ(v(t))v(t)∗ is contained in Mϕ .
Then {w(t)}t is a θ -cocycle. By using the stability of {Mϕ,θ} [7, Theorem III.5.1(ii)], there
exists ν ∈ U(Mϕ) such that w(t) = νθt (ν∗). Then (ϕ,Adν∗ ◦ ρ) is an invariant pair, and
ν∗ρ(v(t)))ν = v(t). 
Replacing ρ with Adu◦ρ, we assume that ρ satisfies the conditions in the above lemma. Now
we discuss how the canonical extension ρ˜ ∈ End(M˜) can be transformed to an endomorphism
on Mϕ . We let M act on a Hilbert space H . By the Takesaki duality, we have the isomorphism
M˜ → Mϕ ⊗ B(L2(R)) satisfying xv(t)λϕ(t) → πθ (x)(1 ⊗ μθ(t))(1 ⊗ ν(t)) for x ∈ Mϕ and
t ∈ R, where πθ (x) ∈ Mϕ ⊗ L∞(R), μθ(t) ∈ C ⊗ L(R) (the group von Neumann algebra of R)
and ν(t) ∈ C ⊗L∞(R) are defined by
(
πθ (x)ξ
)
(s) = θ−s(x)ξ(s),
(
μθ(t)ξ
)
(s) = ξ(−t + s), (ν(t)ξ)(s) = e−itsξ(s)
for all ξ ∈ L2(R,H) and s, t ∈ R.
Since ρ˜(xv(t)λϕ(t)) = ρ(x)v(t)λϕ(t) and (ρ⊗ id)◦πθ = πθ ◦ρ, ρ˜ is transformed to ρ⊗ id ∈
End(Mϕ ⊗ B(L2(R))) through the isomorphism. The dual action σ̂ ϕ on M˜ is given by θt ⊗
Adμ∗θ (t) on Mϕ ⊗B(L2(R)). Hence we have the following isomorphism between the covariant
systems with an endomorphism ρ:
{
M˜, σ̂ ϕ, ρ˜
}∼= {Mϕ ⊗B(L2(R)), θ ⊗ Adμ∗θ , ρ ⊗ id},
which means there exists an isomorphism Θ : M˜ → Mϕ ⊗B(L2(R)) such that Θ ◦ σ̂ ϕs = (θs ⊗
Adμ∗θ (s)) ◦Θ and Θ ◦ ρ˜ = (ρ ⊗ id) ◦Θ for all s ∈ R.
Lemma 3.10. Let M,ϕ, {v(s)}s∈R and θ be as before. Then for any ρ ∈ End(M)0, there exist
u ∈ M and an isomorphism Ψρ : M˜ → Mϕ such that
(1) (ϕ,Adu ◦ ρ) is an invariant pair,
(2) uρ(v(s))u∗ = v(s),
(3) Ψρ is an isomorphism between the following covariant systems:
Ψρ :
{
M˜, σ̂ ϕ, ρ˜
}→ {Mϕ,θ,Adu ◦ ρ|Mϕ }.
Proof. We may assume that (ϕ,ρ) is an invariant pair and ρ(v(s)) = v(s) for all s ∈ R as before.
Since θ is a dual action [7, Theorem III.5.1(ii)], (Mϕ)θ is isomorphic to M . Hence we can take
an infinite dimensional Hilbert space H ⊂ (Mϕ)θ with support 1. Let {ξi}∞i=1 be an orthonormal
basis of H. Let tH :ρH(Mϕ)⊗B(H) → Mϕ be the isomorphism such that tH(ρH(x)⊗ ξiξ∗j ) =
ρH(x)ξiξ
∗ = ξixξ∗ for all x ∈ Mϕ and i, j ∈ N. We define the unitary u =∑∞ ρ(ξi)ξ∗. Thenj j i=1 i
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Ψ (eij ) = ξiξ∗j , where {eij }∞ij=1 is a system of matrix units of B(L2(R)).
Now we introduce the isomorphism Φ :Mϕ ⊗B(L2(R)) → Mϕ defined by
Φ :Mϕ ⊗B
(
L2(R)
) ρH⊗Ψ−→ ρH(Mϕ)⊗B(H) tH−→ Mϕ Adu−→ Mϕ.
Then we have Φ(x ⊗ eij ) = uρH(x)ξiξ∗j u∗ = uξixξ∗j u∗ for all x ∈ Mϕ and i, j ∈ N. We will
check that
Φ ◦ (θs ⊗ id) ◦Φ−1 = θs, Φ ◦ (ρ ⊗ id) ◦Φ−1 = Adρ
(
u∗
) ◦ ρ = ρ ◦ Adu∗.
Indeed, for x ∈ Mϕ and i, j ∈ N, we have
Φ
(
(θs ⊗ id)(x ⊗ eij )
)= Φ(θs(x)⊗ eij )= uξiθs(x)ξ∗j u∗ = θs(uξixξ∗j u∗)
= θs
(
Φ(x ⊗ eij )
)
and
Φ
(
(ρ ⊗ id)(x ⊗ eij )
)= Φ(ρ(x)⊗ eij )= uξiρ(x)ξ∗j u∗ = ρ(ξixξ∗j )
= ρ(u∗)ρ(uξixξ∗j u∗)ρ(u) = ρ(u∗)ρ(Φ(x ⊗ eij ))ρ(u).
Set μ(s) = Φ(1 ⊗μθ(s)). Since 1 ⊗μθ(s) is fixed by θ ⊗ id and ρ ⊗ id, so is μ(s) by θ and
Adρ(u∗) ◦ ρ. Hence we have the following isomorphism between the covariant systems with
endomorphisms:
Φ ◦Θ :{M˜, σ̂ ϕ, ρ˜}→ {Mϕ,θ ◦ Adμ,Adρ(u∗) ◦ ρ|Mϕ}.
The one-parameter unitary group {μ(s)}s∈R is contained in Mθϕ , and this is a θ -cocycle. By
stability of θ [7, Theorem III.5.1(ii)], there exists w ∈ U(Mϕ) such that μ(s) = wθs(w∗) for all
s ∈ R. Then the equality Adρ(u∗) ◦ρ(μ(s)) = μ(s) implies that w∗ρ(u∗w) ∈ Mθϕ . Indeed using
ρ(u) ∈ Mθϕ and ρ ◦ θs = θs ◦ ρ, we have(
w∗ρ
(
u∗w
))∗
θs
(
w∗ρ
(
u∗w
))= ρ(w∗u)wθs(w∗)θs(ρ(u∗w))
= ρ(w∗)ρ(u)μ(s)ρ(u∗)θs(ρ(w))
= ρ(w∗)ρ(μ(s))θs(ρ(w))
= ρ(w∗μ(s)θs(w))= 1.
Now we have the following isomorphism:
{
M˜, σˆ ϕ, ρ˜
} Φ◦Θ−→ {Mϕ,θ ◦ Adμ,Adρ(u∗) ◦ ρ|Mϕ} Adw∗−→ {Mϕ,θ,Ad(w∗ρ(u∗w)) ◦ ρ|Mϕ}.
This is a desired one. Indeed, it is easy to see that (ϕ,Ad(w∗ρ(u∗w)) ◦ ρ) is an invariant pair
since w∗ρ(u∗w) ∈ Mθ . Furthermore we haveϕ
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(
w∗ρ
(
u∗w
))(
ρ
(
v(s)
))= w∗ρ(u∗w)v(s)ρ(w∗u)w
= v(s)θ−s
(
w∗ρ
(
u∗w
))
ρ
(
w∗u
)
w
= v(s)w∗ρ(u∗w)ρ(w∗u)w = v(s). 
The following lemma is probably well known to specialists, but we present a proof for readers’
convenience.
Lemma 3.11. Let M be an infinite factor and ρ ∈ End(M)0. Then there exists an isomorphism
π :M ⊗B(2) → M such that [ρ] = [π ◦ (ρ ⊗ id) ◦ π−1] in Sect(M).
Proof. Take an infinite dimensional Hilbert space H in M with support 1. Let {ξi}∞i=1 be an
orthonormal basis of H. Define the isomorphism tH :ρH(M) ⊗ B(H) → M by tH(ρH(x) ⊗
ξiξ
∗
j ) = ρH(x)ξiξ∗j = ξixξ∗j for x ∈ M and i, j ∈ N. Then the isomorphism π :M ⊗B(H) → M
is defined by π = tH ◦ (ρH ⊗ id). Define the unitary u =∑∞i=1 ξiρ(ξ∗i ). By direct computation,
we see that π ◦ (ρ ⊗ id) ◦ π−1(x) = Adu ◦ ρ(x) for all x ∈ M . Hence [π ◦ (ρ ⊗ id) ◦ π−1] =
[ρ] ∈ Sect(M). 
3.4. Connes–Takesaki modules and approximately inner endomorphisms
Let M be a factor and ρ ∈ End(M)0. Following [18, Definition 4.1], we say that ρ has a
Connes–Takesaki module if the canonical extension ρ˜ satisfies ρ˜(Z(M˜)) = Z(M˜). We denote by
mod(ρ) the restriction of ρ˜ to Z(M˜) and by End(M)CT the set of endomorphisms with Connes–
Takesaki modules.
Let M be an infinite factor. Take a dominant weight ϕ on M and a one-parameter unitary
group {v(t)}t∈R such that σϕs (v(t)) = e−ist v(t) as before. Set θs := Adv(s)|Mϕ ∈ Aut(Mϕ) as
before. Taking Lemma 3.10 into account, we also denote by θ the dual action σ̂ ϕ on M˜ .
Lemma 3.12. Let M be a type IIIλ factor with 0 < λ< 1. Let ρ ∈ End(M)CT. Assume that there
exists s0 ∈ R such that mod(ρ) = θs0 |Z(Mϕ). Then for any generalized trace ψ on M , there exists
a unitary u ∈ M such that in the discrete decomposition M = Mψ σ Z,
(1) ψ ◦ φAdu◦ρ = d(ρ)−1e−s0ψ ,
(2) Adu ◦ ρ(U) = U , where U is the unitary implementing σ .
Proof. By Lemma 3.10, we may assume that (ϕ,ρ) is an invariant pair, ρ(v(s)) = v(s) for all
s ∈ R and ρ|Z(Mϕ) = θs0 . Since each generalized trace is unique up to scalar multiplications
and inner perturbations, to achieve (1) for each generalized trace, it suffices to construct one
generalized trace ψ satisfying (1).
We put T = −2π/ logλ. Then σϕT = AdhiT for some invertible h ∈ Z(Mϕ)+. Since
σ
ϕ
T (v(t)) = e−itT v(t), we have θt (h−iT ) = e−itT h−iT . We set ψ := ϕh−1 . Then it is well known
that ψ is a generalized trace. Indeed, it is trivial that ψ has the period T . So, we have to check
ψ(1) = ϕ(h−1) = ∞, but it is also trivial since ϕ is a dual weight. Set w := v(s0)∗. Then
Adw ◦ ρ = id on Z(Mϕ), and Adw ◦ ρ(h) = h. Hence we have
ψ ◦ φAdw◦ρ = ϕh−1 ◦ φAdw◦ρ = (ϕ ◦ φAdw◦ρ)h−1
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= d(ρ)−1e−s0ϕh−1 = d(ρ)−1e−s0ψ.
Therefore, we may assume that ρ has the property ψ ◦ φρ = d(ρ)−1e−s0ψ . As is explained, we
also may assume that ψ is a given generalized trace.
Now let M = Mψ σ Z be the discrete decomposition with the implementing unitary U .
Since σψ and ρ commutes, we see that ρ(U)U∗ is in Mψ . By stability of σ = AdU |Mψ
[7, Theorem III.5.1(i)], we can take a unitary u ∈ Mψ such that ρ(U)U∗ = u∗σ(u) = u∗UuU∗.
Hence we have Adu ◦ ρ(U) = U . Since u ∈ Mψ , we have ψ ◦ φAdu◦ρ = d(ρ)−1e−s0ψ . 
Lemma 3.13. Let M be a type III0 factor. Let ρ ∈ End(M)CT. Assume that there exists s0 ∈ R
such that mod(ρ) = θs0 . Then there exist ψ ∈ Wlac(M) and u ∈ U(M) such that
(1) ψ has infinite multiplicity,
(2) ψ ◦ φAdu◦ρ = d(ρ)−1e−s0ψ ,
(3) Adu ◦ ρ|Z(Mψ) = id.
Proof. There exists u ∈ U(M) satisfying Lemma 3.10. Replacing ρ with Adu ◦ ρ, we may
assume that (ϕ,ρ) is an invariant pair, ρ(v(s)) = v(s) and ρ|Z(Mϕ) = θs0 |Z(Mϕ). By perturbing ρ
to Adv(s0)∗ ◦ ρ again, we may and do assume that ρ satisfies ϕ ◦ φρ = d(ρ)−1e−s0ϕ, ρ(v(s)) =
v(s) and ρ|Z(Mϕ) = id.
Take h ∈ Z(Mϕ)+ such that a normal semifinite weight χ = ϕh is lacunary. Let e ∈ Z(Mϕ)
be the support projection of h. Then χ is faithful on eMe. Since ρ|Z(Mϕ) = id, we have ρ(h) = h
and φρ(h) = φρ(ρ(h)) = h. Then
χ ◦ φρ = ϕh ◦ φρ = (ϕ ◦ φρ)ρ(h) = d(ρ)−1e−s0ϕh = d(ρ)−1e−s0χ.
Since eMϕe ⊂ Mχ ⊂ eMe and M ′ϕ ∩M = Z(Mϕ) by Connes–Takesaki relative commutant the-
orem [7, Theorem II.5.1], we have Z(Mχ) ⊂ (eMϕe)′ ∩ eMe = Z(Mϕ)e. Hence ρ|Z(Mχ) = id.
Take an isometry w ∈ M such that ww∗ = e. Then the map π : M  x → wxw∗ ∈ eMe
is an isomorphism. We set χ ′ := χ ◦ π ∈ Wlac(M) and ρ′ := π−1 ◦ ρ ◦ π ∈ End(M)0. Then
ρ′ = id on Z(Mχ ′). It is easy to see that v := w∗ρ(w) ∈ M is unitary, and ρ′ = Adv ◦ ρ. Hence
φρ′ = φρ ◦ Adv∗ and
χ ′ ◦ φρ′ = (χ ◦ Adw) ◦
(
φρ ◦ Adv∗
)= χ ◦ φρ ◦ Adρ(w)ρ(w∗)w
= d(ρ)−1e−s0χ ◦ Adρ(e)w = d(ρ)−1e−s0χ ◦ Adw = d(ρ)−1e−s0χ ′.
Note that χ ′ may not have infinite multiplicity. Consider the weight ψ ′ := χ ′ ⊗ Tr and the
endomorphism ρ′ ⊗ id on M⊗B(2). Then by Lemma 3.11, there exist an isomorphism π ′ :M⊗
B(2) → M and a unitary u ∈ U(M) such that Adu ◦ ρ′ = π ′ ◦ (ρ′ ⊗ id) ◦ π ′−1. Set ψ :=
(χ ′ ⊗ Tr) ◦ π ′−1. Then this ψ and u ∈ U(M) are desired ones. 
Let M = Mψ σ Z be the discrete decomposition of M with the implementing unitary U .
Then the same proof of [20, Lemma 2] works in our case, and we can take a unitary v ∈ U(Mψ)
with Advu ◦ ρ(U) = U . Hence the following holds.
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some s0 ∈ R. Then there exist ψ ∈ Wlac(M) with infinite multiplicity and u ∈ U(M) such that
(1) in the discrete decomposition M = Mψ ∨ {U}′′, we have Adu ◦ ρ|Z(Mψ) = id,
(2) ψ ◦ φAdu◦ρ = d(ρ)−1e−s0ψ ,
(3) Adu ◦ ρ(U) = U .
Now we prove the main result of this section.
Theorem 3.15. Let M be a hyperfinite factor. Let ρ ∈ End(M)0 and r > 0. Then the following
conditions are equivalent:
(1) ρ ∈ Intr (M),
(2) ρ ∈ End(M)CT and mod(ρ) = θlog(r/d(ρ))|Z(M˜).
• Proof of (2) ⇒ (1) in Theorem 3.15 for type I factors. Assume that ρ ∈ End(M)CT =
End(M) has the Connes–Takesaki module mod(ρ) = θlog(r/d(ρ)). Since any endomorphism on M
is inner, ρ ∈ Intd(ρ)(M) and θlog(r/d(ρ)) = id. The space of the flow of weights of a type I factor
is isomorphic to R with the additive translation flow. Hence log(r/d(ρ)) = 0, and r = d(ρ). 
• Proof of (2) ⇒ (1) in Theorem 3.15 for the hyperfinite type II1 factor. Let τ ∈ M∗ be the
tracial state. Then the canonical core M˜ = M σ τ R is naturally regarded as M ⊗ {λτ (t)}′′t∈R,
and Z(M˜) = {λτ (t)}′′
t∈R. Hence ρ has the Connes–Takesaki module with mod(ρ) = θlog(r/d(ρ))
if and only if d(ρ)it [Dτ ◦ φρ : Dτ ]t = d(ρ)it r−it for all t ∈ R. This implies τ ◦ φρ = r−1τ , but
τ(1) = 1 yields that r must be equal to 1. Then τ ◦ φρ = τ . Since ρ preserves the tracial state τ ,
we see that ρ is approximately inner of rank 1 by Lemma 2.14. 
• Proof of (2) ⇒ (1) in Theorem 3.15 for the hyperfinite type II∞ factor. Let τ be the nor-
mal semifinite tracial weight on M . Then Z(M˜) = {λτ (t)}′′
t∈R, and τ ◦ φρ = r−1τ holds. Then
Lemma 2.15 implies that ρ ∈ Intr (M). 
• Proof of (2) ⇒ (1) in Theorem 3.15 for the hyperfinite type III1 factor. We make use of
Popa’s result on approximate innerness of hyperfinite subfactors of type III1. Since the flow of
weights is trivial, End(M)0 = End(M)CT and the modules of endomorphisms are trivial. Hence
we have to prove End(M)0 = Intr (M) for all r > 0. Let ρ ∈ End(M)0. Take any μ0,μ1 > 0
with μ0 + μ1 = 1. Set r := μ1/μ0. Consider the locally trivial subfactor N(id,ρ) ⊂ M(id,ρ) with
the expectation E(μ0,μ1). Then the subfactor is approximately inner by [30, Theorem 2.9(iv)].
We note that Popa’s result states for minimal expectations, but the same proof is applicable
for general expectations because we can prove that the Jones projections given in his proof are
contained in the centralizer of the given state. Hence ρ ∈ Intr (M) by Theorem 2.9. 
• Proof of (2) ⇒ (1) in Theorem 3.15 for hyperfinite type III0 factors. We make use of the
discrete decomposition of M to reduce the problem to that of a type II von Neumann algebra.
By Lemma 3.14 for s0 = log(rd(ρ)−1), after perturbing ρ by an inner automorphism, we may
assume that there exists a lacunary weight ψ on M with infinite multiplicity such that ψ ◦ φρ =
d(ρ)−1e−s0ψ = r−1ψ , ρ|Z(Mψ) = id and ρ(U) = U , where U is the implementing unitary in the
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AdU ◦ φρ = φρ ◦ AdU on M by uniqueness.
Set τ := ψ |Mψ , which is a faithful normal semifinite trace on the type II∞ von Neumann
algebra N := Mψ . Lemma 2.16 shows that ρ|N is approximately inner of rank r with respect
to φρ |N . Hence there exist partial isometries {vνi }[r]+1i=1 , ν ∈ N, in N such that (vνi )∗vνj = δi,j1 for
1 i, j  [r], ∑[r]+1i=1 vνi (vνi )∗ = 1 and
lim
ν→∞
∥∥r−1vνi · χ − χ ◦ φρ · vνi ∥∥N∗ = 0 for all χ ∈ N∗. (3.4)
Since σ ◦ φρ = φρ ◦ σ on N , we also have
lim
ν→∞
∥∥r−1σ (vνi ) · χ − χ ◦ φρ · σ (vνi )∥∥N∗ = 0 for all χ ∈ N∗.
This implies that ((vνi )
∗σ(vνj ))ν and ((vνi )∗vνj )ν are central sequences in N . Recall the quotient
map πω :N(Tω) → Nω. We set the following elements:
vi := πω
((
vνi
)
ν
)
, wij := v∗i σω(vj ), pi := v∗i vi .
Then we have v∗i vj = δijpi . Moreover, wij is in Nω, and pi = 1 for 1 i  [r] and p[r]+1 is a
projection in Nω. On wi,j , we have the following relations:
[r]+1∑
j=1
wijw
∗
kj = δikpi,
[r]+1∑
j=1
w∗jkwji = δikσω(pi) for all 1 i, k  [r] + 1, (3.5)
and
σω(vj ) =
[r]+1∑
i=1
viwij . (3.6)
We will prove the following two claims.
Claim 1. We can replace a sequence (vν[r]+1)ν so that σω(p[r]+1) = p[r]+1.
Proof. Consider the von Neumann algebra Nω ⊗B(C[r]+1). We set w :=∑[r]+1i,j=1 wij ⊗ eij and
p :=∑[r]+1i=1 pi ⊗eii , where {eij }[r]+1i,j=1 is a system of matrix units of B(C[r]+1). The equality (3.5)
yields
ww∗ = p, w∗w = (σω ⊗ id)(p).
In particular, p and (σω ⊗ id)(p) are equivalent in Nω ⊗ B(C[r]+1). Since Nω ⊗ B(C[r]+1) is
finite, 1 − p = p[r]+1 ⊗ e[r]+1,[r]+1 and 1 − (σω ⊗ id)(p) = σω(p[r]+1) ⊗ e[r]+1,[r]+1 are also
equivalent in Nω ⊗B(C[r]+1). Hence p[r]+1 and σω(p[r]+1) are equivalent in Nω. Take a unitary
v ∈ Nω such that σω(p[r]+1) = v∗p[r]+1v.
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tary u ∈ Nω such that v = uσω(u∗). Then we have σω(u∗p[r]+1u) = u∗p[r]+1u. Let (uν)ν be
a representing sequence of u such that uν is a unitary for all ν ∈ N. When we replace vν[r]+1
with vν[r]+1uν and choose a subsequence of (v
ν
[r]+1uν)ν , we see that the new family {vνi }[r]i=1 ∪{vν[r]+1uν} also satisfies the above conditions (1), (2), (3) and also σω(p[r]+1) = p[r]+1. 
By using Claim 1, we assume that σω(p[r]+1) = p[r]+1.
Claim 2. We can replace the sequences (vνi )ν for 1 i  [r] + 1 so that σ(vνi )− vνi → 0 in the
strong∗ topology as ν → ∞ for all 1 i  [r] + 1.
Proof. Since ww∗ = p = (σω ⊗ id)(p) = w∗w, w is a unitary in p(Nω ⊗ B(C[r]+1))p. By our
assumption, we can consider the reduced Z-action (σω ⊗ id)p . It is easy to see that (σω ⊗ id)p
also has stability by using Rohlin towers in Z(N) as in the proof of [20, Lemmas 3, 4]. Hence
there exists a unitary μ ∈ p(Nω ⊗B(C[r]+1))p such that
w = μ(σω ⊗ id)
(
μ∗
)
. (3.7)
Now we set
vi :=
[r]+1∑
j=1
vjμji ∈ Nω, (3.8)
where μji is the (j, i)-entry of μ. Then we have
(vi)
∗vj =
[r]+1∑
k,=1
μ∗kiv∗k vμj =
[r]+1∑
k=1
μ∗kipkμkj
= (μ∗pμ)
ij
= (μ∗μ)
ij
= δijpi .
Using (3.6), (3.7) and (3.8), we obtain
σω(vi) =
[r]+1∑
j=1
σω(vj )σω(μji) =
[r]+1∑
j,k=1
vkwkjσω(μji)
=
[r]+1∑
k=1
vkμki = vi. (3.9)
Now we take a representing sequence (μν)ν ∈ ∞(N,N ⊗B(C[r]+1)) of μ such that
(
μν
)∗
μν =
[r]∑
i=1
(1 ⊗ eii)+
(
vν[r]+1
)∗(
vν[r]+1
)⊗ e[r]+1,[r]+1 = μν(μν)∗.
Using (μν)ν , we take a representing sequence (vν)ν of vi defined byi
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[r]+1∑
j=1
vνj μ
ν
ji
for all 1 i  [r] + 1 and ν ∈ N. Then we have
(
vνi
)∗
vνj =
[r]+1∑
k,=1
(
μνki
)∗(
vνk
)∗
vνμ
ν
j =
[r]+1∑
k=1
(
μνki
)∗
μνkj = δij
(
vνi
)∗
vνj ,
and for χ ∈ N∗,
lim
ν→ω
∥∥r−1vνi · χ − χ ◦ φρ · viν∥∥N∗  limν→ω
[r]+1∑
j=1
∥∥r−1(vνj μνji) · χ − χ ◦ φρ · (vνj μνji)∥∥N∗
= lim
ν→ω
[r]+1∑
j=1
∥∥r−1vνj · χ ·μνji − χ ◦ φρ · (vνj μνji)∥∥N∗
 lim
ν→ω
[r]+1∑
j=1
∥∥r−1vνj · χ − χ ◦ φρ · vνj ∥∥N∗ = 0, (3.10)
where we have used (3.4) and πω((μνji)ν) = μji ∈ Nω. Moreover σω(vi) = vi shows the follow-
ing strong∗ convergence:
lim
ν→ωσ
(
vνi
)− vνi = 0. (3.11)
Therefore there exists a subsequence of (vνi )ν such that the above limits (3.10) and (3.11) are
taken by ν → ∞. This is a desired one in Claim 2. 
Let us take (vνi )ν satisfying Claim 2. We show that
lim
ν→∞
∥∥r−1vνi · χ − χ ◦ φρ · vνi ∥∥M∗ = 0 for all 1 i  [r] + 1, χ ∈ M∗. (3.12)
This implies that ρ ∈ Intr (M).
For k ∈ Z, set a bounded linear map Ek on M such that Ek(xU) = δkxU for all x ∈ N
and  ∈ Z. Since {χ ◦ Ek | χ ∈ M∗, k ∈ Z} is total in M∗, it suffices to prove (3.12) for χ ◦ Ek ,
χ ∈ M∗. Let x ∈ M and x =∑k∈Z xkUk be the (formal) expansion of x. Then(
r−1vνi · χ ◦ Ek − χ ◦ Ek ◦ φρ · vνi
)
(x) = r−1χ(Ek(xvνi ))− χ(Ek(φρ(vνi x)))
= r−1χ(xkσ k(vνi )Uk)− χ(φρ(vνi xk)Uk)
= (r−1σk(vνi ) · (Ukχ)− (Ukχ) ◦ φρ · vνi )(xk).
Since ‖xk‖ ‖x‖, we have∥∥r−1vν · χ ◦ Ek − χ ◦ Ek ◦ φρ · vν∥∥  ∥∥r−1σk(vν) · (Ukχ)∣∣ − (Ukχ)∣∣ ◦ φρ · vν∥∥ .i i M∗ i N N i N∗
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lim
ν→∞
∥∥r−1vνi · χ ◦ Ek − χ ◦ Ek ◦ φρ · vνi ∥∥M∗
 lim
ν→∞
∥∥r−1σk(vνi ) · (Ukχ)∣∣N − (Ukχ)∣∣N ◦ φρ · vνi ∥∥N∗
 lim
ν→∞
∥∥r−1σk(vνi ) · (Ukχ)∣∣N − r−1vνi · (Ukχ)∣∣N∥∥N∗
+ lim
ν→∞
∥∥r−1vνi · (Ukχ)∣∣N − (Ukχ)∣∣N ◦ φρ · vνi ∥∥N∗ = 0.
This shows (3.12). 
• Proof of (2) ⇒ (1) in Theorem 3.15 for the hyperfinite type IIIλ factor with 0 < λ < 1. We
prove ρ ∈ Intr (M) along with the proof of type III0 case by using Lemma 3.12. Let ψ be a gen-
eralized trace and M = Mψ σ Z the discrete decomposition. Then the Z-action σω on (Mψ)ω
is stable [4, Theorem 2.1.3]. Here we note that σ is centrally free, i.e., σn ∈ Cnt(Mψ) if and only
if n = 0, which follows from the fact that Cnt(Mψ) = Int(Mψ) [4, Lemma 5]. So, Claim 1 still
holds. Since any reduction of outer automorphism on a factor is still outer, Claim 2 also holds.
Thus we can prove that ρ ∈ Intr (M) as in type III0 case. 
Therefore we have proved the implication (2) ⇒ (1) in Theorem 3.15.
• Proof of (1) ⇒ (2) in Theorem 3.15. First we assume r ∈ N. Take r-dimensional Hilbert
spaces Hν ⊂ M with support 1 for ν ∈ N, such that ρHν converges to ρ as ν → ∞. Recall
that the normalized canonical extension is continuous by Theorem 3.8. Hence ρHν → ρ implies
θlog(d(ρHν ))(ρ˜Hν (x)) → θlog(d(ρ))(ρ˜(x)) in the strong∗ topology as ν → ∞ for all x ∈ M˜ . Using
d(ρHν ) = r and ρ˜Hν |Z(M˜) = id, we have θlog(d(ρ))ρ˜|Z(M˜) = θlog r . This shows that ρ has the
Connes–Takesaki module mod(ρ) = θlog(r/d(ρ)).
Next we treat a general case. Let r > 0. Take s ∈ R such that esr ∈ N. Since mod : Aut(M) →
Autθ (Z(M˜)) is surjective [13,33], there exists α ∈ Aut(M) such that α˜ = θs on Z(M˜). By using
(2) ⇒ (1) of Theorem 3.15, which we have already proved, we see that α ∈ Intes (M). Then
α ◦ ρ ∈ Intesr (M) by Lemma 2.12. Since esr ∈ N, αρ has the Connes–Takesaki module and
mod(αρ) = θlog(es r/d(ρ)) on Z(M˜). This also shows that ρ has a Connes–Takesaki module, and
mod(ρ) = mod(α−1)mod(αρ) = α˜−1 ◦ θlog(es r/d(ρ)) = θ−s ◦ θlog(es r/d(ρ))
= θlog(r/d(ρ)). 
Corollary 3.16. Let M be a hyperfinite factor and r, s > 0.
(1) When M is of type I, then
End(M)0 =
⋃
n∈N
Intn(M).
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Int1(M) =
{
ρ ∈ End(M)0
∣∣ τ ◦ φρ = τ},
Intr (M) = ∅ if r = 1.
(3) When M is of type II∞ with the trace τ , then
Intr (M) =
{
ρ ∈ End(M)0
∣∣ τ ◦ φρ = r−1τ}.
(4) When M is of type III1, then
End(M)0 = Intr (M).
(5) When M is of type IIIλ with 0 < λ< 1 with the generalized trace ϕ, then
Intr (M) =
{
ρ ∈ End(M)0
∣∣ ϕ ◦ φρ = r−1ϕ ◦ Adu for some u ∈ U(M)}
= Intrλn(M) for all n ∈ Z,
Intr (M)∩ Ints(M) = ∅ if s = rλn for all n ∈ Z.
(6) When M is of type III0,
Intr (M)∩ Ints(M) = ∅ if r = s.
In the next section, we study a relation between centrally trivial endomorphisms and modular
endomorphisms [18, Definition 3.1]. Note that the statistical dimension of a modular endomor-
phism is an integer.
Corollary 3.17. Let M be a hyperfinite factor and ρ a modular endomorphism on M . Then
ρ ∈ Intd(ρ)(M).
Proof. Since ρ˜ is inner, mod(ρ) = id = θlog(d(ρ)/d(ρ)). By Theorem 3.15, we see that ρ ∈
Intd(ρ)(M). 
For conjugation of an endomorphism, a rank of approximate innerness behaves as follows. It
seems that the assumption on hyperfiniteness is unnecessary, but we have no proof so far.
Corollary 3.18 (Conjugation rule). Let M be a hyperfinite infinite factor and ρ ∈ Intr (M) for
some r > 0. Then ρ¯ ∈ Intr−1d(ρ)2(M). In particular, ρρ¯ ∈ Intd(ρ)2(M).
Proof. By Theorem 3.15, we have mod(ρ) = θlog(r/d(ρ)), and
mod(ρ¯) = mod(ρ)−1 = θ− log(r/d(ρ)) = θlog(d(ρ)/r) = θlog(d(ρ)2/rd(ρ¯)).
Hence ρ¯ ∈ Intd(ρ)2/r (M) again by Theorem 3.15. Then Lemma 2.12 implies that ρρ¯ ∈
Intd(ρ)2(M). 
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4.1. Centrally trivial endomorphisms
Let M be a factor and ρ ∈ End(M)0. As is shown in [25, Lemma 3.3], we can define ρω ∈
End(Mω) by
ρω
(
πω
((
xν
)
ν
))= πω((ρ(xν))ν) for all (xν)ν ∈N(Tω(M)).
The map End(M)0  ρ → ρω ∈ End(Mω) is a semigroup homomorphism.
Definition 4.1. Let M be a factor and ρ ∈ End(M)0. We say that ρ is centrally trivial if and only
if ρω = id on Mω.
We only consider centrally trivial endomorphisms with finite index. However, we should men-
tion that it can be defined for an endomorphism with infinite index if this has a left inverse. We
denote by Cnd(M) the set of centrally trivial endomorphisms on M . Since Int(M) ⊂ Cnd(M),
the central triviality is a property for sectors. We show that the set Cnd(M) is closed under the
composition, decomposition, direct sum and conjugation when M is infinite.
Definition 4.2. Let N ⊂ M be an inclusion of factors.
(1) Cω(M,N) := {(xν)ν ∈ ∞(N,N) | limν→ω ‖[ϕ,xν]‖ = 0, ϕ ∈ M∗}.
(2) Cω(M,N) := Cω(M,N)/Tω(N).
If N = M , then it is obvious that Cω(M,M) = Mω.
Lemma 4.3. Let N ⊂ M be an inclusion of factors with finite index. Let M ⊃ N ⊃ N1 be
a downward basic construction with respect to the minimal expectation E :M → N . Then
Cω(M,N) = Cω(M,N1).
Proof. Let e ∈ M the Jones projection for N1 ⊂ N . Since {e}′ ∩Nω = Nω1 (see [8, Lemma 15.20]
for proof), we have Cω(M,N) ⊂ Nω1 , thus Cω(M,N) ⊂ Cω(M,N1). The converse inclusion is
trivial. 
Lemma 4.4. Let ρ ∈ Cnd(M). Then Cω(M,ρ(M)) = Mω holds.
Proof. Since Cω(M,ρ(M)) ⊂ Mω always holds, we show the converse inclusion. Since
(ρ(xν)−xν)ν converges to 0 in the strong∗ topology by the assumption, we have Mω = ρω(Mω),
and hence Mω ⊂ Cω(M,ρ(M)) follows. 
Lemma 4.5. Assume that M is an infinite factor. Let ρ ∈ Cnd(M). Then one has ρ¯ ∈ Cnd(M).
Proof. First we show ρρ¯ ∈ Cnd(M). By Lemmas 4.3 and 4.4, C(M,ρρ¯(M)) =
C(M,ρ(M)) = Mω. This implies that for any (xν)ν ∈ Cω(M,M), there exists (yν)ν ∈ ∞(N,M)
such that xν − ρρ¯(yν) → 0 in the strong∗ topology as ν → ω. Take an isometry v ∈ (id, ρρ¯).
Then v∗xνv−v∗ρρ¯(yν)v → 0 as ν → ω. Here v∗xνv−xν → 0 as ν → ω and v∗ρρ¯(yν)v = yν .
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ρρ¯ ∈ Cnd(M).
Second we show that ρ¯ ∈ Cnd(M). Since ρ,ρρ¯ ∈ Cnd(M), ρ(xν) − ρρ¯(xν) → 0 in the
strong∗ topology as ν → ω. Applying φρ to ρ(xν)− ρρ¯(xν), we get the conclusion. 
Theorem 4.6. Assume that M is an infinite factor. Then the subset Cnd(M) ⊂ End(M)0 is closed
under the composition, decomposition, direct sum and conjugation. Namely one has the follow-
ing:
(1) If ρ,σ ∈ Cnd(M), then ρσ ∈ Cnd(M).
(2) If ρ ∈ End(M)0, σ ∈ Cnd(M) and ρ ≺ σ , then ρ ∈ Cnd(M).
(3) If ρ,σ ∈ Cnd(M), then ρ ⊕ σ ∈ Cnd(M).
(4) If ρ ∈ Cnd(M), then ρ¯ ∈ Cnd(M).
Proof. (1) It is trivial because (ρσ )ω = ρωσω = id on Mω.
(2) Let w ∈ (ρ,σ ) be an isometry. Since w ∈ (ρω,σω), we have for x ∈ Mω,
wρω(x) = σω(x)w = xw = wx.
Hence ρω(x) = w∗wρω(x) = w∗wx = x.
(3) Let v,w ∈ M be isometries with vv∗ +ww∗ = 1. We set θ(x) := vρ(x)v∗ +wσ(x)w∗ for
x ∈ M . Then for x ∈ Mω, we have
θω(x) = vρω(x)v∗ +wσω(x)w∗ = vxv∗ +wxw∗ = (vv∗ +ww∗)x = x.
Hence ρ ⊕ σ ∈ Cnd(M).
(4) It has been proved in the previous lemma. 
Connes showed that any centrally trivial automorphism commutes with any approximately
inner automorphism up to inner automorphism [5, Lemma 2.2.2]. We generalize this to the case
of endomorphisms as follows.
Lemma 4.7. Let M be a factor, ρ ∈ Cnd(M) and θ ∈ Int(M). Then θ and ρ commute up to inner
automorphism, that is, [θ ◦ ρ ◦ θ−1] = [ρ] in Sect(M).
Proof. Let ϕ0 be a faithful normal state on ρ(M), and set ϕ := ϕ0 ◦ Eρ . Let {Vn}n∈N be a
fundamental system of the neighborhood of id in Aut(M) such that for any u ∈ U(M) with
Adu ∈ Vn, we have∥∥ρ(u)− u∥∥
ϕ◦θ−1 < 2
−n,
∥∥ρ(u)− u∥∥
ϕ◦ρ◦θ−1◦φρ < 2
−n.
If βn converges to θ in Aut(M), then ρ ◦ βn ◦ ρ−1 converges to ρ ◦ θ ◦ ρ−1 in Aut(ρ(M)).
So we can choose a monotone decreasing system of the neighborhood of θ denoted by Wn such
that WnW−1n ⊂ Vn and for β ∈ Wn, we have∥∥ϕ ◦ β−1 − ϕ ◦ θ−1∥∥< 2−n, ∥∥ϕ0 ◦ ρ ◦ β−1 ◦ ρ−1 − ϕ0 ◦ ρ ◦ θ−1 ◦ ρ−1∥∥< 2−n.
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Let θ = limn→∞ Adun with Adun ∈ Wn. Set vn := un+1u∗n. Then we see that Advn ∈
Wn+1W−1n+1 ⊂ Vn. Hence ‖ρ(vn)− vn‖ϕ◦θ−1 < 2−n and ‖ρ(vn)− vn‖ϕ◦ρ◦θ−1◦φρ < 2−n.
Now we prove u∗nρ(un) converges in U(M). We have∥∥ρ(u∗n+1)un+1 − ρ(u∗n)un∥∥2ϕ = ∥∥ρ(u∗nv∗n)vnun − ρ(u∗n)un∥∥2ϕ = ∥∥ρ(v∗n)vn − 1∥∥2ϕ◦Adu∗n
 2
∥∥ϕ ◦ Adu∗n − ϕ ◦ θ−1∥∥+ ∥∥ρ(v∗n)vn − 1∥∥2ϕ◦θ−1
 21−n + ∥∥vn − ρ(vn)∥∥2ϕ◦θ−1  21−n + 4−n
 22−n
and ∥∥u∗n+1ρ(un+1)− u∗nρ(un)∥∥2ϕ = ∥∥u∗nv∗nρ(vnun)− u∗nρ(un)∥∥2ϕ = ∥∥v∗nρ(vn)− 1∥∥2ϕ◦Adρ(u∗n)
 2
∥∥ϕ ◦ Adρ(u∗n)− ϕ ◦ ρ ◦ θ−1 ◦ φρ∥∥
+ ∥∥v∗nρ(vn)− 1∥∥2ϕ◦ρ◦θ−1◦φρ
 21−n + 4−n
 22−n,
where we have used
ϕ ◦ Adρ(u∗n)= ϕ ◦ Adρ(u∗n) ◦Eρ = ϕ ◦ ρ ◦ Adu∗n ◦ φρ.
Hence the strong∗ limit w := limn→∞ u∗nρ(un) ∈ U(M) exists, and we have θ−1 ◦ ρ ◦ θ =
limn→∞ Adu∗nρ(un)ρ = Adw ◦ ρ. 
Let M be a McDuff factor, i.e., the von Neumann algebra Mω is of type II1. When α is a
centrally trivial automorphism of M , we know that α is outer conjugate to α ⊗ idR0 , where R0
denotes the hyperfinite type II1 factor. This property also holds for centrally trivial endomor-
phisms.
Proposition 4.8. Let M be an infinite McDuff factor and ρ ∈ Cnd(M). Then there exists an
isomorphism θ :M ⊗R0 → M such that [ρ] = [θ ◦ (ρ ⊗ idR0) ◦ θ−1] in Sect(M).
Proof. If [ρ] = [id], then the proposition is trivial. We assume that [ρ] = [id]. Take σ ∈
End(M) such that [σ ] = [id] ⊕ [ρ] ⊕ [ρ]. Then σ is centrally trivial by Theorem 4.6. Hence
C(M,σ(M)) = Mω holds by Lemma 4.4. Since Mω is of type II1, σ(M) ⊂ M is relatively Mc-
Duff in the sense of Bisch [1]. Thus σ(M) ⊂ M is isomorphic to (σ ⊗ idR )(M ⊗R0) ⊂ M ⊗R0.0
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idR0) ◦ θ2. So,[
θ1θ
−1
2
]⊕ 2[θ1 ◦ ρ ◦ θ−12 ]= [θ1σθ−12 ]= [σ ⊗ idR0] = [id ⊗ idR0 ] ⊕ 2[ρ ⊗ idR0 ]
holds. By comparing irreducible components, we have [θ1θ−12 ] = [id⊗ idR0], and [θ1 ◦ρ ◦θ−11 ] =[ρ ⊗ idR0]. 
Combining Lemma 3.11 with Proposition 4.8, we have the following result, where R0,1 de-
notes the hyperfinite type II∞ factor.
Proposition 4.9. Let M be an infinite McDuff factor and ρ ∈ Cnd(M). Then there exists an
isomorphism θ :M ⊗R0,1 → M such that [ρ] = [θ ◦ (ρ ⊗ id) ◦ θ−1] in Sect(M).
4.2. Modular endomorphisms
Let M be a factor and ρ ∈ End(M)0. We say that ρ is a modular endomorphism when the
canonical extension ρ˜ is inner, that is, there exists a finite dimensional Hilbert space in M˜ which
implements ρ˜ [18, Definition 3.1]. By End(M)m and Sect(M)m, we denote the sets of modular
endomorphisms on M and sectors of modular endomorphisms, respectively. We also denote by
End(M)m,irr the set of irreducible modular endomorphisms on M . Then End(M)m is closed
under the composition, decomposition, direct sum and conjugation.
In type III case, Izumi characterizes modular endomorphisms in terms of U(n)-valued coho-
mology classes H 1(FM,U(n)) with respect to the flow of weights FM [18, Theorem 3.3]. We
complement his result for each type.
Lemma 4.10. Let M be a factor. Then the following statements hold.
(1) When M is of type II1, End(M)m = Int(M).
(2) When M is of type II∞, End(M)m,irr = Int(M).
(3) When M is of type IIIλ (0 < λ 1),
End(M)m,irr =
{
Adu ◦ σϕt
∣∣ u ∈ U(M), ϕ ∈ W(M), t ∈ R}.
(4) When M is of type III0,
End(M)m =
{
ρ ∈ End(M)0
∣∣ δm([ρ]) ∈ H 1(FM,U(n)), n ∈ N},
where δm is a bijection from Sect(M)m onto
⋃
n∈N H 1(FM,U(n)) introduced in [18, p. 10].
Proof. (3) and (4) are already proved [18, Theorem 3.3].
(1) Let τ be the normal tracial state on M . Then the natural isomorphism Πτ : M˜ → M σ τ R
maps x ∈ M to x ⊗ 1. Let ρ ∈ End(M)m. Take {Vi}di=1 ⊂ M˜ be an implementing orthonor-
mal system of ρ˜. Then for x ∈ M , (ρ(x) ⊗ 1)Vi = ρ˜(x ⊗ 1)Vi = Vi(x ⊗ 1). This implies that
(id, ρ) = 0. Since M is finite, (id, ρ) contains a unitary, and ρ is an inner automorphism.
(2) The above proof for ρ ∈ End(M)m,irr also works in this case. 
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Proof. Let ρ ∈ End(M)m and ψ ∈ W(M). We identify M˜ with M σψ R. Let (xν)ν be an
ω-centralizing sequence in M . We will show that ρ(xν) − xν → 0 in the strong∗ topology as
ν → ω.
Note that πσψ (xν) − xν ⊗ 1 → 0 strongly as ν → ω in M ⊗ B(L2(R)). It suffices to show
‖(πσψ (xν) − xν ⊗ 1)(ξ ⊗ f )‖ → 0 for all ξ ∈ L2(M) and f ∈ L2(R) with compact support. It
is checked as follows:
∥∥(πσψ (xν)− xν ⊗ 1)(ξ ⊗ f )∥∥2 = ∞∫
−∞
∣∣f (s)∣∣2∥∥(σψ−s(xν)− xν)ξ∥∥2 ds
→ 0 as ν → ω,
since ‖(σψ−s(xν) − xν)ξ‖ uniformly converges to 0 on the compact support of f as ν → ω by
[3, Proposition 2.3(1)]. Similarly we can prove πσψ ((xν)∗)− (xν)∗ ⊗ 1 → 0. Hence πσψ (xν)−
xν ⊗ 1 → 0 in the strong∗ topology as ν → ω. In particular, (πσψ (xν))ν is an ω-centralizing
sequence in M ⊗B(L2(R)). Since ρ˜ is inner, ρ˜ acts trivially on ω-centralizing sequences of M˜ .
Thus πψ(ρ(xν)) − πψ(xν) = ρ˜(πψ(xν)) − πψ(xν) converges to 0 in the strong∗ topology as
ν → ω. 
Our main result in this section is the following.
Theorem 4.12. Let M be a hyperfinite factor. Then one has
End(M)m = Cnd(M).
We present a proof separately for hyperfinite factors of type I, II1, II∞, III1, IIIλ (0 < λ < 1)
and III0. We denote by Cnd(M)irr the set of endomorphisms on M which are with finite in-
dex, centrally trivial and irreducible. By Theorem 4.6 and Lemma 4.11, it suffices to show that
Cnd(M)irr ⊂ End(M)m.
4.3. Semifinite case
• Proof of Theorem 4.12 for a hyperfinite type I factor. It is trivial because every endomor-
phism on M is inner. 
• Proof of Theorem 4.12 for the hyperfinite type II∞ factor. Let M be the hyperfinite type
II∞ factor. We show that Cnd(M)irr ⊂ Int(M). Let ρ ∈ Cnd(M)irr. We may assume ρ is of the
form ρ ⊗ idR0,1 by Proposition 4.9. If σ is a flip automorphism of R0,1 ⊗R0,1, then σ is approx-
imately inner. Hence [σ ◦ (ρ¯ ⊗ idR0,1) ◦ σ−1] = [ρ¯ ⊗ idR0,1] by Theorem 4.6 and Lemma 4.7.
Then,
[ρ ⊗ ρ¯] = [(ρ ⊗ idR0,1) ◦ σ ◦ (ρ¯ ⊗ idR0,1) ◦ σ−1]
= [(ρ ⊗ idR ) ◦ (ρ¯ ⊗ idR )]0,1 0,1
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 [idR0,1 ⊗ idR0,1].
Since ρ is irreducible, ρ is an inner automorphism. 
• Proof of Theorem 4.12 for the hyperfinite type II1 factor. Let M be the hyperfinite type II1
factor. We show that Cnd(M) = Int(M). Let ρ ∈ Cnd(M). On the type II∞ factor N = M ⊗
B(2), we define the endomorphism σ := ρ ⊗ id. We claim that σ is centrally trivial.
If not, there exists x ∈ Nω such that σ(x) = x. Let {pi}∞i=1 be a partition of unity in B(2)
which consists of minimal projections. Then there exists i  1 such that σω(x)(1 ⊗ pi) =
x(1⊗pi). Since x(1⊗pi) = (1⊗pi)x and σ(1⊗pi) = 1⊗pi , we have σω((1⊗pi)x(1⊗pi)) =
(1⊗pi)x(1⊗pi). Let (xν)ν be an ω-centralizing sequence for x. For each ν ∈ N, we take yν ∈ M
such that (1 ⊗pi)xν(1 ⊗pi) = yν ⊗pi . Then (yν)ν is an ω-centralizing sequence in M . Indeed,
for ϕ ∈ M∗, ψ = piψpi ∈ B(2)∗ and z ∈ M , we have
ψ(pi)
[
ϕ,yν
]
(z) = [ϕ ⊗ψ,yν ⊗ pi](z ⊗ 1)
= [ϕ ⊗ψ, (1 ⊗ pi)xν(1 ⊗ pi)](z ⊗ 1)
= [ϕ ⊗ψ,xν](z ⊗ 1),
and |ψ(pi)|‖[ϕ,yν]‖ ‖[ϕ ⊗ψ,xν]‖. Hence (yν)ν is ω-centralizing.
Then σω((1 ⊗ pi)x(1 ⊗ pi)) is represented by σ(yν ⊗ pi) = ρ(yν)⊗ pi which is equivalent
to yν ⊗ pi because ρ is centrally trivial. This is a contradiction with σω((1 ⊗ pi)x(1 ⊗ pi)) =
(1 ⊗ pi)x(1 ⊗ pi).
Hence ρ ⊗ id is centrally trivial, and inner by the above result on the hyperfinite type II∞
factor. This implies (id, ρ) = 0. Since M is finite, (id, ρ) contains a unitary. Therefore ρ is an
inner automorphism. 
For type III cases, we prove Theorem 4.12 in the following subsections.
4.4. Type III1 case
Central freeness for subfactors is introduced by Popa [30, Definition 3.1]. Following this
notion, we prepare the notion of central non-triviality for subfactors.
Definition 4.13. Let N ⊂ M be an inclusion of factors. Assume that there exists a faithful nor-
mal conditional expectation from M onto N . We say that N ⊂ M is centrally non-trivial when
the following condition is satisfied: for any ε > 0 and any finite subset F ⊂ M∗, there exists a
partition of unity (qj )tj=1 in N such that∥∥∥∥∥
t∑
j=1
qjϕqj − ϕ ◦EMN∨(N ′∩M)
∥∥∥∥∥< ε for all ϕ ∈ F ,
where EM
N∨(N ′∩M) is the unique faithful normal conditional expectation from M onto N ∨
(N ′ ∩M).
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particular conditional expectation from M onto N . The following lemma is proved in the same
way as [30, Proposition 3.2].
Lemma 4.14. Let N ⊂ M be an inclusion of factors. Let EMN be a faithful normal conditional
expectation from M onto N . Fix a faithful normal state ϕ on N . Then the following statements
are equivalent:
(1) N ⊂ M is centrally non-trivial.
(2) For any δ, ε > 0, any finite set F ⊂ N∗, any finite family (xi)mi=1 in the unit ball of M , there
exists a partition of unity (qj )tj=1 in N such that t  (104ε−1)6m log ε
−1
and
(a) ‖∑tj=1 qjψqj −ψ‖ < δ for all ψ ∈ F,
(b) ‖∑tj=1 qjxiqj −EMN∨(N ′∩M)(xi)‖ϕ◦EMN < ε for all 1 i m.
Lemma 4.15. Let M be an infinite factor. Let ρ ∈ Cnd(M)irr be non-inner. Set the endomorphism
σ := id ⊕ ρ. Then the inclusion σ(M) ⊂ M is not centrally non-trivial.
Proof. Suppose that σ(M) ⊂ M is centrally non-trivial. Then the locally trivial subfactor
N(id,ρ) ⊂ M(id,ρ) is centrally non-trivial because this inclusion is isomorphic to σ(M) ⊂ M .
Since ρ is non-inner,
N(id,ρ) ∨ ((N(id,ρ))′ ∩M(id,ρ))= {x ⊗ e00 + ρ(y)⊗ e11 ∣∣ x, y ∈ M}.
This shows that the matrix unit 1 ⊗ e01 ∈ M(id,ρ) is orthogonal to N(id,ρ) ∨ (N(id,ρ))′ ∩M(id,ρ).
Recall the embedding α(id,ρ) :M → M(id,ρ) and the conditional expectation E := E(1/2,1/2) as
defined in Section 2.3. Let ν ∈ N and 0 < ε < 1/√2. Let {Fν}∞ν=1 be an increasing finite subsets
of M∗ whose union is norm-dense. Then by central non-triviality, for each ν ∈ N, there exists
a partition of unity (qνj )
t
j=1 in M , with t  (104ε−1)6 log ε
−1
, such that ‖[qνj ,χ]‖ < 2/ν for all
1 j  t , χ ∈ Fν and
ε >
∥∥∥∥∥
t∑
j=1
α(id,ρ)
(
qνj
)
(1 ⊗ e01)α(id,ρ)
(
qνj
)∥∥∥∥∥
ψ◦(α(id,ρ))−1◦E
= 1√
2
∥∥∥∥∥
t∑
j=1
qνj ρ
(
qνj
)∥∥∥∥∥
ψ◦φρ
,
where ψ is a fixed faithful state in M∗. Since (qνj )ν is centralizing, ρ(qνj )−qνj → 0 in the strong∗
topology as ν → ω. Then we have
1√
2
> ε  lim
ν→ω
1√
2
∥∥∥∥∥
t∑
j=1
qνj ρ
(
qνj
)∥∥∥∥∥
ψ◦φρ
= lim
ν→ω
1√
2
∥∥∥∥∥
t∑
j=1
qνj
∥∥∥∥∥
ψ◦φρ
= 1√
2
.
This is a contradiction. 
Next we recall the following result [17, Theorem 3.5].
Theorem 4.16 (Izumi). Let M be a type III1 factor and σ ∈ End(M)0. Then the following condi-
tions are equivalent:
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(2) [σ σ¯ ] does not contain an outer modular automorphism.
Consider the following towers:
C = M ′ ∩M ⊂ σ(M)′ ∩M ⊂ σ σ¯ (M)′ ∩M ⊂ · · · ,
C = M˜ ′ ∩ M˜ ⊂ σ˜ (M˜)′ ∩ M˜ ⊂ σ˜˜¯σ(M˜)′ ∩ M˜ ⊂ · · · .
We say that the graph change occurs at the stage n if the nth algebras (C is the 0th algebra) do
not coincide. The following lemma is a direct consequence of the previous theorem.
Lemma 4.17. Let M be a type III1 factor and σ ∈ End(M)0. Then the graph change of
σ(M) ⊂ M occurs at the stage n  0 if and only if [(σ σ¯ )n] contains an outer modular auto-
morphism.
The following theorem proved by Popa [30, Theorem 3.5(ii), Corollary 4.4] is our key to
characterize centrally trivial endomorphisms on the hyperfinite type III1 factor. We note that
Popa’s theorem is proved for centrally free subfactors, but his proof still works for centrally
non-trivial subfactors without any change.
Theorem 4.18 (Popa). Let M be the hyperfinite type III1 factor and σ ∈ End(M)0. Let σ(M) ⊂
M ⊂ M1 ⊂ · · · be the basic extension. Let n ∈ N. Then the following statements are equivalent.
(1) The nth subfactor M ⊂ Mn is centrally non-trivial.
(2) The graph change does not occur at the stage less than or equal to n.
(3) The sector [(σ σ¯ )n] does not contain an outer modular automorphism.
Corollary 4.19. Let M be the hyperfinite type III1 factor and ρ ∈ Cnd(M)irr. Then either the
following (1) or (2) occurs:
(1) [ρ] = [σϕt ] for some t ∈ R.
(2) [ρρ¯] contains an outer modular automorphism.
Proof. If ρ is inner, (1) follows. We consider the case that ρ is not inner. We set σ := id ⊕ ρ.
Then σ¯ is also centrally trivial by Theorem 4.6. By Lemma 4.15, the inclusion σ¯ (M) ⊂ M is not
centrally non-trivial. Since the inclusion σ¯ (M) ⊂ M is isomorphic to M ⊂ M1, the graph change
occurs at the 1st stage by Theorem 4.18. Hence σ σ¯ contains an outer modular automorphism by
Lemma 4.17. Using [σ σ¯ ] = [id]⊕ [ρ]⊕ [ρ¯]⊕ [ρρ¯], we see that one of [ρ], [ρ¯] and [ρρ¯] contain
an outer modular automorphism. 
• Proof of Theorem 4.12 for the hyperfinite type III1 factor. It suffices to prove Cnd(M)irr ⊂
End(M)m as before. Let ρ ∈ Cnd(M)irr. We show that the condition (2) in Corollary 4.19 does
not occur. Since ρ is irreducible, σϕt ≺ ρρ¯ if and only if [ρ] = [σϕt ρ] in Sect(M). We set H :=
{t ∈ R | [ρ] = [σϕt ρ]}. Then H is a subgroup of R. Hence t ∈ H implies σϕnt ≺ ρρ¯ for all n ∈ Z.
Since M is of type III1 and ρρ¯ has finite index, this is possible only in the case t = 0, that is, the
condition (1) in Corollary 4.19 holds. Hence ρ ∈ End(M)m. 
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Lemma 4.20. Let M be the hyperfinite factor of type IIIλ, 0 < λ< 1, and ρ ∈ Cnd(M). Then for
any α ∈ Aut(M), [αρ] = [ρα] in Sect(M).
Proof. Since ρ is centrally trivial, there exists an isomorphism Ψ :M → M ⊗ R0,1 such that
[ρ] = [Ψ−1 ◦ (ρ ⊗ idR0,1) ◦ Ψ ] in Sect(M) by Proposition 4.9. Take θμ ∈ Aut(R0,1) with
mod(θμ) = μ > 0. Define the automorphism αμ = Ψ−1 ◦ (id ⊗ θμ) ◦ Ψ ∈ Aut(M). Then we
have [ραμ] = [Ψ−1 ◦ (ρ ⊗ θμ) ◦Ψ ] = [αμρ]. Note that mod(αμ) = μ holds.
Let α ∈ Aut(M). Then there exists μ > 0 such that mod(α) = mod(αμ). We set β := αα−1μ .
Since mod(β) = 1, β is approximately inner [20, Theorem 1(1)]. Hence we have [ρβ] = [βρ] by
Lemma 4.7. Then,
[ρα] = [ρβαμ] = [ρβ][αμ] = [βρ][αμ] = [β][ραμ] = [β][αμρ] = [βαμρ] = [αρ]. 
Let R be the hyperfinite type III1 factor and ϕ a dominant weight. Then M = R σϕT Z is a
hyperfinite type IIIλ factor with T = −2π/ logλ. Denote the implementing unitary of σTϕ by U .
Let θ :T = R/[0,1) → Aut(M) be the dual action of σϕT and ψ = ϕˆ the dual weight of ϕ. Then
σ
ψ
T = AdU holds.
Lemma 4.21. One has Rω ⊂ Mω via the embedding R ⊂ M .
Proof. Let χ ∈ R∗ be a faithful state and χˆ the dual state. Let Eθ :M → R be the expectation
obtained by averaging the T-action θ . Then for any x ∈ R and y ∈ M , we have [χˆ , x](y) =
[χ,x](Eθ (y)). This shows that ‖[χˆ , x]‖  ‖[χ,x]‖. Let (xν)ν be an ω-centralizing sequence
in R. Then we have [χˆ , xν] → 0 as ν → ω.
Since χˆ is faithful, a set {χˆ · (aUn) | a ∈ R, n ∈ Z} spans a norm dense subset in M∗. To
prove (xν)ν is an ω-centralizing sequence in M , it suffices to show that [aUn, xν] → 0 in the
strong∗ topology for any a ∈ R and n ∈ Z. We have[
aUn, xν
]= [a, xν]Un + a[Un,xν]
= [a, xν]Un + a(σϕT (xν)− xν)Un.
Since (xν)ν is an ω-centralizing sequence in R and σϕT ∈ Cnt(R), the both terms converge to 0
in the strong∗ topology as ν → ω. 
Lemma 4.22. One has θp /∈ Int(M) for all p ∈ T \ {0}. In particular, θp /∈ Cnt(M) for all p ∈
T \ {0}.
Proof. It is well known that θ faithfully acts on the flow of weights of M . Hence θp is not in
Int(M) for p = 0. 
Now let ρ ∈ Cnd(M)irr. For p ∈ T, [θpρ] = [ρθp] holds from Lemma 4.20. Hence there
uniquely exists αp ∈ Int(M) such that
θpρ = αpρθp.
1116 T. Masuda, R. Tomatsu / Advances in Mathematics 220 (2009) 1075–1134Let {ϕn}∞n=1 be a norm dense sequence in the set of normal states on M . We prepare a function
δρ : Aut(M)× Aut(M) → [0,+∞) defined by
δρ(α,β) =
∞∑
n=1
1
2n
∥∥ϕn ◦ φρ ◦ α−1 − ϕn ◦ φρ ◦ β−1∥∥.
Then δρ defines a metric on Int(M). Indeed, if α,β ∈ Int(M) satisfies δρ(α,β) = 0, then
αρ = βρ. Take w ∈ U(M) such that β−1α = Adw. Then Adw◦ρ = ρ, and w ∈ ρ(M)′ ∩M = C.
Hence α = β . We call that topology the δρ -topology.
Lemma 4.23. The map α :T → Int(M) is continuous with respect to the δρ -topology.
Proof. Note that θp ◦ φρ ◦ θ−1p = φθpρθ−1p = φαpρ = φρ ◦ α−1p . Then the statement is trivial
because the map T  p → χ ◦ φρ ◦ α−1p = χ ◦ θp ◦ φρ ◦ θ−1p ∈ M∗ is norm-continuous for any
χ ∈ M∗. 
Lemma 4.24. There exists w ∈ U(M) such that
θp ◦ (Adw ◦ ρ) = (Adw ◦ ρ) ◦ θp
holds for all p ∈ T.
Proof. Let U(M)/U(C) be the quotient Polish group. We have a bijective map Ad :U(M)/
U(C) → Int(M) such that Ad([u]) = Adu for [u] ∈ U(M)/U(C), u ∈ U(M). The map is con-
tinuous with respect to the δρ -topology. By [35, Corollary A.10], the inverse map Ad−1 is Borel.
Let s :U(M)/U(C) → U(M) be a Borel cross section. We set vp := s(Ad−1(αp))∗ ∈ U(M).
Then the map v :T → U(M) is Borel and satisfies
θpρ = Adv∗p ◦ ρθp for all p ∈ T.
Now we set μp,q := vpθp(vq)v∗p+q for p,q ∈ T. Then for any x ∈ M ,
μp,qρ(x)μ
∗
p,q = vpθp(vq)v∗p+qρ(x)vp+qθp
(
v∗q
)
v∗p
= vpθp(vq)θp+q
(
ρ
(
θ−p−q(x)
))
θp
(
v∗q
)
v∗p
= vpθp
(
vqθq
(
ρ
(
θ−p−q(x)
))
v∗q
)
v∗p
= vpθp
(
ρ
(
θ−p(x)
))
v∗p = ρ(x).
Hence μp,q ∈ ρ(M)′ ∩M = C. It is easy to see that μ satisfies
μp,qμp+q,r = μq,rμp,q+r , μp,0 = 1 = μ0,p.
Hence μ :T × T → C is a 2-cocycle. By triviality of H 2(T,U(C)) (see [27, Proposition 2.1]),
there exists a Borel map λ :T → U(C) such that
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holds for (p, q) ∈ T×T in the outside of a null set N ⊂ T×T with respect to the Haar measure.
We set vp := λ∗pvp for p ∈ T. Then the map v :T → U(M) is Borel and satisfies θpρ = Adv∗p ◦
ρθp for every p ∈ T and
vpθp(vp) = vp+q for all (p, q) ∈ T × T \N.
Hence v satisfies a 1-cocycle relation almost everywhere, and it coincides with a 1-cocycle v′
almost everywhere (see [7, Remark III.1.9] and [28]). Since θ is a minimal action of the compact
group T and Mθ = R is purely infinite, θ is stable (see [18, Proposition 5.2]). Hence there exists
w ∈ U(M) such that v′p = w∗θp(w) holds for almost every p ∈ T, and
θp ◦ (Adw ◦ ρ) = (Adw ◦ ρ) ◦ θp
holds for almost every p ∈ T. By continuity of θ , it holds for every p ∈ T. 
• Proof of Theorem 4.12 for the hyperfinite type IIIλ factor (0 < λ < 1). It suffices to prove
Cnd(M)irr ⊂ End(M)m as before. Let ρ ∈ Cnd(M)irr. By Lemma 4.24, we may and do assume
that ρ commutes with θ :
θpρ = ρθp.
Hence σ := ρ|R ∈ End(R) has the meaning. Note that U and ρ(U) are normalizing R in M .
Indeed, the commutativity of θ with ρ yields ρ(U)Rρ(U∗) ⊂ Mθ = R.
We consider the relative commutant σ(R)′ ∩ R. This is finite dimensional by the Pimsner–
Popa inequality for ρ ◦ φρ . Since ρ is irreducible,
(
σ(R)′ ∩R)Adρ(U) = ρ(M)′ ∩R = C.
This means that the finite dimensional von Neumann algebra σ(R)′ ∩ R admits the ergodic Z-
action Adρ(U). Hence σ(R)′ ∩ R is abelian. Let dim(σ (R)′ ∩ R) = n and p1, . . . , pn be the
minimal projections of σ(R)′ ∩R such that
σ(R)′ ∩R = Cp1 + · · · + Cpn.
By Lemma 4.21, Rω ⊂ Mω holds. Hence σ ∈ End(R)0 is centrally trivial. Applying Theo-
rem 4.12 for the hyperfinite type III1 factor R, we see that σ is a modular endomorphism, that is,
there exist t1, . . . , tn ∈ R such that
[σ ] =
n⊕
i=1
[
σ
ϕ
ti
] ∈ Sect(R).
Take an isometry wi ∈ (σϕt , σ ) with wiw∗ = pi for each i. Then we havei i
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n∑
i=1
wiσ
ϕ
ti
(x)w∗i for all x ∈ R.
Set μ =∑ni=1 σϕT (wi)w∗i ∈ U(R). Then we have
σ
ϕ
T σσ
ϕ
−T = Adμ ◦ σ.
Since AdU |R = σϕT , we have
AdUρ
(
U∗
) ◦ σ = Adμ ◦ σ,
where we note that Uρ(U∗) ∈ Mθ = R, and μ∗Uρ(U∗) ∈ σ(R)′ ∩ R. Hence there exist
χ1, . . . , χn ∈ T such that
Uρ
(
U∗
)= μ ·( n∑
i=1
χipi
)
=
n∑
i=1
χiσ
ϕ
T (wi)w
∗
i =
n∑
i=1
χiUwiU
∗w∗i ,
and we have
ρ(U) =
n∑
i=1
χiwiUw
∗
i .
Taking si ∈ T with θsi (U) = χiU , we have
ρ(U) =
n∑
i=1
wiθsi (U)w
∗
i .
Therefore ρ has the following decomposition:
ρ(x) =
n∑
i=1
wiσ
ψ
ti
(
θsi (x)
)
w∗i for all x ∈ M.
Since ρ is irreducible, we have n = 1 and [ρ] = [σψt1 θs1]. This shows θs1 must be centrally trivial.
By Lemma 4.22, s1 = 0, and we have [ρ] = [σψt1 ]. Hence ρ is a modular automorphism. 
4.6. Type III0 case
4.6.1. Reduction of the problem to the study of type II inclusions
Let M = N θ Z be the discrete decomposition of a type III0 factor M with the implementing
unitary U . Let τ be a trace on N and ϕ = τˆ be the dual weight on M . Then it is known that
the weight ϕ is lacunary. Let θˆ be the dual action of the torus T on M . By [12, Theorem 3.1,
Corollary 4.6], θˆp is approximately inner for p ∈ T.
Lemma 4.25. Let M = N θ Z be the discrete decomposition as before. Let ρ ∈ Cnd(M)irr. Then
there exists a unitary w ∈ M such that Adwρ and θˆ commute and Adwρ(U) = U .
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the T-valued 2-cohomology vanishing as in type IIIλ case, we can take a θˆ -cocycle v such that
θˆpρθˆ
−1
p = Adv∗pρ for all p ∈ T.
We show that v is a θˆ -coboundary by using the 2-by-2 matrix argument. Set P := M2(C)⊗M ,
the T-action α := id ⊗ θˆ and the α-cocycle w := e11 ⊗ 1 + e22 ⊗ v. Let β = Advα be the
perturbed action. We will show p := e11 ⊗ 1 and q := e22 ⊗ 1 are equivalent in Pβ .
First we show that p and q are properly infinite projections in Pβ . Since pPβp = Ce11 ⊗Mθˆ ,
p is properly infinite. For q , we have qP βq = Ce22 ⊗ MAdvθˆ . Since MAdvθˆ ⊃ ρ(Mθˆ ), q is
properly infinite.
Second we show that the central supports of p and q are equal to 1. We set a unitary
V := e11 ⊗ U + e22 ⊗ ρ(U). The equality βp(V ) = e−ipV shows that β is a dual action.
Hence P is naturally isomorphic to Pβ AdV Z. We regard P = Pβ AdV Z. On one hand,
P β T is isomorphic to Pβ ⊗ B(2(Z)) by Takesaki duality. Since p,q ∈ (P β)AdV , πAdV (p)
and πAdV (q) are mapped to p ⊗ 1 to q ⊗ 1. Hence it suffices to show that the central supports
of πβ(p) and πβ(q) are equal to 1 in P β T. On the other hand, P β T is naturally isomor-
phic to P α T = M2(C) ⊗ (M θˆ T). Since p,q ∈ Pα ∩ Pβ , πβ(p) and πβ(q) are mapped
to πα(p) = p ⊗ 1 = e11 ⊗ 1 ⊗ 1 and πα(q) = q ⊗ 1 = e22 ⊗ 1 ⊗ 1. Hence the central supports
of πβ(p) and πβ(q) in P β T are equal to 1.
Therefore p and q are equivalent in Pβ , and v is a θˆ -coboundary. Take a unitary w ∈ M
such that vp = w∗θp(w). Then θˆp ◦ (Adwρ) = (Adwρ) ◦ θˆp . Hence we may assume that ρ and
θˆp commute. Then ρ(U)U∗ is contained in Mθˆ = N . Since θ is stable [7, Theorem III.5.1(i)],
there exists w1 ∈ U(N) such that ρ(U)U∗ = w∗1θ(w1). Then Adw1ρ satisfies the desired prop-
erties. 
Lemma 4.26. Let ρ be an irreducible endomorphism with finite index on M . Assume that φρ and
θˆ commute and ρ(U) = U . If an endomorphism ρ|Nθn on N is inner for some n ∈ Z, then ρ is
a modular endomorphism.
Proof. The proof is similar to that of [12, Theorem 5.2]. We may and do assume that ρ|N is
inner by perturbing ρ to ρ AdUn. Let H ⊂ N be a Hilbert space such that ρ|N = ρH. Since
ρ has finite index, H is finite dimensional. Put d := dim(H). Let (Vi)di=1 be an orthonormal base
of H. Note that ϕρ = dϕ holds. Indeed for x ∈ M+, we have
ϕ
(
ρ(x)
)= τ(∫
T
θˆp
(
ρ(x)
))= τ(ρ(∫
T
θˆp(x)
))
=
d∑
i=1
τ
(
Vi
(∫
T
θˆp(x)
)
V ∗i
)
=
d∑
i=1
τ
(
V ∗i Vi
(∫
T
θˆp(x)
))
= dτ
(∫
θˆp(x)
)
= dϕ(x).T
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that τ ◦ φρ = τh. Since φρρ|N = idN , h is indeed contained in ρ(N)′ ∩N . Moreover we have
θ
(
hit
)= θ([Dτ ◦ φρ : Dτ ]t)= [Dτ ◦ φρ ◦ θ−1 : Dτθ−1]t = [Dτθ−1 ◦ φρ : Dτθ−1]t
= [Dτθ−1 ◦ φρ : Dτ ◦ φρ]t [Dτ ◦ φρ : Dτ ]t [Dτ : Dτθ−1]t
= ρ([Dτθ−1 : Dτ ]
t
)[Dτ ◦ φρ : Dτ ]t [Dτ : Dτθ−1]t
= [Dτθ−1 : Dτ ]
t
[Dτ ◦ φρ : Dτ ]t
[
Dτ : Dτθ−1]
t
= [Dτ ◦ φρ : Dτ ]t
[
Dτθ−1 : Dτ ]
t
[
Dτ : Dτθ−1]
t
= [Dτφρ : Dτ ]t = hit .
Hence h is affiliated with (ρ(N)′ ∩ N)θ = ρ(M)′ ∩ N = C, and h is a positive scalar. Using
τρ = dτ and τ ◦ φρ = hτ , we have h = d−1. Since θˆ and φρ commute, we have ϕ ◦ φρ = d−1ϕ.
Define φ1 = d−1∑di=1 V ∗i xVi for x ∈ N . Then φ1 is a left inverse for ρ|N and satisfies τ ◦
φ1 = d−1τ . The equality τ ◦ φρ |N = τ ◦ φ1 implies that φρ |N = φ1.
Now we show that d(ρ) = d . From the Pimsner–Popa inequality, the map ρ ◦ φρ |N −
d(ρ)−2idN is a completely positive on N . Set a projection p := ∑di,j=1 d−1ViViV ∗j V ∗j ∈ N .
Then ρ(φρ(p)) = ρH(φ1(p)) = d−2. Hence d(ρ) d .
Note that ρ(φρ(U)) = U . Regarding M = N θ Z ⊂ N ⊗ B(2(Z)), we can see that (ρH ◦
φ1 ⊗ id)|M is a conditional expectation from M onto ρ(M) whose index is equal to d2. By the
minimality of Eρ , d2  Ind(Eρ) = d(ρ)2. Thus d(ρ) = d .
The equality ρ|N ◦ θ = θ ◦ ρ|N is equivalent to H∗θ(H) ⊂ Z(N). We set ci,j := V ∗i θ(Vj ) for
1 i, j  d . Then c := (ci,j )i,j is unitary in Md(C)⊗Z(N).
Consider the canonical core M˜ = M ϕ R ⊂ M ⊗ B(L2(R)) and the canonical extension ρ˜.
Note that Z(N)⊗L(R) ⊂ M˜ . Let β = Adπσϕ (U) ∈ Aut(M˜). Then it is known that the covariant
system {Z(N)⊗L(R), β} has a fundamental domain, that is, there exists a projection e ∈ Z(N)⊗
L(R) such that
∑
n∈Z βn(e) = 1. In particular, {Md(C)⊗Z(N)⊗L(R), id⊗β} is stable. Hence
there exists a unitary ν ∈ Md(C) ⊗ Z(N) ⊗ L(R) such that c ⊗ 1 = ν(id ⊗ β)(ν∗). Set Wi :=∑d
j=1 πσϕ (Vj )νji . It is easy to see that a family (Wi)di=1 span a Hilbert space in M˜ . We show
that ρ˜ is implemented by (Wi)di=1. Take x ∈ N . Since νij ∈ Z(N)⊗L(R) for all i, j and Z(N)⊗
L(R) ⊂ πσϕ (N)′, we have
Wiπσϕ (x) = πσϕ
(
ρ(x)
)
Wi = ρ˜
(
πσϕ (x)
)
Wi.
Since ϕ ◦ φρ = d−1ϕ = d(ρ)−1ϕ, we have ρ˜(λϕ(t)) = λϕ(t). Then it is trivial that
Wiλ
ϕ(t) = λϕ(t)Wi = ρ˜
(
λϕ(t)
)
Wi for all t ∈ R.
Finally we have
d∑
Wiπσϕ (U)W
∗
i =
d∑
πσϕ (Vj )νjiπσϕ (U)ν
∗
kiπσϕ
(
V ∗k
)i=1 i,j,k=1
T. Masuda, R. Tomatsu / Advances in Mathematics 220 (2009) 1075–1134 1121=
d∑
i,j,k=1
πσϕ (Vj )νjiβ
(
ν∗ki
)
πσϕ (U)πσϕ
(
V ∗k
)
=
d∑
j,k=1
πσϕ (Vj )
(
ν(id ⊗ β)(ν∗))
jk
πσϕ
(
θ
(
V ∗k
)
U
)
=
d∑
j,k=1
πσϕ (Vj )(c ⊗ 1)jkπσϕ
(
θ
(
V ∗k
)
U
)
=
d∑
j,k
πσϕ (Vj )(cjk ⊗ 1)πσϕ
(
θ
(
V ∗k
)
U
)
=
d∑
j,k
πσϕ
(
Vjcjkθ
(
V ∗k
)
U
)= d∑
j,k
πσϕ
(
VjV
∗
j θ
(
VkV
∗
k
)
U
)
= πσϕ (U) = ρ˜
(
πσϕ (U)
)
.
Since the core M˜ is generated by πσϕ (N), πσϕ (U) and λϕ(t) = 1 ⊗ λ(t), t ∈ R, we see that ρ˜ is
implemented by (Wi)di=1. 
4.6.2. Central non-triviality of hyperfinite type II inclusions
Lemma 4.27. Let N ⊂ M be an inclusion of von Neumann algebras with a faithful normal
conditional expectation EMN . Assume that N is hyperfinite and of type II. Then the inclusion is
centrally non-trivial in the following sense: For any δ, ε > 0, any faithful state ϕ on N , any finite
subset F ⊂ N∗ and any finite family (xi)mi=1 in the unit ball of M with EMN∨(N ′∩M)(xi) = 0, there
exists a partition of unity (qj )tj=1 in N such that
(1) the partition number t does not depend on δ or F,
(2) ‖∑tj=1 qjxiqj‖ϕ◦EMN < ε for all 1 i m,
(3) ‖∑tj=1 qjχqj − χ‖ < δ for all χ ∈ F.
Proof. This can be similarly proved as in the case of subfactors [30]. We may and do assume
that N is of type II1 (see [30, Proposition 3.4(i)]). Let τ be a faithful tracial state on N . Let
CN be the center of N . Since N is hyperfinite, we can regard N = CN ⊗ R0, where R0 denotes
the hyperfinite type II1 factor. Let Rn be a type I2n subfactor of R0 such that {Rn}∞n=1 is an
increasing sequence and
⋃
n1 Rn is weakly dense in R0.
We set Nn := R′n ∩N and Mn := R′n ∩M . The inclusion N ⊂ M is isomorphic to Nn ⊗Rn ⊂
Mn ⊗Rn, and the state ψ is ψ |Mn ⊗ τRn . Using this identification, we have
N ∨ (N ′ ∩M) = (Nn ∨ (N ′n ∩ Mn))⊗Rn = Nn ∨ (N ′n ∩M).
In particular, this implies EM ′ = EM ′ .N∨(N ∩M) Nn∨(Nn∩M)
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there exist p0 ∈ N and ai ∈ CN ⊗Rp0 , 1 i  k such that ‖χi − τai‖ < δ/2 for 1 i  k.
Let ε > 0. By spectral analysis, there exists a positive invertible h in N such that ‖ϕ −
τh‖ < ε2/4 and τ(h) = 1. By taking enough large p1 ∈ N, there exists a positive invertible
h1 ∈ CN ⊗ Rp1 such that ‖τh − τh1‖ < ε2/4 and τ(h1) = 1. Then ‖ϕ − τh1‖ < ε2/2. We set
ψ := τh1 ∈ N∗. Putting p := max(p0,p1), we have h,ai ∈ CN ⊗Rp .
Next let (xi)mi=1 be given as in the statement. Then (xi)
m
i=1 are orthogonal to Np ∨ (N ′p ∩M).
Applying Popa’s local quantization to Np ⊂ Mψ◦EMN [30, Theorem A.1.2], we have a partition
of unity (qj )tj=1 in Np such that
∥∥∥∥∥
t∑
j=1
qjxiqj
∥∥∥∥∥
ψ◦EMN
<
ε√
2
for all 1 i m,
where t  (40 4
√
2ε−1/2)(m log(2ε−2)/ log 43 ). We check that (qj )tj=1 has the desired property. Since
‖∑tj=1 qjxiqj‖ ‖xi‖ 1, we have
∥∥∥∥∥
t∑
j=1
qjxiqj
∥∥∥∥∥
2
ϕ◦EMN
= ϕ ◦EMN
(∣∣∣∣∣
t∑
j=1
qjxiqj
∣∣∣∣∣
2)
= (ϕ ◦EMN −ψ ◦EMN )
(∣∣∣∣∣
t∑
j=1
qjxiqj
∣∣∣∣∣
2)
+
∥∥∥∥∥
t∑
j=1
qjxiqj
∥∥∥∥∥
2
ψ◦EMN

∥∥ϕ ◦EMN −ψ ◦EMN ∥∥+ ε2/2
= ‖ϕ −ψ‖ + ε2/2 < ε2/2 + ε2/2 = ε2.
Hence we have ∥∥∥∥∥
t∑
j=1
qjxiqj
∥∥∥∥∥
ϕ◦EMN
< ε.
Moreover, since qj ∈ Np and ai ∈ CN ⊗Rp commute, we have
∥∥[χi, qj ]∥∥= ∥∥[χi − τai, qj ]∥∥ 2‖χi − τai‖ < δ. 
The previous lemma immediately implies the following lemma.
Lemma 4.28. Let N ⊂ M be an inclusion of von Neumann algebras with a faithful normal
conditional expectation EMN . Assume that N is hyperfinite and of type II. Then for any ε > 0,
any faithful state ϕ on N and any finite family (xi)m in the unit ball of M which satisfiesi=1
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N∨(N ′∩M)(xi) = 0 and xi = 0, there exist t ∈ N and a partition of unity (qj )tj=1in Nω such
that ∥∥∥∥∥
t∑
j=1
qjxiqj
∥∥∥∥∥
(ϕ◦EMN )ω
< ε‖xi‖ϕ◦EMN for all 1 i m.
Proof. In the previous lemma, we take (ε/2)min{‖xi‖ϕ◦EMN | 1 i m} for ε. Note that we can
take the partition number t which does not depend on δ and F. Let {Fν}∞ν=1 be an increasing
sequence of finite sets in N∗ whose union is dense in N∗. Letting δ = 1/ν and F = Fν for ν ∈ N
in the previous lemma, we obtain a corresponding partition of unity (qνj )
t
j=1. Then it is trivial
that the sequence (qνj )ν is centralizing, and qj := πω((qνj )ν), 1 j  t , is a desired partition of
unity. 
4.6.3. Endomorphisms on type II von Neumann algebras
Let N be a hyperfinite type II von Neumann algebra with a centrally ergodic automorphism θ .
We denote by C the center of N . We consider a subset Eθ ⊂ End(N) consisting of endomorphisms
with left inverses commuting θ . For each ρ ∈ Eθ , we choose a left inverse φρ on N such that
φρθ = θφρ . Note that this equality implies ρθ = θρ. For endomorphisms ρ,σ on N , we write
(ρ,σ )N for (ρ,σ ) to specify N .
Lemma 4.29. Assume that ρ ∈ Eθ satisfies (ρ, θn)N = 0 for any n ∈ Z. Then for any ε > 0,
m ∈ N and a faithful state ψ ∈ N∗, there exist t ∈ N and a partition of unity (qi)ti=0 in Nω such
that
(1) ∑|n|m |qiρω(θnω(qi))|(ψ◦φρ)ω < ε|qi |(ψ◦φρ)ω for all 1 i  t ,
(2) |q0|(ψ◦φρ)ω < ε.
Proof. Set ϕ := ψ ◦ φρ ∈ N∗ and M := M2m+2(C) ⊗ N . Let {eij | −m  i, j  m + 1} be a
system of matrix units of M2m+2(C). We introduce a homomorphism π :N →M defined by
π(x) =
−1∑
i=−m
eii ⊗ ρ
(
θi(x)
)+ e00 ⊗ x + m+1∑
i=1
eii ⊗ ρ
(
θi−1(x)
)
for x ∈ N . Put N := π(N). We use a conditional expectation EMN defined by
EMN
(
(eij ⊗ xij )ij
)= 1
2m+ 2π
( −1∑
i=−m
φρ
(
θ−i (xii)
)+ x00 + m+1∑
i=1
φρ
(
θ−i+1(xii)
))
.
We set ϕ˜ := ϕπ−1EMN , and we have
ϕ˜
(
(eij ⊗ xij )ij
)= 1
2m+ 2ϕ
( −1∑
φρ
(
θ−i (xii)
)+ x00 + m+1∑ φρ(θ−i+1(xii))).
i=−m i=1
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N′ ∩M=
∑
i,j =0
Ceji ⊗
(
ρθ ıˆ, ρθ jˆ
)
N
+ Ce00 ⊗ (id, id)N .
Here ıˆ = i if i < 0, and ıˆ = i − 1 if i > 0. Hence {eii}m+1i=−m ⊂N∨ (N′ ∩M). It is easy to see that
e00(N∨ (N′ ∩M))eii = 0 for i = 0. In particular, ei0, i = 0, is orthogonal to N∨ (N′ ∩M).
Let ε > 0. By applying Lemma 4.28 to N ⊂ M, we obtain a partition of unity (qr )tr=1 of Nω
such that for all i with i = 0,∥∥∥∥∥
t∑
r=1
πω(qr)(ei0 ⊗ 1)πω(qr)
∥∥∥∥∥
ϕ˜ω
<
ε
3
2
2m+ 1‖ei0 ⊗ 1‖ϕ˜ω ,
where πω :Nω →Mω is the natural extension of π :N →M. By direct computation, we obtain
∥∥∥∥∥
t∑
r=1
πω(qr)(ei0 ⊗ 1)πω(qr)
∥∥∥∥∥
2
ϕ˜ω
=
{ 1
2m+2
∑t
r=1 ‖ρω(θiω(qr))qr‖2ϕω if −m i −1,
1
2m+2
∑t
r=1 ‖ρω(θi−1ω (qr))qr‖2ϕω if 1 i m+ 1.
Since ρω(θi−1ω (qr)), qr ∈ (Nω)ϕω , we have ‖ρω(θiω(qr))qr‖ϕω = ‖qrρω(θiω(qr))‖ϕω . Hence we
have
t∑
r=1
∥∥qrρω(θiω(qr))∥∥2ϕω < ε3(2m+ 1)2 for all |i|m.
Summing up with i, we obtain
t∑
r=1
( ∑
|i|m
∥∥qrρω(θiω(qr))∥∥2ϕω
)
<
ε3
2m+ 1
t∑
r=1
‖qr‖2ϕω . (4.1)
We set an index subset in N,
I0 :=
{
r ∈ Z
∣∣∣ 1 r  t, ∑
|i|m
∥∥qrρω(θiω(qr))∥∥2ϕω < ε22m+ 1‖qr‖2ϕω
}
.
We set q0 := 1 −∑r∈I0 qr . We check that the family {q0} ∪ {qr}r∈I0 is a desired one. On the size
of q0, we have
|q0|ϕω =
∑
r∈I\I0
|qr |ϕω <
∑
r∈I\I0
2m+ 1
ε2
∑
|i|m
∥∥qrρω(θiω(qr))∥∥2ϕω
 2m+ 1
ε2
t∑ ∑∥∥qrρω(θiω(qr))∥∥2ϕω
r=1 |i|m
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2m+ 1
ε2
ε3
2m+ 1
t∑
r=1
‖qr‖2ϕω
(
by (4.1)
)
< ε.
Note that Nω and ρω(Nω) are contained in (Nω)ϕω . For any x, y ∈ (Nω)ϕω , the inequality
|xy|ϕω  ‖x‖ϕω‖y‖ϕω holds. Using this inequality, we have, for r ∈ I0,∑
|i|m
∣∣qrρω(θiω(qr))∣∣ϕω  ∑
|i|m
‖qr‖ϕω
∥∥qrρω(θiω(qr ))∥∥ϕω

( ∑
|i|m
‖qr‖2ϕω
)1/2( ∑
|i|m
∥∥qrρω(θiω(qr ))∥∥2ϕω)1/2
< (2m+ 1)1/2‖qr‖ϕω · ε
(2m+ 1)1/2 ‖qr‖ϕω
= ε|qr |ϕω . 
For an endomorphism trivially acting on Nθωω , we have the following.
Lemma 4.30. Assume that ρ ∈ Eθ acts on Nθωω trivially. Then for any ε > 0 and any faithful
state ϕ ∈ N∗, there exist δ > 0 and a finite set of states S ⊂ N∗ such that if u ∈ U(N) satisfies
‖[u,χ]‖ < δ for all χ ∈ S and |θ(u)− u|ϕ < δ, then we have ‖ρ(u)− u‖ϕ < ε.
Proof. Take an increasing sequence of finite subsets {Fν}∞ν=1 in N∗ so that
⋃∞
ν=1 Fν ⊂ N∗ is
dense. Suppose that the statement is false. Then there exist ε0 > 0 and a faithful state ϕ ∈ N∗
such that for any ν ∈ N, we can take uν ∈ U(N) such that ‖[uν,χ]‖ < 1/ν for all χ ∈ Fν ,
|θ(uν) − uν |ϕ < 1/ν and ‖ρ(uν) − uν‖ϕ  ε0 hold. Then the sequence (uν)ν is a centralizing
sequence in N , and set u := πω((uν)ν) ∈ Nω. Since we have |θ(uν) − uν |ϕ → 0 as ν → ω and
u is centralizing, we easily see that θ(uν) − uν → 0 in the strong∗ topology as ν → ω. Hence
θω(u) = u. However we have ‖ρω(u)− u‖ϕω  ε0, and this shows that ρω is not trivial on Nθωω .
This a contradiction. 
The following lemma is directly proved from the previous lemma.
Lemma 4.31. Assume that ρ ∈ Eθ acts on Nθωω trivially. Then for any ε > 0 and any faithful state
ϕ ∈ N∗, there exists δ > 0 such that if u ∈ U(Nω) satisfies |θω(u) − u|ϕω < δ, then ‖ρω(u) −
u‖ϕω < ε.
The following lemma plays an important role for our work in type III0 case.
Lemma 4.32. If ρ ∈ Eθ acts on Nθωω trivially, then (ρ, θn)N = 0 for some n ∈ Z.
Proof. Assume that (ρ, θn)N = 0 for all n ∈ Z. We will derive a contradiction.
Step I. We prepare δ, ε, ε1 > 0, m ∈ N and the states ψ, ψ˜,ϕ and ϕ˜ on N .
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take δ > 0 as in Lemma 4.31. Take m ∈ N enough large to satisfy √3/m < δ/2 and 1/2 <
1 − 1/m− √3/m< 1. Take ε1 > 0 such that
1/2 < 1 − 1/m−√3/m− 2mε1 < 1. (4.2)
Define the following faithful states on N ,
ψ˜ := 1
m
m−1∑
j=0
ψθj , ϕ˜ := ψ˜ ◦ φρ.
Since θ and φρ commute, we trivially have
ϕ˜ = 1
m
m−1∑
j=0
ϕθj .
Note that Nω and ρω(Nω) are contained in (Nω)ϕ˜ω .
Step II. We take a “Rohlin partition” (qi)ti=0 in Nω for {ρθnω}mn=−m ⊂ End(Nω).
For ε1, m and ϕ˜, we apply Lemma 4.29. Then there exist t ∈ N and a partition of unity (qi)ti=0
in Nω such that ∑
|n|m
∣∣qiρω(θnω(qi))∣∣ϕ˜ω < ε1|qi |ϕ˜ω for all 1 i  t, (4.3)
|q0|ϕ˜ω < ε1. (4.4)
Step III. We average each qi and take q˜i so that this is almost invariant under θω and almost
orthogonal to ρω(q˜i).
Take a Rohlin partition for {C, θ} as [20, Lemma 10], i.e., a family of orthogonal projections
{Ei}mi=0 in C such that
(1) θ(Ei) = Ei+1 for 0 i m− 1,
(2) |∑m−1i=0 Ei |ϕ  1 − 1/m,
(3) |E0|ϕ < 1/m, |Em|ϕ < 2/m.
Next we average qi along with the Rohlin partition as follows. For each 0 i  t , we define
q˜i ∈ Nω by
q˜i =
m−1∑
θjω(qi)Ej .j=0
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t∑
i=0
|q˜i |ϕω =
t∑
i=0
ϕω(q˜i) =
t∑
i=0
m−1∑
j=0
ϕω
(
θjω(qi)Ej
)
=
m−1∑
j=0
ϕω
(
θjω
(
t∑
i=0
qi
)
Ej
)
=
m−1∑
j=0
ϕ(Ej )
> 1 − 1/m. (4.5)
For all 0 i  t , we have
q˜iρ
ω(q˜i) =
m−1∑
j,k=0
θjω(qi)Ejρ
ω
(
θkω(qi)Ek
)
=
m−1∑
j,k=0
θjω(qi)ρ
ω
(
θkω(qi)
)
Ejρ
ω(Ek)
=
m−1∑
j,k=0
(
θω
)j (
qiρ
ω
(
θk−jω (qi)
))
Ejρ
ω(Ek).
Since Nω and ρω(Nω) are contained in (Nω)ϕω , we have for 1 i  t ,
∣∣q˜iρω(q˜i)∣∣ϕω =
∣∣∣∣∣
m−1∑
j,k=0
(
θω
)j (
qiρ
ω
(
θk−jω (qi)
))
Ejρ
ω(Ek)
∣∣∣∣∣
ϕω

m−1∑
j,k=0
∣∣(θω)j (qiρω(θk−jω (qi)))Ejρω(Ek)∣∣ϕω

m−1∑
j,k=0
∣∣(θω)j (qiρω(θk−jω (qi)))∣∣ϕω∥∥Ejρω(Ek)∥∥

m−1∑
j=0
∑
|n|m
∣∣(θω)j (qiρω(θnω(qi)))∣∣ϕω
=
∑
|n|m
m
∣∣qiρω(θnω(qi))∣∣ϕ˜ω
< mε1|qi |ϕ˜ω
(
by (4.3)
)
. (4.6)
By definition of q˜i , we obtain θω(q˜i)− q˜i = −qiE0 + θmω (qi)Em. Hence we have
t∑∣∣θω(q˜i)− q˜i∣∣ϕω = t∑∣∣−qiE0 + θmω (qi)Em∣∣ϕω = t∑(ϕω(qiE0)+ ϕω(θmω (qi)Em))i=0 i=0 i=0
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< 1/m+ 2/m = 3/m.
By using (4.5), we have
t∑
i=0
∣∣θω(q˜i)− q˜i∣∣ϕω < 3m
(
1
m
+
t∑
i=0
|q˜i |ϕω
)
.
Step IV. We show that most of {q˜i}ti=0 are almost invariant under θω.
We set an index set I := {i ∈ Z | −1  i  t}. We also put X−1 := 0, Y−1 = 1/m, Xi :=
|θω(q˜i)− q˜i |ϕω and Yi := |q˜i |ϕω for 0 i  t . Then the above inequality yields∑
i∈I
Xi <
3
m
∑
i∈I
Yi .
We introduce the following index subsets of I :
I0 := {i ∈ I | Xi <
√
3/mYi}, I1 := {i ∈ I0 | 1 i  t}.
By definition of I1, q˜i = 0 if i ∈ I1 and we have∣∣θω(q˜i)− q˜i∣∣ϕω <√3/m|q˜i |ϕω < (δ/2)|q˜i |ϕω . (4.7)
We estimate the total size of Yi for i ∈ I \ I0 as follows:∑
i∈I\I0
Yi 
∑
i∈I\I0
√
m/3Xi 
∑
i∈I
√
m/3Xi
<
√
m/3(3/m)
∑
i∈I
Yi =
√
3/m
∑
i∈I
Yi .
This implies ∑
i∈I0
Yi =
∑
i∈I
Yi −
∑
i∈I\I0
Yi > (1 −
√
3/m)
∑
i∈I
Yi .
It is trivial that −1 is in I0. Hence we have∑
i∈I0,0it
|q˜i |ϕ =
∑
i∈I0
Yi − 1/m
> (1 −√3/m)∑
i∈I
Yi − 1/m
= (1 −√3/m)(1/m+ t∑Yi)− 1/m
i=0
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i=0
ϕω(q˜i)− (1/m)
√
3/m
> (1 −√3/m)(1 − 1/m)− (1/m)√3/m (by (4.5))
= 1 − 1/m−√3/m. (4.8)
Now we estimate the size of q˜0 as follows:
|q˜0|ϕω =
m−1∑
j=0
ϕω
(
θj (q0)Ej
)

m−1∑
j=0
ϕω
(
θj (q0)
)
<
m−1∑
j=0
|q0|(ϕθj )ω = m|q0|ϕ˜ω
< mε1
(
by (4.4)
)
.
Together with this inequality and (4.8), we have
∑
i∈I1
|q˜i |ϕω > 1 − 1/m−
√
3/m−mε1. (4.9)
Now we set p0 := 1 −∑i∈I1 q˜i . Then by (4.9),
|p0|ϕω < 1/m+
√
3/m+mε1 (4.10)
and
∣∣θω(p0)− p0∣∣ϕω = ∣∣∣∣∑
i∈I1
(
θω(q˜i)− q˜i
)∣∣∣∣
ϕω

∑
i∈I1
∣∣θω(q˜i)− q˜i∣∣ϕω
<
∑
i∈I1
(δ/2)|q˜i |ϕω
(
by (4.7)
)
 δ/2. (4.11)
Step V. We sum up {p0} ∪ {q˜i}i∈I1 with phases and obtain unitaries almost invariant under θω.
We derive a contradiction by studying how ρω acts on them.
For z ∈ T = {z ∈ C | |z| = 1}, we define the unitary element
u(z) = p0 +
∑
i∈I1
zi q˜i .
Then we have for all z ∈ T,
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i∈I1
∣∣θω(q˜i)− q˜i∣∣
< δ/2 + (δ/2)
∑
i∈I1
|q˜i |ϕω  δ
(
by (4.7) and (4.11)
)
.
Since we have taken ε and δ as in Lemma 4.31, we have∥∥ρω(u(z))− u(z)∥∥
ϕω
< ε for all z ∈ T.
Making use of
∫
T
zk dz = 0 if k = 0, we have
ε2 
∫
T
∥∥ρω(u(z))− u(z)∥∥2
ϕω
dz
=
∫
T
(
2 − ϕω(u(z)∗ρω(u(z)))− ϕω(ρω(u(z)∗)u(z)))dz
= 2 − 2
(
ϕω
(
p0ρ
ω(p0)
)+∑
i∈I1
ϕω
(
q˜iρ
ω(q˜i)
))
> 2 − 2
(
ϕω(p0)+
∑
i∈I1
mε1|qi |ϕ˜ω
) (
by (4.6)
)
> 2 − 2(1/m+√3/m+mε1 +mε1) > 1 > ε2 (by (4.2) and (4.10)).
However this is a contradiction. 
The following lemma is similar to [18, Proposition 3.4(1)], which is stated about a canonical
extension.
Lemma 4.33. Let ρ ∈ Eθ such that (ρ(N)′ ∩ N)θ = C. If there exists n ∈ N such that
(ρ, θn)N = 0, then there exists a Hilbert space H in N such that ρ = ρH ◦ θn.
Proof. We may and do assume that (ρ, id)N = 0 by considering ρθ−n for ρ in case of
(ρ, θn)N = 0. Note the fact that (id, ρ)N is ρ(N)′ ∩N -Z(N)-bimodule, that is, if a ∈ ρ(N)′ ∩N ,
X ∈ (id, ρ)N and b ∈ Z(N), then aXb ∈ (id, ρ)N . Also note that (id, ρ)N is globally invariant
under θ because ρ and θ commute.
Step I. We show that for any non-zero projection p ∈ ρ(N)′ ∩N , there exists a non-zero partial
isometry V ∈ (id, ρ)N such that pV = 0.
Assume that such an element does not exist. Then for any X ∈ (id, ρ)N , we have pX = 0,
and θn(p)θn(X) = 0 for all n ∈ Z. Since θn((id, ρ)N) = (id, ρ)N , we have θn(p)(id, ρ)N = 0
for all n ∈ Z. This implies that ∨n∈Z θn(p)(id, ρ)N = 0. However the projection ∨n∈Z θn(p) is
contained in (ρ(N)′ ∩N)θ = C, and it is equal to 1. This shows (id, ρ)N = 0. This is a contradic-
tion. Hence there exists a non-zero X ∈ (id, ρ)N such that pX = 0. Let X = V |X| be the polar
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pV = 0.
Step II. We show the following: Let p ∈ ρ(N)′ ∩N be a non-zero projection. Then there exists a
partial isometry V ∈ (id, ρ)N such that VV ∗  p and V ∗V = zN(p), where zN(p) is the central
support projection of p in N .
For partial isometries V,W ∈ p(id, ρ)N , we define the relation V ≺ W by V = WV ∗V , and
this gives an inductive order on the set p(id, ρ)N as in the proof of [18, Proposition 3.4]. Take
W a partial isometry from p(id, ρ)N which is maximal with respect to this order. Note that
WW ∗  p, and W ∗W  zN(p). Assume that W ∗W = zN(p). We set a central projection z0 :=
zN(p) − W ∗W . Using Step I for a non-zero projection pz0 ∈ ρ(N)′ ∩ N , we obtain a non-zero
partial isometry W0 ∈ (id, ρ)N such that W0 = pz0W0. Then W0 ∈ p(id, ρ)N and W ∗0 W0  z0.
Hence W ∗0 W0W ∗W = 0. Using W ∗W ∈ Z(N), we have
W ∗W0 =
(
W ∗W
)
W ∗W0 = W ∗W0
(
W ∗W
)= W ∗W0z0(W ∗W )= 0.
Hence W +W0 ∈ p(id, ρ)N is a partial isometry such that W ≺ W +W0. This is a contradiction.
Therefore W ∗W = zN(p).
Step III. Take any non-zero projection z in Z(N). We show that there exist a non-zero projection
z1  z in Z(N) and a family of partial isometries (Vi)i∈I in (id, ρ)N such that
V ∗i Vi = z1 for all i ∈ I and
∑
i∈I
ViV
∗
i = z1.
Using Step II for the projection z, we can take a family of partial isometries (Wi)i∈I in
(id, ρ)N whose range projections are maximally orthogonal and W ∗i Wi = z for all i ∈ I . We
set p := z −∑i∈I WiW ∗i . Again by Step II, we can take a partial isometry W ∈ (id, ρ)N such
that pW = W and W ∗W = zN(p). If zN(p) = z, then a extended family (Wi)i∈I ∪ {W } contra-
dicts with the maximality. Hence zN(p) = z, and we set z1 := z − zN(p) = 0 and Vi := z1Wi .
It is trivial that (Vi)i∈I are contained in (id, ρ)N and satisfy V ∗i Vj = δi,jV ∗i Vi for all i, j ∈ I .
Since z1p = 0, we have z1 =∑i∈I ViV ∗i .
Step IV. We show that there exist a partition of unity (zλ)λ∈Λ in Z(N) and a family of partial
isometries (V λi )i∈Iλ in (id, ρ)N for each λ ∈ Λ such that(
V λi
)∗
V λi = zλ for all i ∈ Iλ and
∑
i∈Iλ
V λi
(
V λi
)∗ = zλ.
Let (zλ)λ∈Λ ⊂ Z(N) be a maximal family of orthogonal projections which possesses such
families of partial isometries. Assume that
∑
λ∈Λ zλ = 1. By Step III, there exist a non-zero
projection z1 ∈ Z(N) and a family of partial isometries (Vi)i∈I in (id, ρ)N such that z1zλ = 0
for all λ ∈ Λ and
V ∗i Vi = z1 for all i ∈ I and
∑
i∈I
ViV
∗
i = z1.
The family (zλ)λ∈Λ ∪ {z1} contradicts with the maximality. Hence ∑ zλ = 1.λ∈Λ
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other.
Take λ1, λ2 ∈ Λ. By ergodicity of {C, θ}, there exists n ∈ Z such that z12 := θn(zλ1)zλ2 = 0.
We set Wλji := (θn)2−j (V
λj
i )z12 for i ∈ Iλj and j = 1,2. Trivially W
λj
i is contained in (id, ρ)N .
Then we have, for each j = 1,2,(
W
λj
i
)∗
W
λj
i = z12 for all i ∈ Iλj and
∑
i∈Iλj
W
λj
i
(
W
λj
i
)∗ = z12.
Note that (Wλ1i )
∗Wλ2j ∈ Z(N) for i ∈ I1 and j ∈ I2. Let |Iλ| ∞ be the cardinality of Iλ for
λ ∈ Λ. Then
|Iλ1 |z12 =
∑
i∈Iλ1
(
W
λ1
i
)∗
z12W
λ1
i =
∑
i∈Iλ1
∑
j∈Iλ2
(
W
λ1
i
)∗
W
λ2
j
(
W
λ2
j
)∗
W
λ1
i
=
∑
j∈Iλ2
∑
i∈Iλ1
(
W
λ2
j
)∗
W
λ1
i
(
W
λ1
i
)∗
W
λ2
j =
∑
j∈Iλ2
(
W
λ2
j
)∗
z12W
λ2
j
=
∑
j∈Iλ2
z12 = |Iλ2 |z12.
Hence |Iλ1 | = |Iλ2 |.
Step VI. By Step V, we may and do assume that each index set Iλ is the same index set I . We
set Vi :=∑λ∈Λ V λi . It is trivial that Vi is an isometry in (id, ρ)N and ∑i∈I ViV ∗i = 1. Then the
Hilbert space spanned by (Vi)i∈I implements ρ. 
• Proof of Theorem 4.12 for hyperfinite type III0 factors. It suffices to show that Cnd(M)irr ⊂
End(M)m as before. Let M = N θ Z be the discrete decomposition with the implementing
unitary U . Take σ ∈ Cnd(M)irr. By Lemma 4.25, we may and do assume that σ and θˆ commute
and moreover σ(U) = U . We set ρ := σ |N . Then the restriction φσ |N is a left inverse of ρ and
it commutes with θ . Hence ρ ∈ Eθ . Since Mω is naturally identified with (Nω)θω [20, Lemma 7],
σω = id on (Nω)θω . Then by Lemma 4.32, (σ, θn)N = 0 for some n ∈ Z. By Lemma 4.33, we
can find a Hilbert space H in N such that σ = ρHθn. Thus ρ is a modular endomorphism by
Lemma 4.26. 
Remark 4.34. In this paper, we have studied centrally trivial endomorphisms with finite indices.
However, as we claimed before, central triviality has the meaning even for endomorphisms with
infinite indices if they have left inverses. Hence it is natural to consider the generalization of
Theorem 4.12. It seems that Lemmas 4.32, 4.33 play important roles because in them we have
not assumed that ρ has finite index, but that study is beyond our scopes at present.
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