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The Harborth graph is widely regarded as the smallest known
example of a 4-regular planar unit-distance graph. In this paper
we sketch an exact proof of this property, and present some of the
minimal polynomials of the coordinates of the vertices of its most
prominent embedding, the calculations of which give an example
for the heavy use of computer algebra in the area of geometric
graph theory. Finally we use the particular algebraic structure of
these polynomials to deduce some geometric properties of the
Harborth graph.
© 2010 Elsevier Inc. All rights reserved.
1. What’s it all about?
The Harborth graph, named after its discoverer Heiko Harborth [4,5], is the smallest known exam-
ple of a 4-regular planar unit-distance graph. That is a graph with exactly four edges meeting in each
vertex, for which a planar embedding into the Euclidean plane exists in such a way that all edges
are of unit length. Fig. 1 shows such an embedding. Prompted by one of Ed Pegg’s challenges [8], in
2006 the author of this paper was able to give the ﬁrst exact description of this planar embedding
which went beyond a more or less precise hand drawing, by using the capabilities of both, dynamic
geometry software (GeoGebra [7]) and a computer algebra engine (Mathematica®). This description
started from one of the at that time existing imprecise pictures [6] as kind of a blueprint, but went
beyond just giving (another) up to an  precise set of numerical approximations for the coordinates
of the vertices. Rather, exactness was achieved by proving these coordinates to be algebraic numbers
and calculating their minimal polynomials.
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A detailed account of these results and how they can be accomplished within an acceptable time
even using only a customary laptop, is (and for the foreseeable future) will be available in electronic
form via the arXiv [3]. Since paper seems to have become a scarce commodity, in the article at hand
we only give a short report of these results, mostly sketching the general strategy.
2. Proving existence using dynamic geometry and computer algebra
Suppose the picture in Fig. 1 indeed shows a unit-distance embedding of the Harborth graph – as
is suggested by the high number of imprecise precursors – then it need possess a twofold symmetry.
Thus it is enough to analyse one of its quarters (see Fig. 2).
By using compass and ruler only, this quarter can be built up from an initial isosceles trian-
gle ABC of non-negative height T , with A chosen to be the origin of a ﬁxed coordinate sys-
tem and C lying on the x-axis, and an attached symmetric trapezoid BCDE , with bases BE and
CD of length 2 and 3, respectively. Then the necessary steps for constructing the remaining ver-
tices are F := Circ(A,1) ∩ Circ(E,1), G := Circ(F ,1) ∩ Circ(D,2), H := Circ(D,2) ∩ Circ(G,2), J :=
Circ(F ,1) ∩ Circ(G,1), where Circ(P , r) denotes the circle with center P and radius r, and ∩ the
operation of letting two geometric ﬁgures intersect. Although the intersection of two circles usually
consists of two points, we use this notation as if there was no ambiguity, since we always choose one
of these intersection points according to the initial “blueprint”. We will call the conﬁguration of the
points A to J thus constructed the Harborth conﬁguration. Clearly, if T is chosen too large, there is no
point of intersection F , and the Harborth conﬁguration does not exist. Using dynamic geometry soft-
ware, we can further see that, even if the Harborth conﬁguration exists, the line through the points
H and J might not meet the line through A and C at an angle ϕ of 90◦ . This last condition, however,
is necessary in order that the Harborth conﬁguration can be completed to a unit-distance embedding
of the Harborth graph. Using dynamic geometry software, e.g. GeoGebra, we are able to make
278 E.H.-A. Gerbracht / Advances in Applied Mathematics 47 (2011) 276–281Fig. 2. A quarter of the Harborth graph, created with GeoGebra [7] – the point B was chosen in order that ϕ = 90◦ .
Observation 2.1. The point F , and thus the whole Harborth conﬁguration only exists for T ∈ [0,b],
where b is approximately 0.13504. For T ∈ [0,b], the angle ϕ between AC and H J lies approximately
in the interval [85.88496◦,94.59043◦]. For T  0.12073, the angle ϕ approximates 90◦ .
We point out the fact that maximum possible T is achieved when the circles with centers A and
E touch in only one point F , i.e., when A, F , and E lie on one line. Now, using basic trigonometry and
some computer algebra (with regard to algebraic identities between the different sines and cosines)
these observations can be made more precise:
Lemma 2.2. The maximal value for T such that the Harborth conﬁguration exists is T = 14
√
7− 3√5.
For T = 0, the angle ϕ in the Harborth conﬁguration is the unique solution of
sin(ϕ) = 1
4
(7+ 3√5 )
√
3
22+ 6√5
in the interval [0,90◦], which up to an error of 10−15 is 85.884964999269942◦ .
For T = 14
√
7− 3√5, the angles α and β in the Harborth conﬁguration (see Fig. 2) are the unique solutions
of cos(α) = 68+3
√
230+34√5+9√5(8+
√
230+34√5 )
2(23+3√5 )
√
97−3√5+3
√
230+34√5
, and cos(β) =
√
3
8 (
√
3+ √5 −
√
7− √5) in the interval
[0,90◦]. Since ϕ = α + β , this leads to ϕ  94.590425288952345◦ up to an error of 10−15 .
E.H.-A. Gerbracht / Advances in Applied Mathematics 47 (2011) 276–281 279Keeping in mind that the geometric operations we used in our construction (i.e., drawing circles
and letting them intersect) depend continuously on their parameters (i.e., centers and radii), and that
consequently the angle ϕ depends continuously on the height T , as long as the Harborth conﬁguration
exists by the Intermediate Value Theorem one is led to
Theorem 2.3. There exists T ∈ [0,b] such that ϕ = 90◦ exactly, and the Harborth conﬁguration can be com-
pleted to a unit-distance embedding of the Harborth graph. Thus the Harborth graph indeed is a 4-regular
planar unit-distance graph.
3. Calculating the minimal polynomials
After having validated the existence of the particular planar unit-distance embedding of the Har-
borth graph according to Fig. 1, we now proceed to give an exact description of the coordinates of the
embedded vertices. What kind of exactness do we hope to achieve? Since we have already eschewed
the vagueness of drawing pictures, we also need to refrain from only giving approximations of the
coordinates of the vertices, even if they were “exact” to a previously stipulated error bound . An up
to this  exact numerical approximation could be attained by any numerical “number cruncher”.
Though for our purposes we need and also will make use of numerical approximations, we aim
to make precise the coordinates as e.g. described in [2], Section 4.2.1. That is, we will show that
the coordinates are algebraic numbers, calculate their minimal polynomials as polynomials with inte-
ger coeﬃcients1 and use the numerical approximations to discriminate that zero of each polynomial
which belongs to the coordinate.2
Denoting the coordinates of the point B by (t, T ), we have the point C at coordinates (2t,0) since
A, B , C form an isosceles triangle. Furthermore
t2 + T 2 − 1 = 0 (3.1)
has to be satisﬁed.
Denoting the coordinates of any point P of the graph different from B and C with (xP , yP ), the
geometric compass and ruler constructions described above further lead to the following set of equa-
tions, where the ﬁrst two pairs come from the trapezoid, the other from letting circles intersect:
−t · (xD − 2 · t) + T · yD − 3
2
= 0 and (xD − 2 · t)2 + y2D − 9 = 0,
t · (xE − t) − T · (yE − T ) + 1 = 0 and (xE − t)2 + (yE − T )2 − 4 = 0,
x2F + y2F − 1 = 0 and (xE − xF )2 + (yE − yF )2 − 1 = 0,
(xF − xG)2 + (yF − yG)2 − 1 = 0 and (xD − xG)2 + (yD − yG)2 − 4 = 0,
(xD − xH )2 + (yD − yH )2 − 4 = 0 and (xG − xH )2 + (yG − yH )2 − 4 = 0,
(xF − x J )2 + (yF − y J )2 − 1 = 0 and (xG − x J )2 + (yG − y J )2 − 1 = 0, (3.2)
and ﬁnally
xH − x J = 0 (3.3)
1 Though in this paper we will only present a few of these explicitly. The others can be found in the aforementioned [3].
2 This particular argument does not detract from the exactness of our calculations. Rather it is equivalent to giving isolating
intervals with rational boundaries for the zeros in question.
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conﬁguration can be completed to the sought after unit-distance embedding of the whole Harborth
graph.
Altogether (3.1)–(3.3) give 14 algebraic equations for 14 unknown variables. Using approximations
for these as starting values, which can be read off from Fig. 2 with the help of GeoGebra, one is
thus able to calculate arbitrary precise approximations of all coordinates with standard numerical
algorithms.3
On the other hand, these 14 equations are used to successively eliminate variables. From a theoret-
ical point of view, applying brute force Groebner basis techniques is suﬃcient to transform the whole
system into triangular form (with respect to any initial ordering of the variables) and thus to calcu-
late the sought after polynomials for any variable. Nevertheless experiments show that this approach
seems to take too much time and may be supplanted by a made-to-order but much improved strat-
egy. In [3] it was described in detail, how by using appropriate coordinate transformations, repeatedly
calculating resultants, factoring them and dividing out superﬂuous factors to keep degrees small, the
same result can be achieved within a reasonable time. The decision which factors of the resulting
polynomials are superﬂuous is made by evaluating each factor on a set of numerical approximates
for the coordinates of the Harborth graph of high enough precision and keeping only the one which
“almost vanishes”. Using the techniques laid down in [3] we achieve (among others)
Theorem 3.1. The minimal polynomial for the y-coordinate T of the vertex B of the Harborth graph is
P T := −492075+ 52356780T 2 − 1441635408T 4 + 12222052416T 6 − 60567699456T 8
+ 189747007488T 10 − 417660420096T 12 + 607025037312T 14 − 655053815808T 16
+ 446118756352T 18 − 422064422912T 20 + 437348466688T 22.
The minimal polynomials for the x-coordinates of the vertices A and B of the Harborth graph, where the coor-
dinate system is the one given in Fig. 1, are
PxA := −830376562500+ 1358127000000x2A − 34144387143750x4A + 96857243056800x6A
− 68697978132015x8A − 189712941147x10A + 6188723588664x12A − 704220643376x14A
− 52577813248x16A + 27196394496x18A − 2918612992x20A + 106774528x22A ,
and
PxB := −17372788157292129+ 85946816541669534x2B − 172967171143553289x4B
+ 125428630440736260x6B − 35361034276033728x8B + 4402034757921792x10B
− 436015591392256x12B + 77220067192832x14B − 11054716223488x16B
+ 874491412480x18B − 34734080000x20B + 557842432x22B ,
respectively.
3 One such approximate solution with an exactness of 15 digits can be found in [3] and thus again need not be presented
here.
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The results of Theorem 3.4 plus the results of [3], which we only cited, show that there are only
ﬁnitely many solutions to equations (3.1)–(3.3). Thus different embeddings of the Harborth graph in
the plane which are in accordance to these equations cannot be transformed into each other in a
continuous way. Consequently:
Theorem 4.1. The Harborth graph is rigid.
Finally, closer scrutiny (i.e. root isolation techniques) of the minimal polynomials leads to
Lemma 4.2. Let zP be one of the coordinates of a vertex P of the Harborth graph different from zero. Then its
minimal polynomial P zP ∈ Z[X] satisﬁes PzP = FzP ◦ G where G = X2 ∈ Z[X], ◦ denotes composition and
FzP is a uniquely determined irreducible integer polynomial of degree 11 and signature (3,4), that is, it has 3
real zeros – all of which, by the way, are positive – and 4 distinct pairs of conjugate complex zeros.
Using facts from Galois theory, as can be found in chapter III of the classic [1], the degree of FzP
being a prime with FzP having three real zeroes (which is more than one, but strictly less than the
number given by the degree) directly implies:
Theorem 4.3. The non-zero coordinates of vertices of the Harborth graph cannot be expressed in terms of
radicals. Consequently the Harborth graph as a whole cannot be constructed by compass and ruler alone.
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