Abstract-Cloud computing is a collection of heterogeneous virtualized resources that can be accessed on-demand to service applications. Scheduling large and complex workflows becomes a challenging issue in cloud computing with a requirement that the execution time as well as cost incurred by using a set of heterogeneous cloud resources should be minimizes simultaneously. In this paper, we have extended our previously proposed Bi-Criteria Priority based Particle Swarm Optimization (BPSO) algorithm to schedule workflow tasks over the available cloud resources under given the deadline and budget constraints while considering the confirmed reservation of the resources. The extended heuristic is simulated and comparison is done with state-of-art algorithms. The simulation results show that extended BPSO algorithm also decreases the execution cost of schedule as compared to state-of-art algorithms under the same deadline and budget constraint while considering the exiting load of the resources too.
I. INTRODUCTION
Workflows constitute a common model for describing a wide range of scientific applications in distributed systems. Workflow scheduling is a process of mapping inter-dependent tasks on the available resources such that workflow application is able to complete its execution within the user's specified Quality of Service (QoS) constraints such as deadline and budget [1] . The grid workflow scheduling algorithms attempt to minimise the execution time without considering the cost of accessing resources. But, in case of cloud, different resources are available at different cost. Normally, faster resources are more expensive than the slower one. Therefore, workflow scheduling in cloud, requires both time and cost constraints to be satisfied as specified by the user [2] . A good heuristic tries to balance both these values and still obtain a near optimal solution [3] .
In our previous work, we proposed Bi-Criteria Priority based Particle Swarm Optimization (BPSO) to schedule workflow tasks over the available cloud resources that minimized the execution cost and the execution time under given the deadline and budget constraints [4] . But while creating a schedule plan, we did not consider the existing load on the resources. So, the schedule plan created may conflict with the tasks already running on cloud resources. In this paper, to avoid the resource reservation conflict, we further extend BPSO algorithm to schedule workflow tasks over the available cloud resource while considering the confirmed reservation of resources. The extended BPSO algorithm is evaluated using simulation with five different real world workflow applications. The remaining paper is organized as follow: Section II presents the related work in the area of workflow scheduling. The problem description is presented in section III. The extended BPSO algorithm is evaluated and compared with state-of-art algorithms in section IV. Section V concludes the paper.
II. RELATED WORK
Scheduling of workflows is an NP -complete problem [5] . Many heuristic algorithms such as Minimum Completion Time, Sufferage, Min-min, and Max-min are used as candidates for best-effort based scheduling strategies [6] . Heterogeneous Earliest Finish Time (HEFT) [7] is a popular list based scheduling algorithms in which the priority is assigned to the workflow tasks and a task with higher priority is scheduled before a task with lower priority. But all of these heuristics just try to minimize the makespan without considering the monetary cost of executing the workflow tasks. So these methods are mainly suitable for Grid environment.
Only few works in the past considered bi-objective (time and cost mainly) criteria to schedule workflow tasks over grid and cloud resources. The Multi-Objective Evolutionary Algorithms (MOEAs) [8] are the effective way to solve multi-objective optimization problems like scheduling in grid. An MOEA approach produces Pareto optimal set of solutions, which is the set consisted of all non-dominated solutions. Cost and deadline constrained workflow scheduling in IaaS clouds was discussed in [9] . But, the resource model considered in the proposed algorithms consists of homogeneous resources. Zheng W. and Sakellariou R. [10] proposed two scheduling heuristics LOSS and GAIN (based upon HEFT) that either tried to optimized time or cost, to meet the user's specified budget. So at a time, only one of the objectives i.e. either time or cost is optimized. Now-a-days, meta-heuristic techniques such as Genetic Algorithms, Particle Swarm Optimization, and Ant Colony Optimization have been gaining popularity. This is due to the fact that these are easy to implement, have a faster convergence speed and give an approximate solution in much lesser time as compared to traditional methods [11] [12] . In our previous work, we had proposed deadline and budget constrained heuristic based Genetic Algorithms [13] [14] [15] [16] and bi-criteria priority based particle swarm optimization, (BPSO) [4] to schedule workflow tasks over the cloud resources without considering the existing load of the resources.
The major key issue with all these heuristics and metaheuristic techniques is that none of them considered the existing load of resources and thus tend to schedule the tasks which may lead to reservation conflicts i.e. they may overlap with the tasks that are already executing on those resources. To the best of our knowledge, only Zheng W., and Sakellariou R. [16] proposed Budget and Deadline Constrained BHEFT which is the extension of HEFT that gives BDC plan to check whether a workflow request should be accepted or not while considering the existing load of the resources. So in this paper, we have further extended our proposed BPSO heuristic to create a schedule plan that tends to minimize the execution cost and time under the user's specified deadline and budget simultaneously while considering the reservation conflicts of the resources too.
III. PROBLEM DESCRIPTION
A workflow application is modelled by a Directed Acyclic Graph (DAG), defined by a tuple G (T, E), where T is the set of n tasks {t1, t2,......,tn}, and E is a set of e edges, represent the dependencies. Each ti ε T, represents a task in the application and each edge (ti..........tj) ε E represents a precedence constraint, such that the execution of tj ε T cannot be started before ti ε T finishes its execution [13] . A task with no parent is known as an entry task and a task with no children is known as exit task. The information associated with each task (ti) are: the service type (yi) that task wants to use and task size (zi) in Million of Instructions (MI).
There is a group of service types S= {S0,S1,......}and a set of heterogeneous resources that are fully interconnected. The different resources may have different processing power expressed as Million of Instruction per Second (MIPS).
It is assumed that a resource rp is able to provide all the service types. For each service type Sx, a parameter βx is given to depict its standard execution time, which is used to estimate the execution time of a task which uses this service type.
The execution time, ET(i,p), of a task ti on a resource rp is calculated using (1) . (1) and the execution cost EC(i,p) is given by (2) .
ET(i,p)=( Zi * βx ) / MIPS of rp

EC(i,p)=µp * ET(i,p)
where µp is the price unit for resource rp. Moreover, all resources are assumed to be in same physical region, so data storage cost and data transmission costs are assumed to be zero. Only, time to transmit data between two depend tasks (ct), which are mapped to different resources is considered during experiment.
The BPSO algorithm [4] first assign the priority to all workflow tasks using the bottom level which is same as defined in HEFT [7] and is given by (3) .
where wi is the average execution time of the task on the different computing machines. succ(ti) includes all the children tasks of ti. dij is the data transmission time from a task ti to tj. If a node has no children, its b-level is equal to the average execution time of the task on the different computing machines.
In this paper, to avoid the resource reservation conflict, we further extend BPSO to schedule workflow tasks over the available cloud resource while considering the confirmed reservation of resources. For every resource, the exiting load is denoted by the set of pairs L={(bt0,et0 ),(bt1,et1),... (btn, etn) ...}, where bt denotes the beginning time of reservation slot and et denotes the end time of that reservation.
A. Workflow Scheduling Model
The different entities in our workflow scheduling model are: User, Scheduler and Resource Provider (RP).  The Resource Provider has a set of resources with different capabilities and provides particular services. The information related to set of available resources and list of services provided is publicly published. The RP responds to the queries from the scheduler about the availability of requested time slot on its resources.  The user is requesting services from the resource provider to run a particular application along with budget and deadline constraint.  The scheduler decides how to execute workflow tasks over available resources while considering the current reservation slots of resources.
The whole steps are summarized as follows: 1. A user submits a workflow application along with budget and deadline constraint to the scheduler. (12, 14) , (20, 40 Fig. 1(a) shows the structure of DAG. Each edge is representing the amount of data to be transferred (in MB) between the dependent tasks. Fig. 1(b) shows the execution time of these tasks on three different available resources along with their b-level computed using (3) . Then the tasks are sorted in descending order of their blevel. The tasks are sent to different machines according to their order of execution for completion of workflow application. The price for running a task on different resources is shown in Fig. 1(c) and the schedule generated according to blevel of a DAG is shown in Fig.  1(d) . It is assumed the bandwidth between the resources is 20Mbps and all resources are able to provide all the required services. Assume a deadline of 200 time units and budget of 110 price units. Fig. 2(a) shows the existing loads on the resources represented by dark slots and Fig. 2(b) shows the assignment of different workflow tasks according to the b-level schedule as shown in Fig.  1(d) . The total time taken by this schedule while considering the existing reservation of different resources is 151.2 seconds and cost is 99.4 price units, both are within user specified deadline and budget. This blevel schedule is then inserted into initialization of BPSO.
IV. SIMULATION AND ANALYSIS
To evaluate the workflow scheduling algorithm, we used five synthetic workflows based on realistic workflows from diverse scientific applications, which are: The detailed characterization for each workflow including their structure and data and computational requirements can be found in [18] .
A. Experiment Setup
The cloud used in our simulation is same as in [4] and is consisting of six resources with different processing speed and hence with different prices; similar to Amazon EC2 services [18] . There are four service types having a standard execution time of 1.0, 1.5, 2.5 and 3.0 respectively. For our experiment, we have extended the CloudSim[19] library. The processor speeds of different resources are selected randomly in the range of 1000-6000 MIPS. The power ratio, αp of these resources is calculated using (1) . The reasonable values for deadline D, and Budget B are generated as:
Deadline D= LBD + k1 * (UBD -LBD), where LBD= MHEFT (makespan of HEFT), UBD= 5* MHEFT and k1 is a deadline ratio in range from 0 to 1.
Budget B= LCB + k2 * (UCB -LCB), where LCB is the lowest cost obtained by mapping each task to the cheapest service and UCB is the highest cost obtained conversely and k2 is a budget ratio in range from 0 to 1.
The fitness function used in extended BPSO is as described in (4):
where Time is the total execution time and Cost is the total execution cost of a generated workflow schedule and α is the cost-time balance factor in a range of [0,1] which represents the user preference for execution time and execution cost.
The existing load of resources is randomly generated for simulation. The procedure for generating existing load is same as given in [16] . The performance metric chosen for the comparison is Normalized Schedule Cost (NSC). The NSC of a schedule is calculated using (5) = (5) where Cc is the execution cost of the same workflow by executing all the tasks on the fastest service, according their precedence constraints.
B. Experiment Results
To evaluate the performance of extended BPSO heuristic, we modified our previously proposed heuristic BTGA [14, 15] . In [14] , BTGA heuristic is used to schedule workflow tasks over different available resources under the used specified deadline constrained using Genetic algorithm. Similarly, in [15] , BTGA heuristic is used to schedule workflow tasks over different available resources under the used specified budget constrained using Genetic algorithm. In our current simulation, to modify BTGA heuristic, we have generated the schedule according to the fitness function as described in (5) while considering the existing load of the resources and BPSO heuristic is compared with modified BTGA heuristic and BHEFT heuristic [16] with respect to the monetary cost. As in case of BPSO, BTGA and BHEFT, the services are assigned randomly to different tasks of workflows and existing loads are also created randomly, so for all these algorithms, simulation is carried out for 50 times and average value of NSC is used for comparing the performance of BPSO, BTGA and BHEFT. In our experiments, we have chosen three different values of cost-time balance factor i.e. α = (0.3, 0.5, and 0.7). So while comparing, we are representing BPSO(0.3), BPSO (0.5) and BPSO(0.7), BTGA(0.3), BTGA(0.5) and BTGA(0.7), just to represent three different variants of BPSO and BTGA respectively corresponding to the values of α. Fig. 3 shows the average NSC of scheduling different workflows with BPSO, BTGA and BHEFT for three different values of k1 (0.2, 06, and 1.0) and three different values of k2 (0.2, 0.6, and 1.0), in total 9 combination. It shows that all variants of BPSO heuristic outperform the BHEFT heuristic significantly by reducing the execution cost of schedule under the same Deadline and Budget Constraint and using same pricing model in all cases. Even extended BPSO heuristic is generating the schedules which are cheaper than schedules created by BTGA heuristic. This is due to the fact that PSO has a faster convergence rate than GA. Also, it has fewer primitive mathematical operators than in GA (e.g. reproduction, crossover, mutation). The variation in average NSC for three different values of α is due to the fact that when the user sets α = 0.3, then the user gives more preference to minimize the total execution cost as compared to minimize the total execution time (according to (5)), for complete workflow. As the value of α increase, the user preference for minimizing the execution cost is decreasing and the value of NSC also increases respectively. At a fixed budget ratio, i.e., k2, the deadline is relaxed by increasing the value of deadline ratio, i.e., k1 from 0.2 to 1.0. As a result, the scheduler is able to choose the cheaper services for assigning workflow tasks. The NSC of created schedule plan is reduced under the same budget ratio as shown in Fig. 3 . Similarly, by fixing the deadline ratio, i.e., k1, and by varying the value of budget ratio, i.e., k2 =0.2, 0.6, and 1.0, the budget is relaxed for each of these values, respectively and the scheduler is able to choose the expensive services for assigning workflow tasks. In this paper, we have extended our previously proposed heuristic, namely, Bi-Objective Priority based Particle Swarm Optimization (BPSO) algorithm to schedule workflow applications to cloud resources that minimizes the execution cost while meeting the deadline and budget constraint for delivering the result. Each workflow's task is assigned priority using bottom level. These priorities are then used to initialize the PSO. The fitness of the generated schedule using extended BPSO is evaluated based upon the cost-time balance factor. The extended heuristic is evaluated with synthetic workflows that are based on realistic workflows with different structures and different sizes. The comparison of extended BPSO algorithm is done with BHEFT algorithm (with considering the existing load of resources) and BTGA algorithm under same deadline and budget constraint and pricing model. The simulation results show that the proposed algorithm has a promising performance as compared to BHEFT algorithm and BTGA algorithm by considering the reservation slots of the resources. In future, we intend to further improve our work by merging BPSO with other dynamic heuristics and then comparing with other existing multi-objective heuristics techniques in literature. 
