Abstract. This paper is devoted to the perturbation analysis for the periodic discrete-time algebraic Riccati equations (P-DAREs). Perturbation bounds and condition numbers of the Hermitian positive semidefinite solution set to the P-DAREs are obtained. The results are illustrated by numerical examples.
Introduction.
We consider the periodic discrete-time algebraic Riccati equation (P-DARE) with period p ≥ 1,
where, for all j, A j = A j+p , H j = H j+p , and X j = X j+p are n×n matrices, B j = B j+p are n × m matrices, and R j = R j+p are m × m matrices; B j is of full column rank, R j is Hermitian positive definite (R j > 0), G j ≡ B j R .1) is obtained by the Sherman-MorrisonWoodbury formula (see, e.g., [9, p. 50] ) provided that (I + G j X j ) −1 exists. In this paper, the indices j for all periodic coefficient matrices are chosen in {1, . . . , p} modulo p without ambiguity.
Appropriate assumptions on the periodic coefficient matrices will be made in the following to guarantee the existence and uniqueness of the Hermitian p.s.d. solution set {X j } p j=1 to the P-DARE (1.1). The equation (1.1) arises frequently in solving the periodic discrete-time linear optimal control problem
The periodic optimal feedback vector u j for (1.2) is given by [2] when all of the periodic coefficient matrices are real, is essentially important in many applications. We consider here the real case as well as the general, that is, complex, case.
The P-DARE can be regarded as an extension of the time-invariant case. For p = 1, the P-DARE becomes the usual discrete-time algebraic Riccati equation (DARE) by setting X j = X j−1 in (1.1). There are many contributions in the literature on the perturbation theory and numerical methods of the DARE (see, e.g., [13] , [20] , [21] , [11] , [22] , [17] ). In the case of p > 1, many research efforts have been devoted to the existence of different types of solution sets to the P-DARE under variant assumptions [1] , [2] , [5] , [7] , [12] , [15] , [18] , [23] . In this paper, we study the perturbation theory for the P-DARE. This work, as a generalization of the results given by [20] and [21] , derives perturbation bounds and condition numbers of the Hermitian p.s.d. solution set {X j } p j=1 to the P-DARE (1.1). The interest in this topic is motivated by the fact that the P-DARE is usually subject to perturbation in the coefficient matrices, reflecting various errors in the formulation of the problem and in its solution by a computer. (See, e.g., [3] , [6] for numerical methods for solving the P-DARE.)
Throughout this paper, we denote by H n (S n ) and C n (R n ) the sets of n × n Hermitian (real symmetric) and n × n complex (real) matrices, respectively, and we denote by H p n and C p n the p-tuple product spaces H n × · · · × H n and C n × · · · × C n , respectively. A denotes the conjugate of a matrix A. A denotes the transpose of A, and A H = A . I stands for the identity matrix, I n is the identity matrix of order n, and 0 is the null matrix. The set of all eigenvalues of A ∈ C n is denoted by λ(A). The spectral radius ρ(A) is defined by ρ(A) = max{|λ i | : λ i ∈ λ(A)}. The symbol · F is the Frobenius norm, and · 2 is the spectral norm and the Euclidean vector norm.
For A = (a 1 , . . . , a n ) = (a ij ) ∈ C n and a matrix B, A ⊗ B = (a ij B) is a Kronecker product, and vec(A) is a vector defined by vec(A) = (a 1 , . . . , a n ) . An n × n matrix Φ is said to be d-stable if λ(Φ) ⊂ D, where D ≡ {z ∈ C : |z| < 1}. In order to save the space of the matrix representation, we also use the following notation:
Definition 1.3 (see [2] 
and π j (·) is a permutation defined by
Throughout this paper, the periodic matrix pair sets
of (1.1) are assumed to be pd-stabilizable and pd-detectable, respectively. The existence and uniqueness of the Hermitian p.s.d. solution set to the P-DARE (1.1) are studied in [1] and [2] . Theorem 1.1 (see [1] , [2] 
for j = 1, . . . , p be a perturbed P-DARE of (1.1). Based on the technique described in [20] , we shall construct an easily treated system of periodic equations of ∆X j ≡ X j − X j for deriving sharp upper bounds for X j − X j F (j = 1, . . . , p) and find some reasonable restrictions on the perturbations in the periodic coefficient matrices of the P-DARE (1.1) such that the perturbed P-DARE (1.4) has a unique Hermitian p.s.d. solution set { X j } p j=1 . Moreover, applying the theory of condition developed by Rice [19] , we define a condition number of the Hermitian p.s.d. solution set to the P-DARE (1.1), and, by using the techniques described in [4] and [14] , we derive explicit expressions of the condition number. This paper is organized as follows. In section 2, we prove some lemmas. In section 3, we first construct a perturbation equation for the P-DARE and then derive perturbation bounds for the Hermitian p.s.d. solution set. In section 4, we define a condition number of the Hermitian p.s.d. solution set and derive explicit expressions of the condition number. In section 5, we use a numerical example to illustrate our results.
Lemmas.
In this section, we prove some preliminary lemmas which are used in sections 3 and 4.
Let Φ j ∈ C n , j = 1, . . . , p. Define the linear operator L : such that
Without loss of generality, we may assume first that Φ j has the lower triangular form as in (2.2) for j = 1, . . . , p. Taking
and substituting (2.3) into (2.1), we have
and, by assumption,
, where
Suppose that x j = 0 for some j. Comparing the two sides of (2.5), we have
By the assumption of the pd-stability for {Φ j } p j=1 (see Definition 1.2), we have |λ| < 1.
Let 
By Lemma 2.1, the transformation 
. . .
where
taking the 2-norm of (2.13), we get s 2 + 2ϕs − ≥ 0, which implies the inequality (2.9).
The following lemma is an immediate corollary of Lemma 2.3.
be pd-stable, and let L be the linear operator defined by (2.1) with L in (2.6) as its matrix representation. Let ϕ = max 1≤j≤p Φ j 2 and
is pd-stable.
Perturbation results for the P-DARE.
In this section, we present perturbation bounds for the Hermitian p.s.d. solution set to the P-DARE (1.1).
Consider the P-DARE (1.1),
and a perturbed P-DARE (1.4),
For simplicity, we now consider the case of p = 3. Define
and define
Recall the linear operator L :
where W j ∈ H n for j = 1, 2, 3, and recall its matrix representation L given by (2.6). It is easily seen that
From (3.1) and Theorem 1.1, it follows that |λ| < 1, k = 1, . . . , n. Hence L, and thus L, are invertible.
Further, we define the operator P : C 
respectively, where
The main result of this section is the following theorem. 
be the coefficient matrices of the perturbed P-DARE (1.4). Define the operators L, P, and Q by (3.4), (3.6), and (3.7), respectively. Let
where · denotes the operator norm induced by · F . Moreover, let
. . , p), and if
, and
See Appendix A for a proof of Theorem 3.1. Let
According to the definitions of ξ * , δ j (j = 1, . . . , p), and , the conditions (3.17)-(3.20) simply mean that the quantity δ A,G,H should be sufficiently small. 
where ∆X j = X j − X j for j = 1, . . . , p. Moreover, by the proof of Theorem 3.1 (see Appendix A), we have the first order perturbation expansion of ( 
Outline of the proof of Theorem 3.1. We prove Theorem 3.1 by three steps (see Appendix A for the details).
Step 1. From the P-DARE (1.1) and the perturbed P-DARE (1.4), we get an equation for (∆X 1 , . . . , ∆X p ), i.e., a perturbation equation.
Step 2. According to the perturbation equation, we define a continuous mapping M : H Step 3. We prove that (
is the unique Hermitian p.s.d. solution set to the perturbed P-DARE (1.4).
Remark 3.3. The nonperiodic case (p = 1). The DARE is in the form
where A ∈ C n , G, H ∈ H n , and G, H ≥ 0. Appropriate assumptions on the coefficient matrices guarantee the existence and uniqueness of a Hermitian p.s.d. solution X. Set p = 1 in Theorem 3.1; then we obtain a perturbation result for the DARE which just coincides with [20, Theorem 4.1], but the operator L is defined by
where Φ = (I + GX) −1 A is d-stable, and the operators P and Q are defined by
and
Let L, P, and Q be the operators defined by (2.1), (3.6), and (3.7), respectively, and let , p d , and q d be the quantities defined by (3.8) . Let
where Ω 1 , Ω 2 , Θ 1 , and Θ 2 are real matrices, Π is the vec-permutation matrix [10, pp. 32-34] , and
for the real case, and, especially,
See Appendix B for a proof of the formulae (3.24)-(3.27).
Condition number of {X
. In this section, we define a condition number of the Hermitian p.s.d. solution set {X j } p j=1 to the P-DARE (1.1) and derive explicit expressions of the condition number.
For simplicity, we first consider p = 3. From Theorem 3.1 and (3.22), we see that,
where η j , α j , γ j are positive parameters. By the theory of condition developed by Rice [19] , we define the condition number c(X 1 , X 2 , X 3 ) by
where ξ 1 , ξ 2 , ξ 3 are positive parameters. By using the technique described by [21] , we need only to derive an explicit expansion of c(X 1 , X 2 , X 3 ) in the case of G j + ∆G j > 0 and H j + ∆H j > 0 for all j; and in such a case, the definition (4.3a) can be written
where M j , Q j ∈ H n , D j ∈ C n for j = 1, 2, 3, and
Further, we define the operator V :
where N j , E j , R j ∈ C n for j = 1, 2, 3, and L is a natural extension of L on C 3 n . From the definitions (4.4) and (4.7), we know that
We now prove that the equality in (4.8) holds. Let (N *
be the singular "vector" of V corresponding to the maximal singular value; that is, the right-hand side of (4.8b) equals
Then, by the definition (4.7) and the definition of L, we have
(4.12)
, (4.10), and (4.12), it follows that the right-hand side of (4.8b) equals
is also a singular "vector" of V corresponding to the maximal singular value.
Let
, then it is also a singular "vector" of V corresponding to the maximal singular value. By (4.4), (4.7), and the pd-stability of {Φ j } p j=1 , the right-hand side of (4.8b) equals
is also a singular "vector" of V corresponding to the maximal singular value. Hence the right-hand side of (4.8b) equals
Therefore, from (4.15) and (4.17), it follows that the equality in (4.8) holds. Combining this result with (4.4), (4.6), and (4.7), we obtain
For the general case of an arbitrary p ≥ 2, we have a similar formula to (4.18) and (4.19) .
. . , p, and
as well as
. By a technique given by [14] , substituting (4.22) into (4.21), we get
we get the absolute condition number c abs (X 1 , . . . , X p ); and taking
we get the relative condition number c rel (X 1 , . . . , X p ).
For the real case, we can prove that the equality in (4.9) also holds. Consequently, from (4.21), the condition number c(X 1 , . . . , X p ) can be explicitly expressed as follows:
The absolute condition number c abs (X 1 , . . . , X p ) and the relative condition number c rel (X 1 , . . . , X p ) for the real case can be obtained by evaluating ξ j , η j , α j , and γ j as above.
A numerical example.
In this section, we use numerical examples to illustrate our perturbation results given in sections 3 and 4. All computations were performed using MATLAB version 5.3 on a Compaq/DS20 workstation. The machine precision is 2.22 × 10 −16 . Example 5.1 (see [13] for p = 1). Consider the P-DARE (1.1) with n = 3 and p = 3. Let
The coefficient matrices of (1.1) are constructed by
The unique symmetric p.
j V for j = 1, 2, 3 with
and The coefficient matrices of the perturbed P-DARE (1.4) are given by
By applying the file "DARE" of Control System Toolbox in MATLAB, one can compute the unique symmetric p.s.d. solution set { X j } 3 j=1 to (1.4). Denote
Let 1 be the quantity defined by (A.21), where l, p d , and q d are given by (3.24), (3.26), and (3.27), respectively, and let
From (3.23), (3.26), and (3.27), we have an immediate upper bound for 1 :
Some numerical results on relative and absolute perturbation bounds are listed in Tables 5.1 Then (1.1) can be expressed by
By [20, (4.7) -(4.12)], we have the perturbation equation
Consequently, from (A.8), (A.9), (A.10a), (A.11a), (A.13a), and (A.14a), we obtain the perturbation equation .15) for j = 1, 2, 3, where E 1j , E 2j , h 1j (∆X), and h 2j (∆X) are defined by (A.10b), (A.11b), (A.13b), and (A.14b), respectively.
By using the operators L, P, and Q (see (3.4) , (3.6) , and (3.7)), the perturbation equation (A.15) can be expressed by
which can be regarded as a continuous mapping M : H 3 n → H 3 n , and the set of solutions to (A.16) is just the set of fixed points of the mapping M.
Step 2. Estimates of some fixed points of M. Define , p d , q d and ϕ by (3.8) and (3.9), respectively. Note that the quantity can be equivalently defined by = min
Moreover,we define
where ∆A j , ∆G j , K j , Ψ j are defined by (3.3) and (3.2). Here we assume that ∆G j 2 satisfy
Observe the following facts.
(I) By(A.17), we have
, and, by (A.12b), we have
where δ j (j = 1, 2, 3) are defined by (A.19). Thus we have
Observe that, by (A.7),
Hence we have
where α and γ are defined by
and it is assumed that
Then, from (A.27) and (A.28), we have
Consider the equation
that is,
It can be verified that, if satisfies
then the positive scalar ξ * expressed by
is a solution of (A.30).
It is known that the product space H 3 n with the Frobenius norm · F is a Banach space. We now consider the set S ξ * ⊂ H 3 n defined by 
Step 3. The periodic matrix set
be the unique Hermitian p.s.d. solution set to the P-DARE (1.1), and let (∆X * 1 , ∆X * 2 , ∆X * 3 ) ∈ S ξ * be the fixed point of the mapping M by (A.18). Let
.
Then the Hermitian matrix Y satisfies
We now rewrite (A.35) as , where
for j = 1, 2, 3, and 25) and (3.26) 
The real case. By replacing H n , C n and the superscript "H " by S n , R n , and the superscript "T," respectively, (B.16) becomes
(III) Proof of (3.27).
Obviously,
