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Abstract—Many filters have been proposed in recent decades
for the nonlinear state estimation problem. The linearization-
based extended Kalman filter (EKF) is widely applied to non-
linear industrial systems. As EKF is limited in accuracy and
reliability, sequential Monte-Carlo methods or particle filters
(PF) can obtain superior accuracy at the cost of a huge number
of random samples. The unscented Kalman filter (UKF) can
achieve adequate accuracy more efficiently by using deterministic
samples, but its weights may be negative, which might cause
instability problem. For Gaussian filters, the cubature Kalman
filter (CKF) and Gauss Hermit filter (GHF) employ cubature
and respectively Gauss-Hermite rules to approximate statistic
information of random variables and exhibit impressive per-
formances in practical problems. Inspired by this work, this
paper presents a new nonlinear estimation scheme named after
geometric unscented Kalman filter (GUF). The GUF chooses the
filtering framework of CKF for updating data and develops a
geometric unscented sampling (GUS) strategy for approximating
random variables. The main feature of GUS is selecting uniformly
distributed samples according to the probability and geometric
location similar to UKF and CKF, and having positive weights
like PF. Through such way, GUF can maintain adequate accuracy
as GHF with reasonable efficiency and good stability. The GUF
does not suffer from the exponential increase of sample size as
for PF or failure to converge resulted from non-positive weights
as for high order CKF and UKF.
Index Terms—Gaussian Filter, Nonlinear Estimation, Cubature
Kalmam Filter, Unscented Kalman Filter, Particle Filter.
I. INTRODUCTION
NONLINEAR filtering has been widely studied in manyscience and engineering disciplines. Bayesian estimation
theory provides a general filtering framework for this [5],
which utilizes Bayes’ rule to estimates the probabilistic state
of a system. Computing the posterior probability density
function (PDF) is a crucial part of this method. However,
multidimensional integrals are typically intractable [1], and a
closed-form solution to the posterior density is available only
for a restricted class of filters. For example, if the dynamic
state-space model is linear with additive Gaussian noise and
the prior distribution of the state variable is Gaussian, then
the well-known Kalman filter (KF) [6] provides a closed-form
solution. For general cases, various approximate methods were
proposed to estimate PDF. These methods are categorized into
two classes: global and local methods [7], [4], [8].
The global approach makes no explicit assumption about
prior and posterior’s PDF and can achieve satisfactory ac-
curacy with a heavy computational load. This type filters
compute the posterior PDF directly by using approximating
techniques [4], [8], for example, the point-mass filter [9],
the Gaussian mixture filter [10], the particle filter (PF) [2],
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and Quasi-Monte Carlo filter [11]. In general, global methods
may have more computational demands than local methods
[8]. For example, the PF reformulates the PDF of state with
a set of weighted random samples, rather than the function
of in the state-space model [12]. As the samples increase,
the PDF can be approximated ever more accurately. However,
the computational complexity increases exponentially with the
dimensions of the system states [13], [14], [15]. Besides, the
performances of PF depend highly on the selection of proposal
distributions [11]. To address such problems, many sampling
strategies have been proposed, such as importance sampling
(IS), stratified sampling and systematic sampling [16], [17],
[18]. The IS [19] is the most wildly used since it is easy
to implement. For the sake of computational efficiency, many
improvements [14], [20], [21], [22] have been developed. In
practice, the more nonlinear or non-Gaussian the problem is,
the more potential PF would demonstrate, especially when
computational power is rather cheap and the data dimension
is fairly low [23].
Under explicit assumption about PDF, the local methods
are based on specific approximations of PDF or the nonlinear
functions in the state-space model [4] so that the filtering
framework of KF can be used for the Bayesian estimation. The
extended Kalman filter (EKF) [1], based on function approxi-
mation, is probably the earliest and widely used local method
for nonlinear industrial systems. The EKF is computationally
efficient. However, it faces two well-known limitations. First,
the linearization assumes the existence of the Jacobian matrix.
However, this is not always true in practice [24], [25], [26].
Second, the linear approximation is only reliable if the remain-
der of the nonlinear parts is negligible errors. Otherwise, the
propagation errors could increase rapidly to severe vibration
and divergence [27], [28], [29], [30]. Accordingly, there are
various improvements upon EKF as seen in [31], [32] and
[33]. Their robustness and stability have been discussed in
[34], [35]. The EKF was extended to the central difference
filter (CDF) [49] and the divided difference filter (DDF) [50],
[51] without the demand of the Jacobian matrix. They are
based on interpolation formula using the similar deterministic
sampling approach to approximate the integrand.
In the recent decades, there arose many local filters based
on the polynomial interpolation or PDF approximation: the
unscented Kalman filter (UKF) [3], the cubature Kalman filter
(CKF) [4], the Gauss-Hermit filters (GHF) [52], [53], [8].
When the PDF is Gaussian, there are a series of Gaussian
approximated (GA) filters based on deterministically chosen
weighted points. Besides UKF, CKF and GHF, GA filters
include sparse-grid quadrature nonlinear filter (SGQNF) [54],
spherical simplex-radial cubature Kalman filter (SSRCKF)
[55], interpolatory cubature Kalman filter (ICKF) [56], em-
bedded cubature Kalman filter (ECKF) [57], Gaussian sum
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2filters [37], [58], [59], stochastic integration filter (SIF) [60].
These filters can be modified to capture high-order moments
by some proper selections of weighted samples to approximate
Gaussian PDFs [3], [4]. The UKF and CKF often achieve
higher accuracy than EKF with similar complexity [36].
Compared with PF, they often achieve high accuracy with
a less number of samples, especially for high dimensional
systems. Unfortunately, with dimensions increasing, the ac-
curacy of UKF become unreliable [4], [37]. To enhance the
accuracy, several improvements were proposed, such as scaled
UKF [38], high-order unscented filter [39], [40], [41], [42],
truncated UKF [43]. However, such improvements inevitably
result in negative weights when the dimension is greater than
three, which is probably why the corresponding filters are not
reliable or even divergent. The CKF can be regarded as a
special case of UKF with a special parameter κ = 0, although
it is derived from a different philosophy. It directly estimates
the integral I(f) =
∫
Rn f(x) × exp(−xTx)dx based on the
Cubature rule, where f is a nonlinear function [44], [45].
Similarly, the negative weights still appear in the high order
CKF [46], and might cause the unstable phenomena of this
filter. For more discussions on the convergence and improve-
ment of CKF, see [47], [48] and the references therein. The
computational complexity of GHF also grows exponentially
with the state dimension. So the computational load is usually
prohibitive even for moderately high dimensional dynamical
systems. This led to some improvement study [54] of GHF
for efficiency. The SIF bases on the stochastic integral rule
(SIR) and can eliminate systematic errors caused by nonlinear
approximation. Due to the negative weight in 3rd-SIR, the
numerical filtering stability cannot be ensured, and the filtering
accuracy will degrade greatly [61].
Roughly, those mentioned above existing typical nonlinear
filtering methods including PF, UKF, CKF, GHF, and 3rd-SIF
cannot simultaneously address numerical instability problem,
accuracy and efficiency problems. To simultaneously address
these problems, a geometric unscented rule (GUR) is proposed
in this article inspired by sampling strategies of PF, UKF
and CKF. The major feature of GUR is selecting samples
geometrically uniformly distributed on a series of spheres
with positive weights. Then a novel geometric unscented
filter (GUF) is obtained by applying the GUR to compute
the multidimensional integrals involved in filters. The GUF
address the instability problem by positive weights and ensure
the accuracy and efficiency by deterministic samples capturing
the moments of random variables. To illustrate the superiority
of the proposed GUF algorithm, we present some numerical
simulations about target tracking with moderate dimension and
high nonlinearity. As can be seen from simulation results, the
new GUF has higher accuracy and better stability than existing
filtering algorithms. The efficiency of GUF is confirmed by the
comparison result of time-consuming with other methods on
the same platform in simulation.
The remainder of this article is organized as follows. In the
next section, we briefly review the sampling strategies in PF,
UKF and CKF. Based on them, section III presents the novel
nonlinear estimation GUF. Under the framework of GUF, we
study the Gaussian GUF in section IV. Then the numerical
simulation and analysis are given in section V. The last section
VI is composed of some concluding remarks.
II. SAMPLING STRATEGIES REVIEW
Sampling strategies play a crucial role in the nonlinear
filters PF, UKF, GHF and CKF. This section gives a concise
review on them. As the sampling takes place in the filters, we
first recall the nonlinear Kalman filtering frame. This article
considers the following model of nonlinear dynamic system:
xk+1 = f(xk) + vk (1)
zk+1 = h(xk+1) +wk+1 (2)
where xk ∈ Rn; zk ∈ Rm; vk and wk+1 are independent
Gaussian white process noise and measurement noise with the
covariance Qk and Rk+1, respectively.
Let x¯k|k and Pk|k respectively denote the estimates of mean
and covariance of the system state xk at time k. Let Si,k|k
and ωi,k|k be the samples and associated weights, respectively,
computed by some sampling strategy for random variable xk,
with 1 ≤ i ≤ N . The sampling (Si,k|k, ωi,k|k) approximate xk
in terms of the mean x¯k|k and covariance Pk|k in the following
sense
x¯k|k =
N∑
i=1
ωi,k|kSi,k|k (3)
Pk|k =
N∑
i=1
ωi,k|k(Si,k|k − x¯k|k)(Si,k|k − x¯k|k)T (4)
Based on the given sampling, the sample propagation in
UKF and CKF could be unified as
Si,k+1|k = f(Si,k|k) (5)
And the weight of propagated sample Si,k+1|k is as the same
as the one of Si,k|k.
Moreover, the filter process of UKF and CKF could be
summarized [49], [46] as follows.
Time update:
x¯k+1|k =
N∑
i=1
ωi,k|kSi,k+1|k (6)
Pk+1|k =
N∑
i=1
ωi,k|k(Si,k+1|k − x¯k+1|k)
× (Si,k+1|k − x¯k+1|k)T +Qk (7)
For further measurement updating, it will need sample ran-
dom variable xk+1|k based on its mean x¯k+1|k and covariance
Pk+1|k. Let S∗i,k+1|k and ωi,k+1|k stand for the samples and
corresponding weights respectively.
Measurement update:
x¯k+1|k+1 = x¯k+1|k +Kk(yk+1 − z¯k+1|k) (8)
Pk+1|k+1 = Pk+1|k −KkPzz,k+1|kKTk (9)
3where
z¯k+1|k =
N∑
i=1
ωi,k+1|kZi,k+1|k (10)
Zi,k+1|k = h(S∗i,k+1|k) (11)
Pzz,k+1|k =
N∑
i=1
ωi,k+1|k(Zi,k+1|k − z¯k+1|k)
× (Zi,k+1|k − z¯k+1|k)T +Rk+1 (12)
Pxz,k+1|k =
N∑
i=1
ωi,k+1|k(S∗i,k+1|k − x¯k+1|k)
× (Zi,k+1|k − z¯k+1|k)T (13)
Kk = Pxz,k+1|kP
−1
zz,k+1|k (14)
where yk+1s are the measure data.
Note that, there is a significant difference between CKF
and UKF on the sampling S∗i,k+1|k. The original UKF [3] just
directly takes Si,k|k as S∗i,k+1|k with associated weight, when
there is no distribution assumption on xk+1|k [36]. But the
CKF [4] utilizes cubature rule to resample xk+1|k based on
x¯k+1|k and Pk+1|k, under the Gaussian assumption on xk+1|k.
As can be seen in simulation, under the Gaussian assumption,
if UKF also resamples xk+1|k like itself sampling xk then
there is a great improvement on the performance of UKF. So
the sampling strategies is very important in such filters. In the
following, we review these sampling strategies.
A. Unscented Rule Based Sampling
In UKF, the unscented sampling (US) selects samples
(so-called sigma points [36]) to approximate the probability
distribution of a random variable by matching its mean and
covariance. As illustrated in Fig. 1, the samples from the
contour are determined by the mean and covariance. The
wildly used second order US [36] selects symmetrical sigma
points with N = 2n+ 1 as follows:
S0 = x¯ ω0 = κ/(κ+ n)
Si = x¯+ (
√
(κ+ n)Px)i ωi = 1/2(κ+ n)
Si+n = x¯− (
√
(n+ κ)Px)i ωi+n = 1/2(κ+ n)
(15)
where 1 ≤ i ≤ n; κ ∈ R is a scale parameter to adjust the
distance between the sample and mean point; (
√
(κ+ n)Px)i
is the i-th row or column of the matrix square root of (κ +
n)Px, which can be computed by Cholesky decomposition.
In (15), κ is a freedom to be determined.
Such mean and covariance matching method is naturally
extended to higher moments matching [38], [39], [62], [63].
They are distinct from the choices of samples and weights.
For example, in [62], n + κ = 3 should hold if it wants
to match the fourth order moment of a univariate Gaussian
distribution x. Thus, when n > 3, κ = 3 − n < 0, which
implies weight ω0 being negative. So the covariance may be
indefinite to contribute the instability of filtering process.
B. Cubature Rule Based Sampling
In the CKF, to compute posterior distribution, an integral
I(f) =
∫
Rn f(x)× exp(−xTx)dx is approximated by samples
Fig. 1: The process of UT
with associated weights determined by using cubature rule
based upon moments matching. Through variable change
transformation by setting x = ry with r ≥ 0 and y ∈ Rn
such that yTy = 1, then I(f) can be rewritten in a spherical-
radial coordinate system as
I(f) =
∫∞
0
∫
Un
f(ry)rn−1exp(−r2)dydr (16)
where Un is the surface of the sphere specified by Un =
{y ∈ Rn | yTy = 1}. The spherical-radial cubature rule
is a combination of spherical rule, radial rule and cubature
rule. The cubature rule is about geometry distribution of
samples, which employs fully symmetric points and assigns
equal weight to each point. The spherical rule is a dis-
cretization approach to the integral of form
∫
Un
f(y)dy. And
the radial rule is a discretization approach to the integral
of form
∫∞
0
f(r)rn−1exp(−r2)dx. Then the samples and
the associated weights are computed by solving Gaussian
weighted integral equations. For brevity, we call this process
cubature sampling (CS). According to the degrees of f , the
CS is classified into 3-degree [4] and high-degree [46]. The
set of samples and weights of 3-degree CS are given by [4]
as follows:
Si = x¯+ (
√
nPx)i ωi = 1/2n
Si+n = x¯− (
√
nPx)i ωi+n = 1/2n
(17)
where 1 ≤ i ≤ n. For the sampling of high degree CKF, please
refer to [46].
It is clear that 3-degree CS has equal positive weights,
which is believed to contribute to the stability comparing with
UKF [4]. Theoretically, high-degree CKF could achieve higher
filtering accuracy. However, some weights would be negative,
for example, some wights in 5-degree CS are
4− n
2(n+ 2)2
which
is negative if n > 4. The negative weights may lead to unstable
calculation process and indefinite result like UKF and halt
its operation in CKF, sabotaging performance presumed as
analyzed in [4].
C. Importance Sampling
In the PF, the samples are recursively generated by the so-
called importance sampling (IS). As a global filter, the PF
samples the whole trajectory instead of a single state. Summar-
ily, the IS [64] refers to a collection of Monte Carlo methods
where a mathematical expectation Ep[f(X)] =
∫
f(x)p(x)dx
with respect to a target distribution p(x) is approximated by a
weighted average of random draws from another distribution
specified by the weighting function w(x) = p(x)q(x) , where p(x)
is the density function of distribution X and q(x) is the so-
called importance density [15]. The approximation accuracy
4Fig. 2: (a) Density distribution. (b) Its cumulative distribution.
by IS highly depends on the choice of q(x). Equivalently,
the sampling of X resolves the accuracy of approximation to
Ep[f(X)].
The recipe of IS is to concentrate on the regions where
the value is large, and avoid taking samples in regions where
the value of the function is negligible [65]. It means that
the amount of samples of a region should be proportional
to the value the region has. If we think that a sample
represents its neighbour region, then big value region means
a big valued weight for its represented samples. We may
get some intuition from the following simple example. Let
X be a random variable and its density distribution be the
triangular function f(x) = 0.5(x − a) with x ∈ [a, a + 2]
for some positive number a, which could be plotted like the
left graph of Fig. 2. Accordingly, its cumulative distribution
is F (x) = 0.25(x−a)2 on the right of Fig. 2. Now we would
think F (x) as q(x) (but not exactly). Then an IS could carry
out as follows:
1) Generate random numbers ζi ∈ [0, 1], i = 1, 2, · · · , N .
2) Then set F (xi) = ζi, and solve the xi = F−1(ζi),
where the F−1 stands for the inverse function of F . As
F (x) is a cumulative distribution function, the intervals with
the same F -difference between its end points have the equal
importance. So all the samples from such intervals have the
equal importance. That is, a uniform F -value distribution
would give an importance sampling. For example, in Fig. 2, the
values ζ = {0, 0.25, 0.5, 0.75, 1} give an importance sampling
F−1(ζ)’s associated with weights ωi as follows.
X1 = F−1(0) = a, ω1 = 0
X2 = F−1( 14 ) = a+ 1, ω2 = 1√2+√3+3
X3 = F−1( 12 ) = a+
√
2, ω3 =
√
2√
2+
√
3+3
X4 = F−1( 34 ) = a+
√
3, ω4 =
√
3√
2+
√
3+3
X5 = F−1(1) = a+ 2, ω5 = 2√2+√3+3
(18)
These sample points are labeled by red crosses on x-coordinate
in Fig. 2. It is clear that the number of sample points in each
interval is proportional to the f -value at the center of that
interval.
The IS-based PF performs quite well in three-dimensional
state space. However, it suffers from the curse of dimension-
ality, which makes the particle representation too sparse to
be a meaningful representation of the posterior distribution
in higher dimension cases [23]. In practice, the performance
degrades quickly with the state dimension.
III. UNIFORMLY GEOMETRIC UNSCENTED FILTER
Each of the US, CS and IS is some kind of approximation
for
∫
Rn f(x)p(x)dx with different accuracy, efficiency and
reliability. The US and CS are of good efficiency, but short
on accuracy or reliability in case of acute nonlinearity and
high dimensions. The IS showed good accuracy, but its high
computational complexity hampers the application for higher
dimensions. Summarily, the common challenge of all these
methods is how to develop them for high dimensions. This
section presents a scalable sampling scheme to tackle the
challenge.
The basic idea of our novel sampling strategy is to reduce
higher dimensional sampling to one dimensional case through
an importance function (IF). The IF indicates the value of
points. Then we make judicious choice of samples according
to IF. Given a random variable X , it is widely accepted that
the mean x¯ and covariance cov(x) has the highest importance.
Indeed, in most cases, if these two and distribution are known
then the density function p(x) could be completely formulated.
In fact, US and CS make full use of this feature in their
sampling. In this line of thinking, we say a positive value
function i : Rn 7→ R+ an importance function for an n-
dimension random variable with mean x¯, density distribution
p(x) and probability distribution P (X), if it satisfies
1) i(x¯) ≥ i(x) > 0, for all x ∈ Rn,
2) i is upper semi-continuous,
3) S≥(d) := {x ∈ Rn | i(x) ≥ d} is compact and
connected for any d ∈ R+ with d > i0,
4) for d ∈ R+, p(x) = p(y) for any x,y ∈ S=(d), where
S=(d) := {x ∈ Rn | i(x) = d},
5) Y is a uniform distribution,
where i0 = inf
x∈Rn
i(x) and Y is the distribution on [i0, i(x¯)]
derived from probability distribution P (X ∈ S≥(d)) for d ∈
[i0, i(x¯)]. Term 1) emphasizes the super importance of mean
value. The continuity in 2) is a smoothing requirement for
the IF. For a finite approximation, it imposes the compactness
in 3). The condition 4) depicts an equal density distribution
for equal importance points. A uniform distribution of d in 5)
restricts the concentration on the IF such that we can unbiasly
consider all importance references from IF. Note that the IF is
not necessarily injective, i.e., |S=(d)| 6= 1, where |S| denotes
the amount of elements in S. This means an equal importance
of the different points in S=(d). On the other side, S=(d) and
S≥(d) roughly specify certain region value specified by
iR(D) = d2 − d1, D = {x ∈ Rn | d1 ≤ i(x) ≤ d2} (19)
Note that, the function iR(·) is a partial function over its
domain P(Rn), where P(Rn) is the power set of Rn.
So the IF is critical to our sampling. In what follows, we
discuss an IF based on the mean value, covariance matrix and
probability distribution.
A. An Importance Function W.R.T. Gaussian Distribution
Given a Gaussian random variable x and its probability
distribution P (X) specified by a probability density function
5p(x). Let x¯ and cov(X) = PX be the mean value and
covariance matrix. Then, the density function of x is
p(x) = λ exp
(
−1
2
(x− x¯)TP−1X (x− x¯)
)
, x ∈ Rn (20)
where λ =
1
(2pi)
n/2
1
|PX |1/2 . To construct an importance
function for x , we set a real value function L : Rn 7→ R
as
L(x) = (x− x¯)TP−1X (x− x¯) (21)
where P−1X is the inverse of PX . Note that, L is a positive
definite function, since PX is a positive definite matrix. We
using L define radial region Dr as
Dr = {x ∈ Rn | L(x) ≥ r} (22)
and then take the integral function RC : R∗ 7→ [0, 1]
RC(r) =
∫
x∈Dr
p(x)dx (23)
where R∗ is the set of nonnegative numbers. It is obvious that
L(x¯) = 0 and RC(0) = 1.
Now we define an importance function i : Rn 7→ R+ as
i(x) = RC(L(x)) (24)
=
1
(2pi)n/2
∫
y: yTy≥L(x)
exp (−1
2
yTy)dy (25)
First, i(x) > 0 and i(x¯) = 1 ≥ i(x) for all x ∈ Rn. It is
evident that i(·) is upper semi-continuous by the continuity
of RC(·) and L(·). From (23), i0 = 0, together with (24), it
follows for any d > i0
S≥(d) = {x | i(x) ≥ d} = {x | L(x) ≤ rd} (26)
where rd is the real number such that RC(rd) = d. So S≥(d)
is compact and connected for all d > i0. Furthermore, it is not
hard to show any x,y ∈ S=(d) implies p(x) = p(y) herein.
Let L=(r) := {x | L(x) = r} for the real numbers r > L(x¯),
then it is actually S=(d) = L=(rd) for any d > i0. At last,
for the derived distribution Y from P (X ∈ S≥(d)), we have
P (Y ≥ d) = P (X ∈ S≥(d)) = P (Drd) = RC(rd) = d (27)
for d ∈ [0, 1] and so it has a uniform distribution. Therefore,
the function i(·) defined by (24) is an IF.
This IF is induced by the probability distribution function,
which mainly concentrates on the characters of the probability
distribution. In subsequent research, we are going to further
investigate the construction of IF that is related to the integrand
f(·) in ∫Rn f(x)p(x)dx. Moreover, it might be useful to study
the IF that considers the characters of both integrands p(·) and
f(·).
B. Uniformly Geometric Unscented Sampling
Based on previous importance function i(x), our sampling
strategy runs as follows.
i) First, it generates uniformly distributed random numbers
dk ∈ [i0, i(x¯)] with k = 1, 2, . . . , N for some integer N .
ii) Then we pick basic samples X ∗kj such that i(X ∗kj) = dk,
with 1 ≤ j ≤ Nk, for some integer Nk. For fixed k, all
X ∗kjs share the same importance value dk and so should
have the same weight ω∗kj .
iii) At last, we normalize the weights ω∗kj and match the
moments of x through adjusting the basic samples to
obtain the final samples. Eventually, they jointly make
a density approximation to the random variable X .
First of all, S=(dk)s are disjoint for any sequence d1 <
· · · < dN and divide the spaces Rn into at most 2N +1 many
disjoint connected parts. It is natural to select the points from
S=(dk) to represent the region Rk := S≥(dk)∩S≥(dk−1) for
1 < k ≤ N and R1 := Rn − S≥(d1) for k = 1. There are
still three challenges to carry out the sampling scheme.
CH1 How many samples should be taken for a given dk?
CH2 How to choose basic samples X ∗kj from the set S=(dk)?
CH3 What should be the proper weight distribution ω∗kj?
For CH1, we employ the idea of IS to decide the amount of
samples associated with dk in what follows. As the points from
S=(dk) could represent the region Rk, the importance value
of Rk may be chosen as iR(Rk) := dk−dk−1, the amount of
samples from S=(dk) should be proportional to iR(Rk). When
the density function p(x) is known, we consider an alternative
option that takes the samples {Xkj} with Nk proportional
to the density function value p(Xkj), since the density value
reflects certain importance of samples with respect to their
surrounding regions. In PF, the samples are randomly picked
from Rk of size proportional to iR(Rk).
For CH2, we extend the idea of cubature rule by sampling
symmetrically and evenly distributed in the set S=(dk), since
all points in S=(dk) have the same importance value. This
can be achieved because of the symmetry of S=(dk) to the
mean. Moreover, the samples here require more symmetry on
the generators than CKF does, but it does not globally require
the equal weights. To this end, we come up with a notion
of uniformly geometric distribution (UGD). First we consider
the UGD on the sphere Un := {x ∈ Rn | xTx = 1}. A finite
sample set S ⊂ Un is called a UGD if it satisfies the following
conditions:
a) Each x ∈ S implies τ(x) ∈ S, where τ is an operation
on coordinates of x which implements the permutation
and/or sign changes of the coordinates.
b) There is a constant d∗ such that for all x ∈ S,
infy∈S ‖x−y‖ = d∗, where ‖ ·‖ is the Euclidean norm.
The UGD, especially term b), presents a globally even spa-
tial distribution of samples. In the next section, under the
Gaussian density assumption, we will elaborate how to apply
the spheres’ UGD to general sets like S=(dk) which are not
necessarily Un anymore.
For CH3, it is natural to take ω∗kj = p(X ∗kj) if the density
distribution p(x) of x is known. This paper follows such rule
under the density distribution assumption. When the density
distribution p(x) is unknown, we suggest to consider the im-
portance value i(X ∗kj) as the basic weight ω∗kj of sample X ∗kj .
Similar to UKF, through moments matching, we compute the
normalized weights and adjust the samples X ∗kj to approximate
the density distribution of random variable X . Note that, the
6final importance samples Xkj are usually different from X ∗kj
after the moments matching adjustment.
Recall the sampling process, once the numbers dk are
chosen, everything else is deterministic. Nevertheless, the
choices of dk are not fully random since there is still a uniform
distribution requirement. Anyway, dk can be generated by
using the Monte Carlo method for one-dimensional space case.
On the other side, the basic sample set S ⊂ Un can be
deterministically chosen with highly spatial uniform distribu-
tion. So, this sampling is called geometric unscented sampling
(GUS), which is a semi-deterministic sampling strategy.
Example. Let X be an n-variate normal distribution with
mean vector 0 and n-dimensional unit covariance matrix U .
The density function of X is p(x) = 1√
(2pi)n
exp(− 12xTx).
Let’s illustrate the GUS by taking n = 2. Without loss of
generality, we may take dk = kN in [0, 1] for 1 ≤ k ≤ N . And
so iR(Rk) = 1N for all k. Using (28) to compute rk∫
x∈Dk
1
2pi
exp(−1
2
xTx)dx = dk (28)
where Dk = {x ∈ Rn | L(x) ≥ rk} and L(x) = xTx.
Then we select basic samples X ∗k,j evenly from the circles
S=(rk) = {x ∈ R2 | xTx = rk}. As the density function
1
2pi exp(− 12xTx) is known, we take ω∗k,j = 12pi exp(− 12rk).
The numbers of different importance samples may be chosen
such that
N1 : · · · : NN ∝ 1 : · · · : 1 (29)
or
N1 : · · · : NN ∝ exp(−1
2
r1) : · · · : exp(−1
2
rN ) (30)
where Nk is the number of samples with importance values
≤ dk. At last, we normalize ω∗k,j by
ωk,j =
ω∗k,j∑
k,j ω
∗
k,j
. (31)
Note that, the final value of weights depends on both of the
ω∗k,j and the amount of samples.
For a simple illustration, we take N = 3, d1 = 1/3, d2 =
2/3, and d3 = 1. Then iR(Rk) = 1/3 for all k = 1, 2, 3.
Using (28) computes rk, it obtains r1 = 2.1972, r2 = 0.8109,
r3 = 0. We could express such information by a diagram
on two dimension space like the Fig. 3. Wherein, the solid
circles stand for the sets S=(r1), S=(r2) and S=(r3) where
basic samples X ∗k,j locate with ω∗1,j = 0.0531, ω∗2,j = 0.1061
and ω∗3,j = 0.1592. The numbers of basic samples for different
importance value dk can be chosen based upon (29) or (30).
According to (29), the numbers Nk of basic samples should
obey to N1 : N2 : N3 ∝ 1 : 1 : 1. On the other side,
the basic samples should be symmetric. In this example, we
take Nk = 8 which allows symmetric samples
√
rkS for
each importance value rk where the S is consist of total
permutations and/or sign changes of the [1, 0]T and [
√
2
2 ,
√
2
2 ]
T .
Such basic samples are described by the green circles in Fig.
3(a). Note that, as r3 = 0, the point (0, 0) is a special sample
which is a collapse of all
√
r3S and could be seen as an eight-
fold overlap. In general, we take the importance samples of
form
√
rk + βS to give a freedom for moments matching. As
for CH3, we assign the importance samples with normalized
weights ω1,j = 0.0208, ω2,j = 0.0417 and ω3,j = 0.0625.
By moments matching adjustment, we have β = 1.3635.
Eventually, we obtain the importance samples described by
the red crosses in Fig. 3(a).
In case of the proportion (30), for the sake of symmetry we
take N1 = 4, N2 = 8 and N3 = 12, which are roughly 4 : 8 :
12 ∝ exp(− 12r1) : exp(− 12r2) : exp(− 12r3). For each rk, its
basic samples sets are
√
r1S1,√r2S2 and√r3S3, respectively,
which are described by the green circles in Fig. 3(b). Here,
the S1 is consist of total permutations and/or sign changes of
the [1, 0]T . So is the S2 of the [1, 0]T and [
√
2
2 ,
√
2
2 ]
T , and
so is the S3 of the [1, 0]T and [
√
3
2 ,
1
2 ]
T . Similar to the case
(29), the importance samples are of form
√
rk + βS and the
normalized the weights become ω1,j = 0.0179, ω2,j = 0.0357,
ω3,j = 0.0536. Through moments matching, it obtains β =
1.6114. Eventually, we obtain the corresponding importance
samples described by the red crosses in Fig. 3(b).
C. Nonlinear Filters Based On GUS
Now we can utilize GUS to conduct a filter called geometric
unscented Filter (GUF). Roughly, the GUF share a similar fil-
tering framework to UKF and CKF, through the formulas (3)-
(14). Similar to CKF, the GUF takes advantage of resampling
xk+1|k under Gaussian assumption; otherwise, it directly uses
the transformed samples like UKF. The major difference is that
the GUF employs the sampling strategy GUS to compute the
samples Si,k|k, S∗i,k+|k and the corresponding weights. By the
GUS, it is clear that the weights are always positive, which
is ensured by a process like the sampling in PF. The basic
samples of GUS are selected by an extended method of CS and
US. The final samples are computed by a moment matching
rule like the US. Thus, GUF is developed out from PF, UKF
and CKF.
Note that, due to the limitation of the filtering framework of
GUF, the accuracy loss by such filtering framework cannot be
avoided even more advanced sampling method is used. For an
arbitrary accuracy estimate, we may study the nonlinear filter
which adopts the filtering scheme of PF and sampling strategy
GUS. However, this is not the goal of this article, which will
be explored in another work.
The GUS conducts a certain simple random resampling in
one-dimensional space, but the IS conducts more complex
random resampling in higher-dimensional space. In a certain
sense, we reduce the complex random resampling of IS to
a simpler one using GUS. Comparing the CS of CKF with
the US of UKF, the US relies on special samples with the
symmetric property. Note that the CS could be a special case
of GUS with N = 1, some appropriate choice of d and
moments matching. Similarly, the US could also be a special
case of GUS with special values of d and N = 1. However,
the GUS considers the contributions not only from moments
by moments matching but also from probability distribution
through the importance function. More importantly, this allows
7Fig. 3: Umbrella Form Importance Sampling of a two-variate normal distribution with N = 3. (a) Importance samples chosen
based upon equation (29). (b) Importance samples were chosen based upon the equation (30).
the GUS to employ arbitrarily many samples to approximate
a given probability distribution as accuracy as desired at a
reasonable cost. As for the weights, the GUS ensures all the
weights to be in [0, 1] and to take arbitrarily many different
values, unlike the high order US and CS that allow negative
weights and take only two different values.
IV. UNIFORMLY GEOMETRIC DISTRIBUTION
The previous section gave a framework of GUS and left
the discussion about UGD to this section. We present here a
detailed GUS of Gaussian random variables called geometric
unscented Gaussian sampling (GMCGS).
Let X be an n-dimensional Gaussian distribution with mean
x¯ and covariance PX , then the density function is (20). We
utilize the IF defined by (24) since the density function is
known here. In this case, the importance values are in the
interval [0, 1]. As a special case of the GUS method, the GM-
CGS first generates a uniformly distributed random numbers
dk ∈ [0, 1] ordered by increasing k, where 1 ≤ k ≤ N for
some integer N .
A. Computing The Basic Samples’ Parameters
In what follows, we come to a crucial step of GMCGS
for generating the basic samples X ∗kj such that i(X ∗kj) = dk.
To this end, according to (23) and (24), we first compute
rk such that RC(rk) = dk and then choose X ∗kj from
Lk := {x | L(x) = rk} by employing the general UGD in the
next subsection. Here, rk is computed through the following
formula
RC(rk) =
∫
x∈Drk
λ exp
(
−1
2
(x− x¯)TP−1X (x− x¯)
)
dx
=
∫
yTy≥rk
1
(2pi)
n/2
exp
(
−1
2
yTy
)
dy (32)
= dk (33)
Let RS(rk) denote the right of (32). The integrand of RS(rk)
is actually the density function of standard Gaussian distribu-
tion. Let y = rs with r ≥ 0 and s ∈ Rn such that sT s = 1,
then yTy = r2 and hence
RS(rk) =
1
(2pi)
n/2
∫
r2≥rk
rn−1 exp(−1
2
r2)dr
∫
Un
dσ(S)
= γ
∫
r2≥rk
rn−1 exp(−1
2
r2)dr (34)
where γ =
1
2n/2−1
1
Γ(n/2)
with the Gamma function Γ(·),
S = (s1, · · · , sn)T and σ(·) is the spherical surface measure
or the area element on Un. For the fixed dimension n, the
original problem is transformed into computing rk such that∫
r2≥rk
rn−1 exp(−1
2
r2)dr =
dk
γ
(35)
This is a one-dimensional integral problem. It can be quickly
solved by some numerical method.
B. Generic UGD Sampling W.R.T. Gaussian Distribution
Now we are going to extend the UGD sampling from Un
to general set like Lk for generating basic samples, under the
Gaussian assumption. The basic idea is to transform the UGD
sampling sets S on Un into samples on Lk by using the mean
x¯ and covariance PX . Such UGD set S is also called reference
sampling. To this end, we compute the Cholesky matrix
decomposition
√
PX of PX such that PX =
√
PX
√
PX
T
.
Based on a UGD sampling set S of Un by the method in the
last section, we select the samples:
X ∗kj = x¯+
√
rk
√
PXSj ,Sj ∈ S (36)
It is easy to verify that L(X ∗kj) = rk. That is, X ∗kj are samples
on Lk. This is a set of symmetric points with respect to
the mean x¯. However, they are not necessarily closed under
permutations.
Anyway, all samples with the same rk and different Sj have
the same importance value dk, shown by the formulas (21)-
(24) and (36). As for the samples in different Lks, they would
possess their weights. Moreover, the number of samples in
each Lk would roughly follow some prior proportion rules
as before. This can be realized through a series of different
UGDs S1, S2, · · · on Un such that their samples’ amounts can
form the required proportion.
8C. Normalization of Weights and Moments Matching
As the density function p(x) is known, the basic weight
ω∗kj of sample X ∗kj of form (36) is λexp(− rk2 ) computed by
(20). However, the sampling (X ∗kj , ωkj) itself is not a proper
approximation to X , since it has a different covariance from
X . Even worse, the summation of ω∗kj is not unit in general.
A reasonable sampling with weighted samples should cap-
ture the statistics of a random variable. For a Gaussian random,
the first two moments present all information. It is natural to
consider the covariance matching. To this end, we adjust the
samples X ∗kj by some uniform stretch on them as follows
Xkj = x¯+
√
rk + β
√
PXSj , Sj ∈ Sk (37)
where Sk ⊂ Un are UGD samplings set such that
|S1| : |S2| : · · · : |SN | ∝ N1 : N2 : · · · : NN (38)
Accordingly, we compute the samples’ weighting values by
p(Xkj) = λ exp(−1
2
(Xkj − x¯)P−1X (Xkj − x¯)T )
= λ exp(−1
2
(rk + β)) (39)
And then we normalize these weights by
ωkj =
p(Xkj)∑
k≤N,j≤Nj p(Xkj)
=
exp{− 12rk}∑
k≤N exp{− 12rk}
∑
j≤Nk j
(40)
Here, the formula confirms that for a fixed k, all samples Xkj
for different j have the same weight. Let wk denote the same
value of all ωkj for a fixed k. By matching the mean and
covariance, we have the following equations
x¯ =
∑
k≤N
∑
j≤Nk
ωkjXkj
=
∑
k≤N
∑
j≤Nk
ωkjx¯ (41)
PX =
∑
k≤N
∑
j≤Nk
ωkj(Xkj − x¯)(Xkj − x¯)T
=
∑
k≤N
wk(rk + β)
√
PXMk
√
PX
T
(42)
where Mk =
∑
j≤Nk SjSTj for Sj ∈ Sk. For each k, let Bk
be a standard basis of Sk. Then by the symmetry of Sk on
Un and its closeness under permutations, we get
Mk =
∑
B∈Bk
Hn(B)En (43)
where Hn(B) is real number which can be effectively com-
puted as in appendix A. Let ck =
∑
B∈Bk
Hn(B). These induce
two equations
1 =
∑
k≤N,j≤Nk
ωkj (44)
1 =
∑
k≤N
wk(rk + β)ck (45)
The equation (44) is obviously true by (40). Once we solve
(45), the GUS is accomplished. That is an easy job, since it
is a linear function of β. In fact,
β =
1−∑k≤N wkrkck∑
k≤N wkck
(46)
By this value, the final samples Xkj defined by (37) match
first two the moments of X .
D. Theoretical Analysis of GUS
Let δ := max
1≤i<k
{di+1 − di} for increasing sequence d1 <
d2 < · · · < dk in the interval [0, 1]. If dis are uniformly
distributed in [0, 1], then it expects δ → 0 as k → ∞. Every
finite UGD sampling S of Un partitions Un into finitely many
disjoint sets σ1, · · · , σm such that their measures’ sum is equal
to the measure of Un. Let µ(σi) denote the measure of σi
for 1 ≤ i ≤ m, set σ := max
1≤i≤m
µ(σi). Given a Gaussian
distribution with density function p(x), and a continuous
function f : Rn 7→ Rn, then
lim
δ→0,σ→0
∑
ωkjf(Xkj) =
∫
f(x)p(x)dx (47)
if the right hand’s integral exists, where Xkj are sampled by
GUS. Intuitively, δ → 0 means the probability measure set
is well partitioned, which are presented by the importance
function and S=(dk). Such partition could be seen at the
radial direction. The composed sets of radial partition could
be further partitioned on the spherical direction, which are
symmetrically refined by the samples on the ellipsoids S=(dk).
Then the formula (47) immediately follows by the means of
Lebesgue-Stieltjes integration. This is the theoretical founda-
tion of GUS. It implies the approximation can be as accurate
as possible if there are adequate samples taken in such manner.
Another important feature of GUS is that the computational
complexity of GUS can be controlled in some acceptable
levels. The main computations are related to (35) for rks, the
Cholesky matrix decomposition
√
PX of PX , the weights by
(40) and the stretch scalar β by (46). However, each computing
step for rk can be efficiently carried out by some numerical
methods. Moreover, weight and stretch scalar computing are
real arithmetic. These mean that the GUS sampling can be
quickly done once it has a careful selection of the number
N . For the sake of efficiency, it often requires N being some
polynomial-size of the dimension n. Under this requirement,
the GUS could be implemented in polynomial time. In the next
section, through a target tracking problem, the GUS achieves
high accuracy and reliability with practical efficiency.
V. SIMULATION CASE STUDY
In this section, we report the simulation results by applying
the GUF to a target tracking problem derived from [66], which
was used as a benchmark problem in [4], [46] to validate the
performance of filters. This problem consider a typical air-
traffic control, wherein an aircraft executes maneuvering turn
9in a horizontal plane at a constant but unknown rate Ω. The
kinematics of the turning motion can be modeled by:
xk =

1
sin(Ω∆t)
Ω
0
cos(Ω∆t)− 1
Ω
0
0 cos(Ω∆t) 0 − sin(Ω∆t) 0
0
1− cos(Ω∆t)
Ω
1
sin(Ω∆t)
Ω
0
0 sin(Ω∆t) 0 cos(Ω∆t) 0
0 0 0 0 1

×xk−1 + vk−1 (48)
where xk = [xk, x˙k, yk, y˙k,Ω]T is the state of the aircraft; xk
and yk represent the positions, x˙k and y˙k are the velocities,
in two coordinates, at time k, respectively; Ω is the unknown
turn rate; ∆t is time interval between two consecutive mea-
surements; vk−1 is the Gaussian white process noise with its
mean zero and covariance Qk−1 = diag[q1M q1M q2],
where
M =
 ∆t
3
3
∆t2
2
∆t2
2
∆t

and the scalar parameters q1 and q2 are related to process noise
intensities. The measurements are the range r from the origin
of the plane, where a radar is equipped, to the location of
aircraft, and the bearing, θ. Correspondingly, the measurement
equation is (
rk
θk
)
=
 √x2k + y2k
tan−1(
yk
xk
)
+wk (49)
where wk is the Gaussian white measurement noise with mean
zeros and covariance Rk = diag[σr σθ].
To evaluate various nonlinear filter performances, we em-
ploy the root mean square error (RMSE) of the position,
velocity and turn rate. For a general and fair comparison,
50 independent Monte Carlo runs are taken in each filtering
process. The RMSE in position at time k is defined by
RMSE-Position(k) =
√√√√ 1
N
N∑
i=1
[(xik − x¯ik)2 + (yik − y¯ik)2] (50)
where (xik, y
i
k) and (x¯
i
k, y¯
i
k) are the true and estimated posi-
tions at the i-th Monte Carlo run at time k. Similarly to the
RMSE in position, we may also define the RMSE
RMSE-Velocity(k) =
√√√√ 1
N
N∑
i=1
[(x˙ik − ¯˙xik)2 + (y˙ik − ¯˙yik)2] (51)
in velocity and the RMSE
RMSE-Turn Rate(k) =
√√√√ 1
N
N∑
i=1
(Ωik − Ω¯ik)2 (52)
in turn rate.
Note that, all filtering algorithms were coded with MATLAB
(2010a version) and ran on a computer platform with Intel(R)
Core(TM) i3-2100 CPU @ 3.10 GHz and RAM 2.00 GB.
(a) Position
(b) Velocity
(c) Turn Rate
Fig. 4: The performances of UKF and GUKF
Scenario 1: For brevity, the UKF adopting the resampling
process like CKF under Gaussian assumption is called Gaus-
sian UKF (GUKF). In section II, we noted that under the
Gaussian assumption, the performance of GUKF should be
better than the original UKF. In the following, we use the
above target tracking problem to exemplify this view. The data
are:
κ = 1,
Ω = −3◦s−1
∆t = 1s
q1 = 1m2s−3 (53)
q2 = 1.75× 10−3s−3
10
σr = 1000m2
σθ = 100mrad2
where κ in the parameter in (15). At the time k = 0, the
estimation of state x0|0 and covariance P0|0 are chosen equally
to the initial value
x0 = [1000m, 300ms−1, 1000m, 0ms−1,−3◦s−1]T
and
P0 = diag[1000m2, 10m2/s2, 100m2, 10m2/s2, 100mrad2/s2]
respectively. The yk+1 in (8) is generated by a simulating
process. All the filters are initialized with the same condition
in each run. In each run, the simulation length is 200.
Fig.4 shows the performances of UKF and GUKF under
different parameters κ. GUKF has better accuracy than UKF.
Scenario 2: To test the general performance of GUF, we
execute it with different choices of the parameter N and the
reference sampling. The parameter N roughly determines the
distribution of important values dk and so the weighting values∑
j ωk,j for k ≤ N . Together with the number Nk of samples
X ∗k,j , each weighting value ωk,j is fully determined. Under
these conditions, the parameter β can be computed by (46),
and thus the samples are figured out.
In this scenario, all systematic parameters are as same as in
Scenario 1, including (53) and the initial values. Once the N
is fixed, we make use of uniformly distributed numbers
dk =
k
N + 1
, k = 1, 2, · · · , N (54)
Then we apply dk to (35) to get rk and the corresponding
normalized weights. Here, we adopt (29) to choose same
amounts Nk of samples for each rk. For brevity, let Θn
stand for the sign change operators and Φn denote the set
of all permutation operators on the coordinates of an n-
dimension vector. We carry out four GUF, denoted by GUFi
for 1 ≤ i ≤ 4, over the following parameters:
In GUF1, N = 1, the reference sampling is
Sk = {φ ◦ θ(S)|S = (1, 0, 0, 0, 0), φ ∈ Φ5, θ ∈ Θ5} (55)
and hence Nk = |Sk| = 10 for k = 1, 2, 3. There are totally
10 samples in each sampling.
In GUF2, N = 2, the reference sampling is
Sk = {φ ◦ θ(S)|S = (1, 1, 0, 0, 0), φ ∈ Φ5, θ ∈ Θ5} (56)
and hence Nk = |Sk| = 50 for k = 1, 2, 3. There are totally
100 samples in each sampling.
In GUF3, N = 7, the reference sampling is
Sk = {φ ◦ θ(S)|S = (1, 1, 1, 0, 0), φ ∈ Φ5, θ ∈ Θ5} (57)
and hence Nk = |Sk| = 130 for k = 1, 2, 3. There are totally
910 samples in each sampling.
In GUF4, N = 9, the reference sampling is
Sk = {φ ◦ θ(S)|S = (1, 1, 1, 1, 0), φ ∈ Φ5, θ ∈ Θ5} (58)
and hence Nk = |Sk| = 210 for k = 1, 2, 3. There are totally
1890 samples in each sampling.
(a) Position
(b) Velocity
(c) Turn Rate
Fig. 5: The GUFs with different choices of sample
Fig.5 demonstrates the performances of these four GUF
implementations. Roughly, the accuracy of GUF increases with
the number of samples. This is a nature of unscented method.
As seen in GUF, the dks are sampled by this method. Anyway,
the average error is quite stable in terms of RSME. This is due
to the special distribution of samples derived from reference
samples.
Scenario 3: To demonstrate the supremacy of GUF at some
aspect over the existing filters, we ran following nonlinear
filters: the GUKF, the three degrees CKF (CKF3) [4], the
three degrees CKF (CKF5) [46], the quadrature GHF (GHQF)
[49] and the GUF, with the same system parameters as in
Scenario 1, including (53) and the initial values. Note that,
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(a) Position
(b) Velocity
(c) Turn Rate
Fig. 6: The comparison of nonlinear Kalman filters: GUKF,
CKF3, CKF5, GHQF, GUF
the systematic data here used is the same as the data for PF
in [46], under which PF need much time and a large number
of samples to achieve similar accuracy to CKF3 or CKF5. As
it was already studied in such a way, we skip repeating PF in
the comparison.
Here, we select GUKF instead of UKF, since it has better
accuracy, as seen in Scenario 2. The GUKF using the referred
value κ = 3 − n by [36] was found often halt its operation
due to the indefinity of covariances in highly nonlinear and
uncertain systems when 1 ≤ κ ≤ 10, the GUKF here can
achieve a good performance. As these performances are quite
close to each other, without loss of generality, we pick κ = 1
(a) Position
(b) Velocity
(c) Turn Rate
Fig. 7: The performances of nonlinear Kalman filter GUKF,
CKF3, CKF5, GHQF and GUF, when the Gaussian nature of
the problem is explicitly violated
in the comparison study. For a similar reason, in GUF, we
pick N = 2 and the reference samples specified by (55). For
GUKF, CKF3, CKF5, GHQF and GUF, the numbers of the
sample are summarized in the second row of Table I. In this
table, it reports the computation durations in the third row for
each filter, including the RSME graph plots showed by Fig.6.
From the time consuming, we can see that GUF can maintain
acceptable efficiency.
Fig. 6 depicts the performances of these filters. As can
be seen in [46], our simulation also showed that CKF5 and
GHQF maintain an indiscernibly comparable performance to
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TABLE I: The Numbers of Sample
GUKF CKF3 CKF5 GHQF GUF
Samp.No. 11 10 51 243 20
Run-Time 2.5395 2.5330 7.3599 35.0053 4.5268
each other. Besides, GUKF with κ = 1 also maintains an
indiscernibly relative performance to them. However, their
RSMEs fluctuate greatly in a wider range than GUF. This
confirms that GUF can have better computational stability than
existing methods at reasonable computational complexity.
Scenario 4: To test the robustness of the GUF, we extend the
previous target tracking problem to the case when the Gaussian
nature of the problem is explicitly violated as follows. Let the
measurement noise wk follow a Gaussian mixture
wk ∼ 0.5N (0, R1) + 0.5N (0, R2) with (59)
R1 =
(
1000 m2 150 m2rad
150 m2rad 100 m rad2
)
(60)
R1 =
(
50 m2 100 m2rad
100 m2rad 1000 m rad2
)
(61)
This setup is taken from [46], which is similar to a setup in
[4]. Other systematic parameters are set as the same as before.
In this scenario, we took N = 5 and the reference samples
specified by (55) for GUF. The RSMEs for different filters
are shown in Fig.7. Again, the GUF outperforms other filters
roughly in the accuracy and computational stability. It has
almost same number of samples as the corresponding number
in CKF5, which is much less than the corresponding number
in GHQF. So its computational complexity is also acceptable.
The simulation results exemplify our initial motivation of
the GUF that avoid negative weights and improve accu-
racy by increasing samples with reasonable computational
costs. Moreover, this indicates that for the sake of accuracy,
efficiency and stability, the GUF is a good candidate for
nonlinear Kalman filters, especially for the systems of higher
dimensions, acute nonlinearity and high degrees of uncertainty.
VI. CONCLUSION
In this article, we have proposed a new nonlinear Kalman
filter called geometric unscented filter and illustrated this
filtering under the Gaussian assumption. Note that, the GUF
is a general framework for nonlinear systems. The Gaussian
assumption is used in the article only for the sake of easy
understanding. Anyway, the GUF is inspired by PF, UKF and
CKF in terms of sampling and filtering. As for sampling,
it makes use of the idea of importance sampling in PF,
the moments matching in UKF and the massive, symmetric
sampling in CKF. Using moments matching captures the
main characters, e.g. mean and covariance, of a probability
distribution. With the massive, symmetric sampling and the IF
derived from PF together, instead of the higher-order moments
matching in UKF and CKF, it improves the accuracy at a
reasonable computational cost. As to the filtering, it adopts the
famous Kalman filtering, which is also the filtering framework
of UKF and CKF, to obtain the optimal estimation to the
least square errors. It could also be seen as a simplified PF
with the special resampling strategy, namely the GUS to avoid
the dimension curse in PF. Summarily, the GUF is a scalable
and semi-deterministic sampling method as a selective mixture
of PF, CKF and UKF, drawing advantage of them such as
the positive probability weights of PF, the crucial probability
information (mean and covariance) catching in UKF and the
efficient sampling of CKF.
APPENDIX
COMPUTING THE COEFFICIENT Hn(B) IN IV-C
In this appendix, we provide the computation of the co-
efficient Hn(B) in IV-C. To this end, we need to introduce
some notations and notions as follows. Let Θ stand for the
sign change operators and Φ denote the set of all permutation
operators on the coordinates of an n-dimension vector. By the
choice of UGD samples on Un, if S ∈ Un then φ◦θ(S) ∈ Un
for any φ ∈ Φ and θ ∈ Θ.
Given a UGD S of Un, a basis of S is a subset B ⊆ S
satisfying (1) for any two vectors S1 6= S2 ∈ B, called bases
of S, S1 6= φ ◦ θ(S2) for any φ ∈ Φ and θ ∈ Θ, and (2) for
any S ∈ S, there are S ′ ∈ B, φ ∈ Φ and θ ∈ Θ such that
S ′ = φ ◦ θ(S).
The UGDs of Un have a nice outer (tensor) product form
in what follows. Given a base b from a basis B of a UGD S
on Un, in the set G(b) := {φ ◦ θ(b) | φ ∈ Φ, θ ∈ Θ} there
must be a member x(x1, x2, · · · , xn)T ∈ G(x) such that
x1 = x2 = · · · = xa1 ≥ xa1+1 = xa1+2 = · · · = xa1+a2
≥ · · · (62)
≥ xµ+1 = xµ+2 = · · · = xµ+aM
≥ 0
where µ =
∑M−1
i=1 ai,
∑M
i=1 ai = n, and 1 ≤ ai ≤ n
for all i. Such x is called generator. Moreover, it is evident
G(b) = G(x). This allows us to choose a basis consisting of
generators. Such basis is called standard basis.
It is clear that the standard basis is chosen in the first
quadrant of n-dimension Cartesian coordinate system.Then the
quantity N(x) of nonzero entries of x is:
N(x) =
n∑
i=1
sgn(xi) (63)
where sgn(·) is the sign function.
Let Υ := {φ ◦ θ | φ ∈ Φ & θ ∈ Θ} and define Υ(x) :=
{τ(x) | τ ∈ Υ}. If all the inequalities in formula (62) are
strict, then Υ(x) has 2N(x)
n!∏M
j=1 ai!
many members.
For brevity, let Θn stand for the sign changing operators on
the coordinates of an n-dimension vector. For a θ ∈ Θn, θ is
defined by θ = (θ1, θ2, · · · , θn) with θi = ±1 such that θ(x) =
(θ1x1, θ2x2, · · · , θnxn)T . And let Θn(x) := {θ(x) | θ ∈ Θn}
be the images of x under the operators of Θn. Similarly, let Φn
denote the set of all permutation operators on n objects and
Φn(x) := {φ(x) | φ ∈ Φn}, correspondingly, define Υn :=
{φ ◦ θ | φ ∈ Φn & θ ∈ Θn} and Υn(x). In the following, we
present the sums of outer products for the sets Θn(x),Φn(x),
and Υn(x) with different sorts of x.
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Lemma 1. Take x = (x1, x2, · · · , xn)T ∈ Rn. If for all 1 ≤
i ≤ n, xi 6= 0, then
∑
y∈Θn(x)
yyT = 2n

x21
x22
. . .
x2n
 (64)
Proof. We show this result by induction. For n = 1, x =
(x1)
T , then the left side of the equation (64) is∑
y∈Θ1(x)
yyT = x1 ∗ x1 + (−x1) ∗ (−x1) = 21x21
and so the (64) is true.
Assume that for n = k, for any x = (x1, x2, · · · , xk)T
without zero entries, the equation (64) is true, that is
∑
y∈Θk(x)
yyT = 2k

x21
x22
. . .
x2k
 (65)
For n = k + 1, take a x = [x1, x2, · · · , xk, xk+1]T without
zero entries. For a succinct depiction, let x = [σT , xk+1]T
and σ = [x1, x2, · · · , xk]T . Then
∑
y∈Θk+1(x)
yyT could be
computed as following∑
y∈Θk+1(x)
yyT =
∑
y∈Θk(σ)
{
[yT , xk+1]
T [yT , xk+1]
+ [yT ,−xk+1]T [yT ,−xk+1]
}
=
∑
y∈Θk(σ)
{[
yyT yxk+1
xk+1y
T x2k+1
]
+
[
yyT −yxk+1
−xk+1yT x2k+1
]}
=
∑
y∈Θk(σ)
2
[
yyT
x2k+1
]
= 2
[ ∑
y∈Θk(σ)
yyT
2kx2k+1
]
(66)
Using the assumption (65), the equality (66) is transformed
into
∑
y∈Θk+1(x)
yyT = 2k+1

x21
x22
. . .
x2k+1

This completes the proof of the Lemma 1.
If the vector x contains some zero entries, then the sign
changes on zero entries make no sense. In such a case, the
size of set Θn(x) is reduced. Correspondingly, the coefficient
of the diagonal matrix of formula (64) is reduced. Generally,
we have the following result.
Lemma 2. Let x = (x1, x2, · · · , xn)T ∈ Rn, then
∑
y∈Θn(x)
yyT = 2N(x)

x21
x22
. . .
x2n
 (67)
Additionally, we put the permutation operators into consid-
eration of the sum of outer products. That is, consider the
sum
∑
y∈Υn(x) yy
T for x = (x1, x2, · · · , xn)T ∈ Rn. Firstly,
Υn(x) should have some SB. Furthermore, such SB can be
consisted of one base. Without loss of generality, assume that
x is a generator of Υn(x).
Thorem 1. If x = (x1, x2, · · · , xn)T ∈ Rn is a generator,
then it has ∑
y∈Υn(x)
yyT = Hn(x)En (68)
Hn(x) = 2
N(x) (n− 1)!∏M
j=1 aj !
M∑
i=1
x2tiai (69)
where ti =
∑i
j=1 aj , En is the n-dimensional identity matrix.
Proof. For a permutation operator φ ∈ Φn on vector x,
let φ(x) = (φ(x)1, φ(x)2, · · · , φ(x)n)T be the image, where
φ(x)k stands for the k-th element of vector φ(x). Then∑
y∈Υn(x)
yyT =
∑
z∈Φn(x)
∑
y∈Θn(z)
yyT =
∑
z∈Φn(x)
2N(z)

z21
z22
. . .
z2n
 (70)
Note that, N(x) = N(τ(x)) for any τ ∈ Υn. Meanwhile, for
ti =
∑i
j=1 aj , i = 1, 2, · · · ,M , the set {z | z1 = xti & z ∈
Φn(x)} has (n− 1)!ai∏M
j=1 aj !
many members. Thus the (70) can be
computed as following∑
y∈Υn(x)
yyT
= 2N(x)
∑
z∈Θn(x)

z21
z22
. . .
z2n
 (71)
= 2N(x)
M∑
i=1
(n− 1)!ai∏M
j=1 aj !
x2tiEn
= 2N(x)
(n− 1)!∏M
j=1 aj !
M∑
i=1
x2tiaiEn
= Hn(x)En (72)
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