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non-parameterized nonlinear permutation polynomials via a recent
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1. Introduction
Let Fq denote the ﬁnite ﬁeld of q elements. A polynomial over Fq is called a permutation polyno-
mial if its evaluation on the ﬁeld induces a permutation of Fq . Since any function from a ﬁeld Fq to
itself can be expressed as a polynomial over the ﬁeld [11], in words of function mapping, permuta-
tion polynomials over Fq are exactly all one-to-one functions from Fq to itself. A polynomial of the
form
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n−1∑
i=0
αi x
qi
and with coeﬃcients in an extension of Fq , Fqn , is called a linearized polynomial or more precisely a
q-polynomial over the extension ﬁeld since it induces an Fq-linear mapping from the extension ﬁeld
to itself. It is easily seen that a linearized polynomial over Fqn is a permutation polynomial if and
only if its only root in Fqn is zero. Permutation polynomials have applications in coding theory, cryp-
tography, combinatorial design theory, and many other areas of mathematics and engineering, and
have been studied for many years. For properties and some applications of permutation polynomials
and linearized polynomials, please see, for instance, [11].
In recent years, there has been signiﬁcant progress in ﬁnding new permutation polynomials [1–10,
12–16]. Recently, Ding et al. [6] and Yuan [15] gave some linearized and nonlinearized permutation
polynomials. They concentrated on the extension ﬁeld of degree 3 of a ﬁeld of characteristic 3, we
review brieﬂy their work below. The linearized permutation polynomials they constructed are param-
eterized by an element b of Fq3 = F33m as:
Lb(x) = α0(b)x+ α1(b)xq + α2(b)xq2 ∈ Fq3 [x], (1.1)
where each αi(b) is a linearized polynomial in b with coeﬃcients in F3. For any ﬁxed b, it is well
known that the q-polynomial Lb(x) is a permutation of Fq3 if and only if its associated matrix
⎛
⎜⎝
α0(b) α2(b)q α1(b)q
2
α1(b) α0(b)q α2(b)q
2
α2(b) α1(b)q α0(b)q
2
⎞
⎟⎠ (1.2)
is invertible, and the determinant of this matrix is given as a succinct expression [6]. For several
tuples of linearized polynomials αi(b), Ding et al. and Yuan proved the expression is nonzero for
any nonzero b and hence they obtained several parameterized linearized permutation polynomials
over F33m .
In this paper, we are inspired by the research of [6,15] and present systematic methods for gen-
erating linearized permutation polynomials for an arbitrary extension of a ﬁnite ﬁeld. Let Fq be the
ground ﬁeld, b ∈ Fqn , αi(b) be a linearized polynomial in b with coeﬃcients in Fq , and
Lb(x) = α0(b)x+ α1(b)xq + · · · + αn−1(b)xqn−1 ∈ Fqn [x]. (1.3)
To let the linearized polynomial Lb(x) be a permutation of Fqn , instead of testing the invertibility of
some matrix, one of our methods is to consider a composition of Lb(x) and another linearized polyno-
mial Lk(x) with coeﬃcients in Fq (let k denote the vector of coeﬃcients), and make the composition
to be a permutation polynomial. It is obvious that Lk(Lb(x)) is a linearized polynomial, and its associ-
ated matrix can be determined by the vector k and the associated matrix of Lb(x). We let the former
associated matrix be some speciﬁc form so that Lk(Lb(x)) = L1(b)L2(x) for two linearized polynomials
L1(x) and L2(x). If both L1(x) and L2(x) are permutation polynomials, then clearly also is Lb(x). This
method will be presented in Section 2.
The second method we construct linearized permutation polynomials is by diagonalization of ma-
trices. For the linearized polynomial Lb(x) in (1.3), write Lb(x) as
Lb(x) =
(
b,bq, . . . ,bq
n−1)
A
(
x, xq, . . . , xq
n−1)T
for some matrix A, we show that if A = U diag(λ0, . . . , λn−1)U T for some invertible circulant matrix
U and vector (λ0, . . . , λn−1) with gcd(λ0 + λ1x + · · · + λn−1xn−1, xn − 1) = 1, then Lb(x) is a permu-
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the parameterized polynomial Lb(x) into a non-parameterized one. This method will be presented in
Section 3.
In the case that the size of the ground ﬁeld satisﬁes q ≡ 3 (mod 4) and the extension degree
n is odd, the parameterized linearized permutation polynomials constructed by our methods can be
used to derive non-parameterized nonlinear permutation polynomials via a recent result of Ding et al.
([6, Theorem 2.7] and Lemma 4.1 cited in Section 4). It involves discrete derivatives of Dembowski–
Ostrom polynomials and planar functions. For the constructions of linearized examples, there is no
requirement on q and n.
In this paper we also present some examples of linearized and nonlinearized permutation poly-
nomials. The involved Dembowski–Ostrom planar functions are also given, although they may not
be new. Two examples of linearized permutation polynomials which are not discrete derivatives of
Dembowski–Ostrom polynomials are given in Section 2.
2. The ﬁrst method: composition and factoring
Consider a linearized polynomial over Fqn of the form (1.3), where b ∈ Fqn and αi(b) is a linearized
polynomial in b with coeﬃcients in Fq . Write each αi(b) as a linear combination of b,bq, . . . ,bn−1
and form a matrix A with the combination coeﬃcients as its entries, then Lb(x) is expressed as
Lb(x) = L(b, x), where L(y, x) is a bilinear form deﬁned by
L(y, x) = (y, yq, . . . , yqn−1)A(x, xq, . . . , xqn−1)T = y˜ Ax˜T , (2.1)
where y˜ = (y, yq, . . . , yqn−1) and x˜ = (x, xq, . . . , xqn−1 ).
Let k = (k0,k1, . . . ,kn−1) be a vector over Fqn ,
Lk(x) =
n−1∑
i=0
kix
qi−1 ,
and
P =
⎛
⎜⎜⎜⎜⎝
0 0 0 · · · 1
1 0 0 · · · 0
0 1 0 · · · 0
· · ·
0 0 · · · 1 0
⎞
⎟⎟⎟⎟⎠ . (2.2)
Lemma 2.1.
Lk
(
Lb(x)
)= n−1∑
i=0
ki Lb(x)
qi−1 = b˜Bx˜T ,
where
B = k0A + k1P AP T + · · · + kn−1Pn−1A
(
Pn−1
)T
(2.3)
and T denotes the transpose of matrices.
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Lb(x) =
(
b,bq, . . . ,bq
n−1)
A
(
x, xq, . . . , xq
n−1)T
and the entries of A belong to Fq , one has
Lb(x)
q = (b,bq, . . . ,bqn−1)P AP T (x, xq, . . . , xqn−1)T ,
· · · ,
Lb(x)
qn−1 = (b,bq, . . . ,bqn−1)Pn−1AP T (n−1)(x, xq, . . . , xqn−1)T .
The claim is then clear. 
We restrict k to be a vector over Fq so that B is a matrix over Fq . If B is of rank 1, then it can be
written as B = uT v for two row vectors u and v over Fq , and
Lk
(
Lb(x)
)= b˜uT vx˜T = L1(b)L2(x),
where L1(x) = x˜uT and L2(x) = vx˜T are two linearized polynomials with deterministic (not parame-
terized) coeﬃcients in Fq . If L1(x) and L2(x) are both permutation polynomials, then Lb(x) is clearly
a permutation polynomial for all nonzero b.
The following well-known lemma will be repeatedly used in this paper. It appears as an exercise
in [11], here for the convenience of the reader, we restate it and provide a proof.
Lemma2.2. (See [11].) Let v = (v0, . . . , vn−1) ∈ Fnq . The polynomial L2(x) = vx˜T is a permutation polynomial
of Fqn if and only if gcd(
∑n−1
i=0 vixi, xn − 1) = 1.
Proof. L2(x) = vx˜T is a permutation polynomial of Fqn if and only if the circulant matrix
⎛
⎜⎜⎝
v0 vn−1 · · · v1
v1 v0 · · · v2
· · ·
vn−1 vn−2 · · · v0
⎞
⎟⎟⎠
is invertible. Since the determinant of this matrix is
∏n
j=1
∏n−1
i=0 viξ ij where ξ1, ξ2, . . . , ξn are the
all distinct n-th roots of unity in an extension of Fq , the above matrix is invertible if and only if
gcd(
∑n−1
i=0 vixi, xn − 1) = 1. 
Lemma 2.2 gives us a criterion to test whether L2(x) is a permutation polynomial by simply com-
puting the greatest common divisor of polynomials. Similarly, we can determine whether L1(x) is
a permutation polynomial or not. However, the disadvantage of this lemma is that it can only deter-
mine the permutability of polynomials with coeﬃcients in Fq , it cannot determine the permutability
of parameterized polynomials of the form (1.3).
Proposition 2.3. If gcd(
∑n−1
i=0 kixi, xn − 1) = 1, then:
(i) For any matrix B, there exists a unique matrix A such that the linear system (2.3) holds.
(ii) For any symmetric matrix B, there exists a unique symmetric matrix A such that the linear system (2.3)
holds.
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where Ai = (a0,i,a1,i+1, . . . ,an−1,i+n−1) using subscripts modulo n. Then the corresponding n2-
dimensional column vector for P AP T is (A0P T , A1P T , . . . , An−1P T )T and that for P i A(P i)T is
(A0(P i)T , . . . , An−1(P i)T )T . Similarly, write all n2 entries of B as an n2-dimensional column vector
(B0, B1, . . . , Bn−1)T . Then the equality (2.3) becomes
(
A0
(
n−1∑
i=0
ki P
i
)T
, . . . , An−1
(
n−1∑
i=0
ki P
i
)T)
= (B0, B1, . . . , Bn−1).
If gcd(
∑n−1
i=0 kixi, xn−1) = 1, then
∑n−1
i=0 ki P i , the circulant matrix with the ﬁrst column (k0, . . . ,kn−1),
is invertible by Lemma 2.2, so claim (i) holds.
When B is symmetric, then for any 1  j < n, BTn− j = P j BTj . The latter means
∑n−1
i=0 ki P i ATn− j =
P j
∑n−1
i=0 ki P i ATj . Since
∑n−1
i=0 ki P i is invertible, so ATn− j = P j ATj for any 1 j < n, and A is symmet-
ric. 
By the above analysis, our ﬁrst method for constructing linearized permutation polynomials works
as follows. First we choose three vectors over Fq , (u0, . . . ,un−1), (v0, . . . , vn−1) and k = (k0, . . . ,kn−1),
such that
gcd
(
n−1∑
i=0
uix
i, xn − 1
)
= gcd
(
n−1∑
i=0
vix
i, xn − 1
)
= gcd
(
n−1∑
i=0
kix
i, xn − 1
)
= 1.
Let B = uT v . Since all entries of B are linear combinations of the entries of A, solving the correspond-
ing linear system (2.3), by Proposition 2.3(i), we can ﬁnd a matrix A. The polynomial Lb(x) = L(b, x),
where L(y, x) is deﬁned by A in (2.1), will be a permutation polynomial over Fqn .
If A is a symmetric matrix, by Lemma 2.1, then B is also symmetric. Since B = uT v , this means
uT v = vT u and hence, u and v differ by a scale in Fq . We ignore this scale. Thus, we can ob-
tain linearized permutation polynomials with symmetric A as follows. First we choose two vec-
tors (u0, . . . ,un−1) and k = (k0, . . . ,kn−1) over Fq such that gcd(∑n−1i=0 uixi, xn − 1) = gcd(∑n−1i=0 kixi,
xn − 1) = 1. Let B = uT u and solve the linear system (2.3) on the n(n + 1)/2 entries of A, by Proposi-
tion 2.3(ii), we can ﬁnd the symmetric matrix A.
Obviously, if b˜Ax˜T is a permutation polynomial for every nonzero b, then b˜ AT x˜T is also a permu-
tation polynomial for every nonzero b.
To illustrate how the method works, we let n = 3 and show the following example. Let
Lb(x) =
(
a00b + a01bq + a02bq2
)
x+ (a10b + a11bq + a12bq2)xq + (a20b + a21bq + a22bq2)xq2 .
Then
k0Lb(x) + k1Lb(x)q + k2Lb(x)q2 =
(
b,bq,bq
2)
B
(
x, xq, xq
2)T
,
where
B =
⎛
⎝k0a00 + k1a22 + k2a11 k0a01 + k1a20 + k2a12 k0a02 + k1a21 + k2a10k0a10 + k1a02 + k2a21 k0a11 + k1a00 + k2a22 k0a12 + k1a01 + k2a20
k0a20 + k1a12 + k2a01 k0a21 + k1a10 + k2a02 k0a22 + k1a11 + k2a00
⎞
⎠ .
Below we give two examples with non-symmetric A and B:
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(i) Let u = (1,0,0), v = 2(1,−1,−1), and k = (−1,1,1). Then
A = (aij) =
⎛
⎝ 0 0 0−1 1 −1
−1 −1 1
⎞
⎠ ,
so that
(−bq − bq2)x+ (bq − bq2)xq + (−bq + bq2)xq2
and
(−b + bq − bq2)xq + (−b − bq + bq2)xq2
are permutation polynomials of Fq3 .
(ii) Let u = (−1,1,1), v = (1,−1,−1), and k = (−1,1,1). Then
A = (aij) =
⎛
⎝ 0 0 11 −1 0
−1 1 0
⎞
⎠ ,
thus
(
bq − bq2)x+ (−bq + bq2)xq + bxq2
and
bq
2
x+ (b − bq)xq + (−b + bq)xq2
are permutation polynomials of Fq3 .
In Section 4, we will give some examples of permutation polynomials with symmetric matrices A
and B .
3. The second method: diagonalization
In this section, we present another method for obtaining parameterized linearized permutation
polynomials by using diagonalization of matrices by circulant matrices.
Proposition 3.1. Let A be an n × n matrix over Fqn , b ∈ Fqn , and
Lb(x) =
(
b,bq, . . . ,bq
n−1)
A
(
x, xq, . . . , xq
n−1)T
.
If there is an invertible circulant matrix U over Fq such that
U AU T = diag(λ0, . . . , λn−1)
and gcd(λ0 + λ1x + · · · + λn−1xn−1, xn − 1) = 1, λi ∈ Fq, then for every nonzero b, Lb(x) is a permutation
of Fqn .
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x = (x0, x1, . . . , xn−1)
(
θ, θq, . . . , θq
n−1)T
,
and Cx be the circulant matrix with the ﬁrst row (x0, x1, . . . , xn−1). Then
(
x, xq, . . . , xq
n−1)T = Cx(θ, θq, . . . , θqn−1)T .
Similarly, assume that
b = (b0,b1, . . . ,bn−1)
(
θ, θq, . . . , θq
n−1)T
,
and Cb is the circulant matrix with the ﬁrst row (b0,b1, . . . ,bn−1). Then
Lb(x) =
(
θ, θq, . . . , θq
n−1)
CTb ACx
(
θ, θq, . . . , θq
n−1)T
.
For any other normal basis of Fqn over Fq , {τ , τ q, . . . , τ qn−1 }, there is an invertible circulant ma-
trix U over Fq such that
(
θ, θq, . . . , θq
n−1)= (τ , τ q, . . . , τ qn−1)U .
Conversely, any invertible circulant matrix over Fq must change a normal basis to another. Changing
the basis, we have
Lb(x) =
(
τ , τ q, . . . , τ q
n−1)
UCTb ACxU
T (τ , τ q, . . . , τ qn−1)T .
Since any two circulant matrices are commutative, we have
Lb(x) =
(
τ , τ q, . . . , τ q
n−1)
CTb U AU
T Cx
(
τ , τ q, . . . , τ q
n−1)T
.
If U AU T happens to be a diagonal matrix, say diag(λ0, . . . , λn−1), then
Lb(x) =
(
τ , τ q, . . . , τ q
n−1)
CTb diag(λ0, . . . , λn−1)Cx
(
τ , τ q, . . . , τ q
n−1)T
.
Set
(
x′, x′q, . . . , x′q
n−1)T = Cx(τ , τ q, . . . , τ qn−1)T ,
and
(
b′,b′q, . . . ,b′q
n−1)= (τ , τ q, . . . , τ qn−1)T C Tb .
Then
Lb(x) =
n−1∑
i=0
λi
(
b′x′
)qi
.
By Lemma 2.2, this polynomial is a permutation if and only if gcd(λ0 + λ1x + · · · + λn−1xn−1,
xn − 1) = 1. 
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u = (u0, . . . ,un−1) and λ = (λ0, . . . , λn−1) over Fq satisfying the greatest common divisor condi-
tion gcd(
∑n−1
i=0 λi xi, xn − 1) = gcd(
∑n−1
i=0 uixi, xn − 1) = 1. Then set A = U−1 diag(λ0, . . . , λn−1)(U−1)T ,
where U is the circulant matrix with the ﬁrst row u. By Proposition 3.1, Lb(x) = b˜ Ax˜T is a permuta-
tion polynomial of Fqn for every nonzero b ∈ Fqn .
Example 3.2. Let q = pm with p = 2,3. Then gcd(1 + x2 + x3, x5 − 1) = gcd(1 + x − x2 − x3 +
x4, x5 − 1) = 1. Let (λ0, . . . , λ4) = (1,0,1,1,0) and U be the circulant matrix with the ﬁrst row
(1,1,−1,−1,1).
Λ =
⎛
⎜⎜⎜⎜⎝
1 0 1 1 0
0 1 0 1 1
1 0 1 0 1
1 1 0 1 0
0 1 1 0 1
⎞
⎟⎟⎟⎟⎠ , U =
⎛
⎜⎜⎜⎜⎝
1 1 −1 −1 1
1 1 1 −1 −1
−1 1 1 1 −1
−1 −1 1 1 1
1 −1 −1 1 1
⎞
⎟⎟⎟⎟⎠ .
Then one has Det(Λ) = 3 = 0,Det(U ) = 16 = 0 and thus both Λ and U are invertible. Deﬁne
A = U diag(1,0,1,1,0)U T =
⎛
⎜⎜⎜⎜⎝
3 1 −3 −3 1
1 3 −1 −1 −1
−3 −1 3 3 −1
−3 −1 3 3 −1
1 −1 −1 −1 3
⎞
⎟⎟⎟⎟⎠ .
Then for any nonzero element b ∈ Fq5 , the polynomial
Lb(x) =
(
3b + bq − 3bq2 − 3bq3 + bq4)x+ (b + 3bq − bq2 − bq3 − bq4)xq
+ (−3b − bq + 3bq2 + 3bq3 − bq4)xq2 + (−3b − bq + 3bq2 + 3bq3 − bq4)xq3
+ (b − bq − bq2 − bq3 + 3bq4)xq4
permutes Fq5 .
Comparison of the two methods: The matrix A obtained in the second method must be symmetric, and
this shows a difference of the two construction methods, namely, the second method gets permu-
tation polynomials of the form (2.1) with symmetric A, while the ﬁrst method can get ones with
symmetric or non-symmetric A. When parameterized linearized permutation polynomials are used to
derive nonlinearized permutation polynomials via the method stated in the next section, the associ-
ated matrix A requires to be symmetric.
4. Nonlinearized permutation polynomials and examples
In this section, we show that nonlinearized permutation polynomials can be obtained from the
parameterized linearized permutation polynomials constructed in the previous two sections, via con-
sidering discrete derivatives of some functions and applying a recent result of Ding et al. To this end,
the corresponding matrices A should be symmetric.
The discrete derivative of a polynomial f (x) over a ﬁnite ﬁeld at an element b is
Db f (x) = f (x+ b) − f (x) − f (b) + f (0).
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Permutation polynomials and planar functions over Fq3 , q ≡ 3 (mod 4).
(u,k) Lb(x), f (x) and g(x)
bx
(u(1),u(1)) x2
x
bx− bqxq + bq2 xq2
(u(1),u(2)) x2 − x2q + x2q2
x− xq + xq2
bx+ bq2 xq2
(u(1),u(3)) x2 + x2q2
x+ xq2
(b + bq)x+ (b + bq)xq
(u(2),u(1)) x2 + 2xq+1 + x2q
x+ 2x(q+q3)/2 + xq
(2b + bq + bq2 )x+ (b − bq2 )xq + (b − bq)xq2
(u(2),u(2)) x2 + xq+1 + x1+q2 − xq+q2
x+ x(q+q3)/2 + x(1+q2)/2 − x(q+q2+q3−1)/2
(2b + bq + bq2 )x+ (b + 2bq)xq + (b + bq2 )xq2
(u(2),u(3)) 2x2 + 2xq+1 + x2q + 2x1+q2 + x2q2
x+ 2x(q+q3)/2 + xq + 2x(1+q2)/2 + xq2
(b + bq − bq2 )x+ (b + bq − bq2 )xq + (−b − bq + bq2 )xq2
(u(3),u(1)) x2 + 2xq+1 + x2q − 2x1+q2 − 2xq+q2 + x2q2
x+ 2x(q+q3)/2 + xq − 2x(1+q2)/2 − 2x(q+q2+q3−1)/2 + xq2
(b + bq + bq2 )x+ (b + bq − 3bq2 )xq + (b − 3bq + bq2 )xq2
(u(3),u(2)) x2 + 2xq+1 + x2q − 6xq+q2 + 2x1+q2 + x2q2
x+ 2x(q+q3)/2 + xq − 6x(q3−1+q2)/2 + 2x(1+q2)/2 + xq2
bx+ (bq − bq2 )xq + (−bq + bq2 )xq2
(u(3),u(3)) x2 + x2q − 2xq+q2 + x2q2
x+ xq − 2x(q3−1+q2)/2 + xq2
A polynomial f : Fq → Fq is a planar function if its discrete derivative at any nonzero element b ∈ Fq
is a permutation polynomial of Fq . Recent advances on planar functions may be found in [5].
The Dembowski–Ostrom polynomial is a polynomial of the form
f (x) =
∑
0i, jn−1
aijx
qi+q j ∈ Fqn [x], aij = a ji, 0 i, j  n − 1. (4.1)
Its discrete derivative is
Db f (x) = Lb(x) =
(
b,bq, . . . ,bq
n−1)
A
(
x, xq, . . . , xq
n−1)T
(4.2)
for every b ∈ Fqn , where A is the symmetric matrix with the (i, j)-th and ( j, i)-th entries being aij .
Obviously, we know that the Dembowski–Ostrom polynomial f (x) in (4.1) is a planar function if
and only if the Lb(x) deﬁned in (4.2) is a permutation polynomial for any nonzero b.
The following lemma provides a method to transform a parameterized linearized permutation
polynomial Lb(x) in (4.2) (with symmetric A) to a nonlinearized permutation polynomial g(x), via
a bridge linking of the Dembowski–Ostrom planar function f (x) in (4.1).
Lemma 4.1. (See [6, Theorem 2.7].) Let q ≡ 3 (mod 4) be a prime power, and let g : Fq → Fq be a function such
that g(−x) = −g(x) for all x ∈ Fq. If f (x) = g(x2) is a planar function from Fq to Fq, then g is a permutation
polynomial of Fq.
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Permutation polynomials and planar functions over Fq3 , q ≡ 3 (mod 4).
(u, λ) Lb(x), f (x) and g(x)
bx
(u(1),u(1)) x2
x
bx+ bqxq
(u(1),u(2)) x2 + x2q
x+ xq
bx+ bqxq − bq2 xq2
(u(1),u(3)) x2 + x2q − x2q2
x+ xq − xq2
(b + bq2 )x+ (b + bq2 )xq2
(u(2),u(1)) x2 + 2xq2+1 + x2q2
x+ 2x(1+q2)/2 + xq2
(2b + bq + bq2 )x+ (b + bq)xq + (b + bq2 )xq2
(u(2),u(2)) 2x2 + 2xq+1 + 2x1+q2 + x2q + x2q2
2x+ 2x(q+q3)/2 + 2x(1+q2)/2 + xq + xq2
(2b + bq + bq2 )x+ (b − bq2 )xq + (b − bq)xq2
(u(2),u(3)) x2 + xq+1 + x1+q2 − xq+q2
x+ x(q+q3)/2 + x(1+q2)/2 − x(q+q2+q3−1)/2
(b − bq + bq2 )x+ (−b + bq − bq2 )xq + (b − bq + bq2 )xq2
(u(3),u(1)) x2 − 2xq+1 + x2q + 2x1+q2 − 2xq+q2 + x2q2
x− 2x(q+q3)/2 + xq + 2x(1+q2)/2 − 2x(q+q2+q3−1)/2 + xq2
bx+ (bq − bq2 )xq + (−bq + bq2 )xq2
(u(3),u(2)) x2 + x2q − 2xq+q2 + x2q2
x+ xq − 2x(q+q2+q3−1)/2 + xq2
(b + bq + bq2 )x+ (b + bq − 3bq2 )xq + (b − 3bq + bq2 )xq2
(u(3),u(3)) x2 + x2q + 2x1+q + 2x1+q2 − 6xq+q2 + x2q2
x+ xq + xq2 + 2x(q+q3)/2 + 2x(1+q2)/2 − 6x(q+q2+q3−1)/2
To use Lemma 4.1 to obtain nonlinearized permutation polynomials we assume q ≡ 3 (mod 4) and
n is odd. This requirement is in fact not needed for generating linearized permutation polynomials as
we have seen in Section 2.
We take two row vectors u and k over Fq such that gcd(
∑n−1
i=0 kixi, xn − 1) = gcd(
∑n−1
i=0 uixi,
xn − 1) = 1. Let B = uT u and solve the equation system (2.3), a symmetric matrix A is determined by
Proposition 2.3. We note that if u is replaced by one of its cyclic shifts, then B and A are changed into
matrices of the form (P i)T B P i and (P i)T AP i , and the resulted permutation polynomial is replaced by
its one image under the Frobenius map. A similar fact exists for cyclic shifts of k. On the other side, if
u or k is replaced by its one scale, the resulted permutation polynomial is replaced by a scale. So, we
only consider inequivalent u and inequivalent k in the sense that two vectors are equivalent if they
differ by a scale or are cyclicly shifted.
Example 4.2. Take n = 3 and apply the ﬁrst method. Assume q is a power of an odd prime p. We can
take u and k as any of (1,0,0), (1,1,0) or (1,1,−1). If p = 3, these three vectors are all inequivalent
three-dimensional vectors over F3 such that gcd(u0 + u1x + u2x2, x3 − 1) = 1. But for larger p or
larger n, there are many choices of u and k. We note that the number of polynomials over Fq which
is of degree less than n and prime with xn − 1 has been provided in [11].
Table 1 lists all nine tuples of Lb(x), f (x) and g(x) when u and k are taken as any of u(1) = (1,0,0),
u(2) = (1,1,0) or u(3) = (1,1,−1). Here q ≡ 3 (mod 4) and Lb(x), f (x) and g(x) are deﬁned in (4.2),
(4.1) and Lemma 4.1, respectively.
X. Cao, L. Hu / Finite Fields and Their Applications 17 (2011) 493–503 503Example 4.3. To illustrate how the second method works, we also take n = 3, an odd prime power q,
and take u and λ as any of (1,0,0), (1,1,0) or (1,1,−1). Let U be the circulant matrix with u as
its ﬁrst row and put A = U diag(λ0, λ1, λ2)U T . Table 2 lists also all nine tuples of Lb(x), f (x) and
g(x) when u and λ are taken as any of u(1) = (1,0,0), u(2) = (1,1,0) or u(3) = (1,1,−1). Here,
Lb(x) = (b,bq,bq2 )A(x, xq, xq2 )T and g(x) are permutation polynomials over Fq3 and f (x) is a planar
function.
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