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ABSTRACT 
The uncertainty theory of consumption suggests that an increase in income 
uncertainty has a negative impact on current consumption. This hypothesis is 
tested using Hong Kong aggregate data. Recent econometric techniques like the 
linear moment (LM) model and the autoregressive conditional heteroscedasticity 
(ARCH) model are used to estimate the variance of income in the sample period 
of 1973-1990. There is evidence that innovations in income uncertainty do 
contribute to the explanation of actual consumption by pulling the base 
projections of consumption closer to the actual consumption values and capturing 
the movements in the actual consumption. Furthermore, when the LM variance 
of income is entered as an explanatory variable in the consumption function, it 
is found that it has a negative and statistically significant coefficient. The resulting 
consumption function is robust to misspecification tests. Such empirical results 
show that income uncertainty is a factor other than income and lagged 
consumption influencing current consumption in the Hong Kong economy. 
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Hong Kong's economy always seems to be under uncertainty. Since it is 
only a small place, its economy mainly depends on other big countries. Moreover, 
there are some political issues adding to the uncertain environment of Hong 
Kong. For example, the relations with China, US, and even the relation between 
US and China give great uncertainty to Hong Kong's economy. Therefore it 
would be desirable to see if this uncertainty about the level of economic activity 
can be reasonably estimated and to include these estimates when forecasting the 
economic activity of Hong Kong. 
In this project, we focus on the impact of income uncertainty on 
consumption although similar analysis may apply to other economic factors. The 
theoretical workofLeland [1968], Sandmo [1970], Dreze and ModigHani [1972], 
and others suggested that an increase in uncertainty about future income 
(measured as variance) results in a reduction in current consumption expenditures 
under standard assumptions regarding risk preferences. Flacco and Parker [1990], 
using US data, have included an estimate of the standard deviation of income in 
a conventional specification of consumption function as in Blinder and Deaton 
[1985], and found that this measure of income uncertainty is indeed negatively 
related to consumption. 
The h^othesis we want to test in this project is that a change in the 
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income uncertainty will result in a change in current consumption in the opposite 
direction using Hong Kong data. 
We first specify an income equation by identifying factors affecting the 
income of Hong Kong. Then Antle's linear moment model [1983] and Engle's 
autoregressive conditional heteroscedasticity model [1982，1983] are used to 
estimate the income uncertainty, i.e. the variance of income. 
With the estimates of income uncertainty using the mentioned model, a 
Hong Kong consumption function is constructed which includes income 
uncertainty as an independent variable. In arriving at the consumption equation, 
our dissertation takes into consideration some recent developments in time series 
econometrics involving the regression of nonstationary data series. The 
cointegrating property of Hong Kong consumption and income is examined in this 
dissertation before the construction of a consumption equation. 
Finally, a specification test is done to see whether the inclusion of the 
uncertainty measure in consumption is appropriate and gives a better forecasting 
equation. 
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Organization of the report 
In Chapter n , we explain the methodology used in the project. This 
includes the explanation of two models, namely the linear moment (LM) model 
and the autoregressive conditional heteroscedasticity (ARCH) model, which can 
be used to derive the variance of income for testing the uncertainty hypothesis of 
consumption. 
Chapter m provides some preliminary evidence on the relevance of 
variance of income in aggregate consumption. We take a look at the time series 
properties of the data. The LM model is the tool used in this chapter to construct 
the variance of income estimates. Income is modeled as a logarithmic 4-quarter 
random walk with drift. The stationarity properties of the variables are inspected 
and the cointegration of the variables checked. Since the three variables 
(consumption, income and variance of income) are found to be cointegrated, a 
VAR system can be estimated with data in levels. A historical decomposition is 
then performed in order to give a feel of the role of income uncertainty in 
determining consumption. 
Chapter IV focuses on the variance of income. In the rest of the study, an 
income equation based on trade balance is used to derive the variance of income. 
In addition, both the LM model and the ARCH model are employed to estimate 
the variance of income. Apart from the estimation procedures, the income 
uncertainty measurements from the two models will be compared. 
Chapter V focuses on the consumption function. The consumption function 
comparable to past empirical studies is first constructed. The effect of income 
4 
uncertainty on consumption will be tested by adding the standard deviation of 
income into the consumption equation as an independent variable. The coefficient 
on the standard deviation of income in the consumption equation is found to be 
negative and statistically significant. This is formally tested by a specification test. 
Although the ARCH model gives estimates of income uncertainty more 
reflective of economic fluctuations, the explanatory power of the resulting 
estimates in the consumption function is relatively less. In Chapter V，we also 
discuss the results obtained using the ARCH variance. The results will be 
contrasted with those obtained using the LM estimates. 
In Chapter VI, we offer a brief conclusion of the study and some 




Theory of Consumption with Income Uncertainty 
This section outlines the theoretical model of consumption under 
uncertainty found in Leland [1968]，Sandmo [1970],Dreze and Modigliani [1972], 
Blanchard and Mankiw [1988], and Flacco and Parker [1990]. 
Development of the model is straightforward for two periods. Let Y” Cj 
and Si be income, consumption and saving in the first period, which satisfy the 
budget constraint Y! 二 C! + S” Let Y�and C � b e the income and consumption 
in the second period, and let r be the real interest rate. The consumption in the 
second period is given by C � = Y : + Si(l+r). Second period income, Y^, is 
stochastic with probability density fiinction and E(Y2)=m and Var(Y2) = o'^ . 
The consumers' problem is to maximize the expected utility of consumption in the 
two periods, E[u(Ci，C2)]，and hence to determine the optimal consumption in 
the first period. Since Si = Y^ + Cj, the objective function can be expressed as 
E[u(Ci，Y2+(Yi-Ci)(l+r)]， 
where u is a von Neumann-Morganstem utility function. 
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By differentiating E[u(Ci，Y2+(Yi-Ci)(l+r)] with respect to C” the 
necessary and sufficient conditions for an optimum level of consumption in the 
first period, C* are given by 
first order condition 
E[ui-(l+r)uj=0，and 
second order condition 
E[un-2(1 +r)Ui2+(l +r)^i22] <。， 
where Ui=3u/aCi，U2=3u/ac!. 
To examine the effect of income uncertainty on first period's consumption, 
we define a linear shift in the distribution of future income as Y^ 二 a+bY^， 
Var(Y2*) = b V and change the variance of income by changing b while holding the 
mean constant, i.e. dE(a+bY2) 二0 which implies da/db 二-/x. 
We substitute Y^ for Y* in the first and second order conditions and 
differentiate the first order condition with respect to b. Under the assumption 
that the consumers are risk averse and display decreasing temporal risk aversion, 
a{(ui2-(l+r)u22)/u2}/ aC2<0and then fixed C^ = (Yi-Ci)(l+r)+M, Sandmo [1970] 
shows that dC;/db<0. So an increase in the variance of future income will 
reduce current consumption. 
Intuitively, it means an increase in the level of uncertainty about future 
income causes customers to defer consumption, while a lower level of uncertainty 
about future income results in an increase in current consumption. 
‘ Under the assumptions that income follows a random walk (which is later 
found to be not very useful) with normally distributed errors and constant risk 
aversion, Blanchard and Mankiw [1988] consider the consumption over successive 
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periods implied by income uncertainty as 
Ct = SoWt + Y, - s y ，t=l”..，T 
where So=[l/(T-t+l)]，W, measures wealth, Y, is income and Si=[Y(T-t)/4], 
where y is the coefficient of absolute risk aversion and a is the standard deviation 
of income. 
Linear Moment Model 
Antle [1983] develops a flexible moment-based approach to provide a 
statistical methodology for estimating not only the mean of a stochastic variable 
as a function of independent variables, but also for specifying and estimating the 
variance, third moment, and higher moments as functions of independent 
variables. Estimators for the moment-based approach are developed within a 
conventional linear regression framework and are obtained by the generalized 
least squares (GLS) technique. 
A linear moment model (LMM) is specified with the moments to be linear 
functions of independent variables and is defined as follows. Y is the dependent 
variable, x�=(Xji”..，XjJ is a vector of independent variables. Sj is a random 
error. 
Yj = x^Pi j = 1,…凡 （2.1) 
t^ V = EiXp = 
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Higher moments of Yj are also functions of Xj. The ith moment function 
is 
=明 + > (2.2) 
E(y,p = 0, 7=1,...^ 
so that /Xj = XjSj for all i. The LMM contains a different parameter vector Sj for 
each moment function. A least squares regression of Yj on Xj produces a 
consistent estimate Sj of fi” 
A large-sample estimation algorithm for the may proceed as follows: 
1. Estimate the mean function (2.1) and compute the residuals ty 
2. Estimate the regression = XjEj + for all moments deemed relevant 
to the analysis to obtain consistent estimates of the 
3. Compute the feasible GLS estimators,色? 
Antle suggests one practical difficulty with this estimation procedure is that 
the estimated variances used in the GLS regressions may be negative. Although 
several other models are proposed to overcome the negative variance problem, 
Antle shows that standard nonlinear programming methods provide a means of 
consistently estimating the parameters of the even moments under the 
nonnegativity restriction. Details of the methods are given in his paper. 
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Autoregressive Conditional Heteroscedasticitv Model 
Traditional econometric models assume a constant one-period forecast 
variance. Engle, in his papers [1982, 1983], introduced the autoregressive 
conditional heteroscedasticity (ARCH) model which allowed the variance of a 
regression to change over time. The variance in one period was allowed to 
depend upon variables known from previous periods including the disturbances. 
The ARCH regression model 
The ARCH regression model is obtained by assuming that the mean of y^  
is given as x^S, a linear combination of lagged endogenous and exogenous 
variables included in the information set ilr^ .i with S a vector of unknown 
parameters. 
In the pth-order linear case, the specification and likelihood are given by 
yr丨中卜1姆M)， 
� = % + ajC^.i + ... + cc,卜p， 
8 = y -
t Yr (2.3) 
I = 
h = 一 臺 � / v 
The likelihood function can be maximized with respect to the unknown 
parameters oi and S. But Engle has suggested attractive methods for computing 
such an estimate. OLS estimator of fi is still consistent. However, if there are 
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lagged dependent variables in x^ , the standard errors will not be consistent. This 
problem can be solved using White's alternative form for the covaiiance matrix 
which would give a consistent estimate of the least-squares standard errors. 
Moreover, maximum-likelihood estimator is more efficient than OLS estimator. 
Procedures for maximizing this likelihood 
The procedure recommended by Engle is to initially estimate S by ordinary 
least squares, and obtain the residuals. From these residuals, an efficient estimate 
of QL can be constructed, and based upon these a estimates, efficient estimates of 
E are found. The iterations are calculated using the scoring algorithm. For the 
pth-order linear model, the scoring step for a is 
<x“i = a' + (z'z)-'z!f 
where 
2 2 i 
Zt = (1，�-1”..，�-p)/、， (2.4) 
力=(e^ 一 h;)/h!， 
f i 二 (/ivj/r)-
In these expressions, e^  is the residual from iteration i, hj is the estimated 
conditional variance and a' is the estimate of the vector of unknown parameters 
from iteration i. 
11 
For a given estimate of a, a scoring step can be computed to improve the 
estimate of beta. The scoring algorithm for S on the ith iteration is 
= + 尚 - 牧 （2-5) 
The R^ of the auxiliary regression can be used as the convergence criterion. 
There are restrictions on the admissible coefficients in a. To ensure the 
conditional variance be nonnegative, all the alpha parameters are restricted to be 
nonnegative. Second, to avoid infinite variance, the sum of the alphas should be 
less than unity. 
Because the ARCH model requires iterative procedures, it may be 
desirable to test whether it is appropriate before going to the effort to estimate 
it. Engle has suggested using the Lagrange multiplier test procedure for this. 
One simply takes the ordinary least squares residuals, I, and regresses 51 on an 
intercept and 之 h ， T h e sample size T times the R^ of this regression is 
distributed as chi square with p degrees of freedom if the null hypothesis of no 
ARCH effects is true. Thus, it is autocorrelation of the squared OLS residuals 
that may indicate the presence of the ARCH model. 
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Specification Tests 
Hausman [1978] presents a specification test which rests on one 
fundamental idea. Under the null hypothesis of no misspecification, there will 
exist a consistent, asymptotically normal and asymptotically efficient estimator. 
To construct a test of misspecification, it is necessary to find another estimator 
which is not adversely affected by the misspecification; but this estimator will not 
be asymptotically efficient under the null hypothesis. A consideration of the 
difference between the two estimates, q = - &o where 6 � i s the efficient 
estimate under Ho and ‘ is a consistent estimator under H” will then lead to a 
specification test. If no misspecification is present, the probability limit of q is 
zero. 
A simplification of the test is to include an instrument variable for the 
variable being tested in the right-hand-side of the equation and then test the 
significance of this instrument variable. A significant result concludes there is a 
misspecification of the original equation. 
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CHAPTER m 
SOME EVIDENCE ON THE RELEVANCE OF VARIANCE OF INCOME 
This chapter aims at providing some preliminary evidence on the relevance 
of the variance of income in aggregate consumption. The analysis begins with an 
examination of the time series properties of the variables involved. Subsequently, 
the theory of cointegration which is a relatively new concept is described. These 
properties assist the interpretation of the long-run behavior of the variables and 
the specification of models like the VAR system to be constructed in later part 
of this dissertation to represent the economy. 
The LM model is the tool used in this chapter to construct the variance of 
income estimates. Income is modeled as a function of previous year's income. 
Stationaritv and Integration 
One essential technical assumption in most econometric studies has been 
that the time series data are stationary, i.e. nicely behaving. It had been a shock 
to econometricians when studies showed that most macroeconomic data are 
nonstationary. Furthermore, statistics such as the t-statistic and DW-^tatistic do 
not have their traditional characteristics in the presence of nonstationary data. 
Therefore, regression analysis can result in misleading conclusions when applied 
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to time series with variable trends. This problem of "spurious regressions" is 
discussed in detail by Granger and Newbold [1986]. The implication of the 
problem is that improper treatment of nonstationary variables can result in false 
conclusions about how an economy works. 
There are two possibilities in dealing with nonstationarity: linear 
detrending and differencing. A concern, however, closely related to the removal 
of nonstationarity is the types of trend in time series data. There exist two major 
types of economic trends, namely deterministic and stochastic trends. In a 
deterministic series, an old shock to the series has virtually no effect on the 
current value of the series if the shock happened long enough ago. For a 
stochastic series this is not true, an old shock will still have a noticeable impact 
on the current value of the series. An example of a stochastic trend is the random 
walk. If a variable follows a random walk, the effects of a temporary shock will 
not dissipate after several years, but instead will be permanent. 
Although econometricians found that economic time series appear to be 
nonstationary, it was traditionally believed that this is due to an underlying trend 
which is deterministic. If a series indeed contains a deterministic linear trend, it 
is correct to remove the trend and thus attain stationarity by a prior regression 
on a time trend and working with their residuals. This is equivalent to 
incorporating a time trend in the model. 
However, most economic trends are stochastic rather than stationary 
around a deterministic trend. (See, for example, Nelson and Plosser [1982]). In 
this case, the trend should be removed by differencing. Therefore, it is important 
to test for stochastic trend in the series before estimation, otherwise the model 
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would be misspecified and results of regressions may be misleading. 
For stochastic trend processes, there is an information loss involved in 
differencing. By using only differenced variables, valuable information from 
economic theory concerning the long-run equilibrium properties would be lost. 
Fortunately, the theory of cointegration offers a way out of this dilemma by 
retaining terms in levels, but only in linear combinations which are stationary. 
Cointegration has only recently become an established method of applied 
econometric research, and it is evolving rapidly. 
We have mentioned that stationarity plays a fundamental role in the 
analysis of time series. A stochastic process y^  is said to be stationary if the 
following conditions are satisfied for all values of t: 
• 丑 I ] 
a?v|>t，3Ul=C^?v[jt+m，3Vm J for any t，m,k 
The above equations require the stochastic properties of the process to be 
invariant with respect to time. 
A variable is said to be integrated of order d, written 1(d), if it must be 
differenced d times to be made stationary. Throughout the dissertation, we will 
consider 1(0) and 1(1) variables. 
The simplest example of an 1(1) variable is a random walk, represented by 
柯 - 1 +、 （3.2) 
As noted by Stock and Watson [1988], the distinction between an integrated 
process and a random walk is that, if Y^  is integrated, e^  is stationary but might 
be correlated with lagged e^ if Y^  is a random walk, e^  is serially uncorrelated. 
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Let (3.2) be expressed as a first order autoregressive model: 
If I a I < 1，y is 1(0)，i.e. stationary, but if a = 1，y is 1(1)，i.e. nonstationary. Thus, 
a variable that is integrated is said to have a unit root in its autoregressive 
representation. The term "unit root" refers to the unit coefficient on Y .^j in the 
formula defining an integrated process. (The case of | a | > 1 is ruled out as the 
explosive process implied by M > 1 is economically implausible.) 
Order of Integration of Income Series 
In this section we investigate the stationarity of the Hong Kong real per 
capita disposable income series. The 76 observations are quarterly real per capita 
disposable income in 1980 dollars from 1973 through 1991. We investigate the 
logarithms, Y ,^ of these amounts, which are plotted in Figure 3.1. 
Examination of plots and autocorrelation functions leave little doubt about 
the nonstationarity of Y^  and the need to take the difference to attain a stationary 
series. A detailed discussion can be found in Appendix A. Nonetheless, there is 
doubt about what differenced series to take. The time series plot of AYj suggests 
possible nonstationarity, as the autocorrelation function of AYt dies out somewhat 
slowly. A^Yt seems plausible and more likely to be a stationary series. The unit 
root test may provide useful guidance in this situation. 
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Testing for a unit root 
There are a number of test statistics in the literature for testing the order 
of stationarity of a random variable. Engle and Granger [1987] explain the 
Durbin-Watson (DW), the Dickey-Fuller (DF) and the augmented Dickey-Fuller 
(ADF) tests. In addition, there are other testing procedures suggested by Phillips 
[1987]. The most commonly used tests, however, are DF and ADF tests. 
These tests were tried on the income series. Appendix A also presents a 
discussion of the results. The test reveals that both hypotheses of a random walk 
and a random walk with drift are rejected, which is in contradiction with the 
inference drawn from the inspection of the autocorrelation functions. However, 
HyUeberg, Engle, Granger and Yoo [1990], denoted HEGY, find that if a series 
does contain seasonal roots and if this is ignored when performing a standard 
Dickey-FuUer test, the test will be inconsistent and lack power. Since strong 
seasonality in the Y, series is obvious, additional tests were carried out to test for 
seasonal stationarity of the series, and accordingly we placed less reliance on the 
test results from the standard DF and ADF tests. 
Testing for seasonal unit roots 
With economic time series that exhibit substantial seasonality, there is a 
possibility that there are unit roots at other frequencies such as the seasonals. 
A series is said to be integrated at a particular frequency 9 if it has an 
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infinite value in its spectrum at that frequency. For quarterly data, the frequencies 
of interest correspond to e = 0，1/4，1/2，3/4 cycle per quarter. 
The Dickey-Hasza-Fuller (DHF) test and the Hylleberg-Engle-Granger-
Yoo (HEGY) test are available for the testing of seasonal unit roots. These two 
tests, which are explained in Appendix A, show that Y^  has seasonal unit roots in 
addition to a unit root at zero frequency. 
Order of Integration of the Other Series 
In this section we investigate the stationarity of the income uncertainty 
series and the consumption series. The consumption data, C" are logarithms of 
quarterly real per capita consumption in 1980 dollars from 1973 through 1991. 
The consumption series is plotted in Figure 3.1. 
The income uncertainty data, 3^，are represented by the income variance 
estimates from the LM model, with income modeled as 
(8,53) (3.4) 
记=.97 Dl^=.57 
The coefficient on ¥^ .4 in the above regression has been restricted to unity, 
and the t-ratio on the constant term is given in parenthesis. 
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The variance of income is generated by the estimate of the income 
variance equation, which in turn is the regression of the squared residuals from 
(3.4) on the regressor Y " . The income variance equation is estimated to be 
一 (2.73) (-2.48) (3.5) 
P=.07 DW=\Al 
The results from the analysis of the series suggest that is stationary. 
This can be observed from the DHF test and although the HEGY test rejects 
seasonal integration in the models with deterministic trend at frequency 1/2 at 
5 % level, the t-ratios are close to the critical values and therefore is a marginal 
rejection only. It must also be noted that the estimation error in the income 
variance estimates could bias the unit root estimates in this kind of tests (See 
Pagan and Ullah [1988]). Therefore, the purpose of the tests is to provide an idea 
of the possibility of 么彳^  being stationary only. 
For Cp the HEGY test, has some difficulty in separating a seasonal unit 
root at frequency 1/4 from a deterministic seasonal pattern. However, it can be 
inferred quite easily that C! is integrated at seasonal frequencies 0 and 1/2. There 
still exists evidence of A4Q being stationary because one can reject the null in the 
DHF test at 10% level only when the series is detrended but cannot reject it 
when the series is both detrended and deseasonalized. 
As a summary, we are quite confident that all the three series Y^ 3 a n d 
Ct are integrated at the long-run annual frequency 0. X � i s also integrated at all 
the seasonal frequencies (i.e. the biannual seasonal frequency 1/2 and the annual 
seasonal frequency 1/4). Although the results for the and C^  series are less 
conclusive, there is enough evidence that it is seasonally integrated as well. Out 
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of the seasonal frequencies, we are only less confident with the integration of C^  
at the annual seasonal frequency. 
Cointegration Properties of the Series 
The finding that Y ,^ a^ and C^  are integrated series implies that the 
individual series possesses a stochastic trend and tends to wander widely. 
However, even though a nonstationary variable will tend to wander extensively, 
some pairs of nonstationary variables, which are said to be cointegrated, can be 
expected to wander in such a way that they do not drift too far apart due to 
disequilibrium forces that will tend to keep them together. 
Formally speaking, if Xt，ytare integrated to the same order but there exists 
a linear combination 
(3.6) 
which is both 1(0) and has a zero mean, then x^ ，y, are said to be cointegrated. 
Furthermore, a regression involving integrated variables can be spurious 
in the absence of cointegration. Since each of the Y ,^ a\ and C^  variables is 
integrated to the same order, we investigate the cointegration properties of these 
variables in this section. This will provide us with some information about the 
nature of the economy. 
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One way to estimate a cointegration system is the two-step method 
introduced by Engle and Granger [1987]. They propose regressing one of the 
variables on the other using ordinary least squares. This is called the cointegrating 
regression and is given by 
(3.7) 
where e^  are the residuals. 
Testing for non-cointegration 
When testing for cointegration, the null hypothesis is specified to be non-
cointegration. This is because if the series are not cointegrated, there must be a 
unit root in the residuals from the cointegrating regression. If the series are 
cointegrated, the residuals will be stationary. 
Therefore, the procedure is simply to test whether there is a unit root in 
the residual of the cointegrating regression. The procedure is to run the 
cointegrating regression, typically with an intercept, and then run an augmented 
Dickey-Fuller test on the residuals again including an intercept (although this is 
almost identically zero). The t-statistic from this test, however, no longer has a 
Dickey-Fuller distribution, since the parameter a has been estimated and 
therefore makes the residual series appears slightly more stationary than if it is 
computed at the true a. The distribution of this test is called the Engle-Granger 
distribution and the critical values are given in Engle and Granger [1987], and 
Engle and Ydo [1987]. 
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The situation is more complicated if the variables are cointegrated at both 
the zero and the seasonal frequencies. The standard procedure for testing for non-
cointegration is inappropriate, and the appropriate tests are given by Engle, 
Granger, HyUeberg and Lee [1993], denoted by EGHL. 
Tests for non-cointegration at the long-run frequency as well as at the 
seasonal frequencies were applied to combinations of the series. The detailed 
testing procedures are presented in Appendix B. There is evidence that Y ,^ and 
Ct are cointegrated at all of the frequencies 0，1/2 and 1/4 (and 3/4). However, 
as mentioned already, the estimation error in the income variance estimates could 
bias the estimates in the tests involving the variable 
The finding of the variables being cointegrated at the long-run frequency 
has the economic implication that income, income uncertainty and consumption 
have a long-run equilibrium relationship. Departures from this relationship will 
trigger market forces to push one or both variables back toward equilibrium. 
Therefore, a parallel long-run movement in the three variables exists. On the 
other hand, the cointegration of the variables at seasonal frequencies implies that 
there is a parallel movement in the seasonal components of the series while the 
individual series exhibits a varying seasonal pattern. 
23 
The Influence of Income Uncertainty on Consumption 
A further implication of Y^ and Q being cointegrated is that a 
multivariate VAR model can be estimated with the raw data in levels although 
the series are nonstationary. Stock [1987], West [1988], and Sims, Stock and 
Watson [1990] show that ordinary least square gives consistent parameter 
estimates for nonstationary explanatory variables that are cointegrated. 
To investigate the significance of income uncertainty on consumption, a 
historical decomposition was performed in this section to check the explanatory 
power of the variables. 
Since consumption, income and income uncertainty are found to be 
cointegrated, a VAR system was estimated using the raw data series C" Yj and 
3 T h e use of the raw series allows the fluctuation of consumption to show more 
clearly in the decomposition. Any seasonal adjustment procedure essentially 
smooths out the fluctuations, and so is less desirable for the purpose here. The 
explanatory variables used in the VAR system are all lagged one period and each 
equation includes an intercept. 
When estimating a VAR system, the variables must be ordered in a 
particular sequence. The ordering employed is to place income uncertainty first, 
followed by income and consumption. The ordering is in accordance to economic 
grounds. Changes in income uncertainty lead to changes in income, which 
ultimately generate changes in consumption. The results are robust to the 
ordering of income uncertainty because they are virtually unchanged by least 
favorably ordering income uncertainty after income and consumption. 
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The historical decomposition attributes differences between a base 
projection and the series among the innovations of the variables in a VAR system. 
Such a decomposition was applied to the consumption over the 1987:1-1991:4 
period. This period was chosen because the range of consumption data is the 
greatest. 
Figure 3.2 presents the decomposition results over the period. The actual 
consumption series (CNSMPT), the base projection of consumption (BASEJPRJ)， 
and the base projection of consumption plus the contribution of income 
uncertainty (INNOV V) are shown. The historical decomposition reveals that the 
peaks in the first quarters of the actual consumption series (CNSMPT) are 
captured in INNOV V and in several quarters, the magnitudes of CNSMPT and 
INNOV_V are almost identical. In general, INNOV_V catches the seasonal 
pattern of CNSMPT quite well and in most of the cases, the inclusion of income 
uncertainty pulls the base projection of consumption (BASEJPRJ) closer to the 
actual series. For the purpose of comparison, the result is grossly similar when 
income uncertainty is order last in the VAR system and this is shown in Figure 
3.3. 
Figure 3.4 and Figure 3.5 present the contribution of income and 
consumption in the VAR system respectively. The contribution of income and the 
contribution of lagged consumption are represented bylNNOV—Y and INNOV一C 
respectively. The results indicate that the inclusion of income appears to 
overestimate the actual consumption after 1988:4 and INNOV一Y lags behind 
CNSMPT consistently. On the other hand, the inclusion of lagged consumption 
appears to underestimate the actual consumption after 1988:4 and INNOV C 
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leads CNSMPT consistently. Apparently, the effects of innovations of income and 
lagged consumption cancel each other out. As a conclusion, the above example 
of historical decomposition serves to support the suggestion that income 
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Figure 3.4 
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CHAPTER IV 
LM AND ARCH ESTIMATIONS OF THE VARIANCE OF INCOME 
This chapter first gives the specification of an income equation from which 
uncertainty measures are estimated using both the LM and the ARCH model. 
The results of the variance of income are then presented and compared. 
Specification of the Income Equation 
Before estimating the variance of income, it is necessary to first specify a 
reliable income equation. Then both ARCH and IM estimates of the variance 
of income will be derived from this estimated equation. 
It is believed that current income (Y )^ depends on last period's income 
(Yt.i) (Flacco and Parker [1991]). Quarterly per capita gross domestic products 
(GDP) at constant (1980) market prices are used for Y^  and 
As Hong Kong has been an export (including re-export which has become 
more vital than domestic export) driven economy, net export constitutes a major 
part of the GDP. Therefore net export (NET), which is the difference between 
export and import of goods and services, is also included in the income, equation. 
Time trend, t, was tried but no significance was obtained. Therefore t is not 
included in the final income equation. As quarterly GDP series is subject to 
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seasonal fluctuations, three dummy variables (DVl, DV2，DV3) are added to 
capture the effects. 
The income equation specified is estimated over the 1973:2 to 1991:3 
period and the result is presented in equation (4.1). 
f = 132.222 十 1.0311； 1 - A64NET, , - 919.05DV1 - 288.43JDF2 十 464.5S2DV3 
‘ ( . 7 3 9 ) ( 4 9 . 2 3 6 ) ( - 3 . 8 2 5 ) ( - 6 . 8 0 4 ) ( - 1 . 8 1 9 ) ( 3 . 1 3 ) 、外•丄 >> 
F = .976 F = 551.751 
where t-values are given in parentheses. 
Lagged income, Y^.i, is positive and significant. Lagged net exports, NEIVi 
has a statistically significant but negative effect on Y,. Both the first and the 
second dummies are negative but only the first one has a significant effect, 
indicating that income of the first quarter is the lowest in a year. This is probably 
because there is a seasonal low in quarter one for exports of goods and services 
due to low manufacturing output around the Chinese New Year holidays and a 
smaller number of exports being shipped from Hong Kong. 
Fstimation of the Variance of Income under the LM Model 
According to the linear moment model, the second moment of income, i.e. 
the variance of income, can be estimated by obtaining the squared errors from the 
income equation and regressing them on the same set of right-hand-side variables 
as in the income equation. The result is shown in equation (4.2). 
o； = -37437.474 十 10.7637, , + 54.161NET,_^ + 209533.47Z)7i 十 14330.61DK2 + 164578.799Z)F5 
(-.392) (.962) (.836) (2.905) (0.169) (2.076) " • � 
F=J203 F=3.459 
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Estimation of the Variance of Income under the ARCH Model 
The ARCH process for estimation of the conditional variance of a 
dependent variable, developed by Engle [1982,1983], can be described as 
= + Ea^-Cj + _ 
J=i 
where are the disturbance terms from the equation for the first moment of the 
dependent variable. Again the same income equation (4.1) is used to obtain the 
ARCH estimator of the variance of income. 
Lag-1 to lag-8 ARCH models given in equation (4.4) are estimated to 
search for a statistically significant ARCH specification of the variance. To 
estimate the ARCH models for the conditional variance of income, the 
disturbance terms from the income equation (4.1) are used to determine the OLS 
estimates of the ARCH models where t-statistics are given in parentheses below 
the coefficient estimates. 
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• . .、... ,…. 1 ： 
‘ • • 
ARCH lag-1: 
dj = 188596 - .23^?., 
(5.5) (-1.9) 
P = .039 F = 3.61 
ARCH lag-2: 
df = 169822 - . 2 m l i + .096CJ_2 
(4.03) (-1.68) (.77) 
F = .032 F = 2.09 
ARCH lag-3: 
dj » 189299 - A96Ci + .075C?_2 - .122^3 
(3.99) (-1.56) (.59) (-.9) 
= .03 F = 1.66 
ARCH lag-A: 
dj = 106962 - .UUj.i + f 
(2.22) (-1.23) (.36) (-.41) (3.77) 
P = F = 5.07 (4 4) 
ARCH lag-S: 
df = 101281 - AMCi + - . 0 5 2 & + .056KU 
(2.0) ( - 0 8 ) (.37) (-.41) (3.77) (.41) 
记=.189 F = 4.04 
ARCH lag-e： 
dj = 86727 - - .019《？— -0455 ？.3 + -465^ ^ + + .154�,_« 
(1.67) (-1.32) (-.15) (-.36) (3.75) (.54) (1.12) 
F = .193 F = 3.59 
ARCH iag-7: , 
d? . 102464 - .1465?., - + + + m i s + - .208$卜7 
(1.95) (-1.14) (-.07) (.36) (3.73) (.51) (.94) (-1.51) 
记=.21 F = 3.47 
ARCH Iag-8: 
dj - 97465 - .1365 .^1 - .013 ,^% + .047^3 + + .067^5 + _ .203$卜7 + 0 5 6 ^ 
(1.79) (-1.03) (-.1) (.33) (3.11) (.49) (.94) (-1.46) (.39) 
P = .198 F = 3.01 
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Testing for ARCH effects 
To test for the presence of statistically significant ARCH effects, chi-square 
tests of the null hypothesis H。： a! = a : = … = � = 0 were conducted for each 
of the ARCH equations above. It turned out that the null hypothesis of the 
absence of ARCH effects could be rejected at the 5% significance level for the 
lag-4 to lag-6 ARCH equations. Since the ARCH lag-4 equation has both highest 
r2 and F-statistics among the three equations and additional lagged residuals in 
lag-5 and lag-6 ARCH equations are not significant, the ARCH lag-4 equation 
with 乂2=13.2exceeding the critical =9.49at the 5% significance level is used 
in the subsequent uncertainty hypothesis test. 
Comparison of LM Variance and ARCH Variance 
Figure 4.1 and Figure 4.2 are the plots of Sf over time from the LM model 
and the ARCH model respectively. The graphs suggest that the income 
uncertainty in Hong Kong was more or less the same within the last two decades 
with a slightly positive trend. Moreover, there is an interesting pattern with 
extremely high and low income uncertainties occurring in relatively short number 
of quarters. The income uncertainty estimated by the LM model has a more 
stable fluctuation while the one estimated by the ARCH model has an irregular 
fluctuation with less variation in the middle of the period 75:2 - 91:3. 
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The income uncertainty measure estimated by the ARCH model seems to 
better capture the uncertainty elements in Hong Kong over the sample period as 
the income variance increased significantly around the time when the stock crash 
occurred in 1987. 
It can be observed that the time series are similar in shape. The patterns 
match well in the beginning and the end of the time period 75:2 to 91:3. 
However, the match is less satisfactory in the intermediate period, with peaks in 
the LM series corresponding to troughs in the ARCH series. Figures 4.3 to 4.5 
compare the two uncertainty measures in three consecutive periods. 
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Figure 4.1 LM Estimates of Income Uncertainty 
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LM and ARCH Estimates of Income Uncertainty in 3 Consecutive Periods 
Figure 4.3 75:2-82:4 
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CHAPTER V 
THE CONSUMPTION FUNCTION AND 
THE RELEVANCE OF INCOME UNCERTAINTY 
In this chapter, a consumption equation is constructed. Then the relevance 
of including the variance of income in consumption projection is discussed. 
Specification of the Consumption Equation 
With reference to Flacco and Parker [1990], the consumption function is 
estimated by a trend, lagged consumption, current and lagged income, current and 
lagged wealth and finally the standard deviation of income which characterizes the 
behavior of income uncertainty. A trend stationary specification is employed with 
the first difference of logarithms of consumption used for the dependent variable. 
All variables are on a per capita basis and expressed in natural logarithms, so that 
the coefficients give percentage changes in consumption growth. Real quarterly 
data of private consumption are used. 
Household net worth data are not available and difficult to estimate in 
Hong Kong. While it is the liquid cash that affects the consumption behavior 
most, the wealth variable is substituted by the bank deposit data, since the bank 
deposit is believed to be a good estimate of liquid cash. However, the wealth 
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variables, the trend and the current income are found to be insignificant in 
explaining consumption. Therefore they are excluded in the final consumption 
equation for subsequent analysis. Three dummy variables are also included to 
capture any seasonal fluctuation. 
LM Variances in the Consumption Function 
In this section, we include the uncertainty measure estimated from the LM 
model, which are the predicted values from equation (4.2) over the sample period. 
The estimated equation for the consumption function is given in equation (5.1). 
AC, = -.365 - .527C,., + .576Y卜叉-.0536^, - .041DVI - .05DV2 + 
(-2.445) (-6.193) (6.341) (-2.624) (-2.171) (-3.18) (2.719) P . l ) 
^ = .731 F = 26.237 
where C .^i is the lagged consumption, a is the standard deviation of income from 
the UM model, Y is real income and all variables are on a per capita basis and 
expressed in natural logarithm except for the dummies. 
The linear moment uncertainty measure is statistically significant in the 
equation with a negative coefficient, the same as the result obtained by Flacco 
and Parker using US data. 
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ARCH Variances in the Consumption Function 
The same form of consumption function is now estimated using the ARCH 
estimates of the variance of income. The best of the eight ARCH specifications 
is used to predict the variance of income, i.e. ARCH lag-4, for inclusion in the 
consumption function. The result is presented in equation (5.2). 
Ad : -231 - .494C,., + .5087,., - .OlSd^"., _ .OTIDVI - .04DV2 + .022DV3 
(-1.271) (-5.623) (5.521) (-1.586) (-5.273) (-2.584) (1.596) V 上二乂 
^ = .711 F = 23.817 
The two consumption functions in equation (5.1) and (5.2) are similar. In 
both cases the coefficient on the uncertainty measure is negative but the ARCH 
measure is not statistically significant. Hence, although both the ARCH and LM 
techniques provide consistent estimates of the variance of income, the LM 
measure seems to perform better as an explanation of consumption for the 
sample period. 
Specification Test for the Inclusion of the Variance of Income 
The Hausman test is employed to test whether the consumption function 
with the inclusion of the variance of income is more properly specified than it is 
in the absence of this variable. 
A Hausman test of the null hypothesis of no misspecification was 
performed on equation (5.1) using the logarithm of the square root of the squared 
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forecast errors fron equation (4.1) as an instrument for a,. The null hypothesis of 
no misspecification could not be rejected because the t-ratio for the coefficient 
on the included Hausman variable used in testing equation (5.1) is only equal to 
.03. 
The same test was done on the consumption function in equation (5.2)， 
which is estimated from the ARCH variances. We found the t-statistic of the 
instrument variable to be 0.87. Hence, according to the Hausman specification 
test, the ARCH uncertainty measure in equation (5.2) also provides an 
improvement on the specification of the consumption function, even though its 
individual t-statistic is insignificant by itself in equation (5.2). Therefore, it is 
clear that some reasonable measure of uncertainty should be included when one 
estimates a consumption function. 
Consumption Function Using Alternative Variance Series 
In this section, we include the uncertainty measure estimated from 
equation (3.5) in the consumption equation. The estimated equation for the 
consumption function comparable to equation (5.1) is given in equation (5.3). 
AC, = - .221 - .639C,_, + .5717, -
(-.913) (-7.322) (5.960) (-2.171) 、〕•）> 
F = .424 F = 5.711 
where Q.i is the lagged consumption, a is the standard deviation of income from 
the LM model, Y is real income and all variables are on a per capita basis and 
expressed in natural logarithm. 
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Similar to the consumption equation in a previous last section, the linear 
moment uncertainty measure in equation (5.3) is statistically significant with a 
negative coefficient. 
The same form of consumption function is estimated using the ARCH 
estimates of the variance of income from income equation (3.5). The variance of 
income estimates from a lag-1 ARCH equation is used in the consumption 
function. The result is presented in equation (5.4). 
Ad, = - .552 - .585C卜 1 + .6067, - . 0 2 9 6 卿 
(-.3.053) (-6.757) (6.700) (-.908) 
jp = .381 F = 4.508 
The two consumption functions in equation (5.3) and (5.4) are again 
similar. In each case the coefficient on the uncertainty measure is negative but 
the ARCH measure is not statistically significant while the LM measure is. 
Hence, although both the ARCH and the LM techniques provide consistent 
estimates of the variance of income, the LM measure seems to perform better as 
an explanation of consumption for the sample period. 
Hausman tests of the null hypothesis of no misspecification performed on 
equations, (5.3) and (5.4) indicate the null hypothesis could not be rejected 






In the current study, aggregate Hong Kong data are employed to test the 
hypothesis that income uncertainty has a negative impact on current consumption. 
Similar test was performed by Flacco and Parker [1990] using US data. The 
application of the test to Hong Kong data shows results consistent with the 
uncertainty theory. 
Recent econometric techniques allow the variance of a variable to be 
estimated although only a single observation is available at each sample point. 
The linear moment (LM) model and the autoregressive conditional 
heteroscedasticity (ARCH) model are two such techniques. Both the LM model 
and the ARCH model have been used in this study to estimate the variance of 
income for the sample data. 
From the analysis of the time series behavior of the Hong Kong income 
and consumption data, we find that they could be cointegrated. This is anticipated 
in view of the relatively stable and rapidly developing economy of Hong Kong. A 
VAR system using data in levels therefore can be estimated and subsequently a 
historical decomposition performed on the data. It is found that innovations in 
income uncertainty do contribute to the explanation of actual consumption by 
pulling the base projections of consumption closer to the actual consumption 
values and capturing the pattern of the actual consumption. 
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Further evidence on the uncertainty theory is available from the study with 
Hong Kong data. When the LM variance of income is entered as an explanatory 
variable in the consumption function, it is found that it has a negative and 
statistically significant coefficient. In other words, the hypothesis that an increase 
in income uncertainty reduces current consumption receives empirical support 
here. Moreover, specification tests confirm that the hypothesis of no 
misspecification could not be rejected for the inclusion of income uncertainty 
variable in the consumption equation. 
While both the ARCH and the LM estimates of income uncertainty 
provide essentially the same conclusion of a reduction in consumption growth as 
income uncertainty increases, the LM estimates yield a statistically significant 
influence on consumption while the ARCH estimates do not. However, both 
uncertainty measures provide a statistically significant improvement in the 
specification of the consumption function relative to estimating the equation in 
the absence of an uncertainty measure. 
,Limitations of the study and direction for further research 
Several limitations exist in the current study. The representation of 
variance of income is one such limitation. The appropriateness of using the LM 
model or the ARCH model in estimating the variance of income should be 
considered, although it appears that no direct test is possible for determining 
which measurement is more "correct". However, the results from the study reveal 
that the ARCH estimates show greater variation over the sample period than the 
, ‘ ‘ 
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LM estimates, while the latter ones are better in representing the trend of the 
variance of income. 
Furthermore, the estimation of the variance equation results in negative 
variances in some sample points. In the case of the ARCH model, all the 
coefficients in the variance equation ideally should be positive and be less than 
one to avoid negative variance. Therefore, further investigations in the 
representation of the variance of income can be a direction for research. 
The current study specifies the consumption function based on variables 
that are proposed to be relevant by the literature. The robustness of the result 
using more elaborate specifications of the consumption function presents another 
limitation of the study. In addition, the wealth variable is not included in the final 
consumption equation in the current studies. However, according to wealth 
hypothesis, current consumption should be a function of wealth. Therefore, it is 
suggested that a Hong Kong wealth series is constructed and included in the 
consumption function. 
For further research, more elaborate models like simultaneous equation 
systems can be employed to represent the Hong Kong economy rather than the 
single equation approach adopted in the current study. As studies of the 
consumption function involve regressions of time series data, the stationarity of 
the variables should be considered. In view of the cointegrating property between 
income and consumption, the error correction model in representing consumption 
can be investigated. 
) ‘ 
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The real consumption, income (GDP) and net export data are taken from Table 
1(b)： Expenditure-based quarterly GDP estimates at constant (1980) market 
prices, Gross Domestic Product： Quarterly Estimates and Revised Annual 
Estimates. 1992 edn.，Census and Statistics Department, Hong Kong. 
The population figures used to calculate the per capita data are estimated by 
dividing GDP by per capita GDP. 
The bank deposit data used to represent wealth are the money supply (definition 
2) data from Hong Kong Monthly Digest of Statistics, various issues, Census and 
Statistics Department, Hong Kong. 
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APPENDIX A 
ORDER OF INTEGRATION OF THE SERIES 
Testing for a Unit Root 
Dickey-Fuller test (DF) 
There are a number of alternative tests available depending on the 
maintained model, the null hypothesis and the alternative hypothesis. 
The simplest form of the test is the t-statistic for a in 
A7=ceZ i+e, (A.l) t t - 1 t 
The null hypothesis is a = 0，i.e. a random walk with no drift; the alternative 
hypothesis is |eel < 1，i.e. a stationary first order autoregressive model. The 
critical values used are given in Fuller (1976). Note that the use of this statistic 
is valid only with the prior reason that Yj has a zero mean. 
A more generalized model of the test is to include a deterministic trend 
and an intercept. The test statistic is <E>3, the F-statistic of null restrictions in the 
Dickey-Fuller regression shown as follows: 
(A.2) 
The null hypothesis is J i � 二 仅 二 0 ， a random walk with drift. The critical 
values used are given in Dickey and Fuller (1981). 
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A summary of the models and test statistics under different unit root 
testing situations is shown in Table A.l . 
Table A.l 
Null Model Alternative Model Test Statistic 
Yj=aYj.i+€t, | a | < 1 T (Table 8.5.2,Fuller, 1976) 
(Table IV, Dickey and Fuller, 1981) 
Yt=Yt.i+€t Yj=a+bt+aYt. i+€j (Table V，Dickey and Fuller, 1981) 
Yt=a+aYt_i+et Yt=a+bt+aYj_i+€j (Table VI, Dickey and Fuller, 1981) 
In most series e^  is not white noise. In such a case, another popular 
method can be used for unit root testing in the series. 
Augmented Dickey-Fuller test (ADF) 
The parametric solution suggested by Dickey and Fuller (1979) is 
augmenting the regression by adding sufficient lagged first difference terms to 
ensure white-noise residuals in regression (A.l). Thus the augmented Dickey-
Fuller (ADF) test is the t-statistic on a in the augmented Dickey-Fuller regression 
办 lAi； - 1 + . . . + 办 ( A . 3 ) 
It will have the same asymptotic Dickey-Fuller distribution and will not depend 
upon bj. The preferred testing procedure is to use regressions augmented with as 
many lags as are necessary to eliminate serial correlations in the residuals. The 
tests for stationarity in the augmented model are identical to those in the original 
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Dickey-Fuller regression (A.l). 
Testing for Seasonal Unit Roots 
Dickey-Hasza-FuUer test (DHF) 
Dickey, Hasza and Fuller (1984) propose a test of the hypothesis ce = 1 
against the alternative a < 1 in the model 
(A.4) 
In addition the test is extended to the case of higher-order stationary dynamics. 
The test statistic is the t-statistic for B in 
(A.5) 
where Zt=C(B)Yt=(l-CiB-...-CpBP)Yt and B is the lag operator. The C- are the 
coefficient estimates obtained in the prior regression of A^Y^ on A^ Yt—p. 
The critical values used are given in Dickey, Hasza and Fuller (1984). 
A major drawback of this test is that it does not allow for unit roots at 
some but not all of the seasonal frequencies and that the alternative has a very 
particular form, namely that all the roots have the same modulus. 
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Hylleberg-Engle-Granger-Yoo test (HEGY) 
The tests are based on the t-statistics of tt^  and 冗之，an F-statistic on ir^mr^ 
= 0 (or the t-statistic of tt^ in case of tt* 二 0) in 
冗 l V l + 冗 2 V 1 + 几 3r3，t-2+冗 〜 
where 
(A.6) 
； , - ( 1 - 昨 t 
The critical values are given by HEGY (1990). The overall null hypothesis is the 
one in the DHF test, i.e. (l-B'^)Yt = e” In other words, Y^  is integrated of order 
1 at all the frequencies 0，1/2，1/4 and 3/4. However, the hypothesis is broken up 
by expressing the polynomial ( l - B , as 
(1 -J5)(l + 均(1 -iB)(l nB) (A.7) 
=(1 -B)(l +B)(1 
The unit roots are 1，-1，i and -i, corresponding to the respective components 
� shown in Table A.2. 
Table A.2 
Unit Root Frequency Component 
1 Zero frequency (l-B)Yj = Sj 
(long-run annual cycle) 
-1 1/2 cycle per quarter ( l + B ) Y j = g^  
(seasonal biannual cycle) 
i, -i 1/4 cycle per quarter (l+B^)Yt = (l+iB)(l-iB) Y^ = e^  
(seasonal annual cycle) 
55 
The alternative hypothesis is stationarity. There will be no seasonal unit 
roots if TTi-Owith TTiOnd either tt^ or tt^ non-zero. Alternatively, there will be no 
unit roots at all if tt! and ti^  are non-zero with either tt^  or ir^ non-zero. 
For the complex roots 士i，a joint test for tt^ and t^ is necessary. It can be 
done by computing the F-statistic for the joint null tt] 二 tt^  二 0，against the 
alternative that they are not equal to zero. An alternative strategy is to compute 
a two-sided test of tt^ 二 0，and if this is accepted, continue with a one-sided test 
of 冗3 = 0 against the alternative tt^ < 0. However, this latter strategy could lack 
power if the first-step assumption is not warranted. 
Income 
In this section we investigate the stationarity of the Hong Kong quarterly 
real per capita disposable income in 1980 dollars from 1973 through 1991. We 
investigate the logarithms, Y,, of these amounts, which are plotted in Figure 3.1. 
� The sample autocorrelation function of Y^  is shown in Figure A.l .The 
autocorrelation function does decline as the number of lags becomes large, but 
only very slowly. The autocorrelation not falling off quickly as the number of lags 
increases indicates the possibility of nonstationaiity. Furthermore, the Y^  series 
exhibits an upward trend, so that the mean is not constant over time. We would 
suspect that the series is generated by a homogeneous nonstationary process. To 
check, we difference the series and recalculate the sample autocorrelation 
function. These values are plotted in Figure A.3. 
The first differences of Y^  are plotted in Figure A.2. Note that the mean 
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of the series AY^ is now about constant. However, the autocorrelation function 
follows an oscillatory pattern and does not fall off quickly, implying that AY^ can 
be nonstationary as well. 
It is expected that a 4-quarter difference series, denoted by = X � -
Yt_4，will be stationary. The autocorrelation function of series is shown in 
Figure A.4. The autocorrelation function has the damped sinusoidal shape but 
falls off quickly. Thus, the differenced series ts.^, does appear to be stationary. 
Testing for a unit root 
For the series Y" a Dickey-Fuller regression and an augmented Dickey-
Fuller regression were run. The same tests were also applied to the series with 
which deterministic components such as time trend and seasonal are removed by 
a prior regression. For the ADF test, a regression including 4 lags was run. Table 
A.3 reports these tests. 
一 Table A.3 
Deterministic Term DF ADF(4) 
. 1.72 2.37 
I,Tr，SD -4.20^ -3.97' 
I ’Tr -5.94® -3.81® 
I = Intercept; Tr = Trend; SD = Seasonal 
Critical values for sample size T = 100 
1%: -2.60;5%: -1.95; 10%: -1.61 
Source: Table 8,5.2,Fuller (1976) 
^Significant at 1% level 
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It seems difficult to decide whether X�possesses a stochastic trend from 
the above statistics. As a supplement, the test-statistics 电丄 and 否3 suggested by 
Dickey and Fuller (1981) were also used. Again, both the DF regression and the 
augmented DF regression were run. Table A.4 presents the values of the statistics 




12.94® 17.19® 7.00® 7.06^ 
Critical values: 
Sample size T 1% 5% 10% 
$ 2 50 7.02 5.13 4.31 
100 6.50 4.88 4.16 
屯 3 50 9.31 7.81 6.73 
100 8.73 6.49 5.47 
Source: Tables V and VI, Dickey and Fuller (1981) 
^Significant at 1% level 
^Significant at 5% level 
The test revealed that both hypotheses of a random walk and a random 
walk with drift are rejected, which is in contradiction with the inference drawn 
from the inspection of the autocorrelation functions. However, the test would lack 
power in the presence of seasonal roots. Since strong seasonality in the Y^  series 
is obvious, additional tests were carried out to test for seasonal stationarity of the 
series. 
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Testing for seasonal roots 
The DHF results for testing a = 1 in Y, 二 ceYt_4 + are shown in Table 
A.5.In the test, 4 lags of 八彳丫^-彳 were used. 
Table A.5 
Deterministic Term DHF(4) 
I，Tr -1.27 
I, Tr, SD -3.21 
Critical values: 
Sample size T 1% 5% 10% 
60 -4.85 -4.14 -3.79 
80 -4.78 -4.11 -3.78 
Source: Table 7，Dickey, Hazsa and Fuller (1984) 
The more general HEGY test was also performed. The tests were based 
on the regression (A.6). Regressions with different deterministic terms were run, 
with nonsignificant lags removed in the augmented regressions. This augmentation 
armngement is chosen in order to whiten the residuals at the cost of the minimum 
number of parameters. The t-ratios and F-ratios from these augmented 
regressions are shown in Table A.6. 
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Table A. 6 
Deterministic Augmentation tn^ tiu� ticg tTz^ Ftz^htz^ 
Term 
~ 1,4,6,7 -1.75 -1.82 .42 .73 .33 
I S D 1,4 -1.22 -2.65 -2.49 .40 3.26 
TTV “ 1,4,6,7 -1.82 -1.69 .24 .78 .32 
I,Tr,SD 1,3,4 -2.28 -2.23 -1.35 -.62 1.19 
5 % level critical values: 
Sample size T iiz^ tir! F冗3门冗4 
I 48 -2.96 -1.95 -2.23 -1.72 3.04 
100 -2.88 -1.95 -2.23 -1.68 3.08 
j S D 48 -3.08 -3.04 -3.61 -1.98 6.60 
100 -2.95 -2.94 -3.44 -1.96 6.57 
I，Tr 48 -3,56 -1.91 -1.92 -1.70 2.95 
100 -3.47 -1.94 -1.89 -1.65 2.98 
I,Tr,SD 48 -3.71 -3.08 -3.66 -1.91 6.55 
100 -3.53 -2.94 -3.48 -1.94 6.60 
Source: Table 1,HEGY (1990) 
The same tests were also run on the consumption series and the income 
uncertainty series. Only the DHF and the HEGY test results are presented. For 
the variance of income, the testing result refers to the LM estimates from 
equation (3.4). 
The consumption data, Q, are logarithms of quarterly real per capita 
consumption in 1980 dollars from 1973 through 1991, which are plotted in Figure 
3.1. 
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Variance of Income 
Table A.7 
Deterministic Term DHF(4) 
I’ Tr .41 
I, Tr, SD -1.27 
Refer to Table A.5 for critical values. 
Table A. 8 
Deterministic Augmentation titj tir! tTCg tn^ Ftz^dtz^ 
Term 
-1.41 -.58 -3.73a ..01 6.94a 
4,6 .09 .37 -2.50 -.70 3.52 
^ -1.61 -.30 -3.97a 7.94a 
I,Tr’SD 4,6 - 6 3 -.52 -2.62 -.66 3.81 
Refer to Table A.6 for critical values. 




Deterministic Term DHF(4) 
I，TR -3.86A 
I, Tr, SD -1.92 
Refer to Table A.5 for critical values. 
^Significant at 10% level 
Table A. 10 
Deterministic Augmentation tTu^  tTC� t冗 3 F冗 3 门冗 4 
Term 
I 1,2,4,5 -1.22 -1.05 .65 .87 .59 
^ -1.36 -1.18 -2.53 -3.42a 1038a 
T ^ r 1,2,4,5 -3.01 -1.03 -.71 -.71 .50 
I,Tr，SD 2,3,4 -2.25 -1.18 -2.76 -3.06^ 9.94^ 
Refer to Table A.6 for critical values. 
^Significant at 5% level 
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APPENDIX B 
COINTEGRATION PROPERTIES OF THE SERIES 
RQtimation of rointe^rated Systems 
Two methods are available for estimating which linear combination of 
variables x,and y,is 1(0). They are the Engle-Granger two-step estimation and the 
johansen maximum-likelihood estimation. Only the former method is discussed 
here, and readers are referred to Johansen (1988) for the latter method. 
Engle and Granger (1987) propose regressing one of the variables on the 
other using ordinary least squares. This is called the cointegrating regression and 
is given by 
where are the residuals. 
Tpfttinp for Non-rointe^ration 
When testing for cointegration, the null hypothesis is specified to be non-
cointegration. If the series are cointegmted, the residuals from the cointegrating 
regression will be stationary. Therefore, the procedure is simply to test whether 
there is a umt root in the residual of the cointegrating regression. 
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The procedure is to run the cointegrating regression, typically with an 
intercept, and then run an augmented Dickey-Fuller test on the residuals. The t-
statistic from this test, however, no longer has a Dickey-Fuller distribution, since 
the parameter a has been estimated and therefore makes the residual series 
appear slightly more stationary than if it were computed at the true a. The 
distribution of this test is called the Engle-Granger distribution and the critical 
values are given in Engle and Granger (1987)，and Engle and Yoo (1987). 
Seven tests of non-cointegration are in fact considered by Engle and 
Granger (1987). Three of them are presented in Table B.l，and the augmented 
Dickey-Fuller test is recommended for application. 
Table B.l 
Test Regression Test Statistic 
(1) Cointegrating DW 
Regression Durbin- (Ho is DW=0.) 
Watson (CRDW) 
(2) Dickey-Fuller � 
Regression (DF) t t-i t 
(3) Augmented Dickey- 飞中 
Fuller Regression (ADF) ^ ^ t-1 l t-1 P t-p t 
Notes: y ^ a n d � a r e the original data sets and u^  are the residuals from the cointegrating regression 
(1). Critical values are given in Engle and Granger (1987)，and Engle and Yoo (1987). 
A practical issue is the inclusion in the cointegrating relationship variables 
which are not 1(1). As noted in Engle and Granger (1991), inclusion of a 
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stationary variable in principle is prohibited but should not affect the remaining 
coefficients (assuming it is not the dependent variable) and it appears that it also 
should not affect the asymptotic critical values of the test statistics. 
Whenever more than two variables appear in a cointegrating relationship 
two problems arise. First, to run the cointegrating regression, one of the variables 
must be chosen to be the regressand, and thus have a coefficient of unity. It turns 
out that estimation of the cointegrating parameters is sensitive to this choice of 
normalization. The second problem is that there is more than one set of 
cointegrating parameters. This is interpreted as reflecting the possibility that more 
than one disequilibrium may be affecting the dynamics of the variable being 
modeled. 
Seasonal Cointegration 
In this section it is assumed that there are two series of interest, x, and y” 
both integrated at some of the zero and seasonal frequencies, and the question 
is whether or not the series are cointegrated at some frequency. Of course, if the 
two series do not have unit roots at corresponding frequencies, the possibility of 
cointegration does not exist. The tests discussed in Appendix A can be used to 
detect which unit roots are present. 
Suppose for the moment that both series contain unit roots at the zero 
frequency and at least some of the seasonal frequencies. In fact, if x, and y^  are 
cointegrated at both the zero and the seasonal frequencies, the standard 
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procedure for testing for cointegration is inappropriate. 
An appropriate strategy is to filter out unit-root components other than the 
one of interest and to test for cointegration with the filtered series. This can be 
achieved by forming the series 
where B is the lag operator. 
Let the residuals obtained from regressing yi,tOn Xi py】,!！ X2,t,and y3,tOn 
X3,t and X3，t_i be denoted by u , v, and w , respectively. The test for non-
cointegration at the zero frequency can then be performed by an auxiliary 
regression of Au, on with or without determimstic parts and augmented by the 
necessary lagged values of Au, The test statistic is the t-mtio for the coefficient 
on and is distributed as the Engle-Gianger distribution. The testing 
procedures for non-cointegmtion at biannual seasonal frequency 1/2 and at 
annual seasonal frequency 1/4 are similar, but with different forms of auxiliary 
regression and distributions of test statistic. They are summarized in Table B.2. 
The critical values are given in EGHL (1993). 
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Table B.2 
Frequency Regres- Regres- Auxiliary Regression Test 
Statistic 
sand sors 
"“ ‘ t T C i 




1/2 y2,t p 
7=1 
tTT 
1/4 (and y^ t^ p � 3， 
F7r3n7r4 
Critical values are given in Table A.1,EGHL (1993). 
Test Results 
We investigate the cointegration properties of consumption, income and 
income uncertainty series in this section. 
To test whether combinations of these series are cointegrated, we estimate 
cointegration regression equations for relationships involving the variables. If two 
series do not have unit roots at the same corresponding frequency, the possibility 
A 2 
of cointegration at that frequency does not exist. Since C,, Y, and CT^  are 
integrated to the same order at the same frequencies, cointegration is possible for 
these three variables. Similarly, it is expected that C, and C, and a?, and Y, 
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and are cointegrated as well. 
We test for cointegration between the following elements: consumption 
and income; income and income uncertainty; consumption and income 
uncertainty; and consumption, income and income uncertainty. 
In each case, the cointegrating regressions corresponding to frequencies 0, 
1/2，1/4 (and 3/4) for the variables of interest (and an intercept term) were run, 
and the residuals saved. The ADF regressions in Table B.2 were then run using 
the saved residuals. The cointegrating regression equations at frequency 0 and the 
results from the tests are shown in Table B.3 and B.4 respectively. The results are 
robust to the choice of the regressand. Although the CRDW and DF tests are not 
very useful here, we present the statistics for reference purposes. 
Table B.3 
Variables I Y^t 巧 t ^^ SE 
Ci,t，Yi,t -3.88 1.00 1.05 - .99 .12 
(-9.58) (92.63) 
C, „ a ? , 37.46 1.00 - -330.20 .99 .15 
(649.51) (-68.69) 
Yi o h 39.22 - 1.00 309.68 .98 .18 
(574.61) (-54.45) 
Ci,t，Yl,t,g’t 12.22 1.00 .64 130.88 .99 .10 
(4.62) (9.55) (-6.20) 
t-ratios are in parentheses. SE is the standard error of the regression. 
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Table B.4 
Variables CRDW DF Augmentation 廣 
C Y, ^ -1.91 1,2,10 -3.73a 
L l ’ t ， . “ � 
S?’t .17 -2-32 U -4.93a 
-2.14 1 _ 
C i , t ’ Y i , t ， S ? , t - 1 . 8 8 1，2，5，10，12 - 3 . 8 ” 
Critical values for CRDW with 2 variables (higher-order system): 
Sample size T 1% 歸 
50 1.49 1.03 -83 
100 .46 .28 .21 
Source: Table 4’ Engle and Y o o (1987) 
Critical values for D F : 
Variables Sample size T 1% 5 % 10% 
2 50 -4.32 -3.67 -3.28 
100 -4.07 -3.37 -3.03 
3 50 -4.84 -4.11 -3.73 
100 -4.45 -3.93 -3.59 
Source: Table 2, Engle and Yoo (1987) 
Critical values for ADF: 
Variables Sample size T 1% 5% 10% 
2 50 -4.12 -3.29 -2.90 
100 -3.73 -3.17 -2.91 
3 50 -4.45 -3.75 -3.36 
100 -4.22 -3.62 -3.32 
Source: Table 3, Engle and Y o o (1987) 
^Significant at 5% level 
The CRDW and DF statistics fail to reject non-cointegration in all the 
possible combinations of variables. However, Engle and Granger (1987) state that 
since the differences of most data are not white noise, as indicated from above 
testing, CRDW is not a recommended choice of test as one could not in practice 
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know what critical value to use. Hence CRDW does not appear to be too useful 
for testing cointegmtion. The same argument applies to the DF test. In fact, when 
the dynamics of the errors is not known, the ADF test is the recommended and 
widely accepted approach. The results indicate that the variables are cointegrated 
at the long-run frequency. 
It is interesting to note that the cointegrating regression at the long-run 
frequency has some economic meaning as weU. The cointegrating regression is 
equivalent to 
c i+C,八 合?-3) (B.3) 
‘ ( - 1 0 . 1 1 ) (79.36) (-4.30) 
The consumer can be thought to have a longer planning horizon than a quarter 
and take into consideration his economic position in the last few quarters to 
decide how much to spend in the long run. 
The corresponding tests for frequencies 1/2，1/4 (and 3/4) were 
performed. The variables are found to be cointegmted at the seasonal frequencies 
as well. TTie results are shown in Table B.5 through Table B.8. Putting together 
all the results, it is concluded that Y, and 好 are cointegrated at the long-run 




Variables I C ,^^  砖 t ^^ 犯 
C2,t, Y2,t -.05 1.00 -.77 - -28 .07 
， ， (-5.48) (-5.27) 
C^^/al, ^ 1 . 0 0 • -248.30 .36 .06 
, , (-6.59) (6.16) 
Y ” - 1.00 -159.59 .28 .05 
(-2.17) (-5.08) 
r Y ^ -.06 1.00 -.33 196.40 .42 .06 
(-7.08) (-2.13) (4.25) _J J 
t-ratios are in parentheses. SE is the standard error of the regression. 
Table B.6 
Variables CRDW DF Augmentation 
C 2 ， t ， 、 - 6 . 0 ” 1’2 : -3.37b 
C^ t，S!，t 2.60^ -6.25« M -5.35a 
Y2,t’ " 2.03a -8.27« M -3.71b 
丨 2.48a -6.73- | 2,4 卜 8 4 a 
Refer to Table B.4 for critical values. 
^Significant at 1% level 
^Significant at 5% level 
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Table B.7 
Variables I Y�，， Yg^ .^j t-1 SE 
C3.t> Y3,t, Y3,t-1 -.01 1.00 .29 .38 - - .51 .05 
(-1.94) (5.02) (6.54) 
C3,t> ^ I v S3,t-1 -.01 1.00 - - -78.67 -112.27 .44 .05 
(-2.27) (-3.98) (-5.65) 
Y3’t,趕t，殘t-1 -.01 - 1.00 - -276.35 34.82 .70 .05 
(-1.06) (-12.57) (1.57) 
t-ratios are in parentheses. SE is the, standard error of the regression. 
Table B.8 
Variables Augmentation tTUg tir^ 卩冗3门冗4 
C3,t，Y3,t’ Y3,,i ^ -3.64a -2.44- 1 1 . 1 5 a 
C3,t> Si，t， -4 .1” -2.66a 14.66-
Y3,t,碎t，殘t-1 3,5 -5.23a _3 i7a 29.97^ 
5 % level critical values: 
Sample size T tiz^ tir^ FTCgfnt^  
48 -3.27 -2.03 7.35 
100 -3.27 -2.08 7.10 
Source: Table A.1,EGHL (1993) 
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