ABSTRACT. We prove that the incompressible, density dependent, Navier-Stokes equations are globally well posed in a low Froude number regime. The density profile is supposed to be increasing in depth and linearized around a stable state. Moreover if the Froude number tends to zero we prove that such system converges (strongly) to a two-dimensional, stratified Navier-Stokes equations with full diffusivity. No smallness assumption is considered on the initial data.
INTRODUCTION
In the present article we study the behavior of strong solutions of the following modified Boussinesq system which represents the nondimensionalized incompressible density-dependent Navier-Stokes equations
where the functions U ε , ρ ε depend upon the variables (t, x) ∈ R + × R 3 in the regime ε → 0. The space variable x shall be many times considered separately with respect to the horizontal and vertical components, i.e. x = (x h , x 3 ) = (x 1 , x 2 , x 3 ). In the present paper we denote ∆ = ∂ 2 1 + ∂ 2 2 + ∂ 2 3 the standard laplacian, ∆ h = ∂ 2 1 + ∂ 2 2 is the laplacian in the horizontal directions, as well as ∇ h = (∂ 1 , ∂ 2 ) ⊺ , ∇ ⊥ h = (−∂ 2 , ∂ 1 ) ⊺ . In the same way the symbol ∇ represents the gradient in all space directions ∇ = (∂ 1 , ∂ 2 , ∂ 3 ). Considered a vector field w we denote div w = ∂ 1 w 1 + ∂ 2 w 2 + ∂ 3 w 3 . Given two three-components vector fields w, z the notation w · ∇z indicates the operator
Generally for any two-components vector field u = u 1 , u 2 we shall denote as u ⊥ = −u 2 , u 1 . The viscosity ν, ν ′ above are strictly positive constants ν, ν ′ c > 0 We give in what follows a short physical justification of the system (PBS ε ). The system (PBS ε ) describes how a stratified fluid reacts in a long time-scale T to big perturbations around a state of dynamical equilibrium. To understand in what consist such perturbation let us consider a fluid which is perfectly stratified: gravity tends to minimize the gravitational potential and hence to dispose heavier layers under lighter ones. An equilibrium state is hence a configuration in which the fluid density is a function depending on the vertical variable x 3 only and it is decreasing in x 3 . Let us suppose now to displace a certain volume of fluid with high density in a higher region with lower density (perturbation of equilibrium). Gravity will induce downward motion and Archimede's principle will provide upward buoyancy. This process induces a periodic motion of frequency N appearing in the third equation of (2.4). The value N appearing in the equation for ρ is called Brunt-Väisälä frequency, and describes the oscillatory behavior induced by the buoyancy which is caused by the stratification in decreasing-density stacks. We suppose N to be constant, and indeed N = T −1 N where T N is the characteristic time of stratification. We define the Froude number as
The Froude number Fr quantifies the stratification effects on the dynamics of the fluid; the smaller it is the more relevant such effects are. In fact Fr = T N /T is a ratio which involves time-scales only; the characteristic time of stratification T N is an intrinsic magnitude of the system which is determinate by the stratification frequency only, while T can be chosen as large as the observer desires. It is reasonable hence to think that in very large time-scales T the periodic motion caused by an induced equilibrium disturbance will somehow disperse, and the fluid will once again recover a configuration of equilibrium. For a more detailed physical discussion on the derivation of (PBS ε ) we refer to Section 2.1.
Let us rewrite the system (PBS ε ) into the following more compact form
where U ε = (u ε , ρ ε ) and The above form for the system is the one we shall always adopt. We use as well the following differential operator
The operator P acts in the following way: given a four component vector field V = V (x) = V 1 , V 2 , V 3 , V 3 = V ′ , V 4 it maps V ′ onto a divergence-free vector field and leaves untouched V 4 , i.e.
We underline that P and D commute. We shall use this property (even implicitly) repeatedly all along the present work.
To the best of our knowledge there are not many works concerning the system (PBS ε ). In [18] P. Embid and A. Majda study the distributional limit of the primitive equations In the regimes Ro, Fr = O (ε) and Ro ≫ Fr = O (ε) in the case in which the domain is periodic-in-space. The value Ro is called the Rossby number and quantifies the influence of the rotation on the motion of a fluid in the same way as the Froude number quantifies the stratification effects. For a formal derivation of (PE) in the case Ro, Fr = O (ε) we refer to the introduction of [4] . Concerning always the equations (PE) in the regime Ro, Fr = O (ε) in the whole space we refer to the pioneering work [9] in which J.-Y. Chemin proves that (PE) is globally well posed in the case in which Fr = Ro = ε, only a certain part of the initial datum is small and the difference |ν − ν ′ | is small. Moreover, in [5] and [6] , F. Charve using dispersive tools (Strichartz estimates) proves that (PE) in the regime Ro, Fr = O (ε) , Ro = Fr are globally well posed and converge to a suitable limit system known as the quasi-geostrophic system without any smallness assumption on the initial data.
The system (PBS ε ) is very close to the system (PE) in the regime Ro ≫ Fr = O (ε), we refer to [18] and references therein for a justification of such fact. Recently K. Widmayer proved in [32] that the inviscid counterpart of (PBS ε ) converges locally in L 2 R 3 to a stratified two-dimensional Euler system. The case in which (PBS ε ) evolves in a periodic domain is treated in [30] .
1.1. The functional setting. In this section we introduce the functional setting that we adopt all along the paper. We define the homogeneous Sobolev spaceḢ s R d , s ∈ R as the space of tempered distributions
Since we intend to study the behavior of solutions of nonlinear partial differential equations we are interested to understand the regularity of a product of distributions. Generally a product of distributions is not well defined as it was first proved in [29] . This is no longer true if the distributions considered belong to some suitable homogeneous Sobolev space;
or, equivalently, the point-wise multiplication maps continuouslyḢ
Homogeneous Sobolev spaces are Hilbert spaces if and only if s < d/2, in this case the scalar product of two elements ofḢ s R d is defined as
We refer to [2, Chapter 1] for a counterexample in the case in which s d/2. The norm ofḢ s R 3 does not take in account the behavior of u in a frequency set close to zero, the non-homogeneous Sobolev space H s R d defined as
gives a deeper description of the tempered distribution u and a mean to control the low-frequencies as well. Nonetheless we shall work constantly with homogeneous Sobolev spaces since the propagation of a critical homogeneous Sobolev regularity suffice to deduce smoothness of solutions, we shall briefly explain such fact. It is moreover interesting to notice that
We shall see that the solutions of (PBS ε ), if ε is sufficiently close to zero, develop a behavior which is radically different along the horizontal direction x h and the vertical x 3 . This motivates the introduction of the following anisotropic Lebesgue spaces, which are spaces of function whose integrability differs along horizontal and vertical directions. The anisotropic Lebesgue spaces
Here, the order of integration is important. Indeed, if 1 ≤ p ≤ q and if u :
Obviously we can define in a symmetric way the space
It is well known (see [8] , for instance) that as long as Navier-Stokes equations can propagateḢ 1 2 R 3 data the solutions are in fact regular, for this reason it makes sense to define the following space for s > 0:
and since we are interested in global-in-time regularity we define hence the spacė
STATEMENT OF THE MAIN RESULT AND PRELIMINARIES
Before stating the main result let us mention that, as A defined in (1.1) appearing in (PBS ε ) is skewsymmetric it does not bring any energy in suitable energy spaces built on L 2 , such as homogeneous and non-homogeneous Sobolev spacesḢ s , H s , s ∈ R and Besov spaces B s 2,r , s ∈ R, r 1. We refer to [2] for a detailed definition and a deep description of Besov spaces in the whole space. This implies in particular that Fujita-Kato and Leray theorem [2] , [24] can be applied on system (PBS ε ). At first we state the following theorem à la Leray: Theorem 2.1. Let U 0 be in L 2 R 3 , for each ε > 0 there exist a sequence (U ε ) ε>0 such that, for each ε > 0, the function U ε is a distributional solution of (PBS ε ) with initial data U 0 . Moreover the sequence (U ε ) ε>0 is uniformly bounded inĖ 0 R 3 .
Let us now state a result of existence in the homogeneous Sobolev setting, for a proof we refer to [2] , Theorem 2.2. Let us suppose U 0 ∈Ḣ 1 2 R 3 , then there exists a maximal time T U 0 independent of ε such that, for each T ∈ [0, T U 0 ), there exists a unique solution U ε of (PBS ε ) in L 4 [0, T ];Ḣ 1 R 3 which also belongs to the spaceĖ 1/2 T R 3 .
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• If the initial data is small in the spaceḢ
• If T U 0 is finite then (2.1)
Theorem 2.2 states that there exist always local, strong solutions for the system (PBS ε ), moreover if thė H 1/2 initial data is small with respect to the viscosities characterizing the system (namely if the constantc in Theorem 2.2 is small) the solution is global.
The blow-up condition (2.1) gives already an insight on how to connect the critical homogeneous Sobolev regularityḢ
dτ .
The proof of Corollary 2.3 is rather simple, but it involves the tools of paradifferential calculus and Bony decomposition, for this reason is postponed to Section 2.3.
Whence the blow-up condition (2.1) which is calibrated in the critical homogeneous Sobolev setting suffices to determinate non-homogeneous subcritical regularity, and the maximal lifespan in Corollary 2.3 is hence the same one as in Theorem 2.2. In what follows it suffices hence that we focus on the propagation of homogeneous critical Sobolev regularity.
Let us introduce now the following two-dimensional, vertically stratified Navier-Stokes system:
. Such system will be studied in detail in Section 4 and it represents the non-oscillating part of the solutions of (PBS ε ) in the limit ε → 0.
A question of great importance in the study of hydro-dynamical systems is whether three-dimensional hydro-dynamical flows admit classical solutions which are globally well-defined. For two-dimensional systems the answer is affirmative and it is known since the classical works [23] and [25] . In dimension three the question of global solvability for generic large data remain unsolved. Nonetheless there exist many three-dimensional systems which admit global-in-time solution of strong type for arbitrary data, notably geophysical fluids [14] belong to such category due to the constraining effects of the rotation of the Earth. The system (PBS ε ) can be studied with the methodologies characterizing such discipline and we prove the following result:
, there exists a ε 0 > 0 such that for each ε ∈ (0, ε 0 ) the unique local solution U ε of (PBS ε ) is in fact global and belongs to the space
Moreover as ε → 0 the following convergence takes place,
where U ε is the strong solution identified by Theorem 2.2 and W ε ,ū h are respectively the unique global solutions (in the spaceĖ 1/2 R 3 ) of
and (2.2). The operators P ±,ε are defined in (3.7).
Remark 2.5. We point out that Theorem 2.4 is composed of two main statements:
(1) global well-posedness in the energy spaceĖ 1/2 R 3 for positive, small ε, (2) convergence as ε → 0 in the spaceĖ 1/2 R 3 to the solutions of a suitable limit system, we prove at first the global well-posedness, and subsequently, thanks to the theory developed in order to prove such result, we prove the convergence result.
To prove Theorem 2.4 we proceed as follows:
• In Section 3 we perform a careful spectral analysis of the linear operator L ε = PA − εD, where P is the Leray projector onto the first three-components and the identity on the fourth and A, D are defined in (1.1). Such analysis will be of great relevance in the Sections 5 and 4.
• In Section 4 we prove that the system (4.3) is globally well posed inĖ s R 3 , s 0. The system (4.3) is the system to whom (PBS ε ) approaches as ε → 0.
• In Section 5 we study the linear system (5.3). The initial data of (5.3) is considered to be in what we denote as the oscillating subspace of L ε , which is introduced at the end of Section 3, and moreover is localized in a a set C r,R (see (3.4)) of the frequency space which makes his evolution to be described by an oscillating integral with no stationary phase. This observation is hence the key observation which allows us to prove some adapted dispersive estimates on the solutions of (5.3).
• In Section 6 we prove the global well-posedness part of Theorem 2.4, i.e. we prove that for ε sufficiently small the solution U ε of (PBS ε ) belongs to the spaceĖ 1/2 R 3 . To do so we perform a bootstrap argument on the function δ ε r,R = U ε − W ε r,R −Ū which requires the use of the dispersive estimates performed in Section 5.
• Finally in Section 7 we prove the convergence part of the statement of Theorem 2.4. Remark 2.6. All along the paper we shall denote with C a generic positive constant, independent by any parameter. Such value may differ from line to line. The positive constant C r,R depends instead from the parameter 0 < r < R, and C r,R C 1 + R N r N , for some positive and finite N ∈ N. 6 2.1. Physical derivation of the system (PBS ε ) and related results. The system describing the motion of a fluid with variable density under the effects of (external) gravitational force is (see [15] )
The system (2.4) is derived considering a density-dependent incompressible fluid whose only external force acting on it is the gravity. The fluid density ρ is linearized around a vertically decreasing density profile
The Navier-Stokes incompressible equations with hypothesis (2.5)-(2.6) and Boussinesq approximation read hence as (2.7)
Let us define the Brunt-Väisälä stratification frequency as (see [15] ):
Equation (2.4) describe hence the dynamics of a density-dependent fluid under the sole hypothesis that the variation of density is small and the density increase with depth. 
we can define the following adimensional unknowns:
The dimensionless number Fr is the Froude number as is was defined above. The equations (2.4) in nondimensional form becomes
where ν ⋆ and κ ⋆ are modified kinematic viscosities. Setting Fr = ε we hence derived the system
The system (PBS ε ) falls into a wider category of mathematical problems known as singular perturbation problems. The idea behind this kind of problems is that, once we have an external, linear, force acting on a system such as in (PBS ε ), such force with great magnitude will constraint the motion of the system described. This kind of rigidity can hence be used in order to prove that suitable three-dimensional hydrodynamical flows are globally well-posed without any smallness assumption on the initial data.
Another system which falls in the category of singular perturbation problems is the system describing the motion of a flow under the effect of a strong horizontal rotation, namely what is known as the NavierStokes-Coriolis equations:
In the case in which the spatial domain is the full three-dimensional space R 3 , if the initial data is of the form v RF,0 =ū h 2D,0 +ũ 3D,0 , whereū h 2D,0 is a two-dimensional vector field it is proved in [14] that
where w ε is the global solution of the linear homogeneous equation associated to (NSC ε ) andū h 2D is the global solution of the two-dimensional Navier-Stokes equations. Many more are the works on global existence and convergence for the equation (NSC ε ): in the whole space it was proved in [11] a result of global existence and convergence in Sobolev spaces of anisotropic type in the case in which the vertical diffusivity is null. Such result is physically significant since experimental proof suggests that for fluids at a planetary scale the vertical diffusivity (Ekman number) tends to be very small, see [15] and [28] . We mention as well [22] , [26] and [13] for works describing rotating fluids between two parallel rigid layers with Dirichelet boundary conditions, [27] for rotating fluids with zero vertical diffusivity and vanishing horizontal diffusivity and [17] for propagation of tangential regularity in rotating inviscid fluids.
Dyadic decomposition. We recall that in
For 0 < r 1 < r 2 , we defined the annulus
Next, we recall the following Bernstein-type lemma, which states that Fourier multipliers act almost as homotheties on distributions whose Fourier transforms are supported in a ball or an annulus. We refer the reader to [10, Lemma 2.1.1] or [2, Lemma 2.1] for a proof of this lemma.
Lemma 2.7. Let k ∈ N, d ∈ N * and R, r 1 , r 2 ∈ R satisfy 0 < r 1 < r 2 and R > 0. There exists a constant
In order to define the (non-homogeneous) dyadic partition of unity, we also recall the following proposition, the proof of which can be found in [10, Proposition 2. 
The non-homogeneous dyadic blocks are defined as follows Definition 2.9. For any d ∈ N * and for any tempered distribution u ∈ S ′ (R d ), we set
Using the properties of ψ and ϕ, for any tempered distribution u ∈ S ′ (R d ), one can formally write
and the homogeneous Sobolev spaces H s (R d ), with s ∈ R, can be characterized as follows
Moreover, there exists a square-summable sequence of positive numbers (c q ) q with q c 2
Remark 2.11. Let us remark that if q 0 the inequality (2.15) can be improved to the following sharper bound
We refer to [2, Chapter 2] for a thorough study on homogeneous and non-homogeneous dyadic paradifferential calculus.
2.3. Paradifferential calculus. The decomposition into dyadic blocks allows, at least formally, to write, for any tempered distributions u and v,
The Bony decomposition (see for instance [3] , [10] or [2] for more details) consists in splitting the above sum in three parts. The first corresponds to the low frequencies of u multiplied by the high frequencies of v, the second is the symmetric counterpart of the first, and the third part concerns the indices q and q ′ which are comparable. Then,
, where
Using the quasi-orthogonality given in (2.12) and (2.13), we get the following relations.
Lemma 2.12. For any tempered distributions u and v, we have
Lemma 2.12 implies the following decomposition, which we will widely use in this paper
Proof of Corollary 2.3 : Let us consider the three dimensional Navier-Stokes equations
Let us consider at first the behavior of (INS) on the hi-frequencies. To do so let us apply the q-th, for q 0, dyadic block on such equation and lat us multiply the resulting equation for △ q u and let us integrate in space; we deduce the following differential inequality:
With Bony decomposition we deduce
= I 1,q + I 2,q . Since I 1,q and I 2,q are symmetric we bound the term I 2,q which involves an infinite sum and it is hence more difficult. Applying Hölder inequality we deduce
We use now the embeddingḢ 1 ֒→ L 6 andḢ 1/2 ֒→ L 3 and the property
where (c q ) q ∈ ℓ 2 . As we pointed out in Remark 2.11 the estimate (2.20) con be applied in this context since we are studying the H s -energy of the hi-frequencies of (INS). We deduce hence that
whence the sequence (b q ) q defined as
Let us denote the hi-frequencies of u as
Sobolev interpolation, Young inequality, a multiplication for 2 2qs , the use of (2.20), summing on q 0, a parabolic absorption and Gronwall inequality transform (2.19) into
Let us recall that for the low-frequencies
whence a standard L 2 estimate on the Navier-Stokes equations gives us the bound
Ḣs , summing (2.21) and (2.22) and since for s > 0 the non-homogeneous Sobolev space H s is continuously embedded in bothḢ s and L 2 , we deduce hence the inequality
concluding.
SPECTRAL ANALYSIS OF THE LINEAR OPERATOR
In the context of singular perturbation problems an important role is determined by the dynamics induced by the singular operator PA, where P is defined in (1.2) and A in (1.1). In particular we are interested to study the effects of the oscillations induced by such operator. This is generally done with tools of Fourier analysis such as dispersive estimates on highly oscillating integrals ( [14] , [31] ). To perform such analysis is hence very important to understand the explicit structure of the eigenvalues of the linear operator ε −1 PA−D, this is the scope of the present section. We consider the linear operator
whose Fourier symbol isL
We study the parabolic operator L ε instead than the hyperbolic PA since we want to take in account the regularizing effects induced by the second-order elliptic operator −D. This choice will become clear in Section 5.
The characteristic polynomial associated toL ε is
12 which admits four roots,
which has multiplicity two and
where
Let us restrict ourselves on the localization
(if ε is sufficiently small) for any ξ ∈ C r,R , hence the oscillating eigenvalues are never null in such set. It is clear that, for ε sufficiently small, on C r,R
hence from now on we shall consider implicitly S ε ≈ 1.
Let us evaluate the eigenvectors related to the eigenvalues λ ε i , relatively to the eigenvalue λ ε 0 , which has multiplicity two, we have two eigenvectors
These eigenvectors are not divergence-free, hence, a priori, they do not describe the evolution of solutions of equation (PBS ε ). In any case there is a subspace of the space Ce 1 ⊕ Ce 2 which is composed by divergencefree vector fields, namely the space spanned by the vector
Relatively to the eigenvalues λ ε ± the following eigenvectors can be computed
hence if ξ ∈ C r,R and ε small S ± ε ≈ 1.
An important feature of the spectral analysis of the operator L ε is that the eigenvectors are not orthogonal. We will in Section 5 require to analyze the regularity of the propagation of some vector field along the eigendirections spanned by E ε ± . This cannot hence be done by a standard application of the triangular inequality since, as we will see below, the projections onto the eigenspaces are defined by suitable Fourier 13 multiplier, hence a more thorough analysis is required. Let us now consider a solenoidal vector field V = V 1 , V 2 , V 3 , V 4 which belongs to the space
where the elements k i,ε , i = 0, ± are suitable forms which act on the space of solenoidal vector fields and they describe the magnitude of the projection of V onto the eigenspace C E ε i . We can hence define the projections of a divergence-free vector field in X onto the eigenspace spanned by E ε i as
The definition of P i,ε does not give any insight of the regularity of the element P i,ε (V ) w.r.t. the regularity of V . We expect that the form k i acts as a Fourier multiplier of a suitable degree. We prove in fact that, as long as we restrict ourselves in the set C r,R , the mapV → k i,ε (V ) E ε i acts as a multiplication for a constant in terms of L 2 regularity: Lemma 3.1. Let V ∈ X a solenoidal vector field such that supp V ⊂ C r,R , then for i = 0, ±
Proof. This is a problem of linear algebra. Let us consider the following basis of C 4 (in the Fourier space)
and the canonical basis
The matrixL ε is indeed diagonalizable, hence there exists an invertible matrix Q such that
, the matrix Q is the change of base matrix from the base B can to the base B and, given the explicit expression of the eigenvectors in (3.5), (3.6) it assumes the form
Let us note that the first column of Q is (1, 0, 0, 0) ⊺ , this is motivated by the fact that we completed the basis B with the vector e 1 in order to obatin a complete basis of C 4 . The matrix Q performs the following transformation,
we deduce hence that the element
gives the expression of the k i 's in terms of the variablesV i 's multiplied by suitable Fourier multipliers determined by the inverse matrix Q −1 . Whence it suffice to compute the explicit expression of the matrix Q −1 to solve the linear system above. The matrix Q −1 assumes the form (3.9)
whence it is clear that, sinceV is supported in C r,R : 
The claim follows applying Plancherel theorem.
Lemma 3.1 gives hence a complete answer regarding the regularity of the projectors P i,ε , nonetheless we did not compute explicitly their form. Regarding the first two equations of the system (3.8) we can deduce the following explicit equations thanks to the explicit expression of Q −1 given in (3.9):
hence we can compute explicit expression of the projector P 0 V = F −1 (k 0 (V ) E 0 ), which in particular assumes the form (in the Fourier variables):
Whence we can define the projector P 0 (which does not depend any more on the parameter ε) which maps a solenoidal vector field V onto CE 0 via the following pseudo-differential operator of order zero (3.10)
where the operator curl h is defined as curl
The space CE 0 shall be denoted as non-oscillating subspace, whereas the space CE ε + ⊕ CE ε − shall be denoted as oscillating subspace. This choice of lexicon can easily be justified: let us consider the following linear system,
. The unique solution of such system can be written as
Respectively hence the projection of W L onto the subspaces CE 0 , CE ε ± is
We can immediately see hence that the elements P 0 W L and P ±,ε W L have two qualitatively very different behaviors: the former has a purely parabolic decay-in-time, while the latter is described by an oscillating integral.
GLOBAL WELL POSEDNESS OF THE LIMIT SYSTEM
A consistent part of Theorem 2.4 deals with the convergence of solutions of (PBS ε ) in the regime ε → 0 to a certain limit function. We expect hence that once we restrict ourselves onto CE 0 , no dispersive effect occur due to the absence of the singular perturbation, determining hence a candidate for the limit model we look for. 4.1. Formal derivation of the limit system. An important step as long as concerns singular perturbation problems is to deduce formally a limit system to whom (PBS ε ) converges. Several works on geophysical fluids such as [14] , [5] or [19] suggest that the solutions of (PBS ε ) converge (in a sense which we do not specify at the moment) to an element belonging to the nonoscillatory space CE 0 .
The next result is a direct deduction of Theorem 2.1 (see for instance [20, Corollary 2.1]):
Lemma 4.1. Let U 0 be in L 2 R 3 , and let U ε be a weak solution of (PBS ε ), there exists a
Taking a formal limit for ε → 0 in (PBS ε ) and supposing that (U ε , Φ ε ) → (U ⋆ , Φ ⋆ ) the following balance
has to take place by simple comparison of magnitude in (PBS ε ) in the limit ε → 0. Le us consider now the subsequence (ε j ) j identified in Lemma 4.1. With a standard argument of cancellation of the pressure on (PBS ε ) we can deduce that
in the sense of distributions. The above relation together with (4.1) imply that
But −∆ h ρ ⋆ = 0 in the whole space implies that ρ ⋆ = ρ ⋆ (x 3 ), and hence Lemma 4.1 allows us to state that
We hence deduced (formally) until now that
we want to understand (heuristically) which equation is satisfied by the limit function u h,⋆ .
Next let us consider some very specific test functions φ ∈ D R + × R 3 such that φ = (φ 1 , φ 2 , 0, 0) and
h Ψ, for some potential Ψ. This in particular implies that div h φ h = 0, these hypothesis have been imposed so thatφ (t) ∈ CE 0 , ∀ t > 0. Let us suppose moreover that the weak convergence sated in Lemma 4.1 is strong enough so that
Obviously this is not the case, but an educated guess which motivated the development of the present work.
Testing the equation (PBS ε ) against functions of such form we deduce that (here we denote as u h,ε the horizontal components of U ε )
Let us take now formally the limit as ε j → 0, justified by Lemma 4.1. First of all we remark, thanks to the balance deduced in (4.1), and the hypothesis (4.2):
Whence we deduce that, at least in this restricted distributional sense, the limit function describing the evolution of the horizontal components shall satisfy the system
4.2. Detailed study of the limit system. Section 4.1 motivates hence the study of the 2-dimensional, incompressible, stratified Navier-Stokes system (4.3)
The operator P 0 is defined in (3.10). The velocity fieldū h is endowed with a 2d-like vorticity
which, as well as for the two-dimensional Navier-Stokes equation satisfies the transport-diffusion equation
We can recoverū h from ω h via a 2D-like Biot-Savart law
as it was already outlined and justified in the previous section deducing the explicit expression of the projector P 0 in (3.10).
Let us make a couple of remarks on the system (4.3), the unknownū h of (4.3) depends on all three space variables and is time-dependent, i.e.ū h =ū h (t, x) =ū h (t, x h , x 3 ). The equations (4.3) represents hence a Navier-Stokes system in the horizontal directions x h , while it is a diffusive equation along the vertical direction x 3 .
The results stated in the following lemmas are classical, hence the proof is omitted.
Then there exists respectively a weak solutionū h , ω h of (4.3) and (4.4) such thatū
and, for each t > 0, the following bounds hold
. This is all we require in order to prove the following lemma, which is the main result which will allows us subsequently to prove that (4.3) is globally well posed in H s R 3 , s 1/2:
, and for each t > 0 the following bounds hold
.
Proof. Let us start considering the value
, applying Lemma 4.3 we deduce
By use of (1.4) and a Gagliardo-Nirenberg interpolation inequality we deduce
, whence we deduce
where in the second inequality we used the fact that the map ω h → ∇ hū h is a Calderon-Zygmund application of norm K. Integrating in time (4.5) using a Cauchy-Schwarz inequality and the results of Lemma 4.2 we deduce the inequality
To complete the proof it suffice hence to apply (1.4).
Lemma 4.4 is the cornerstone of the proof of the propagation of the isotropic Sobolev regularity, which is formalized in the following proposition Proposition 4.5. Letū h 0 ∈ H s R 3 , s > 0 and ω h 0 ∈ L 2 R 3 , then the weak solutionū h of (4.3) which exists thanks to Lemma 4.2 belongs to the spacē
and for each t > 0 the following bound holds
Proof. Let us apply the operator △ q to the equation (4.3) and multiply it for △ qū h and integrate in space, we deduce
Indeed, since div hū h = 0 and integrating by parts,
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Applying Bony decomposition we deduce
Since the operators △ q , S q map continuously any L p R 3 space to itself and by Hölder inequality we deduce (4.8)
In the second inequality we used a Gagliardo-Nirenberg inequality and in the third one the regularity properties of dyadic blocks. The sequence (b q ) q ∈ ℓ 1 (Z). For the term I 2,q we can apply the very same procedure to deduce the same bound (4.9)
, but in this case the sequence (b q ) q , which is ℓ 1 , assumes the convolution form
Thanks to (4.8), (4.9) we hence deduced that (4.10)
With the bound (4.10) applied to (4.7) we deduce
, hence, multiplying (4.11) for 2 2qs , summing on q ∈ Z and using the convexity inequality ab Ca 4 + ν 2 b 4/3 we deduce the bound
it suffice hence to apply Gronwall inequality on (4.12) and consider the result of Lemma 4.4 to deduce the bound (4.6).
The following result is a direct deduction of the above proposition, the proof is hence omitted. 
DISPERSIVE PROPERTIES
We recall that, for 0 < r < R, in (3.4), we defined
and Ψ r,R : R 3 → R the following frequency cut-off function
Then, we have Ψ r,R ∈ D(R 3 ), supp Ψ r,R ⊂ C r 2 ,2R and Ψ r,R ≡ 1 on C r,R . Indeed the operator Ψ r,R maps any tempered distribution f to
with this in mind we want to study the following linear system
where P ±,ε is the projection respectively onto the space CE ε ± defined in (3.7) and L ε is defined in (3.1). We stress out the fact that Lemma 3.1 implies that the maps P i,ε are bounded operators onto L 2 as long as we consider functions localized on the set C r,R . The forcing term Λ appearing on the right-hand-side of (5.3) is defined as
where the scalar functionp the limit pressure of the limit system (4.3). We expressed the nonlinearity Λ as depending on the velocity flowū h , but in the above definition the dependence onp is made explicit. Indeed we can expressp it in term ofū h as
and this justifies the above observation.
The forcing term Λ presents an interesting property Lemma 5.1. Let P 0 be the projector onto the non-oscillating subspace defined in (3.10), then
Proof. It suffice to remark that the only non-zero component of Λ is the third one and that the projector P 0 defined in (3.10) maps the third component to zero. 21 Lemma 5.1 implies in particular that (5.6) Λ = (P +,ε + P −,ε ) Λ, and hence we shall use (5.6) repeatedly along this work.
The presence of the external forcing term −Ψ r,R (D) (P +,ε + P −,ε ) Λ is motivated by technical needs which will be explained in detail in Section 6. 5.1. Study of the linear system (5.3). In this small section we prove some existence and regularity result concerning the free-wave system (5.3). Let us define the space
r,R endowed with the H 1 2 R 3 norm is a Banach space.
is bounded in the spaceĖ 1/2 R 3 and for each t > 0 and ε > 0, 0 < r < R the following bound holds true:
, where c = min {ν, ν ′ }.
In order to prove Lemma 5.2 it suffices apply Cauchy-Lipschitz theorem in the following form.
Lemma 5.3. Let us consider the ordinary differential equation
where ω is an open subset of a Banach space X. Let
Let us suppose moreover that
Then there exists a unique maximal solution u in the space
Proof. See [2, Proposition 3.11, p. 131]. 22 Proof of Lemma 5.2 : It suffices to consider (5.3) in the form
where (using as well (5.6)):
It is easy to prove that F ε satisfies (5.8) with a locally L 1 function which depends on ε, r and R. We aim to prove that, for each r, R, ε > 0 the function W ε r,R belongs to the space C 1 R + ;Ḣ 1 2 R 3 : accordingly to Lemma 5.3 it suffices hence to prove that
Let us now multiply (5.3) for W ε r,R and let us take theḢ 1 2 R 3 scalar product of it, we deduce hence that
, where c = min {ν, ν ′ }. Integration by parts, Cauchy-Schwartz inequality, and the fact that the operator Ψ r,R (D) (−∆ h ) −1 div h div h maps continuously anyḢ s R 3 space to itself with norm independent of r and R allow us to deduce
, and since
, whence applying Young inequality we obtain the estimate
Integrating in-time the above equation and using the estimate (4.6) we hence conclude the proof.
Dispersive properties of (5.3).
In the previous section we made sure that (5.3) is solvable in the classical sense and that the solutions of (5.3) belong to the spaceĖ 1/2 R 3 uniformly w.r.t. the parameters ε, r, R. In the present section we are hence interested to study the perturbation induced by the operator ε −1 L ε , and to prove that such perturbations induce some dispersive effect on W ε r,R . The result we want to prove in this section is the following one Lε Ψ r,R (D) (P +,ε + P −,ε ) Λ ū h (s) ds, whence along the eigendirection E ε ± the evolution of (5.3) is (5.10)
where λ ε ± is defined in (3.3). The convolution kernels K ±,r,R are
The convolution kernel K ±,r,R is hence a highly oscillating integral. It is well known that integrals with such a behavior are L ∞ R 3 functions whose L ∞ R 3 norm decays in time (see [1] , [2] , [14] , [31] ...), we shall apply the methodology of [14] in order to prove the following result Lemma 5.5. For any r, R such that 0 < r < R there exists a constant C r,R such that for each z ∈ R 3 (5.12)
(ν+ν ′ )r 2 t .
Proof. Taking the modulus of both sides of (5.11) and integrating, considering that Ψ r,R is supported in C r,R , it is sufficient to prove that
(ν+ν ′ )r 2 t , for each t, τ ∈ R + and z ∈ R 3 . This holds hence in particular if τ ∈ [0, 1].
The rest of the proof is devoted to improve the above estimate in the case τ 1.
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Let us fix some notation first, we denote as φ (ξ) = |ξ h | |ξ| S ε (ξ) and thanks to Fubini's theorem
Indeed since I ± is supported, relatively to the variable ξ h , in the set {ξ h : r |ξ h | R}, we deduce
hence it shall suffice to prove an L ∞ bound for the function I ± . Let us remark that I ± are even functions w.r.t. the variable z 3 , hence we can restrict ourselves to the case z 3 0.
We are interested to study the L ∞ norm of the elements I ± , these norms are invariant under dilation, in particular hence we consider the transformation z 3 → τ z 3 , τ > 1, with these
Let us fix some notation, we define
With this notation indeed
Let us define the differential operator
in particular there exists a positive constant C independent by any parameter of the problem such that, being ξ ∈ C r,R defined in (3.4),
Indeed L ± e iτ θ ± = e iτ θ ± , hence integration by parts yields (5.14)
Since ξ ∈ C r,R and thanks to the estimate (5.13) we can deduce easily that (here we use the fact that
Moreover
The last inequality is true since τ > 1. Being ξ localized in C r,R is a matter of straightforward computations to prove that
(ν+ν ′ )r 2 t , whence we finally deduced that
With the above bound and (5.14) we deduce hence
(ν+ν ′ )r 2 t which concludes the proof.
Proposition 5.6. Let us consider a vector field U 0 ∈ L 2 R 3 and the functions G ε ±,r,R U 0 of the variables (t, x) defined in (5.10). Then
Proof. Indeed G ε ±,r,R U 0 can be written as a convolution operator as explained in equation (5.10), in particular
where P ±,ε are the projections onto the eigenspaces generated by E ε ± defined in (3.7), and the convolution kernels K ±,r,R are defined in (5.11) . Considering the dispersive estimate (5.12) given in Lemma 5.5 we can 26 apply what is known as T T ⋆ argument (see [2, Chapter 8] ) in the same way as it is done in [14] , [12] , [11] , [5] , [7] to deduce that
We can hence apply Lemma 3.1 obtaining
The element G ε ±,r,R t ε U 0 has the following properties:
• G ε ±,r,R t ε U 0 is localized in the frequency space,
whence an application of Bernstein inequality allows us to deduce that
. An interpolation between (5.16) and (5.17) gives finally (5.15).
The oscillating behavior of the propagator allows us to deduce the following dispersive result on the external forcing −Ψ r,R (D) Λ as it is done, for instance, in [21] , [16] or [5] .
Proposition 5.7. There exists a constant C r,R depending on the localization (3.4) such that, for ε small
for each p 1.
Proof. For this proof only we write G ε ±,r,R = G, Ψ r,R = Ψ in order to simplify the notation,
applying Fubini theorem and performing the change of variable τ = t − s we deduce
whence applying (5.15) we deduce that
which in turn implies the claim for p = 1.
To lift up the argument to a generic p it suffice to notice that, being Ψ (D) Λ localized in C r,R , there exists a constant C R depending on the magnitude of the localization C r,R such that
hence (5.18) follows by interpolation.
Proof of Theorem 5.4: In order to prove Theorem 5.4 it suffice to collect all the results proved in the present section. By superposition we obviously have that W ε r,R = P −,ε W ε r,R + P +,ε W ε r,R , and applying (5.10)
whence it suffice to apply (5.15) and (5.18) to deduce
, however, since
, and thanks to the results of Lemma (4.2) we can hence argue that
which implies in turn that
LONG TIME BEHAVIOR: THE BOOTSTRAP PROCEDURE
This section is devoted to deduce the maximal lifespan of the function (6.1) δ ε r,R = U ε − W ε r,R −Ū , where U ε is the local solution of (PBS ε ) identified in the Theorem 2.2, W ε r,R is the global solution of the free-wave system (5.3) andŪ is the global solution of the limit system identified in Section 4.1 , i.e. the system (4.3). By the definition itself of δ ε r,R we understand that, beingŪ and W ε r,R globally well-posed, U ε and δ ε r,R have the same lifespan. This first regularity result is a very rough bound on theĖ 0 norm of δ ε r,R :
, the function δ ε r,R defined as in (6.1) belongs uniformly in ε, r, R > 0 to the spaceĖ 0 R 3 and
Proof. Theorem 2.1 implies that U ε ∈Ė 0 as well as Lemma 4.2 implies thatŪ ∈Ė 0 and moreover
where c = min {ν, ν ′ }. For W ε r,R the procedure is similar: let us multiply (5.3) for W ε r,R and let us integrate in space. Recalling thatp = (−∆ h ) −1 div div ū h ⊗ū h = p 0 (D) ū h ⊗ū h it suffice to prove a suitable energy bound on the element
Integration by parts and Young inequality allow us to deduce that
Product rules in Sobolev spaces imply
, whence an integration in time
it suffice hence to use the bounds in Lemma 4.2 and Proposition 4.5 to deduce the claim.
Lemma 6.1 provides a first rough bound on δ ε r,R under some rather strong regularity assumptions on the initial data (U 0 ∈ H 1/2 and curl h U 0 ∈ L 2 R 3 ). Nonetheless such bound shall be required in the proof of Lemma 6.6 (see function g r.R
3 ), which is an important step in the proof of Proposition 6.4, the main result of the present section. Let us remark moreover that the hypothesis on the initial data of Lemma 6.1 are the same as the ones of Proposition 6.4.
The following procedure is standard in singular perturbation problems (see [11] , [14] and [5] ). In particular, being the diffusion isotropic we shall follow closely the methodology in [14] , proving that δ ε r,R is globally well posed inĖ 1/2 R 3 . If we prove this, as mentioned above, we prove as well that U ε is globally well-posed in the spaceĖ 1/2 R 3 , and hence we prove the global-well-posedness part in Theorem 2.4.
Let us at first deduce the equation satisfied by the function δ ε r,R . This is a matter of careful algebraic computations, which lead us to deduce the following equations (5.4) . The pressurep appears with an horizontal gradient only in the equation (4.3), whence the difference ∇Φ ε − ∇ hp , arising when we compute the difference equation of U ε −Ū is not the gradient of a scalar function, beingp dependent on the variable x 3 as it is clear from its expression in terms of the velocity flowū h given in (5.5). 29 The forcing term −Ψ r,R (D) Λ = −Ψ r,R (D) (P +,ε + P −,ε ) Λ on the right-hand-side of (5.3) is hence a corrector term: it adds the intermediate frequencies of ∂ 3p in order to later obtain a full gradient function in the system (6.2) describing the evolution of δ ε r,R . Obviously we require an additional corrector which covers the very low and very high frequencies of Λ, for this reason it is present in equation (6.2) the term − (1 − Ψ r,R (D)) Λ. We had as well to use the property (5.6) in such process.
Let us now select a positive real value η such that (6.3) η < min c 4C , 1 , where c = min {ν, ν ′ }.
We prove now the following technical lemma:
Lemma 6.2. Let U 0 ∈Ḣ 1 2 R 3 and P 0 be a Fourier multiplier of order 0. Let us consider a η > 0 satisfying (6.3), then there exist a 0 < r η = r R η = R < ∞ such that the following bound holds true
Proof. The proof is an application of Lebesgue dominated convergence theorem. Indeed the function
converges point-wise to zero when r → 0, R → ∞, hence it suffice to prove that
By Plancherel theorem and product rules in Sobolev spaces we deduce Let us analyze now the initial data of the system (6.2), it is defined as δ r,R,0 = [1 − Ψ r,R (D) (P +,ε + P −,ε ) − P 0 ] U 0 , (6.4) where the projectors P i,ε defined in (3.7), are the projections onto the eigendirections E ε i , i = 0, ± defined in (3.5) and (3.6). The initial data is localized onto the very hi and low frequencies along the eigendirections of the eigenvectors E ± defined in (3.6). Unfortunately the projectors P ±,ε are not bounded on such set of frequencies, hence we cannot deduce directly the regularity of δ r,R,0 in terms of the regularity of U 0 . Nonetheless we can prove the following result Lemma 6.3. Let us fix 0 < r R < ∞ and let δ r,R,0 be the initial data of (6.2) be defined as in (6.4). For any s ∈ R if U 0 ∈Ḣ s R 3 there exists a constant C which does not depend on the parameters r, R of the localization C r,R such that δ r,R,0 Ḣs (R 3 ) C U 0 Ḣs (R 3 ) .
Proof. Let us remark that 1 = P 0 + P +,ε + P −,ε , this in turn implies that 1 − Ψ r,R (D) (P +,ε + P −,ε ) − P 0 = (1 − Ψ r,R (D)) (1 − P 0 ) , whence δ r,R,0 = (1 − Ψ r,R (D)) (1 − P 0 ) U 0 . The projector P 0 has been evaluated in detail in (3.10), and in particular it is a Fourier multiplier of order zero. This implies that the operator (1 − Ψ r,R (D)) (1 − P 0 ) is as well a Fourier multiplier of order zero, such that
(1 − Ψ r,R (D)) (1 − P 0 ) L(Ḣ s (R 3 )) 1 − P 0 L(Ḣ s (R 3 )) C < ∞.
Selecting hence an η > 0 which satisfies (6.3) and an U 0 ∈Ḣ 1 2 R 3 Lemma 6.3 and a dominated convergence argument allow us hence to choose some positive, real 0 < r < R which depend on η such that (6.5) δ r,R,0
The result we prove in this section is the following one:
Proposition 6.4. Let us consider a positive, real η which satisfies (6.3), and let the initial data U 0 ∈ L 2 R 3 ∩Ḣ 1 2 R 3 be such that ω h 0 = −∂ 2 U 1 0 + ∂ 1 U 2 0 ∈ L 2 R 3 . Let us set 0 < r ≪ 1 ≪ R positive parameters depending on η be such that δ r,R,0 defined in (6.4) satisfies (6.5). Let δ ε r,R ε>0 be a sequence indexed by ε of local solutions of (6.2), there exists a ε 0 = ε 0 (η) = 1 C η 2 3C r,R
