This paper reports on the application of a simulated annealing algorithm to the minimum cost design of reinforced concrete retaining structures. Cantilever retaining walls are investigated, being representative of reinforced concrete retaining structures that are required to resist a combination of earth and hydrostatic loading. To solve such a constrained optimisation problem, a modified simulated annealing algorithm is proposed that avoids the simple rejection of infeasible solutions and improves convergence to a minimum cost. The algorithm was implemented using an object-orientated visual programming language, offering facilities for continual monitoring, assessing and changing of the simulated annealing control parameters. Results show that the simulated annealing can be successfully applied to the minimum cost design of reinforced concrete retaining walls, overcoming the difficulties associated with the practical and realistic assessment of the structural costs and their complex inter-relationship with the imposed constraints on the solution space.
Introduction
Simulated annealing is a stochastic relaxation technique, with an analogy to the physical process of annealing a metal. The solution to a general optimisation process can be associated with this system states behaviour. The cost of a structure corresponds to the concept of energy and moving to any new set of design variables corresponds to a change of state. Simulated annealing randomly generates new configurations by sampling from the probability distribution of the system. It employs a random search that not only accepts changes that decrease the objective function, but also changes that increase the objective function with a certain probability.
This feature of simulated annealing algorithms is considered to be their major advantage, making them less susceptible to the premature convergence towards a local optimum. The algorithm was first proposed by Kirkpatrick et al. (1983) , and independently, by Černy (1985) .
Simulated annealing is a theoretically established, efficient and adaptive search method applicable to real-life constrained optimisation problems. Successful applications to engineering optimisation problems have been reported, for example, Bennage and Dhingra (1995) investigated the application of the simulated annealing to single and multi-objective structural optimisation problems. Their results indicate that, in several instances, simulated annealing outperforms gradient-based and discrete optimisation techniques used in the comparison. Manoharan and Shanmuganathan (1999) , also discussed the results of their comparison of different search mechanisms in structural engineering optimisation problems, concentrating mainly on those that minimise the cost of the structure. The search mechanisms evaluated included simulated annealing, tabu search, genetic algorithms, and branch-and-bound, with the goal to assess their applicability to structural engineering optimisation with discrete variables. Examples of application of simulated annealing to specific optimisation problems are also reported, such as Topping et al. (1996) , who used a simulated annealing algorithm to perform changes in structural truss topology whist minimising the member cross-sectional areas, outlining the approach to optimisation over an N-dimensional space of continuous values for the member cross-sectional areas as a discrete set of chosen values. In their later work, to overcome the algorithm's major disadvantage in solving a complex systems (potentially extremely slow convergence process), Leite and Topping (1999) suggested that a more efficient way to reduce the processor time and make the simulated annealing algorithms a more attractive solution for engineering problems is to add parallelism. Furthermore, their paper provides guidelines for the selection of appropriate parallel schemes for engineering problems. Other authors have investigated approaches in making the algorithm more robust and effective. For example, Moh and Chiang (2000) , proposed an optimisation algorithm based on simulated annealing, in which the domain of the search is successively reduced based on the ideas of a probability cumulative distribution function and stable energy, until the stopping criteria were satisfied. They argued that the resulting selection of initial temperature and equilibrium criterion becomes easy and effective resulting in a robust optimisation algorithm. May and Balling (1992) presented a "filtered simulated annealing strategy" for discrete optimisation problems. Using different "filter sizes" to control the simulated annealing algorithm, the strategy was applied to a realistic 3D steel frame test problem, for which the results of an extensive control parameter sensitivity analysis is reported. They compared the SA algorithm's performance to that of a branch and bound strategy, reporting promising results with regard to its robustness. Figure 1 presents a flowchart of the modified simulated annealing algorithm employed in this work. To implement the algorithm a number of decisions have been made, mainly concerned with controlling the temperature of the system including the determination of its initial value, the temperature decrement function, the number of iterations at the current temperature and the conditions under which the system is declared 'frozen'.
Formulation of the Optimisation Problem
The fundamental design requirement is that the structure is capable of holding retained material in place without any significant movement arising from the excessive ground bearing pressures and sliding.
Additionally, the structure as a whole has to be safe against overturning and the individual elements of a wall are required to withstand the forces induced by the weight of the backfill material.
The optimisation problem hence incorporates the stability analysis of the structure, the design and detailing requirements, and the geometrical constraints.
Design Variables
The geometry of the structure includes a vertical tapered wall and a rigid base, the latter being subdivided into toe and heel sections with a downstand beam to provide more effective resistance against sliding. The design variables are the width of the vertical wall at the top and bottom (w1 and w2), depth of base (d), length of toe and heel (l1 and l2), and depth and width of heel beam (a and wb), as shown in Figure 2 . The height of the wall dw is considered fixed.
Analysis and Design
To prevent stability failure, it is common to apply factors of safety to strength calculations as outlined in British Standards BS 8110 (1985) . The final form of the stability requirements can be expressed as follows
where Gk is the self-weight of the wall, Vk and Hk are the vertical and horizontal loads due to the backfill respectively, Hp is the heel beam resistance force, µ is the coefficient of friction and γs and γo are the factors of safety against sliding and overturning, respectively.
Distances x, y and q are the lever arms corresponding to Gk, Vk and Hk, respectively.
The base of a retaining wall acts as the foundation of the wall and hence is subjected to the combined effect of an eccentric vertical load coupled with an overturning moment (see Figure 2 ). The distribution of the ground bearing pressure below the rigid base is assumed to be trapezoidal, that is, the effective eccentricity of the resultant vertical force lies within the 'middle third' of the base. Hence, the extreme bearing pressures (p1 and p2)
are not allowed to exceed a permissible bearing pressure pallow, or
where N is the resultant of the vertical loads, M is the moment about the base centre line and D is the length of the base.
Cost Function
The terms of the cost function, originally developed by Ceranic and Fryer (1998) , includes the costs of concrete, reinforcement and formwork together with the costs associated with labour, making, fixing and stripping the formwork, steel fixing and material losses. The total cost of the reinforcement is apportioned between that required to resist the tension and compression ultimate forces, and the secondary steel necessary to prevent cracking. Formwork costs apply only to the vertical faces of the wall as it is assumed that the base will be concreted directly into the excavated shape of the foundation. Thus the cost function may be expressed in the terms of the (above) mentioned costs as follows
where Zc, Zs and Zf are the total costs of concreting, reinforcing and formworking respectively. Furthermore, the costs of concreting can be broken down into their individual elements and represented in the form
where Cc is the cost of concrete per unit volume, wfc is the wastage factor, Ccl is the cost of labour per unit volume of concrete and Vw is the volume of concrete per unit length of retaining wall.
Similarly, the cost of steel can be represented as
where Cs is the cost of steel per unit weight, Wls and Wds are the weight of tension and distribution reinforcement respectively, Wcs is the weight of compression reinforcement in the wall to resist surface cracking, wfs is the wastage factor, ffs is the steel fixing factor and Csl is the cost of labour per unit weight of steel.
Finally, the cost of formwork may be expressed as follows
where Ctf is the cost of timber framing per unit volume, Ctb is the cost of timber boarding per unit area, Tf is the volume of timber framing per unit area of timber boarding, Tu is the timber usage factor, Afw is the area of the formwork, Clm is the labour cost of making, Clfs is the labour cost of fixing and stripping, both costs per unit area of timber respectively.
Implementation of Simulated Annealing Algorithm
The implemented simulated annealing algorithm randomly generates new configurations by sampling from the probability distribution of the system, based on the analogy to the physical process of annealing a metal. It employs a random search accepting not only the changes that decrease the cost function, but also changes that increase it. The latter changes are accepted with a probability as given below
where T is the temperature control parameter, d is the average step size, so that
is a measure of the effectiveness of the change made.
Solution Generation
For problems with continuous variables a number of authors, such as Vanderbilt and Louie (1984) , Cerny (1984), Khachaturyan (1986) , Wille and Vennik (1985) , proposed methods which generate new trial solutions employing the matrix that controls the way present configuration xi perturbs unto a new configuration xi+1 using a random principle. Other authors introduce different principles, such as May and Balling (1992) who proposed the use of "filters" adjustable by the user to control the choice of "candidate designs", whilst Moh and Chiang (2000) successively reduce the search domain using a probability cumulative distribution function and stable energy. Vanderbilt and Louie (1984) proposed the following generation mechanism for new trial solutions
where u is a vector of random numbers in the range [ ]
, and Q is a matrix used to control choice of ∆x, determined from S = QQ T , where S is the covariance matrix that reflects local topology of the search space.
Hence, the problem of determining ∆x is shifted to determining the covariance matrix S.
A drawback of these methods is that they require the constant updating of a covariance matrix S by solving a system of equations. This can be a substantial computational overhead especially for problems with high dimensionality. The strategy for the generation of new trial solutions xi+1 implemented in this research was suggested by Parks (1990) , where new trial solutions xi+1 are generated from xi+1 = xi +Du (10) where u is a vector of random numbers in the range (-1,1) and D is the diagonal matrix which defines the maximum change allowed in each design variable. The value of D is then updated after each successful trial according to the formulae:
where R is a diagonal matrix with elements consisted of the magnitudes of the successful changes made to each design variable, and α is the damping constant which controls the rate at which information from R is folded into D with weighting ω. The α and ω are factors that depend on the local topology of the search space and hence their suitable values require investigation for each specific optimisation problem. This procedure is responsible for automatic tuning of the maximum step size associated with each control variable towards a value giving acceptable changes. The probability p of accepting an increase in objective function f is then
given by equation (8) . The average step size d is calculated by summing the values in D and averaging them by the number of design variables. As the step size taken is considered in calculating p, D does not need to be adjusted when the temperature of the system T is changed. The main advantage of this approach is that it does not require refreshing the step covariance matrix S every time the system temperature has changed, thus significantly reducing the computational effort.
The initial starting point is produced either randomly or estimated by conducting a random pilot survey of Nsolutions. In the latter approach, N dummy runs are carried out on randomly chosen solutions from the search space, in which all increases of the objective function are accepted. The solution with the best cost function value is then selected as the initial starting point for a real run. The parameter N is argued to be problem dependent, requiring numerical investigation to estimate its suitable value. In this research a value of N=100 was found to give good results. The bounds on the solution space are set by the user and may be gradually reduced in successive runs to control the search space thus allowing the solution to be refined.
Initial Temperature
A number of authors suggest different approaches for determining the initial temperature of the system (T0), for example Jonson et al. (1987) determine initial temperature by calculating the average increase in the cost for a number of random transitions, whilst White (1984) used an approach based on the configuration density function.
In this research , the initial temperature of the system (To) can be either user-defined or estimated automatically by conducting a random pilot survey of the solution space, in which all increases in the objective function are accepted, as proposed by Kirkpatrick (1984) . The latter approach was chosen for its conceptual simplicity and produced good estimates of initial temperature, as shown in Section 4. The suitable initial temperature is determined given the acceptance probability ℵo (ℵo = 0.8 used in this research), according to
where δ f + is the average increase in the objective function ( i.e. sum of all function increases divided by the number of increases).
In order to trigger the computer programme to perform the random pilot survey estimate, the initial temperature within the programme is temporarily set to zero. After conducting the survey, the initial temperature is calculated according to (12) .
Final Temperature
The developed computer programme offers three possible stopping criteria for the algorithm (see Figure 3 ).
For the numerical examples presented in this research the search was halted when no improvement was found in an entire Markov chain at one temperature combined with the acceptance ratio ηmin falling below a small specified value, as outlined by Jonson et al. (1987) . Here, the acceptance ratio is calculated as the ratio between the number of objective function increases accepted for a given value of T and the total number of objective function increases. This determines the final temperature of the annealing schedule and hence the stopping criterion of the algorithm. The two other alternative stopping criteria are a specified maximum number of trials or a limit on the computer clock runtime. Although conceptually simple, these exit conditions are often employed in heuristic search algorithms with the most appropriate exit condition being selected based on a knowledge of the performance of a particular structural optimisation problem. More elaborate cooling schedules determine the final temperature using other sophisticated approaches, such as extrapolation of the average costs of configurations over a number of consecutive Markov chains, outlined by Aarts and Van Laarhoven (1985) , or using an iterative improvement approach explained by Huang et al. (1986) .
Annealing Schedule
An exponential annealing schedule, originally proposed by Kirkpatrick et al. (1983) , is adopted using a cooling rate αc to control the temperature decrement. To control this decrement a minimum number of transitions that should be accepted at each temperature together with the minimum acceptance ratio are established within the algorithm. The temperature decrement is given by Tk+1 = αc Tk (13) where Tk and Tk+1 are the system temperatures at k and k+1 iteration. 
Constraints Handling
Three types of constraints are considered, i.e. sliding, overturning and maximum ground bearing pressure. A probabilistic weight estimate (PWE) based approach to constraint handling has been developed with the original cost function Z (x) augmented into the unconstrained objective function ZA (x) to give ( ) 
The coefficients wi and ci are the non-negative penalty weights and magnitudes of constraint violation respectively, for sliding (s), overturning (o) and bearing pressure (bp). The latter values are equal to zero in the case of nonviolation. Due to the inverse dependence of the augmented objective function on the system temperature T, the search is intensively biased towards the feasible space as it progresses. The estimate of the weight coefficients in this approach can be shown to be
where T1 is the initial system temperature and pacc,i is the probability of acceptance of a solution that violates constraint(s), dependant on the ratio between the constraint value gi and the value of maximum constraint violation gimax. The latter is initially estimated when all dimensions of the wall are at their lower bounds, and automatically updated if the algorithm comes across a solution with greater magnitude of violation. In this approach it is assumed that the estimated penalties will in general result in an increase of the objective function. They will also be dependant on the magnitude of the constraint violation, allowing solutions with minor violations to be accepted in the early and intermediate stages of the search, and therefore improving the quality of the search space surrounding the constraint boundaries. However, as the search approaches its final cooling stage (T <<< 1), the penalties increase to such a level that only feasible solutions are accepted. To prevent floating point type errors (T = 0), the programme automatically replaces 0 by a small value (0 < T <<<1).
Computational Considerations
The algorithm was implemented using an object-orientated visual programming language and dynamic arrays to optimise computer memory requirements. The procedures which control the generation and acceptance of new solutions do not require significant computing effort, and so the computational cost of implementing the algorithm is almost invariably dominated by that associated with the evaluation of the cost function. Similar to most practical problems in structural optimisation, the cost function for retaining walls is complex and requires analysis and design under realistic loading conditions and limit states, every time a new trial solution is generated. However, due to the fact that the number of design variables associated with retaining walls is small, the overall computing time is not critical. Computational time is fast with optimum solutions being achieved without recourse to parallel processing or high specification computers. Figure 3 shows an example of the computer i/o interface for a typical cantilever retaining wall, providing detailed information on the simulated annealing parameter settings.
Computer Programme Development
To provide greater control and flexibility over the implemented simulated annealing algorithm, a facility to stop, pause and continue the computation process has been developed and incorporated within the main userinterface (see Figure 3) , allowing the user to change the control parameters during the search process. These facilities allow constant monitoring, assessing and changing of parameter settings, hence speeding up the rate of convergence and allowing the fine-tuning of the optimum solution. The ability to capture the information from the graphical outputs for different algorithm settings has shown to be particularly helpful when determining the most suitable control parameter values for retaining wall problems. Figure 4 shows the Problem Definition Control Form that allows the designer to specify the necessary information related to both the structural and SA problem definition parameters. The former is displayed on the left-hand side of the form, whilst the latter is displayed on the right-hand side of the form, allowing the user to set both the SA control parameters and choose the preferred exit condition. 
Numerical Examples
An investigation was performed to find suitable settings for the simulated annealing control parameters for cantilever retaining structures. The investigation was conducted for the selection of the initial starting point (random or estimated), step size distribution, choice of the initial temperature and the cooling rate. The costs associated with concreting, reinforcing and formwork for a typical cantilever wall are given in Table 1 . These costs represent all the necessary data required for the cost function given by equations (4) to (7). Figure 6 shows an example of an investigation into the choice of initial starting point using both the random and estimation approaches, the latter being obtained by conducting a random pilot survey of N-solutions (N = 100), and accepting that which gave the minimum value of the cost function. In both cases the maximum number of trials was set to 600 with an initial system temperature parameter of 800. The cooling rate parameter was set to 0.85, with the maximum number of trials and maximum number of acceptances at a given temperature set to 20 in both cases. Suitable values of step update parameters alfa and omega (see equation 11) were investigated for this type of problem and set to be 0.9 and 0.23 respectively, in both cases. Table 2 shows the final system temperature and minimum cost for both approaches.
The estimate trial cost graph has been obtained by plotting the best values of cost function up to the current trial, whilst the random trial cost graph illustrates the typical characteristics exhibited by the simulated annealing algorithm. Although the final solutions are almost identical, it is evident from Figure 6 that the approach based on estimating the initial starting point shows faster convergence tendency (i.e. higher convergence rate). However, this technique can significantly reduce the global search capabilities of the algorithm and increases the likelihood of the search ending up at a local minimum. For the optimisation problem presented in this research 'near optimum' solutions have been found in all cases when this technique was used, although this may not necessarily be so for more complex structural optimisation formulations. Figure 7 shows an example of an investigation conducted on initial system temperature settings considering three characteristic cases as shown in Table 3 . In all three cases the maximum number of trials was set to 1000. The cooling rate parameter, maximum number of trials and maximum number of acceptances at a given temperature together with the step update parameters alfa and omega were left unchanged. Table 3 also shows the final system temperature and minimum cost for all three cases.
The system is more stable and also converges faster at low temperature. However, it was also observed that the global search capabilities were highly reduced and the likelihood of ending up at a local minimum increased, as the algorithm behaved similar to a gradient descent. Starting from a high temperature may be tediously time consuming. Furthermore, it is somehow cumbersome determining beforehand what is a low or high temperature for a specified problem. Thus the "estimated" temperature seems to be a good approach to selecting the initial temperature because it is capable of producing sufficient global search with a relatively fast convergence. Figure 8 shows an example of an investigation on the effects of different cooling rates on the algorithm's convergence. In all three cases the maximum number of trials was set to 600 with the initial system temperature set to 1000. The maximum number of trials and maximum number of acceptances at a given temperature, and step update parameters alfa and omega were again left unchanged. Table 4 shows the cooling rate parameters, final system temperature and minimum cost for all three cases.
Results from the tests suggest that the quality of the solution is generally better using slower cooling rates (i.e.
high values of α), at the expense, of course, of greater computational effort. For higher cooling rates (i.e.
lower values of α), the algorithm often becomes trapped at a local minimum, not being able to find improvement in the solution due to the extremely fast cooling speed. Setting the cooling rate to an intermediate value (i.e. α = 0.75), showed a similar behaviour to the higher cooling rates, although in the case presented in Figure 8 the stop criteria halted the algorithm prematurely. Similar tests showed that the performance of the algorithm depends more on the relative cooling rate than the absolute temperature reductions.
Further investigations were conducted to compare different choices of step size, with Figure 9 showing an example of this investigation. The implemented simulated annealing search depends on the procedure that tunes maximum step size associated with each design variable (see Section 3), towards a value that gives acceptable changes in the objective function. Hence, two extreme cases of limits on the step size were considered, i.e. relaxed and tight bounds (see Table 5 ). In both cases the maximum number of trials were set to 1000 with the initial system temperature set to 2000. The cooling rate parameter was set to 0.85 in both cases, with maximum number of trials and maximum number of acceptances at a given temperature, and step update parameters alfa and omega remaining unchanged. Table 5 shows the lower and upper bounds on step size, final system temperature and minimum cost for both cases.
Relaxed bounds on step size in general contribute towards exploring a greater variety of possible configurations, moving the search in a random and more efficient manner towards the optimum solution. Tight bounds on step size result in a potentially more time consuming and less efficient search.
Further investigations were conducted to compare the simple rejection method with the PWE-based approach developed in this research. Figure 10 shows an example of this investigation using both approaches. In both cases the maximum number of trials was set to 800 with the initial system temperature set to 1200. The cooling rate parameter was set to 0.85 in both cases, with maximum number of trials and maximum number of acceptances at a given temperature, and step update parameters alfa and omega remaining unchanged. Table 6 shows the final system temperature and minimum cost for both cases. The simple rejection approach guarantees the search of the feasible region, arriving in the vicinity of the optimum solution if the solution space is constrained only by inequalities and has no disjointed features. However, this approach does not take account of the magnitude of constraint violation and hence rejects any solution that violates the constraints.
The inefficiency of this approach is evident when the neighbourhood of the optimum solution surrounds the intersection of constraint boundaries, as shown in Figure 10 . 
Cost Sensitivity Analysis
Having carefully considered the selection and choice of the control parameters when performing a simulated annealing search, a cost sensitivity analysis was carried out to assess the behaviour of the final solution for different choices of the component costs. As stated earlier, the adopted cost function includes the cost of concrete, cost of steel and the cost of formwork together with their associated labour costs. Since the wall stem is of fixed height, the associated formwork costs are constant throughout the search, and hence have no influence on the optimum solution. The optimum solution therefore, depends on the balance between the costs of concreting (Cc) and reinforcing (Cs). Hence, to compare these cost contributions, a cost sensitivity analysis with respect to the ratio q (Cs/ Cc) was performed.
To isolate the influence of different values of q on the optimum solution, the settings of the SA control parameters were kept constant with maximum number of trials set to 800 and the initial system temperature set to 1200. The cooling rate parameter was set to 0.85, with maximum number of trials and maximum number of acceptances at a given temperature, and step update parameters alfa and omega remained unchanged. Upper and lower bounds on the dimensional variables were defined beforehand and kept constant throughout the search process. These bounds were set loose in the constrained region, allowing the algorithm to search an increased number of possible feasible and non-feasible configurations. It was observed that the cost of concrete tends to be constant for any value of q, corresponding to a wall geometry where the design variables are driven towards their lower bounds until the permissible bearing and sliding constraints became critical. This was also observed from Table 7 , where the factor of safety for sliding and overturning, and the actual ground bearing pressure are evaluated at the optimum solution for each value of q. Due to the geometry of the wall and the given loading conditions of this particular case, the overturning constraint was found not to be critical. Table 7 shows that the bearing pressure and sliding constraints however were critical for each q value, with the optimum solutions being located at their intersection. It was observed that the search of the design space was performed along the feasible design boundary until it reached the intersection with the other critical constraint.
This confirms the ability of the implemented SA algorithm to avoid potential local optimums along the single constraint interface by further exploring the design space in the search for improved solutions. Table 8 presents the optimum values for the design variables considering the identical range of q values as given in Table 7 .
It was observed that to satisfy the critical sliding constraint, the length of the base (l1+w2+l2) and the height of the heel beam a were adjusted accordingly. For all values of q, the actual ground bearing pressure reached or was close to the permissible value. The width of the stem at the top w1, the depth of the base d1 and the width of the heel beam wb were driven to their lower bounds for all values of q.
It was also noted that the majority of the steel provided in the retaining wall was attributed to the main reinforcement in the stem and to the distribution reinforcement in the whole of the wall. Since this reinforcement is proportional to the cross-sectional area of the wall, the dimensional variables were driven towards their lower bound values until the permissible bearing and sliding constraints became critical.
Conclusions
The developed optimisation system is a highly practical approach to the design process, incorporating realistic loading conditions and limit states, together with material and labour costs associated with concreting, reinforcing and formworking. Good results have been obtained using the estimated initial temperature based on conducting a random survey of N-solutions, showing in particular a faster rate of convergence. This rate is also affected by the choice of step size, with relaxed bounds generally contributing towards a more efficient search. Investigations into the effects of the cooling rate on the adopted annealing scheme indicates that the performance of the algorithm depends more on the relative cooling rate than absolute temperature reductions.
The applied PWE-based approach for constraint handling exhibits a promising superiority over the simple rejection approach, having a greater search flexibility and efficiency in exploring the neighbourhood of the solutions on the constraints boundaries. When compared to the ordinary penalty approaches that require time consuming and repetitive numerical experimentation, its ability to automatically estimate and update weight coefficients is considered to be a significant advantage.
The conclusions from the cost sensitivity analysis performed in this research indicated that the optimum solution lies on the intersection of the critical constraints with the design variables being driven towards their lower bounds until the constraints boundaries were reached. Furthermore, this investigation has revealed the algorithm's ability to pinpoint the multiple constraints intersection solutions, hence avoiding potential local optimums on a single constraint boundary.
Future work on the algorithm includes the consideration of additional constraints, such as total and differential settlement, different distributions of ground bearing pressures and a full slip-circle analysis if necessary. To improve the robustness of the cost objective function, practical lengths for reinforcement, cut-off points and minimum spacing requirements can be considered, together with decisions on how to incorporate the costs of the vertical movement joints and shear keys to prevent differential movements of the adjacent sections of the wall. Different structures are to be considered, such as gravity and counterfort retaining walls and water retaining structural systems. Table 5 Control Parameters
Step Size
Tight Relaxed
Lower bound on step size (mm) 5 100
Upper bound on step size (mm) 25 400
Final 
