We study the relation between weakly differential uniformity and other security parameters for Boolean functions. In particular, we focus on both power functions and 4-bit S-Boxes.
Introduction
Differential and linear attacks are major cryptanalytic tools which apply to most cryptographic algorithms. Therefore, functions which guarantee a high resistance to these attacks, that means with low differential uniform and high non-linearity, have been extensively studied, e.g. APN functions or AB functions. Since in the design of block cipher an invertible S-Box of even dimension is usually needed, there is strong interest in non-linear permutations. However, there are examples of APN permutations in even dimension only for dimension 6, for more details see [3] . In [6] , it was presented a new security criterion for Boolean functions: the weakly differential uniformity, which prevents attacks, based on some trapdoors, on the related block cipher. Particularly interesting is the concept of weakly-APN functions, as shown in Theorem 4.4 of [6] . Results in [6] have been generalized on any field in [1] , where again the notion of weakly-APN plays an important security role.
In the first part of this paper we give some results on the weakly differential uniformity of power functions, analyzing also when it is possible to determine if the image of the derivatives of a function can fill an affine space. This property may introduce an unexpected weakness within the underlying algorithms (see for instance [5] ). In the second part, we improve some results given in [8] and in particular we give a formal proof of Fact 4 in [8] . Finally we give some results about the partially bent (quadratic) components of a weakly-APN permutation and we note that in even dimension weakly-APN functions cannot be partially bent (quadratic) behaving thus as APN functions ( [10, 11] ).
Power functions
Let F = F 2 . Let m ≥ 1, any vectorial Boolean function (vBf) f from F m to F m can be expressed uniquely as a univariate polynomial in F 2 m [x] . When f is also invertible we call it a vBf permutation. We denote the derivative of f byf a (x) = f (x + a) + f (x) and the image of f by
In this section we focus on monomial functions, also called power functions. In particular we prove that the weakly differential uniformity of a function f is equal to that of f −1 , and we show some properties of the algebraic structure of Im(f a ).
A notion of non-linearity for S-Boxes that has received a lot of attention is the following. Definition 2.1. Let m, n ≥ 1. Let f be a vBf from F m to F n , for any a ∈ F m and b ∈ F n we define
The differential uniformity of f is
Those functions such that δ ( f ) = 1 are said perfect non-linear (PN) and those with δ ( f ) = 2 are said almost perfect nonlinear (APN).
We restrict from now on to the case m = n, where PN functions cannot exist. Any times we write that f is a vBf, we will implicit mean f :
There is a natural generalization of differential uniformity presented recently in [6] , which we recall in the following definition.
Definition 2.2. Let f be a vBf. f is weakly
If f is weakly 2-differential uniform, it is said weakly-APN.
As shown in [6] , a δ -differentially uniform map is weakly δ -differentially uniform, and weakly δ -differential uniformity is affine-invariant.
The following result is well-known (see for instance [2] ).
, then for any a, a ′ ∈ F m , with a, a ′ = 0, and
In other words, when f is a monomial function the differential characteristics given by {δ f (a, b)} b∈F m are determined by only one nonzero value a. 
The differential spectrum of f is the set of
The following Lemma is well-known, for instance see [2] .
From Lemma 2.5 we obtain our first result.
Proof. For a power function we have
From Lemma 2.5 we have ω 0 ( f ) = ω 0 ( f −1 ), and that concludes the proof. 
Remark 2.7. Suppose that f is not a power function. If f is weakly δ -differential then f

We have that f is weakly-APN while f −1 is only weakly 4-differential uniform.
Recalling that two vBf's f and f ′ are called CCZ-equivalent if their graphs
In particular f and f ′ are called EA-equivalent if there exist three affine functions g, g ′ and g ′′ such that
Remark 2.7 and the fact that a vBf f is CCZ-equivalent to f −1 imply the following result.
Corollary 2.8. The weakly differential uniformity is not CCZ invariant.
On the other hand, weakly differential uniformity behaves well with EA invariance, as shown below.
Proposition 2.9. The weakly differential uniformity is EA invariant.
Proof. Let f be a vBf weakly δ -differential, and let g be a vBf such that f and g are EA equivalent. Then, there exists a vBf g ′ such that g ′ is affine equivalent to f and g = g ′ + λ where λ is an affinity over F m .
From the fact that the weakly differential uniformity is affine invariant we have
The fact that the image of a derivatives of a Boolean function is an affine space can be a weakness of the permutation. Indeed, in [5] the authors show an attack on a SHA-3 candidate (Maraca), which is especially effective when the associated Boolean function has this feature. Consider the following lemma for a power function (even not a permutation).
Lemma 2.10. Let us consider F 2 m as a vector space over
Here we give a sufficient condition for a power function to thwart the aforementioned weakness. Proof. From the weakly 2 t -differential uniformity there exists a = 0 such that
but |Im(f a )| cannot be equal to 2 m−t , otherwise from Proposition 2.10 we would have thatf a is an 2 t -to-1 map for all a, i.e. f is 2 t -differential uniform contradicting our hypothesis. Therefore, 2 m−t > |Im(f a )| > 2 m−t−1 implies that the image off a cannot be an affine space, but then thanks to Lemma 2.10 Im(f a ′ ) cannot be an affine space for any nonzero a ′ ∈ F m
In case t = 1 we have a more general result holding also for vBf's which are not power functions. Proof. By contradiction suppose that for all a = 0 we have Im(f a ) = w + W for some w ∈ F 2 m and W vector space. Since f is weakly-APN, |Im(f a )| > 2 m−2 , thus dim F (W ) = m − 1. Therefore, we have thatf a is a 2-to-1 function for all a = 0, which means f is APN, and this contradicts our hypothesis. In other words, there exists a such that Im(f a ) is not a coset.
Clearly for power functions we can strengthen the previous theorem. 
Some conditions for weakly-APNness
Without loss of generality, in the sequel we consider only vBf's such that f (0) = 0. Let v ∈ F m \ {0}, we denote by < f , v > the component ∑ We recall the following non-linearity measures, as introduced in [8] :
We extend some results of [8] in the following theorem.
Theorem 3.1. Let f be a vBf permutation such thatn( f ) = 0. Then (i) if m = 3 then f is weakly-APN; (ii) if m = 4 then f is weakly-APN; (iii) if m = 6 f is not necessarily weakly-APN.
Proof. (i) Let F 3 = {x 1 , . . . , x 8 } and let M a be the matrix of dimension 3 × 8, whose columns are m j =f a (x j ) for 1 ≤ j ≤ 8. We claim thatn( f ) = 0 implies rank(M a ) = 3 for all a. Otherwise, we could obtain (0, . . . , 0) ∈ F 3 from a combination of the rows of M a . If f is not weakly-APN, we have |Im(f a )| ≤ 2 for some a ∈ F 3 2 \ {0}. So we have at most 2 distinct columns that means rank(M a ) ≤ 2.
(ii) See [8] Proposition 2 .
(iii) For m = 6, let f : F 6 → F 6 be defined by f (x) = x 13 , then f hasn( f ) = 0 and it is only weakly 4-differential uniform.
In [8] it was shown that a weakly-APN f function over F 4 has n 3 ( f ) ∈ {12, 14, 15}, moreover by a computer check on the class representatives the authors exclude the case n 3 ( f ) = 12 (Fact 4 in [8] ). We are now able to provide a formal proof. From the theory of quadratic Boolean functions (see for instance [4] )Ŝ a is constant for every a ∈ V (S) where V (S) ⊆ F 4 , i.e. the set of linear structures of S, is a vector subspace of dimension 0 if and only if S is bent, 4 if and only if S is linear (affine), and 2 otherwise. Denoting with S 1 , S 2 , S 3 = S 1 + S 2 the three components, since f is a permutation we have that S i is balanced, so S i is not bent for any i. If there exists a ∈ V (S i ) ∩ V (S j ) different from 0 for some i and j, thenn( f ) ≥ 2. But f weakly-APN impliesn( f ) ≤ 1 (see [8] Theorem 1). So, we obtain that deg(S i ) = 2 and V (S i ) ∩V (S j ) = {0}, with dim(V (S i )) = 2, for all i, j. Without loss of generality, since V (S 1 ) ⊕V (S 2 ) = F 4 , we can assume
, and we can compute the derivate of S 3 with respect to a ∈ F 4 as(
(S 3 ) a (x) is constant if and only if a = 0, that implies S 3 is bent. This contradicts the fact that f is a permutation and each component is balanced.
As was shown in [11] there is no APN quadratic permutation over F m for m even. This result was extended by Nyberg [10] to the case of permutations with partially bent components (for m even). We are able to extend these results to the case of weakly-APN permutations defined over F m with m even. 
Thus, there exist i and j such that a ∈ V ( f i ) ∩ V ( f j ) with a = 0. This impliesn( f ) ≥ 2, which contradicts that f is weakly-APN, since in that casen( f ) ≤ 1 ([8] Theorem 1).
From the fact that a quadratic Boolean function is partially bent (see for instance [10] ), we have immediately the following result. Proof. That depends on the fact that the set of components of degree less or equal to 2 is a vector space.
In this last part of the paper we give some properties linked to the value ofn( f ) of a vBf. For all a ∈ F m \ {0}, let V a be the vector space {v ∈ F m \ {0} : 
. Now, let A be an affine subspace containing Im(f a ), then A = f (a) +V , for some vector subspace V in F m . For all v ∈ V ⊥ , we have <f a , v >=< f (a), v >= c ∈ F and so, by definition, V ⊥ ⊆ V a . Then A contains f (a) +V ⊥ a . Finally,n( f ) = 0 if and only if V a = {0} for all a ∈ F m \ {0}, and so our claim follows. Proof. Let f be weakly-APN, son( f ) ≤ 1 (see [8] ). From Proposition 3.9, the thesis follows.
So for weakly-APN function for m = 4 we have all the three cases (see Table 1 .1 in [9] ):
•n( f ) = 0 and n 3 ( f ) = 15.
•n( f ) = 1 and n 3 ( f ) = 15.
•n( f ) = 1 and n 3 ( f ) = 14.
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