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ABSTRACT 
 
Kyle G. Reeves: Quantum Dynamics of Excited Electrons from First Principles:  
Hot Carrier Relaxation and Electronic Stopping 
 (Under the direction of Yosuke Kanai) 
 
An understanding of dynamical properties of matter is often essential to developing a 
deeper understanding of systems and their behavior. Many important examples of complex 
electron dynamics are a result of excited systems such as in the photoexcitation of 
photosynthetic complexes or hot carrier relaxation in photovoltaic devices. Applying first-
principles computational methods to describe these systems and their dynamics would be a 
valuable tool to gain a deeper understanding of the relationship between atomic structure and 
the non-equilibrium electron dynamics. Approaches based on the Born-Oppenheimer 
adiabatic approximation fail, however, as the separation of electron and nuclear motion is no 
longer valid in the presence of excited electrons. First-principles simulations that incorporate 
non-adiabatic effects represent an approach to properly simulating the quantum dynamics of 
excited electrons while maintaining predictive power. 
In this work, we investigate two non-adiabatic phenomena while at the same time 
maintaining atomistic-level detail. These two phenomena are hot-carrier relaxation in silicon 
quantum dots and electronic stopping power in liquid water. We conclude that in nanoscale 
systems, excited electron relaxation dynamics are sensitive to the surface passivation. Using 
a fewest-switches surface hopping approach, we identified a unique electronic state that 
appears in nanocrystalline sillicon when passivated by fluorine that acts as a “shuttle state” to 
 iv 
extend the electron relaxation rate, by a factor of five compared to an identical system 
passivated by hydrogen. To simulate electronic stopping in water, we use real-time time-
dependent density functional theory simulations to capture the energy transfer process from 
high-energy protons and alpha-particles (1MeV-10MeV) into liquid water.  We report the 
first ab initio electronic stopping power curve for liquid water. Additionally, we use the real-
time electron density to offer a qualitative interpretation of the electron dynamics. We 
observe a greater contribution of lone pair electrons compared to electrons in the OH bond 
during the excitations of individual molecules involved in the electronic stopping process. 
Finally, we conclude that the effective charge of energetic ions in liquid phases result in a 
significant suppression of excitations by an order of magnitude compared to the excitations 
observed in the gas phase. 
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CHAPTER 1: INTRODUCTION 
Many chemical processes around us and throughout our universe are a concerted 
interplay between complex electron and nuclear dynamics, and each particle changes its 
position and velocity in response to new the evolving positions and densities of the particles 
that surround it. The larger system—the distribution of particles and therefore the system’s 
physical properties—evolves in time via a feedback loop between electrons and nuclei. The 
well known Born-Oppenheimer (BO) approximation [1] assumes that the many-body 
wavefunction of the Schrödinger equation can be approximately treated as a product of the 
electronic and nuclear components in what is known as the adiabatic separation. Deviations 
from this behavior are due to the breakdown that arises from this separation and can be 
accounted for by incorporating so-called non-adiabatic effects, which serve to account for the 
concerted motion of electrons and nuclei, which reflect dynamics that cannot be described by 
the ground state (GS) electronic structure. Lev Landau and Clarence Zener both 
independently derived phenomenological expressions to account for possible electronic 
transitions (non-adiabatic effects) that could occur in these two contexts [2,3]. Recognizing 
that the BO adiabatic approximation breaks down as the separation between the energies of 
two adiabatic states becomes small (compared to kBT) or if the kinetic energy of the atoms 
becomes very large [4], they proposed that the probability of an electronic transition between 
adiabatic states (and therefore an obvious failure of the ground-state BO adiabatic 
approximation) is given by 
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 P = exp − 14𝜋𝜉  
 
Eq.  1.1 
 
where 𝜉, the so-called Massey parameter is written as 
 𝜉 R = Δ𝐸 RℏR ∙ g R  
 
Eq.  1.2 
 
The Massey parameter is determined based on the energy difference for the current nuclear 
configuration (Δ𝐸 R ), as well as the velocity of the atoms (R) involved in the transition. The 
function g R  represents the coupling between the electronics wavefunctions. From the 
Landau-Zener expression in Eq.  1.1, a transition is more likely as 𝜉  becomes smaller. 
Therefore, consistent with physical intuition, the model suggests a cooperative set of 
conditions that lead to electronic transitions: smaller energy differences, greater atom 
velocities, and strong coupling between adiabatic states. 
While this phenomenological model may guide intuition about the applicability of the BO 
adiabatic approximation, it remains limited in actually predicting the overall effect of non-
adiabaticity in complex material properties in which the quantities in Eq. 1.2 may be difficult 
to access.  Motivated by the consideration for electronic transitions, numerous extensions of 
molecular dynamics (MD) simulations were developed to include quantum transitions. 
Arguably, the most notable example of these mixed quantum/classical simulation techniques 
is the surface-hopping method developed by Tully [4-6].  
These approaches have only recently become more widely used because of an increasing 
amount of computing power being developed. The ability to accurately simulate these non-
adiabatic dynamics using computers is essential to further develop a wide range of 
technologies. Non-adiabaticity, for example, is exploited in hadron therapies where high-
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energy particles are used to more controllably target tumor sites compared to conventional 
radiation therapies [7-9]. The energy transfer from an energetic ion (e.g. protons and alpha 
particles) into a system’s electronic subsystem (e.g. liquid water, human soft tissue, bone, 
etc.) is an obvious example of a process in which nuclear motion is a driving force for the 
electron dynamics, and thus the assumption to decouple to electron and nuclear dynamics 
fails. Beyond medicine, contemporary nuclear reactor design takes into account the high flux 
of energetic ions that are generated as a result of nuclear reactions and the interaction with 
the materials used to construct the reactors. Water, for example, is used to cool fuel rods and 
as a result has been known to evolve hydrogen gas as a result of its exposure to the particle 
radiation [10]. Additional questions remain about whether the radical and other reactive 
species that are generated in the liquid water could lead to the corrosion of those materials in 
contact with the water potentially threatening the long-term integrity of the reactors. In yet 
another example, non-adiabatic dynamics have countless aeronautical applications. When 
outside of the earth’s magnetosphere, human-made materials such as satellites and space 
shuttles are exposed to much greater levels of interstellar particle radiation. Computers in 
space whose memory is related to information stored as bits can be compromised if 
excitations are generated within the computing devices. Astronauts themselves are also 
exposed to this same radiation. Modern research thus explores the possibility of generating 
new materials to shield particle radiation from sensitive systems and personnel as well as 
designing new materials that maintain the same function while at the same time are less 
susceptible to failure in the presence of particle radiation. Non-adiabatic phenomena need not 
require high-energy nuclei, however, as was common in the previous examples. Systems that 
are prepared in or are excited into electronic excited states may be sensitive to the nuclear 
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motion that occurs throughout the relaxation process. For example, systems in an electronic 
excited state relax to the electronic ground state by coupling to the motion of nuclei in the 
system, and thus the electron relaxation dynamics can no longer be treated independently of 
the system’s nuclear motion (i.e. phonon modes, bond stretching, bond bending, etc.). 
Additionally, systems can be excited if they are in a specific nuclear configuration in the 
ground state and nearest excited state approach in energy as the nuclei move. These 
excitations can be thermally generated or due to the transfer of energy from another source. 
Photodissociation, fragmentation due to ionization events, and electron-hole migration are all 
examples of systems where electron and nuclei dynamics are inextricably related as a result 
of an electronic structure that is far from the electronic ground state for a particular nuclear 
configuration. For these systems, the BO adiabatic approximation will consistently fail to 
properly describe the physics of the concerted electron and nuclear motion and in some cases 
fail to detect certain phenomena altogether. In order to fully describe the electron dynamics, 
non-adiabatic effects must be taken into account. 
In all of these applications, an atomic-scale understanding is important in order to gain a 
handle on the extent of the role of the quantum-mechanical non-adiabatic effects. A rigorous 
approach thus takes into consideration the chemical composition and atomic configurations 
of the system. As molecules reorient or surface chemistries are modified, the nuclear motion 
can be influenced significantly and in turn impact the electron dynamics. A theory or 
computational method would ideally also be predictive in nature. Predictive theories, for 
example, allow researchers the ability to screen a large number of candidates based on a 
desired property and to identify the most promising systems. Whether it is to enhance or to 
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mitigate an effect, atomistic-detail and predictive capabilities are two highly-desirable 
features of an effective computational approach to exploring non-adiabatic dynamics. 
Integrating these many-body, non-adiabatic effects, however, is not straightforward. 
While analytical expressions for non-adiabatic terms are exact in theory, they have only been 
calculated for smaller, simpler systems such as non-adiabatic charge transfer between two 
fixed ions [11]. Recent work by Abedi et al. (2016) account for this non-adiabaticity using 
the exact factorization approach [12,13] and appears promising for future work in simulating 
non-adiabatic dynamics that include both nuclear and electron dynamics. The authors note, 
however, that this exact formalism still only serves as a basis from which approximations 
must still be made for larger, complex systems. When performing first-principles 
simulations, however, access to sufficient computing resources and efficiently parallelized 
codes continue to limit the size of the systems that we can simulate non-adiabatic dynamics.  
First-principles calculations offer a distinct advantage to analytical approaches, which 
while theoretically sound, still often rely on extensive amounts of parameterization. A first-
principles approach eliminates the need for fitting parameters or experimental data and opens 
the approach up to being predictive. A significant portion of the discussion throughout this 
work will focus on the particular role that atomistic detail (e.g. surface chemistry, molecular 
order/disorder, chemical bonding, etc.) play in dictating electronic response. In the remainder 
of this work, we will discuss two important, non-adiabatic phenomena via the use of first-
principles simulations. 
First, we investigate the role of surface chemistry on hot electron relaxation in quantum-
confined systems. We theoretically examined a nanoscale system where the non-adiabatic 
dynamics, sensitive to surface passivation, play an essential role in the properties and 
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behavior of the system. Quantum dots and nanocrystal systems are an emerging class of 
materials that appear promising based on their unique and often significantly different 
electronic structure as compared to the same material in bulk. In addition to and often due to 
the role of quantum confinement, the chemistry, which occurs at the surface of 
nanomaterials, can be used to tune the properties of the material itself. Despite these potential 
benefits, this sensitivity can lead to unexpected and often detrimental effects. A significant 
critique of the use of nanomaterials, especially organic systems, is the reactivity and stability 
of their surfaces and the potential ramifications for long-term device performance. As a 
common material in photovoltaic devices and other electronics, silicon represents a material 
where significant bodies of both experimental and theoretical work already exist for the bulk, 
whereas the properties of its confinement to nanoscale dimensions and the effects of surface 
chemistry at those length scales are still relatively unknown. This work simulates a roughly 
two-nanometer silicon quantum dot with both hydrogen and fluorine atoms chemically 
passivating the dot’s surface leaving no silicon dangling bonds. We found that the more 
electronegative fluorine atoms significantly influenced the electronic structure of the entire 
quantum dot rather than generating localized surface states. The modulation of this electronic 
state led to the isolation of an unoccupied, single-particle electronic state, which we observed 
to be poorly coupled to neighboring states. It should be emphasized that this observation 
remains true despite the electronic states being localized over the full nanostructure. In both 
the hydrogen-passivated and fluorine-passivated systems, we simulated the non-adiabatic 
relaxation of hot electrons through the dot’s valence band. This unique state in the 
fluorinated system participated actively in the relaxation dynamics and acted as a gatekeeper 
of sorts, regulating and overall slowing the rate of electron relaxation in the fluorine-
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passivated quantum dot by an order of magnitude. We concluded that the relaxation 
dynamics of carriers in nanocrystalline silicon is sensitive to the chemistry at the surface for 
two reasons: (1) changing atoms at the surface can significantly influence the electronic 
structure of the entire quantum dot and (2) the differences in mass and bond strength/rigidity 
at the surface manifest in notably different nuclear motion at the surface which directly 
influences the coupling between electronic states. This is consistent with experimental work, 
which suggests that recombination rates within quantum dots are sensitive to stabilizing 
surface ligands [14-18]. This work is the subject of the paper published in Nano. Lett. 15, 
6429 (2015) [19]. 
Next, we investigate a very different system that is nonetheless dominated by another 
non-adiabatic phenomenon, electronic stopping. Here we investigate the energy transfer 
process between high-energy ions and liquid water. This section is divided into two main 
sections: our quantitative and qualitative understanding of these systems. In both studies, we 
rely on real-time, first-principles electronic structure calculations to evolve the electronic 
system of the water as it is exposed to a charged particle (i.e. proton or alpha-particle) with a 
kinetic energy that falls within the range of 1-10MeV. Our real-time time-dependent density 
functional theory calculations provide information about total energy of the system, but also 
a three-dimensional description of the electron density of water throughout the simulation.  
First, in our quantitative study of non-adiabatic energy transfer, we use first-principles 
real-time electronic structure calculations to simulate energetic protons and alpha-particles 
traveling through liquid water without direct collision with any other nuclei. The velocity-
dependent energy transfer process, otherwise known as electronic stopping power, has been 
extensively modeled with a variety of analytical models, but remains unverified by 
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experiment at most velocities with a stark absence of data within the velocity regime 
surrounding the anticipated peak. For the first time, we present a first-principles electronic 
stopping power curve for a liquid condensed matter system via a series of simulations that 
allow us to determine the amount of energy that is transferred into the electronic subsystem 
via electronic excitations. This work is the subject of the paper published as a Rapid 
Communication in Phys. Rev. B 94 (2016) [20]. 
In the mixed qualitative-quantitative study of the mechanism by which these electronic 
excitations are generated, we simulate and focus our analysis on a single ion trajectory 
passing through liquid water at a velocity just below the computationally predicted peak 
velocity. We selected this velocity to better understand the important dynamics that occur at 
the Bragg peak, or roughly where the ion is depositing the maximal amount of energy into 
the system. Despite its importance in hadron therapies of cancer and in degeneration of 
materials in nuclear reactors, little is still known about the excitation and ionization that 
occurs. We observed that the majority of excitations that occur and that contribute to the 
electronic stopping are generated via ionization events that involve the water molecules 
nearest to the path of the ion. Electron density localized on individual molecules is excited 
throughout the entire system, or in other words, water molecules are ionized as the projectile 
passes by them. This work is the subject of an article that is currently under peer-review and 
is expected to be published in the Fall of 2016. 
The remaining dissertation is organized as follows. The second chapter provides a 
background to computational methods used throughout the dissertation. These include Kohn-
Sham density functional theory (KS DFT) and time-dependent density functional theory 
(TDDFT), first-principles molecular dynamics (FPMD), and fewest-switches surface hopping 
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(FSSH). The third chapter discusses the role of the surface passivation of silicon quantum 
dots on their hot-electron relaxation dynamics. The fourth chapter is dedicated to both the 
quantitative and qualitative study of the electronic excitation and electronic stopping of liquid 
water irradiated by protons and alpha-particles. The final chapter presents conclusions related 
to the use of first-principles calculations to study non-adiabatic electron dynamics. 
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CHAPTER 2: THEORETICAL BACKGROUND AND NUMERICAL METHODS 
2.1 Electronic Structure Theory 
Since the formal construction of quantum mechanics in the early twentieth century, the 
idea that a physical understanding of the world could be understood by examining atomistic 
detail has inspired approaches to scientific research that apply a bottom-up approach. 
Electronic structure theory serves as an invaluable tool in understanding the chemical 
properties of material. Electronic structure theory in its current incarnation exists as a 
combination of both a rigorous theoretical background and computational methods and 
algorithms. Often, while a formulation may be exact in theory, its implementation is limited 
by the assumptions and approximations that must be made in order to apply the theory to 
systems of interest. Often, it is the size of the system and therefore the scaling of the method 
that determines the tractability of an approach. The very nature of electronic structure theory 
is the objective to properly capture a highly-dimensional, interacting many-body problem, 
and to do so with the same formulation regardless of the size or complexity of the system. 
The purpose of this section is not to provide a complete history of the field of electronic 
structure theory, but instead to contextualize the challenge as being one that has remained 
difficult and elusive. Barriers exist in both the translation of theory to algorithm, but also in 
access to computational resources. A remarkable expansion of computing resources in the 
past decade has at last made large-scale, first-principles electronic structure calculations 
possible. That is not to say that the challenge is over. Instead, future work will need to pay 
particularly close attention to the parallelization of electronic structure codes in order to use 
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the vast computing resources most effectively. The following chapter includes both the 
theoretical background relevant to this dissertation as well as the methods by which 
simulations and calculations are performed. Throughout this text, we make use of atomic 
units such that 𝑒!,𝑚,  and  ℏ are all unity. 
2.1.1 Density Functional Theory 
In a system where we apply the Born-Oppenheimer adiabatic approximation [1], we are 
interested in determining the ground state electronic structure for a given, unchanging 
configuration of nuclei. The equation that describes the quantum-mechanical behavior of 
electrons in these stationary states is the time-independent, electronic Schrödinger equation, 
written here as 
 
−ℏ!∇!!2𝑚! + 𝑣 r!; R! +!!!!!!!! 𝑤 r! , r! +!!,!!!! Ψ! r!,⋯ , r!;R!,⋯ ,R!= ε!Ψ! r!,⋯ , r!;R!,⋯ ,R!  
 
 
 
 
Eq.  2.1 
 
where 𝑣 r!  is some external potential that depends parametrically on the position of the 
systems nuclei R!  and 𝑤 r! , r!  represents the interaction between electrons. 
For nearly any N-electron system imaginable (save the hydrogen atom), the full, many-
body wave function, Ψ!, contains too many degrees of freedom to be practical as N increases. 
Arguably one of the most significant advances to electronic structure theory beyond the 
Schrodinger equation came in 1964 with work coming from Hohenberg and Kohn (HK) [21] 
and transformed Eq.  2.1—an otherwise intractable expression for systems with large number 
 13 
of particles—into a set of coupled, lower-dimensional wave functions. The HK proof 
reasoned via a proof by contradiction that for an interacting system of N electrons in an 
external potential 𝑣!"# r  that varies by more than a constant, there exists a one-to-one 
correspondence between that potential and the ground state electron density 𝑛! r  [21]. Even 
more powerfully, it follows that the non-degenerate ground state (GS) many-body wave 
function is a functional of the ground state density Ψ! X!,⋯ ,X! = Ψ! 𝑛! r . Access to 
the many-body wave function implies that any physical observable, O, also has a functional 
form via O 𝑛! r = Ψ! 𝑛! r 𝑂 Ψ! 𝑛! r . The total energy (E) of a ground-state 
electronic system is that system’s minimum, and thus the approach up until this point, was to 
vary 𝑛! r  so as to minimize 𝐸 𝑛! r . The minimization of the total energy is often 
performed via a constrained search based on work by Levy [22,23] and Lieb [24]. The total 
energy can be written as 
 
 𝐸 =    Ψ 𝑇 Ψ + Ψ 𝑣ee Ψ + 𝑑!r  𝑣ext r 𝑛 r  
 
Eq.  2.2 
 
 
where 𝑇  is the kinetic energy operator for the electrons, 𝑣ee  is the electron-electron 
interaction, and 𝑣ext is the external potential to which the electrons are exposed. The electron 
density is related to the many-body wavefunction via 𝑛 r = Ψ !. The minimization is then 
a two-step process. First, the many-body wavefunction function is varied such that the 
electron density remains unchanged and the so-called universal functional 𝐹 𝑛  is minimized. 
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𝐹 𝑛 r =    min!→! r Ψ 𝑇 + 𝑣ee Ψ  
 
Eq.  2.3 
 
 
The total energy, 𝐸, therefore becomes a functional of the electron density, and the ground 
state electron density can be determined as expressed in Eq.  2.3 by minimizing  𝐸 through 
variations in 𝑛(r). 
 
 𝐸 𝑛 r =   min! 𝐹 𝑛 r + 𝑑!r  𝑣ext r 𝑛 r  
 
Eq.  2.4 
 
 
It should be noted at this point, however, that the exact expression for 𝐹[𝑛(r)] remains 
unknown and is the source of continued work on modern density functional theory. 
It would be a year following the HK proof that Kohn and Sham (KS) [25] would propose 
a formulation of density functional theory (DFT) that is used today [26]. The KS system is 
defined to be the fictitious system of non-interacting, single-particle wavefunction where the 
electron density is identical to that of the interacting system and is expressed as 𝑛 r =𝜑! r !!!!!  where 𝜑! r  is the set of KS orbitals. Each single-particle orbital is governed 
by the expression 
 − 12∇! + 𝑣ext r + 𝑑!r 𝑛 rr-­‐r' + 𝑣XC 𝑛 r 𝜑! r = 𝜀!𝜑! r  
 
Eq.  2.5 
 
where  
 𝑣XC 𝑛 r = 𝛿𝐸XC𝛿𝑛 r  
 
Eq.  2.6 
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and 𝐸XC is the exchange-correlation (XC) energy which is a functional of the electron density. 
The final three terms within the brackets of Eq.  2.5 represent the Kohn-Sham potential, which 
represents the unique potential experienced by non-interacting electrons that corresponds 
exactly to the ground-state electron density described by the interacting, many-body 
wavefunction. All many-body effects are captured in the XC functional. The exact form of 
this functional is unknown, however, and there exist many different approximations to the 
functional. Among the most commonly used functionals is the local density approximation 
(LDA, 𝐸XC!"# 𝑛 r ) which approximates the XC energy of the total system as a sum of 
contributions from all point in space as if they were a homogeneous electron gas unaware of 
its surrounding density [26]. This approximation is most accurate for systems that most 
resemble the homogeneous electron gas (HEG), such as extended systems common in solid-
state physics. LDA functionals, however, perform poorly for molecules whose electron 
density is far from homogeneous electron gas. As a result, KS-DFT had long been used 
within the physics community and wavefunction methods (e.g. Hartree-Fock (HF), 
configurational interaction (CI), Coupled-cluster theory, etc.) continued to be utilized as the 
primary approach within the computational chemistry community. The development of XC 
functionals that go beyond the LDA ultimately allowed for the accuracy in molecular 
systems that had previously been missing. For electron densities that vary slowly, it was 
proposed that the XC functional could be expanded as a power series in terms of gradients of 
the electron density [26-28]. With an increasing number of gradients considered, it was 
proposed that the accuracy of the functional would improve. In Parr and Yang’s Density-
Functional Theory of Atoms and Molecules [26], density function theory was framed for the 
first time as an approach that could be used to significantly simplify the wavefunction 
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approach. Parr and Yang in addition to Lee and Becke at this time would also contribute the 
Becke-Lee-Yang-Parr (BLYP) [29], a gradient-corrected functional that showed some of the 
first promising DFT calculations of atoms and small molecules. A second common GGA 
functional is the Perdew-Burke- Ernzerhof (PBE) XC functional [30]. The PBE functional 
was constructed specifically to meet several criteria required within DFT including the Lieb-
Oxford bound, which requires that the exchange energy alone for a given density is greater 
than or equal to that of the exchange-correlation energy for the same density [31], and the 
correct linear response of the uniform electron gas [32]. 
One final class of XC functionals are the class of hybrid functionals. Premised on the fact 
that HF methods include exact exchange and DFT must approximate the exchange 
contribution, hybrid XC functionals, as is suggested by the name, admix contributions from 
each to yield a hybrid that is expected to yield more accurate estimates. The Becke-3-
paremeter-Lee-Yang-Parr functional (B3LYP) [33] is an example of a hybrid that mixes the 
GGA BLYP functional using three parameters with exact HF exchange. PBE0 [34,35] is also 
used quite widely as a hybrid functional, and is based on including !! HF exact exchange, !  !  
PBE exchange and correlation as computed exclusively by PBE. The advantages of hybrid 
functionals include improved calculations of properties such as dielectric constants [36] and 
varying improvements to estimated band gaps [37-39], however they come at a significant 
cost. It should be noted that hybrid functionals should be approached with caution because 
while they offer improvements to the calculation of some properties, they are not the exact 
XC functional, and therefore perform inconsistently when used to predict other properties 
[40]. Without considering the scaling of the algorithms used to implement it (e.g. matrix 
diagonalization, fast Fourier transforms (FFT), etc.), DFT in theory scales cubically with the 
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number of electrons in the system, 𝒪 𝑁!! . This is compared to the 𝒪 𝑁!!  scaling of HF to 
evaluate the four-center, two-electron integrals necessary to compute the exact exchange. As 
of today, in most cases hybrid functionals cannot be utilized in calculations of systems with 
large numbers of electrons. 
First-Principles Molecular Dynamics 
Classical molecular dynamics is a well-established field where the interatomic 
interactions are described by potentials created before any simulation is ever run [41,42]. 
Classical molecular dynamics has been used widely in chemistry, physics, materials science 
and more recently in biochemistry and biophysics. Despite these successes in reproducing 
these and other experimental data, classical simulations do have their limitations. For 
example, there is an assumption that interactions that are predefined between particles are 
well suited for atoms in all environments, simple or complex. Similarly, there is an 
assumption that the interactions experienced by an atom throughout the simulation are static, 
as most classical potentials remain unchanged in their formulaic expression throughout the 
simulations. In some cases, potentials are parameterized according to experimental 
measurements or according to a variety of other schemes in order to account for differences 
in complex, chemical systems [43]. This approach, however, significantly limits the method 
to being fully predictive and requires that a system be synthesized in order to simulate its 
behavior. Finally, classical molecular dynamic has the known challenge of properly 
describing bond-breaking and bond-making. Often, force fields will impede changes to 
chemical bonding or poorly describe the new system. 
First-principles molecular dynamics (FPMD), also referred to as ab-initio molecular 
dynamics, is an approach to simulate the same dynamics as classical molecular dynamics, but 
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instead of predefining the potentials used throughout the simulation, the forces acting on the 
nuclei are calculated on-the-fly using electronic structure theory. Throughout this work, we 
will discuss the use of DFT to determine the ground state electronic structure necessary to 
compute forces acting on nuclei, however other electronic structure methods could also be 
used. We discuss and utilize DFT in particular because it has proven to be both an effective 
and computationally affordable approach to determine the electronic structure of stationary 
electronic states for large and complex molecular systems. The disadvantage to this approach 
is the computational cost associated with performing a ground-state calculation at each time 
step throughout the simulation. 
One assumption that is regularly made which is generally valid for many chemical 
systems is the Born-Oppenheimer (BO) adiabatic approximation. Succinctly stated, this 
assumption assumes that the motion of the electrons is entirely decoupled from the motion of 
the nuclei. Nuclei evolve in time with forces determined by the ground-state electronic 
structure for the given atomic configuration. Thus, the general approach of ab-initio 
molecular dynamics is to calculate the ground-state electronic system based on a specific 
configuration of nuclei from first-principles electronic structure calculations, and to advance 
the classical nuclei using Newton’s equations of motion where forces are determined from 
the ground state electronic structure. The Hellman-Feynman force [44] acting on each ion, I, 
is calculated in Eq.  2.7  
 
 F! = −∇!𝐸! = −∇! Ψ! ℋ! Ψ!  
 
Eq.  2.7 
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 𝑀!R! = − Ψ! ∇!ℋ! Ψ!  
 
Eq.  2.8 
 
 
where ∇! is the gradient in the electronic coordinates based on a displacement in the ion I. Ψ! 
is the ground-state many-body electronic wavefunction, which in the cases of DFT is a Slater 
determinant of the single-particle, ground-state KS-orbitals. Eq.  2.8 offers a slightly different 
representation of Eq.  2.7 where the force is related to the mass and acceleration of the 
nucleus. Work by Feynman [44] notes that the right-hand expression in Eq.  2.7 simplifies to 
Eq.  2.8 if the many-body wavefunction is an eigenfunction or a linear combination of 
eigenfunctions of the electronic Hamiltonian, ℋ! .  In the case of KS DFT, ℋ! is the KS 
Hamiltonian and the forces can be determined for a specific nuclear configuration by 
evaluating the expression ∇!ℋ!KS. 
Algorithms used to integrate Newton’s equations of motion vary widely, although some 
of the most common algorithms include Verlet algorithm [45], the Leap Frog algorithm [46] 
and the Euler algorithm [46]. The choice of each algorithm influences the time step that is 
appropriate to accurately capture dynamics. Time steps of ~1fs, for example, are commonly 
used in FPMD to generate accurate simulations of 1ps-10ps in length, long enough to 
generate statistics in agreement with experimental measurements. 
Quantum Dynamics: Beyond Ground-State Dynamics 
In stark contrast to the ground-state dynamics coming out of the BO adiabatic approximation, 
there are many examples of electron dynamics that cannot reasonably be decoupled from the 
nuclear motion of the system and are instead rather sensitive to velocities of the nuclei in the 
system. There are many processes in biology, chemistry and modern physics that rely on an 
accurate representation of quantum dynamics. Due to the missing physics in the BO adiabatic 
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approximation, these processes, which include electron transfer [47], phonon-induced carrier 
relaxation [48-51] and exciton dynamics [52,53], require an approach that takes into 
consideration the connection between electron and nuclear dynamics (i.e. non-adiabatic 
effects). While the BO adiabatic approximation provides a significant simplification to 
simulations, incorporating non-adiabaticity into simulations leads to a significant increase in 
both the cost and the complexity of the computations. The following sections represent two 
well-accepted theoretical approaches to capture non-adiabatic dynamics in molecular 
simulations: fewest-switches surface hopping (FSSH) and real-time time-dependent density 
functional theory (RT-TDDFT). 
2.1.2 Fewest-Switches Surface Hopping 
John Tully first proposed “surface hopping” in 1971 as a phenomenological extension of 
classical molecular dynamics (MD) simulations to include non-adiabatic effects [5,6]. In 
contrast to classical MD simulations where only a single potential energy surface is used to 
calculate the forces acting on a particle, Tully’s insight led to the postulation of surface 
hopping, a formalism stemming from the phenomenological work of Landau-Zener [2,3] 
intuiting that non-adiabatic transitions occur near to electronic crossing (i.e. excited and 
ground state potential energy surfaces approach degeneracy)[54]. Tully notes in his original 
works on surface hopping that molecular dynamics (MD) provides the advantage of treating 
complex, many-body systems with full dimensionality, but had up until that point failed to 
include non-adiabatic effects [5,6]. In Tully’s formulation, a system is prepared in a single 
adiabatic state, which determines the “active surface.” Electrons are treated quantum 
mechanically, and evolved according to the electronic Schrödinger equation or a 
Schrödinger-like equation. At each time step, the probability of an instantaneous transition 
 21 
between potential energy surfaces (a “hop”) between adiabatic states is determined based on 
a phenomenomlogical hopping criterion. If a hop occurs, the active surface is redefined. In 
the original formulation of surface hopping, there were an indefinite number of hops that a 
particle could make between surfaces. It wouldn’t be until 1990 that Tully would propose the 
FSSH algorithm as a means to minimize the number of hops between potential energy 
surfaces [5]. When not minimized, the excessive hopping outside of the region of the 
electronic crossings essentially lead to dynamics that are more similar to a weighted-average 
of the two adiabatic stats, and can lead to unphysical dynamics outside of the electronic 
crossings [4]. The FSSH hopping criterion is derived specifically to limit the electronic hops 
to the region of strong non-adiabatic coupling (i.e. electronic crossings). FSSH has been 
shown to capture the correct dynamics for non-adiabatic dynamics such as carrier 
recombination [55], photochemistry [56], and phonon-assisted carrier relaxation [5]. 
The FSSH algorithm can also be extended into a formulation based on single-particle 
wavefunctions as proposed by Prezhdo [57-59]. Instead of hops between many-body 
adiabatic states as was the case in Tully’s surface hopping, Prezhdo proposed the use of 
single-particle wavefunctions as states to and from which electrons might hop. Single-
particle wavefunctions are evolved in time according to the set of coupled, time-dependent 
Kohn-Sham (TDKS) equations, where 𝜑!  are the corresponding single-particle KS orbitals.  
 
 𝑖ℏ 𝜕𝜑! r, 𝑡𝜕𝑡 =ℋKS 𝜑! 𝜑! r, 𝑡 , 𝑖 = 1,… ,𝑁!  
 
Eq.  2.9 
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It should be noted that KS Hamiltonian depends on the electronic density via the occupied, 
TDKS orbitals. We can alternatively express the time-dependent wavefunctions in the 
adiabatic KS orbitals (ground state KS-orbitals, 𝜑! ). 
 
 𝜑! r, 𝑡 = 𝑐!" 𝑡 𝜑! r;R!!!!!  
 
Eq.  2.10 
 
 
Here, 𝑐!" 𝑡  are the time-dependent coefficients that relate the adiabatic KS orbitals to the 
time-dependent wavefunctions, calculated as 𝜑! r 𝜑! r, 𝑡 . Substituting Eq.  2.10 into Eq.  
2.9, multiplying by a single adiabatic state from the left and integrating leaves the following 
expression and its approximation. 
 
 𝑖ℏ 𝜕𝑐!" 𝑡𝜕𝑡 = 𝑐!" 𝑡 𝜑! r;R ℋKS 𝜑! 𝜑! r;R + d!" ∙ R!!!!!  
 
Eq.  2.11 
 
 
 𝑖ℏ 𝜕𝑐!" 𝑡𝜕𝑡 ≈ 𝑐!" 𝑡 𝜀!𝛿!" + d!" ∙ R!!!!!  
 
Eq.  2.12 
 
 
The first term in the brackets in the right-hand side of Eq.  2.11 can be interpreted as the 
expectation value of the electronic energy of the non-adiabatic system. It should be noted that 
the Hamiltonian in Eq.  2.11 is constructed using the time-dependent wavefunctions and thus 
the adiabatic KS orbitals are not in most cases eigenvalues of this Hamiltonian. If the time-
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dependent electron density does not deviate significantly from that density generated by the 
adiabatic states, then the approximation ℋKS 𝜑! 𝜑! r;R ≈ℋKS 𝜑! 𝜑! r;R =𝜀!𝜑! r;R  remains reasonable and Eq.  2.11 can be simplified to Eq.  2.12. The second term in 
the brackets in the right-hand side of Eq.  2.11 refers to d!" and the non-adiabatic (NA) 
coupling term. The NA coupling relates the coupling of single-particle electronic states as 
mediated by the motion of the system’s nuclei. It is expressed as 
 
 d!" ∙ R = −𝑖ℏ 𝜑! r;R ∇R 𝜑! r;R ∙ R = −𝑖ℏ 𝜑! 𝜕𝜕𝑡 𝜑!  
 
Eq.  2.13 
 
 
where ∇R  is the gradient with respect to nuclear displacements. The expression can be 
rewritten in terms of a partial derivative with respect to time 
 
 d!" = 𝜑! ∇Rℋ 𝜑!𝜀! − 𝜀! ∙ R 
 
Eq.  2.14 
 
 
The probability of hopping between time-dependent, TDKS orbitals [60] is expressed as  
 
 P!"(𝑡,∆𝑡) = max 0, 𝑏!"∆𝑡𝑎!! 𝑡 𝐵!" 𝑡  
 
Eq.  2.15 
 
where 
 𝑏!" = −2Re 𝑎!"∗ d!" ∙ R  
 
Eq.  2.16 
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 𝑎!" 𝑡 = 𝑐!𝑐!∗  
 
Eq.  2.17 
 
 
 𝐵!" 𝑡 = exp − 𝜀! 𝑡 − 𝜀! 𝑡𝑘!𝑇1                   
      𝜀! > 𝜀!        𝜀! ≤ 𝜀!  
 
Eq.  2.18 
 
 
The probability to hop is related to several parameters including the size of the time step (∆𝑡) 
as well as the current occupation of the state from which the particle is hopping (𝑎!! 𝑡 ). The 
coupling between single-particle orbitals is captured in the expression for 𝑏!" in which the 
coherence between the states  𝑎!"∗  is multiplied by the NA-coupling and the current motion of 
the nuclei. The right-hand expression for d!" ∙ R in Eq.  2.13 is used to calculate 𝑏!". If 𝑏!" is 
computed to be negative, the probability for a hop is deemed to be impossible, and P!" = 0.   
Detail balance is captured in FSSH by weighting the probability of a hop by a Boltzmann 
factor, 𝐵!" 𝑡  (see Eq.  2.15) [61]. Hops to electronic states of greater energy are therefore less 
likely by including this Boltzmann factor.  The time-dependence of this parameter comes in 
by determining the energy difference between states according to the time-dependent 
eigenvalues calculated on-the-fly. 
The overall approach is as follows. A FPMD simulation is performed and at each step, 
the adiabatic KS-orbitals are determined. Using the approach proposed by Hammes-Schiffer 
and Tully [62], a finite differences method is applied to sequential time steps to compute the 
NA coupling as expressed in the right-most part of Eq.  2.13. This is a very powerful approach 
because the NA couplings can be calculated on-the-fly and without the need to evaluate the 
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complicated expression for ∇R 𝜑! r;R . The eigenvalues for each step in the FSSH 
calculation correspond to those computed on-the-fly during the FPMD. 
 Surface hopping does have its limitations, however, which should be acknowledged. 
First is the challenge of decoherence. The FSSH algorithm has the well know challenge of 
inaccurately propagating electronic wavefunctions on different electronic surface with 
complete coherence (i.e. in phase). This inaccuracy can be understood simply through 
considering the mixed quantum-classical system in parallel to the Schrödinger’s cat. If a 
classical measurement is made on a superposition of quantum mechanical states, the state 
collapses into a pure state. The nuclei in FSSH simulations are treated classically, and so 
therefore these classical particles should regularly be making measurements on the quantum 
electronic system. The expected long-term behavior is therefore that the electronic density 
matrix collapses to a pure state. Evolving with complete coherence will never achieve this. 
This failure, however, generated little error on short timescales, but long-time dynamics can 
fail catastrophically. There is a growing body of work, however, to correct for this over 
coherence [54,63,64]. Prezhdo et al. recently proposed and extension to the FSSH algorithm 
to include an ad hoc decoherence time decay constant to update the electron density matrix 
by either collapsing or projecting out individual, adiabatic states from the state vector 
evolving in real time [65]. Most recently, work by Subotnik et al. have developed and 
implemented the so-called A-FSSH, a parameter-free approach to including decoherence 
correction in real time [66]. 
Second, we note that the specific implementation of FSSH in this work does take into full 
consideration the influence of the non-equilibrium electron density on the motion of the 
nuclei. Instead, the classical path approximation (CPA) is used. That is to say that we assume 
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that the motion of the nuclei of our system experiencing non-equilibrium electron dynamics 
does not deviate significantly from the trajectories expected within the BO adiabatic 
approximation and therefore are assumed to be identical. In single-molecule systems, the 
CPA can catastrophically fail as small changes to the electronic structure are confined to a 
smaller area and thus can dramatically change the Columbic forces experienced by the nuclei 
throughout the simulation. As the system size increases, however, the CPA becomes a more 
reasonable approximation because the electronic feedback with the nuclei influences the 
nuclear trajectories to an increasingly less extent, particularly when excitations are 
delocalized and changes to the local electron density are minimized. 
2.1.3 Real-Time Time-Dependent Density Functional Theory 
A second approach to simulating non-adiabatic electron dynamics is to propagate the 
electronic structure in real time in the presence of the perturbing potential. Rather than 
casting the non-adiabatic problem as a set of electronic transitions between electronic states 
as in FSSH (i.e. changing occupancy of electronic states with a probability of “hopping” 
related to the coupling between states), real-time propagation evolves the electronic 
wavefunctions, and thus electronic excitations are captured via the changing character of the 
wavefunctions themselves. Real-time time-dependent density functional theory (RT-TDDFT) 
[67] has been used as an approach to describe the quantum dynamics of electrons for systems 
of various sizes and complexity. TDDFT is an extension of DFT that captures the electron 
dynamics of many-body systems. Here, we would like to clarify that the RT-TDDFT method 
that we discuss here is distinctly different from the more commonly recognized linear-
response TDDFT [68], often referred to as TDDFT without any further distinction. Linear-
response TDDFT uses the linear response of the electron density in response to a perturbation 
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to compute the excitation energies of a system [68]. This formalism can only be used when 
the perturbation is small and the changes in electron density do not dramatically change the 
overall electronic structure. 
To make these many-body equations accessible, a proof similar to the Hohenberg-Kohn 
theorem that accounts for time dependence is necessary. It was the Runge-Gross theorem 
[67] in 1984 that served as proof that there indeed exists a one-to-one correspondence 
between densities and potentials for a given fixed initial state. Taking a similar form as the 
time-dependent Schrödinger equation, the time-dependent Kohn-Sham (TDKS) equations are 
 
 
𝑖ℏ 𝜕𝜕𝑡𝜓! r, 𝑡 = − ℏ!2𝑚 ∇! + 𝑣ext r,𝑡 + 𝑑!r 𝑛 rr-r'
+ 𝑣XC 𝑛 𝑡 r 𝜓! r, 𝑡  
 
Eq.  2.19 
 
 
As was true for the time-independent case, the relationship between electron density and 
TDKS orbital is 𝑛 r, 𝑡 = 𝜓! r, 𝑡 !!!!!!  . Here, the XC potential is a functional of the time-
dependent density. (Further discussion regarding the XC potential in RT-TDDFT is provided 
below.) Provided an initial set of KS orbitals 𝜓! , RT-TDDFT simulates the dynamics of the 
system by propagating these 𝑁! single-particle, nonlinear TDKS equations by applying the 
time-evolution operator 
 
 𝜓! r,𝑇 = 𝒯exp −𝑖 𝑑𝜏!! 𝐻!" 𝜏 𝜓! r, 𝑡 = 0  
 
Eq.  2.20 
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where 𝒯  is the time-ordering operator, and 𝜓! r, 𝑡 = 0  represents the initial set of KS 
orbitals. At this point, it is worthwhile to reiterate that these coupled equations are non-linear 
as the KS Hamiltonian is a functional of the electron density as determined by the TDKS 
orbitals. The solution to Eq.  2.20 becomes essentially intractable. In practice, this propagation 
is performed using numerical approximations. The propagation scheme used to evolve a set 
of TDKS equations depends on a variety of factors including the basis set representation and 
the time-step taken throughout the simulation. For example, in the Octopus code [69], which 
is calculated on a real-space mesh, the Crank-Nicholson (Cayley) scheme [70] and Magnus 
expansions [71] are both used to propagate the TDKS equations. In codes that use a 
planewave basis such as the Qbox/Qb@ll code[72,73], the 4th-order Runge-Kutta 
propagation scheme was found to be most stable and scalable to systems of thousands of 
electrons [74]. 
Exchange-Correlation Functionals in RT-TDDFT 
An additional assumption made in these RT-TDDFT calculations is in the expression 
used to express the exchange correlation potential. Throughout much of this work, the PBE-
GGA XC functional [30] is used because of its computational efficiency and its accuracy. 
Due to the increased computational cost associated with calculating real-time dynamics, it is 
necessary to carefully select the XC functional such that simulations remain computationally 
accessible, especially for large system sizes and phenomena that require an ensemble of 
simulations to accurately compute. GGA XC functionals have known shortcomings, 
however, such as accurately capturing long-range interactions, more specifically the non-
Coulomb contributions to the total energy. Advanced XC functionals such as the long-range 
corrected Becke-Lee-Yang-Parr (LC-BLYP) [29,75] have been developed such that the 
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Hartree-Fock exchange integral is gradually turned on for long-range distances using a 
standard error function. As can be expected with the computation of the double integral, the 
computational cost of Hartree-Fock limits the use of these class of XC functionals. 
An additional approximation within applications of RT-TDDFT is the use of the adiabatic 
exchange-correlation approximation [76,77]. Eq.  2.19 indicates that 𝑣XC 𝑛 𝑡 r  is a 
functional of the time-dependent density, and more specifically the instantaneous electron 
density. The development of XC potential functionals has been formulated based on ground-
state DFT and as was mentioned above, uses the homogeneous electron gas as the reference 
to describe electron correlation. In strong fields that drive large excitations, however, it is 
less clear whether or not these ground-state functionals are reasonably constructed for non-
equilibrium, excited-state electron densities. In particular, this critique comes from work 
showing that the KS potential depends on the history of the density (i.e. how the excited 
electron density was generated) [77]. Work has continued to incorporate history effects (𝑡   <   𝑡’)  into the XC-potential functions themselves as well as testing the contexts in which 
the adiabatic approximation performs with reasonable accuracy [78-82]. 
Computational Resources and Code Parallelization 
It cannot go unstated that the feasibility of these real-time electron dynamic simulations 
go beyond just the theory and require an intentional consideration of the computational 
resources and the parallelization of the electronic structure code. The work contained within 
Chapter 4 (‘Electronic Stopping in Water’) makes use of the Qbox/Qb@ll code [72,73], 
which has been optimized to perform large-scale simulations on massively-parallel, multi-
core supercomputers [83]. As a plane-wave based code (𝜓! r, 𝑡 = !! 𝐶! G, 𝑡 𝑒𝑥𝑝 𝑖G∙rG , 
where Ω is the volume of the unit cell), Qb@ll has been optimized for calculations on the 
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Blue Gene/Q architecture by distributing the expansion coefficients , 𝐶! G, 𝑡 , on a process 
grid with electronic states distributed over columns and planewaves over rows[83]. As a 
result, the Qb@ll code has been shown to scale to hundreds of thousands of computing cores 
for a system of 27,000 electrons. This level of parallelization is necessary for systems of 
large sizes in order to reduce communication cost within codes. Future development of real-
time dynamic codes must also take advantage of and develop new algorithms that can be 
parallelized over similar numbers of cores in order to avoid introducing computational 
bottlenecks into the simulations.  
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CHAPTER 3 : EXCITED ELECTRON RELAXATION - THE ROLE OF SURFACE 
PASSIVATION IN SILICON 
3.1 Overview 
Non-adiabatic electron dynamics are sensitive to both the electronic structure as well as 
the nuclear motion of the system. The more nuclear freedom that exists for the nuclei of a 
system, the greater likelihood that non-adiabatic dynamics may play a role in the system’s 
electron dynamics. Thus, phonon-mediated relaxation processes are of interest due to their 
applications to technologies such as photovoltaic cells and light emitting diodes. In each 
technology the role of these electron dynamics can either be advantageous or disruptive to 
the technology. In PV devices, for example, phonon-mediated relaxation is a dominant factor 
in determining the efficiency of the device. Shockley and Queisser calculated a 
thermodynamic efficiency limit of ~32% for single junction solar cells, an efficiency almost 
entirely determined by the carrier relaxation rate [84]. Alternatively, fast relaxation processes 
are preferred in LED applications in order to generate a narrower range of wavelengths 
emitted during electron-hole recombination events. Nanomaterials have recently become a 
new approach to controlling these dynamics. Unlike bulk materials, modification of 
structural features in nanomaterials can generate significant changes in optical and electronic 
properties. These modifications include scaling the dimensions of the confined system as 
well as modifying the surface chemistry and passivating layers. Surface modification 
influences both the already quantum-confined electronic structure of the quantum dots and in 
turn can influence the motion of the nuclei, a key factor in non-adiabatic dynamics. In this 
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chapter, we discuss the role that surface passivation of a silicon quantum dot plays in the 
system’s electron relaxation dynamics. Here, we choose to study silicon because of its 
ubiquity in electronic technologies. Additionally, the extensive work with silicon has led to a 
significant amount of synthetic control allowing us to simulate systems that echo 
experimental work generating nanometer-sized nanocrystal and controlling chemically 
passivated surfaces.  We apply fewest-switches surface hopping, a mixed quantum/classical 
approach, to capture the non-adiabatic dynamics of the relaxation process. 
3.2 Numerical Details 
In this work, we consider a small, well-defined silicon quantum dot approximately 1.5 
nm in diameter. On the surface of each quantum dot (66 silicon atoms), a layer of 40 
passivating atoms was arranged such that no silicon dangling bonds existed.  The structure 
for each dot can be seen in Figure 3.1.  Density functional theory was use to optimize the 
geometry of the structure  via the steepest-descent algorithm implemented in the Quantum 
Espresso code[85] until the forces on each atoms were below 0.001a.u. The average Si-H 
bond length was calculated to be ~1.5Å. To prepare the fluorine-passivated dot, the relaxed 
atomic coordinates of the hydrogen-passivated system were used to approximate the initial 
structure. Fluorine atoms then replaced the hydrogen atoms at the surface, and the system 
was then fully relaxed again using the steepest-descent algorithm in Quantum Espresso [85] 
to minimize the total energy. The resulting Si-F bond length was calculated to be ~1.6Å and 
the total diameter of the quantum dot increased slightly (+0.2Å) based almost exclusively on 
the elongation of the Si-F bonds at the surface. 
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Figure 3.1 | The initial atomic configuration of the silicon nanocrystal.  The structure 
contains sixty-six silicon atoms and forty passivating atoms.  The hydrogen-passivated 
silicon quantum dot has an average bond length of 1.49Å while the fluorine-passivated 
silicon quantum dot has an average bond length of 1.66Å. 
 
 
Density Functional Theory Calculations and First-Principles Molecular Dynamics 
First-principles molecular dynamics simulations (FPMD) were performed using Kohn-
Sham density functional theory (KS DFT). The DFT calculations were performed using the 
Qbox/Qb@ll code[72,73] using the Perdew-Burke-Ernzerhof (PBE) generalized gradient 
approximation (GGA) exchange-correlation functional (XC) [30] and a plane-wave energy 
cutoff of 50 Ry. All simulations were performed at 295K and with 80 unoccupied single-
particle electronic states.  Norm-conserving pseudopotentials generated with PBE XC 
according to Hamann-Schluter-Chiang as modified by Vanderbilt [86] were used to represent 
core electrons for all atoms in the simulations. Silicon atoms were assumed to have a valence 
charge of four electrons, hydrogen atoms a valence charge of one electron, and fluorine 
atoms a valence charge of seven electrons. Hydrogen-passivated SiQD contains 304 electrons 
whereas the fluorine-passivated SiQD contains 544 electrons. The cubic simulation cell was 
treated using 3D periodic boundary conditions and a lattice parameter of 21.16Å.  Given the 
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small size of the system and limitations in the fewest-switches surface hopping (FSSH) code, 
only a Γ-point calculation was performed in Qbox.  
At the beginning of the simulation, the velocities of the nuclei were initially randomized 
while conserving the total kinetic energy (i.e. temperature).  This was done in order to 
remove any collective motion inadvertently imparted on the system during the relaxation 
process. The temperature of the system was kept constant using the “scaling” thermostat 
implemented in Qbox.  This thermostat rescales the velocities of all atoms according to the 
expression 𝑣! = 𝑣! 1− 𝜂𝑑𝑡 , where 𝜂 = 𝜏!! tanh 𝑇 − 𝑇!"# /∆ . In the previous 
expression, 𝜏  is the thermostat time constant set to 24.189fs and ∆  is the thermostat 
temperature window set to 100K.  All simulations used a 𝑇!"# of 295K. The calculation was 
performed using a time step of 0.5fs. Throughout the simulation, the non-adiabatic coupling 
(NA-coupling) matrix was calculated numerically on-the-fly during the FPMD via the 
approach proposed by Hammes-Schiffer and Tully[62]. This approach applies a finite 
differences approach to Kohn-Sham wave functions of adjacent time steps and pays 
particularly close attention to the phase of the electronic states. FPMD simulations were 
generated for each dot for a total of 1.25 ps each, or a total of 2500 molecular dynamics 
steps. 
Fewest-Switches Surface Hopping Calculations 
We apply the fewest-switches surface hopping (FSSH) approach[4,5,87] with the Kohn-
Sham single-particle description via the approach proposed by Prezhdo and co-workers[88-
92] as described in Chapter 2. NA-couplings were calculated between all electronic states, 
both occupied and unoccupied. When setting up the FPMD, time steps of 0.25fs and 0.5fs 
were both tested to determined if changes to the NA-couplings were fully captured.  A time 
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step of 0.5fs was determined to be sufficiently small to calculate converged NA-couplings. In 
Figure 3.2, the NA-coupling for an electronic state is plotted throughout he simulations. It is 
clear that a time step of 0.5fs indeed captures the sharp peaks in the NA-couplings. 
Additionally, the 1.25ps FPMD simulations were found to be long enough to adequately 
capture both high and low frequency and vibrational modes in each system.  
 
 
Figure 3.2 | The maximum non-adiabatic (NA) coupling calculated between the eleventh 
unoccupied KS orbital and all other KS orbitals throughout the duration of the FPMD 
simulation. The inset shows zoomed in regions for each peak in NA-coupling. Similar 
temporal resolution was observed for the maxima of other KS orbitals. 
 
 
The surface hopping calculations were performed using a 1ps window within the full 
FPMD simulation.  This window allowed us to run a total of 500 FSSH calculations using 
different starting conditions.  For each starting condition, 500 individual FSSH calculations 
were performed to generate an ensemble that accurately described the probabilistic nature of 
hopping events. Thus, in total, our results are derived from 250,000 unique surface hopping 
dynamics runs.  We tested the convergence of the FSSH calculations by considering only the 
relaxation dynamics for a single nuclear trajectory and 500 FSSH calculations.  The 
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relaxation time constants from the initially populated states were considerably under-
predicted by an order of magnitude. To account for the motion of the ions, we apply the 
classical path approximation (CPA).  We set a decoherence time constant of 10000 a.u. such 
that during our simulations, the ad hoc decay of off-diagonal elements in the density matrix 
to correct the overcoherence of FSSH are not applied. 
3.3 Results and Discussion 
When calculating the relaxation dynamics using the method proposed by Prezhdo et al. 
[93], there are two distinct representations of the analysis: electron relaxation through 
electronic state indices and relaxation according to the energy of a particle above the 
system’s valance band edge (Figure 3.3). These representations provide two important yet 
different perspectives to the analysis.  
 
Figure 3.3 | Two representations of the hot carrier relaxation process as determined by 
fewest-switches surface hopping (FSSH) calculations. Representations are presented for a 
hydrogen-passivated silicon quantum dot (H-SiQD, left) and a fluorine-passivated silicon 
quantum dot (F-SiQD, right). Relaxation can be visualized via energetics (top row) or via 
electronic state index (bottom row). 
As is evident from Figure 3.3, the features between the two representations do not change 
significantly. What is noticeably different, however, is the magnitude of representation at any 
given time during the simulation. These differences come from the degeneracy of states, a 
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factor that is entirely missing from the electronic state index but captured in the energy 
representation. In the energy representation, the populations of two states of similar energy 
will sum to create a stronger feature than in the index representation where states remain 
separated along the y-axis of the plot. Information about the density of states is implicitly 
included in the energy representation because electronic populations will only exist on the 
energy axis where there are also electronic states. One advantage of the energy representation 
is that an average energy of the electron can be approximated for the excitation. In this 
representation, however, the details of how individual electronic states participate in the 
dynamics are lost and therefore the mechanism may remain obscured. Alternatively, 
representing the relaxation process using the electronic state indices allows us to identify 
contributions from individual states, but we lose valuable information about the energetics of 
the process. In the remainder of this work, we choose to represent the relaxation dynamics in 
the electronic state index representation.  While the energy representations were consulted 
throughout the analysis, the purpose of this work was to identify and explain features within 
the relaxation process; therefore to capture the details of the mechanism the use of electronic 
state indices are a more intuitive choice. 
3.3.1 Dynamics of hydrogen-passivated dot 
In Figure 3.4, we present six surface hopping simulations in which we varied the electronic 
state into which the initially excited electron first began. The excited electron energies range 
from ~0.85eV to ~1.30eV above the LUMO. This range was chosen to simulate the charge 
injection of different energy electrons into the conduction band of the silicon quantum dot. It 
is evident that the relaxation dynamics do not change significantly as the initial excited state 
increases in energy with respect to the LUMO.  
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Figure 3.4 | Population changes for a hydrogen-passivated silicon quantum dot (H-SiQD).  
Initially-populated states range from ~0.85eV to ~1.30eV. The dotted, white line indicates 
the state in which the excited electron is initially populated. 
 
 
In each plot, we observe that the excited electron relaxes to a Boltzmann distribution 
within ~100fs regardless of the initial excited-state energy. From the analysis, we note that 
there is very little sensitivity of the relaxation dynamics based on which initial state in the 
hydrogen-passivated quantum dot is populated. 
3.3.2 Dynamics of Fluorine-Passivated Dot   
As before, the initial energy of the excited electron was varied between ~0.5eV and 
~1.2eV above the LUMO to capture the energy range of a possible injected electron. As the 
initially populated stated increases in energy, an interesting and unintuitive feature, which is 
not present in the hydrogen-passivated atom, appears. 
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Figure 3.5 | Population changes for a fluorine-passivated silicon quantum dot (F-SiQD).  
Initially-populated states range from ~0.56eV to ~1.18eV. The dotted, white line indicates 
the state in which the excited electron is initially populated. 
  
In Figure 3.5, excited electrons that have energies greater than ~0.75eV above the LUMO 
interact with a unique set of states that leads to a feature that creates a bottleneck in the 
relaxation dynamics that is not present in the hydrogen-passivated case. The slowed 
relaxation dynamics led to a relaxation process that is extended by hundreds of femtoseconds 
compared to the analogous, hydrogen-passivated system.  Our investigation thus shifts to 
understanding the relationship between this unique feature and the dynamical electronic 
structure of these nanoscale systems.  We identified that it is the eleventh unoccupied KS 
electronic state (ES11) as the state above which these slowed dynamics of the excited 
electron can be observed.  This state is independent of the choice of initial state, as long as 
the initial state falls above ES11. 
Visualizing the Quantum Dots’ Electronic Structure 
It is well known that relaxation dynamics and optoelectronic properties can be 
significantly influenced by localized surface and/or molecular states at material surfaces 
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[14,15,17,18], and therefore during synthesis, close attention is paid to materials’ surface 
quality and inadvertent inclusions of impurities or vacancies.   
 
 
Figure 3.6 | The electronic isosurface for the eleventh unoccupied single-particle electronic 
state (ES11) of the fluorine-passivated silicon quantum dot (F-SiQD) in its equilibrium 
geometry. The two orientations of the same system show the high tetrahedral symmetry of 
the electronic state. 
 
 
In our simulations, however, we prepare pure materials with a completely passivated 
surface such that no silicon dangling bonds remained at the surface. Density functional 
theory allows us to visualize the electron density of an individual single-particle electronic 
state according to the relationship 𝜌! r = 𝜓! r ! where 𝜓! r  is the KS wave function of 
interest. Electronic states between the LUMO and the closest state 2eV above the LUMO 
were visualized one-by-one for both hydrogen and fluorine passivated silicon quantum dots.  
We focus on the states in both systems that are energetically similar to the position of the 
bottleneck.  In both systems, we observe that all energetic states are delocalized throughout 
the entire quantum dot including the passivating hydrogen and fluorine atoms.  This process 
of visualizing electronic states was performed throughout the FPMD to confirm that no 
surface states appeared after the nuclei were allowed to evolve on the electronic ground state.  
In particular, we scrutinized ES11 in both systems to identify any obvious features that might 
offer an explanation of the difference in dynamics. While we observe no surface states, we 
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do note that there is unusually high amount of tetrahedral symmetry for ES11 (Figure 3.6) and 
that, while fluctuating in response to the nuclear motion, the symmetry persists throughout 
the entire simulation.  By visual inspection of the electron density and spatial extent of the 
electronic wave functions alone, the explanation for the slower relaxation remains unclear. 
 
 
Figure 3.7 | Distribution of the non-adiabatic couplings throughout the FPMD performed on 
the fluorine-passivated silicon quantum dot. Each distribution includes the magnitude of the 
NA-coupling for states with an index  ±1. 
 
Distribution of Non-adiabatic Couplings 
Given that the NA-couplings determine the non-adiabatic dynamics, we next investigate 
the distributions of NA-couplings for each state to identify any trends that might explain the 
bottleneck observed at ES11. Figure 3.7 shows the distributions of the NA-couplings for the 
fluorine-passivated SiQD and each state indicated alongside the distribution. As mentioned in 
Chapter 2, the NA-coupling matrix decays to zero for off-diagonal elements far from the 
diagonal. For this reason, the distributions shown in Figure 3.7 are only for electronic states 
that are either one state above or below (± 1) the indicated state. Examining these 
distributions, there exists a noticeable tendency for the NA-coupling to couple poorly (i.e. 
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d!" tends to zero) for electronic states ES10 and ES11. It is also clear that there are some 
non-zero NA-couplings which implies that, although weakly, coupling does still happen 
between adjacent states. 
To better understand the physical reason for this poor coupling, we refer back to Eq.  2.14, 
which expresses the NA-coupling between two electronic states as having contributions from 
both the character of the wave function as well as the energetic separation between the states. 
Quantifying and analyzing the numerator of Eq.  2.14 is not possible given the available tools 
implemented into the electronic structure code at the time of this study, but it should be noted 
that our visual inspection of the wave functions indicated that the poor coupling was not 
likely due to the presence of highly localized states and therefore poor spatial overlap. We 
are able, however, to extend our analysis by investigating the energy differences between 
adjacent states. The NA-coupling between two electronic states is inversely related to the 
total energy between those states. Thus, visualizing the distribution of energy differences 
between adjacent states throughout the duration of the simulation can provide some measure 
for how the NA-couplings fluctuate based only on the energetics of the simulation.  These 
energy differences are plotted in Figure 3.8a. From this distribution, we notice that the energy 
differences between ES11-ES10 and ES12-ES11 are both significantly broader as compared 
to the neighboring gaps. In other words, ES11 appears to oscillate between its neighboring 
electronic states (i.e. ES10 and ES12) approaching with quasi-degeneracy and then diverging 
in energy, spanning an energy difference that is roughly 1.5-2 times larger than other 
neighboring states in the same system. We refer to this behavior as “shuttling” because it is 
this individual state (ES11) that creates a bottleneck in the relaxation process by moving 
electron density from the state above to the state below and essentially determines the rate at 
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which excited electron density in ES12 can couple to lower energy states. Thus, ES11 serves 
essentially to shuttle the electronic population over a large energy gap (~0.3eV) from ES12 
to ES10.   After publication of this work on the non-adiabatic dynamics in silicon quantum 
dots [19], Lim et al. reported a similar dynamical gap state in bulk silicon during their 
simulation of the non-adiabatic dynamics generated via self-irradiation [94]. 
 
    (A)       (B) 
 
Figure 3.8 | (A): Oscillations of the energy differences between unoccupied electronic states 
in the fluorine-passivated silicon quantum dot (F-SiQD). Differences between ES8 and ES9 
are in blue, ES9 and ES10 are in dark green, ES12 and ES13 are in yellow, ES13 and ES14 
are in light green, ES10 and ES11 are in violet, and ES11 and ES12 are in red. Histograms 
corresponding to the distributions over the full FPMS are shown in the right-hand plots. (B): 
The Fourier transform of the energy differences displayed in (A) are shown for both F-SiQD 
(left) and H-SiQD (right). Highlighted are the Fourier transforms of the energy differences 
including the “shuttle state,” ES11: Δε10,11 (violet) and Δε11,12 (red). 
  
Quantifying the Shuttling Rate 
As the relaxation process is limited by the oscillation of a single state (i.e. ES11), then the 
relaxation rate should be determined by the frequency with which this state oscillates. To 
identify the shuttling rate regulated by ES11, we compute a Fourier transform of the energy 
differences between adjacent electronic states for both the fluorine-passivated the hydrogen-
passivated silicon quantum dot.  Figure 3.8b shows the Fourier transforms for the differences 
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between ES11-ES10 and ES12-ES11. Comparing between the two systems, there are several 
strong, low-frequency peaks that appear in the fluorine-passivated system between 5-10 THz 
that are absent in the hydrogen-passivated system.  These peaks confirm an oscillation in the 
energy of ES11 that is unique to the fluorine-passivated system related to the narrowing and 
widening of the gap between ES11 and its nearest neighbors.  
To further explore the source of these slow oscillations, we investigate the relationship 
between the fluctuations of the eigenvalues and the motion of the motion of the nuclei via the 
simulation’s phonon spectrum, also referred to as the power spectrum. Generating the power 
spectrum allows us to identify the nuclear motion that exists in the system and how it 
corresponds to the frequencies we observe in the Fourier transform of the energy differences 
between electronic states (Figure 3.8b). In the case of the fluorinated silicon quantum dot, we 
will investigate which nuclear motion is related to the oscillatory motion to the fluctuation of 
the ES11 eigenstate. The power spectrum is defined as 
 
 𝐹 𝜔 = 12𝜋 𝑑𝑡  𝑒!"# 𝑣! 0 ∙ 𝑣! 𝑡𝑣! 0 ∙ 𝑣! 0!!!!!!!  
 
Eq.  3.1 
 
 
where the expression in the square brackets is the velocity autocorrelation function and the 
index j corresponds to each atom.  We use an approximation proposed by Kohanoff to 
account for the discrete sampling of time in molecular dynamics simulations [95]. Figure 3.9a 
compares the computed power spectra for the hydrogen-passivated SiQD and the fluorine-
passivated SiQD. We notice that several peaks differentiate the two spectra.  The H-SiQD 
spectrum shows a peak ~2100cm-1 which corresponds to the bond stretching for Si-H [96].  
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The bond stretching for Si-F appears in the F-SiQD spectrum at closer to ~800cm-1 [97]. The 
most noticeable differences in nuclear motion between these two systems can be attributed 
mainly to the surface silicon atoms and the unique passivating atoms, although the 
differences in the low-frequency region of the power spectra suggest that even the internal 
silicon atoms are affected by the passivating atoms at the surface. To identify the source of 
the fluctuation in the eigenvalues, in Figure 3.9b we compare the Fourier transform of the 
eigenvalue of ES11 to the power spectrum for fluorine-passivated silicon quantum dot. We 
observe a strong peak at ~800cm-1 in both the power spectrum and the Fourier transform of 
the ES11 eignevalue.   
 
     (A)              (B) 
                      
Figure 3.9 | (A): The power spectra calculated for the fluorine-passivated silicon quantum 
dot (F-SiQD, blue line) and hydrogen-passivated silicon quantum dot (H-SiQD, red line). 
The bond stretching for Si-H appears at ~2100cm-1 and the bond stretching for Si-F appears 
at ~800cm-1. (B): A comparison between the power spectrum for F-SiQD (red) and the 
Fourier transform of the eigenvalue of the F-SiQD ES11 throughout the full FPMD (blue). A 
strong peak is observed at ~800cm-1 in both spectra. 
 
As mentioned before, it is the Si-F bond stretching that is related to the unique dynamics that 
we observe for ES11.  This reinforces that the surface chemistry of silicon quantum dots, and 
likely other nanoscale systems, is responsible for the unique charge carrier relaxation 
dynamics. 
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The Challenge of Level-Crossings in FSSH 
The surface-hopping approach is a robust approach to simulate non-adiabatic electronic 
dynamics, but it comes with its own set of challenges and special considerations. (Additional 
discussion of FSSH and the algorithm and method’s limitations can be found in Chapter 2.) 
In these events, two wave functions with distinguishable character approach one another in 
response to some nuclear motion in the system.  If the states approach in an avoided crossing, 
there is a significant amount of mixing that occurs between these two states, and in the region 
of the crossing it is possible that neither of the states resembles its original character.  These 
types of crossings are common in systems where there may be significant wave function 
overlap between states. Trivial crossings, on the other hand, are often a result of poorly 
coupled states, either by a lack of spatial overlap or weak intermolecular interactions.  In 
trivial crossing, there is essentially no mixing of states, and therefore at some nuclear 
configuration, the electronic states will be degenerate. The nature of FPMD simulations, 
however, requires that time must be discretized. It is extremely unlikely that the FPMD 
simulation would evolve into the exact nuclear configuration that would indicate a trivial 
crossing, and therefore based on eigenvalues alone, it is almost always unclear as to whether 
electronic states approaching one another are doing so as an avoided or trivial crossing. A 
trivial and avoided crossing can be differentiated by examining the character of the 
wavefunction following a suspected crossing. In a trivial crossing, the electronic population 
will be carried through the crossing and remain in the original electronic state (i.e. no 
hopping event). The state must be re-indexed after passing through a trivial crossing, 
however, as it will now fall below the energy of the state it was crossing. It is critical to make 
this distinction because the FSSH algorithm determines hops based of the indexing of 
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electronic states, and an improperly indexed set of states would result in referencing the 
incorrect non-adiabatic coupling and eigenvalue when calculating the 𝑐!" coeffficents used to 
calculate the hopping probability. 
In the case of trivial crossings, the NA-coupling matrix can be manually modified to 
account for the change in indices such that the FSSH references the correct NA-coupling 
terms when calculating the 𝑐!"  coefficients.  This process is extremely tedious and an 
enormous undertaking if there are many potential crossings throughout the FPMD 
simulation. Alternatively, new FSSH algorithms are constructed to account for the 
differences in avoid and trivial crossings [98]. As we had uncovered in our analysis, ES11 
regularly approaches its neighboring states and the energy difference becomes quite small in 
magnitude.  It is therefore reasonable to confirm that the character of each single-particle 
state remains consistent before and after the states approach each other.  The small volume of 
the SiQD and the delocalization of the wavefunctions also support the observations that all 
crossings in our FPMD can be treated as avoided crossings. 
Limitations of FSSH 
As is true with any approach, there are drawbacks and limitations to the tools being 
utilized. We discuss two such limitations that affect these surface-hopping calculations: the 
accuracy and physical meaning of the single-particle energies used within the FSSH 
calculation and simulation of phenomenena beyond excitations involving one quantum 
particle.  Each limitation deserves its own short discussion to make clear the limitations to 
our analysis as well as potential future direction for the methodology. 
Limitations of FSSH: single-particle energies 
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As was described in Chapter 2, FSSH calculations require the energies of each state along 
with the non-adiabatic coupling terms to calculate the 𝑐!" coefficients in Eq.  2.10.  Given that 
these coefficients determine the probability of a hop between two electronic states (Eq.  2.15), 
the accuracy of the single-particle energies (in addition to the non-adiabatic coupling, d!") 
becomes essential to correctly describe the non-adiabatic relaxation dynamics.  This is 
perhaps a statement of the obvious as a correct calculation of energies implies an accurate 
description of a system’s valence and conduction band density of states. In our work with 
silicon quantum dots, we use the KS eigenvalues from the FPMD to calculate the 𝑐!" 
coefficients as is also done in work by Prezhdo [59,60,99,100]. There are two main 
approximations that are made when using the KS eigenvalues. First is the approximation 
stated in Chapter 2 where 𝜓! r,t;R 𝑡 𝐻!" 𝜙 𝑟, 𝑡 𝜓! r,t;R 𝑡 ≈ 𝜀!𝛿!" . This 
expression is only rigorously correct when 𝜙! 𝑟 = 𝜓! 𝑟  and the eigenvalues for each are 
identical. We assume that the changes to the electron density are small enough such that the 
above approximation holds.  Additionally, as the unique dynamics that are observed in the F-
SiQD are due to the dynamical property of ES11, it is unlikely that the approximation would 
influence the fluctuations of the eigenvalues, and thus the qualitative description of the 
dynamics would not be influenced. The second assumption challenges the validity of KS 
eigenvalues themselves. We know that the KS eignevalues can fail significantly when many-
body effects are not captured by the XC functional used in the calculation, and instead a 
better representation is to use the quasiparticle (QP) energies. To go beyond this 
approximation, higher-order electronic structure methods or an ad hoc correction applied to 
the KS eigenvalues would be necessary. Many-body electronic structure methods such as 
GW0 and G0W0 have been used in other work undertaken by the Kanai Research Group to 
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obtain the QP energies [101].  An ad hoc correction can be applied to the KS eigenvalues, 𝜀!KS, as 
 
 
𝜀! 𝑡 = 𝜀!KS + 1− 𝜓! 𝜕Σ 𝜔𝜕𝜔 !!!! 𝜓!
!!
∙ 𝜓! Σ r, r'; 𝜀! − 𝑉!" r 𝛿 r-­‐r' 𝜓!  
 
Eq.  3.2 
 
 
where the KS orbitals,  𝜓!, are used to compute the expectation values of several terms, which 
include the self-energy operator, Σ. In the above approximation, it is assumed that correction 
to the KS eigenvalues is constant throughout the simulation despite the correction being 
generated for the equilibrium geometry. Calculating the self-energy for each step in the 
FPMD simulation, however, would be computationally infeasible. 
Limitations of FSSH: electron-hole interactions 
As implemented into our surface-hopping code, the non-adiabatic dynamics are 
determined only based on the relaxation through the conduction band or the valence band. As 
the non-adiabatic couplings are also calculated on-the-fly for occupied states, an analysis 
could have similarly been conducted to determine the hole relaxation dynamics. Ultimately, 
however, we are limited within FSSH to consider only the relaxation dynamics of a single 
quantum particle (either an electron or a hole) at a given time, but not simultaneous 
relaxation of multiple particles. This implies that FSSH fails to be able to properly describe 
dynamics related to processes such as multi-carrier injection or Auger recombination. The 
Coulomb interaction between these two particles is not included in the single-particle FSSH 
approach. In confined systems where the Coulomb interaction between two charged particles 
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can dominate the energetics of the system and therefore significantly influence the dynamics, 
FSSH fails. This also precludes the use of FSSH to describe the dynamics following light-
matter interactions that result in neutral excitations (i.e. an electron-hole pair). 
3.4 Summary 
In summary, we have applied the combined approach of fewest-switches surface hopping 
and the single-particle Kohn-Sham description to simulate the non-adiabatic relaxation 
dynamics of an excited electron in nanometer-sized silicon quantum dots.  In particular, we 
investigated the influence that surface passivation has on the relaxation dynamics of excited 
electrons.  We observe a unique phenomenon in the case of the fluorine-passivated quantum 
dot, in which a single-electronic state acts as a “shuttle state” and regulates the excited 
electron population from entering lower-energy electronic states.  The oscillations of this 
shuttle state are directly related to the Si-F bending mode (~800cm-1) at the surface of the 
quantum dot.  As a result of this bottleneck, the relaxation lifetime of the fluorine-passivated 
dot is nearly five time longer than an identical quantum dot passivated with a layer of 
hydrogen atoms. 
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CHAPTER 4: ELECTRONIC STOPPING IN WATER 
4.1 Overview 
One of the longest-studied examples of non-adiabatic dynamics that continues today is 
guided by what seems on the surface to be a very simple question: how and at what rate is 
energy transferred from energetic ions into the bulk materials that it travels through. 
Experimental work dates back to the work of Ernest Rutherford who sought to measure the 
amount of energy deposited by alpha-radiation (as well as beta and gamma radiation) into 
gold foils [102]. Marie Skłodowska Curie, amidst her extensive research on radioactivity, 
postulated that alpha-radiation was in fact an example of a particle and that these particles 
transfer their kinetic energy into the bulk materials they penetrate [103]. Despite her 
exceptional skill and intuition, this process would and could not be fully understood until 
many decades later. This delay was in part due to the limitations of instrumentation, but to a 
greater extent was due to an incomplete theoretical framework to understand the energy 
transfer process. Following Schrödinger’s development and application of wave mechanics 
to what we know today as quantum mechanics in the 1930’s, the energy transfer process was 
better understood as a series of electronic excitations. These dynamics are unavoidably non-
adiabatic in nature as the kinetic energies of ions such as protons and alpha-particles making 
up particle radiation are greater than the kinetic energy of room temperature gas molecules 
by roughly a factor of 108, exciting systems away from their electronic ground state. 
Although the Born-Oppenheimer (BO) adiabatic approximation is most likely appropriate to 
describe the dynamics of the target materials before irradiation, the approximation fails as 
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soon as the high-velocity particle radiation is introduced. The remainder of this work 
explores the application of non-adiabatic dynamics to simulate the response of water 
molecules to energetic particle radiation, and the resulting energy transfer as a result of the 
ion-induced electronic excitations. 
Electronic Stopping 
As a charged particle travels through a bulk target material, ionization and excitation events 
are generated along the path of the particle, and ultimately the particle slows to rest as its 
energy is transferred into the target material. Electronic stopping is a common phenomenon 
in a variety of environments. Outside of the Earth’s magnetosphere, for example, astronauts 
and satellites are both exposed to interstellar radiation, which is composed of energetic 
protons and alpha-particles. The damaging effects of interstellar radiation are well 
documented and include failures in electronics [104] as well as increased risk of diseases in 
astronauts [105]. In nuclear reactors, ions are generated as a result of the nuclear reactions 
(e.g. U!"!"# → Th+ 𝛼  !"!"# ) wherein alpha-particles can posses several MeV of kinetic energy. 
In these reactors, water is used as a coolant surrounding the fuel rods. The water exposed to 
this energetic particle radiation has been observed to generate radiolytic products, which 
leads to the generation of hydrogen gas as well as highly-reactive radical species that may be 
corrosive to the materials used to construct the reactors[10]. A final example is in hadron 
therapies [8], a contemporary alternative to traditional radiation therapies. In proton therapy, 
for example, a proton beam is used to direct ions at the site of a malignant tumor. As will 
hopefully become apparent throughout this work, by regulating the energy of the ions the 
maximum amount of energy that is dissipated into the system is designed to coincide 
spatially with the tumor. The use of this controlled and directed energy deposition is in stark 
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contrast to conventional use of gamma-radiation, which triggers cell death in both the tumor 
sites as well as healthy tissue. 
 
Figure 4.1 | The total stopping power for protons in amorphous carbon (2.0 g/cm3). The total 
stopping power (blue dashed line) is a sum of the contributions from the electronic stopping 
power (red line) and the nuclear stopping power (violet). 
 
In all of these examples of electronic stopping, both a mechanistic understanding of the 
excitations that occur throughout the stopping processes as well as a quantitative description 
of the energy transfer process are necessary. This understanding allows for the future 
development of materials that are less susceptible to radiation damage, and in some cases, a 
more mechanistic understanding is necessary to anticipate the chemistry that can be triggered 
as a result of ion irradiation (e.g. determining which radiolytic products are generated in 
liquid water). In other cases, most notably in the example of the hadron cancer therapies, a 
quantitative understanding of the energy transfer process is essential in order to fine-tune 
technologies to achieve their desired outcomes such as highly-localized energy transfer. The 
work in this chapter explores both qualitative and quantitative approaches to understanding 
the non-adiabatic phenomenon of electronic stopping. We are specifically motivated to study 
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liquid water because it remains a system that has presented challenges to both experimental 
work and analytical models, leaving space for first-principles calculations to offer additional 
perspective. Given the ubiquity of liquid water in the examples of electronic stopping 
mentioned previously, our calculations not only will provide insight into a challenging 
material, but one that touches many areas of research, from nuclear engineering to medical 
physics. 
This process of ions stopping in a target material can be broken down into two 
contributions: nuclear and electronic stopping power. The stopping power can be thought of 
as the energy transfer into the target material per unit distance travelled by the ion. A 
measure of energy per distance is simply a force exerted onto the ion, and thus electronic 
stopping is often compared to a drag force that slows the penetrating ions. As particles enter 
the target material with higher energies (> ~1MeV), the so-called electronic stopping power 
dominates. Kinetic energy from the ion is transferred into the electronic structure of the 
target material via inelastic scattering events (i.e. excitations). As the particle slows down, 
however, elastic collisions with the target material’s nuclei become more probable, and the 
nuclear stopping power begins to dominate the energy transfer process. These two 
processes—nuclear and electronic stopping power—contribute to the total stopping power in 
very different kinetic energy ranges, however. Figure 4.1 shows an example of a stopping 
power curve for protons in amorphous carbon with a density of 2.0g/cm3 [106]. At the peak 
electronic stopping, for example, the electronic stopping power of the carbon is several 
orders of magnitude greater than the contribution from the nuclear stopping power. Also 
apparent from Figure 4.1 is that as the energetic ion’s energy increases, its nuclear motion 
ceases to strongly couple to the electronic subsystem, and the energy transfer precipitously 
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decreases in magnitude. At high kinetic energies, ions travel with very little drag force. In 
this chapter, the kinetic energies of the ions being investigated (0.01MeV-10MeV) are 
dominated by electronic stopping, and so in this work we can ignore contributions from 
nuclear stopping. Additionally, these ion velocities are well below the speed of light (no 
greater than ~5%  𝑐), and therefore the calculation of stopping power need not include 
relativistic corrections. 
The peak of the electronic stopping power curve is an especially important region to 
resolve as accurately as possible. As a projectile travels at a velocity above the peak, it slows 
down at a rate that is proportional energy transfer described by the electron stopping power 
curve. As the ion slows down, the rate of energy transfer increases, again consistent with the 
electronic stopping power curve. As the velocity of the projectile approaches the peak 
stopping power, the amount of energy deposited into the system increases precipitously, and 
a majority of energy is transferred within a very narrow window along the projectile 
trajectory. This phenomenon of a highly localized energy deposition event is known as the 
Bragg peak [8], and it is the central mechanism that hadron therapy is based on. Maximal 
damages are expected within this kinetic energy regime around the peak. Changes in 
magnitude and curvature of the electronic stopping power therefore influence the position of 
the expected position and magnitude of the Bragg peak, so the accuracy of these stopping 
power curves is critical to an effective utilization of the non-adiabatic phenomenon in 
medical technologies.  
In condensed phase systems such as liquid water, experimental limitations have resulted 
in a lack of experimental measurements around the position of the peak of the electronic 
stopping power of protons. While analytical models have been constructed to approximate 
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the electronic stopping power curves for ions in liquid water, many, including protons in 
liquid water, have yet to be experimentally confirmed. As analytical models are often fit 
using experimental measurements, these approaches are often not predictive and nature. 
Furthermore, they fall short in providing additional insights into the material-specific 
dynamics that are at play in the stopping process. We propose first-principles simulations to 
compute these curves for several reasons. First-principles calculations do not require 
parameterization, circumventing the challenge of simultaneously adjusting interdependent 
variables often present in analytical models of stopping power [107,108]. These approaches 
can therefore be predictive without any knowledge of the system a priori. Second, in the case 
of real-time time-dependent density functional theory (RT-TDDFT), first-principles 
simulations offer handles on physical quantities of the system such as the time-dependent 
electron density (and therefore any physical observable for which its density functional is 
known). 
Determining Stopping Power Curves: Analytical Models 
Given its long history of being studied, numerous analytical models have been developed 
to calculate electronic stopping power. Bethe theory is perhaps one of the earliest approaches 
and is still used today with slight modifications and corrections to calculate the electronic 
stopping of light ions in many materials [109-112]. Based on momentum transfer from the 
particle to the electrons of the target material, Bethe proposed that the stopping power could 
be represented as an expansion in power of T-1. For high temperature (i.e. high kinetic 
energy) systems, all terms above first-order could be ignored. As the projectile slows, terms 
of order T-2 can be included as a correction (Eq.  4.1).  
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 𝑆!Bethe 𝑣 = 𝐴T!!ln T + 𝐵T!! + 𝐶T!! +⋯ = 4𝜋𝑒!𝑍!𝑁!𝑚!𝑣! ln 2𝑚!𝑣!𝐼  Eq.  4.1 
Bethe’s proposed expansion was derived from the plane-wave Born approximation which 
alternatively can be used to generate an expression for the electronic stopping power 
described by the target-material-specific property of the energy loss function (ELF) [113]. 
The coefficient in the expansion (𝐴,𝐵,𝐶,…) in Eq.  4.1 are therefore entirely material specific, 
and could be determined via parameterization. As mentioned before, however, over 
parameterization should be avoided if possible. Bethe ultimately arrived at expression (right-
most expression in Eq.  4.1) that reduced the curves to a single, material-specific parameter, 𝐼, 
the so-called mean excitation energy. The entire logarithmic term in Eq.  4.1 is referred to as 
the stopping logarithm. This value is determined most routinely using existing electron-
stopping data or optical absorption data [110,111] although computational work like that of 
Sabin strive to use first-principles calculations to calculation this I-value [114]. A wide range 
of mean-excitation energy values for liquid water have been proposed ranging from 72.5eV 
[115] to 82.4eV [116]. A review of the literature measuring the I-value of liquid water by 
Paul suggested that I-value of 80.8 ± 2eV represents a value consistent with most recent 
electronic stopping and optical absorption data on liquid water [117-120]. The International 
Commission on Radiation Units (ICRU) recommends 𝐼 = 75eV for liquid water [121]. The 
uncertainty in the I-value supports the claim that the stopping power of liquid water remains 
a challenging phenomenon to characterize. Despite uncertainty in the I-value, Bethe theory 
has performed very well in predicting the electronic stopping power of energetic ions at high 
kinetic energies, however it begins to break down near the Bragg peak because as velocity of 
the projectile decreases, approaching the electronic stopping power maximum (as can be 
expected from the functional form of stopping power in Eq.  4.1). This failure of Bethe theory 
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to the order T-1 is the dipole approximation becomes invalid [112,122] and terms of T-2 and 
greater are necessary to capture non-dipole interactions. 
Alternatively, there exists a dielectric formalism of electronic stopping power. Also 
derived from the Born approximation, the dielectric formalism—as the name would 
suggest—strives to model the dielectric response function 𝜀 𝑞,𝜔 . In the case of the 
dielectric formalism, all material-specific properties are contained within the ELF, 
represented as ELF = Im 𝜀 𝑘,𝜔 !! . The electronic stopping can be expressed as 
 
 𝑆! 𝑣 = 2𝜋 𝑍𝑒𝑣 ! 𝑑𝜔  𝜔!"! 𝑑𝑞𝑞   Im 𝜀 𝑞,𝜔 !!!!  
 
Eq.  4.2 
 
 
where integrals over wavelength, 𝑞, and frequency, 𝜔, are performed. The upper limit of 
integration for integral over 𝜔 is determined by both the velocity of the particle and the 𝑘-
vector. The fundamental problem in this approach is shifted to constructing accurate 
dielectric response functions. This approach was first pursued by Lindhard (1954) who 
applied first-order perturbation theory to a 3D free-electron gas [123,124]. Emfietzoglou et 
al. published a comprehensive review in 2009 of dielectric response function studies for 
liquid water that go beyond Lindhard’s approximation to the dielectric response function 
[112]. Contemporary research calculating the electronic stopping power of water using 
dielectric response strives to improve dielectric response functions by including improved 
descriptions of momentum transfer that go beyond the optical limit (𝑞 = 0) . Ritchie 
constructed a model based on the random phase approximation (RPA) that assumes a 
quadratic dependence on q [113]. As an alternative to the ELF, Ashley and Penn instead us 
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the plasmon-pole approximation (PPA) and represented the ELF as a single, plasmon 
excitation in addition to the quadratic RPA dependence on q [125,126]. 
 
Figure 4.2 | Contemporary analytical models of the electronic stopping power of a proton in 
liquid water. The analytical models, which differ in their choice of dielectric response 
function, are Penn [125] (blue), Garcia-Molina et al. [127] (cyan), Ritchie [113] (violet), 
Ashley [126] (orange) and Emfietzoglou et al. [116] (green). The Bethe theory calculation is 
plotted for comparison using an I-value of 75eV as recommended by the ICRU [121]. 
 
 
Emfietzoglou et al. approximated the q-dependence via an empirical correction, building on a 
Drude-type model [116]. Finally, Garcia-Molina et al. relies on the Mermin dielectric 
function [128] to capture the momentum dependence [127]. Figure 4.2 shows the 
aforementioned stopping power models function for protons in liquid water based on the 
different dielectric responses functions and for Bethe theory. For all of the models, the 
energetic behavior converges to a similar stopping power. There is a noticeable variation in 
the position and magnitude, however, of the peak stopping power value. Moreover, current 
experimental measurements for the electron stopping power have not been made for 
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projectile velocities below ~3 a.u., and therefore offer very little insight into the performance 
of the analytical models at the position of the electronic stopping power maximum. 
These approaches have been successful to varying extents amongst a wide range of 
materials, but they all approach the problem with several common assumptions: the 
composition of the target material is both chemically and structurally homogeneous and that 
microscopic complexity and disorder do not play a significant role (i.e. the effects are 
averaged out) in determining the electronic stopping power of bulk, target materials. Take, 
for example, a complex system such as the human body. Currently, stopping power curves 
for hadron therapies use the mean-excitation energy (I-value) for homogeneous tissue. Often, 
these values are predicted based on Bragg’s rule of linear additivity [129], which simply 
states that the total stopping power can be constructed as sum of stopping power curves 
weighted by their molar fraction. Golser and Semrad showed, however, that even for simple 
systems such as a mixture of He and H2 gasses, the measured stopping power of 4eV 
deuterons deviated by over 50% of what would be expected according to Bragg’s rule of 
linear additivity [130]. These I-values fail catastrophically because they ignore the role of 
chemical bonding, intermolecular interactions and interfaces between often very different 
materials such as tissues. It is well know that both the phase of materials and chemical 
bonding can lead to physical state effects (PSE) and chemical state effects (CSE) respectively 
that significantly change a material’s electronic stopping power [131,132]. Also, these 
approximations to calculate the I-value entirely neglect the path of the ion by assuming that a 
particle loses its energy uniformly according to a single stopping power curve. Again, in the 
human body, there would be no consideration for changes in tissue (e.g. muscle to bone), nor 
any consideration for the order in which the projectile experiences those different tissues. I-
 67 
values of human tissues are known barriers to effective treatment. The estimated uncertainty 
in human tissues can range between 10-15% [133] and can lead to outcomes in which healthy 
tissue surrounding the target site is damaged [134]. For treatments of tumors, especially in 
highly-sensitive areas where surrounding tissue function is critical, these uncertainties are not 
satisfactory. While our work investigates the electronic stopping in liquid water, our first-
principles approach could be used to simulate increasingly more complex systems. 
Furthermore, it is not just the rate of electron stopping that is worthy of attention. The 
excitation and ionization events that occur at both high and peak-velocities dictate the 
chemistry that happens at longer timescales (> 10!!"  seconds). The decomposition 
following the excitation of water molecules leads to a distinctly different set of molecules 
(H2O,  H2,  H,  OH) compared to the radiolytic products generated after the ionization of water (H-­‐,  OH,  H2,  O-­‐,  OH-­‐)[10] . Moreover, the mechanism through which a molecule (or 
collection of molecules) is excited can lead to different branching ratios and significantly 
different concentrations of radiolytic products [10]. As predicted based on the Born 
approximation, the electronic stopping power is quadratically proportional to the atomic 
charge of the ion. Hadron therapies have already begun to explore the use of alpha-particles 
[135-138] and carbon ions [139] to deposit greater amounts of energy at the target point in 
the body. This greater rate of energy transfer may lead to different excitation/ionization 
mechanisms. Future work should include an examination of the electron dynamics for 
different ions to identify any potential differences that could lead to difference chemistry at 
longer time-scales. 
We seek an approach that rigorously tests these assumptions and explicitly includes 
atomistic detail in the calculation of the electronic stopping power and the simulation of the 
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electron dynamics that occur throughout the process. Our approach to investigate the 
electronic stopping phenomenon in liquid water is as follows: (1) simulate the response of 
liquid water molecules in real-time using a first-principles approach that includes atomistic 
detail; (2) confirm that the essential physics is included in the simulation of the electron 
dynamics by comparing calculated electronic stopping power curves to existing experimental 
measurements and analytical models; (3) use the real-time data (e.g. electron density, 
electronic wave functions, etc.) to visualize and quantify the electron dynamics occurring 
throughout the simulations. We will conclude this chapter by discussing some of the current 
approximations within and limitations of our approach and address future directions of the 
approach. 
Real-Time Time-Dependent Density Functional Theory 
Simulating the electronic stopping power for complex materials is a task that is well-
suited for real-time time-dependent density functional theory (RT-TDDFT). This approach 
was first proposed by Artacho, et al. in 2007 [140]. RT-TDDFT has been previously used to 
simulate the electron dynamics of a range of materials from which the electronic stopping 
power was computed. These materials include insulating materials such as LiF [140] as well 
as metal systems like crystalline gold [83] and aluminum [141]. The power of the technique 
was exemplified in the work by Schleife et al. in which the contribution of on-channel and 
off-channel ion paths was calculated separately and an deeper understanding of the electronic 
stopping aluminum was achieved by building an argument based on the atomic configuration 
of the system [141]. In this same work, Schleife et al. were also able to identify a greater 
participation of semicore electron excitations for off-channel paths compared to on-channel 
paths, a distinction that would not have been possible in most analytical models. The use of 
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RT-TDDFT allows scientists to systematically construct and probe systems with atomic 
features such as dopants, vacancies and other such structural defects such that they can be 
directly compared to an otherwise pristine system. All of these advantages are inherent to the 
RT-TDDFT method and are also accessible in the application of the method in this work. 
RT-TDDFT requires no a priori assumptions about target material and uses no empirical 
parameters. Therefore, RT-TDDFT can be used as a predictive method. Given its theoretical 
foundation in DFT, the scaling of the theory (𝑁!!, see Chapter 2) makes simulations of large 
numbers of electrons feasible. While computationally expensive, the advantages that it offers 
and the insights that this method provides often justify the investment of the computational 
resources. 
4.2 Numerical Details 
We identified the water structure for our investigation by taking a random snapshot in a 
20 picosecond Car-Parrinello molecular dynamics (CPMD) simulation [142] of 162 water 
molecules (1296𝑒!) in a cubic simulation cell (16.229Å). The simulation was performed 
using the CPMD code [143] with a fictitious electron mass of 400 au. The Nose-Hoover 
thermostat [144,145] was used to maintain the simulation temperature at 298K. This snapshot 
was used to calculate the ground-state electronic structure using the Qbox/Qb@ll code 
[72,73] in an identical simulation cell. A plane-wave cutoff of 50 Ryd was used, and 
Brillouin-zone integration was performed only at the Γ-point. Previous literature confirmed 
that the size of our system was satisfactorily large to properly describe the conduction band 
[146] with the Γ-point only. Ground-state DFT calculations were performed using the 
Perdew-Burke-Ernzerhof (PBE) exchange correlation (XC) functional. The PBE-XC 
potential was used within the adiabatic approximation [30,77]. Hamann-Schluter-Chiang-
 70 
Vanderbilt norm-conserving pseudopotentials [86] were used to describe the 1s electrons of 
oxygen as core electrons. 
Starting from a converged electronic structure, a bare ion (H+ or He2+ projectile) was 
introduced into simulation cell at its starting location. The starting position was assigned by 
using a random number generator to identify a random set of coordinates within the XY-
plane (𝑍 = 0) of simulation cell. The projectile was then defined to have a constant speed 
corresponding to a kinetic energy between 20keV and 50MeV. The direction of the velocity 
vector was determined by again using a random number generator to identify a random set of 
coordinates within the XY-plane on the opposite side of simulation cell (Z=16.229Å). The 
unit vector associate with the path connecting these two points was multiplied by the desired 
speed of the projectile. There was no minimum distance between a projectile and a water 
molecule throughout the simulations, and a path was only rejected if a direct collision with a 
nucleus was predicted. 
We performed our electron dynamics simulations using RT-TDDFT as implemented into 
the Qbox/Qb@ll code package [72,73]. A time step of 0.2 attoseconds to ensure proper 
integration with adequate time resolution. We use a fourth-order Runge-Kutta (RK4) explicit 
integrator for the real-time propagation of the time-dependent Kohn-Sham (TDKS) 
equations. The RK4 scheme was found to be conditionally stable given a time step less than ~2.5 attoseconds given a plane-wave cutoff energy of 50 Ry as is consistent with previous 
work [74]. The implementation of the RT-TDDFT is coupled to Ehrenfest dynamics for the 
classical nuclei. Given the speeds of the projectiles, however, in the time that it takes the 
projectile to traverse the entire simulation cell, the nuclei in the bulk water system do not 
move. 
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Computing Electronic Stopping Power from the Total Energy 
Given that the projectile in the simulations is constrained to travel at a constant velocity, 
the total energy of the system will increase as the simulations progresses as the kinetic 
energy of the projectile is deposited into the electronic subsystem of the target material. The 
electronic stopping power is calculated using this time-dependent energy, 𝐸 𝑡 , calculated 
using the real-time KS wave functions. Using the TDKS orbitals,  𝜙! 𝑟, 𝑡 , total energy can 
be calculated as 
 
 
𝐸 𝑡 = 𝑑𝑟! 𝜙!∗ 𝑟, 𝑡 −ℏ!∇!2𝑚 + 𝑉!"# 𝑡
+ 𝑉!"#$#%% 𝑛 𝑟, 𝑡 𝑟 𝜙! 𝑟, 𝑡 + 
 𝐸!" 𝑛 𝑟, 𝑡 + 𝑉!"#!!"# 𝑡  . 
Eq.  4.3 
 
 
Here, the external potential, 𝑉!"# 𝑡 , accounts for the electron-ion interactions whereas all 
other electrostatic interactions between ions are captures by 𝑉!"#!!"# 𝑡 . The electron-
electron interaction is separated into the contributions from the electrostatic interaction 
(Hartree term, 𝑉!"#$#%% 𝑛 𝑟, 𝑡 (𝑟)  ) and the exchange-correlation (XC) potential 
(𝑉!" 𝑛 𝑟, 𝑡 (𝑟)). In both cases, these potentials are calculated using the electron density 
using the KS orbitals from the previous MD step. 
After plotting the change in the total energy as a function of the distance travelled by the 
ion, we apply a baseline fitting script [147] originally constructed to identify the baseline in 
experimental chromatography spectra. To achieve the best fit, this algorithm allows for some 
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concavity to the baseline, and thus the numerical solution for the baseline must then be fit 
using a linear regression. We define the stopping power for an individual simulation to be the 
slope of this linear regression or in other words the total energy change versus the distance 
travelled by the projectile, ∆!∆!. Several examples of the baseline fitting can be seen in Figure 
4.3. We fit the data excluding the first and last 12.5% (2.116 Å) of the simulations cell to 
allow for the system to reach a steady state as well as to avoid exciting electron density that 
has already been exposed to the projectile due to the period boundary conditions. 
 
Figure 4.3 | Baseline fitting of the change in total energy over nine random paths traveled by 
a proton through liquid water (A-I). For each path, the total energy computed via RT-TDDFT 
simulations is shown in green and the baseline fit is shown in blue.  Baseline fitting was 
performed excluding the first and last 12.5% of the simulation. 
  
We assume that by simulating incrementally more random paths through the simulation 
cell, we could ultimately generate a sufficient number of unique paths that would be able to 
describe the behavior of the bulk system. This is a brute force approach, however, and given 
the fact that RT-TDDFT simulations are computationally expensive, we opt for a statistical 
approach to approximating the electronic stopping power. The stopping power is calculated 
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via a central limit theorem approach. Alternatively, we approach this problem instead by 
trying to construct an ensemble of simulations from which the bulk properties might be 
extrapolated. First, we identify a small subset of random paths of the total number simulated. 
From this subset, we randomly select (𝑛 − 1) paths allowing for the possibility for the same 
path to be selected twice. We then average the slopes of the corresponding linear regressions 
(Figure 4.3) and record this mean value. This process of randomly selecting subsets of paths 
and determining their average slope is repeated 5000 times to generate a normal distribution 
of stopping power value for the bulk system. This normal distribution is then fit to a 
Gaussian function and the mean and standard deviations corresponding to a single ion 
velocity are used to construct the stopping power curve. 
The question remains, however, as to how many paths through the bulk water are 
necessary to capture the behavior of bulk water. To determine this minimum number of 
paths, we systematically increased the number of random ion trajectories used in the central 
value theorem calculations. It was determined that twenty paths were sufficient to converge 
both the calculated stopping power as well as the error associated with the calculation (Figure 
4.4). To generate a single point on the electronic stopping power curve for liquid water, we 
first identify the velocity of interest. We then simulate the same twenty random paths for the 
projectile constrained to this constant velocity. Using all twenty paths, the histogram based 
on the central value theorem statistics is generated, and the mean and standard deviation of 
the Gaussian fit are used to construct the stopping power curve. Due to the large number of 
paths that need to be simulated in order to converge the stopping power at a specific velocity, 
we are limited to the number of velocities that we can test. Particles with lower kinetic 
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energies result in significantly longer and much more computationally intensive simulations 
as the time step remains the same for all RT-TDDFT simulations. 
 
 
             (A)     0.25MeV H+                       (B)           0.5 MeV H+ 
                
Figure 4.4 | Convergence of the predicted stopping power of protons in liquid water as a 
function of the number of random paths used to grow the ensemble on which the statistics are 
performed. Convergence is demonstrated for both a 0.25MeV proton (A) and a 0.5MeV 
proton (B). Error bars represent the standard deviation over the path distributions. 
 
The stopping power curves that are generated in this work have two sources of error that 
should be distinguished from one another. First is the error that comes from our choice of the 
paths throughout the simulation cell. For each velocity on the stopping power curve for both 
protons and alpha-particles, the same twenty paths were used. Thus is systematic error is 
consistently applied to a points in the stopping power curve. With access to additional 
computing resources, this error can be minimized by increasing the total number of random 
paths simulated. The second source of error comes from the number of random subsets are 
used to generate the histogram. For all points included in the electronic stopping power 
curves, we have confirmed that the number of points generated to construct the histogram is 
large enough to converge the result.  
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4.3 Results and Discussion 
4.3.1 Energy Transfer Rate: Stopping Power of Protons in Liquid Water 
(A)        (B) 
 
Figure 4.5 | (A) The electronic stopping power of protons in liquid water. Our real-time 
time-dependent density functional theory (RT-TDDFT) simulations are shown in red 
compared to the analytical models introduced in Figure 4.2. (B) Our RT-TDDFT simulation 
is compared to two widely used empirical models SRIM [148] (green) and PSTAR [106] 
(black). Existing experimental measurements for protons in liquid water are also shown. 
They include the 2009 work by Shimizu et al. [149] (violet) and the same group’s work in 
2010 [150] (blue). 
  
The first system that we will explore is a proton travelling through liquid water. Ten different 
proton velocities were simulated (twenty paths each) to construct the stopping power curve. 
These velocities are 0.20 a.u., 0.89 a.u., 1.00 a.u., 1.50 a.u., 1.90 a.u., 2.25 a.u., 3.00 a.u., 
5.00 a.u., 6.27 a.u., and 8.00 a.u.. Due to the computational cost associated with slow 
velocities, only five of the random paths were used to simulate the proton travelling at 0.20 
a.u.. The error bars associated with this point, however, are small (±  0.002  𝐸!/𝑎! ) 
compared to the error bars on the velocities nearer to the stopping power maximum by nearly 
an order of magnitude. This uncertainty is roughly 10% of the magnitude of the stopping 
power, a percentage consistent with the uncertainty associated with all other velocities. We 
believe that due to the smaller changes in total energy as the ion passed past water molecules, 
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there is less path dependence for lower velocities and thus a similar result can be generated 
using fewer paths. Figure 4.5 shows a comparison of our RT-TDDFT simulations to both the 
analytical methods originally shown in Figure 4.2 as well as two, widely used empirical 
models SRIM [148] and PSTAR [106]. In Figure 4.5a, we observe that our results fall 
amongst the other analytical models, predicting an electronic stopping power maximum for 
protons in liquid water at 𝑣proton = 1.9 a.u., which is slightly lower in energy than many of 
the other analytical models. In particular, the position of our predicted stopping power 
maximum agrees well with the dielectric response function proposed by Emfietzoglou et al. 
[112]. Our results are not consistent with the stopping power curves predicted at low 
velocities by any of the models. It is worth noting, however, that analytical models are also 
inconsistent at low proton velocities. In particular, the Bethe theory results show 
catastrophically incorrect behavior, due mainly to the logarithmic term dictating the shape of 
the curve. At high proton velocities, we observe a similar decay of our stopping power curve 
compared to the other analytical modal, notably the model proposed by Penn [125]. The 
magnitude of the stopping power is consistently underestimated through the highest proton 
velocities studied in this work. The comparison of our work to existing empirical models 
shows a greater level of agreement (Figure 4.5b). At low proton velocities, both SRIM and 
PSTAR predict a more gradual decay of the stopping power curve. Our first-principles results 
are in excellent agreement with the position and the magnitude of the stopping power 
maxima for SRIM and PSTAR. While the stopping power underestimates with respect to the 
empirical models, the uncertainty in our simulations suggest possible stopping power 
measurements could in nearly exact agreement with the PSTAR model. The decay of the 
stopping power curve shows greater disagreement from empirical models, and at the highest 
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proton velocities that we tested underestimates the empirical models by nearly a factor of 
two. A comparison to experimental measurements, which only exist for high proton 
velocities, suggests a similar trend. By design, SRIM and PSTAR are in excellent agreement 
with two recent works by Shimizu et al. [149,150]. Our underestimation with respect to the 
experimental results suggest that there is room for our theory to improve at higher proton 
velocities and is the source for future work. While previous research has suggested that core 
electrons do no play a significant role in the stopping of light projectiles like protons [151], 
we leave open the possibility to more explicitly simulate the participation of core electrons as 
a possible source of error. We discuss the possible contribution of error based on our choice 
of XC functional in Section 4.3.4. 
4.3.2 Energy Transfer Rate: Stopping Power of Alpha-particles in Liquid Water 
Linear response models predict that the electronic stopping power is quadratically 
proportional to the charge on the projectile. We simulate a He!! ion (alph-particle) traveling 
through the same ground-state water structure along the set of twenty paths used in the 
simulations with protons. As such, we are able to make a direct comparison between 
electronic stopping of protons and alpha-particles. Nine different proton velocities were 
simulated (twenty paths each) to construct the electronic stopping power curve for alpha-
particles in liquid water. These velocities are 0.20 a.u., 0.89 a.u., 1.50 a.u., 1.90 a.u., 2.50 
a.u., 3.00 a.u., 5.00 a.u., 6.27 a.u., and 8.00 a.u.. Apparent from Figure 4.6, we observe that the 
maximum electronic stopping power of alpha-particles as calculated by our RT-TDDFT 
simulations is nearly 3-4 times larger than the stopping power of protons.  
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Figure 4.6 | The electronic stopping power of alpha-particles in liquid water. Our real-time 
time-dependent density functional theory (RT-TDDFT) calculations are shown in red 
compared to two widely used empirical models SRIM [148] (green) and ASTAR [106] 
(black). Existing experimental measurements for alpha-particles in liquid water include work 
by Akhavan-Rezayat et al. [152] (magenta circles), Palmer et al. [153] (blue diamond), 
Haque et al. [154] (yellow squares), and Thwaites [155] (purple triangles). 
 
We again compare our result to two empirical models SRIM [148] and ASTAR [106]. 
Similar to the case of the proton, the behavior predicted using RT-TDDFT at low velocities is 
in very good agreement with the empirical models. The position of our maximum is also in 
good agreement with the empirical models (𝑣proton = 2.5 a.u.), though the magnitude of our 
result is much greater than is suggested by the empirical models. A greater number of 
experimental measurements have been made and published for alpha-particles in liquid water 
including work by Akhavan-Rezayat et al. [152], Palmer et al. [153], Haque et al. [154], and 
Thwaites [155]. Focusing in the region around the peak in Figure 4.6, we observe that 
experimental measurements disagree in both the position and magnitude of the peak. While 
measurements by Haque et al. suggest that they have measured the turnover of the 
electronics stopping power, Palmer et al. present a set of conflicting data points whose 
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magnitude agree closer to our first-principles result. It is unclear from the work by Palmer et 
al. if the maximum has yet occurred. 
The decay of our result for the stopping power curve for alpha-particles at high velocities 
again decays more rapidly than empirical models and experimental data suggest. At the 
highest velocities we simulate, the stopping power is under-estimated by a factor of two. 
Although the underestimation exists in the case of alpha-particles as it did for protons, we 
note that the underestimation is by a similar factor, and increasing the atomic charge on the 
projectile does not worsen this error. Improvements to our RT-TDDFT approach are 
therefore likely to improve simulations for all projectiles.  
4.3.3 Effective Charge State of Protons in Liquid Water 
Analytical models, particularly those derived from linear response theory assume the 
projectile to be a point charge with fixed charge leading to a quadratic dependence of the 
electronic stopping power on the charge of projectile. Realistically, however, as the projectile 
energy slows and approaches the stopping power maximum, charge transfer can occur 
between the target electronic structure and the projectile itself. This effect of the projectile’s 
charge state has been known and explored since early 20th century, and analytical models 
have been further developed to account for this mean charge state. Two examples of these 
charge state models are Brandt-Kitagawa (BK)[156,157] and Schiwietz-Grande [158]. BK 
theory is developed as an approach to represent the mean effect of the projectile after 
analytically accounting for both electron-capture and electron-loss processes associated with 
the projectile. Alternatively, Schiwietz and Grand estimate the mean effective charge of the 
ion by parameterizing a wide range of experimental data. The estimated mean charge state is 
based on three parameters: the charge of the bare ion, the velocity of the ion, and the so-
 80 
called target nuclear charge. Analytical models such as that by Garcia-Molina (Figure 4.5a) 
[127] take this charge exchange into consideration via the BK charge state model. 
One of the numerous advantages of RT-TDDFT is that simulations yield real-time 
electron density data. These data can be used to determine the amount of electron density 
following the projectile through the simulation cell. To estimate the electron density 
following the projectile we analyze ten snapshots throughout a simulation (every 1.62Å) 
along one projectile path travelling though liquid water. These simulations were performed 
using identical conditions and parameters as specified in Section 4.2. For each snapshot, we 
subtract the ground-state electron density from the non-equilibrium electron density. We are 
left with the volumetric data that describe the displacement of electron density with respect to 𝑡 = 0. Visually inspecting theses representations of the density, we observe that the greatest 
displacements occur around the projectile and waves of increased and decreased electron 
density emanate radially away from the projectile. To systematically assign electron density 
to the projectile ion, we employ the Voronoi partitioning scheme [159]. The Voronoi scheme 
defines a cell around the projectile based only on the position of the system’s nuclei rather 
than the non-equilibrium electron density. The volume for a projectile at a particular location 
in the simulation cell is therefore identical between projectile velocities as the positions of 
the atoms are identical between simulations. This allows for us to compare the integrated 
charges in identical cell volumes between simulations with different projectile velocities. 
More detail about the Voronoi partitioning scheme and the calculation of the effective charge 
state of the projectile can be found in Appendix B. For each velocity, we average the 
integrated charge around the projectile for all ten snapshots. Figure 4.7 shows our results for 
the amount of charge for each projectile in the range of velocities explored in this work.  
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Figure 4.7 | The mean steady-state charge (q) state of a proton (green) and an alpha-particle 
(red) traveling through liquid water calculated using the Voronoi partitioning scheme on our 
first-principles electron dynamics simulations. Dotted lines represent the predicted charge 
state predicted by the empirical model developed by Schiwietz and Grande [158]. Error bars 
represent the standard deviations of the calculated charge at ten points throughout the 
simulations. 
 
 For both protons and alpha-particles, we observe that the effective charge of the projectile 
increases as the velocity of the projectile increases. In both cases, this transition between 
charge states occurs around the maximum stopping power calculated by our RT-TDDFT 
simulations. The error bars associated with each data point represent the standard deviation in 
the integrated charge between the ten non-equilibrium electron densities considered. The 
greater the error bar, the wider the range of possible charge states that could exist for a 
projectile in water at that particular velocity. Generally, as the velocity of the projectile 
decrease, we observe a wider range of potential mean steady-state charge states. Neither for 
protons nor alpha-particles does the projectile assume a completely neutral state. 
Nonetheless, our first-principles calculations are in excellent agreement with the empirical 
model developed by Schiwietz and Grande, which is plotted for comparison in Figure 4.7. 
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 Our first-principles calculation of effective charge state of the projectile position us 
well to evaluate the validity of linear response theory over the velocity range we investigate. 
Starting from either Eq.  4.1 or Eq.  4.2, we can determine the expected ratio between stopping 
power curves for identical systems except the charge of the projectile. This ratio can be 
expressed as 
 
 
Sα 𝑣Sproton 𝑣 !! = Zα! 𝑣Zproton! 𝑣  
 
Eq.  4.4 
 
 
 
In the case of linear response theory, Z!  is not a velocity-dependent quantity, and the ratio 
on the right-hand side of Eq.  4.4 is expected to be equal to two. Our simulations and analyses 
give us access to both the electronic stopping power curves (Figure 4.5 and Figure 4.6) and the 
effective charge of the projectile ion (Figure 4.7) for both a proton and an alpha-particle. The 
ratios of each according to the expressions in Eq.  4.4 are plotted in Figure 4.8. By first focusing 
on the green line, we observe that at high velocities, linear response performs very well at 
calculating the stopping power. As the projectile velocity decreases, however, the ratio 
between the stopping-power curves deviates from the linear response prediction. This 
deviation occurs as the projectile approaches the maximum stopping power, also coinciding 
with changes to the effective charge of the projectile. The deviation we see from the linear 
response in stopping powers (green) is mirrored by the same changes in the ratio of the 
effective projectile charge states (violet) suggesting that the linear response of the system is 
more strictly followed when using the mean steady-state charge of the projectile rather than 
the full charge of the bare projectile. Deviations in the two ratios tracking one another at very 
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low velocities suggest that the failure of linear response theory below the stopping power 
maximum must take into account difference in the non-adiabatic electron dynamics beyond 
the charge exchange with the projectile ion.  
 
Figure 4.8 | Evaluation of the validity of linear response theory in calculating the electronic 
stopping power in liquid water for protons and alpha-particles. The ratio of the first-
principles electronic stopping power curves (green) is compared to the ratio of the effective 
charge of the projectile ion (violet). Linear response theory predicts both curves to be 2 at all 
velocities and is shown as a dashed line. 
 
 
4.3.4 Role of exchange-correlation functional and memory effects 
The following section was made possible due to the work of Yi Yao who implemented the 
long-range corrected BLYP (LC-BLYP) exchange-correlation functional [75] in the CP2K 
electronic structure code [160]. 
Density functional theory is exact in theory, but in practice calculations must utilize an 
approximated XC functional. In this work, we have taken advantage of a GGA level XC 
approximation. GGA XC functionals have been known to face challenges in properly 
capturing charge transfer. XC approximations higher up on the so-called “Jacob’s Ladder of 
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DFT” [161] can mitigate some of these errors occasionally present in computations using 
GGA functionals. These higher level XC functionals, referred to as hybrid functionals, admix 
contributions of exact exchange calculated via a Fock integral of KS orbitals with the 
otherwise local or semilocal XC functionals typical of the LDA or the GGA.  Despite the 
successes of these hybrid functionals, we are faced with the reality that these functionals are 
significantly greater in computational cost. We estimate the possible error introduced by our 
use of a GGA-XC functional by performing RT-TDDFT simulations of a proton traveling 
along single path with two different hybrid XC functionals in the CP2K code [160] using the 
Libxc library [162]. To determine the single path to use, we identified the random path 
whose estimated stopping power was closest to that predicted by the statistical average of the 
twenty paths. These hybrid functionals include PBE0 [35] and a long-range corrected BLYP 
(LC-BLYP) [75], both of which include exact exchange from Hartree-Fock (HF). The exact 
exchange was computed using the auxiliary density matrix method (ADMM) implemented in 
the CP2K code with the cFIT3 auxiliary basis set [163]. Core electrons were described by 
Goedecker-Teter-Hutter pseudopotentials [164] with all other electrons described by the 
TZV2P Gaussian basis set. The Crank-Nicholson method explicit propagator was used to 
propagate the TDKS orbitals. We used a 0.24 attosecond time step throughout the simulation, 
however in regions where the projectile passed nearby to neighboring water molecules, the 
time step was reduced to 0.06 attoseconds to maintain stable numerical integration. To 
further limit the number of simulations performed using hybrid functionals, we test only 
three proton velocities: below the estimated maximum stopping power (𝑣   = 0.89  a.u.), at the 
estimated maximum stopping power (𝑣   = 1.9  a.u.), and above the estimated maximum 
(𝑣   = 6.27  a.u.). We conclude that in the case of protons in liquid water, our choice of XC 
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functional does not drastically influence our predictions for the electronic stopping power. 
Table 4.1 shows the percentage difference in the calculated electronic stopping power with 
respect the simulation using the PBE XC functional.  
 
 PBE0 LC-BLYP 
v = 0.89 a.u. −5.7% −2.4% 
v = 1.9 a.u. −1.0% 8.4% 
v = 6.27 a.u. 1.9% 3.1% 
 
Table 4.1 | Percent difference in the first-principles calculations of electronic stopping power 
for protons in liquid water using two hybrid exchange-correlation (XC) functionals: PBE0 
and LC-BLYP. Percentages displayed are relative to identical simulations performed using 
the PBE XC approximation. 
 
 
Figure 4.9 | Estimated electronic stopping power for protons in liquid water calculated using 
two hybrid exchange-correlation functionals: PBE0 (violet circles) and LC-BLYP (yellow 
squares). Empirical models SRIM (green) and PSTAR (blue) as well as our real-time time-
dependent density functional theory calculated stopping power curve (red) are included for 
comparison. 
 
All changes except for one are within the error bars of the stopping power calculation. The 
one exception is the use of LC-BLYP at 1.9 a.u.. In this case, the use of LC-BLYP brings the 
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estimated stopping power into even better agreement with the empirical models SRIM and 
PSTAR as is represented in Figure 4.9. The effective charge state analysis was also performed 
for each hybrid functional according to the protocol describe in Section 4.3.3. We determined 
that there was almost an indiscernible difference in the estimated mean steady-state charge 
when comparing between simulations of different XC approximation (see Figure 4.10). The 
essentially overlapping distributions also suggest that the electron density is likely to be very 
similar. 
 
 
Figure 4.10 | The mean steady-state charge on a proton travelling through liquid water and 
estimated using different approximations to the exchange-correlation (XC) functional. The 
XC functionals tested include PBE (black), PBE0 (blue), and LC-BLYP (red). Simulations 
were also compared between protons travelling at 0.89 a.u. (left), 1.9 a.u. (center), and 6.27 
a.u. (right). 
 
 
4.4 Electronic Excitation Dynamics 
The work in the previous section is an essential step in validating any additional analysis on 
the real-time electron density data the TDKS offer. As a short summary, but also as a 
justification for the remainder of this chapter, we offer the following conclusions from our 
work computing the electronic stopping power of protons and alpha-particles in water. First, 
we find that calculations based on our RT-TDDFT simulations are able to replicate stopping 
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power curves as predicted by analytical and empirical models. While there appears to be a 
systematic underestimation for high-velocity ions, the location and magnitude of the 
maximum stopping power are predicted with very good agreement. RT-TDDFT simulations 
capture the charge exchange process that occurs between projectiles and the electronic 
structure of the target and the simulated behavior is consistent with widely used empirical 
models. These differences in the effective charge of the projectile ion also serve to explain 
the deviation from linear response theory at low particle energies, a factor many analytical 
models would fail to be able to address. Calculations of both mean steady-state charge and 
stopping power appear to be insensitive to the choice of XC functional, and higher-level XC 
approximations do not predict changes that are outside the uncertainty of our analysis.  
Despite the known challenges of underestimating the stopping power at high projectile 
velocities, we believe that our calculations capture the essential physics in an around the 
electronic stopping power maximum, and therefore we focus our analysis of the electron 
dynamics to this region. An additional motivation to study the dynamics generated by 
projectile in this region of velocities is that they represents a region where the greatest energy 
transfer occurs, and therefore phenomena will be more pronounced. It therefore appears to be 
reasonable to justify further scrutiny of the TDKS orbitals and its corresponding densities to 
better understand the mechanisms by which excitations and ionization events are generated. 
We also aim to investigate the ways in which molecular structure and atomistic detail 
contributes to an understanding of these processes.  
4.4.1 Full simulation cell: localized response to ion path  
The following sections explore the response of the same liquid water structure as was 
used to compute the electronic stopping power to a proton traveling at 𝑣 = 0.89  a.u.. We 
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selected this velocity by first running a series of RT-TDDFT simulations along the same path 
for a proton travelling over a range of velocities spanning the stopping power maximum 
(𝑣 = 1.9  a.u.  or  0.1MeV) and identifying the path that generates the maximum electronic 
response. We define the maximum response to be based on two quantities. First, we examine 
the magnitude of the non-adiabatic force experienced by the proton as it traverses the unit 
cell. This force is analogous to the work performed via the non-adiabatic force that generates 
electronic excitations [141]. Second, using the occupied and unoccupied KS wavefunctions 
at 𝑡 = 0 as the adiabatic basis, we project the TDKS wave functions onto the adiabatic basis 
at each time step throughout the simulation. The sum of the electron density that is excited 
into the adiabatic valence states is defined to be the quantity referred to here as the single-
particle excitation probability (SEP). Figure 4.11 shows the NA-force as well as the SEP for 
each proton velocity tested. The bold, black line represents the response of the particle with 
equivalent proton energy of 20 keV (𝑣 = 0.89  a.u.), and it shows the greatest NA-forces and 
SEP throughout the simulation. Although this velocity is slightly below the predicted 
maximum stopping power, we believe that simulations of protons at this velocity have the 
additional importance of falling in the energy range where the Bragg peak occurs. We first 
investigate the response of the full simulation cell. Having access to the real-time electron 
density, we can observe in real-space changes to the electron density with respect to the 
position of the projectile. One of the most intuitive visualization techniques is to simply take 
the difference between the non-equilibrium electron density at the time step of interest and 
the initial state. The representation is valuable in the sense that it provides a perspective as to 
how broadly the electron density is perturbed. Change with respect to 𝑡 = 0 can be either 
positive (increase in electron density) or negative (decrease in electron density), but these 
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measurements only imply an electronic rearrangement and, unless single-particle 
wavefunction are coincidentally highly-localized, provide very little insight into the single-
particle excitations that are generated along the path. 
 
 
Figure 4.11 | (A) The non-adiabatic force experienced by a proton traveling through liquid 
water and (B) the single-particle excitation probability for same set of simulations. The 
equivalent proton energies are 5keV (red), 10keV (orange), 20kev (black), 100keV (violet), 
500keV (blue), and 1MeV (green). 
 
 
For a proton traveling at 𝑣 = 0.89  a.u. , we observe that majority of the electron 
displacement occurs along the path of the projectile. As the projectile traverses the cell, we 
also observe a small compression wave in front of the ion, similar to what would be expected 
by any material exerting a drag force. A wake of disturbed electron density remains behind 
the proton throughout the duration of our simulations implying that the electron relaxation 
timescale is much longer than the 0.87 fs duration of the simulation.  
An alternative representation of the total electron density is to parse the contributions to 
the total electron density change into changes in the occupations of the adiabatic valence 
band (hole population) and to the adiabatic conduction band (excited electron). This can be 
 90 
thought of as the visual representation of the SEP. These densities are constructed using the 
following expressions. 
 
 𝜌hole r, 𝑡 = 1− 𝜓! r, 𝑡 𝜑! r!!"!!! 𝜑! r !
!!"
!!!  Eq.  4.5 
 
 𝜌ex.  electron r, 𝑡 = 𝜓! r, 𝑡 𝜑! r!!"#$$!!(!!"  !!) 𝜑! r !
!!"
!!!  Eq.  4.6 
 
 
In Eq.  4.5, we project each TDKS wavefunction, 𝜓! r, 𝑡 , onto the adiabatic basis, 𝜑! r , to 
determine the coefficient to weight the density contribution from each originally occupied 
adiabatic state ( 𝜑! r !). The hole is represented by 1− 𝜓! r, 𝑡 𝜑! r , which indicates 
the density that no longer contributes to occupying the valence band. The sum over adiabatic 
states, 𝑗, runs over the indices corresponding to the valence band of the adiabatic basis. The 
excited electron is calculated via a similar expression (Eq.  4.6). The notable differences in this 
expression as compared to Eq.  4.5 is that the sum over adiabatic states, j, ranges from the first 
unoccupied to the total number of unoccupied states in the adiabatic basis. The density of the 
excited electron is therefore sensitive to the number of unoccupied states included in the 
calculation. The simulations included enough unoccupied states (100 KS-orbitals) that span 
an energy range large enough that the excitations observed mixed very little with these higher 
lying states. Therefore, the coefficients calculated in Eq.  4.6 are essentially zero and these 
states do not contribute to a converged excited-state electron density. 
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In Figure 4.12, we visualize the electronic hole at three different distances throughout the 
simulation cell: 4.7Å, 9.4Å and 14.1Å. These distances were chosen to characterize the 
excitation at the beginning, middle and end of the simulation. It should be noted that the 
choice of 4.7Å was selected such the system reached a steady state based on the change in 
total energy to the system. 
 
 
Figure 4.12 | The changes to the valance band density of water via hole generation for 
positions of the proton z = 4.7Å (A), z = 9.4Å (B), and z = 14.1Å (C). Corresponding excited 
electron densities for the same positions of the proton are plotted in (D), (E), and (F). 
Vertical dotted lines represent the position of projectile along the z-axis. 
 
 
We immediately can observe that as the projectile moves through liquid water, water 
molecules along the path of the projectile are excited and holes are localized on individual 
molecules (Figure 4.12a,b,c). Also, the hole generation occurs only once the proton has 
approached the molecule. At the same positions in space, the excited electron is much more 
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significantly delocalized throughout the simulation cell. From this analysis, we now know 
that water molecules are essentially ionized, leaving a charge imbalance along the path of the 
energetic proton. Water molecules that come within ~2Å of the proton are expected to be 
ionized.  
4.4.2 Individual molecule/bonds/lone pairs 
Our analysis of the electron dynamics now narrows to the molecular level, investigating 
the excitation process that occurs for several individual molecules along the proton 
trajectory. TDKS and the adiabatic KS orbitals for condensed phases, especially those with a 
significant amount of disorder such as most liquids, provide the challenge of delocalized 
single-particle electronic state, however. Simply observing the change in occupation of a 
particular adiabatic state over time (i.e. 𝐶!" 𝑡 = 𝜓! r, 𝑡 𝜑! r!!"!!! ) does not provide 
much physical insight as each KS orbital is likely to contain several water molecules and 
represents a convolution of individual-molecule responses. To isolate the response of each 
individual water molecule, we developed an analysis based on maximally localized Wannier 
functions (MLWF) [165,166]. Developed by Marzari et al., MLWFs are generated by 
identifying the unitary transformation that when applied to a set of wavefunction (e.g KS 
orbitals) generates a new set of single-particle wavefunctions, 𝑛 , whose spread defined as Ω = 𝑛 r! 𝑛 − 𝑛 r 𝑛 !!  is minimized. This approach is common in the computational 
chemistry community for visualizing the bonds and lone pairs of molecules.  
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Figure 4.13 | Maximally localized Wannier functions calculated for liquid water. (A) The 
Wannier centers (i.e. the center of mass of electron density) are represented in blue. Each 
water molecule has four Wannier centers corresponding to its eight valence electrons. (B) 
The four Wannier functions nearest to a water molecule’s oxygen atom are visualized. The 
Wannier functions for water can be interpreted as lone pairs (red and green) and OH bonds 
(yellow and blue). 
 
 
In Figure 4.13 we demonstrate the localization of single-particle wavefunctions for liquid 
water. The blue dots in the figure correspond to the geometric centers of the wavefunctions. 
It is immediately apparent that Wannier functions fall in clusters of four (8𝑒!) around each 
water molecule. Two of these MLWF centers fall along the OH bonds while the other two 
are in a position similar to the lone pairs of the water molecule. In good agreement with this 
physical insight, the MLWFs when visualized (Figure 4.13b) also appear to describe electrons 
and bonds and lone pairs of water separately. The MLWFs for each molecule in liquid water 
has an average spread of ~0.49Å2. This makes MLWFs an invaluable tool to identify both the 
total changes to electron density per molecule, but further broken down into contributions 
from lone pairs and OH bonds. 
To identify the changes to occupations associated with a specific molecule, we first 
generate the MLWFs for the adiabatic basis (𝑡 = 0). Again, because the bulk water nuclei 
essentially do not move throughout the simulation, the MLWFs for the ground state provide a 
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good reference system for bulk water throughout the entire RT-TDDFT simulation. Using 
these MLWFs of the adiabatic basis, we then project the TDKS orbitals directly onto these 
localized electronic states. Recall that the ground-state electron density can be computed as 𝜌 𝑟 = 𝜓! r, 𝑡 = 0 !! = 𝜑! r !! = 𝑤! r !!  where 𝜓!  are the occupied TDKS 
orbitals, 𝜑! are the occupied adiabatic KS wavefunctions, and 𝑤! are the MLWFs generated 
by applying a unitary transformation to the valence band of 𝜑!. We use the coefficients 
associated with the projection to determine the hole population for each MLWF according to 
 
 
H!! 𝑡 = 𝑑𝑘Ω!" 𝑓!,! 1− 𝑤! r 𝜓!,!(r, 𝑡) !!  
 
Eq.  4.7 
 
where 𝑓!,! is the fixed occupation of the TDKS wavefunction and k-point integration is 
performed if necessary. In this work, we only calculate the MLWFs for the occupied KS 
orbitals. This is because there is well-known problem of non-uniqueness when calculating 
MLWFs to conduction band states [165]. In this work, we are only able to use this analysis to 
comment on the hole generation in the valence band of liquid water. The ionization process 
that was revealed in the previous section, however, suggests that a MLWF analysis for the 
excited-state electrons would most likely be ill suited anyway as they are delocalized 
throughout the full simulation cell. More details of the approach we developed can be found 
in Appendix A. 
Our choice of individual molecules to investigate is motivated by the fact that only 
molecules falling along the path (< 2Å) of the projectile are likely to be ionized. We apply 
our MLWF analysis to three molecules at the beginning, middle, and end of the simulations 
that showed greatest hole generation (Figure 4.12a,b,c). We plot the hole populations for each 
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of the three molecules in liquid water in Figure 4.14. The total hole population for each 
molecule is determined by summing the contribution for each of its four MLWFs according 
to Eq.  4.7. Consistent with observations of the SEP densities (Figure 4.12), the response of an 
individual molecule does not occur until the projectile has approached its position in the 
simulation cell. The sudden hole generation for each of the molecules is consistent with the 
position of the molecule along the proton trajectory. Additionally, we plot separately the 
contributions of lone pairs (yellow) and OH bonds (green). It is immediately obvious from 
the simulations that there is a significantly greater contribution to excitation from the lone 
pairs than from the OH bonds. From our analysis, we determined that the average 
contribution of lone pairs is 70.1 ± 23.2%. We attribute the difference in the contribution to 
the orientation and proximity of the water molecule as the proton travels by it. Those 
molecules whose lone pair electrons are oriented towards the proton, for example, are more 
likely to be ionized. 
4.4.3 Gas phase vs. condensed phase response: hydrogen bonding, extended electronic 
structure. 
 
 
Figure 4.14 | The hole generation for three molecules (A, B, and C) excited by a 20keV 
proton passing nearby. Two phases are considered: liquid and gas phases. The total response 
of each molecule in the liquid phase is shown as the black line representing the sum of the 
lone pair contribution (yellow) and the OH bonds (green). The total response of the gas phase 
molecule is represented as the sum of the lone pairs (red) and OH bonds (blue). 
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To better understand the role that the local environment plays in the excitation dynamics of a 
molecule in response to a energetic proton, we simulated the same three molecules in the gas 
phase. The density of a system plays a significant role in determining the stopping power 
cross section. As the system is a condensed phase, we can expect that the local structure will 
play an increasing more important role in the determining the response [10]. Using an 
identical proton path, we performed three additional simulations where each molecule in its 
identical position and orientation yet is the only molecule in the simulation cell. All 
parameters (e.g. cell size, XC functional, plane-wave energy cutoff, time step, etc.) remained 
unchanged. Following each RT-TDDFT simulation, our MLWF analysis was applied. The 
results of these simulations are also provided in Figure 4.14. A comparison between each 
molecule between its gas-phase response versus its liquid-phase response reveals that 
excitations in liquid water are significantly suppressed. This behavior is observed between all 
three molecules, albeit to varying degrees. By comparing the hole populations for gas and 
liquid phase molecules, we conclude that the suppression of electronic excitations in liquid 
water ranges from 80-95%. We also note that for all three molecules, the excitation process 
generates nearly one hole. It, therefore, appears that orientation and position of the water 
molecule in the gas phase are less important factors in determining the excitations in the gas 
phase than it is in the liquid phase. 
To understand the origins of the suppression of the excitation, we consider two main 
differences that stand out between gas-phase and liquid-phase systems. First, the significantly 
lower density of molecules in gas phase molecules means that each molecule is removed 
from an extended electronic system. As a result, the only electronic states that will participate 
in an excitation are those that are already localized space on the gas-phase molecule. Second 
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and in the same vein, without neighboring molecules water molecules no longer form 
hydrogen bonds. Hydrogen bonds are known to play an important role in many excited-stated 
electron dynamics such as in exciton delocalization [167]. Given the lone pair electrons’ 
direct participation in the formation of hydrogen bonds and their greater contribution to 
excitations to all molecules in liquid and gas phases, we are also motivated to study the role 
that hydrogen bonds may play in the excitation suppression. 
 
 
Figure 4.15 | (A) The hole generation of a gas-phase water molecule by an energetic proton 
with an effective charge of Zeff = 1 (black) and Zeff = 0.5 (green). (B) The hole generation on 
a water molecule in the gas phase (black), in a liquid phase (violet), and in a liquid phase 
where the two hydrogen bonds involving the molecule’s lone pair electrons are broken. The 
inset shows the two water molecules (blue) that were rotated about the position of the oxygen 
atoms to break their hydrogen bonds with the molecule of interest. 
 
 
To estimate the contribution of the hydrogen bonding, we maintain the extended 
electronic system by starting from the liquid water electronic ground state. In most cases, 
each water molecule participates in four hydrogen bonds: two donor bonds (OH) and two 
hydrogen-bond acceptors (lone pairs). We modify the bulk liquid structure by rotating the 
two water molecules adjacent to the molecule that we are intersted in such that the hydrogen 
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bonds formed with its lone pairs are broken (see inset of Figure 4.15b for diagram). The 
position of the oxygen atoms remained the same between the original liquid structure and the 
modified liquid structure. As a result, our simulation is able to probe the response of a water 
molecule whose two lone pairs are not involved in hydrogen bonds yet remains part of the 
larger extended electronic system. The MLWF analysis shows that compared to the fully 
hydrogen-bonded molecule in the liquid phase (violet), the liquid-phase molecule with 
broken hydrogen bonds (green) shows only a slightly greater amount of hole generation 
(Figure 4.15b). Hydrogen bonds appear to be slightly stabilizing but not the primary origin of 
the supression of the excitation. 
As was mentioned in Section 4.3.3, as the velocity of the projectile decreases to approach 
the stopping power maximum, the effective charge state of the proton decreases as a greater 
amount of electron density follows the ion through the target material. We can see from 
Figure 4.7, that first-principles calculations and empirical models both predict that a proton 
travelling at 𝑣 = 0.89  𝑎.𝑢. have an effective charge of roughly 0.5q ± 0.15q. The simulations 
we perform on the gas-phase molecules, however, do not acquire this effective charge state 
and instead appear to the molecules as a proton with a full +1 charge. To study the extent to 
which the excitation of the gas-phase water molecule is influenced by the effective charge 
state of the 20 keV proton, we modified our hydrogen pseudopotential for the proton to 
posses a Zeff=0.5. The pseudopotential for the hydrogen atoms in the water molecule was not 
modified. In Figure 4.15a, it is clear that the effective charge of the proton plays an enormous 
role in suppressing the electronic excitation of the water molecule. 
In liquid water, it is both the stabilization of the lone pair electrons by hydrogen bonding 
and the mean steady-state charge on the energetic proton that leads to the suppression of 
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electronic excitation. The effective charge on the energetic proton plays a much more 
significant role in suppressing the electronic excitation, however, accounting for 
approximately 75% of the suppression. This insight reinforces the importance of properly 
describing the effective charge state of an energetic ion to accurately predict electron 
stopping power and the quantum dynamics of the excitation process. 
4.5 Summary 
We present here, for the first time, a set of first-principles RT-TDDFT simulations used 
to compute electronic stopping power curves for liquid water. Liquid water represents an 
important system due to its ubiquity in systems exposed to high levels of particle radiation 
such as in biological systems as well as nuclear reactor design.  
Extending an approach developed for periodic systems, we use first-principles 
simulations to calculate the rate of energy transfer between energetic ions and the bulk target 
material by sampling over a series of random paths through the liquid water. Our results 
show that with an adequate sampling of random paths, we approach the experimentally 
measured values and analytical models of the electronic stopping power. We confirm that for 
energetic protons in liquid water, our RT-TDDFT approach captures both the position the 
magnitude of the maximum electronic stopping power very well in comparison to both 
analytical and empirical models. For energetic alpha-particles, we observe good agreement of 
the location of the stopping power maximum, however there is a slight overestimation at the 
peak with respect to available empirical models. We also recognize that our simulations of 
both protons and alpha-particles result in underestimated stopping power for ions with high 
energies. This error may be due to the excitation of core electrons, and future work is needed 
to improve the computed stopping power in this energy regime. We investigated the role of 
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XC potential in our RT-TDDFT simulations and determined that for velocities below, at, and 
above the electronic stopping power maximum, the use of a long-range corrected XC 
functional makes only small differences. The largest improvement was observed at the 
stopping power maximum, resulting in an increase in the predicted stopping power to be in 
very good agreement with existing empirical models. The analyses of our simulations also 
suggest that we correctly capture the mean steady-state charge associated with the energetic 
ions as they traverse the simulation cell. 
We take advantage of the electronic density data to extend our analysis into a more 
qualitative investigation of the non-adiabatic electron dynamics throughout the excitation 
process. We first observe that the response of the full system indicates excitations in water 
molecules that are generated along the path of the ion. Hole density is generated along the 
path while the excited electrons are ionized into the full system. Using the Wannier function 
analysis that we developed, we observe that in three water molecules along the path of a 
20keV proton the excitation of lone pair electrons contribute roughly 70% the electronic 
excitation. While the orientation of the molecules seems to make small changes to the 
molecule’s response, it stands that lone pairs remain the greatest contributors to the 
excitation. Comparing the response of water molecules in the gas phase and liquid phase, we 
observe a significant suppression of the electronic excitations of individual molecules in the 
liquid phase by up to an order of magnitude. We perform additional simulations to determine 
the role of hydrogen bonding and extended electronic system in suppressing excitations.  We 
conclude that hydrogen bonding appears to make very little difference in the response of any 
individual molecule between phases, and it is instead the extended electronic system in the 
liquid phase that mainly contributes to the suppression of the excitation.  Gas phase 
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simulations varying the effective charge of the proton confirm that it is the mean steady-state 
charge following the energetic ion that decreases the effective charge of the proton and is the 
origin of the suppression of the excitation. 
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CHAPTER 5: CONCLUSIONS 
In this work we have investigated two different non-adiabatic phenomena that have a 
wide range of applications. This dissertation utilized first-principles simulations to better 
understand the relationship between atomic structure and non-adiabatic quantum dynamics. 
While these two systems are quite different in their scale and complexity, they both exhibit 
electronic dynamics that go beyond the Born-Oppenheimer adiabatic approximation. In the 
case of phonon-mediated relaxation of hot electrons in nanostructures, we took advantage of 
the fewest-switches surface hopping formalism applied to single-particle electronic states 
calculated via density functional theory. To describe electronic stopping in liquid water, we 
simulated the non-adiabatic electron dynamics using real-time time-dependent density 
functional theory (RT-TDDFT).  Both are examples of first-principles simulations, a 
powerful tool used to simulate chemical dynamics in real-time without any knowledge of the 
system a priori. These simulations offer predictive power, yet come with their limitations. 
One of the most significant hurdles to ab initio calculations is the size of systems that are 
computationally practical for the given approach.  Our simulations of liquid water with RT-
TDDFT represent quite large simulations currently being performed with first-principle 
simulations, and given the number of simulations needed to generate a converged estimate of 
electronic stopping power, they are arguably some of the most computationally expensive. 
As computational resources continue to expand rapidly, however, it is possible to imagine in 
the not-so-distant future that similar calculations for even more complex systems such as 
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material interfaces or solvated biomolecules will be possible and may be regularly 
performed. 
First, we showed that the surface passivation of nanoscale systems could have a 
significant influence on the relaxation dynamics of hot electrons. In silicon nanocrystals that 
are roughly 2nm in diameter, the surface-passivating layer modulates the electronic structure 
of the entire dot rather than generating localized, surface states.  It was therefore unexpected 
that despite electronic states being confined throughout the entire nanostructure and generally 
overlapping in space for both hydrogen-passivated and fluorine-passivated quantum dots, the 
relaxation of the rates to the conduction band minimum differed by a factor of five. Ground-
state density of state calculations did not offer an explanation for these observations, as the 
conduction bands were similar. Instead, it was the dynamical differences between the 
systems that differentiated the relaxation process. The non-adiabatic phenomenon of phonon-
mediated carrier relaxation played a significant role in generating notably different relaxation 
dynamics between the two systems. The motion of the silicon-fluorine bonds was determined 
to be at the same frequency that corresponded to the oscillation of single electronic state. 
This oscillation served as “shuttle state” to bridge energetically separated electronic states, 
moving an excited electron populations through the manifold of conduction band states at a 
rate directly related to atomic motion present at the surface of the quantum dot. Future work 
using the same approach could easily investigate other passivating layers, the presence of 
dangling bonds (uncoordinated atoms), as well as surface quality. 
Unlike the excited-state relaxation of nanoscale systems, electronic stopping is an 
example of a different non-adiabatic phenomenon, and one with a much longer history of 
being studied. It was first studied at the end of the 19th century, but it was not until the 1930’s 
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with the development of quantum mechanics that the phenomenon could be properly 
described. Today experimental work continues to be produced on electronic stopping because 
of its relevance to efforts in a wide range of fields.  These areas include nuclear reactor 
design, the development of electronics and shielding materials for satellites and spacecraft 
exposed to interstellar radiation, and the improvement clinical outcomes for proton and other 
heavy-ion therapies. In all cases, the atomistic detail plays a crucial role in understanding the 
relationship between chemical composition and the electronic response. Existing analytical 
models to describe electron stopping often treat systems as both physically and chemically 
homogeneous and fail to provide significant insight into the particular role that chemical 
bonding and molecular structure play during the actual electronic stopping process. 
For the first time, our first-principles simulations can offer insights into the molecular 
details of the electronic stopping of energetic ions in liquid water. To our knowledge, this 
work also represents the first published first-principles calculations of electronic stopping 
power curves for proton and alpha-particles in liquid water. To this day, experimental 
measurements of electronic stopping of protons in liquid water exist only at energies greater 
than the maximum predicted by empirical and analytical models. Our calculated curves agree 
well with empirical and analytical models, and offer our own prediction for the electronic 
stopping power maximum and its corresponding velocity. 
Going beyond what is possible with analytical models, we used the real-time electron 
density and electronic structure data from the RT-TDDFT simulations to offer important 
insights into the excitation of water molecules as a result of the energy transfer from 
energetic protons. In liquid water, as a proton travels through the system, water molecules 
falling nearest to the path of the projectile are most likely to be ionized. Molecules that 
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undergo ionization are most likely to lose lone pair electrons rather than electrons 
contributing to an OH bond. Despite the extensive hydrogen bonded network in liquid water, 
there seems to be very little influence of the hydrogen bonds on the response of molecules. 
The physical state effect in water is significant, however. The excitation of individual water 
molecules in the liquid phase are suppressed significantly compared to the gas phase by 
nearly an order of magnitude. While the extent of the excitation is significantly different 
between gas and liquid phases, lone pairs consistently donated roughly 70% regardless of the 
phase. We determined that it is the effective charge state of the energetic ion that is the 
source of the suppressed response of individual molecules in liquid water. Additionally, 
based on our first-principles calculations of stopping power curves, we observe that 
analytical models are likely to breakdown as ions slow to approach the onset of the stopping 
power maximum. The linear response of the system can be recovered, however, if the 
effective charge state is used rather than the charge of the bare ion. Using data from the first-
principles simulations, we offer two methods to determine the effective charge state that both 
agree with empirical models for liquid water. While empirical models already exist for the 
effective charge state of ions in liquid water, we emphasize that our approach can be 
translated to simulations of highly complex systems for which empirical models may not 
exist and for which it may not even be clear how to construct. We believe that first-principles 
simulations of electronic stopping is an especially exciting field that exemplifies an approach 
that is able to couple predictive, quantitative measurement of observables, yet still is able to 
simultaneously offer deep insights into the quantum dynamics at the molecular level. 
 
 110 
APPENDIX A : WANNIER FUNCTION ANALYSIS 
It is often the case that in the condensed phase systems, electronic wave functions are 
delocalized beyond the individual molecule scale.  Interpreting these wave functions can 
therefore be quite difficult as there is no mapping to bonds or to lone pairs. What is necessary 
is a transformation of these single-particle electronic states that a) loses no or minimal 
information about the system (i.e. identically replicate the electron density) and b) provides a 
new representation with more a more localized set of electronic states.  
The concept of Wannier functions (WF) as introduced in 1937 [168] and was 
proposed as a means to transform Bloch states via a unitary matrix. The disadvantage, 
however, is the arbitrariness that is associated with this transformation, and thus the resulting 
is that WFs are strongly non-unique and possess gauge indeterminacy.  Any arbitrary unitary 
transformation can be applied to the KS orbitals to generate a new set of single-particle wave 
functions. 
 𝑛 = 𝑈!" 𝜓!!!!!  (Eq. A.1) 
 
In the above expression Eq. A.1, we construct the Wannier function 𝑛  by summing all 
contributions from each state involved in the transformation as determined by the unitary 
matrix 𝑈!". It was Marzari and Vanderbilt that proposed a criterion that sought to maximally 
localize the electronic structure [165,166]. Maximally localized Wannier functions (MLWFs) 
spatial locality has been use for various purposes including reducing the cost of calculating 
exact exchange integrals, calculating charge transport properties and to provide a more 
intuitive interpretation of electronic structure calculations in terms of chemical bonds and 
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lone pairs [165]. The so-called spread, Ω, can be written as a functional of the input wave 
functions  
 
 Ω = 𝑛 𝑟! 𝑛 − 𝑛 𝑟 𝑛 !! = 𝑟! − 𝑟 !!  (Eq. A.2) 
 
It is the spread that is minimized by varying the Wannier functions 𝑛  via systematic 
changes to the unitary matrix  𝑈!" responsible for mixing the Bloch state (e.g. Kohn–Sham 
orbitals in a plane-wave basis).  Our calculations use the Wannier90 code [169] to determine 
the 𝑈!" that corresponds to this set of MLWFs.  Modifications to the code allow us to access 
and save the full 𝑈!" matrix for use in additional calculations. 
 We have developed an analysis that bridges the information on the real-time electron 
dynamics via the TDKS wave functions to the MLWF representation. As the RT-TDDFT 
simulations are performed, the electronic states are evolved according to the TDKS 
equations. Given that the atomic positions of the nuclei in the target material for our 
electronic stopping power simulations are essentially frozen, the adiabatic basis (the GS 
electronic-structure calculation for the initial atomic positions) is a reasonable system to use 
to interpret the real-time wave function data as a series of electronic transitions between these 
adiabatic states. This can be achieved by projecting the TDKS wavefunctions onto the time-
independent KS wavefunction. Decreasing occupancy in the valence band of the adiabatic 
basis valence represents the generation of a hole population and an increase in the occupancy 
of the conduction band of the adiabatic basis represents the generation of an excited electron 
population. Given that the representation of the adiabatic basis does not change throughout 
the simulation, we reason that the MLWFs would also not change, and similarly can be used 
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throughout the simulation to use as a reference to understand changing occupancy in more 
localized electronic states. 
We perform a ground-state DFT calculation on the system using Quantum Espresso [85] 
with a PBE XC [30] approximation and the same pseudopotentials as the RT-TDDFT 
simulations performed in the Qbox/Qb@ll code [72,73].  The Wannier90 code [169] is then 
used to identify the unitary matrix that minimizes the spread of the electronic states. At each 
time step throughout the RT-TDDFT simulation, we generated a separate file that contains a 
matrix, which captures the projection of the time-evolving electronic structure into the 
adiabatic basis.  This matrix is an N x M matrix where M is total number of states included in 
the RT-TDDFT calculation and N is the total number of adiabatic states.  In practice, N and 
M are the same, however, the number of states need not be the same.  What is important is 
that the adiabatic states include the subset of states that will ultimately be mixed to generate 
the Wannier functions. We then project the TDKS wavefunction on the adiabatic MLWFs via 
an in-house Python script according to 
 H!! 𝑡 = 𝑑𝑘!Ω!" 𝑑𝑘Ω!" 𝑓!,! 1 − 𝜑!,!! r 𝑈!"! 𝜓!,! r, 𝑡 !!
!!
!!!  (Eq. A.3) 
 
The sums in the expression goes over, 𝑚, the number of adiabatic states being mixed to 
generate the MLWFs ( 𝑤! ) and n, the occupied TDKS wavefunction.  It should be noted that 
our Wannier analysis was only performed by mixing occupied adiabatic electronic states.  
We refrain from performing the analysis using unoccupied states due to the arbitrariness of 
the number of unoccupied states that should be used to localize unoccupied states. This 
ambiguity does not exist for the valence band and has been well studied [165]. 
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Application of Methodology: 1-nonene 
To verify this approach, we simulated the response of a small terminal alkene, 1-nonene, to a 
high velocity proton (6.27 a.u.) using RT-TDDFT. Wannier functions corresponding to the 
valence band were calculated using the Wannier90 code.  To visualize the response of the 
molecule, the Wannier centers (geometric centers of the Wannier functions) were plotted 
alongside the atomic structure (Figure A.1). Wannier centers represent two electrons and 
correspond to sigma bonds throughout the alkene backbone as well as the pi-electron system 
at the vinyl group. The color of each Wannier Function corresponds to its electronic 
occupation where blue corresponds to 1.5e- and red corresponds to 2.0e-.  Therefore, at 𝑡 =0, all Wannier functions are red. In the left-hand column, as the proton moves downward and 
passes over the molecule, we can observe a sudden change in the Wannier functions nearest 
to the proton as it passes over the terminal end of the alkene.  There is then a cascade of hole 
density (blue Wannier centers) that travels across the molecule. Additionally, we simulated 
the response of the molecule as the proton traveled over the opposite side of the molecule.  
Again, an initial change in occupations of the Wannier functions begins nearest to the path of 
the projectile followed by a cascade. This cascade as well its directionality was evidence that 
our analysis was implemented correctly and capturing the physics properly. Additionally, it 
provided us with the initial insight that the excitations generated by energetic ions are 
distinctly different than photoexcitations. Unlike photoexcitations in which electronic 
transitions are likely to affect the electronic structure of the entire molecule, ion-induced 
excitations are highly localized in the molecules nearest to their path. 
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Figure A.1 | The Wannier function analysis for 1-nonene.  The left column shows a series of 
snapshots in the simulation as the proton passes over saturated end of the molecule. The 
right-hand column shows the proton passing over the vinyl group of the molecule.  The 
circles centered on bonds are the Wannier centers for the valence band as calculated via the 
Wannier90 code. The color of the Wannier centers represents its occupancy ranging from 2.0 
(red) to 1.5 (blue). A change in color therefore represents the generation hole density. 
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APPENDIX B: EFFECTIVE CHARGE STATES OF PROJECTILES 
As energetic ions travel through target materials and experience electronic stopping, they 
slow to velocities in which the electrons of the target materials can begin to transfer to the 
ion.  At low enough velocities (roughly the velocity of the maximum electronic stopping), 
ions have charge associated with them, which results in an effective charge state. We use two 
different methods to analyze our real-time electron density data to determine the mean, 
steady-state charge that is associated with protons and alpha-particles passing through liquid 
water. In each case, we use a different partitioning scheme to identify the charge density 
associated with the energetic ion. 
Bader Analysis  
Using RT-TDDFT, we simulate a high energy, bare ion traveling through vacuum before 
entering a slab of bulk water approximately 8Å thick and then exiting into vacuum.  This 
simulation is constructed based off of experimental set up of the work by Arista and Lifschitz 
[170].  By crudely visualizing the electron density of the system at the end of the simulation, 
it is clear that at large velocities ( >  3.0  𝑎.𝑢. ) there is no electron density that surrounds the 
ion, which is now in the vacuum. At velocities below 3.0  𝑎.𝑢., however, we observe that 
some electron density is now localized around the ion. An example of the atomic 
configuration and electronic charge at the end of the simulation can be see in Figure B.1. 
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Figure B.1 | Bader analysis is performed on the electron density following an energetic ion 
traveling through a slab of liquid water. Electron density is shown above in blue surrounding 
the ion after having passed through the slab. 
 
To quantify this observed electron density, which we assume to be a good approximation to 
the charge that would follow an ion travelling at the same velocity in the bulk, we employ 
Bader decomposition [171] to define a cell around the ion, and integrate within this volume.  
The boundaries of Bader volumes are defined as the critical points (minima) of the charge 
density, and are defined as ∇𝜌 = 0. The limitation of our calculation is that we only consider 
a single path for the projectile as it passes through the slab. 
Voronoi Partitioning 
Our Voronoi partitioning approach requires no additional simulations to approximate 
the steady-state charge on an ion. The Voronoi partitioning scheme [159] is based only on the 
positions of nuclei in the simulation cell, rather than the electron density as is true in the case 
of Bader. Bader decomposition is not possible to perform for energetic ions in the liquid 
phase because different non-equilibrium electron densities would generate different Bader 
volumes.  This varying volume of the cell surrounding the ion makes it impossible to 
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compare the charge integrated within those volumes.  Voronoi partitioning, however, defines 
a cell as the region of space closest to the atom.  This is analogous to the Wigner-Seitz cell in 
crystalline materials.  As the positions of the target materials do not change throughout the 
simulation, Voronoi cells for an ion at the same point in its trajectory regardless of its 
velocity will be defined identically.  With identical volumes, integrated charge for ions of 
different velocities can be compared. We identify ten positions along a single path of an 
energetic ion to calculate Voronoi cells.  We integrate the charge density for each ion 
position and calculate the mean over all ten volumes.  The ion path and the positions at which 
the Voronoi cells were calculated throughout the simulation remained the same between 
different ions and different velocities.  
 
Figure B.2 | Estimated steady-state charge associated with protons (left) and alpha-particles 
(right) traveling through liquid water. Two methods were used to estimate the charge 
associated with each ion.  The Bader volume surrounding an ion having traveled through a 
slab of water is shown in blue, and an average of the charge within Voronoi cells surrounding 
an ion at ten evenly space positions throughout a RT-TDDFT simulation is shown in red.  
Error bars represent the standard deviation of charge integrated within Voronoi cells. 
 
From Figure B.2, both partitioning schemes produce similar results. Additionally, Figure 4.7 
shows that these approaches are also in good agreement with empirical models. It is also 
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worth noting the higher velocity at which the alpha-particle begins to carry charge with it 
through the liquid water. Both Bader decomposition and the Voronoi partitioning identify 
this trend related to the larger atomic charge of the ion. 
While in this work we estimated the effective charge associate with the ion using both 
methods, we believe that future simulations would only necessitate a Voronoi partitioning 
scheme, particularly because this scheme requires no additional simulations beyond the RT-
TDDFT simulations used to estimate stopping power to calculate this phenomenon. The 
Voronoi partitioning additionally makes numerous measurements throughout the simulation 
rather than just one, which provides some insight into the error of the estimated effective 
charge.  
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