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a b s t r a c t
A symmetric BAM neural network model with delay is considered. Some results of Hopf
bifurcations occurring at the zero equilibrium as the delay increases are exhibited. The
existence of multiple periodic solutions is established using a symmetric Hopf bifurcation
result of Wu [J. Wu, Symmetric functional differential equations and neural networks with
memory, Transactions of the AmericanMathematical Society 350 (12) (1998) 4799–4838].
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1. Introduction
The dynamical characteristics (including stable, unstable and oscillatory behavior) of neural networkmodels with delays
have been studied intensively bymany researchers in the past few years. Since Kosto [1] introduced bidirectional associative
memory (BAM) neural networks in 1988, BAM neural network models as well as such models with delays have been
investigated by some authors [2–6]. BAM neural network models belong to a class of feedback system models and the
delayed BAM neural network model with two layers I and J can be described by the following system
x˙i(t) = −µixi(t)+
m∑
j=1
cjifi(yj(t − τji))+ Ii, i = 1, 2, . . . , n,
y˙j(t) = −νjyj(t)+
n∑
i=1
dijgj(xi(t − νij))+ Jj, j = 1, 2, . . . ,m,
(1.1)
where xi(t) and yj(t) represent the states of the ith neuron in the I-layer and the jth neuron in the J-layer at time t ,
respectively. The parameters cji and dij are the connection weights between the neurons in the two layers and µi and νj
describe the stability of internal neuron process in the two layers. On the I-layer, the ith neuron xi(t) receives the inputs Ii
and the other inputs from the outputs of those neurons in the J-layer via activation functions fi, while on the J-layer, the
jth neuron yj(t) receives the input Jj and the other inputs from the outputs of those neurons in the I-layer via activation
functions gj (see [2]).
Oscillation is a common feature of neural networks andhas becomean important aspect of neural information processing.
There are a large number of results about the existence of periodic solutions of BAM neural network model (1.1). These
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theoretical results help in understanding the system’s dynamics and are important complements to experimental and
numerical investigations using analog circuits and digital computers.
Recently, symmetry has become an important topic in the research of nonlinear dynamical systems. In general, the
symmetry reflects a certain spatial invariant of the dynamical systems. Some bifurcations can have a smaller codimension
in a class of systems with a specified symmetry. Others, on the contrary, bifurcations not occur in the presence of certain
symmetries [7,8].
In this paper, we study the following symmetric BAM neural network model with a time delay τ
x˙1 = −ax1 + f [x4(t − τ)] + g[x5(t − τ)] + g[x6(t − τ)],
x˙2 = −ax2 + f [x5(t − τ)] + g[x6(t − τ)] + g[x4(t − τ)],
x˙3 = −ax3 + f [x6(t − τ)] + g[x4(t − τ)] + g[x5(t − τ)],
x˙4 = −ax4 + f [x1(t − τ)] + g[x2(t − τ)] + g[x3(t − τ)],
x˙5 = −ax5 + f [x2(t − τ)] + g[x3(t − τ)] + g[x1(t − τ)],
x˙6 = −ax6 + f [x3(t − τ)] + g[x1(t − τ)] + g[x2(t − τ)],
(1.2)
where a > 0, f and g are the activation functions. Without loss of generality, we assume that f (x) = bx + b1x3 and
g(x) = cx+ c1x3.
The classical Hopf bifurcation theory cannot be applied to system (1.2) due to its symmetry. It is of great interest to find
out the dynamics of system (1.2) and the influence of the delay parameter τ .
In Section 2,we show that the structure of system (1.2) can be represented by a dihedral groupD3. Then in Section 3, using
a local symmetric Hopf Bifurcation TheoremofWu [9],we obtain some important results about the spontaneous bifurcations
of multiple branches of periodic solutions and their spatio-temporal patterns; mirror-reflecting waves, standing waves, and
discrete waves which describe the oscillatory mode of each neuron.
2. D3-equivariant BAM neural network with delay
The linearized system of system (1.2) around (0, 0, 0, 0, 0, 0) is
x˙1 = −ax1 + bx4(t − τ)+ cx5(t − τ)+ cx6(t − τ),
x˙2 = −ax2 + bx5(t − τ)+ cx6(t − τ)+ cx4(t − τ),
x˙3 = −ax3 + bx6(t − τ)+ cx4(t − τ)+ cx5(t − τ),
x˙4 = −ax4 + bx1(t − τ)+ cx2(t − τ)+ cx3(t − τ),
x˙5 = −ax5 + bx2(t − τ)+ cx3(t − τ)+ cx1(t − τ),
x˙6 = −ax6 + bx3(t − τ)+ cx1(t − τ)+ cx2(t − τ).
(2.1)
Let C([−τ , 0],R6) denote the Banach space of continuous map from [−τ , 0] into R6 equipped with the supremum norm
‖ ϕ ‖= sup−τ≤θ≤0 |ϕ(θ)| for ϕ ∈ C([−τ , 0],R6). Let xt = x(t + θ) for−τ ≤ θ ≤ 0. Then system (1.2) can be written as
x˙(t) = Lxt + Fxt (2.2)
with
Lφ = −aIφ(0)+
(
O B
B O
)
φ(−τ),
where B =
(
b c c
c b c
c c b
)
, I is the unit matrix, and
Fφ =

b1φ34(−τ)+ c1φ35(−τ)+ c1φ36(−τ)
b1φ35(−τ)+ c1φ34(−τ)+ c1φ36(−τ)
b1φ36(−τ)+ c1φ34(−τ)+ c1φ35(−τ)
b1φ31(−τ)+ c1φ32(−τ)+ c1φ33(−τ)
b1φ32(−τ)+ c1φ33(−τ)+ c1φ31(−τ)
b1φ33(−τ)+ c1φ31(−τ)+ c1φ32(−τ)

.
To explore the possible (spatial) symmetry of system (1.2), let us consider three compact Lie groups: cycle group S1, the
cyclic group of order 3 Z3 and the dihedral group D3 of order 6, which is generated by Z3 together with flip κ of order 2.
Denote ρ the generator of the cyclic subgroup Z3. Define the action of D3 on R6 by
(ρx)i =
{
x〈i〉3+1, 1 ≤ i ≤ 3,
x〈i〉3+4, 4 ≤ i ≤ 6,
(κx)i =
{
x〈4−i〉3+1, 1 ≤ i ≤ 3,
x〈7−i〉3+4, 4 ≤ i ≤ 6,
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where 〈·〉3 denotes the least non-negative residue module 3, then applying D3 on R6 results in that both L and F of system
(2.2) are D3-equivariant. The characteristic matrix∆(λ) of system (2.2) is given by
∆(λ) = λI − L(eλ · I) (2.3)
and the characteristic equation is
det∆(λ) = [λ+ a± (2c + b)e−λτ ][λ+ a± (b− c)e−λτ ]2 = 0. (2.4)
The distribution of zeros of Eq. (2.4) determines the dynamics of system (2.2). Clearly to study the distribution of zeros of
Eq. (2.4) we only need to study the distributions of zeros of the equation
[λ+ a± (b− c)e−λτ ]2 = 0, (2.5)
and the equation
λ+ a± (2c + b)e−λτ = 0. (2.6)
3. Hopf bifurcations and periodic solutions
In this section, we will study the distributions of zeros of Eqs. (2.5) and (2.6), and thus the dynamics of system (2.2). We
will only investigate Eq. (2.5) and the results for (2.6) follow similarly.
3.1. Equivariant Hopf bifurcation
Consider equation
[λ+ a+ (b− c)e−λτ ]2 = 0. (3.1)
Let iw (w > 0) be a root of (3.1), then plug iw into (3.1) to get
[iw + a+ (b− c)e−iwτ ]2 = 0.
This implies,{
a = −(b− c) coswτ,
w = (b− c) sinwτ.
If |b− c| > |a|, then√(b− c)2 − a2 > 0. Define
w
(1)
0 =
√
(b− c)2 − a2
and
τ
(1)
k =
1
w
(1)
0
[
arccos
−a
(b− c) + 2kpi
]
, k = 0, 1, 2, . . . ,
or
τ
(1)
k =
1
w
(1)
0
[
arcsin
w
(1)
0
(b− c) + 2kpi
]
, k = 0, 1, 2, . . . .
It is clear that±iw(1)0 are purely imaginary roots with multiplicity 2, and the corresponding eigenvectors can be chosen as
q1 = (1, ei 2pi3 , ei 4pi3 , 1, ei 2pi3 , ei 4pi3 )T,
q2 = (1, ei 4pi3 , ei 8pi3 , 1, ei 4pi3 , ei 8pi3 )T,
with q1 = q¯2. It is clear that {q1, q2} is a basis of the eigenspace associated with±iw(1)0 .
Differentiating Eq. (3.1) with respect to τ , we can get(
dRe(λ(τ ))
dτ
)−1∣∣∣∣∣
τ=τ (1)k , w=w(1)0
= a[w
(1)
0 ]2
a2 + [w(1)0 ]2
6= 0,
which means that the transversality condition is satisfied at τ (1)k .
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Let T = 2pi
w
(1)
0
and denote PT the Banach space of all continuous T -periodic functions x : R→ R6. Then applying D3 × S1
on PT results in
(r, θ)x(t) = rx(t + θ), (r, θ) ∈ D3 × S1, x ∈ PT .
Denoting SPT the subspace of PT consisting of all T -periodic solutions of Eq. (2.2) with τ = τ (1)k , then for each subgroup
Σ ⊂ D3 × S1,
Fix(Σ, SPT ) = {x ∈ SPT ; (r, θ)x = x for all (r, θ) ∈ Σ}
is a subspace. Let
V1 =
(
1, cos
2pi
3
, cos
4pi
3
, 1, cos
2pi
3
, cos
4pi
3
)T
,
V2 =
(
0, sin
2pi
3
, sin
4pi
3
, 0, sin
2pi
3
, sin
4pi
3
)T
.
Then SPT = {x1ε1 + x2ε2 + x3ε3 + x4ε4; xi ∈ R, i = 1, 2, 3, 4}, where
ε1(t) = cos(w(1)0 t)V1 − sin(w(1)0 t)V2,
ε2(t) = sin(w(1)0 t)V1 + cos(w(1)0 t)V2,
ε3(t) = cos(w(1)0 t)V1 + sin(w(1)0 t)V2,
ε4(t) = sin(w(1)0 t)V1 − cos(w(1)0 t)V2.
Consider the following subgroups of D3 × S1
Σ1 = {(κ, 1), (1, 1)},
Σ2 = {(κ,−1), (1, 1)},
Σ3 = {(ρ, ei 2T3 )},
Σ4 = {(ρ, e−i 2T3 )}.
We have the following results.
Lemma 3.1. Let Σi, i = 1, 2, 3, 4, V1, V2, and SPT be defined above, then:
(1) Fix(Σ1, SPT ) = {z1 cos(w(1)0 (t))V1 + z2 sin(w(1)0 (t))V1; z1, z2 ∈ R},
(2) Fix(Σ2, SPT ) = {z1 cos(w(1)0 (t))V2 + z2 sin(w(1)0 (t))V2; z1, z2 ∈ R},
(3) Fix(Σ3, SPT ) = {z1ε3 + z2ε4; z1, z2 ∈ R},
(4) Fix(Σ4, SPT ) = {z1ε1 + z2ε2; z1, z2 ∈ R}.
Proof. (1) It suffices to prove that x ∈ Fix(Σ1, SPT ) if and only if κx = x.
Let
x(t) = x1ε1 + x2ε2 + x3ε3 + x4ε4
= x1[cos(w(1)0 t)V1 − sin(w(1)0 t)V2] + x2[sin(w(1)0 t)V1 + cos(w(1)0 t)V2]
+ x3[cos(w(1)0 t)V1 + sin(w(1)0 t)V2] + x4[sin(w(1)0 t)V1 − cos(w(1)0 t)V2],
then
κx(t) = κ[x1ε1 + x2ε2 + x3ε3 + x4ε4]
= x1[cos(w(1)0 t)κV1 − sin(w(1)0 t)κV2] + x2[sin(w(1)0 t)κV1 + cos(w(1)0 t)κV2]
+ x3[cos(w(1)0 t)κV1 + sin(w(1)0 t)κV2] + x4[sin(w(1)0 t)κV1 − cos(w(1)0 t)κV2]
= x1ε3 + x2ε4 + x3ε1 + x4ε2.
Hence κx(t) = x(t) if and only if x1 = x3, x2 = x4, and Fix(Σ1, SPT ) is the span of ε1 + ε3 and ε2 + ε4, and conclusion (1)
follows.
(2) It suffices to prove that x ∈ Fix(Σ2, SPT ) if and only if κx = x(t + T2 ) for all t ∈ R.
Let x ∈ Fix(Σ2, SPT ), then
x
(
t + T
2
)
= x1ε1
(
t + T
2
)
+ x2ε2
(
t + T
2
)
+ x3ε3
(
t + T
2
)
+ x4ε4
(
t + T
2
)
= −x1ε1 − x2ε2 − x3ε3 − x4ε4.
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Hence κx(t) = x(t+ T2 ) if and only if x1 = −x3, x2 = −x4, and Fix (Σ2, SPT ) is the span of ε1−ε3 and ε2−ε4, and conclusion
(2) follows.
(3) It suffices to prove that x ∈ Fix(Σ3, SPT ) if and only if ρx = x(t + 2T3 ).
Let
x(t) = x1ε1 + x2ε2 + x3ε3 + x4ε4,
then
x
(
t + 2T
3
)
= x1ε1
(
t + 2T
3
)
+ x2ε2
(
t + 2T
3
)
+ x3ε3
(
t + 2T
3
)
+ x4ε4
(
t + 2T
3
)
= x1
[
cos
(
w
(1)
0 t +
4pi
3
)
V1 − sin
(
w
(1)
0 t +
4pi
3
)
V2
]
+ x2
[
sin
(
w
(1)
0 t +
4pi
3
)
V1 + cos
(
w
(1)
0 t +
4pi
3
)
V2
]
+ x3
[
cos
(
w
(1)
0 t +
4pi
3
)
V1 + sin
(
w
(1)
0 t +
4pi
3
)
V2
]
+ x4
[
sin
(
w
(1)
0 t +
4pi
3
)
V1 − cos
(
w
(1)
0 t +
4pi
3
)
V2
]
= x1
[
cos(w(1)0 t) cos
4pi
3
V1 − sin(w(1)0 t) sin
4pi
3
V1 − sin(w(1)0 t) cos
4pi
3
V2 − cos(w(1)0 t) sin
4pi
3
V2
]
+ x2
[
sin(w(1)0 t) cos
4pi
3
V1 + cos(w(1)0 t) sin
4pi
3
V1 + cos(w(1)0 t) cos
4pi
3
V2 − sin(w(1)0 t) sin
4pi
3
V2
]
+ x3
[
cos(w(1)0 t) cos
4pi
3
V1 − sin(w(1)0 t) sin
4pi
3
V1 + sin(w(1)0 t) cos
4pi
3
V2 + cos(w(1)0 t) sin
4pi
3
V2
]
+ x4
[
sin(w(1)0 t) cos
4pi
3
V1 + cos(w(1)0 t) sin
4pi
3
V1 − cos(w(1)0 t) cos
4pi
3
V2 + sin(w(1)0 t) cos
4pi
3
V2
]
=
(
x1 cos
4pi
3
+ x2 sin 4pi3
)
ε1 +
(
−x1 sin 4pi3 + x2 cos
4pi
3
)
ε2
+
(
x3 cos
4pi
3
+ x4 sin 4pi3
)
ε3 +
(
−x3 sin 4pi3 + x4 cos
4pi
3
)
ε4.
It follows that
ρx(t) = ρ(x1ε1 + x2ε2 + x3ε3 + x4ε4)
= x1[cos(w(1)0 t)ρV1 − sin(w(1)0 t)ρV2] + x2[sin(w(1)0 t)ρV1 + cos(w(1)0 t)ρV2]
+ x3[cos(w(1)0 t)ρV1 + sin(w(1)0 t)ρV2] + x4[sin(w(1)0 t)ρV1 − cos(w(1)0 t)ρV2]
=
(
x1 cos
4pi
3
+ x2 sin 4pi3
)
ε1 +
(
−x1 sin 4pi3 + x2 cos
4pi
3
)
ε2
+
(
x3 cos
4pi
3
− x4 sin 4pi3
)
ε3 +
(
x3 sin
4pi
3
+ x4 cos 4pi3
)
ε4.
Hence, ρx(t) = x(t + 2T3 ) if and only if x3 = x4 = 0, and Fix[Σ3, SPT ] is spanned of ε1, ε2, and conclusion (3) follows.
(4) It suffices to prove that x ∈ Fix(Σ4, SPT ) if and only if ρx(t) = x(t − 2T3 ). Similar to the proof of (3), we have
ρx(t) = x(t − 2T3 ) if and only if x1 = x2 = 0, and Fix[Σ4, SPT ] is the span of ε3, ε4. The lemma is proved. 
Using Lemma 3.1 and Theorem 4.1 of Wu [9], we have:
Theorem 3.2. Assume that |b − c| > |a|. Fix an integer k such that τ (1)k > 0. Then near τ (1)k there exist three branches of
small-amplitude periodic solutions of system (1.2) with period near 2pi
w
(1)
0
and satisfying:
(1) discrete waves:
xi
(
t ± 2T
3
)
=
{
x〈i〉3+1(t) 1 ≤ i ≤ 3,
x〈i〉3+4(t) 4 ≤ i ≤ 6,
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Fig. 1. Trajectories x1(t), x2(t) and x3(t) of system (1.2).
Fig. 2. Trajectories y1(t), y2(t) and y3(t) of system (1.2).
(2) mirror-reflecting solution:
xi(t) =
{
x〈4−i〉3+1(t) 1 ≤ i ≤ 3,
x〈7−i〉3+4(t) 4 ≤ i ≤ 6,
(3) standing waves:
xi
(
t − T
2
)
=
{
x〈4−i〉3+1(t) 1 ≤ i ≤ 3,
x〈7−i〉3+4(t) 4 ≤ i ≤ 6.
In an analogous way, we can get similar results for the equation
(λ+ a− (b− c)e−λτ )2 = 0
and the dynamics of system (1.2).
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Fig. 3. Periodic solutions separated into two anti-phased curves.
3.2. Common Hopf Bifurcation
The analysis for Eq. (2.6) can be carried out similarly as above. We have:
Theorem 3.3. If |2c + b| > |a|, then the common Hopf bifurcation occurs when τ = τ (i)k , (i = 2, 3, k = 0, 1, . . .), where
τ
(2)
k = 1w(2)0 [arccos
−a
2c+b + 2kpi ], or τ (2)k = 1w(2)0 [arcsin
w
(2)
0
2c+b + 2kpi ] (k = 0, 1, 2, . . .); and τ (3)k = 1w(3)0 [arccos
a
2c+b + 2kpi ], or
τ
(3)
k = 1w(3)0 [arcsin
−w(2)0
2c+b + 2kpi ] (k = 0, 1, 2, . . .) withw(2)0 = w(3)0 =
√
(2c + b)2 − a3.
4. Computer simulation
To illustrate the analytical results found, let a = 1, b = 4, c = 2. Then Hopf bifurcation occurs.
Figs. 1 and 2 show the synchronous periodic orbits.
Fig. 3 shows the periodic solutions separated into two anti-phased curves.
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