THE EFFECTS OF MACROSCOPIC DISORDER IN CONDENSED MATTER SYSTEMS by NAVNEETH RAMAKRISHNAN




FOR THE DEGREE OF
MASTER OF SCIENCE (PHYSICS) BY RESEARCH
AT THE DEPARTMENT OF PHYSICS,




I, Navneeth Ramakrishnan, hereby declare that this thesis is my original work and it
has been written by me in its entirety. I have duly acknowledged all the sources of
information which have been used in the thesis.






The presence of macroscopic disorder in condensed matter systems has been of great
experimental and theoretical interest in recent years. In particular, the electrical conduc-
tivity and the magnetoconductivity (electrical conductivity in the presence of a magnetic
field) are substantially altered due to the presence of macroscopic inhomogeneity. In this
work, we investigate the role of disorder in graphene and Dirac semimetals and treat it
using an Effective Medium Theory (EMT) formalism. The transverse magnetoresistance
(MR) seen in these systems is shown to arise purely as a consequence of the macroscopic
inhomogeneities present. Experimental data from graphene and TlBiSSe are used to make
both qualitative and quantitative comparisons with the theory presented. We also provide
a simple physical intuition that captures the essential physics of disorder induced MR.
Lastly, we compare the EMT to an alternative formalism, namely the Random Resistor




This thesis may only have one author but it would not have been possible without the
help and support of many individuals along the way.
First and foremost, I wish to thank Professor Shaffique Adam for giving me an opportunity
to work several exciting and interesting projects during my time as his graduate student.
His foresight, vision and incredible enthusiasm kept me going, even when the projects
were stuck. I am deeply grateful for his mentorship and working under him has truly
been a pleasure.
I would also like to thank my collaborators, Indra Yudhishtira, Mirco Milliteri, Lai Ying
Tong, Silvia Lara, Jack Hellerstedt, Jinglei Ping and Professor Michael Fuhrer for their
support and guidance on various projects. I also wish to thank the extended community
at the Center for Advanced 2D Materials and the NUS Physics Department for making
my time there enjoyable, challenging and very fulfilling. In particular, I am grateful
to Alex Rodin, Alexandra Carvalho, Derek Ho, Fa´bio Hipo´lito, Joao Rodrigues, Julien
Morin, Keian Noori, Lidia Carvalho, Roland Hablutzel and Vindhiya Prakash for endless
physics and non-physics discussions.






List of Figures xi
List of Publications xiii
1 Introduction 1
1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Outline of Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Theoretical Background 5
2.1 Magnetoresistance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.1 Semi-classical MR . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.2 Homogeneous two channel model . . . . . . . . . . . . . . . . . . 8
2.1.3 Disordered one channel model . . . . . . . . . . . . . . . . . . . . 11
2.1.4 Effective Medium Theory . . . . . . . . . . . . . . . . . . . . . . 15
2.1.5 Analytical two channel model result and the EMT . . . . . . . . . 18
2.2 Impurity scattering and transport . . . . . . . . . . . . . . . . . . . . . . 20
3 Graphene 25
3.1 Introduction to graphene . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2 Theoretical background . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3 Comparison with experiment . . . . . . . . . . . . . . . . . . . . . . . . . 31
4 Dirac Semimetals 35
4.1 Review of Dirac Semimetals . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.2 Hamiltonian and electronic properties . . . . . . . . . . . . . . . . . . . . 36
4.3 Coulomb impurities and Boltzmann conductivity . . . . . . . . . . . . . 38
4.4 Disorder and 3D EMT equations . . . . . . . . . . . . . . . . . . . . . . 40
4.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5 Universality of disorder induced MR 51
ix
5.1 The Random Resistor Network (RRN) . . . . . . . . . . . . . . . . . . . 51
5.2 Comparison with the EMT . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.3 Experimental use . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
6 Conclusion 59
6.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
A Sample EMT code 63




2.1 Schematic diagram of the Hall Effect . . . . . . . . . . . . . . . . . . . . 7
2.2 Simple two puddle model . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Origin of MR in a two puddle model . . . . . . . . . . . . . . . . . . . . 15
3.1 The band structure of graphene . . . . . . . . . . . . . . . . . . . . . . . 26
3.2 Experimental evidence for the presence of disorder in graphene . . . . . . 28
3.3 Experimental MR vs B curves for graphene . . . . . . . . . . . . . . . . . 31
3.4 Dependence of the quadratic MR coefficient of graphene on disorder . . . 32
4.1 Band structure of the Dirac semimetal Cd3As2 . . . . . . . . . . . . . . . 36
4.2 RPA Polarization function in three dimensions . . . . . . . . . . . . . . . 39
4.3 Carrier density fluctuations and formation of puddles in Na3Bi . . . . . . 41
4.4 Conductivity versus carrier density theory curves . . . . . . . . . . . . . 45
4.5 Mobility versus carrier density in TlBiSSe . . . . . . . . . . . . . . . . . 47
4.6 Magnetoresistance in TlBiSSe . . . . . . . . . . . . . . . . . . . . . . . . 48
5.1 The Random Resistor Network of four terminal resistors . . . . . . . . . 52
5.2 The even odd effect seen for finite network sizes in the RRN . . . . . . . 53
5.3 Schematic of the quadratic to linear MR transition . . . . . . . . . . . . 54
5.4 Collapse of the EMT and RRN models onto a single universal curve . . . 55




1. Jinglei Ping, Indra Yudhistira, Navneeth Ramakrishnan, Sungjae Cho, Shaffique
Adam, and Michael S Fuhrer. Disorder-induced magnetoresistance in a two-dimensional
electron system. Phys. Rev. Lett., 113 047206, 2014. [1]
2. Navneeth Ramakrishnan, Mirco Milletari, and Shaffique Adam. Transport and mag-
netotransport in three-dimensional Weyl semimetals. Phys. Rev. B, 92 245120, 2015. [2]
3. Jack Hellerstedt, Mark T Edmonds, Navneeth Ramakrishnan, Chang Liu, Bent Weber,
Anton Tadich, Kane M O'Donnell, Shaffique Adam, and Michael S Fuhrer. Electronic
properties of high-quality epitaxial topological dirac semimetal thin films. Nano Lett.,
16 5 3210, 2016. [3]
4. Navneeth Ramakrishnan, Ying Tong Lai, Silvia Lara, and Shaffique Adam. Uni-






This thesis examines the effects of disorder on conductivity and magnetoresistance in var-
ious condensed matter systems. More specifically, we examine a variety of semi-classical
effects that arise due to the presence of macroscopic spatial disorder in these systems.
The following broad topics are addressed in this work:
The idea of magnetoresistance (MR), where the electrical resistance of a material changes
with an external magnetic field, has been of theoretical and experimental interest for a
very long time. However, despite its age, the many faceted nature of MR means that it is
an extremely important research topic even today with hundreds of papers on the subject
being written each year. Key developments such as the Nobel Prize of 2007 going to the
discovery of giant magnetoresistance [5], technological applications of MR in memory
storage devices and the emergence of MR as a great experimental probe to characterize
materials show that we are far from relegating MR to the textbooks just yet. We examine
various mechanisms that lead to semi-classical magnetoresistance in condensed matter
physics such as the presence of multiple “channels” of charge carriers as well as varying
carrier concentrations and conductivities across a sample. We also derive some simple
physical results that intuitively explain the origin of MR due to disorder.
A second important piece of this story is the development of “effective” models that char-
acterize disorder. Disorder in condensed matter systems consists of two related ideas: The
1
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first is the presence of impurities or defects in a crystal. This breaks the discrete trans-
lational symmetry of the lattice and scattering off of these impurities determines the
magnitude of conductivity in these systems. We will later review the Boltzmann conduc-
tivity formalism which measures the effect of such scattering on the conductivity. There
is a second sense in which a material is said to be disordered and this is macroscopic dis-
order, which is the focus of this thesis. A sample is said to be macroscopically disordered
when it is a composite structure that consists of several regions, and each region has a
uniform and distinct conductivity. As early as the 1930s, Bruggerman [6] had developed
a technique known as the Effective Medium Theory (EMT) to understand and calculate
the effective conductivity of such a composite structure. This work was then refined by
Landauer [7], Stroud [8], Adam [1] and others over the years, including work as recent
as in 2015 [2]. An alternative way to treat this macroscopic disorder was developed by
Parish and Littlewood who proposed the idea of a Random Resistor Network (RRN) that
accurately modeled conductivity in materials such as silver chalcogenides [9]. The sense
in which the two ideas are related is when one considers impurities with long range po-
tentials e.g. charged impurities - these are capable of causing scattering events and also
lead to the formation of macroscopic disorder as we shall see later on.
Finally, we take a close look at two experimental systems in this thesis: graphene and
Dirac semimetals. The discovery of graphene in 2004 [10] marked an important turning
point in condensed matter physics. The dynamics of electrons and holes in graphene
were correctly described by the Dirac equation instead of the Schrodinger equation due
to the linear dispersion relation close to the so-called Dirac points in the band structure
of graphene. Interesting electrical properties such as the universal minimum conductivity,
high mobilities at room temperature and so on evoked much theoretical and experimental
interest in graphene. The three dimensional analogue of the band structure of graphene
was recently discovered in materials such as Na3Bi, TlBiSSe and Cd3As2 which are called
Dirac semimetals or Weyl semimetals in the literature. Experimental work has shown
that disorder plays an important role in determining the electrical properties of both
graphene and Dirac semimetals.
In this work, we shall combine the three topics introduced above to examine the effects
of macroscopic disorder in graphene and Dirac semimetals using the Effective Medium
Theory, both in the absence and presence of an external magnetic field. We shall also
2
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compare the Effective Medium Theory with the alternative Random Resistor Network
formalism.
1.2 Outline of Thesis
This thesis is organized into the following chapters.
Chapter 2: Theoretical Background - This chapter introduces the concept of mag-
netoresistance, including an overview of past and present research in this field. We then
turn our attention to the specific mechanisms of semi-classical MR that are of interest in
this work and elaborate on the theoretical background for these including simple intuitive
models and the full EMT approach. Lastly, we introduce the Boltzmann equation within
the relaxation time approximation to calculate conductivity, which then serves as the
input to the EMT.
Chapter 3: Graphene - In this chapter, we introduce graphene and focus on the low
energy physics near the Dirac points. We then show experimental evidence of disorder
in graphene that justifies the use of the EMT. Using the Boltzmann conductivity as the
input, we calculate the magnetoresistance and compare it with experimental samples. In
particular, we examine the quadratic coefficient of magnetoresistance and how this low
field MR persists due to disorder, even in a one channel model. The results here have
been published in Ref. [1].
Chapter 4: Dirac semimetals - After an introduction to the relatively new field of
Dirac semimetals, we derive the basic electronic properties of these materials from the
low energy Hamiltonian. We then derive the Boltzmann conductivity and discuss how to
treat the screening of charged impurities by the carriers. Finally, we show experimental
evidence for the presence of disorder and therefore introduce the 3D EMT equations here.
We compare both conductivity and MR with experimental results in TlBiSSe. The results
here have been published in Ref. [2] and Ref. [3].
3
Chapter 1 - Introduction
Chapter 5: The Random Resistor Network and the Effective Medium Theory
- We introduce the concept of the Random Resistor Network developed by Ref. [9] and
compare it with the EMT. We discover that the MR vs B curves of the two models, when
appropriately scaled, collapse onto a single universal curve. The equivalence of these two
models and its consequence to experimentalists is briefly discussed. The results here have
been published in Ref. [4].
Chapter 6: Conclusion - We summarize the key findings contained in this thesis and





Magnetoresistance (MR) is defined as the change in electrical resistance due to the ap-





Here, ρ(B) is the electrical resistivity at a given magnetic field B. Magnetoresistance
remains an extremely active research topic with hundreds of papers being written every
year. There are so many mechanisms that lead to interesting MR effects that it is futile
to attempt to capture it all. We give a brief overview following Ref. [11] on a possible
classification of MR although the list here is not exhaustive.
Ordinary magnetoresistance (OMR) refers to the most common type of MR and was
discovered by Lord Kelvin. This is a result of carriers being deflected due to the classical
Lorentz force and we shall discuss this in detail in Sec. 2.1.1. OMR is always positive
and can be observed at high temperatures due to its classical origins whereas a lot of the
other quantum MR mechanisms are washed out by temperature.
5
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Anisotropic magnetoresistance (AMR) was also first discovered by Kelvin [12] and strongly
depends on the angle made by the magnetic field with the electric current. Electrical re-
sistance is maximized when the two fields are parallel in contrast to OMR where the
MR is zero when the two fields are parallel. The mechanism behind AMR is a com-
bination of spin orbit interaction and d-band splitting [13, 14] although there may be
material dependent properties including the dimensions of the sample that contribute to
this effect.
Thin film structures that consist of magnetic and nonmagnetic conducting layers result in
giant magnetoresistance (GMR) [15, 16]. The key mechanism here is the spin dependent
scattering of electrons due to the alignment of the magnetization of adjacent magnetic
layers. The magnetization alignment of the two layers can be controlled using an external
magnetic field. Transition metals such as Fe, Co and Ni are ideal candidates to observe
GMR due to the large energy gap between the spin up and spin down 3d bands. The
discovery of GMR by Fert and Grunberg was awarded the 2007 Nobel Prize and this
phenomenon is the basis of magnetic field sensors, which are used in electronic devices
such as microelectromechanical sensors, hard disks etc [17].
Yet another quantum mechanical MR mechanism is tunneling magnetoresistance (TMR) [18–
20]. In this case a pair of electrodes are separated by thin insulating barrier and the mag-
netization of the electrodes is fixed by an external field. When the two electrodes have
parallel magnetization, the probability of tunneling is much higher and the resistance is
therefore much lower. This yields an on state and an off state with very low resistance
and very high resistance respectively, that can be controlled by the external field.
A currently unexplained mechanism of MR is the one that leads to colossal magnetoresis-
tance (CMR). In certain manganite perovskites, one finds that the resistance can change
by several orders of magnitude. Current hypotheses suggest that the reason could be the
interplay between electron phonon coupling and a magnetic phase transition but the full
quantitative understanding remains a topic of current research.
The banner of MR also includes phenomena such as weak localization (WL) and weak
anti-localization (WAL) which occur due to quantum interference [21] of the electron’s
possible paths around a magnetic impurity. This manifests itself only at low temperatures
and can also lead to negative MR. Other mechanisms for negative MR include magnetic
6
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transitions brought on by heat treatments on certain materials [22] and possibly electron-
electron interactions [23, 24]. At very high magnetic fields, where quantization leads to the
formation of Landau levels, one again comes across interesting MR physics. Abrikosov’s
quantum magnetoresistance [25] is a type of MR that occurs in gapless semiconductors
in the Landau level regime. Similarly, the Shubnikov - de Haas (SdH) effect is also seen
in this regime.
2.1.1 Semi-classical MR
Given that there are so many different MR mechanisms, it may seem surprising to restrict
ourselves to one. However, for the materials we are going to consider, we only need to
concern ourselves with OMR that occurs due to transverse magnetic fields. While it is
possible to observe longitudinal magnetoresistance, SdH oscillations, WL and WAL and
so on in graphene [26] and Dirac semimetals [3, 27], these effects either require very high
magnetic fields or low temperatures. In the absence of these conditions, the transverse
OMR remains dominant [1, 3, 27] and this shall be the focus of the remaining chapters.
Figure 2.1: The applied magnetic field produces a Lorentz force that initially deflects
electrons. However, in the steady state, the Hall field precisely cancels out the Lorentz
force giving no MR. Image courtesy Ref. [28]
The OMR we consider is referred to as semi-classical because it arises where the MR
mechanism itself is classical while the conductivity of the sample may be calculated
through semiclassical approaches such as the Boltzmann formalism.The cause of semi-
classical MR is fundamentally due to the Lorentz force that deflects moving charge carriers
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from their path. A well known example of transverse MR (although in this case, the MR
is identically zero in the steady state) is the Hall Effect which is schematically described
in Fig. 2.1. In this case, the build up of electrons along the edge of the sample due to the
Lorentz force results in a Hall field. The Hall field in the steady state precisely cancels the
Lorentz force thereby resulting in no more deflections in the path of the charge carriers and
therefore, no observable MR. However, the Hall effect assumes a homogeneous sample.
Various types of disorder can lead to deviations from the Hall Effect results and these
will be elaborated below.
2.1.2 Homogeneous two channel model
Assume the same physical situation shown in Figure 2.1. Now, we consider the case where
both electrons and holes are present in the sample.
We enforce the steady state conditions where the current along the x direction must take a
constant value and the current along the y direction is zero at any point on the conductor.
The only solution to this is for each carrier to travel in straight lines at constant velocity.
We assume angles θ and φ for the angle that the velocities of the electrons and holes
respectively make with respect to their zero field trajectories. They must satisfy the
equilibrium condition dv
dt
= 0 since this is a steady state.
Let the electron concentration be ne and hole concentration be nh. We can define con-














Note that in the situation corresponding to Figure 2.1, Ex is simply the applied electric
field while Ey is the Hall field that arises in the sample due to the magnetic field. Consider
the dynamics of the carriers due to the electric and magnetic fields and a drag force.
Solving for dv
dt
= 0, the steady state, we have the following form for the conductivity



















Here, µ is the mobility (which is determined by the drag force due to collisions) and
is assumed equal for both electrons and holes, e is the electronic charge and B is the
applied magnetic field in the direction shown. Now, we enforce the steady state condition
J totaly = 0. Thus, we have












0 = (ne + nh)Ey − (ne − nh)µBEx
Ey = αµBEx.
Here, α = n
e−nh
ne+nh
. We now have the Hall field in terms of the applied electric field and B.
We now look at θ and φ.
Using the previous result, we can express Jey and J
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Without loss of generality, we assume (for the rest of this paragraph) that ne ≥ nh i.e.
0 ≤ α ≤ 1. We see that while the magnitude of θ goes from 0 to pi
2
, the angle φ can
go from 0 to pi. This is because the denominator of that fraction changes sign as we
increase B. In other words, for a sufficiently large magnetic field, the minority charge
carriers reverse direction and travel against the force applied by the electric field. The
saturation value of the magnetoresistance will be shown to be the case when φ = pi. Now,













Since |α| ≤ 1, we always see that Jx(B) ≤ Jx(0) i.e. we have MR. Note that we recover
the result of the Hall effect (i.e. no change in Jex with B) in the case of α = 1. In the
limit of µB  1, assuming α 6= 0, we get the saturation value
Jex = n
eeµαEx. (2.9)






Note that we recover the result of the Hall effect (i.e. no change in Jhx with B) in the








The Taylor expansion of MR clearly has no linear term in B. The first nonzero coefficient
of MR is the quadratic coefficient and it goes as A = (1 − α2). In the limit of µB  1,
assuming α 6= 0, we get
Jhx = −nheµαEx. (2.12)
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Clearly, under high B field, there is a saturation value for the magnetoresistance that is
independent of B. Note also that the reversal in the sign of Jx for the minority charge
carrier is clearly seen here. In total we have
J totalx = (n
e − nh)eµαEx. (2.13)
Finally, if α = 0, that is if the electron and hole concentrations are equal, we get J totalx → 0
as µB  1. Thus, the magnetoresistance does not saturate in this case.









(−1 + α)µBEx. (2.15)
Indeed, J totaly = 0 for all B and this is merely the steady state condition that was imposed.
In summary, we see that the presence of a second channel of a charge carrier with a
different sign resulted in magnetoresistance that was saturating (except in the special
case of ne = nh).
2.1.3 Disordered one channel model
In this section, we take a slightly different type of disorder into account. Section. 2.1.2
assumed homogeneous carrier concentrations but with two types of carriers in the entire
sample. Now, we shall assume spatial variations of carrier concentration in the sample.
In the literature, this type of spatially varying carrier concentration is called “puddling”.
We shall assume a single type of charge carrier (say electrons) and that we have two
puddles with charge concentrations n1 and n2 and the two puddles are arranged as shown
in Figure. 2.2. The argument that follows can be easily adapted for more regions but the
11
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aim here is to build the intuition before using the Effective Medium Theory for a proper
treatment.
Figure 2.2: Assume a sample with two different carrier concentrations of electrons
in two regions. The magnetic field is out of the plane of the sample and the applied
electric field is along the x direction as shown.
In the presence of a magnetic field through the plane of the sample, the velocity of the














Note now, that the Ex is the local electric field in that region and is different from the


















(1 + µ2B2) + µBEy2 . (2.18)
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Now, we enforce the second steady state condition J totaly = 0. Thus, we have,
















We assume a solution where Ey is independent of n, i.e. it is a global parameter that
only depends on the electron build up at the edge that produces the Hall field. This is
consistent with the idea that the charge buildup along the edge is uniform and that there
cannot be clusters of charge at the edge. Using (2.17) and (2.18), we get
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To calculate Jx in terms of J0, the zero field current, we realize that the electric field
across the sample may be redistributed over the puddles but the net change in electric
field due to the applied B field must be zero, since the total voltage across a sample
cannot change due to a magnetic field. Thus, we have from (2.21) and (2.22)
Ex1 (B = 0) + E
x
2 (B = 0) = E
x



















































J0 = Jx(1 + α
2µ2B2).
For small B, we do a Taylor expansion and find our final result to be
Jx = J0(1− α2µ2B2). (2.26)
Again, there is no linear coefficient in B when we do a Taylor expansion of MR. As
this result will be of significance later, we draw attention to the fact that unlike the two
channel model, the MR in the disordered one channel model shows a quadratic coefficient
A that goes as






Thus, we see the origin of magnetoresistance from a simple two puddle model.
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n < n n > n 
n < n n > n 
e 
Figure 2.3: Consider two regions where the carrier density is larger and smaller than
the average carrier density of the sample respectively. The effect of a magnetic field
is to introduce a component of the Lorentz force against the direction of travel of the
electrons in both regions. This is the origin of magnetoresistance in a simple two puddle
model. Image from Ref. [1]
Figure 2.3 illustrates the result that we have derived. Essentially, the electrons in the
case of the Hall effect had a Lorentz force that was precisely balanced by the Hall field.
However, now, the Lorentz force varies between regions (due to different carrier drift
velocities) and hence, the global Hall field cannot balance the locally varying Lorentz
force anymore - it can only do so in an averaged sense. Thus, the electrons travel in a
zigzag fashion and this causes a component of the Lorentz force to act against the drift
velocity, in both regions. The result is a net decrease in drift velocity and this is seen as
magnetoresistance.
2.1.4 Effective Medium Theory
We now have the intuition behind why disorder leads to MR. The formalism to tackle
such macroscopic disorder is the Effective Medium Theory. It has been refined over the
15
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years including by the present author and we give a brief derivation following Ref. [29]
for the two dimensional case.
Consider a two dimensional sheet of material which is a composite of N areas each with
conductivity σi, where i = 1, · · · , N . The area fraction of the ith puddle is denoted by fi.
We wish to calculate the effective conductivity of this sheet. Each puddle is thought to be
embedded in a homogeneous effective medium that has some conductivity σE which is yet
to be determined. The applied electric field is ~E0. We first work out the electric field ~Ei
inside each puddle. The self consistency condition for the EMT is the simple requirement




fi ~Ei = ~E0. (2.28)
Each puddle is treated individually and is assumed to be embedded in the same effective
homogeneous medium of conductivity σE through which the electric field is ~E0. Consider
the ith puddle embedded in the effective medium. For simplicity, we assume that all
puddles are circular of some radius a and we now work out ~Ei. ~E0 = E0~ex is the applied
electric field. Assuming that the puddle possesses a uniform polarization (i.e. dipole
moment per unit area) ~M pointing in the same direction as the external field, so that
~M = M~ex, it is a well known result of electrostatics that the electric field outside the





2( ~M · ~er)~er − ~M
]
, (2.29)







The total field outside (r > a) in polar coordinates is obtained by taking the ~er compo-
nents,
EE,r(r, θ) = E0,r + Epol,r (2.31)
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and the potential is






Next, we consider the field inside the puddle. With the ansatz that the field inside is
proportional to the externally applied field ~E0, we get




Ui(r, θ) = −CE0r cos(θ). (2.34)
At the boundary, we have
UE(a, θ) = Ui(a, θ) (2.35)
and
σEEE,r = σiEi,r. (2.36)




















where Ei is the magnitude of ~Ei.





E0 = E0. (2.40)
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After some algebra, we obtain
N∑
i=1
fi · σi − σE
σi + σE
= 0. (2.41)
A similar derivation for three dimensions can be found in Ref. [8] and the general result
for D dimensions is
N∑
i=1
fi · σi − σE
σi + (D − 1)σE = 0. (2.42)
This approach assumed a discrete number of puddles. One may easily change the sum to
an integral to obtain the EMT used by Adam and others [1]. Now, our sample is assumed
to have some conductivity that is a function of the local carrier density, n. Negative n




σ(n) + (D − 1)σE = 0. (2.43)
P (n) is assumed to be a Gaussian and is given by









Note that in order to use the EMT in the presence of magnetic fields, we only need to
modify the local conductivity in each region σ(n) with σ(n,B).
2.1.5 Analytical two channel model result and the EMT
While the EMT result is numerical, there is one useful case where an analytical result
can be expressed in notation of the EMT formalism. Consider a two channel model with
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A Taylor expansion of ρxx in B gives
ρxx(B) = ρxx(0)[1 + (1− α2)(µB)2 + ...]. (2.47)
The coefficient of the quadratic µB term is called A. That is A = (1 − α2). We shall
now express A in terms of n0 and nrms from the continuous EMT model. Note that we
are ignoring the effect of spatial variation here and are using the two channel result to








































That is, the magnetoresistance coefficient A is given by
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2.2 Impurity scattering and transport
In this section we derive the transport scattering time which can be used to obtain the
Boltzmann conductivity. We follow the derivation done in Chapter 13 and 16 of Ref. [31].
Firstly, we note that the discussion that follows happens for electrons in some band n,
at position r and at some time t. We shall assume that the electrons scatter within the
same band (a condition that elastic scattering will later impose anyway) and we suppress
the position and time variables for ease of notation.
The probability that an electron with wave vector k will scatter into some phase space





Here, Wk,k′ depends on the scattering mechanism. Electrons are assumed to undergo a
collision with a probability dt/τ(k). The probability of k′ being unoccupied is merely
1 − g(k′), where the local non-equilibrium distribution function is g(k). The transition







Wk,k′ [1− g(k′)]. (2.55)
The change in the local non-equilibrium distribution function due to electrons being













Similarly, we also have electrons being scattered into the volume around k. These origi-
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[Wk,k′(1− g(k′))g(k)−Wk′,k(1− g(k))g(k′)] . (2.58)
Note that using the relaxation time approximation for the same collisions with g0(k, r, t)









Using Fermi’s Golden Rule, we can show that for elastic scattering off an impurity with
a symmetric potential U and a concentration of nimp impurities, we have
Wk,k′ = Wk′,k =
2pi
~
nimpδ(Ek − Ek′)| 〈k|U |k′〉 |2. (2.60)
It is also known (but we shall not derive it here) that when the energy Ek only depends on
magnitude k of k, the distribution function that is a valid solution to the Boltzmann equa-
tion takes the form g(k) = g0(k) + a(E).k . Within the relaxation time approximation,





Wk,k′(k− k′) = 1
τ(k)
a(E) · k. (2.61)
Recalling that the magnitudes of k and k′ are equal we now impose that the scattering








Wk,k′(1− kˆ · kˆ′). (2.62)







| 〈k|U |k′〉 |2(1− cos θ)δ(Ek − Ek′). (2.63)
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Next, we consider the semiclassical equations of motion for an electron in the absence of
collisions. We have the force F(r,k) due to the electric field E and the Lorentz force due
to the magnetic field B
r˙ = v(k) (2.64)
~k˙ = −e (E + v ×B) = F(r,k).
Since the evolution is well defined, the solution to this tells us how the distribution
function must evolve







Any additional changes must be due to collisions that remove or add electrons from/to
the state (r,k). Thus, we have





















+ v · ∂
∂r





Within the relaxation time approximation, if we consider no magnetic field (we shall add
the magnetic field using the Lorentz force to the current later), static electric field E, and
uniform temperature, the solution to the Boltzmann equation is






Here f(E) is the Fermi distribution at energy E . The number of carriers can be worked
out from the density of states, ν(E), and the probability of occupancy g(E(k)). The
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We also have J = σE and we ignore the equilibrium part of g(k) in Eq. (2.68) since
it does not contribute to the conductivity. Assuming isotropic σ, we then obtain the











Finally, we observe that at zero temperature, the Fermi function is merely a step function
and hence, its derivative is merely a delta function that picks out the Fermi energy EF in




v2Fν(EF )τ(EF ). (2.71)





3.1 Introduction to graphene
Graphene is a two dimensional allotrope of carbon where sp2 hybridized carbon atoms
are packed in a hexagonal honeycomb pattern. Since the seminal experimental work of
Novoselov and Geim [10] that isolated graphene sheets of atomic thickness, graphene has
become a major research area in condensed matter physics. There is an immense amount
of work that has already been done and is currently being done on graphene and we point
the reader to several excellent reviews [33, 34] for further details and references. The
mechanical [35], electronic [32], chemical [36] and optical [37] properties are all uniquely
interesting but we shall focus only on the electronic properties that are of relevance to
this chapter.
Significantly before experimental efforts to isolate graphene, P.R. Wallace used the tight
binding approximation to calculate the band structure of graphene [38] and discovered
several unusual properties as shown in Fig. 3.1. In particular, the existence of the so-
called Dirac points where the conduction and valence band touch has been the focus of
much investigation. At low energies around the Dirac points, the charge carriers behave
as massless fermions and their dynamics are prescribed by the Dirac equation instead of
the massive equivalent - the Schrodinger equation. The linear energy momentum relation-
ship results in a constant density of states and a constant Fermi velocity. Additionally,
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Figure 3.1: The band structure of graphene calculated using the tight binding method
shows touching bands at the six non-equivalent points in the Brillouin zone. At low
energies, the zoomed image shows the conical dispersion due to the linear energy mo-
mentum relation. This property results in the electrons behaving as massless Dirac
fermions. Image from Ref. [33]
graphene shows extremely high mobilities at room temperature which have made it an
excellent candidate for various technological applications.
In this work, we consider graphene on a substrate with charged impurities on the sub-
strate. The impurities are present at some distance d from the graphene sheet and the
effective fine structure constant of graphene on a particular substrate, αeff , is what deter-
mines the extent to which the impurity potential causes scattering of the charge carriers.
In addition to scattering, the random impurity positions also lead to a random induced
carrier density across the sample i.e. macroscopic inhomogeneity. The essential idea here
is that the random spatially varying impurity potential is screened through the induced
carriers and hence, the induced carrier concentration is also random and spatially varying.
Therefore, the use of the EMT is the required to calculate the conductivity.
3.2 Theoretical background
We shall not explicitly derive the Boltzmann conductivity of graphene here. It is well
known [32] that the form σ = neµ where µ is independent of carrier density is the right
ansatz for the conductivity. In order to make a comparison with the experiment, we take
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the zero field conductivity results and fit µ using the parameters d, nimp and σs which are
the effective distance of the charged impurities from the graphene sheet, the concentration
of the charged impurities and the contribution of short range scatterers respectively.
The Boltzmann conductivity of σ = neµ implied that the conductivity of graphene would
be zero at the Dirac point where n = 0. However, actual experimental results found
that this was not the case [10]. The reason for this was eventually shown to be due
to disorder [32] which resulted in an effective minimum n that will be referred to as
n∗. Indeed, experimental confirmation of the presence of puddles was done by STM
measurements in Ref. [39] which showed that fluctuations around the Dirac point ensured
that the local Fermi energy was never precisely zero. This experimental result is shown
in Fig. 3.2. With this in mind, we apply the effective medium theory to graphene.
























Using Eq.(2.42), with D = 2, we have∫
dn P [n, n0, nrms]
(σˆ(n)− σˆE)(
Iˆ2 + Iˆ22σˆExx (σˆ(n)− σˆE)
) = 0, (3.4)
Note that to go from Eq.(2.42) to Eq.(3.4), one needs to introduce the concept of a
depolarization tensor [40]. Eq. (2.42) was done assuming scalar conductivities but when
we change to a conductivity matrix, this is the appropriate generalization and implicitly
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Figure 3.2: The first panel shows the spatially varying carrier concentrations in
graphene where blue regions correspond to holes and red to electrons. Zero density
regions are marked in black. The histogram in the second panel is the carrier density
distribution that should be used in the EMT. Image from Ref. [39]
assumes circular puddles. Note that in the case where σxy = 0, we recover Eq. (2.42).
Thus, we have from Eq. (3.2) and Eq.(3.4)∫
dnP [n, n0, nrms]
σ2xx[n]− (σEMTxx )2 + (σEMTxy − σxy[n])2
(σEMTxx + σxx[n])






dnP [n, n0, nrms]
σxy[n]− σEMTxy
(σEMTxx + σxx[n])
2 + (σEMTxy + σxy[n])
2
= 0. (3.5b)
A simplified version of the EMT code that shows how Eq. (3.4) is solved is shown in
Appendix A. The full expansion of the equations yields some important insights. The
EMT equations in any dimension D consist of two equations that take the form∫









where we F (a, b, c, d) is a function that has terms of the same degree in both the numerator
and the denominator. For example, in two dimensions, we have
F =
σ2xx[n]− (σEMTxx )2 + (σEMTxy − σxy[n])2
(σEMTxx + σxx[n])
2 + (σEMTxy − σxy[n])2
. (3.7)












2/2n2rms . Changing variables to x˜ = x/nrms















Note that we are only allowed to change variables due to the zero on the right hand
side and the properties of F . We cannot change n to n˜ for the µ(n) associated with
a B term yet. However, if µ(n) ∼ n0, then one may note that the solution of the two
integral equations for the EMT conductivities can only result in σ˜EMTxx and σ˜
EMT
xy that are
functions of n˜0, µ and B. This also implies that the magnetoresistance is also a function
of only n˜0, µ and B.
Since µ is indeed a constant with respect to carrier density in graphene, one may rescale
the magnetic field to obtain a dimensionless field b = µB. That is MR = MR(n˜0, b)
which means that the the MR dependence on disorder can only be through the ratio
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of n0 and nrms. We remark in particular (since we shall use this result later), that the







Finally, we need to obtain the value of nrms in P (n, n0, nrms). The minimum conductivity
at zero magnetic field is purely a function of disorder. It corresponds to an effective carrier
density n∗. The Fermi energy of graphene goes as E = ~vFkF sign(n) with kF =
√
pi|n|.
This energy is equal to the root mean square of the potential energy due to the impurities
present. We have





Finally, we wish to connect n∗ with the fluctuations in carrier density nrms that will be
used in the EMT. In principle, one cannot assume that n follows a Gaussian distribution
but in practice, this yields sufficiently accurate results. With V (r) being equivalent to
the local E(r) i.e. V (r) ∼√|n(r)|sign(n), we have



































In the last step, we have used Eq. (3.11). The value of n∗ is obtained from the fit to
σmin = n
∗eµ, where σmin is the zero field minimum conductivity observed in a graphene
experiment. From here, we obtain Vrms and subsequently, nrms.
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3.3 Comparison with experiment
We now apply the theory developed to experiments performed by our collaborators.
Three samples of chemical vapor deposition (CVD) graphene and one sample of exfo-
liated graphene were used. Details regarding the experimental procedure can be found
in Ref. [1] but are not relevant to the discussion here and are hence omitted. The zero
field measurements yielded mobility values of 8300 cm2/V s, 8100 cm2/V s, 10700 cm2/V s
and 18200 cm2/V s respectively and the conductivity is now fixed for a given carrier den-
sity. The carrier density could be varied using a back gate. Finally, the values of n∗ for
each sample were obtained using the minimum conductivity observed as the samples were
tuned through the Dirac point using the back gate.
Figure 3.3: MR vs B curves for three different CVD samples with different gate
voltages (leading to different values of n0) are shown. The carrier densities of each
dataset is given on the right. Solid fit lines using Eq. (3.13) are also shown where γ is
a fit parameter. Image from Ref. [1]
We now turn to the MR results which are of interest to us. The transition from quadratic
to linear MR was observed and for sufficiently low values of B, the resistivity takes the
form ρxx(B) = ρxx(0) [1 + A(µB)
2]. The dimensionless parameter A is the quadratic
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coefficient of magnetoresistance that we discussed in Eq. (3.10). The entire range of MR
can be fitted to a previously known phenomenological formula given by Ref. [41]. We
have
ρxx(B) = ρxx(0)





where γ is a fit parameter. This is shown along with the experimental data in Fig. 3.3.
Focusing on the low field regime, we consider the following explanations for the MR. The
first is that of a two channel model where we use Eq. (2.53). This has been discussed
earlier but the essential point is that it takes into account the disorder contribution due
to the presence of electrons and holes that are assumed to be distributed homogeneously
throughout the sample. A more primitive form of the EMT equations developed here
existed in the literature due to Stroud [40]. While this also assumes two types of charge
carriers, it considers macroscopic regions that consist of only electrons or only holes of
fixed carrier concentration. We can cast it as a specific case of Eq. (3.5) with P (n, n0, nrms)
being a double delta function instead of a Gaussian distribution. This model is called
the Area Fraction EMT since the only number that matters is the fraction of the sample
area that is covered by electrons (the remainder is covered by holes).
Figure 3.4: The quadratic coefficient is plotted against the disorder parameter
n0/nrms. It is observed that n0 and nrms are indeed not independent parameters.
The two channel curve uses Eq. (2.53) and the Area Fraction EMT uses the model of




As we see in Fig. 3.4, the experimental data confirms that despite using a wide range
of n0 and nrms, only the ratio n0/nrms is relevant to understand the physics. Next, we
note that both the two channel model and the area fraction models incorrectly predict
that the MR dies away rapidly for large n0/nrms. Only the EMT correctly predicts the
persistence of disorder induced MR, even in a one channel model - a case that had been
previously dismissed as equivalent to the classical Hall effect and therefore uninteresting.
Finally, we remark that Ref. [42] had solved this EMT model analytically at the Dirac
point to show A = 1/2. Further away, the solution is numerical but is observed to follow





. At this point, we recollect that this is exactly what we
had expected from our intuitive understanding of disorder induced MR. Indeed, Eq. 2.27,






4.1 Review of Dirac Semimetals
The spectacular success of graphene spawned the search for higher dimensional analogues
with the same band structure. Broadly defined, Dirac semimetals are materials with gap-
less band structures and linear dispersion about the Dirac points with carrier momentum
now being allowed in all three dimensions instead of two as in the case of graphene. The
band structure of a Dirac semimetal including the linear dispersion at low energy is shown
in Fig. 4.1.
Theoretical interest in this field only started in the early part of this decade [44–46] and
experimental confirmation of the presence of Dirac points in Cd3As2 [47–49] TaAs [50]
and TlBiSSe [51, 52] followed soon after. We refer the reader to Ref. [53] for a review on
candidate materials with the requisite band structure.
Much work has been done in recent years to characterize the electronic properties of
Dirac semimetals. This includes scattering due to different impurity potentials [54],
quantum transport [55], thermoelectric properties [56], temperature dependent conduc-
tivity [57], quantized MR [58], diffusive transport [59] and the effects of electron-electron
interactions [60]. We investigate the transport and magnetotransport properties of 3D
Dirac semimetals with randomly distributed bulk Coulomb impurities. As in the case
of graphene, the charged impurities are responsible for both scattering that regulates
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Figure 4.1: The figure shows a schematic of the band structure of Cd3As2 based on
ab initio calculations showing two Dirac points at k+ and k−. Here, k⊥ refers to any
direction perpendicular to kz. Reminiscent of graphene, one obtains a linear dispersion
relation for low energies near the Dirac point. Image from Ref. [43].
the Boltzmann conductivity and induction of local carrier density fluctuations due to
screening.
4.2 Hamiltonian and electronic properties
We start with the low energy band structure for Dirac semimetals. They are characterized
by linear dispersion about the so-called Dirac points, in a manner reminiscent of graphene,
except for the fact that the dispersion now occurs in three dimensions. The Hamiltonian
of the system about these points is given by
H = ~ ı vF σ · ∂r. (4.1)
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cos θ sin θeiφ
sin θe−iφ − cos θ
)
. (4.2)
Here, the angles θ and φ represent the angles made by the σ vector and ∂r = k vector.
Note that the case of θ = pi/2 restricts the allowed carrier momentum to two dimensions
only and that is in fact the graphene Hamiltonian. Next, we can work out the eigenvalues







The density of states is derived as follows. The energy dispersion is given by E = ~vFk.
The quantization of k in a cube of length L only allows kx = 2pinx/L, ky = 2piny/L and



























The total number of charge carriers is given by the integral of the density of states and
the probability of occupancy which we obtain from the Fermi distribution. Note that all
our results in this chapter are done at zero temperature and thus, we simply have a step
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In the remainder of this chapter, we will take degeneracy g = 4 due to spin degeneracy
and due to the presence of two Dirac points in the band structure for the materials we
consider. In Eq. (4.1), we may add an impurity potential, U(r − Rj) and treat it as a
perturbation.
∑
j U(r−Rj) is the total screened potential seen by an electron at position
r due to charged impurities at positions Rj. In this thesis, we consider screened Coulomb
impurities.
4.3 Coulomb impurities and Boltzmann conductivity
The simplest expression for the screened Coulomb potential is the Yukawa like potential
as given below, where the usual potential has an exponential screening associated with




Let k and k′ be the incoming and outgoing momenta of a scattered electron. Then
q = k− k′ is the transferred momentum. The potential corresponding to this scattering
in momentum space only depends on the magnitude of q and is given by the Fourier













































kF [61], where αeff =
e2
~vF κ




is the unscreened potential.
A better approximation of the screening is the Random Phase Approximation (RPA). Its
derivation is beyond the scope of this thesis [62] and we simply use the result. Here we
have (q) = κ(1 + V (q)Π˜(q/2kF )ν(EF )), where Π˜(x) is the ratio of the RPA polarization
function and the density of states, and is given by the sum of two components: a vacuum



















A plot of Π˜(q) is shown in Fig 4.2.
Figure 4.2: The ratio of the polarization function and density of states plotted with
respect to q with a momentum cutoff of δ = 10
One notices that the Thomas Fermi approximation essentially takes Π˜(q) = 1 i.e. the
Thomas-Fermi result is merely the linearized RPA and ignores the contribution of the
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vacuum part. It is only valid in the regime of q  kF [31] but has been sufficient in
the case of graphene, for example [32]. In three dimensions, the vacuum polarization
function is divergent and needs an ultraviolet momentum cutoff ∆, where in Eq (4.11),
δ = ∆/2kF . Although the transport results could, in principle, depend on the choice of
this cutoff, in practice this is not the case. We use δ = 10 for the results shown.
The Boltzmann transport equation is given by Eq. (2.63). We recall that the assumption
of elastic scattering ensures that only intraband scattering is allowed. From Eq. (4.3), we
have
〈ψk|ψ′k〉 =










V (|k− k′|)2 1− cos
2 θ
4
δ(Ek − Ek′). (4.13)
The Thomas-Fermi screening approximation for U(q) allows us to express the conductivity




















where H(z) = (z2 + 1/2) log(1 + z−2)− 1.
4.4 Disorder and 3D EMT equations
We now have the conductivity of a homogeneous Dirac semimetal. However, we had
predicted that random Coulomb impurities would lead to the presence of macroscopic
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disorder and hence fluctuations in the conductivity. STM measurements from experiments
on Na3Bi showed that this was indeed the case [63].
Figure 4.3: Experimental evidence for fluctuations in carrier density due to the pres-
ence of random impurities i.e. macroscopic disorder in Na3Bi. Image from Ref. [63]
The self consistent ansatz for macroscopic disorder works as follows: Fluctuations in the
average unscreened impurity potential lead to variations in the density of local induced
carriers that screen the potential. This yields a relationship between the fluctuations in
the carrier density and the fluctuations in the screened potential V (r). First, we derive
the fluctuations in the screened potential following the argument in Ref. [64] but in three
dimensions. Let there be Nimp impurities located at position ri with some probability
P (ri). If each impurity has a screened potential V (ri) at some arbitrarily defined origin
(note that the potential only depends on the magnitude of ri), the average potential at
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We also note that if P (r) is independent of r i.e. the impurities are isotropic and uniformly
distributed on the sample, then we have P (r) = 1
L3
.∫

















V˜ (q = 0)
L3
.
Here we recall that V˜ (q) is the Fourier transform of the potential. We have swapped the
order of integration in the second line and identified the delta function from the position
integral. With the assumption that the impurities are uncorrelated, we may separate the
terms of Eq. (4.16)




i.e. the impurity concentration. Next we take a look at the square of






V (ri)V (rj) (4.19)






Now, we consider terms of the form∫

























We have again assumed that P (r) = 1
L3
and used the fact that V (q) = V (−q) for Coulomb
impurities. Substituting this back into Eq. (4.19) and assuming uncorrelated impurities
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again, we can separate the terms to obtain
〈V 2〉 − 〈V 〉2 = nimp
2pi3
∫
dq |V (q)|2. (4.21)
Next, we note that 〈V 2〉 − 〈V 〉2 defines the shift in the Fermi energy due to fluctuations
of the impurity potential. The associated carrier density (which also corresponds to the
minimum carrier density when the Fermi energy is at the Dirac point) is called n∗ and is
obtained by

















Finally, we wish to connect n∗ with the fluctuations in carrier density nrms that will be
used in the EMT. In principle, one cannot assume that n follows a Gaussian distribution
but in practice, as we did in the case of graphene, this yields sufficiently accurate results.
With V ∼ n1/3, we have
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The EMT equations for conductivity matrices are given by∫
dn P [n, n0, nrms]
(σˆ(n)− σˆE)(
Iˆ2 + Iˆ23σˆExx (σˆ(n)− σˆE)























where σ0(n) is the Boltzmann conductivity. In the case of the RPA, it is a numerical
result and in the case of the Thomas-Fermi screening, it is merely Eq. (4.15). Analogous
to the graphene case, the term 12
3σExx
is the depolarization tensor that assumes that the
puddles are spherical. Note that in the absence of a magnetic field, σExy = 0 and this
reduces to Eq. (2.42) with D = 3. Expanded out, we can get two independent EMT
equations which we shall use to solve for σExx and σ
E
xy.∫
dnP [n, n0, nrms]
σ2xx + σxxσ
EMT
xx − 2(σEMTxx )2 + (σxy − σEMTxy )2
(σxx + 2σEMTxx )
2 + (σxy − σEMTxy )2
= 0 (4.28)∫
dnP [n, n0, nrms]
σEMTxx (σxy − σEMTxy )
(σxx + 2σEMTxx )
2 + (σxy − σEMTxy )2
= 0.
4.5 Results
Having understood the theory, we now compare it with some results in the literature.
We define the case of n  nrms to be the homogeneous regime where the EMT may be
applied but gives very similar results to the Boltzmann conductivity and n nrms where
the EMT predicts significantly different behavior from the the Boltzmann conductivity
(which predicts σ → 0 as n → 0). We first show that our RPA Boltzmann expression
is correct and that the EMT indeed makes no difference in the homogeneous regime.
Fig. 4.4 shows good agreement between our red curve and the blue curve of Ref. [57] at
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Figure 4.4: The blue curve shows the RPA-Boltzmann conductivity derived earlier
and in Ref. [57] while the green curve shows the Thomas Fermi conductivity with
a floor value as derived in Ref. [61]. The red curve shows our result of the RPA
Boltzmann conductivity in conjunction with the EMT. The Thomas-Fermi conductivity
is significantly different from the RPA conductivity at high n showing it is necessary
to use the RPA approximation for Dirac semimetals. The EMT predicts a minimum
conductivity close to the Dirac point and reproduces the Boltzmann result of σ ∼
n4/3/nimp for large n. In order to compare with the results of Ref. [57], we follow their
parameters for this figure and use αeff = 1.2, g = 2 and nimp = 10
24m−3 and Π˜V = 0.
The inset shows a close-up at low carrier densities near the Dirac point.
high n where σ ∼ n4/3/nimp. We note that Π˜V = 0 was imposed by Ref. [57] and we
therefore also adopt that only for this comparison. All later results use Equation. (4.11)
with δ = 10.
Another interesting comparison to be made is with the work of Brian Skinner in Ref. [61]
which is the green curve of Fig. 4.4. Conductivity is calculated in the Thomas Fermi
approximation in this case and the poor agreement at high carrier density shows that it
is necessary in the case of Dirac semimetals to use the RPA approximation for screening
(unlike in graphene where the two different screening approximations show a fortuitous
agreement). Ref. [61] does explore the concept of a minimum conductivity. In Equa-
tion. (4.22), when we use the Thomas-Fermi screening for U(q) on the RHS, we obtain
45
Chapter 4 - Dirac Semimetals






The green curve simply imposes a floor on the conductivity corresponding to this value of
n∗. Clearly, the Thomas-Fermi approximation as well as the crude floor do not accurately
model the smooth transition of the conductivity from the homogeneous to the inhomo-
geneous regime. Furthermore, the minimum conductivity as well as the conductivity in
the homogeneous regime are inaccurate compared to the RPA-EMT result.
Next, we look at some of the experimental results in the literature. Ref. [27] performs
conductivity and MR experiments on TlBiSSe. The material is characterized by vF =
1.6 × 105 ms−1, αeff = 0.684 and g = 4. An experimental mystery that was posited
in this work was why the mobility appeared to decrease with increasing carrier density
despite that fact that µ ∼ n1/3 in the Dirac semimetal theory. We propose two possible
explanations to resolve this mystery. In order to make connection with the experimental









Fig. 4.5 shows three theory curves in conjunction with the experimental data: The first
is the naive approach where nimp is fixed and the mobility is calculated using the RPA
Boltzmann theory. The EMT is optional here since the value of nimp that quantitatively
fits the data puts us in the homogeneous regime. This is shown in the blue curve and
clearly, it shows the opposite trend to the experimental data points. We therefore propose
two alternatives, one in the homogeneous regime and another in the inhomogeneous
regime.
The green curve assumes that the experiments are in the homogeneous regime but that
the carrier density increases with increasing impurity concentration due to doping by the
charged impurities, as done in a different context by Ref. [65]. That is, the average im-
purity potential V¯ = nimpU(q = 0, n
∗) is associated with the Fermi energy and therefore
with the induced carrier density. We obtain n0 ≈ 4 nimp and thus, the impurity concen-
tration is no longer independent of the carrier density. With this assumption, we note
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Figure 4.5: The experimentally calculated mobility of TlBiSSe was puzzling as it
showed a decrease in experimental mobility, µexp, with increasing experimental carrier
density nexp, which shows the opposite trend compared to the Boltzmann conductivity
theory with constant nimp (blue curve). We propose two resolutions to this experimental
“mystery”: The first possibility is that the experiments are in the inhomogeneous regime
where nexp  nrms and is illustrated by the red curve which uses a single fit parameter.
The other possibility is that the experiments are in the homogeneous regime where
nexp  nrms, but with the charged impurities also responsible for doping. Here nexp =
n0 ≈ 4 nimp and the result is shown by the green curve.
that there is excellent agreement between the green theory curve and the experimental









An alternative explanation of the mobility trend is that the sample is in the inhomo-
geneous regime. For this set of data, we set nimp = 10
22m−3 to nimp = 1026m−3 and
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n = n∗. This yields nexp ∼ 1023 to nexp ∼ 1026, matching the observed experimental car-
rier density measurements. The µexp calculated in this way also follows µexp = Cn
−2/3,
where C = 30 is a fit parameter used. There are several ways to explain the value of
C, including correlations among the impurity positions and the presence of non-charged
scattering impurities [66, 67] but we shall not explore these in more detail in this work.
Figure 4.6: Magnetoresistance is shown to be a simple distinguishing mechanism
between the homogeneous and inhomogeneous regimes. We consider the case of n =
1023m−3 and nimp = 2.5 × 1022m−3 for the homogeneous green curve and n = n∗ =
1020m−3 and nimp = 1022m−3 for the inhomogeneous red curve. Both of these would
have very similar µexp ≈ 10T−1 and nexp ≈ 1023m−3 at zero magnetic field making
them indistinguishable. However, the MR of the inhomogeneous case is over an order
of magnitude higher (note that the homogeneous result is scaled by a factor of 10 in
this figure). We also obtain the quadratic to linear transition at low fields, as shown in
the inset.
The question that would be foremost in the reader’s mind is how we can distinguish
between these two very different scenarios that both yield the same experimental mobility
and carrier density measurements. The answer is to look at the magnetoresistance in the
two regimes. As one may suspect by this point, the homogeneous regime would show
very small MR in comparison to the inhomogeneous regime. Indeed, we pick two values
that correspond to nearly the same point in Fig. 4.5, namely (n = n∗ = 1020m−3, nimp =
1022m−3) which is in the inhomogeneous regime and (n = 1023, nimp = 2.5 × 1022m−3),
which is in the homogeneous regime. We check the MR for B = 0− 10T and plot them
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in Fig. 4.6. The inhomogeneous MR is over an order of magnitude larger (note that the
homogeneous MR is scaled up by a factor of 10 in that figure) and agrees much better
with the MR value that was seen in Ref. [27].
Note that MR > 10 can easily be achieved in this regime even with moderate values of
magnetic field and we see that for technological applications involving MR, the simple so-
lution to obtain more MR by making the samples dirtier remains true in Dirac semimetals.
We also obtain the expected quadratic to linear transition in both the homogeneous and
the inhomogeneous regime, which is also seen in experiments by Ref. [27]. Based on the
magnitude of the MR, we conclude that those samples were likely in the inhomogeneous
regime.
In summary, we have shown that our transport theory correctly matches previous the-
oretical work and is also able to qualitatively and quantitatively explain experimental
transport results. Furthermore, we show that in cases where transport measurements
cannot distinguish between the homogeneous and inhomogeneous regimes, magnetoresis-




Universality of disorder induced MR
We have seen two examples of how the EMT can be used to predict conductivity in the
presence of magnetic fields in disordered systems. Crucially, the zero field conductivity
in systems such as graphene and Weyl semimetals were sufficient to fix the parameters
of the EMT and thus, the magnetoresistance was both qualitatively and quantitatively
predicted by the EMT. In this chapter, we investigate an alternative model, the Random
Resistor Network, developed by Parish and Littlewood [9] that has been widely used in
the literature to explain disorder induced MR. We show that the two models belong to
the same universality class and that their results can be mapped onto one another.
5.1 The Random Resistor Network (RRN)
The RRN model of Ref. [9] consists of a network of discrete four-terminal resistors, where
the random resistivity of each unit ρ = 1
neµ
, where n is the carrier density and µ is
the mobility. We consider the case where the random parameter that is drawn from a
Gaussian distribution is n. The magnetic field is perpendicular to the RRN sheet. This
is shown schematically in Fig. 5.1.
There are two types of RRN models in the literature, which we refer to as the fixed
boundary RRN [9] and the periodic boundary RRN [68]. The fixed boundary condition









i ). The periodic boundary condition treats the sample as a tile
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Figure 5.1: The schematic of the random resistor network is shown where the carrier
concentration n of each resistor is randomly drawn from a Gaussian distribution. The
magnetic field here points out of the plane of the page. Image from Ref. [68]
that repeats infinitely and requires the additional restriction that the current along each
row is fixed (ILi = I
R
i ).
We first start with the fixed boundary case. Ref [9] found that this boundary condition
created an interesting edge effect even at zero disorder which resulted in MR. In fact,
if N × N is the size of the RRN network, the MR curves were super-linear in the case
of even N and sublinear in the case of odd N . In the limit of N → ∞, the MR curve
becomes quadratic to linear. To verify that we have correctly modelled the RRN, we
compare our results with the results of Ref. [9] in Fig. 5.2 and find excellent agreement.
Naturally, the result that there is MR even with no disorder is clearly an artefact of
these boundary conditions and does not manifest itself in the materials that we seek to
model. Hence, an alternative set of boundary conditions, namely the periodic boundary
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Figure 5.2: For an N× N RRN with zero disorder and fixed boundary conditions,
even N results in MR curves that are superlinear and odd N results in MR curves that
are sublinear. Our RRN model is able to correctly capture this effect and demonstrates
that we have reproduced Ref. [9]. Image from Ref. [4]
conditions were then proposed by the same author and these do produce zero MR at
zero disorder. Hence, we shall be using the RRN with periodic boundary conditions to
compare with the EMT. Our code is attached in Appendix B. As before, the Gaussian
distribution that the random value of n is drawn from is assumed to have a width nrms
and is centered around some value n0. We had earlier shown that all the coefficients in
the Taylor expansion of MR were functions of only one parameter and this was the ratio
of the carrier density to the fluctuations in the carrier density i.e. n0
nrms
. In fact, it can
be numerically verified that the MR for the RRN behaves in the same way once we have
fixed µ to be independent of carrier density.
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The EMT and the RRN are ostensibly similar at first glance - both depend on a single
parameter η = n0
nrms
, both produce quadratic to linear MR curves and both have MR that
increases with increasing disorder. The next section will investigate these features more
carefully.
5.2 Comparison with the EMT
We first note that the quadratic to linear transition can be schematically represented by
Fig. 5.3. We define Bq, Bc and Bl as those magnitudes of the magnetic field for which
we have MR ∼ B2, MR ∼ B1.5 and MR ∼ B1 respectively. Ideally, we wish to do
this comparison with as large a network size as computationally possible. We chose a
40 by 40 RRN which was sufficient to reduce the even odd effects in the fixed boundary
case to negligible levels. Since the RRN is two dimensional, we compare it with the two
dimensional EMT. One may envision higher dimensional RRNs of 2×D terminal resistors
which could be appropriately compared against a D dimensional EMT model.
Figure 5.3: Definitions for Bq, Bc and Bl which are the magnitudes of the magnetic
field for which the MR vs B follows a power law with exponents 2, 1.5 and 1 respectively.
The tolerance that we use for our calculations when defining these quantities is 0.001.
Next, we scale the MR vs B curves by Bq along the x-axis and MR(Bq) along the y
axis. The tolerance used for Bq in our numerics is 0.001. We recall our previous notation
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where the quadratic coefficient of MR was denoted by A. That is, MR = A(µB)2. For
simplicity, we set µ to unity since the scaling of B takes this into account anyway. Thus,
our scaling has the effect of making the quadratic part of all the curves follow the line
y = x2 from (0, 0) to (1, 1). Note that scaling by MR(Bq) is the same as setting A = 1.
After this point, we know that the curves must eventually become linear and this allows
us to draw a mathematical window of all allowed curves. The upper bound of the window
is merely the continuation of the curve y = x2 while the lower bound is the tangent drawn
at (1, 1) to our quadratic curve. This is given by y = 2x − 1. We emphasize that any
curve that follows the schematic of Fig. 5.3 must lie within this window but there is no
restriction beyond that.
Figure 5.4: Collapse of disorder models onto a universal curve (up to numerical
errors) when the x and y axes are scaled by Bq and MR(Bq) respectively. Note that
the disorder parameter η covers a range spanning two orders of magnitude from 0.1 to
10. The mathematical window shows where all possible quadratic to linear curves may
lie. Image from Ref. [4]
Astonishingly, this scaling collapses all the RRN and EMT curves with different η onto
the same curve. We remark here that the collapse is not perfect due to numerical errors
that arise ultimately from the tolerance of choosing Bq. Analytical approaches to find MR
from either the RRN or the EMT do not exist. However, this collapse onto a small part
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of the allowed phase space demonstrates convincingly that the two models belong to the
same universality class. The collapse shows that any MR curve from either model can be
represented by two numbers - the quadratic coefficient A and Bq. Expressed differently,
we have shown that any MR vs B curve of either the RRN or the EMT model can be
generated from the universal collapsed curve by simply scaling it by Bq along the x axis
and the quadratic coefficient A along the y axis.
We have also verified that in the case of the RRN, for large η, the quadratic coefficient
again follows A ∼ η−2 which is the same as in the case of the EMT, confirming that the
two models do belong to the same universality class.
5.3 Experimental use
In the case of the EMT, the parameter η has a clear physical meaning since the EMT
uses the Boltzmann conductivity as its input. In contrast, when we consider the RRN,
the model parameter η may have no correspondence with the actual disorder in the
sample being studied. That is, the RRN uses random resistance values which may have
no correspondence with the resistivity distribution of the actual sample being studied.
Previous experiments that have been explained with the RRN are in this sense incomplete.
The MR vs B curves yield a certain η parameter but this only has meaning within the
RRN model and yields no further information. Similarly, the actual disorder parameter
of the sample must be “converted” into the RRN η before the magnetoresistance can be
predicted. The mapping between the EMT and the RRN shows us the way to make this
“conversion”.
Since we are able to collapse the two curves onto the single universal curve, we now inves-
tigate the scaling that we have done which carries all the information about comparing
between RRN and EMT models for a given η. In particular, we examine the quadratic
coefficient A as a function of η in Fig. 5.5. For large η which corresponds to a clean
system, the qualitative behavior is the same i.e. A ∼ η−2 but the two models show quan-
titatively different A values. At low η, both A curves asymptotically reach a constant
value but again there are large quantitative differences.
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Figure 5.5: For a given disorder parameter η, we see quantitative differences in the
A values obtained for the RRN and EMT. Qualitatively, we remark that both models
obey A ∼ η−2 for high η and reach an asymptotic value for low η. This plot allows
us to convert the disorder parameter of the RRN to the physically meaningful disorder
parameter of the EMT. Image from Ref. [4]
For an experimentalist, the task is now simple. Any previous experiment that was found
to conform with the RRN model can be explained using the EMT using the low field MR
(low field refers to fields less than Bq) that measures A. The EMT model’s η can be used
to estimate other physically relevant quantities (such as the minimum conductivity) that
could not be done previously. We remark that low field MR measurements are also more
practical since they ensure that even in the case of low µ values in the real system, the






In this thesis, we have presented multiple interesting research problems in condensed
matter physics and taken several small steps forward in many of them. We started off with
a thorough understanding of semiclassical magnetoresistance and the various disorder
mechanisms by which it occurs. With this intuitive picture in mind, we have adapted
and developed the Effective Medium Theory in order to quantitatively characterize the
effects of such disorder.
The next part was to derive the Boltzmann conductivity and use it in materials such
as graphene and Dirac semimetals in the presence of randomly distributed Coulomb
impurities. We noted that different screening approximations could be used and using the
more correct RPA screening was necessary in the case of Dirac semimetals. The idea that
macroscopic disorder was the dominant mechanism that influenced the conductivity and
magnetoresistance was proposed and experimental evidence for the same was supplied.
Prior results in the literature used the Area Fraction EMT or the two channel model,
neither of which predicted MR away from the Dirac point. The combination of the
full EMT and the correct input Boltzmann conductivity gave us good agreement with
experiments, both in the case of graphene and in the case of Dirac semimetals. In the case
of graphene, this model was able to correctly explain MR that persisted far away from
the Dirac point and dispelled the prevalent incorrect notion that disordered one channel
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MR should be zero. We also noted the use of magnetoresistance as a distinguishing
mechanism between the inhomogeneous regime and the homogeneous regime, even when
the zero field conductivities were very similar.
Finally, we moved on to universality. While the EMT is more physically motivated, a
significant number of experiments have been described using the RRN. Our work shows
that a simple scaling collapses all the magnetoresistance curves onto a single curve i.e. the
two models belong to the same universality class. We also showed how one can interpret
the experiments described by the RRN and translate them into the EMT picture where the
disorder parameter has a clear physical meaning. Future experimentalists may generate
quantitative MR curves using just two parameters that can be obtained from zero field
measurements. This completes the story of how to theoretically describe disorder induced
semi-classical magnetoresistance.
6.2 Future work
As is typically the case in such a broad field, there is no end to future research directions
that stem from the work done so far. Here, I propose two possibilities that are of relevance
and immediate interest.
The first goal that remains to be completed is the scaling of experimental data in the
same way the two MR theory curves. Fitting experiments onto the same single curve
after scaling ensures that a wide range of MR experiments performed on very different
materials all obey the same universal model. This would then allow experimentalists to
predict various parameters that depend on disorder such as the minimum conductivity
based on their MR results. Conversely, the low field MR can be predicted using a single
parameter η, a result that we had already shown in graphene. In fact, the entire MR
curve can be predicted using just one more number, namely Bq.
A second area of research that this author is interested in is the surface states of Weyl
semimetals. As discussed in Ref. [69], the breaking of certain symmetries splits the three
dimensional Dirac points into two Weyl points with opposite chirality. In such cases,
the surface states of Weyl semimetals show very interesting behavior with the presence
of the so called Fermi arcs [50]. The edge currents are also topologically protected from
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impurities and there is a large amount of research directed towards manipulating these
topological properties using electrical and magnetic fields. These would allow one, in
principle, to build topological transistors that would be more efficient than conventional
transistors. In addition, these edge modes, by virtue of their dissipation free nature, have





Here we show a sample of the EMT code that outputs the conductivity matrix elements
for a given average carrier density n0, width of the Gaussian nrms and magnetic field B.
This code finds numerically the solution to the two dimensional EMT equation. The
solution is reached by iteratively refining the guess for the EMT conductivity until the
error is less than a specified tolerance.




5 if (nargin < 5) || isempty(nshift), nshift = 0; end
6
7 sigmaxx = @(nn , BB) sigmasimple(nn , mu , nshift) ./ (1 + (mu * BB) .^ 2);
8 sigmaxy = @(nn , BB) -sign(nn-nshift).*mu * BB .* sigmaxx(nn, BB);
9
10 denom = @(z, BB , y) (sigmaxx(z * nrms , BB) + y(1)) .^ 2 + (sigmaxy(z * nrms , BB) - y(2))
.^ 2;
11
12 %For sc iteration
13 numiter1 = @(z, BB, y) (sigmaxx(z * nrms , BB) .^ 2 + (sigmaxy(z * nrms , BB) - y(2)) .^
2) ./ denom (z, BB, y);
14 numiter2 = @(z, BB, y) sigmaxy(z * nrms , BB) ./ denom (z, BB, y);
15
16 %Integration limit
17 f = 5.3; %Optimized
18
19 %Gaussian distribution
20 p = @(z, z0) exp(-1 * ((z - z0) .^ 2) / 2) / ((sqrt(2 * pi)) * nrms);
21
22 numiterp1 = @(z, z0, BB , y) p(z, z0) .* numiter1(z, BB, y);
23 numiterp2 = @(z, z0, BB , y) p(z, z0) .* numiter2(z, BB, y);
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24 denomp = @(z, z0, BB , y) p(z, z0) ./ denom(z, BB, y);
25
26 fnum1 = @(z0 , BB, y) integral(@(z) numiterp1(z, z0, BB , y), z0 - f, z0 + f);
27 fnum2 = @(z0 , BB, y) integral(@(z) numiterp2(z, z0, BB , y), z0 - f, z0 + f);
28 fdenom = @(z0, BB , y) integral(@(z) denomp(z, z0, BB , y), z0 - f, z0 + f);
29
30 fiter1 = @(z0, BB , y) fnum1(z0, BB, y) / fdenom(z0, BB , y);
31 fiter2 = @(z0, BB , y) fnum2(z0, BB, y) / fdenom(z0, BB , y);
32
33 %First guess based on sigma_min
34 nstar = nrms / sqrt (3);
35 sigmamin = sigmasimple(nstar , mu, nshift);
36 fsigmacrudexx = @(nn, BB) (sigmasimple(nn , mu , nshift) .* (abs(nn - nshift) > nstar) +
sigmamin * (abs(nn - nshift) <= nstar)) ./ (1 + (mu * BB) .^ 2);
37
38 %Self consistent function
39 function [Ansx , Ansy] = solve(ng , BB, delta)
40 %Guess
41 y0 = Inf;
42 y1 = [fsigmacrudexx(ng , BB); sigmaxy(ng, BB)];
43
44 %Solve for sigmaemt
45 while sum(abs((y1 - y0) ./ y1) >= delta)
46 y0 = y1;
47 y1(1) = sqrt(fiter1(ng / nrms , BB, y1)); %WATCH for sqrt
48 y1(2) = fiter2(ng / nrms , BB , y1);
49 end
50
51 Ansx = y1(1);
52 Ansy = y1(2);
53 end
54
55 onesmatrix = ones(size(n .* B));




1 function Ans = sigmasimple(n, mu , nshift)
2
3 if nargin < 3 || isempty(nshift), nshift = 0; end




Here we show a sample of the RRN code that outputs the equivalent resistance for a given
carrier density profile and magnetic field in addition to parameters that set the resistance
of each four terminal resistor. The essence of this code is to solve a large number of
simultaneous equations (Kirchoff’s laws, Ohm’s law and voltage drops summing to applied
voltage) for the RRN. The output is the resistivity of the entire network.
1 function[r_eq] = fourterminal_r_eq(nsd ,nmean ,H,gg ,constant)
2




7 %Mobility variance and mean - change nonconstant mobility cases.
8 musd = 0;
9 mumean = 1;
10
11 %Arbitrary V at one edge
12 Vx=1;
13
14 if (nargin <6)|| isempty(gg)|| isempty(constant),
15 constant =0.35; %called ’c’ in PL PRB




20 muValues=musd.*randn(1,N*M) + mumean;
21
22 rng(0,’twister ’)
23 nValues = nsd.*( randn(1,N*M)).^2 + nmean;
24
25 eValues = ones(size(muValues));
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26











38 aValues= -g+(pi/4).* BValues;
39 %b=g+(pi/4)*B;
40 bValues= g+(pi/4).* BValues;
41 %c=0.35 -(pi/4)*B;
42 cValues=constant -(pi/4).* BValues;
43 %d=-0.35-(pi/4)*B;











55 %x direction equations
56 %ix equations: i3 of resistor = -i1 of next resistor in each row
57 %There are N*(M-1) ix equations
58











70 %vx equations: v3 of resistor = v1 of next resistor in each row














83 %y direction equations
84 %iy equations: i4 of resistor=-i2 of next resistor in each column
85 %There are M*(N-1) iy equations
86
87 m=3*N*M+1;







95 %vy equations: v4 of resistor=v2 of next resistor in each column
96 %There are M*(N-1) vy equations
97
98 m=7*N*M+1;









108 %i top equations: i2 of top row = 0
109 %there are M itop equations
110
111 m=N*M+1;





117 %i bottom equations: i4 of bottom row = 0








126 %i boundary equations: i1 of left column = -i3 of right column
127 %there are N-1 iboundary equations
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136 %setting a reference V: top left v1 = 0
137
138 CoeffsMatrix (4*N*M-N,4*N*M+1) =1;
139
140 %V row sum equations: (v2 -v1)+(v3-v2) across each row = V












153 %KCL equations: i1+i2+i3+i4 at each resistor =0











165 %Resistivity Matrix equations




170 CoeffsMatrix(n,m)=rValues(m)*aValues(m); %first i1
171 CoeffsMatrix(n,m+N*M)=rValues(m)*bValues(m); %first i2
172 CoeffsMatrix(n,m+2*N*M)=rValues(m)*cValues(m); %first i3




177 CoeffsMatrix(n+1,m)=rValues(m)*dValues(m); %second i1
178 CoeffsMatrix(n+1,m+N*M)=rValues(m)*aValues(m); %second i2
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179 CoeffsMatrix(n+1,m+2*N*M)=rValues(m)*bValues(m); %second i3




184 CoeffsMatrix(n+2,m)=rValues(m)*cValues(m); %third i1
185 CoeffsMatrix(n+2,m+N*M)=rValues(m)*dValues(m); %third i2
186 CoeffsMatrix(n+2,m+2*N*M)=rValues(m)*aValues(m); %third i3
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