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ABSTRACT
MODELING THE FREE ENERGY FUNCTIONAL AT THE
FLUID-SOLID TRANSITION IN CLASSICAL MANY-PARTICLE
SYSTEMS.
FEBRUARY 2012
ANURAG VERMA
B.Tech., INDIAN INSTITUTE OF TECHNOLOGY, GUWAHATI
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor David M. Ford
The problem of phase equilibrium in colloidal and classical atomistic systems is of
great interest in modern micro/nano fabrication and self-assembly processes. Systems
with specific potential interactions are increasingly being developed and knowledge of their
phase diagrams would aid in their use in materials applications. The conventional methods
of using simulations and experiments to evaluate phase equilibrium are costly, especially
for fluid-solid equilibrium. One way to address this problem is to improve the accuracy of
theories, such as classical density functional theory (cDFT), that predict thermodynamic
properties at the fluid-solid transition with modest computational cost. In such a program
the challenges are of two kinds, viz. (1) the development of a new cDFT formulation to
treat fluid-solid equilibrium, especially with regard to the higher order multi-body interac-
tion terms in the free energy expression and (2) finding a more accurate numerical method
to solve the cDFT equations. In our work we develop several numerical and inversion
methodologies to meet these challenges, including closure relations that capture the higher
vi
order terms in the free energy expansion. We find that these closures are qualitatively and
quantitatively very different from their liquid state analogs found in the Ornstein-Zernike
integral equation theory. Specifically, we discover new closure relations applicable to the
fluid-solid transition in hard-sphere, soft-repulsive and Lennard-Jones potentials. We fur-
ther discuss the universal nature of these closures for different interaction potentials and
explore the breadth of their applicability and future prospects.
vii
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CHAPTER 1
INTRODUCTION
1.1 Overview
Fluid-solid equilibrium in atomistic or colloidal systems is a problem of fundamental
and practical interest.4 Ranging from the use of crystallization as a separation process to
the characterization of proteins and fabrication of composite materials for electronic appli-
cations, many processes involve a fluid-solid transition.5 With the growing significance of
self-assembly,6,7 microfabrication technologies,8,9 and bio-macromolecular characteriza-
tion techniques10 greater emphasis is being laid on condensed phase behaviors11 and the
ability of numerical tools to accurately predict the fluid-solid coexistence and the structure
of ordered solid phase.
In many cases, atomistic and molecular systems may be successfully modeled as clas-
sical (non-quatum) particulate systems interacting via a pair potential.12,13 Classical statis-
tical mechanics can then be employed as a means to predict the fluid-solid transition along
with structural details of fluid and solid phases.14 Statistical thermodynamic treatment of
fluid phases in such classical systems have given rise to elegant liquid state theories15,16
leading to deeper understanding of microstructures in both atomistic and molecular flu-
ids.17,18 Another class of particulate systems that can be categorized as classical many-
particle system are the colloidal suspensions. In these systems mesoscopic particles with
sizes in the range of 1nm to 10µm are suspended in atomic or molecular fluids. Since the
time and length scales of the smaller atomic/molecular particles is very different from the
larger suspended particles, the energetics of these systems can be represented as effective
interactions between the larger particles through a continuous medium.19,20 Thus their anal-
1
ysis is reduced to a simple particulate system interacting via an effective potential. Since
many colloidal systems can be directly visualized with modern microscopy techniques, ad-
vances in classical statistical theories benefit from the experimental studies21,22,23,24,25 of
phase behavior in colloidal systems.26
Among several statistical mechanical methods to study fluid-solid transition,27 a com-
putationally inexpensive way is the classical density functional theory (cDFT). A major
advantage of cDFT is that statistical thermodynamics, theoretically, prescribes a general
framework for cDFT that can be applied to any pair potential. Developing cDFT as a
computational tool for studying phase behaviors would therefore be highly beneficial. The
scope of our work is primarily restricted to the fluid-solid regime of the phase diagram in
classical systems with an aim to build a more accurate cDFT. We now review, in brief,
the various methods that can be used to study fluid-solid phase coexistence and provide a
context to cDFT.
1.2 Methods
There are three primary methods by which phase diagrams can be generated for classi-
cal fluids, viz. experimental measurements, computer simulations and statistical theoretical
approaches. For atomic and molecular fluids the fluid-solid coexistence is detected by grad-
ually cooling the fluid and measuring the static structure factor S(k) using light scattering.
The Hansen-Verlet criteria for freezing then suggests the presence of a solid phase when
the highest peak in the structure factor becomes more than ∼ 2.85.28 In case of colloidal
particles, however, confocal microscopy29 and other microscopy techniques25,24 can be
used to detect the nucleation and crystallization in system. In general, dye coated, neu-
trally buoyant and sterically stabilized polymethyl-methylacrylate (PMMA) beads are used
as particles with solvent mediated pair interactions for microscopy measurements. The ex-
perimental procedures are therefore costly in terms of the infrastructure, however, they can
be performed even if the interparticle potential is not known.
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Another way to study the fluid-solid equilibria is to use computer experiments or sim-
ulations. The input for computer simulations is the interparticle potential. The simulations
typically require the computation of free energies of both fluid and solid phases at various
densities from which an equation of state for both phases is determined. The coexistence
point is then calculated by satisfying the pressure Ps = Pl and chemical µs = µl equilib-
ria. These free energy computations are very costly and can be very expensive for the
solid phase. To avoid separate computations at different temperatures the Gibbs-Duhem
integration technique30,31 was developed to trace out the coexistence curve given an ini-
tial starting point (usually at To→ ∞). Still, in order to determine phase coexistence at a
particular temperature T we would have to carry out an integration from To to T , which
gets computationally expensive. Thus, even though simulation results are exact they often
involve high computation cost. Simulations, however still remain the primary choice of
researchers to get reliable thermodynamic information about their systems.
A way of predicting fluid-solid phase coexistence without simulations is by means of
mean field theory (MFT)4 and thermodynamic perturbation theory (TPT).13 The MFT for
fluid-solid transition constructs the free energy of solid based on Taylor expansion in pow-
ers of small order parameters (bulk density change on freezing) and includes only the most
prominent feature of fluid structure (i.e. the highest peak of structure factor) for evalu-
ating coexisting fluid energy. The spatial modulations of solid’s density are modeled as
interference patters of several small-amplitude wave-like fluctuations in fluid phase that
form another power series in terms of the wave amplitudes. MFT seeks to minimize the
free energy with respect to the wave amplitudes to get a fluid-solid coexistence. However,
the approximations of using only the most prominent feature of fluid structure and using
small amplitude waves to describe the solid microstructure biases the MFT to predict a
bcc structure in most cases.4 In a similar fashion the thermodynamic perturbation theory
(TPT) models the free energy using perturbation about a reference free energy of hard core
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interparticle interaction system and by virtue of its perturbative nature is more accurate for
weak attractive interactions with hard repulsive core.14
In order to build a more comprehensive description of fluid-solid transition and avoid
the partitioning of interparticle potentials as done in TPT, a new approach called classical
density functional theory (cDFT) evolved.32 The cDFT treatment of fluid-solid equilibrium
is an improvement over MFT wherein the reference free energy takes into consideration a
complete structural information of coexisting fluid, and the free energy expansion, when
needed, is carried out in terms of spatially varying density differences (ρs(r)− ρ0) that
describe the microstructure of solid phase. Furthermore, this approach makes it conve-
nient to use functional differentiation techniques to obtain thermodynamic properties and
correlation functions that are difficult to evaluate from partition function.14 Density func-
tional theory thus offers a compromise in evaluating thermodynamic and phase coexistence
properties and the computational cost and accuracy lie somewhere between simulation and
mean field and perturbation theories. Modeling of free energy as a functional of density
further allows one to study inhomogeneities in a given phase in the absence33,34 or pres-
ence of external potential fields.3,35 The versatility of cDFT also makes it a potential tool
to probe surface properties using colloidal probe microscopy and related techniques.36 A
major challenge, however, is to accurately model the free energy functional in terms of
density. Since an exact formulation of this functional is equivalent to solving the partition
function itself, cDFT approaches involve approximate free energy functionals. Developing
such accurate functionals has been a major research impetus over the past three decades.
1.3 Objectives
Ideally, from statistical thermodynamic principles, the functional relationship,F [ρ(r)],
between density profile, ρ(r), and intrinsic Helmholtz free energy, F , should remain
the same for gas-liquid, inhomogeneous fluids under external fields, fluid-solid and solid
phases. Thus a suitable approximation for F should be valid for a wide range of phases.
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There are several cDFT approximations available; and the relationship between them is
often unclear.14 cDFT is well developed for fluid phases in inhomogeneous environments
and fluid-solid equilibrium, where most of the approximate free energy models are devel-
oped by mapping the solid’s structural and thermodynamic properties onto an equivalent
fluid.32,33,37 These different theoretical approximations, although very accurate, fail to pro-
vide a unifying cDFT framework consistent with statistical thermodynamic principles. This
is what leads many scientists to call cDFT a chemical engineer’s prescription!17
Generally, the prescription for a free energy approximation neglects the higher order
(n > 2) correlation functions in the free energy expansion.38 This negligence is compen-
sated by luck39 or by further mapping impositions on the lower order (n ≤ 2) correlation
function. Thus for the unification of cDFT approximations for fluid-solid transition we
need to look into these higher order correlations in free energy.
Our objectives are therefore the following: (1) Develop a new cDFT formulation incor-
porating the higher order correlations of free energy at fluid-solid transition by describing
them with appropriate model functions and (2) Develop numerical schemes to perform the
associated cDFT computations at high accuracy.
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CHAPTER 2
THEORY AND BACKGROUND
In this chapter, we review the statistical thermodynamics of classical many-particle sys-
tems and describe the necessary correlation functions, theorems and approximations that
lead to the state of the art cDFT for fluid-solid transition. As we build our analysis on the
distribution and correlation functions, we presume that the reader has a preliminary knowl-
edge of classical statistical thermodynamics.13 Most of the cDFT borrows its correlation
function definitions from the liquid state theory that we shall review first. Moving further
we shall introduce the concepts of cDFT and how it can be applied to inhomogeneous fluids
as well as fluid-solid transition. Thereafter we describe the various cDFT schemes for free
energy approximations and summarize the chapter.
2.1 Liquid state theory
The study of liquid state is important as all of the cDFT developments have roots in
the liquid state theory. The most significant part of all DFT theories, i.e. the correlation
functions, can be derived only from the liquid state. We shall thus review the various cor-
relation and distribution functions in the liquid state theory that will be helpful in studying
fluid-solid transition.
Liquid state theory focuses on evaluating the thermodynamic properties of a fluid from
the knowledge of the interparticle potentials in the system. These potentials are usually
assumed to be pairwise additive and the interaction between particles at positions r1 and
r2 can be modeled as u(r2− r1) written in shorthand as u(r12) where r12 = r2− r1. Such
models (see Fig. 2.1) have been commonly used for the atomistic and molecular fluids.
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Figure 2.1. Different types of simple interparticle potentials.
They are also applicable to colloidal particles suspended in molecular fluid.40 As the col-
loidal particles are large compared to suspending fluid molecules, their length and time
scales differ greatly,41 and the suspending fluid can be considered a continuous medium
thereby giving an effective pairwise additive interaction between colloidal particles.
2.1.1 Radial distribution function and thermodynamics
Let us consider a canonical ensemble of classical particles with N particles in a volume
V at temperature T . The presence of interparticle potential, u(r12), adds an excess over
ideal free energy described as the excess Helmholtz energy, Fex. The effect of u(r12) on the
system can be studied by a standard approach that involves choosing one of the particles
in the system and studying the distribution of other particles around it. The probability
of finding another particle at a distance r12 from this particle is described by the radial
distribution function gN(r12) given by
gN(r12) =
ρ(2)N (r1,r2)
ρ(1)N (r1)ρ
(1)
N (r2)
(2.1)
where
ρ(n)N (r1, · · · ,rn) =
N!
ZN(N−n)!
∫
· · ·
∫
drn+1 · · ·drN
N
∏
i< j
e(ri,r j) (2.2)
is the n-particle density, where, i, j ∈ [1,N], ZN =
∫ · · ·∫ dr1 · · ·drN∏i< j e(ri,r j) is the
canonical configurational-partition function and e(ri,r j) = exp
(−βu(ri j)) is the e−bond.
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The radial distribution function becomes a function of scalar distance, r, for isotropic
fluids and can be used to derive various thermodynamic properties of the fluid phase, viz.
the excess internal energy per particle, uex = 2piρ0
∫
gN(r)u(r)r2dr, where ρ0 = N/V is the
bulk density and the compressibility factor, Z = βP/ρ0, given by the virial equation of state
(EOS),
βP
ρ0
= 1− 2
3
βpiρ0
∫
gN(r)r2
(
r
d
dr
u(r)
)
dr. (2.3)
When the distance r increases and thermodynamic limit (N → ∞) is satisfied, the radial
distribution reaches the ideal gas limit, i.e. gN(r → ∞) ∼ 1−N−1 ∼ 1. Theoretically,
the radial distribution function can also be expressed by the reversible work theorem42 as,
gN(r) = exp(−βψ(r)), where, ψ(r) is the potential of mean force defined as a function
whose gradient gives the force between two particles separated by r, averaged over the
equilibrium distribution of all other particles.
In a grand canonical ensemble (constant µ,V,T ), the radial distribution function, g(r12)
is again defined in a similar manner
g(r12) =
ρ(2)(r1,r2)
ρ(1)(r1)ρ(1)(r2)
, (2.4)
where
ρ(n)(r1, · · · ,rn) = 1Ξ
∞
∑
N=n
1
(N−n)!
∫
· · ·
∫
drn+1 · · ·drN
N
∏
i=1
z∗(ri)
N
∏
(i< j)
e(ri,r j) (2.5)
is the n-particle density and Ξ is the grand partition function given as
Ξ=
∞
∑
N=0
1
N!
∫
· · ·
∫
dr1 · · ·drN
N
∏
i=1
z∗(ri)
N
∏
i< j
e(ri,r j), (2.6)
where z∗(ri) = z exp(−βφ(ri)) with z= exp(βµ)/Λ3 being the activity and Λ the thermal
de Broglie wavelength, and φ(ri) the external potential on the system. The number density
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can also be expressed as a functional derivative of the grand partition function, i.e.
ρ(n)(r1 · · ·rn) = 1Ξz
∗(r1) · · ·z∗(rn) δ
nΞ
δ z∗(r1) · · ·δ z∗(rn) . (2.7)
In the grand canonical ensemble, the large distance limit of g(r12) tends to unity rather
than 1−N−1 as was the case with canonical ensemble. In absence of external potential
z∗ = z and ρ(1)(r) = ρ(r) = 〈N〉/V = ρ0 becomes the bulk density. For an isotropic fluid,
(r12 = r), we can now define the isothermal compressibility, κT , as
ρ0kBTκT = 1+ρ0
∫
(g(r)−1)dr. (2.8)
The pressure can also be determined by integrating the relationship between isothermal
compressibility and density
κT =
[
ρ0
(
∂P
∂ρ0
)
T
]−1
. (2.9)
The above route to evaluate the EOS is known as the compressibility route. At the
thermodynamic limit (i.e. N→∞) an exact g(r) of a fluid should predict the same pressure
by the virial (Eq.(2.3)) and compressibility (Eq.(2.9) and Eq.(2.8)) routes. This condition
is called the thermodynamic consistency and is widely used to evaluate theoretical methods
to calculate g(r) as we shall see in section 2.1.4.
2.1.2 Cluster expansions
In the present section we provide a very brief overview of cluster expansions with a
point of view of providing a physical interpretation of the radial distribution function, po-
tential of mean force and correlation functions. An interested reader can consult the works
of Morita and Hiroike43,44 and Stell45 for a detailed or Hansen12 for a concise treatement.
Cluster diagrams are representations of multidimensional integrals that occur in the
grand canonical distribution functions. Using various lemmas and properties of these clus-
ter diagrams, various mathematical operations and functional derivatives can be affiliated
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with topological reductions of diagrams. To start with an example, Eq.(2.6) can be ex-
pressed as a series of cluster diagrams given by,
(2.10)
where, for example, the unlabelled diagram v vdenotes the integral
1
2
∫ ∫
dr1dr2z∗(r1)z∗(r2) e(r1,r2)
that is obtained by labelling the black circles with coordinates r1 and r2, weighing the
black circles with z∗(r) and representing the dotted bond with e(r1,r2). The integral is then
carried over all the black circles, which are called field points, and is divided by a symmetry
number, which denotes the number of topologically similar graphs that can be obtained by
altering the labels on the circles. A group of graphs are topologically similar if they can
be distorted so that they become superimposable. For example, labeling the black circles
in v v as 1,2 or 2,1 will still keep them superimposable. Thus the two topologically
equivalent graphs give rise to the symmetry number of 2 for the above integral. Circles that
are not integrated over are represented by white circles, f, and are called root points (there
are no root points in Eq. (2.10)). The root points can also be associated with a weighting
function. The graphical expansion in Eq.(2.10) can be expressed in words as
Ξ= 1+{Sum of all distinct simple graphs consisting of black z∗ circles
and e-bonds, such that there is one e-bond between each pair of circles.}
(2.11)
Here, a simple graph is the one with at most one bond between any pair of points. A
simplification results when we break the e−bond into f −bond as f (ri,r j) = e(ri,r j)−1.
The f −bond goes to zero in the limit as r→∞ and is thus helpful in evaluation of integrals.
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Diagrammatically, the process can be represented as = + 1, where is
the f −bond. Replacing all the e−bond with f+1 in Eq.(2.10) we get
Ξ= {Sum of all distinct simple graphs with black z∗ circles and some or no
f-bonds}
=
(2.12)
Note that while breaking the bonds, only those diagrams that are topologically distinct
are retained in their unlabeled form. This automatically takes care of the occurrence of
topologically similar labeled diagrams. There are several lemmas and definitions in cluster
expansion that can then be employed to reduce the number of graphs in an expansion by
altering the nature of bonds and the weight on the circles. These lemmas also give de-
tailed treatment of functional derivatives of the cluster diagrams. We refer the reader to the
aforementioned texts for further reading if necessary.44,45,12
Using these lemmas and performing the topological reductions on Ξ we get the expan-
sion for two-particle density as
ρ(2)(r1,r2) = {ρ(r1)ρ(r2)+Sum of all distinct connected graphs with two white
ρ(r) circles labelled 1 and 2, black circles with label ρ(r),
f-bonds and no white articulation circles}
=
(2.13)
where an articulation circle in a connected graph is a circle whose removal breaks the
graphs into unconnected parts such that at least one of them contains no white circles. The
first two white circles denote the product ρ(r1)ρ(r2). Equation (2.13) gives us the density
11
expansion of the second order density distribution function. The white circles in Eq.(2.13)
can be joined with e−bond to give,
ρ(2)(r1,r2) = {Sum of all distinct connected graphs with two white ρ(r) cricles
labelled 1 and 2 linked by e-bond, black circles with label ρ(r),
no white articulation circle and f-bonds.}
=
(2.14)
The labels of white circles can be factored out to give ρ(r1)ρ(r2) leaving the diagram
with white 1-circles connected by e− bond. Furthermore, if the liquid is isotropic then
ρ(r) = ρ0, where ρ0 is the bulk density. The radial distribution function (Eq.(2.4)) can then
be represented by the diagram similar to Eq.(2.14) but with white 1-circles connected by
e−bond. We can further factor out the e−bonds to get,
g(r12) = e(r1,r2){1+Sum of all distinct connected graphs with two white
1-circles labelled 1 and 2, black circles with label ρ0, no
adjacent and articulation white circles and f-bonds.}
= e(r1,r2)


(2.15)
Some of the graphs in Eq.(2.15) can be expressed as a product of other graphs in the set.
For example, the last graph in Eq.(2.15) is a product of the first graph at the white circles. In
such a case, the cluster diagrams can be expressed as the expansion of the cluster diagrams
without products over an exponent. Applying this concept to Eq. (2.15) and using the
definition of the potential of mean force, −βψ(r12), becomes
ln(g(r12)) =−βψ(r12) =−βu(r12)+w(r12), (2.16)
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where ln(e(r1,r2)) =−βu(r12) and w(r12) is given by
w(r12) = {Sum of all connected graphs consisting of two non-adjacent white
1-circles, labelled 1 and 2, at least one black ρ0-circle and f-bonds,
such that the two white circles do not form an articulation pair.}
=
(2.17)
where an articulation pair is a pair of circles whose removal causes the same effect as that
of an articulation circle.
The graphs in w(r12) cannot be further simplified using any of the lemmas; however,
they can be split into graphs having non-adjacent white circles with at least one nodal
circle, τ(r12), and without any nodal circles, b(r12), i.e.
w(r12) = τ(r12)+b(r12),
τ(r12) =
b(r12) =
(2.18)
where a nodal circle is a circle through which all the paths from one white circle to the
other must pass.
Looking at Eq. (2.16) and Eq. (2.18), we see that if we know the values of the graphs
in τ(r12) and b(r12) we can compute the radial distribution function and subsequently the
thermodynamic properties for a fluid interacting via any pair potential of interest. However,
these graphs form an infinite series and evaluation of all the graphs is not feasible. In liquid
state theory, τ(r12) is referred to as the indirect correlation function and b(r12) as the
set of elementary diagrams or bridge function. Since all the diagrammatic expansions in
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various distribution functions can be reduced to a set of diagrams with ρ(r) black circles
and f −bonds, all these distribution functions can be called functionals of the density and
interparticle potential.
2.1.3 Ornstein-Zernike Equation
The Ornstein-Zernike equation46 defines another set of relations for g(r12) in terms of
direct correlation function and the indirect correlation function. From Eq.(2.13) we can
define the total correlation function, h(r12) = g(r12)−1 = ρ
(2)(r1,r2)
ρ(r1)ρ(r2)
−1 as,
h(r12) = {Sum of all distinct connected simple diagrams consisting of two white
1-circles labelled 1 and 2, some or no black ρ(r)-circles and f-bonds
and that are free of articulation circles}
=
(2.19)
The graphs in τ(r12) (Eq.(2.18)) form a subset of the graphs in the expansion of h(r12).
The other set of graphs present here are the ones without a nodal circle. In physical terms,
the presence of a nodal circle signifies the effect of a mediating particle in determining the
correlation between particles 1 and 2, which is why τ(r12) is called the indirect correla-
tion function. On the contrary, the diagrams without a nodal circle signify a direct con-
tribution to the total correlation, h(r12), in a fluid. Hence the direct correlation function,
c(2)(r1,r2;ρ), is given by
14
c(2)(r1,r2;ρ) = {Sum of all distinct connected graphs consisting of two white
1-circles, labelled 1 and 2, some or no black ρ(r)-circles and
f-bonds, and that are free of nodal points and articulations}
=
(2.20)
The total correlation function is the sum of direct and indirect correlations, as defined
by the Ornstein-Zernike equation
h(r12) = c(2)(r1,r2;ρ)+ τ(r12). (2.21)
Let us now consider the graphs in τ(r12) once again. In these graphs if we proceed from
the the second white circle to the first white circle and stop at the first nodal circle that we
encounter, then all the subgraphs between the second white 1-circle and that nodal circle
will have no articulation circle since τ(r12) is a subset of graphs in h(r12). This means
that these subgraphs between the second white 1-circle and the first nodal circle are free
of nodal circles and articulations which means that they all can be represented by a single
bond of direct correlation function c(2)(r1,r2;ρ) between the second white 1-circle and the
first nodal circle that is encountered.
Now if we proceed from the first nodal circle to the first white 1-circle we may or
may not encounter more nodal circles. Since these subgraphs are again free of articulation
circles, those subgraphs that have nodal circles would belong to c(2)(r1,r2;ρ) and those
without nodal circles would belong to τ(r12). Thus the subgraphs between the first nodal
circle and first white 1-circle are equivalent to a c(2)(r1,r2;ρ)+ τ(r12) bond, which from
Eq.(2.21) becomes h(r12). Hence τ(r12) can be written as a convolution of h(r12) and
c(2)(r1,r2;ρ) at the first nodal circle
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τ(r12) =
∫
dr3ρ(r3)h(r13)c(2)(r2,r3;ρ). (2.22)
Thus the Ornstein-Zernike (OZ) equation becomes
h(r12) = c(2)(r1,r2;ρ)+ τ(r12),
= c(2)(r1,r2;ρ)+
∫
dr3ρ(r3)c(2)(r2,r3;ρ)h(r13).
(2.23)
For homogeneous liquids, ρ(r) = ρ0, and Eq. (2.23) becomes
h(r12) = c(2)(r1,r2;ρ0)+ρ0
∫
dr3c(2)(r2,r3;ρ0)h(r13). (2.24)
2.1.4 Closure relations
From the density expansion of the radial distribution function (Eq.(2.16)) and OZ equa-
tion (Eq.(2.24)) we obtain the following set of two equations to solve for the total correla-
tion function h(r) and direct correlation function c(2)(r1,r2;ρ).
h(r12) = exp(−βu(r12)+ τ(r12)+b(r12))−1,
h(r12) = c(2)(r1,r2;ρ)+ρ0
∫
dr3c(2)(r2,r3;ρ)h(r13).
(2.25)
However, this is a set of two equations in three unknowns because of the unknown set of
elementary diagrams or bridge function, b(r12), which needs to be accounted for. Since
an exact calculation of the bridge function is not possible, various approximations, called
closures, have been made for it. This section briefly reviews these approximations.
Another representation for the bridge function b(r12) diagrams is obtained by reducing
the f −bonds to h(r)-bonds.45
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b(r12) = {Sum of all distinct connected simple graphs consisting of two white
1-circles labelled 1 and 2, black ρ(r)-circles and h(r)-bonds, such
that every graph is either a basic graph or a product of two or more
subgraphs connected in parallel at the white circles}
=
(2.26)
Since h(r) bonds implicitly incorporate the f −bonds the new representation of b(r12)
is more concise and fewer graphs can be used to give a better prediction of b(r12).47 How-
ever, even with these topological reductions, the computation of b(r12) is still costly as
each diagram represents a multidimensional integral and their number increases exponen-
tially with the number of black circles. As new computational techniques are being devised
to compute these diagrams,48,47 approximations are needed to yield a more manageable
expression for bridge diagrams.
The simplest approximation that one can make is to assume b(r) = 0. This well known
approximation is called the hypernetted chain (HNC) approximation to the bridge function
and is seen to give reasonably good predictions of g(r) and c(2)(r1,r2;ρ) for long range po-
tentials. Rosenfeld and Ashcroft49 further developed the idea of HNC approximation into a
modified hypernetted chain (MHNC) approximation. Their approach involved a treatment
of −b(r) as an ‘additional potential’ to u(r) that is solved using the HNC approximation.
The form for this approximate potential is chosen from a family of b(r) curves for the hard-
sphere fluid at various densities by introducing a free parameter (the hard-sphere density)
that can be determined by appealing to the requirements of thermodynamic consistency as
discussed in Sec.(2.1.1). Figure 2.2 shows the spatial form of bridge functions at different
densities of hard-sphere fluid and a comparison with g(r) at one particular density.
Since thermodynamic properties are unaffected by those regions where g(r) = 0 the
values of the bridge function in that region have less thermodynamic significance. Sim-
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ilarly, the value of b(r) is most significant in the first peak region of g(r).49 With these
observations, more refined models were proposed namely, the reference-hypernetted chain
(RHNC)50 and the variational modified-hypernetted chain (VMHNC)51 based on mini-
mization of free energy of system while choosing the appropriate bridge function. Thus,
for many different potentials, b(r12) has the same general shape as b(r12) for hard-spheres,
and one can find a hard-sphere b(r12) that “maps onto” the potential of interest by one of
the above prescriptions (RHNC or VMHNC). This is what is called universality of bridge
functions49 in the fluid state.
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Figure 2.2. Figure showing the family of b(r) curves for hard-sphere fluids that serve as
an ‘additional potential’ to u(r) and the hard-sphere g(r) for η = 0.46 packing fraction
of hard-spheres. For the region where g(r) = 0 the value of b(r) does not contribute to
thermodynamic properties. Most significant contribution of b(r) comes from the first peak
region of g(r). Universality principle can be used to choose a particular b(r) from this
family for any other potential.
Several other approximations have also been developed to solve the OZ equation. These
approximations mainly focus on assuming a functional relation between b and τ . For ex-
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ample, one of the simplifications to Eq.(2.25) is made by assuming that the exponential in
the first equation can be linearly expanded in τ , giving
h(r12) = exp(−βu(r12))(1+ τ(r12))−1, (2.27)
which neglects all n > 1 powers of τ in the exponential. The form for b(r12) that satisfies
this expression gives rise to the well known Percus-Yevick (PY)52 approximation for the
bridge function, i.e.
bPY [τ(r12)] = ln(1+ τ(r12))− τ(r12). (2.28)
PY is fairly accurate for short range potentials and in case of hard-sphere interactions gives
the following analytical form for the direct correlation function
c(2)(r12) =−(1+2η)
2
(1−η)4 +6η
(1+0.5η)2
(1−η)4 r−0.5η
(1+2η)2
(1−η)4 r
3 (2.29)
where r = |r2− r1| = |r12|. A semi-phenomenological model of bridge function was de-
vised by Verlet53 called Verlet Modified (VM) approximation, which is written as
bV M[τ(r12)] =−τ(r12)2/2(1+0.8τ(r12)), (2.30)
and has been applied to study various fluids successfully.54,55,56 Another approximation is
given by Martynov and Sarkisov (MS)57 for application to hard-sphere fluid at high density
bMS[τ(r12)] = (1+2τ(r12))0.5− τ(r12)−1, (2.31)
Apart from these there are several other complex approximations such as Rogers-Young
(RY)58 and Zhou-Hong-Zhang59 approximations, which introduce an additional parameter
in b[τ(r12)] that is determined by thermodynamic consistency criteria.
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In summary, therefore the bridge closure relations can be of two types, viz. a function
of spatial distance, b(r12), and a functional of indirect correlation function, b[τ(r12)]. Both
of these methods have been extensively used for calculating the thermodynamic properties
of pure fluids. With this review of liquid state theory we now know that (a) the correlation
and distribution functions are functionals of density and interparticle potential as we have
seen in the graphical expansions, (b) using the OZ equation the total (h(r12)) and direct
(c(2)(r1,r2)) correlation functions can be evaluated, and (c) OZ equation requires closure
relation in terms of bridge function that is usually approximated.
2.2 Classical Density Functional Theory (cDFT)
In this section we describe the fundamentals of classical density functional theory
(cDFT) and relate it with the correlation functions discussed in the previous section. We
then describe how cDFT can be used to treat equilibrium in inhomogeneous fluids and
fluid-solid phase transitions.
2.2.1 The Variational Principle
The fundamental idea of cDFT is to evaluate the equilibrium density profile of a system
with given interparticle and external potentials. Consider the grand canonical ensemble
(const. µ , V , T ) where the grand potential energy Ω is given by Legendre’s transform of
intrinsic Helmholtz free energy,F as,
Ω[ρ] =F [ρ]−µ
∫
drρ(r)+
∫
drφ(r)ρ(r). (2.32)
Notably, the intrinsic Helmholtz free energy F and grand potential energy Ω are both
functionals of density.12 In particular,F is a unique functional of density for a given inter-
particle potential. It has also been proven60 that an external potential always corresponds
to a unique equilibrium density distribution in a system, which makes F [ρ] a universal
functional of density under external potentials.
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The variational principle states that the equilibrium density distribution in a system
will minimize the grand potential energy of the system and results in the Euler Lagrange
equation δΩ[ρ]δρ(r)
∣∣∣
ρeq
= 0. Using Eq(2.32) we get
βµ =
δβF [ρ]
δρ(r)
+βφ(r). (2.33)
Since the chemical potential µ of the system is kept constant, the Euler Lagrange equation
offers a significant insight. The external potential φ(r) causes spatial variation in density
ρ(r) in a manner such that the resulting variation of intrinsic free energyF neutralizes the
effect of φ(r), keeping the chemical potential constant. Thus the external potential leads to
a uniquely determined density distribution.
2.2.2 Correlation function hierarchy
The intrinsic Helmholtz energy can be further split into its ideal and excess parts where
Fid =
∫
drρ(r) ln
(
ρ(r)Λ3
e
)
and the excess partFex arises from a non-zero u(r). Although
the ideal part is known exactly, the excess part cannot be determined analytically. The
excess part can however be linked to correlation functions by its functional derivatives
with respect to density profile. This gives rise to the correlation function hierarchy of
increasingly higher order functional derivatives of excess intrinsic Helmholtz free energy
as
c(1)(r1;ρ) =−βδFex[ρ]δρ(r1) ,
c(2)(r1,r2;ρ) =− βδ
2Fex[ρ]
δρ(r1)δρ(r2)
,
...
c(n)(r1 · · ·rn;ρ) =− βδ
nFex[ρ]
∏ni=1 δρ(ri)
,
(2.34)
where c(n) is called the nth order direct correlation function and all of them are functionals
of density profile. It should be noted that the second order direct correlation function is the
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same as the OZ direct correlation function, which makes it easier to compute as compared
to other correlation functions. Thus the solution of OZ equation is extensively employed in
defining the excess Helmholtz free energy as we shall see in section (2.3). The first order
direct correlation function is also called the excess chemical potential of the fluid. We can
now write the variational equation Eq.(2.33) as
βµ = ln
(
ρ(r1)Λ3
)− c(1)(r1;ρ)+βφ(r1). (2.35)
This equation expresses the chemical potential of a fluid under an external field in which
all terms except the first order direct correlation function c(1)(r;ρ) are known. Since c(1)
depends on the excess free energy, F , several approximations for free energy have been
proposed in the literature, which we shall review next.
2.3 Free energy approximations
The various approximations for the excess free energy Fex can be broadly classified
into two categories, viz. the perturbative and the non-perturbative approximations.
2.3.1 Perturbative scheme
The idea of perturbative approaches is to obtain Fex by perturbing the system about
some known reference state. Various kinds of perturbations have been tried based on the
interaction potential u(r), the second order dcf c(2)(r1,r2;ρ) and the excess free energy
Fex itself. We shall now review them briefly,
2.3.1.1 Perturbation based on u(r)
For pairwise interacting potentials with a hard core repulsion and attractive / repulsive
tail a perturbation can be performed about hard core repulsion as
u(r) = uhc(r)+αutail(r), 0≤ α ≤ 1. (2.36)
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Figure 2.3. The perturbative expansion methodology PDFT. There are three ways in which
perturbation can be carried out, i.e., with respect to potential, free energy and direct corre-
lation function.
In this case the perturbation is tuned by a parameter α . The consequent analysis12 yields
the following form of Helmholtz free energy,
F [ρ] =Fhc[ρ]+
ρ2
2
∫
dr1
∫
dr2 g∗(|r2− r1|;ρ)utail(|r2− r1|). (2.37)
whereFhc[ρ] is the free energy of the reference fluid (hard sphere fluid) and g∗(|r2−r1|;ρ)
is an appropriately chosen pair correlation function. Most of the research in this theory has
been targeted towards improving integral equation theories for obtaining g∗(|r2− r1|;ρ).
In principle, this approach is identical to the thermodynamic perturbation theory where
the perturbative expansion is truncated at the second order term. This form has been ap-
plied extensively to study liquid structure and phase diagrams in different interparticle po-
tentials,61,62 ionic solutions,63 quenched matrix systems,64,65,66 and colloid-polymer mix-
tures.41 However, this approach of perturbing u(r) yields a free energy estimation based
on a reference microstructure, and is therefore inapplicable in cases where a prediction of
fluid microstructure is desired.
2.3.1.2 PDFT based onFex[ρ]
This version of PDFT is based on perturbing the excess free energy about a refer-
ence state. The ‘perturbation’ is in fact an integral of the dcf hierarchy equation, i.e.
c(n)(r1,r2 · · ·rn) = −δ nβFex/δρ(r1)δρ(r2) · · ·δρ(rn). The following exact equation is
derived through a parametric representation of intermediate density,14
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βFex[ρ] = βFex[ρ0]−
∫
dr1
∫ ρ(r)
ρ0
δρ ′c(1)(r1;ρ ′), (2.38)
where ρ(r) is some inhomogeneous density distribution caused by an external field, ρ0 is
the reference homogeneous density, and ρ ′ is an intermediate density. The first order corre-
lation function at an intermediate density, can be expressed in terms of higher correlations
at homogeneous density using a Taylor expansion. These higher order correlations are in
principle accessible. However in practice only c(2)(r1,r2;ρ0) is readily computable via OZ
integral equation theory. The computational difficulties mount rapidly as we go beyond
second order term and few such calculations have been performed; Calleja,67 Zhou68 and
Curtin39 are three examples. The theory, truncated to second or third order has been ap-
plied to a few applications like crystallization32,33,34,69 and fluid confinement.67,70 Later,
Zhou and Ruckenstein made an important observation while dealing with inhomogeneous
fluids under external fields.3 They recognized that the third and higher order direct correla-
tion functions can be summed together and represented in terms of the bridge functions of
the liquid state OZ theory. This led to initial success in applying PDFT to inhomogeneous
fluids,3,35 however the OZ theory closures failed at high densities near crystallization den-
sity71 and the series summation could no longer be represented in terms of the “borrowed”
bridge functions of the OZ theory.
Our research attempts to extend this idea to fluid-solid equilibrium and formulate bridge
functions in this regime of high density and we shall describe the process in detail in the
next chapter.
2.3.1.3 PDFT based on c(2)(r1,r2;ρ)
Recently, Zhou72 has proposed a new approach for modeling Fex using a partitioned
density functional. This method takes advantage of the Lagrangian theorem and proposes a
partition of the first order dcf into a strongly density-dependent short-range part and weakly
density-dependent long-range part, i.e.
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c(2)(ρ(r)) = c(2)S (ρ(r))+ c
(2)
L (ρ(r)), (2.39)
where c(2)S (ρ(r)) is the short range part and c
(2)
L (ρ(r)) is the long range part. This method
has shown success in predicting density profile of Lennard-Jones fluid near surfaces72,73
and in critical regions.74,75 However it has been applied only to Lennard-Jones fluids and
its application to freezing transitions and generality has not yet been tested.
Overall, the PDFT based onFex seems productive since its expression is formally exact.
Furthermore it is generic and holds for any kind of interaction potential. We thus choose to
pursue PDFT based onFex to study fluid-solid transition.
2.3.2 Non-perturbative scheme
In a non-perturbative approximation, F is approximated with a model for free energy
per unit volume, i.e.,
F [ρ] =
∫
drA(r;ρ),
or
Fex[ρ] =
∫
drAex(r;ρ)
where A(r,ρ) is a free energy functional per unit volume. Various schemes like square
gradient, weighted density and effective liquid approximations have been developed in this
context.
The Square Gradient Approximation initiated by Hohenberg and Kohn76 and reviewed
in detail by Evans,77 approximates A as a gradient expansion in density, thus,
A(r;ρ) = f (ρ(r))+ f2(ρ(r))(∇ρ(r))2+O(∇ρ(r)4) (2.40)
where f and f2 are functions of density and are evaluated via integral equation theory. A
truncation to the first term would give us the local density approximation (LDA). However,
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as the higher order terms become significant for rapid density changes like those found
at liquid-gas and liquid-solid interfaces, this approach has been applied mostly to critical
regions,78 liquid in gravitational field79 and wetting by critical fluid,80,81,82 where there
are no abrupt changes in density. Although this theory becomes inaccurate at high density
gradients, it has been applied to study liquid-liquid interfaces,83 precrystallization over
templates,84 wetting by crystalline phases85 and sedimentation profiles86,87 with moderate
success. Evidently, only a macroscopic and monotonously varying density distribution,
with no microscopic information, may be obtained from such a theory. Furthermore, the
versatility of this approach is also questionable as it yields poor result at liquid-gas inter-
face for Lennard-Jones fluids88 due to its local description of the functional A. Owing to
these difficulties advanced approaches involving non-local density functionals have been
developed, which we shall review next.
Figure 2.4. Idea behind non perturbative density functional theories (NPDFT). Each cal-
culation requires liquid state dcf from OZ theory and the weight and energy functions for
the free energy model.
The second level of theories comprise the set of coarse grained density functional ap-
proximations, which have a general form given by
Fex[ρ] =
∫
drρ(r)Ψ(ρ¯(r)) (2.41)
whereΨ(ρ¯(r)) is the free energy density per particle and ρ¯(r) is a weighted density defined
as
ρ¯(r) =
∫
dr′w(|r− r′|, ρ¯(r′))ρ(r′) (2.42)
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where w(r,ρ(r)) is a weight that averages over the density to make the theory non-local
in nature. Several versions of this weighted density approach, summarized by Evans,14
differ only in the manner in which the weighted density ρ¯(r) and free energy density Ψ are
obtained. The first attempts in this theory were the Mark I and Mark II approaches.89,90 In
these approaches the free energy density functionΨ was derived from Carnahan-Starling91
result; however, the weighted density was evaluated by defining w as the Heaviside step
function in Mark I and a more sophisticated quadratic function in Mark II. The coefficients
of this quadratic form were then determined by requiring the functional to produce the
hard sphere c(2)(r1,r2;ρ) upon differentiation of Eq.(2.41) . Both of these theories were an
advancement over the LDA as they could capture the oscillatory density profile at wall-fluid
interface.90 These formalisms have been successfully applied to wetting92 and drying93
transitions, surface adsorption94 and even to freezing transitions.90
Later on, Curtin and Ashcroft95 developed the weighted density approximation (WDA)
by numerically evaluating the weight function w(r;ρ) instead of fixing it with a quadratic.
The only inputs WDA requires are the bulk liquid dcf c(2)(r1,r2;ρ) and an analytical form
for Ψ. Usually the PY approximation is used for these inputs. The WDA and its vari-
ants have been extensively applied to wall-fluid interfaces,96 solid-liquid interface,97,98
phase diagrams,99 crystallization during sedimentation100 and mixtures.101 Denton and
Ashcroft102 developed a modified version of WDA (MWDA) specifically for treating the
solid-liquid transition. MWDA models the free energy of solid as
Fex[ρ] = NsΨ(ρˆ) (2.43)
where
ρˆ =
1
Ns
∫
dr1ρ(r1)
∫
dr2ρ(r2)w(r2− r1; ρˆ) (2.44)
and w(r;ρ) satisfies the usual normalization conditions. Various applications of MWDA in-
clude freezing,103 solid-solid transitions,104 crystal growth105 and solid mixtures.106 How-
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ever, MWDA has been poor in predicting structures other than fcc105 and fails to describe
the correct stability of crystalline phases.107
Simultaneously, another set of non-perturbative approaches were developed by Baus
and colleagues37 called the effective liquid approximation (ELA). These approaches were
based on the idea that its possible to map thermodynamic and structural properties of a
solid to an effective liquid state,108 i.e.
Ψ[ρs] =Ψ[ρˆl], (2.45)∫
dr1
∫
dr2ρs(r1)ρs(r2)c(2)(r1,r2;ρs) =
∫
dr1
∫
dr2ρs(r1)ρs(r2)c(2)(r2− r1; ρˆl),
(2.46)
where ρˆ is the effective liquid density and the two equations represent thermodynamic
and structural mapping respectively. Several versions of ELA have been proposed109,110
and the most general version is generalized ELA (GELA) from which all other versions
can be derived.111 During the past two decades ELA has been employed in applications
such as freezing and it has shown stable bcc structure and metastable phases109,111 unlike
MWDA approximations. However there is a dispute regarding the applicability of ELA
and GELA to attractive interactions since the concept of mapping a solid to liquid seems
to yield good results only in case of hard sphere potentials where the density difference
on freezing transitions is high.112 Therefore both MWDA and GELA approaches fail to
produce good results in case of freezing of soft particles.112
A more rigorous approach called fundamental measure DFT (FMDFT) to study freez-
ing transitions was initiated by Rosenfeld113 based on geometrically derived dimensional
weighted densities nα(r) and an excess free energy expression,
βFex[ρ] =
∫
drΨ[nα(r)], (2.47)
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where excess free energy density Ψ[nα ] is assumed a function of nα(r). Applications of
FMDFT to freezing113 and crystal-melt interface for hard sphere fluids have been very
successful.114 However, this approach is difficult to extend to non-hard sphere potentials
and further research is necessary.
We thus find a variety of perturbative and non-perturbative approaches that have been
developed in past few decades. Let us now briefly overview the formalisms often used for
inhomogeneous fluids and fluid-solid equilibrium.
2.4 DFT on inhomogeneous fluids
With the above free energy models we can now solve Eq.(2.33) iteratively for the equi-
librium density profile under the presence of external field. The free energy approximations
have been used to treat several inhomogeneous fluid scenarios. Application to the vapor-
liquid interface can yield valuable information about interface density profiles, vapor pres-
sures, coexistence and surface tension.115
Although the free energy approximations are applied usually as per the taste of the user,
application of modified fundamental measure theory for short ranged repulsion and ther-
modynamic perturbation theory for attraction have been found to yield in general a good
prediction of vapor-liquid interface properties along the coexistence and up to the critical
point.115 cDFT has also been applied to liquid-liquid interfaces and inhomogeneities using
weighted DFT116 for non-polar fluids, fundamental measure DFT117 for two-component
LJ mixtures and perturbative DFT118 for liquid mixture in confinement yielding good
agreement with simulation results. One other way in which the problem of inhomoge-
neous fluids can be formulated is by considering chemical equilibrium between the bulk
and inhomogeneous density regions. An enforcement of chemical equilibrium between
two regions results in,3
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∆βµ = 0
= ln
(
ρ(r1)
ρ0
)
−
(
c(1)(r1;ρ)− c(1)(r1;ρ0)
)
+βφ(r1),
(2.48)
where, the bulk fluid at density ρ0 is in equilibrium with inhomogeneous fluid with density
ρ(r1) caused by an external field, φ(r). In this way cDFT can be used to relate both bulk
and interfacial structure within a single framework. This equation can again be solved iter-
atively for the inhomogeneous density profile and has been used extensively to study inho-
mogeneous density in a variety of model fluids under a range of external potentials3,119,70,36
(see Fig. 2.5).
Figure 2.5. Application of cDFT giving hard-sphere fluid distribution inside a hollow
cavity of radius 5σ taken from Zhou and Ruckenstein (2000)3. cDFT has been applied to
several cases of fluid inhomogeneity across a range of interaction potentials.
2.5 DFT on fluid-solid transition
In case of inhomogeneous fluids, the cDFT formalism replaced the individual position
coordinates of particles by their average density ρ(r) that becomes spatially uniform in
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absence of external field. It has no parameters to describe structured solid density profiles
at fluid-solid equilibrium. Therefore, for fluid-solid equilibrium, we need to introduce
a parameter into the density to describe the solid structure. In this case DFT must also
account for mechanical equilibrium along with chemical equilibrium. In DFT, there is no
explicit way of representing structural correlation functions of a solid, which have long
range order.14 A solid phase is therefore viewed as a highly inhomogeneous liquid with a
density given by a sum of Gaussians, ρs(r) = 1vlΣ
Ns
i=1e
(r−Ri)2/l2 where vl = pi3/2l3, l is the
Gaussian width parameter and Ri are the Bravais lattice vectors of solid. The average bulk
density of solid is given as ρ¯s = Ns/V =
∫
drρs(r)/V and the liquid phase has a constant
homogeneous density ρ0 =N/V . In order for the phases to coexist the following conditions
must be met,
Ωs[ρs]−Ω0[ρ0] = ∆Ω= 0, (2.49)
µs−µ0 = ∆µ = 0, (2.50)
∂∆Ω
∂ l
= 0, (2.51)
where Ω = −PV is the grand potential energy of the fluid and for fixed volume, ∆Ω =
−V∆P. The first two equations represent the conditions of mechanical and chemical equi-
librium and the last represents the stability with respect to the Gaussian width parameter l.
In order to ensure the stable phase the minimality condition, ∂ 2∆Ω/∂ l2 ≥ 0, should also be
satisfied. The most practiced versions of cDFT employed in fluid-solid transition are the
NPDFT methods of MWDA and GELA approaches. Coexistence is obtained by comput-
ing the free energies of fluid and solid phases. Different formulations of the solid’s density
profile have been used to study fluid-solid transitions in isotropic,120 anisotropic fluids121
and mixtures.101,106 At the fluid-solid interface, by use of proper density parameteriza-
tion, DFT has been successful in capturing semi-periodic fluid-solid density profile and the
surface tension variation with respect to orientation or crystallographic surface.122,98,123
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However, application of these methods to mixtures of ionic fluids has led to inaccurate
predictions,106 which puts major concerns upon the generality of NPDFT methods at fluid-
solid transition.112
In its present state, the cDFT for fluid-solid transition is thus suffering from a lack
of “portability” of the free energy approximation with regards to the interaction potential
being used. Therefore, the key ingredient in cDFT, i.e. the excess free energy model, needs
to be thoroughly understood so as to ensure wider applicability of cDFT and a unified
formulation. In the present thesis we make an effort in this direction.
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CHAPTER 3
A NEW DFT FOR FLUID-SOLID TRANSITION
In previous chapters we have seen how free energy approximations are used to treat
inhomogeneous fluids and fluid-solid equilibrium within cDFT. We have also studied the
role of correlation functions and liquid state theory in cDFT. We saw that most of the
free energy approximations use either truncation (PDFT) or judicious mapping (NPDFT)
to circumvent the higher order correlations in free energy expansion. In this chapter, we
provide a new cDFT model at fluid-solid phase transition that accounts for this lacuna
in previous cDFT methods. We then review the various computational and theoretical
challenges and provide some preliminary results.
3.1 A new formulation
The new formulation starts from the model equations (Eq.(2.49)-Eq.(2.51)) at fluid-
solid transition. Expanding the first two model equations using Eq.(2.32) and Eq.(2.33) we
arrive at the following exact equations for the equilibrium criteria.
β∆Ω=(βFex[ρs(r)]−βFex[ρ0])+
∫
drc(1) (ρ0)(ρs(r)−ρ0)
+
∫
dr
{
ρs(r) ln
(
ρs(r)
ρ0
)
− (ρs(r)−ρ0)
}
=−V∆P = 0.
(3.1)
and
β∆µ =
∫
drρs(r)
{
ln
(
ρs(r)
ρ0
)
−
(
c(1)(ρs(r))− c(1)(ρ0)
)}
= 0.
(3.2)
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Keeping the fundamental Eqs.(3.1) and (3.2) in perspective and recalling the correlation
function hierarchy, we need an accurate model for free energy differenceFex[ρs]−Fex[ρ0]
to solve for fluid-solid equilibrium. Thus if a model for the difference in free energies is
available we need not separately approximate them for the fluid and solid phases. This fact
has not been exploited by any of the previous cDFT methods and our analysis begins from
here.
Following the direct correlation function hierarchy, the free energy difference can be
given by functional integration of c(1) from a fluid’s homogeneous density ρ0 to structured
solid state density ρs(r1).
β∆Fex =−
∫
dr1
∫ ρs(r1)
ρ0
δρ ′(r1)c(1)(r1;ρ ′) (3.3)
Proceeding further requires a model for c(1)(r1;ρ) at an intermediate density ρ ′(r1) be-
tween ρs(r1) and ρ0. This model can be developed if we consider the Taylor expansion of
c(1) in terms of the higher order correlation functions about the fluid state density, i.e.
c(1)(r1;ρ) = c(1)(r1;ρ0)+
∫
dr2c(2)(r1,r2;ρ0)(ρ(r2)−ρ0)
+
∞
∑
n=3
1
(n−1)!
∫
· · ·
∫
dr2dr3 . . .d (rn)×
n
∏
m=2
(ρ(rm)−ρ0)c(n)(r1,r2, . . . ,rn;ρ0).
(3.4)
The coefficients in the expansion are the hierarchy of direct correlation functions of
the homogeneous liquid phase. In principle these functions are amenable to numerical
computation, but in practice only c(2) is readily accessible via OZ equation. The earliest
work on cDFT of freezing was based on truncation of this series at n = 2, which gave
fairly accurate results for hard spheres.124,34 Curtin later estimated the third-order term by
differentiating the WDA free energy functional three times; it was found to be of the same
order of magnitude as the second-order term, leading to the conclusion that convergence of
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the expansion is not rapid enough to justify a truncation at n = 2 and there must be some
fortuitous cancellations in the sum of higher-order terms.39
More recently an important observation was made by Zhou and Ruckenstein3 while
working on the related problem of equilibrium of inhomogeneous fluids. In such problems
there is only one thermodynamic phase but its spatial density profile is inhomogeneous
due to the presence of an external field. Equation (3.4) then relates the properties of the
fluid in the field to those of the homogenous fluid. Zhou and Ruckenstein showed that the
n ≥ 3 terms in the expansion could be re-summed and represented as a bridge functional,
based on the universality principle of the free energy functional (i.e., the functional form
of the free energy expansion is independent of the specific nature of the inhomogeneity).
Equation (3.4) thus becomes
c(1)(r1;ρ) = c(1)(r1;ρ0)+ γ(r1)+B[ϑ(r1)] (3.5)
where γ(r1)≡
∫
d2c(2)(r1,r2;ρ0)(ρ(r2)−ρ0) and ϑ(r1) is some suitable choice of a struc-
tural distribution function. This formulation has much in common with Ornstein-Zernike
(OZ) integral equation theory and in fact yields the OZ equation when the Percus identity
is invoked,125 i.e. when external field comes from an identical stationary particle. Using
Percus’ single particle trick the product of ρ0 with g(r) gives the density profile ρ(r), thus
we get, ρ0h(r) = ρ(r)− ρ0. The function γ(r1) is therefore similar to the OZ indirect
correlation function in that it represents a convolution of the local density difference with
the bulk direct correlation function. If B is represented as a functional of γ , i.e. B[γ(r1)],
then closure relations in the typical OZ form, such as hypernetted-chain (HNC, B = 0) or
Percus-Yevick (PY, B= ln(1+γ)−γ), may be applied. Closures of this type were found to
be quite accurate for predicting the structure of various model fluids at solid interfaces.3,35
Our main purpose is to explore the extension of the bridge functional representation to
the fluid-solid transition of homogeneous systems. Our primary ansatz is that Eq.(3.5) may
be applied to the fluid-solid transition such that
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c(1)(r1;ρs) = c(1)(r1;ρ0)+ γ(r1)+B[γ(r1)] (3.6)
where the definition γ(r1) ≡
∫
d2c(2)(r1,r2;ρ0)(ρs(r2)−ρ0) now includes the solid den-
sity, ρs(r2). By using an intermediate density ρ ′(r1) ≡ ρα(r1) = ρ0 +α(ρs(r1)− ρ0),
where, 0≤ α ≤ 1 the first order correlation function c(1)(r1;ρ ′) can be modeled as
c(1)(r1;ρα) = c(1)(r1;ρ0)+αγ(r)+B[αγ(r)] (3.7)
Substituting this representation of c(1) in Eq.(3.3) we get the difference in excess intrinsic
Helmholtz free energy as,
β∆Fex =−
∫
dr1∆ρ(r1)
{
c(1)(r1;ρ0)+
γ(r1)
2
+
I[γ(r1)]
γ(r1)
}
(3.8)
where I[γ(r1)] =
∫ γ(r1)
0 dtB[t]. Equation (3.8) is the new excess free energy model employed
in the present work. It can be evaluated using standard numerical techniques, given an
analytical form for B[γ].
Upon substituting this result into Eq.(3.1) and Eq.(3.2) we obtain the following formu-
lations for β∆Ω and β∆µ .
β∆Ω=
∫
dr1
{
ρs(r1) ln
(
ρs(r1)
ρ0
)
− (ρs(r1)−ρ0)
}
−
∫
dr1∆ρ(r1)
{
γ(r1)
2
+
I[γ(r1)]
γ(r1)
}
(3.9)
and
β∆µ =
∫
dr1ρs(r1)
{
ln
(
ρs(r1)
ρ0
)
− (γ(r1)+B[γ(r1)])
}
. (3.10)
Note that in the above equations the first order correlation function c(1)(r1;ρ0) cancels out
when β∆µ is subtracted from β∆Fex to get β∆Ω. Equations (3.9) and (3.10) are then our
model equations and can be used to solve Eqs.(2.49)-(2.51) for predicting ρ0, ρs and l. The
stability equation (Eq.(2.51)) is evaluated as a numerical derivative of Eq.(3.9) with respect
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to l. This is the first time that a model has been developed that accounts for all the higher
order terms in perturbative expansion and is also applicable to fluid-solid transitions. By
replacing B with 0 or only a third order term we recover the perturbative expansions that
were being applied to crystallization34,39 and other problems.67,68 We further note that Eq.
(3.8) is similar in form to a weighted DFT, with the quantity in braces acting as a free
energy per particle that is a function of the weighted density γ(r1). However, Eq. (3.8)
has been developed explicitly for the free energy difference. Thus our model combines the
features of both PDFT and NPDFT into one closure-based formulation.
3.2 Computations with the new formulation
3.2.1 Real space method
The numerical evaluation of Eqs.(3.9) and (3.10) is not trivial, firstly because the inte-
grands require a summation over all lattice points for ρs(r) and γ(r), and secondly because
they contain integrals over all space. Earlier methods of evaluating these integrals relied
on converting them into Fourier space using reciprocal lattice vectors (RLV) of the solid
phase and truncating the Fourier expansion after a few terms.32,33 This technique, however,
has been shown to be inaccurate even when large number of RLV shells are retained in the
truncated Fourier expansion.126 Dong and Evans69 and ourselves127 have therefore devel-
oped a new real space methodology to meet these challenges. We argue that these integrals
can be very accurately evaluated in real space by using the periodicity of solid phase.
We notice that the two crucial integrands in our equations are γ(r1) and ρs(r1). The
convolution integral γ(r1) =
∫
dr2c(2)(r1,r2;ρ0)(ρs(r2)−ρ0) has a domain of the entire
volume of solid and an integrand that requires a summation over all lattice points. How-
ever, we find that it is still feasible to evaluate the convolution in real space because the
short range (see Fig.3.1) of direct correlation function c(2) and the sharpness of Gaussian
functions used to describe the solid lattices greatly reduces the range of integration and
consequently the number of lattice points that must be considered around a given location
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Figure 3.1. Range of direct correlation function c(2)(r;ρ0) for hard-sphere potential, soft
repulsive potential (u(r) = ε (σ/r)12) and Lennard-Jones potential with βε = 1.456. The
data is at their freezing transition densities, i.e. ρ0 = 0.945 for hard-spheres, ρ0 = 0.656
for soft-spheres and ρ0 = 0.85 for LJ potential (triple point density). The results are from
VMHNC solution of OZ equation. Notice the short range nature of the direct correlation
function that reduces the number of nearest neighbors needed for γ(r1) evaluation.
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Figure 3.2. Shown is the smallest repetitive unit cell in a solid lattice (subcell) within an fcc
lattice. The values of integrands in this subcell repeat periodically in neighboring subcells,
so the volumetric integral need be evaluated only in the subcell.
r1 at which the integrand is evaluated. Hence the integrand γ(r1) can be evaluated in real
space, with standard numerical techniques, without any Fourier transform methods.
In order to treat the summation over all lattice points to evaluate ρs(r1) in the inte-
grands, let’s consider evaluating the integral over entire bulk volume of solid as
∫
(· · ·)dr1
in Eqs.(3.9) and (3.10). Since the integrands are functionals of the periodic solid density
ρs(r1) we can safely say that they share the same periodicity. Thus, as shown in Fig.3.2,
this integral can be expressed as n
∫
Vs(· · ·)dr1, where Vs is the volume of one subcell (small-
est repeating volumetric unit or primitive unit cell) and n is the number of subcells given
by
n =
Ns(no. of particles)
neq(particles per cell)
×8(subcells per cell) = 8
neq
Ns.
The volume integral
∫
Vs(· · ·)dr1 can then be evaluated using standard numerical integration
techniques. For any such integral, we require a few layers of neighboring lattice points
to evaluate the integrands. The distance of these nearest neighbors from the subcell is
determined by range of the direct correlation function c(2) and the width of Gaussians
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comprising ρs(r1). In case of hard spheres the range of c(2) is one particle diameter for
using the form of Percus-Yevick OZ equation, and width of Gaussian is of the order of
10−1σ in which case we only needed 108 nearest lattice site positions around the subcell
(i.e. including the sites constituting the subcell) for the fcc lattice, in contrast to considering
all the lattice points in bulk.
3.2.2 Challenges and preliminary results
Returning to the model equations, one of the major hurdles that we now face is to predict
the form of bridge function B at fluid-solid phase transition. As an initial attempt we tried
various OZ theory closures, of type B[γ(r1)], to replace this series summation. However, we
find that all of them (except HNC, B = 0) fail to make any prediction of freezing transition
since γ(r1) values reach out of the domain of OZ closures (see Fig.3.3).127
Theoretically such an observation can be justified. There are some significant differ-
ences between the present problem of liquid-solid equilibrium and that of inhomogeneous
liquids. Firstly, the inhomogeneity is imposed through a Gaussian structure on the solid
density rather than an externally applied field. Furthermore, the present problem involves
a phase transition while the other does not. Since the structure and free energy of the liq-
uid phase are being used to predict properties of the solid phase we cannot guarantee that
the OZ level closures will prove useful in predicting liquid-solid equilibrium. A detailed
analysis of bridge function formulation is therefore required to make any progress.
As a starting point, we first tested our model against already existing simulation and
theoretical results. Our motive is to make certain that the computational challenges have
been met and the algorithm works and also that our model can be applied to different model
fluids as a test of its robustness and generality. Since a bridge function is not available yet,
we applied the HNC closure (B = 0) in our model Eqs.(3.9) and (3.10). Effectively this
truncates the energy expansion at second order term and the resulting formalism bears sim-
ilarity with previous PDFT setups.33,69 The first results we obtained were for hard sphere
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Figure 3.3. Figure showing values of γ(r1) evaluated at (b) the bottom plane of the subcell
and (c) at the middle plane of the subcell for hard-sphere freezing data. The spatial plot of
γ(r1) for the top plane is a 90◦ rotation of the plot of the bottom plane. The values of γ
can reach as low as −10, which makes it inappropriate to use in liquid state theory bridge
functions like PY (b[γ] = ln(1+ γ)− γ) and MS (b[γ] = (1+2γ))0.5− γ−1) etc.
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Method η ηs l/
√
2 Lindemann
Present127 0.539 0.567 0.0495 0.078
DE69 0.544 0.576 0.0524 0.083
ELA128 0.520 0.567 0.0467 0.074
MWDA102 0.476 0.542 0.0621 0.097
MC2 0.494 0.545 0.0806 0.126
Table 3.1. The predicted parameters for the fluid to fcc solid transition of hard spheres
are compared with previous results, with MC simulations as a bench mark. η , ηs and
l represent the fluid packing fraction (piρσ3/6), solid packing fraction and the width of
Gaussian solid density functions. The ratio of root mean square displacement and nearest
neighbor distance in solid or the Lindemann parameter is given by L =
√
3(3ηs/2pi)1/3 l.
freezing using HNC closure. A comparison of our results with other theoretical and sim-
ulation approaches is shown in Table 3.1. With our formulation we were able to correct
an error in Dong and Evans’s results, which were based on a completely analytical cDFT
setup,69 predicting better coexistence densities but not the Lindemann parameter.127 Our
results also compare well with ELA-NPDFT scheme and we predict better Lindemann pa-
rameter and solid density with only the HNC closure. We expect improved results once a
definite bridge function is formulated.
Potential ρsσ3 ρ0σ3 l/σ Structure
Model (hard-core +)
Screened 0.1745 0.1662 0.1574 fcc
Electrostatic
vdW 0.8831 0.6246 0.0915 fcc
AO Depletion 1.1226 (1.2895) 1.0202 (0.9043) 0.0824 (0.0270) fcc
Yukawa 0.5267 0.5241 0.2751 bcc
Table 3.2. Bulk freezing results for some test potential systems. The forms of these poten-
tials are given in Appendix A. The values in bracket for AO depletion potential are the MC
results from our computations. Note that for Yukawa fluid a bcc structure is also predicted
by the formalism and is in accordance with MC predictions by Meijer and Frenkel (1991)1
with an l/σ value of 0.21.
Next we applied our HNC closure based cDFT model to different model fluids and
obtained the coexistence data (see Table 3.2). We see that our closure-based model can be
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applied to any type of model fluid and that it is also capable of predicting different solid
structures.
We can thus see that our model of cDFT is fairly versatile and works well with different
model fluids. Although the HNC closure was used in all cases, the computational machin-
ery appears to be working with the trial bridge function (B= 0); the integrals equations con-
verge and the hard-sphere results are consistent with a previous real space calculation.127
Furthermore, in the case of hard sphere freezing the predicted Lindemann parameter value
is even better than the ELA approximation scheme when compared with MC results as a
benchmark. It now becomes interesting to study the effect of a bridge function on the re-
sults. We now take a brief pause and review some of the numerical techniques that were
used in the present work in the next chapter. Thereafter we start our study by first investi-
gating the nature of an exact bridge function.
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CHAPTER 4
NUMERICAL SOLUTIONS OF INTEGRAL AND DENSITY
FUNCTIONAL EQUATIONS
In all the cDFT methodologies, the second order direct correlation function, c(2)(r1,r2;ρ0)
is of primal importance. We now review various numerical techniques to solve the OZ
equation for c(2) with two different choices for the closure relation b, viz. b[τ(r12)] and
b(r12). Thereafter we review the methods used to evaluate and solve the cDFT equations
and the Monte Carlo (MC) simulation technique to evaluate exact fluid-solid phase coexis-
tence.
4.1 Ornstein-Zernike Equation
OZ equation Eq.(2.24) for a homogeneous and isotropic bulk can be simplified to,
τ(r) = ρ0
∫
dr′c(2)(|r− r′|;ρ0)h(r′), (4.1)
where h(r) and c(2) are related to τ(r) using h(r) = τ(r) + c(2)(r;ρ0) and c(2)(r;ρ0) =
f [τ(r)], with f [τ(r)] being an approximation for c(2). A simple method of solving the OZ
equation is to guess a value of τ(r) and evaluate c(2) and h(r) using their relationship with
τ(r). New τ(r) can be evaluated by substituting them in Eq.(4.1). This way the direct
iteration process can be repeated until τ(r) converges. Alternatively, the OZ equation can
also be solved using its Fourier transform i.e.,129
hˆ(k) =
cˆ(k)
1−ρ0hˆ(k)
. (4.2)
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This process involves discretization of Eq.(4.1) in a range (0,R) in r divided into N =
R/∆r intervals of equals spacing ∆r. Same division is done in Fourier space with the
interval ∆k obtained from ∆r∆k= pi/N . Initial guesses of h(ri) with ri = i∆r are made and
c(2)(ri;ρ0) is approximated using a model function c(2)(r;ρ0)= ξ [h(r)]. Fourier transforms
of c(2) and h(ri) are used with Eq.(4.2) to obtain a new hˆ that is inverted to give a new
h(ri). This process is again repeated until h(ri) converges. Another method130 is to use
the discretized form of Eq.(4.1) and solve it using Newton-Raphson (NR) method for τ(r).
These aforementioned numerical approaches required good initial guess and suffered from
slow convergence and high computational costs. A combination of NR and direct iterations
was employed to speed up the convergence.131 Later Labik et. al.132 proposed further
improvements leading to a simpler algorithm with low sensitivity to initial guess, which is
the method of our choice.
Labik’s method solves OZ equation by assuming c(2)(r;ρ0) = f [τ(r)] where f [τ(r)] is
appropriately chosen from Eq.(2.25) to be
f [τ(r)] = exp(−βu(r)+ τ(r)+b(r))− τ(r)−1. (4.3)
Various closure relations of type b[τ(r)] such as PY, HNC, VM etc. are then employed to
get f [τ(r)]. Normally, the range of correlation functions lie between 5σ to 10σ , where
σ is the diameter of a particle. The idea is to divide this entire range into two parts and
apply the NR and direct iteration schemes to the first and second parts respectively. The
first part is chosen near the origin, i.e. 0 ≤ r ≤ M∆r, where M is an integer between 20
and 30 and ∆r is a chosen step length normally around 0.05σ − 0.01σ . The OZ equation
Eq.(4.1) is solved in this part using Newton-Raphson method and with an initial guess
of Γ(r) = 0, where Γ(r) = rτ(r). Its solution is then fed to the remaining part of the
domain, i.e. M∆r < r ≤N ∆r, which is solved using direct iterations. The entire process
is repeated until a convergence criterion is reached for Γ(r). For higher densities and long
range potentials, however, an initial guess is generated by solving the OZ equation at lower
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densities and smaller range. The resulting function Γ(r) then gives a good initial guess for
the full calculation. Further numerical details of this calculation can be found in the work
by Labik et. al.132
4.1.1 Using b(r12)
In the previous section we used closure relations of type b[τ(r)] to model the function
f [τ(r)] in the numerical procedure. We now discuss how a closure relation b(r) can be
directly used to evaluate f [τ(r)]. When the bridge function is modeled as a spatial function
it enters the form of f [τ(r)] as an effective potential, i.e.
f [τ(r)] = exp(−[βu(r)−b(r)]+ τ(r))−1− τ(r), (4.4)
where βu(r)−b(r) plays the role of effective potential. The OZ equation is thus solved for
this effective potential in a manner such that the resulting g(r) satisfies thermodynamic con-
sistency for the potential u(r). In a seminal paper, Rosenfeld49 showed that b(r) curves for
all interaction potentials have the same basic shape, and thus the family of b(r) curves for
the hard-sphere fluid across different densities contains the b(r) for any other interaction
potential. This finding has been termed the universality of bridge functions in the liquid
state theory. Thus, by using thermodynamic virial-compressibility consistency49,51 or free
energy minimization50 we can choose an appropriate hard-sphere diameter and density
whose bridge function corresponds to the bridge function of the potential under consid-
eration. Thus, using the universality principle the bridge function b(r) can be modeled
as
b(r) = bhs(rˆ;η), (4.5)
where bhs is the bridge function of hard sphere fluid, rˆ = r×σhs/σu(r) with σx as the diam-
eter of fluid with potential x, and η = piρhsσ3hs/6 is the appropriately chosen hard-sphere
packing fraction to reproduce the thermodynamic properties of u(r). Usually, σu(r) = 1 is
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the basis unit of distance, so rˆ = rσhs. An accurate51 description of bhs(rˆ;η) can be ob-
tained from the analytic solution of Percus-Yevick (PY) equation for hard-spheres as,133,134
bhs(rˆ;η) = ln(yPY (rˆ))+1− yPY (rˆ;η) (4.6)
where yPY (rˆ) = gPY (rˆ)exp(βu(r)), is the cavity correlation function defined as
yPY (rˆ) = gPY (rˆ) , rˆ ≥ σhs
yPY (rˆ) =−c(2)PY (rˆ;η), rˆ < σhs
(4.7)
where gPY (rˆ) and c
(2)
PY (rˆ;η) are obtained by solving the OZ equation for hard sphere fluid
with PY approximation at a density ρhs = 6η/piσ3hs. The diameter or packing fraction η
of the appropriate hard-sphere fluid, whose bridge function provides a good estimate of the
bridge function of the fluid in consideration, is obtained by minimizing the free energy of
the fluid50 under the constraint of thermodynamic energy-virial consistency.51 The local
free energy minimization as prescribed in the variational hypernetted chain (VMHNC)
scheme is given by51
∂ fV MHNC
∂η
=
∂δHS(η)
∂η
− 1
2
∫
dr[gu(r,ρ,η)−gPY (r,η)]∂b(r)∂η ,
= 0,
(4.8)
where δHS(η) = fCS(η)− 6η1−η −2ln(1−η), and fCS(η) = 4η−3η
2
(1−η)2 is the free energy per
particle obtained from the Carnahan-Starling91 fit to hard-sphere fluid. Eq.(4.8) is solved
for a root with Newton-Raphson method, which gives the required η of hard-sphere fluid
having similar thermodynamic properties as the fluid under consideration. The algorithm
for evaluating Eq.(4.8) is given in Fig.4.1.
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Figure 4.1. Flow diagram for evaluating Eq.(4.8) with a starting hard-sphere packing frac-
tion of η and density of the fluid with potential u(r) given by ρ . The value of δη is taken
to be η ∗10−6 for accurate evaluation of numerical derivative.
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4.2 Simplifying the multidimensional integrals
The DFT equations involve several nested 3-D integrals in the free energy approxima-
tion and evaluation of the indirect correlation functions. At the fluid-solid transition, the
densities involved are highly inhomogeneous and give rise to highly peaked integrands as a
function of space. This poses several difficulties in evaluating the integrals accurately and
regions of highly peaked integrands must be determined before evaluating the integrals for
faster convergence. One such integral that occurs commonly in fluid-solid transition is the
indirect correlation function, γ(r1), which can also be written as
γ(r1) =
∫
dr2c(2)(r1,r2;ρ0)ρs(r2)−
∫
dr2c(2)(r1,r2;ρ0)ρ0. (4.9)
We now focus on evaluating γ(r1) by transforming the coordinate r2 to r = r2− r1. Since,
c(2)(r1,r2;ρ0) is evaluated for homogeneous and isotropic fluid we get
γ(r1) =
∫
drc(2)(r;ρ0)ρs(r+ r1)−
∫
drc(2)(r;ρ0)ρ0
=
∫
drc(2)(r;ρ0)
Ns
∑
i=1
e−(r+r1−Ri)2/l2
pi3/2l3
−
∫
drc(2)(r;ρ0)ρ0.
(4.10)
The second integral in above equation can be trivially evaluated using spherical coordi-
nates for r and is in practice a 1D integral since there is no directional dependence in the in-
tegrands. However, the first integral, which contains highly peaked exponential terms, can
undergo further simplification. The terms in the exponent can be expanded as a dot product,
(r+ r1−Ri)2 = |r1−Ri|2+r2+2r|r1−Ri|cosC, where, cosC= sinθ1 sinθ2 cosφ1 cosφ2+
sinθ1 sinθ2 sinφ1 sinφ2+cosθ1 cosθ2, and (θ1,φ1) and (θ2,φ2) are the polar and azimuthal
angles of the vectors r and r1−Ri respectively with a fixed coordinate system. In order
to simplify the analysis, we assign a separate coordinate system to each combination of
vectors r1−Ri and r in such a way that their polar direction coincides with r1−Ri. Doing
so, we can write the exponent in the form
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(r+ r1−Ri)2 = |r1−Ri|2+ r2+2r|r1−Ri|cosθ (4.11)
where θ is now the angle between r1−Ri and r as per the new coordinate system. By
denoting ξ = |r1−Ri|, the first integral can thus be simplified as
I1 =
∫
drc(2)(r;ρ0)
Ns
∑
i=1
e−(r+r1−ri)2/l2
pi3/2l3
,
=
Ns
∑
i=1
∫
drr2
c(2)(r;ρ0)
pi3/2l3
∫ pi
0
dθ sinθ
∫ 2pi
0
dφe−(ξ
2+r2+2rξ cosθ)/l2,
= 2pi
Ns
∑
i=1
∫
drr
c(2)(r;ρ0)
pi3/2l
sinh
(
2rξ/l2
)
ξ
e
−(ξ2+r2)
l2 .
(4.12)
The above reduction is done by integrating with respect to φ directly and by a change-of-
variable, i.e. substituting t = sinθ , in the second integral. Thus a multidimensional integral
in γ(r1) can be simplified to a 1D integral given by,
γ(r1) = I1−4pi
∫
drr2c(2)(r;ρ0)ρ0. (4.13)
These integrals can be evaluated accurately by 32 point Gauss quadrature or Romberg
quadrature.135
The next level multidimensional integrals leading to free energy evaluation cannot be
reduced to fewer than three dimensions and are thus evaluated by nested integrals in the
three Cartesian coordinates.
4.3 MC Simulations of fluid-solid transition
In the current project, the Monte Carlo (MC) simulations of fluid-solid transition serve
as ‘computer experiments’ to compare with our cDFT results. The comparison is made
of the coexisting solid and fluid densities, ρs and ρ0, and the width of the Gaussian dis-
tribution, l, that describes a solid’s local density profile. While excellent texts11,136,27 are
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available for a detailed treatment of simulation techniques, we focus on the MC methods
to extract coexisting parameters, ρs,ρ0, l from a known interaction potential, u(r).
4.3.1 Obtaining ρs and ρ0
The interaction potentials for which we needed simulation data were of the hard-core +
attractive tail type. These were the Asakura-Oosawa (AO)137 hard core + attractive poten-
tials with temperature dependent size ratio of polymeric solvent and suspended colloidal
particles138 given by
uAO(r) =

∞, r < σc,
−ηp (1+q)
3
q3
(
1− 3r2(1+q)σc +
r3
2(1+q)3σ3c
)
, σc < r < σc+σp,
0, r > σc+σp,
(4.14)
where, σc and σp are the diameters of colloidal and polymeric particles respectively, q =
σp/σc = (503.51−39.097T +1.899T 2−0.0318T 3)/1100 is the size ratio of the particles
as a function of temperature (T ◦C) and ηp is the packing fraction of the polymeric solvent
particles. We employed common tangent construction139 between the plots of dimension-
less free energy density f [ρ] and ρ of the fluid and solid phases to get the coexisting den-
sities. Canonical MC (const. N,V,T ) simulations were performed to obtain the Helmholtz
free energy, F [ρ] by thermodynamic integration,11 which is converted to free energy den-
sity by, f [ρ] = piσ
3
6V F [ρ]. For the thermodynamic integration, canonical MC was performed
for a potential given by uˆ(r) = uHS(r)+λ (uAO(r)−uHS(r)), where λ ∈ [0,1] is the inte-
gration parameter and λ = 0 corresponds to hard-sphere reference state. Helmholtz free
energy is then obtained by
F [ρ] = Fid[ρ]+FHS[ρ]+
∫ λ=1
λ=0
dλ
〈
∂U(λ )
∂λ
〉
λ
, (4.15)
where U(λ ) is the average potential energy of entire system evaluated using uˆ(r), Fid[ρ] =
ln(ρ)− 1 is the ideal free energy and FHS[ρ] is the excess free energy of reference hard-
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sphere system. We used the Carnahan-Starling91 equation of state and Hall’s equation of
state140 to evaluate the reference excess free energies at different densities of fluid and solid
phases respectively.
The canonical MC simulations141 were performed with N = 108 particles with 15×103
moves per particle to attain equilibration and another 15×103 moves per particle for pro-
duction. Periodic boundary was assumed for the simulation box and minimum image con-
vention was used to evaluate system potential energy. The calculations were repeated with
15×105 moves per particle for equilibration and 15×105 moves per particle for production
with no significant change in results. Several independent MC runs (8 or 16) were carried
out to obtain adequate statistics at each value of density. Usually a starting configuration of
fcc-lattice was fed to the code that equilibrated into a fluid state at low densities; however,
at high fluid densities the final configuration from previous density simulation was fed as
initial configuration to speed the equilibration process. Order parameters were used to keep
track of the structure of the phase. Low values in order parameters implied the presence of
a fluid phase.
4.3.2 Obtaining Gaussian-width parameter
The Gaussian-width parameter, l, can be related to the average root mean square dis-
placement of solid particles from their lattice sites,142 i.e.,
l =
√
2
3
〈√
〈∆r2〉
〉
. (4.16)
Another quantity of interest that can be related with the Gaussian width is the Lindemann
ratio of the root mean square displacement with the nearest neighbor distance in a solid
lattice, which has an order of magnitude∼ 0.15 at melting and can also be used as a criteria
of freezing transition. However, its value has been found to depend on the pair interaction
and is less frequently used to detect freezing transition.143 Once again we performed 15×
103 MC runs per particle for equilibration and 15× 103 runs per particle for evaluation
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of mean square displacement for a 108 particle system with periodic boundary conditions.
Care was taken that the center of mass of the system remain stationary by subtracting its
motion from the motion of all particles.
53
CHAPTER 5
THEORETICAL AND EMPIRICAL INVESTIGATIONS
Returning to our discussions at the end of Chapter 3, we now continue our search for
an exact bridge function at the fluid-solid transition. In this chapter we first advance by
studying the cluster diagrams in bridge function at fluid-solid transition for useful insights.
Thereafter we embark upon a search for an empirical model for the bridge function at fluid-
solid transition. In this process we present two numerical inversion procedures to study the
exact behavior of the bridge function, leading us to identify new features of the bridge
function at fluid-solid transition.
5.1 Cluster expansion at fluid-solid transition
In its exact form the bridge function at fluid-solid transition is represented as a function
of spatial coordinate r1 as
B(r1) =
∞
∑
n=3
1
(n−1)!
∫
· · ·
∫
dr2 . . .dr(n−1)×
n−1
∏
m=1
∆ρ(rm)c(m)(r1,r2, . . . ,rn−1;ρ0). (5.1)
The major challenge we are facing is to describe a bridge function model that incorpo-
rates the negative values of γ(r1) at fluid-solid transition, which lie outside the domain of
conventional OZ theory closures. Since the liquid state closures have been successful in
treating inhomogeneous fluids in external fields,3 it begs the question as to why these clo-
sures would fail at fluid-solid transition. A way of answering this could be a comparison
of the cluster diagrams of the bridge functions at fluid-solid transition and the liquid state
theory. We begin by deriving the cluster expansion for Eq.(5.1).
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Let us consider an inhomogeneous phase described by ρ(r1), which could be a fluid
phase exposed to some external field or a solid phase where the density is modeled by Gaus-
sian distributions around lattice sites. The key quantity that would lead us to a model for
bridge function is the difference in excess chemical potential (see Eq. (3.6)) or c(1)(r1;ρ)−
c(1)(r;ρ0) where ρ0 is the homogeneous fluid’s density. Let us now consider a graphical
representation of c(1)(r1;ρ)− c(1)(r1;ρ0) where
c(1)(r1;ρ)− c(1)(r1;ρ0) =
(5.2)
and the diagrams in c(1) are a set of topologically distinct simple connected graphs consist-
ing of a white 1-circle labelled r1, one or more field circles and f − bonds such that the
graphs are free of articulation circles. Therefore, the difference in first order correlations
is the difference between two topologically identical sets of diagrams, where the first set
of diagrams has gray field circles that represent weighting by the inhomogeneous density
ρ(r) and the second set has black field circles that represent weighting by the constant
homogeneous density ρ0.
Unfortunately, not much physical insight into B can be derived from the above equation.
However, progress can be made by defining a two-point correlation function G(r0,r1) as
G(r0,r1) =
ρ(r1)
ρ0
(5.3)
The 0 in the argument of G denotes the location of the origin of the spatial coordinates. So
we are somewhat artificially creating a two-point correlation function out of a single-point
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one, but it is useful to do so. Since ρ0G(r0,r1) = ρ(r1), each gray circle in Eq. (5.2) can
be replaced by a black ρ0 circle and a G bond to a new white 1-circle labeled 0. The series
then looks like
c(1)(r1;ρ)−c(1)(r1;ρ0) =
(5.4)
where all black circles are now ρ0 circles, the thick-solid bonds are G−bonds, and the new
white circle (with all the G bonds connecting to it) is labeled 0. We now consider that G
can be decomposed into another type of bond, H, such that
H(r0,r1) = G(r0,r1)−1. (5.5)
Substituting this expression into Eq. (5.4) yields
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c(1)(r1;ρ)− c(1)(r1;ρ0) =
(5.6)
where the dashed bonds are H− bonds. The first row of the expansion is identical to the
expansion of c(1)(r1;ρ0) that is subtracted at the bottom, and they cancel. The remnant
is a series consisting of at least one H − bond, two white 1-circles, black ρ0 circles and
f −bonds and is given by
c(1)(r1;ρ)−c(1)(r1;ρ0) =
(5.7)
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In the above graphs the first row has only one H−bond, the second row has two H−bonds,
the third has three and so on. In all the graphs of the first row there is a nodal circle that links
the white 1-circle labelled 0 with the rest of the subgraphs, which are free of articulations
and belong to the set of graphs in c(2). The first row is thus a convolution of c(2)(r1,r2;ρ0)
with H(r0,r2) at the nodal circle, giving rise to the indirect correlation function γ(r1).
More specifically,
=
=
∫
dr2c(2)(r1,r2;ρ0)ρ0H(r0,r2) = γ(r0,r1)≡ γ(r1)
(5.8)
where the bond with two hash marks is a c(2) bond and ρ0H(r0,r2) = ρ(r2)−ρ0 and the
location r0 is at origin that makes γ(r0,r1)≡ γ(r1).
The second and subsequent rows in Eq. (5.7) represent convolutions of higher order
direct correlation functions with H−bonds and thus represent the bridge function diagrams
for the case of equilibrium between an inhomogeneous and homogenous phase,
B(r0,r1)≡ B(r1) =
(5.9)
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where all the diagrams with n number of H−bonds connecting to the second white circle
form the convolution for c(n) with the density profile. Further topological reduction45 can
be applied to the pair of circles connected by f −bonds in the above diagrams and reduce
the diagrams into those containing h−bonds and H−bonds giving
B(r1) =
(5.10)
where B is given by the sum of all distinct connected simple graphs consisting of two white
1-circles labelled 1 and 0, black ρ0 circles with only H− bonds between any black circle
connecting with 0 circle and the rest of them being the h− bonds free of articulation and
nodal circles.
This diagrammatic representation of B holds for any inhomogeneous-homogeneous
fluid equilibrium. By applying the Percus’ trick,125 where the inhomogeneity is caused
by the interparticle potential from an identical stationary particle, we can replace the H−
bonds with h−bonds and recover the OZ theory diagrammatic expansion of bridge func-
tion (see Eq.(2.26)). OZ theory closures such as MHNC, VMHNC, PY, VM etc. can then
be used as approximations for B. For the inhomogeneities caused by an external field, clo-
sures in their functional form, B[γ], such as PY, VM, MS etc. can suffice as a model for B.3
However, in the case of fluid-solid transition the inhomogeneity becomes very high as well
as periodic, since H(r0,r1) becomes ρs(r1)/ρ0−1, and then, none of the existing closure
relations can be applied as an approximation for B.
Since the failure of existing closures to approximate B occurs only at high and periodic
values of H − bonds, it indicates that the bonds linking with the second white 1-circle
(labelled 0 in Eq. (5.10) and labelled 2 in Eq. (2.26)) in the expansion of B become
significant only at fluid-solid transition. This observation can lead to major advantages
in numerical methods used to obtain the bridge functions.48,47 Evaluation of these cluster
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diagrams is, however, a problem on its own and we are considering future efforts in that
direction. At present we find it useful to investigate the nature of these bridge functions at
fluid-solid transition using empirical methods, rather than calculation of diagrams.
5.2 Spatial distribution of bridge function
Along the lines of the OZ theory closures of type b(r1) (e.g. MHNC, VMHNC) we
first explore an exact spatial distribution of bridge function. The key idea is to take advan-
tage of the fact that the three coexistence properties (ρs,ρ0 and l) can be determined from
independent Monte Carlo (MC) simulation work and therefore can be used to discover the
underlying form of the bridge function. We proceed in this direction by using ∆µ = 0 and
inverting Eq.(3.10) to find the following exact relationship,
B(r1) = ln
(
ρs(r1)
ρ0
)
− γ(r1), (5.11)
where γ(r1) for fluid-solid transition is given by γ(r1) =
∫
dr2c(2)(r1,r2;ρ0)(ρs(r2)−ρ0)
and can be evaluated using the c(2) at coexisting fluid density using a highly accurate
VMHNC calculation. Since γ(r1) and ρs(r1) are periodic in the three-dimensional solid
lattice, these quantities were evaluated in the smallest repetitive unit cell of the solid.
As our test cases, we focus on soft repulsive interactions given by the inverse nth power
as
u(r) = ε
(σ
r
)n
. (5.12)
The energy ε and length σ scales for these potentials occur in the combination εσn, so all
excess thermodynamic properties become a function of the dimensionless parameter αn =
ρeqσ3(βε)3/n. Thus, these inverse power potentials exhibit only one fluid-solid coexistence
point in terms of αn.142 Apart from n =∞ for hard-spheres, we study three values of n=12,
6, and 4. Literature studies144 have shown that the stable solid phase is fcc for large n and
bcc for small n, with the dividing point being just above n= 6. We consider the stable solid
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phase for each potential, and we also study the metastable fcc phase for n = 6. Four pieces
of information at coexistence are needed to calculate the bridge function: lattice type, solid
density, liquid density, and Gaussian width parameter l, which are listed in table 5.1 along
with their sources.
n ρs ρo l Structure
∞2 1.0409 0.9435 0.1139 fcc
12142 0.6804 0.6557 0.1459 fcc
6142 0.7494 0.7399 0.1513 fcc
6142 0.7339 0.7247 0.1876 bcc
4142 1.0225 1.0185 0.1591 bcc
Table 5.1. Coexistence data for repulsive potentials. For the soft potentials βε = 10. Since
excess thermodynamic properties are dependent on αn, we would get the same value of
bridge function B at any combination of ρ and βε as long as αn remains fixed.
5.2.1 Fcc Lattice Structure
Plots of B(r) for two different two-dimensional slices through the tetrahedral unit cell
of the fcc lattice are shown in Fig. 5.1, for the n = ∞, 12, and 6 potentials. The most
striking feature of this figure is that B(r) is qualitatively similar across the three potentials.
The results for the bottom plane show that higher (less negative) values are found at the
lattice sites, which even become slightly positive for the hard spheres, while lower (more
negative) values are found in the voids. The results for the middle section show relatively
lower values of B because of the larger amounts of void space, but with high values seen in
the corners because of their proximity to the lattice sites above and below.
5.2.2 Bcc Lattice Structure
A similar analysis was carried out for the bcc fluid-solid equilibrium for the n=6 and 4
potentials. The plots of B(r) for different slices through the unit cell are shown in Fig. 5.2.
There is clearly a similarity in the bridge functions of these two potentials. However, these
plots are qualitatively different from those for the fcc solids in Fig. 5.1 because of the dif-
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Tetrahedral subcell  fcc la/ce 
Bo2om sec4on  Middle sec4on 
(n=∞)  (n=∞) 
(n=12)  (n=12) 
(n=6)  (n=6) 
Figure 5.1. Location of the subcell of interest in the fcc lattice (top). Plots of the values of
B(r) in planar slices along the bottom (left column) and middle (right column) of the unit
cell. A plot of the top plane would just be a 90◦ rotation of that for the bottom plane.
62
Subcell  bcc la)ce 
Bo,om sec/on  Middle sec/on 
(n=6)  (n=6) 
(n=4)  (n=4) 
Figure 5.2. Location of the subcell of interest in the bcc lattice (top). Plots of the values of
B(r) in planar slices along the bottom (left column) and middle (right column) of the unit
cell. A plot of the top plane would just be a 90◦ rotation of that for the bottom plane.
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ferences in lattice geometry. While high values of B(r) still occur in the vicinity of a lattice
site, now the highest values occur slightly off-center, forming a split peak arrangement.
5.2.3 Universality in spatial distribution
The qualitative similarity of B(r) across the three potentials is reminiscent of obser-
vations by Rosenfeld and Ashcroft on the bridge function of liquid-state theory.49 They
observed that b(r) had roughly the same shape across a wide range of interaction potentials
and thermodynamic conditions (density, temperature) and was thus deemed to “constitute
the same universal family of curves.” Remarkably, an analogous universality also appears
to hold for B(r) at solid-fluid equilibrium for an fcc lattice and to some extent for a bcc
lattice, at least for the three repulsive potentials studied here. As discussed in Chapter
2, Rosenfeld49,51 and Lado50 were able to exploit the universality of b(r) in a quantita-
tive way by using known bridge functions for hard spheres at different packing fractions
bHS(r;η) as reference data (see Fig. 2.2). For any interaction potential, one could employ
b(r) ≈ bHS(r;η∗) with the effective packing fraction η∗ chosen to satisfy thermodynamic
consistency or minimize the free energy, under the conditions of interest. The VMHNC
closure of this type is among the most accurate in predicting liquid structure. However, it
is difficult to extend this approach to the present problem of fluid-solid equilibrium. Since
fluid-solid coexistence for hard spheres occurs at one thermodynamic state point, there is no
natural parametric set of hard-sphere bridge functions {BHS(r)} to employ. Furthermore,
even if such a set were available, there are no a priori thermodynamic consistency criteria
that could be applied in choosing the best one. In addition to this it is not possible to apply
the thermodynamic mapping in three dimensions and across different lattice structures that
a solid may assume.
We have thus seen from the analysis of cluster expansion and spatial distribution of
bridge functions that the structure of the solid phase described by ρs(r1) (and consequently
by H − bonds) influences the spatial distribution of bridge function and the models that
64
must be designed to capture them. We shall now develop some empirical models for the
bridge function at fluid-solid transition and study their behavior for various potentials.
5.3 Modeling the bridge functional at fluid-solid transition
Until now we have explored the bridge functional in its crude and exact form as a
function of spatial coordinate r1. We now consider modeling the bridge function as a
functional of γ(r1), which also depends on the H − bonds as given by Eq. (5.8). This
choice, as we discussed earlier, is analogous to the OZ theory bridge functions of type b[τ].
5.3.1 A test case: hard-sphere fluid
5.3.1.1 Extracting a parametric model
We begin by first considering the test case of a hard-sphere fluid at freezing transi-
tion. In order to generate a parametric distribution of B[γ(r1)], analogous to Duh-Haymet
plots145 in liquid state theory, we again enforce the pointwise equality of the total chemical
potential in the fluid and solid phases by using Eq. (5.11) i.e., B(r1) = ln(ρs(r1)/ρ0)−
γ(r1).
The large set of points in Fig. 5.3 represents a parametric plot of (γ,B) values obtained
at the 50×50×50 grid of points laid uniformly over the subcell volume. To keep the com-
putations simple we employed the PY analytical expression (Eq.(2.29)) for c(2)(r1,r2,ρ0)
in γ(r1). The only approximations are any uncertainties in the MC simulation data and any
inaccuracies inherent in the PY-OZ c(2) for the homogeneous fluid phase. We explored the
effects of the latter issue by trying different forms of c(2), such as those obtained from other
closures at the OZ level. Only slight quantitative differences were observed; the qualitative
behavior was identical to that presented below.
As a general guide, the region γ(r1) > −2 corresponds to locations r1 that are within
0.25σ or 2.2l of a lattice site Ri. A unique functional dependence of B on γ is evident in
this region. However, the points scatter widely at lower values of γ , indicating no unique
65
Figure 5.3. Parametric representation of the bridge function of Eq. (5.11) as extracted
from MC simulation data of hard-sphere fluid. Note that the relation is function-like at the
higher values of γ(r1) and there is apparently no correlation at lower values of γ(r1).
functional relationship, before pinching together again at γ ≈ −14. In regions outside the
Gaussian core, there are many locations that have identical values of γ but very different
values of B. It is interesting that a regular striped pattern appears in this region of the data.
The number of stripes, and the density of points along a given stripe, increases with the
number of grid points used, but the basic pattern is maintained. Each stripe represents a
trace as we move from a point on one edge to corresponding point on a parallel edge of the
smallest volumetric unit. These stripes usually end up in the dense region (−8 ≤ γ ≤ −5)
of Fig.5.3 as strands or loops. All stripes (and consequently the entire data set of Fig.5.3)
are thus bounded on the left side by the points lying along an edge of the subcell.
Equation (5.11) and the behavior in Fig. 5.3 also imply that γ is not everywhere a
unique function of ρs. A parametric plot of these two functions, as given in Fig. 5.4,
provides more insight. The small brush-like features that appear for γ < −2 indicate the
source of the non-uniqueness that is reflected more dramatically in Fig. 5.3, namely that
there are locations in the lattice with the same value of density but different values of the
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convolution integral γ . This is a consequence of the anisotropy of the lattice at the particle
scale. Near each lattice site the density distribution is dominated by the particle associated
Figure 5.4. Parametric plot of γ(r1) vs ρs(r1) from unique points in the smallest repeating
subcell of fcc lattice. The highest ρs(r1) and γ(r1) values occur near lattice sites where a
function-like relation exist between B and γ .
with that site; this density will have a high degree of spherical symmetry due to the assumed
isotropic Gaussian form, yielding many locations with nearly identical densities. However,
the value of γ(r1) from its volume integral will obviously depend on the the distribution of
other particles (lattice sites) around location r1. The sensitivity of γ(r1) to the surrounding
structure is weak for r1 very close to a lattice site, since the range of the integral is limited
by c(2) and its value will be dominated by the density of the particle associated with that
site. Thus γ(r1) is nearly a unique function of ρs(r1) at high densities. The sensitivity of
γ(r1) to the surrounding structure will become stronger for r1 that are farther from a lattice
site, leading to the non-uniqueness at lower densities. Thus, the patterns seen in the scatter
plot of Fig. 5.3 and Fig. 5.4 arise out of the directional anisotropy of the fcc lattice and
the isotropic Gaussian form of the lattice density. Baus110 commented on the limitations of
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using isotropic Gaussians to parameterize a solid lattice; it would be interesting to see how
a more general parameterization would affect the results in Figs. 5.3 and 5.4. However, the
effective nature of B vs. γ would remain the same at high γ values.
We thus have a parametric and exact form of bridge function at fluid-solid transition
represented in Fig. 5.3. However, as such this parametric form cannot be used in the model
equations of cDFT and we need to find an alternative representation.
5.3.1.2 Extracting a simple polynomial form for bridge function
In Fig. 5.3 we saw that there are regions where B is a unique function of γ but other
regions where it certainly is not. This begs the question of whether a function that at least
approximately describes the behavior of the bridge functional can be useful in predicting
the thermodynamics of the phase transition. This consideration is similar to the case of
OZ theory, where inversion of data from the MC simulation of a fluid is used to generate
scatter Duh-Haymet plots analogous to Fig. 5.3.145 The liquid state closures like PY, VM,
MS etc. tend to describe these scattered Duh-Haymet plots as unique functions. Recent
work on hard sphere fluids shows that uniqueness is not strictly satisfied, with violations
especially seen away from the hard core region where the value of τ gets smaller, and yet
closures based on the assumption of b− τ uniqueness can still yield accurate predictions
of structure and thermodynamics.146 We explore this possibility here by postulating a low-
order polynomial functionality for B[γ] and fitting the coefficients to the thermodynamic
properties known from MC simulation. More specifically, we assume that B is a polynomial
in γ having exactly three unknown coefficients and iteratively solve Eqs. (2.49)-(2.51) until
we find the set of coefficient values that yield the known ρs, ρ0 and l from MC simulation.
Since the extracted B[γ] data shown in the previous section do not pass through origin,
we can say that there must be a constant term in the polynomial model. Following are a few
of the polynomic forms that we obtained for hard-sphere freezing, written with the fitted
values of the coefficients.
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B1[γ] =−0.0609γ2−0.2047γ+3.47657 (5.13)
B2[γ] = 0.0146γ3−0.3073γ+3.3692 (5.14)
B3[γ] =−0.02912γ3−0.1825γ2+3.6906 (5.15)
Figure 5.5. Comparative plot of B with simple polynomial functions fit to the coexistence
properties. All of these functions reproduce the exact MC freezing results for hard spheres.
These plots show similar behavior at high γ values and are totally uncorrelated at low γ
values.
Fig. 5.5 provides a comparative plot between the exact and polynomial bridge func-
tions. Interestingly, all of the polynomial models match the extracted B data at higher γ
values where a unique functionality is indicated. However, there is a considerable diver-
gence among the various models at lower γ where the extracted data are scattered and no
unique functionality is indicated. We emphasize that all of the polynomial models pre-
sented yield the results for ρs, ρ0, and l that are consistent with MC simulations (see Table
5.2). This leads us to conclude that the behavior of the bridge functional at lower values
of γ does not have a significant impact on the thermodynamic properties predicted. It is
remarkable that similar observations were made by Fantoni and Pastore146 in their MC
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study of liquid-state OZ theory bridge functionals in hard sphere systems. They found that
outside the hard core region and away from the first peak of g(r), B is multi-valued and the
traditional closures do not track the data in a quantitative way, especially at higher density,
and yet this situation has little effect on the accuracy of the radial distribution functions and
thermodynamic properties predicted by the closures.
Method ρsσ3 ρ0σ3 l/σ
MC2 1.04 0.94 0.114
B1,B2,B3 1.04 0.94 0.114
B = 0 1.08 1.03 0.069
ELA128 1.08 0.99 0.066
MWDA102 1.03 0.91 0.088
Table 5.2. Bulk freezing results for hard spheres using the polynomial bridge function
models. MC results of Hoover and Ree2 are presented along with other cDFT methods
for comparison. Note the high accuracy of cDFT predictions using either B1, B2 or B3 as
compared to using B = 0 or other methods.
With a little more physical insight, one could rule out certain closures based on their
behavior. From the equation of chemical equilibrium Eq.(3.2) and (3.6), γ(r1)+B[γ(r1)]
represents the excess chemical potential difference between the solid and fluid phases at
location r1. This difference should be negative at low density locations, and the polyno-
mial form B3 could be discarded as it does not satisfy this criterion. We note that in the
thermodynamically relevant region where all models agree with the data, the values of B
are on the order of unity and never rise above ∼4.5; these moderate values are consistent
with the fact that setting B = 0 (truncating Eq. (3.4) at n = 2) gives reasonable results for
the coexistence properties as seen in Chapter 3.
Finally, we restate that the traditional OZ closures (other than HNC, B = 0) are not
appropriate as bridge functions for the fluid-solid transition (see Fig. 5.6) as they differ
greatly in their qualitative behavior. Consider the PY closure, B = ln[1+ γ]− γ , as an ex-
ample. This function diverges to −∞ as γ approaches −1, passes through the origin, and
never achieves positive values. Such properties, which are common to most traditional OZ
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Figure 5.6. A comparison of the parametric, polynomic and OZ theory closures. The OZ
theory closures such as PY, VM, MS etc. are qualitatively very different from the required
behavior at fluid-solid transition given by the extracted parametric and polynomic closures.
The closure B3 is removed after the physical considerations described in text.
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closures and are not problematic in that context, are not consistent with the behavior of
the bridge functional observed at fluid-solid transition of hard-sphere fluid. Since the prob-
lems of single-phase fluid structure and fluid-solid phase coexistence are physically quite
different, it is not surprising that the bridge functional behavior is qualitatively different.
5.3.2 Hard sphere and soft repulsion potentials
With our success in modeling the bridge function at hard-sphere freezing we now con-
sider the soft repulsion potentials given by the power law (Eq. (5.12)). For the calculations
that follow we resort to the highly accurate VMHNC OZ closure for direct correlation
function c(2)(r;ρ0) used to evaluate γ(r1). Our idea behind this is to see if the polynomic
closure developed for the hard-sphere freezing can be applied to other potentials at their
freezing transition. This has been the case, at least, in the liquid state theory where PY, VM
etc. closures could be applied to different potentials for their thermodynamic properties.
5.3.2.1 Fcc Lattice Structure
We consider the simultaneous analysis of inverse powers n=∞, 12, 6 for the fcc lattice
structure with the coexistence data from Table 5.1. Equation 5.11 can be readily used to
generate a parametric plot of B[γ] with data points taken throughout the subcell, as seen in
Fig. 5.7. Contrary to our expectations, these data do not a display universality in terms of
B[γ]. However, presenting the data in this form illustrates the qualitative similarity in the
bridge functions across the three different potentials. For each potential there is a region of
unique B[γ] functionality at high values of γ but large scatter and non-uniqueness at lower
values of γ . Further insight from a parametric plot of γ(r1) with respect to ρs(r1)/ρ0 as
seen in Fig. 5.8 reveals that high values of γ(r1) correspond to regions of high density in
the lattice, which occur in the vicinity of lattice sites (particle cores). Looking back at Fig.
5.7 we conclude that for each potential there is a unique B[γ] functionality in high density
regions near the lattice sites but no such functionality in the void regions. Thus, we once
again observe an analogy between the fluid-solid equilibrium and liquid-state theory, where
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Duh-Haymet plots show unique b[τ] functionality near the particle core (at the first peak
region of g(r)) but scatter outside.146
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)]
Figure 5.7. Parametric plots of B[γ] for three different interaction potentials with an fcc
solid.
We now propose simple quadratic form B[γ] = aγ2+bγ+ c to model the bridge func-
tion for these potentials. Once again, the values of the coefficients were determined by
iteratively solving the fluid-solid coexistence problem using the cDFT model Eqs. (2.49)-
(2.51) until a set of values {a,b,c} that satisfied the known properties (Table 5.1) was
found. Figure 5.9 shows the quadratic polynomials thus obtained and how they compare
to the parametric data. Strikingly, as in the test case of hard-spheres, each polynomial
matches its corresponding parametric plot at high values of γ , where there is a unique func-
tionality in the parametric data, but not in the low-γ scattered region. Thus, for the case
of soft repulsion potentials, the thermodynamic properties at the phase transition appear to
be governed by the behavior of the bridge function in the high-density regions of the solid
lattice and rather insensitive to its behavior elsewhere.
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Figure 5.8. Plot showing γ vs. ρs(1)/ρo for the three potentials with an fcc solid. Note
that high values of γ occurs at high density ratio, which happens at the lattice sites.
5.3.2.2 Bcc Lattice Structure
For the bcc lattice structures, the parametric B[γ] plots in Fig. 5.10 generated for n = 6
and 4, indicate that the bridge functions of the bcc solids have a slightly different character
from those of the fcc solids. The bcc plots show two distinct sets of branches (as compared
to one set for fcc) within their envelope, causing them to appear wider (although they
actually span a smaller range of γ). We investigated in more depth how the different regions
of the lattice contributed to the parametric plot. The points lying along the top-left boundary
of the envelope are obtained by moving along a particle-containing edge of the subcell (as
shown in Fig. 5.2) of the bcc lattice, while the points along the bottom-right boundary are
obtained by moving along a line joining two lattice sites (i.e. a Bravais lattice vector). We
observed the same to be true for the fcc case as well. Therefore the different character
of the bcc and fcc parametric plots is a reflection of the different lattice geometries or the
different H−bonds.
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Figure 5.9. B[γ] for fcc lattice structures at n=∞ {B[γ] =−0.0665γ2−0.0663γ+2.4689},
n= 12 {B[γ] =−0.0712γ2+0.1669γ+0.6385} and n= 6 {B[γ] =−0.0796γ2+0.3005γ−
0.3024}. The second order correlation funciton c(2) for this data was obtained by highly
accurate VMHNC OZ theory.
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Figure 5.10. Parametric plot of B v.s. γ(r1) for two different interaction potentials with a
bcc solid.
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Figure 5.11. Plot of γ v.s. ρs(r1)/ρo for the two potentials with a bcc solid.
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Figure 5.12. B[γ] for bcc lattice structures at n= 6 { B[γ] = 0.0206γ2+0.2454γ−0.5045},
n = 4 { B[γ] = 0.0522γ2+0.2524γ−1.4305 }.
Figure 5.11 shows that high values of γ occur at the high density regions in bcc lattice,
so that the sharp region at high γ in Fig. 5.10 corresponds to the sites in bcc lattice, analo-
gous to our observations for fcc structure. As in the case of the fcc solids, quadratic poly-
nomials were found that exactly reproduced the solid-fluid coexistence properties given
in Table 5.1. As seen in Fig. 5.12, these polynomials pass through most of the unique
function-like region of the parametric data at the largest γ , but they are concave up and
follow the data in a tangential fashion in contrast to the direct overlap seen in Fig. 5.9 for
the fcc case. The nature of bridge functions is therefore drastically affected by the type of
lattice. We now move on to study how attractive potentials affect the bridge functions and
as a test case we consider the Lennard-Jones potential.
5.3.3 Lennard-Jones potential
The fluid-solid coexistence of Lennard-Jonnes (LJ) (12−6) potential given by
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u(r) = 4ε
((σ
r
)12
−
(σ
r
)6)
(5.16)
is different from the repulsive interactions in two ways. Firstly, unlike the repulsive power
law potentials, the LJ potential involves a region of attraction and secondly, it shows a richer
phase diagram with variation in βε . The required data for LJ coexistence was obtained
from the work of Agrawal and Kofke (1995)147 and is shown in Fig.5.13. Once again,
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Figure 5.13. Phase diagram of LJ fluid-solid transition. The fluid and solid phases are
represented by the blue (circles) and red (squares) curves respectively. This phase diagram
is richer than the one dimensional phase diagram for soft repulsive potentials.
analogous to our treatment of soft repulsive potentials, we carried out an inverse analysis of
the reported MC values and obtained parametric and polynomic representations of bridge
function at various values of kBT/ε . A plot of some of these bridge functions is shown
in Fig.5.14 that covers a large range of well depths in LJ potential that gives fluid-solid
transition. The values of the MC parameters are given in Table.5.3.
In Fig.5.14 we see that the polynomic bridge functions again overlap with their para-
metric counterparts at high γ(r1) values. A plot of γ(r1) v.s. density (see Fig.5.15) shows
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ε/kBT ρs ρo l/σ
0.179 1.406 1.339 0.1121
0.365 1.211 1.144 0.1152
1.057 1.002 0.913 0.1183
1.404 0.966 0.857 0.1131
Table 5.3. Coexistence data for LJ (12-6) potential. All solid structures are fcc.
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Figure 5.14. The parametric and polynomic plots of B[γ(r1)] at different values of ε/kBT
for the LJ potential. Note that even though the well depth of LJ potential varies by order of
magnitudes there is little change in the B[γ] curves at fluid-solid transition.
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Figure 5.15. Plot of γ(r1) v.s. solid density ρs(r1) for the LJ potentials studied. The high
γ(r1) values are seen to occur at high densities near lattice sites, which is analogous to
observations in soft repulsive potentials.
that once again these high γ values occur at the fcc lattice sites of LJ solid. Even though
the well depths of the LJ potential vary greatly (see Table.5.3) it is seen that the evaluated
bridge functions form a close ‘band’ of polynomials (see Fig.5.14). We also found that this
band of polynomic bridge function is bounded above and below by the polynomic bridge
functions of the inverse 12th and 6th repulsive potentials respectively (see Fig.5.16). Since
these repulsive potentials constitute the LJ (12-6) potential, this observation is significant
in the sense that a bridge function of a pair potential is bound by the bridge function of its
two repulsive components that give rise to an effective attraction.
The closeness of the bridge functions for various LJ well depths in Fig.5.14 beg the
question as to whether a universal curve can be obtained that can serve as a bridge function
for entire range of LJ fluid-solid transition. However, we found that even thought the bridge
functions are numerically similar, the forward cDFT computations are highly sensitive to
the bridge function and the iterations of cDFT generally diverge or converge at a very
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Figure 5.16. The polynomic (and parametric) curves are bound above and below by those
of repulsive 12th and 6th potentials that constitute the LJ (12-6) potential.
different density upon using a different bridge function. Furthermore, even using the same
bridge function in a forward calculation yield a different answer. Since these forward
calculations used to work for hard-sphere fluids we expect that this problem could be arising
out of the highly non-linear nature of the forward cDFT computations and that a bridge
function may change the partition function and yield a different result upon minimization.
5.4 Conclusion: Modeling the free energy functional
We have constructed a cDFT of the fluid-solid transition wherein the higher-order
terms in the perturbative excess free energy expansion are represented with a bridge func-
tion. The formulation is general and is applicable to any interaction potential. Apart
from providing new numerical methods to solve the cDFT formalism in real space our
major contribution lies in discovering new bridge functions at fluid-solid transition that
can represent these higher order terms in free energy expansion with a simple polynomic
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expression. Cluster diagrammatic expansion of this bridge function at fluid-solid transi-
tion reveals its dependence on the density of solid phase in form of H − bonds given by
H(r0,r1) = ρs(r1)/ρ0−1. The effect of H−bonds decreases as we move from fluid-solid
transition to inhomogeneous fluids under external field and to the liquid state theory where
a single formalism for bridge function (like PY, VM, MS, VMHNC etc.) can predict good
thermodynamics for any interaction potential.
Our study also revealed an analogy between the bridge function at fluid-solid transi-
tion and liquid state theory despite their qualitative and quantitative differences. We have
empirically calculated this bridge function for four different repulsive potentials, and two
different lattice types, by inverting their known coexistence properties as determined by
simulation. For a given solid lattice structure (fcc or bcc), the bridge functions for different
potentials, whether observed directly as B(r) or parametrically as B[γ(r)], show a similar-
ity in shape that is reminiscent of the universality observed for the bridge functions b of
liquid-state theory. There are significant differences between the bridge functions found for
the two different solid structures, however. On a practical note, quadratic representations
of B[γ] that exactly reproduce the known solid-fluid coexistence properties were found for
each potential. We further found similar closure behavior depicted by Lennard-Jones pair
potentials where the bridge functions form a close band of polynomic functions irrespective
of the variations in the well depth of LJ potential.
Although these closures are purely empirical in nature, the nature of the findings sug-
gests that more fundamental methods of closure development would be worth pursuing. In
particular, analysis of B[ρs(r1)] using the formalism of cluster expansion (Eq.(5.10)) might
generate useful approximate closures at fluid-solid transition. A successful development
program along these lines would lead to a situation like the current one in liquid-state the-
ory, where reasonably accurate thermodynamic property predictions may be made across a
wide variety of potential interactions by choosing judiciously from a small set of closures.
Modeling of a free energy functional would then be easy and more comprehensive than the
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present day PDFT and NPDFT approaches. We now discuss some of the ideas that can be
pursued for future progress in this area.
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CHAPTER 6
FUTURE RESEARCH
Until now we have studied the empirical nature of bridge function at fluid-solid transi-
tion in atomistic pair potential fluids. Even though we have discovered that simple bridge
functions exist for fluid-solid transition, the biggest handicap is a lack of theory to predict
these bridge functions at fluid-solid transition. Our future efforts would therefore be in this
direction.
6.1 Evaluating cluster diagrams in bridge function
The first avenue we shall look at for a theoretical understanding of bridge functions is
their cluster diagram expansions. Evaluating the various cluster diagrams in B can provide
valuable information on the convergence of the cluster diagram series and help us retain
only the most significant diagrams as an approximate bridge function. Recent works of
Singh and Kofke (2004)48 and Kwak and Kofke (2005)47 have provided accurate Mayer
sampling simulation method for evaluating the cluster diagrams in liquid state theory. Our
aim in future is to apply this Mayer sampling to evaluate cluster diagrams in bridge func-
tion.
In Mayer sampling the value of a cluster diagram is given by
Bn(r1) = B0
〈χ(r1)/ω〉ω
〈χ0/ω〉ω (6.1)
where Bn(r1) gives the value of cluster diagram with n black circles and χ(r1) is the value
of integrand in the cluster diagram for a particular configuration of particles with a spacing
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r1 between the root particles. B0 and χ0 are reference cluster diagrams whose value B0
and integrand χ0 are known at any particle configuration. The angle brackets denote an
ensemble average with ω as a probability distribution that governs the sampling of all
configurations of particles. A proper choice of this probability distribution is ω = |χ(r1)|
and a new configuration in MC simulation is accepted with a probability min(1,ωnew/ωold).
Such an acceptance criteria would ensure that only the relevant configurations are sampled
in MC simulation. In the case of fluid-solid transition, however, the cluster diagrams are
direction dependent unlike those of the liquid state theory. We now illustrate a proposed
method to evaluate the first cluster diagram in bridge function, i.e.,
= ρ20
∫ ∫
dr2dr3h(r12)h(r13)h(r23)H(r02)H(r03). (6.2)
In this cluster diagram the integral represents ρ20 B2(r01) = ρ
2
0 B2(r1) and the integrand is
χ(r1) = h(r12)h(r13)h(r23)H(r02)H(r03), which would also determine the probability ω .
Following the arguments of Kwak and Kofke (2005)47 we choose a reference state as a
ring cluster with no root points and unit weighing on the black circles with f − bonds of
hard-sphere potential f (r) = exp(−βuhs(r))−1, which looks like
B0 = = 1/2
∫ ∫ ∫ ∫
dr1 · · ·dr4 f (r12) f (r14) f (r23) f (r34) (6.3)
where the integrand χ0 can have a value of 0 or 1 depending upon the configuration of
particles. Both B0 and χ0 are therefore independent of the distance between the root points
r1.
Since the cluster diagram in Eq.(6.2) is dependent on direction (r01) we fix the white 1-
circle labelled 0 at the origin, which is also the location of a lattice site. The white 1-circle
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labelled 1 varies within the volume of the smallest repeating subcell in solid phase. At each
r01 we then carry out a MC simulation to sample all acceptable configurations of the black
circles labelled 2 and 3 and obtain the value of cluster diagram B2 using Eq.(6.1).
For subsequent diagrams where many cluster diagrams contribute to Bn we define χ as
the sum of all the integrands of the cluster diagrams, having n black circles, multiplied with
their symmetry numbers. MC runs of an order of 109 would be needed at each value of
r01 to properly sample the significant configurations. After this initial trial we would move
on to using a reference cluster diagram B0 of h(r) bonds and similar structure as the Bn
cluster diagram. This would make both B0 and χ0 functions of r = |r01 and their values can
be obtained by previous works of Kwak and Kofke (2005) or independent computations
prescribed by Rast et. al..148
6.2 Considering B[ρs(r1)] as an option
From the cluster diagrams of bridge function at fluid-solid transition (Eq.(5.10)) the
bridge function appears more a functional of H−bonds or the density difference ρs(r1)/ρ0−
1 than the indirect correlation function γ(r1) that we have used in our work. Therefore, an-
other consideration from the perspective of empirical modeling of bridge function could be
to consider B as a functional of solid’s density, i.e., B[ρs(r1)]. This formulation can also be
included in our model for the free energy difference giving
β∆Fex =−
∫
dr1∆ρ(r1)
{
c(1)(r1;ρ0)+
γ(r1)
2
+
∫ ρs(r1)
0
dρ ′B[ρ ′]
}
(6.4)
where ρ ′ = αρs(r1) with 0≤ α ≤ 1. A plot of B v.s. ρs(r1) for the fcc and bcc structures
of the soft repulsive potentials is shown in Fig.6.1 and 6.2. A linear relationship between
is evident between B and ρs(r1) at high density, which is much simpler than the quadratic
relationships of B[γ(r1] derived in our work. A theoretical treatment of B[ρs(r1)] along
with cluster diagrams thus appears fruitful and worth pursuing.
86
0 20 40 60 80 100 120
-25
-20
-15
-10
-5
0
n= ∞
n=12
n=6
ρs(r)
B[
ρs
(r)
]
Figure 6.1. Parametric plot of B[ρs(r1)] for fcc structure. Note the linear relationship at
high density and thermodynamically significant region for all repulsive potentials.
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Figure 6.2. Parametric plot of B[ρs(r1)] for bcc structure. Again the high density regions
show a linear correlation.
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APPENDIX
INTERACTION POTENTIALS IN TABLE 3.2
1. Screened Electrostatic potential with hard core
βu(r) =
 ∞, r < σBexp(−κ(r−σ)), r ≥ σ (A.1)
where B= 3130 is a pre-factor that is a function of colloidal surface charge and κ−1 = 10σ
is the Debye length used in our calculation.
2. van der Waals potential with hard core
βu(r) =
 ∞, r < σ +2δ− A12 (σ2r2 + σ2r2−σ2 +2ln(1− σ2r2 )) , r ≥ σ +2δ (A.2)
where A = 3.16 is the Hamaker constant (normalized by kBT ) and δ = 34nm is the thick-
ness of adsorbed polymer layer on colloid particle with a diameter σ = 1µm.
3. AO Depletion interaction with hard core
uAO(r) =

∞, r < σc,
−pi6Π(σc+σp)3
(
1− 3r2(1+q)σc +
r3
2(1+q)3σ3c
)
, σc < r < σc+σp,
0, r > σc+σp,
(A.3)
where colloidal diameter σc = 1µm and depletant diameter σp = 125nm. Π = 6φ/piσ3p
is the depletant osmotic pressure at concentration φ = 0.1. MC simulation technique de-
scribed in Chapter 4 is used to evaluate the coexistence data for this potential and the results
are shown in Table.3.2.
88
4. Yukawa potential with hard core
βu(r) =
 ∞, r < σλ exp(−κ(r−σ)/σ)/(r/σ), r ≥ σ (A.4)
where κ−1 = 0.2 is the Yukawa screening length and λκ is the unit of energy with λ = 10
in our calculations.
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