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1. INTRODUCTION 
Consider the scalar delay-differential equation 
x’(t) = ctx( t) - j?x( t - q), (l-1) 
where cc, /?E R and q 20. By the theory of zero locations of the charac- 
teristic equation for (1.1 ), it is known [2, 41 that the zero solution of (1.1) 
is uniformly stable if and only if (a, /3) is in the region 
or 
(See the slightly shaded portion in Fig. 1, which was drawn by a computer 
and an X- Y plotter.) 
Consider the equation 
x’(t)=a(t)x(t)-b(t)x(t-r(r)), (1.3) 
where a, b : [0, co) + R, r: [O, co) + [0, q] are continuous. In view of the 
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FIGURE I 
stability region (1.2) it is quite reasonable to expect a similar stability 
region of (~1, fi) for Eq. (1.3) under the conditions 
O<a(t)<a, O<b(t)<B (1.4) 
or 
a<a(t)<O, lb(t)1 6 B. (1.5) 
However, the theory of the characteristic equation is not applicable to 
(1.3). Many authors have investigated the asymptotic behavior of solutions 
of (1.3) by Liapunov method, and obtained the stability region to some 
extent. In most of them, (1.5) is assumed [3, 5,7]. In such a case, the 
ordinary term in the right-hand side of (1.3) takes positive effect for the 
stability. Especially, if 
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then the zero solution of (1.3) with (1.5) is stable for every value of the 
delay q [5]. In this case, the ordinary term dominates the delayed term. In 
this paper, we investigate the asymptotic behavior of solutions of (1.3) (or 
more general equations) under the condition (1.4). The stability region 
(1.2) for Eq. (1.1) shows that if 
crao, pa0 and (u>B or aq> 11, 
then the zero solution of (1.1) is unstable. Hence we will consider Eq. (1.3) 
under the conditions (1.4), a < /J and crq < 1. In this case, the ordinary term 
of (1.3) takes negative effect for the stability and the delayed term is truly 
dominant. 
In case a(t) = 0, Yorke [lo] has shown that if 0 < b(t) d 1 Q 3/2q, then 
the zero solution of (1.3) is uniformly stable, and the first author [S] 
extended Yorke’s results and proved the uniform stability of (1.3) under the 
condition 
J t+q lim sup I-+00 , b(s) ds < ;. (1.6) 
See also [6] in this case. 
In case a(t) & 0, the authors [9 J have shown the uniform stability of 
(1.3) under the conditions (1.6) and 
J 
00 
a(s) ds < co. 
0 
In this paper, we will also study the asymptotic behavior of solutions of 
(1.3) under the conditions a(t) 6 b(t) for all t 2 0, 
s t+q L=sup a(s) ds < 1, r,O t 
and 
J 
I+4 
jl=sup b(s) ds < co. 
I,0 f 
In the special case that u(t) E b(l), Atkinson and Haddock [l] have 
proved the uniform stability of (1.3) under the condition 
limrzp J,r+4 a(s) ds < 1, 
including the multi-dimensional equation. 
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2. NOTATIONS AND LEMMAS 
In this section, we introduce notations which are used in this paper and 
show a series of Lemmas which will play an important role in later 
sections. 
Let q > 0 be given and let C = C( [ - q, 01, R) denote the space of con- 
tinuous functions on [ -4, 01. Define the norm by 11411 = sup,, t y,O, j&s)1 
for~EC.Further,fory>O,letS(y)=(xER:Ixl<y}andC(y)={~EC: 
11411 < y}. If a continuous function x( .) is defined on [t - q, t], we shall 
write x, E C for the translated function defined by x,(s) = x(t + s) for 
SE [ -q,O]. 
Consider the nonlinear delay-differential equation 
x’(t) =f(4 x,1, (DDE) 
where f : [0, co) x C(y) + R is continuous and x’(t) denotes the right-hand 
derivative of x(t). We say x( .; to, 4) is a solution of (DDE) with the initial 
function 4 E C(y) at t = t, if there exists T> to such that x( -) is a con- 
tinuous function defined on [t, - q, T) and satisfies (DDE) on [t,, T) with 
x,, = 4. We assume that f( t, 0) = 0, so that x(t) = 0 is a solution of (DDE). 
DEFINITION 2.1. The zero solution of (DDE) is uniformly stable if, for 
any E > 0, there exists 6(e) > 0 such that for any t, 20 and 4~ C(6), any 
solution x(t; t,, 4) of (DDE) is defined for all f 2 t, and 
MC to, 411 <E for all t> r,-q. 
In this paper we consider the delay-differential equation 
x’(t) = F(t, x,1 + G(t, x(t)), (2.I) 
where F: [IO, cc) x C(y) -+ R, G : [0, co) x S(y) -+ R are continuous and 
satisfy the conditions 
-b(t) SUP h)<F(t, 4)eb(t) SUP (-4(s)) 
At[-4,01 <ET-4.01 
for all t > 0 and 4 E C(y), (2.2) 
and 
IG(t, x)l G a(t) I4 for ali t > 0 and x E S(y), (2.3) 
in which a, b [0, co) -+ [0, co) are continuous functions such that 
a(t) 6 b(t) for all f B 0, (2.4) 
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and 
5 
I+4 
A=sup a(s) ds < 1. (2.5) 
120 r 
We give some examples of the functional F(t, 4) which satisfies (2.2). 
EXAMPLE 2.1. F(t, 4) = -b(t) #( -r(t, #)), where r : [O, co) x C(y) + 
[0, q] is a continuous functional. 
EXAMPLE 2.2. F(t, 4) = -(l/q) b(t) s”, d(s) ds. 
Replacing q by r(t, 4) in Example 2.2, we have a more complicated 
functional satisfying (2.2). 
The following lemmas are clear from (2.2), (2.3), and the Gronwall’s 
inequality. 
LEMMA 2.1. For all t 3 0 and 4 E C(y), 
IF(t, 4)I+ IG(t, d(O))1 6 (a(t) + b(t)) 11&1. 
LEMMA 2.2. For any to 2 0 and 4 E C(y), let x(t) = x(t; to, 4) be a 
solution of (2.1). Then 
Ill < 11~11 exps’ (4s) + b(s)) ds 10 
us long us x(t) is defined for t > to. 
For any continuous function Ic/ : [0, co) + R, we define $+(t) = 
max{O, $(t)} and t,-(t)=max(O,-tj(t)}. 
LEMMA 2.3. For some t, 2 0 and T> t, + q, let x(t) be a solution of (2.1) 
on [tl, T] such that x(tl)=O, x(t)>0 for UN tE(tl, t, +q] and 
s 
11 +q 
x’+ (s) ds < 6. (2.6) 
11 
Then x(t)Q6/(1 --A) us long us x(t)>O. 
Proof: Let O<q,<q be x(t-ql)=infSSc-u,o,x(t+s). For tat,+q, if 
x( .) >O on [t-q, t], then by (2.2)-(2.4) 
x’(t)= F(t, x,) + G(t, x(t)) 
Su(t)x(t)+b(t) sup (-x(t+s)) 
SE c-q.01 
<a(t)x(t)-u(t) inf x(t +s) 
SE c-q.01 
= 4tMt) - x(t - 41)) 
<u(t) j,‘,, x’+(s)ds<u(t) j’ x’+(s)ds. 
r-q 
STABILITY REGION OF DDE 413 
Therefore, 
x’+(t)<a(t) j’ x’+(s) ds. 
‘-4 
Integrating (2.7) from t, + q to t, we obtain 
I 
t 
11 +q 
x’+(s)ds<J,;+q a(s) [;-, x’+(u)duds 
d j,; x’+(u) j;+’ a(s) ds du 
11 +4 f 
<A s 
x’+(u) du+ i .c 
x’+(u) du 
11 fl +4 
and then by (2.5) and (2.6) 
(2.7) 
s I i 11 +4 x’+(s) ds < - (1 +Y i l-3, ,l x’+(s) ds <---- A 6 1 - E. . 
Thus, we have 
x(r)~x(t~)+j’ x’+(~)ds=j”+~x’+(s)ds+j’ x’+(s)ds 
(1 II 11 +4 
A 
<d+- 
6 
1-A 
ij=- 
1-i 
as long as x(t) > 0. 
By a similar way, we have the following: 
LEMMA 2.4. For some t, 30 and T> t, +q, let x(t) be a solution of(2.1) 
on [It,, T] such that x(t,)=O, x(t)<Ofor all t~(t,, t,+q] and 
I 
rI+Y 
x’ - (s) ds d 6. 
II 
Then x(t) > - 6/( 1 - A) as long as x(t) < 0. 
Let p=sup,J, I + 4 b(s) ds, then we obtain the following lemma. 
LEMMA 2.5. For some t, > q and T > t, , fet x(t) be a solution of (2.1) on 
[t, -29, T] such that Ix(t)1 >Ofor all tE [tl -4, T]. Then 
lx(t)1 d 1 + ( j& (j-+P) > sup Ix(s)1 SE [I, 24.r11 
for all TV [t,, T]. 
409/134/2-l 1 
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ProoJ: We only consider the case x(t) > 0 for all t E [t, -4, T], since 
the other case is similar. As in the proof of Lemma 2.3, we obtain 
J 
I A ‘1 
xi(s) ds<- x’+ (s) ds for all TV [t,, T]. 
11 J l-1 11-q 
By Lemma 2.1, x’+(t)dJx’(t)( <((a(t)+b(t)) I/x,/ for all t~[t~-q, 7’1. 
Therefore, for all t E [ tr , 7’) 
I x+ 0) ds 
Sx(t,)+$J (A+cl) sup llx,ll 
~EC~I-(/.fll 
G 1+ 
( 
& (I+i4) sup IIx,II 
SE co -49’11 
= I+& ( (A+pL) ) SUP Ix(s)l. SE [II -2q.r11 
3. THE BOUNDED CASE 
In this section, we will consider the case; there exist CI 2 0, /I > 0 such that 
a(t)<cc and b(t)<B for all t > 0, (3.1) 
and 
aQP and aq< 1. (3.2) 
Then 1~ aq < 1 and p < /?q, and hence Lemmas 2.3-2.5 are valid. 
If a > /? or aq 2 1, then (a, /?) is not contained in the stability region (1.2) 
of Eq. (1.1). Therefore, the condition (3.2) is quite reasonable. 
THEOREM 3.1. Suppose that there are continuous functions a, b : 
[0, 00) -+ [0, co) satisfying (2.2)-(2.4), (3.1), and (3.2). Further, suppose 
that 
i (a+/?)2q2<1 -aq, (3.3) 
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or 
/Iq>l and $$ (-a2q2+2flq- l)< l-aq. (3.4) 
Then the zero solution of (2.1) is uniformly stable. 
The stability region (3.3) or (3.4) is shown by the shaded portion in 
Fig. 1. 
We give an example of the equation satisfying the conditions in 
Theorem 3.1. 
EXAMPLE 3.1. The zero solution of 
x’(t)=A(sin’t)x(t)-i(sin*t)x(t-l+cos(t+x(t))) 
is uniformly stable. 
Before proving Theorem 3.1, we show some lemmas. Let x(t) be a 
solution of (2.1) on [t,-2q, T] for some T>t,+q such that x(t,)=O, 
and let P = sup.,, rI, 2q,r,l Ix(s)l. 
LEMMA 3.1. Suppose that (3.3) or (3.4) is satisfied. Then 
Ix(t)/ <(I -aq)p for all tE(t,, t, +qJ (3.5) 
as long as (x(t)1 >O. 
LEMMA 3.2. Suppose that (3.3) or (3.4) is satisfied and that x(t) > 0 for 
all t~(t,, t, +q]. Then 
i 
fI +Y 
x’+(s)dsd(l -aq)p. 
11 
LEMMA 3.3. Suppose that (3.3) or (3.4) is sati@ed and that x(t) ~0 for 
all tc(t,, t, +qJ. Then 
s 11 +4 x’I(s)ds<(l-aq)p. I, 
Proof of Lemmas 3.1-3.3. We only show the case x(t)>O, since the 
other case is similar. Suppose that (3.5) is not true. Then there exists 
t3E(tl,t,+q] such that x(t3)>(1-aq)p. Let t>=inf{t>t,:x(t)> 
(1 - w)pj, then 
(3.4) 
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By Lemma 2.1, jx’(t)l <(a + j?)p for all t E [t, -4, t2] and hence 
Ix(t)1 = Ix(t) - x(t,)l 
G(a+B)P It--t,1 for all t E [t, - q, t,]. 
Therefore, by (2.2) and (2.3), for all t E [t,, t2] 
x’(t) <ax(t) + /? sup (-x(u)) 
uECI-q.~I 
= ax(t) + p sup (-x(u)) 
uECI-q,111 
<ax(t) + p sup Ix(u)/ 
“ECI-4.111 
~acr(a+P)P(t-t,)+B(a+B)P(q-t+t,). 
Hence, we have for all t E [t, , t2] 
x,,(t)~min{(a+B)p,a(a+8)p(t-t,)+B(a+p)p(q-t+t,)}. (3.7) 
It follows from (3.7), t2 < t, +q and x(t3)>x(tZ) that 
x(tJ=x(tJ-x(t,)</‘* x!+(s)~s<[“+~ x’+(s)ds 
fl 11 
J 
11 +4 
d (a(a+B)P(s-tl)+P(a+B)p(q-s+t,))ds 
11 
=i (a+p)‘q’p. 
Thus, if (3.3) holds, then 
x(t2) < (1 - aq)p. 
Suppose that (3.4) holds. Let q1 = (84 - 1 )/(B - a) < q. Then (3.7) implies 
J (2 x(t2) 6 x’+(s) ds 11 
< 
J 
‘I+’ (a(a+p)p(s-t,)+B(a+B)P(q-s+tl))dS 
II + 41 
+J ‘I+” (a+/?)pds (1 
=i (a+p)(q-qql)((a+B)4+(a--)q1)P+(a+p)q,p 
=& (-a2qz+2~q-l)p<(l-aq)p. 
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Hence in either case, we have x( r2) < (1 - aq)p, which contradicts (3.6). 
Thus, (3.5) is proved and at the same time it is shown that (3.7) holds for 
all t E [t, , t, + q]. Therefore, integrating x’+(t) from t, to t, + q as above, 
we have 
s II+4 x’+(s)ds<(l-ccq)p. 11 
Proqf‘of Theorem 3.1. We shall show that for any t, 2 0 and I$ E C(y), 
Ix(~;hJ,4)I~II~II 1+$-j( (A+pL) exp2(J-+Co ) (3.8) 
for all t 2 t,. 
Let p = 1lq511 (  + (A/( 1 - A))(1 + p)) exp 2(1+ p) and suppose that (3.8) 
is not true. Then there exists a solution x(t) = x( t; t,, 4) of (2.1), t3 > t,, and 
t, > t, such that Ix(ts)l = p and 
b(t)1 G P 
Ix(t)l ‘P 
for all t E [to -4, tj], 
for all t E (t3, t4]. 
(3.9) 
BY Lemma 2.2, Ix(t)1 ,< 11411 exp 2(3. + p) for all t 6 [to - q, t, + 2q], which 
yields to + 2q < t,. Suppose that 
Ix(t)l > 0 for all t E [to + q, t4]. 
Then by Lemma 2.5, 
lx(t)1 < 1 +A 
( 
(l+pL) 
1 
sup I-~b)l G P 
.stCb,to+241 
for all t E [to + 2q, f4], and hence Ix(t4)l < p, which contradicts (3.9). Thus, 
there exists t, E [to + q, f4) such that x( tr ) = 0, and we can choose 
t,e [t,, tX) such that x(t,)=O and Ix(t)1 >O for all t E (f2, t4]. 
We first consider the case 
x(t,) = P and x(t)>0 for all tE(t2, f4] 
It follows from Lemma 3.1 that 
Ix(t)l G Cl- Eq)P for all t E [tz, t, + q] 
and hence t, + q Q t,. By Lemma 3.2, 
5 
12 + 4 
x’+(s)ds<(l -aq)p. 
12 
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Thus, Lemma 2.3 shows that 
x(t) < & (1 -aq)P=P for all t E [tz, t4], 
which contradicts (3.9). 
In the other case, i.e., 
x(t3)= -P and x(t)<0 for all te(t2, f4], 
we can show the contradiction similarly, making use of Lemmas 3.1, 3.3, 
and 2.4. Thus, the proof of Theorem 3.1 is now complete. 
Consider the case a(t) = 0, i.e., the equation 
x’(t) = F(t, x,), (3.10) 
where F: [0, co) x C(y) + R is continuous, then we obtain the following 
corollary from Theorem 3.1. 
COROLLARY 3.1. Suppose that there are a continuous function 
b : [0, CC ) -+ [O, CC ), satisfying (2.2), and a constant B < 3/2q such that 
b(t)bp for all t>O. 
Then the zero solution of (3.10) is uniformly stable. 
Remark 3.1. The above corollary has been shown by Yorke [lo] under 
the weaker condition than (2.2). 
4. THE INTERVALLY BOUNDED CASE 
In this section, we will consider the case; there exists 0 < rl d 1 such that 
a(t) G vb(t) for all t > 0. (4.1) 
Then IE < yip and Lemmas 2.3-2.5 are valid. 
THEOREM 4.1. Suppose that there are continuous functions a, 
b : [0, 00) + [0, co) satisfying (2.2), (2.3), (2.5), and (4.1). Further, suppose 
that 
~((l+Y&~21)~2<1---;1. 
Then the zero solution of (2.1) is uniformly stable. 
(4.2) 
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Let v = inf rZO j;+q b(s) ds, then we have the following: 
THEOREM 4.2. Suppose that there are continuous functions a, 
b : [0, DX) -+ [0, 00) satisfying (2.2), (2.3), (2.5), and (4.1). Further, suppose 
that 
1 -- 
VP+l+‘l ( 
2-u +rl)p 
> 
vdl-A, 
and (4.3) 
(2fj+ I)/+ 1 -I+. 
Then the zero solution of (2.1) is uniformly stable. 
We give examples of the equation satisfying the conditions in Theorems 
4.1 and 4.2. Let k > 0 and c,Jf) be the notched but continuous function 
defined as follows: For n 3 2, let I,, = [2n- l/n, 2n + l/n], I= U,“=, I,,, 
c,Jn) = n/k and 
i 
linear 
c!Ar)= o 
for te:I 
for t $ I. 
Then sup,,, j:+ ’ CJS) ds = l/k and inft., j:+ ’ ck(s) ds = 0. 
EXAMPLE 4.1. Let a(t)=c,(t) and b(z)= (10/S) c*(t), then the zero 
solution of 
x’(t)=a(t)x(t)-b(t)x(t-$+$sint) 
is uniformly stable. 
EXAMPLE 4.2. Let k = 48, a(t) = ck(f) + l/24 and b(t) = 21 a(t), then the 
zero solution of 
x’(t)=a(t)x(t)-b(t)x(t-i+$sint) 
is uniformly stable. 
In order to prove Theorems 4.1 and 4.2 we state three lemmas. Let x(t) 
be a solution of (2.1) on [t, - 2q, T] for some T> t, + q such that 
x(tl)=O, and let P=s~P.,~~,,-~~,,,~Ix(~)I. 
LEMMA 4.1. Suppose that (4.2) or (4.3) is satisfied. Then 
lx(t)1 d (1 - J)P for all tE(tl, t, +q] 
as long as 1x( t)l > 0. 
(4.4) 
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LEMMA 4.2. Suppose that (4.2) or (4.3) is satisfied and that x(i) > 0 for 
all tE(t,, t, +q]. Then 
s II +4 x’+(s) ds < (1 - A)p. fl 
LEMMA 4.3. Suppose that (4.2) or (4.3) is satisfied and that x(t) < 0 for 
all tE(t,, t, +q]. Then 
s 11 +4 xl(s)dsQ(l-A)p. II 
Proof of Lemmas 4.1-4.3. We only show the case x(t)> 0, since the 
other case is similar. Suppose that (4.4) is not true. Then there exists 
t,E(t,, tl+q] such that x(t,)>(l -A)p. Let t,=inf{t>t, :x(t)> 
(1 -A)p), then 
x(t,) = (1 - J)P (4.5) 
and 0 <x(t) < (1 - A)p for all t E(t,, t2]. Note that t, < 1, + q. By Lemma 
2.1 and (4.1), 
Ix’(t)l 6 (1 + rl) Ht) 
We also have for t E [t,, t2], 
for all t E [t, - q, t,]. 
Ix’(t)1 G 4tNl - A)P + Nt)p 
6 (1 + q - f/n) pb(t). 
Hence, it follows from x( t, ) = 0 that 
and 
Ix(t)1 Q (1 + VIP jr’ b(s) ds for all tE [t, -4, t,]. I 
Ix(t)1 < (1 + vl- @)P j’ b(s) ds for all t E [t,, tJ. 
fl 
By (2.2), (2.3), and (4.1), for all tE [t,, t2] 
x’(t),<a(t)x(t)+b(t) sup (-x(u)) 
ZdSCI-4.11 
< qb(t) x(t) + b(t) SUP (-x(u)) 
uE[r-Y,.fll 
<q&t) x(t) + b(t) sup Ix(u)l. 
UE[f-y,ri1 
(4.6) 
(4.7) 
(4.8) 
(4.9) 
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Therefore, (4.7) and (4.8) imply that 
x’,(t)<q(l+q-q?I)pb(t) jr b(s)ds 
II 
+(l+a)ph(t)~” h(s)& 
4 
(4.10) 
It follows from t2 < t, + q and x(t3) > x(t,) that 
xct2)=l(11)-x(fl)~j’zx;(S)ds<j”+4 x’+(s)ds 
11 11 
<q(l +yl-$“)p j,:‘+q b(s) j,; h(u)duk 
+(l+q)p jr’+” h(s) j” b(u)duds 
11 3 y 
=q(l +v]-r$)p jt:‘+4 b(u) j;‘+‘b(s)dsdu 
+(l +q)p j,l’-, b(u) j’+‘h(s)dsdu 
11 
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+ +rl-rlJ)+(l +?))P2P 
=f((l +9)2-y124P2P, 
where p + = I,, II +y b(s) ds and ,B _ = j:; _ ~ b(s) ds. Thus, if (4.2) holds, then 
4t2) < (1 - A)P. 
Suppose that (4.3) holds. Then it follows from 
fE Cf*, t21 
x'(t) G wb(t) + (1 + q) d(f) j," 
(4.7) and (4.9) that for all 
b(s) ds, 
Y 
and hence by (4.6), 
b(s)ds (4.11) 
Now we discuss the following two cases: 
Case 1. .L- > l/( 1 + q). Then there is q1 < q such that j:: +q, --y b(s) ds = 
l/(1 +q). Hence, by (4.11) 
s 12 I fl + YX(h) G x’+(s) ds < x’+(s) ds 11 II 
< (1 + q) /J jr’ +” b(s) ds + qp j” +’ b(s) ds 
fl II + Yl 
+(l+q)p j”+y 
11 +YI 
b(s) jr’ b(u) duds 
s-4 
= (I + vl)p j,; +" b(s) ds + VP jt:':,4 b(s) d 
+ (1 + ?)P j” 
fl + 41- 4 
b(u) j”+” b(s) dsdu 
11 + 41 
<(l+rl)*p j” 
II + 41 - Y 
b(u) jr’+4’ 
11 
b(s) ds du + qp j” + 4 b(s) ds 
fl + 41 
+(l +‘112p jr’ 
II + YI - 4 
b(u) j”+’ b(s) ds du 
(1 + 41 
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2 
h(s) ds 
> 
Case 2. p < l/(1 + q). Then (4.11) implies that 
=Ilp+ +rl) (i+)(i+ b 
1 + ( -- l-tq ( ;-(l+rl)r 1 I(- 1 P 
1 -- G 4P+l+rl 
( ( 
&(1+1)jl 
!) 
” P 
6(1 -R)p. 
Hence in each case, we have x(fz) -C (1 - %)p, which contradicts (4.5). Thus, 
(4.4) is proved and at the same time it is shown that (4.10) and (4.11) hold 
424 YONEYAMA ANDSUGIE 
for all t E [t,, t, + q]. Therefore, integrating x’(t) from t, to t, + q as above, 
we have 
I 
fl +q 
x’,(s) ds d (1 - I)p. 
fl 
Proof of Theorems 4.1 and 4.2. Making use of Lemmas 4.14.3, we can 
show that 
for all t 3 0 in a similar way to the proof of Theorem 3.1, and so we omit 
the detail. 
Consider the case a(t) = 0, i.e., the equation 
x’(t) = F(t, x,)9 (4.12) 
where F: [0, co) x C(y) + R is continuous, then we obtain the following 
corollary from Theorem 4.2. 
COROLLARY 4.1. Suppose that there are a continuous function 
b : [0, 00) + [0, 00) and a constant p < 312 satisfying (2.2). Then the zero 
solution of (3.10) is uniformly stable. 
Remark 4.1. The above corollary has been shown by Yoneyama [8] 
under the weaker condition than (2.2). 
Remark 4.2. It is easy to see that Theorems 4.1 and 4.2 are verified even 
if we replace I, ,u, and v by 
s 
I+4 
A= lim sup 4s) 4 r-03 , 
I t+q p = lim sup b(s) ds ,-cc f 
and 
5 f+q v = lim inf b(s) ds. ,-co , 
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