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The principal partition is a decomposition of a system according to a certain very fundamental 
property which is intrinsic to the system. In this paper the theory of the principal partition of a 
pair of graphs and its applications are summarized. The concepts, theorems and algorithms which 
have appeared in various papers are substantially refined and given here in a systematic way, so 
that they can be directly used for various problems. A discussion on another partition of graph 
pairs which is closely related to the principal partition of graphs pairs is included. 
1. Introduction 
In studying generation of trees of a graph, Kishi and Kajitani introduced a tri- 
partition of a graph which they called the principal partition [l], [2]. Three 
subgraphs are defined in connection with a tree pair of maximum distance. (A tree 
of a graph is a maximal edge subset which contains no tieset ( = cycle) in the graph. 
A cotree of a graph is a maximal edge subset which contains no cutset (= cocycle) 
in the graph, The distance between a pair of trees is the number of edges included 
in one of the trees but not in the other.) The principal subgraph with respect to com- 
mon tree-branches is generated from the edges contained in both of the trees and 
the principal subgraph with respect to common chords is generated from the edges 
contained in neither of the trees. (Tree-branches are edges in the tree and chords are 
edges in the cotree). The third principal subgraph consists of a complementary tree 
pair. An algorithm for obtaining the principal partition and a pair of maximally dis- 
tant trees at the same time was also given. 
Although two trees were used in Kishi and Kajitani’s theory of the principal parti- 
tion of a single graph, it took more than five years before the fact that these two 
trees can be those of different two graphs and furthermore one of them can be 
changed to a cotree of one of the graphs. After the recognition of this fact the exten- 
sion of the principal partition to that of a pair of graphs was rather straightforward. 
Historically, this extension was made in connection with a problem in electrical net- 
work analysis. 
The two-graph method introduced by Mayeda for analyzing an active electrical 
network uses two graphs called the current graph and the voltage graph respectively 
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131. The current graph is for applying Kirchhhoff’s current conservation law (KCL) 
to its cutsets, and the voltage graph is for applying Kirchhoff’s voltage equilibrium 
law (KVL) to its tiesets. The equations obtained by the application of KCL and KVL 
are called KCL equations and KVL equations respectively. These equations together 
with those giving the voltage vs. current relations of elements in the network are to 
be solved simultaneously for determining currents and voltages in the network. In 
the case of an active network these equations may or may not be uniquely solvable. 
Therefore whether or not a network has a unique solution is a problem. If there ex- 
ists no unique solution, the network is said to be singular. 
There can be two types of network singularity. One type of network singularity 
is due to a numerical reason, that is, due to the existence of a special relation among 
the element-values (resistances, capacitances and inductances) which makes the 
coefficient matrix of the network equations singular. 
The other type is caused by a graph-theoretical reason, that is, by the lack of a 
common tree of the current and voltage graphs. (These graphs have the same edge 
set, and a common tree of these graphs is a tree of the both at the same time.) In 
this case the network is singular for almost all values of elements, and therefore the 
latter type of network singularity is not found in ordinary electrical networks, which 
are usually designed more or less stable. Ozawa noticed the existence of this type 
of singularity during his extensive study on the solvability of network equations 
[4]-[6]. His theory has found important applications especially in network diagnosis 
where the information concerning the network is limited and the graph-theoretical 
solvability is a problem even if the entire network is nonsingular [7]-[9]. 
In deriving a necessary and sufficient condition for the existence of a common 
tree. Ozawa introduced a tri-partition of the current and voltage graphs. Correspon- 
ding to this graph partition, the network is partitioned into three parts, that is, the 
overdetermined part for which the number of equations is more than that of the 
unknown variables, the underdetermined part for which the number of equations 
is less than that of the unknown variables, and the remaining part. This tri-partition 
of a pair of graphs was recognized to be an extension of the principal partition of 
a graph to a pair of graphs [.5]. The principal finer-partition, which is a further parti- 
tion of the principal subgraphs to smaller graphs, and the concept of the structure 
of graphs [lo], [l l] were also extended from those of a graph to those of a pair of 
graphs. It should be noted that the above problem of the existence of a common 
tree could have been solved by using the theory developed for the union of matroids 
[12], [13], although Ozawa’s approach was different and he introduced the partition 
first. 
Menger’s theorem, which is one of the most famous results on graphs, gives a 
relation between the connectivity and the number of disjoint paths in a graph. The 
problem underlying the theorem was generalized by Tomizawa to that of a system 
which he called a muoid [ 141. A graphical muoid, or an extended gammoid, consists 
of a pair of graphs having a common edge set and two specially specified subsets 
of edges. The connectivities ( = non-separabilities) between the specified subsets in 
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a muoid were defined in terms of the ranks of two derived graphs whose common 
edge set contains all the edges of one of the specified subsets but none of the other. 
Instead of paths connecting a pair of vertices in a graph, a pair of trees, called the 
linkage pair of trees, whose differences are confined within the specified subsets was 
considered. A graph partition was introduced in connection with the connectivities 
and the linkage pair of trees. The relation between this graph partition and the prin- 
cipal partition of a pair of graphs was pointed out by Ozawa and Kajitani in their 
paper on diagnosability of active networks [7]. Essentially these two partitions are 
isomorphic. 
The notion of the principal partition has been found in graphs, bipartite graphs, 
pairs of graphs, matrices, matroids, polymatroids, hypermatroids, etc. [16]-[20]. 
The problem of solvability of electrical networks has been considered in different 
formulations [21]-[23]. This paper, however, is application oriented, and the discus- 
sion here is limited to that on a pair of graphs. Theorems and algorithms are given 
in graphical terms so that they can be directly applied to engineering problems. Ac- 
tually the materials dealt with in Sections l-3 are based only on matroidal properties 
of graphs. Thus it is tried to describe them in such a way that they can be extended 
to matroids or they can be understood in terms of the results obtained in matroid 
theory [20]. 
For any graph G with edge set E and a subset ES of E, I!?~ := E - ES, and G. ES 
(resp. GxE,) is the graph obtained from G by deleting (resp. contracting) all the 
edges in .&. The rank and nullity of G are denoted by r(G) and n(G) respectively. 
I_!& is the cardinality of ES. As preliminaries we write down the following lemmata 
regarding trees of a graph. 
Lemma 1.1. A subgraph of G whose edge set consists of the edges of a tree of 
G. ES and a tree of G x ES forms a tree of G, and 
holds. 
r(G) = r(G. ES) + r(G x $), n(G)=n(G.E,)+n(Gxr!?J (1.1) 
Let T be a tree of G. (T also represents its edge set.) 
Lemma 1.2. 
;,a; / Tn Es I = r(G. Es), rn,a; 1TnE,I =n(GxE,) (1.2) 
where the maximums are taken over all the trees of G. The maximum in the first 
(resp. second) equation is attained if and only if TfI ES is a tree of G. ES (resp. 
GxE,). 
2. The principal partition of a pair of graphs 
2. I. The tri-partition of a pair of graphs 
Let G’ and G” be a pair of graphs having a common edge set E. The principal 
tri-partition of G’ and G” is induced by the partition of their common edge set E 
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to three subsets which can be defined in different ways. The first definition given 
below is a direct extension of Kishi and Kajitani’s original definition of the principal 
partition. Let T’ and TV be trees of G’ and G” respectively, and let T’ and TV be 
the cotrees of T' and TV respectively. T' and TV are called a pair of maximally- 
common trees (MCT) if 1 T' fl TV1 is maximum for all the pairs of trees of G’ and 
G”. Note that if ITin T"( is maximum, IT'-TV/ is maximum, and T' and TV are 
maximally distant. 
Definition 2.1. Let T' and T" be a pair of MCT of G’ and G”. 
(1,) E, is a minimal subset of E such that E, 2 Tin TV, E, fl T' is a tree of 
G’ x E, , and E, fl TV is a cotree of G” . E, . 
(ll) Ep is a minimal subset of E such that E_ 2 ii' fl T", E- fl T' is a cotree of 
G'.E_, and EpnTY is atree of G"xE_. 
(1,) E,:=E-E, -E_. 
In the above E, and E_ are defined with respect to a particular pair of MCT, 
but it can be shown that they are unique, that is, they are the minimum subsets and 
they are the same irrespective of the pair of MCT used to obtain them. 
The second definition is related to a measure of graph pairs called deficiency. 
Definition 2.2. (2,) E, is a minimal subset of E giving the deficiency defined by 
~+:=~I~~{~(G'~E,)-~(G"~E,)} (2.1) 
<_ 
where Es is a subset of E and the maximum is taken over all the subsets of E. 
(From the above definition r(G’ x E,) - r(G” . E,) = 6, .) 
(2_) E_ is a minimal subset of E giving the deficiency defined by 
~~:=~$(G'xEs)-r(Gi~Es)} (2.2) 
e_ 
where Es is a subset of E and the maximum is taken over all the subsets of E. 
(From the above definition r(G” x I?_) - r(G’ . E_) = 6_ .) 
(2,)E,:=E-E, -E_. 
Again the above minimal subsets are uniquely determined. 
The third definition is a modification of Ozawa’s original way of tri-partition [5]. 
Definition 2.3. (3,) E, is the subset of E given by 
E+:=M,,U,, (Tin TV) T 
” 
where the union is taken over all the pairs of MCT. 
(3_) E_ is the subset of E given by 
(2.3) 
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E_ : = ,,g, (P n z-“) T 
” (2.4) 
where the union is taken over all the pairs of MCT. 
(3,) Eo:=E-E, -E_ 
The symmetric difference matroid of Tomizawa is closely related to this definition 
of the tri-partition [24]. 
It will be shown in Section 2.2 that E, (resp. E_) defined by Definitions 2.1 (1+) 
(resp. (l_)) and that defined in Definition 2.2 (2,) (resp. (2_)) are identical. That 
the edge sets E, and Ep defined by Definition 2.3 are identical to those defined by 
Definitions 2.1 or 2.2 was shown by Ozawa in [5]. It will also be seen that 
E, fl Ep = 0. Therefore {E,, E,, E_} is indeed a partition of E, and three pairs of 
graphs, Gi and G:, GA and G,“, and Gi and Gr, can be derived from G’ and GV 
as follows. 
GI,:=G’xE+, Gl:=G”.E,, (2.5) 
G;:=G’x(E+UE&E,, G,‘:=G”.(E+UE,)xE,, (2.6) 
GL:=G’.E_, G::=G’xEp. (2.7) 
Eqs. (2.5)-(2.7) define the principal tri-partition of the graph pair G’ and G”. 
Example 2.1. The graph pair G’ and G’ shown in Fig. l(a) has a common edge set 
E= (1, 2, . . . . S}. For this pair we get a pair of MCT T’ = { 1,2,4,6} and 
T”={1,4,6,7} as indicated by the thick lines. E is partitioned into E, = { 1, 2, 3}, 
E,= {4,5,6} and Ep = (7, 8,9}. The three pairs of graphs defined by eqs. 
(2.5)-(2.7) are shown in Fig. l(b). 
The principal tri-partition and a pair of MCT can be obtained at the same time. 
We present here an algorithm for obtaining a pair of MCT, although the essential 
idea of the algorithm can be found in many other places, but since the modification 
of an algorithm to an relevant form may be cumbersome. To obtain a pair of MCT 
we start from an arbitrary pair of trees T’ of G’ and TV of G’, and try to decrease 
1 T’ n T’l and /Tin TV1 by performing tree-transformation. The possibility of tree- 
transformation is sought by a breadth first search which begins from the edges of 
T’ rl T” aiming at a breakthrough to T’ tl TV, and which is performed in G’ and in 
G” alternatingly finding fundamental cutsets and tiesets. 
Suppose e is an edge in T’. We denote by L’(e/T’) the fundamental tieset uni- 
quely determined by e with respect to T’, and define that 
L’(E,/T’): = U L’(e/T’). 
t-GE, 
(2.8) 
Dually, if e is an edge in T’, Ci(e/Ti) is the fundamental cutset uniquely determin- 
ed by e with respect to T’, and 
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(b) 
Fig. 1. Example 2.1. 
C’(E,/P): = U C'(e/P). 
t-fEs (2.9) 
For the tiesets and cutsets in G”, we use the same notations except that the 
superscript ‘i’ is replaced by ‘v’. 
Algorithm 2.1 
Step 0 {Initialization} 
Obtain an arbitrary pair of trees T’ of G’ and T” of G”. 
Step I 
(1.1) Set Xi:= T’fl TV. 
(1.2) If Xi =0, go to Step 7. 
Step 2 {Beginning of the search for tree transformation} 
(2.1) Set m: =2, and obtain X,: = C’(X,/T’). 
(2.2) If x,n (Tin T”)+O, go to Step 5. 
Step 3 {Search in G”} 
(3.1) Set m:=m+ 1, and obtain 
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(3.2) If X, = 0, go to Step 7. 
(3.3) If X, fl (T” tl T”) = 0, go to Step 6. 
Step 4 {Search in G’) 
(4.1) Set m:=m+l, and obtain 
m-l 
Xm:=Ci(X,,_,/Ti)- u X,. 
k=l 
(2.11) 
(4.2) If X, = 0, go to Step 7. 
(4.3) If x,n(Pnz-“)=0, g0 to Step 3. 
Step 5 {Tree transformation when search ends in G’ > 
There must be a sequence of edges {ej, . . . , ek- 1, ekr . . . , e,} such that j = 1 Or 2, 
ejE Tin T", e,E Tin T”, ekEXk and ekECi(ek&t/Ti) or L”(ek_l/T”). Perform 
either of the following tree-transformations: 
(5.1) Ifj=l, Ti:=TiU{ez,e4 ,..., e,}-{el,e3 ,..., e,,_,}, 
TV:=T”U{e2,e, ,..., em_2}-{e3,e5 ,..., em_,}. 
(5.2) Ifj=2, Ti:=TiU{e4,e6 ,..., e,}-(e3,e5 ,..., e,_,}, 
T”:=T”U{e2,e, ,..., em_2}-{e3,e5 ,..., emPI}. 
Go to Step 1. 
Step 6 {Tree transformation when search ends in G”} 
There must be a sequence of edges {ej, . . . , ek- r, ek, . . . , e,} such that j = 1 Or 2, 
ejE Tin T", e,E Tin TV, ekEXk and ekECi(ek_,/?) or L”(ek_]/TV). Perform 
either of the following tree-transformations: 
(6.1) Ifj=l, Ti:=TiU{e,,e4 ,..., e,_,}-(el,e, ,..., em-z}, 
TV:=TYU{e2,e4 ,..., e,_,)-{e3,e5 ,..., e,}. 
(6.2) Ifj=2, Ti:=TiU{e4,e6 ,..., e,_l}-{e3,e5 ,..., e,,_2}, 
T”:=T”U{ez,e, ,..., e,_1}-{e3,e5 ,..., e,} 
Go to Step 1. 
Step 7 {Search ends without breakthrough. T’ and TV obtained is a pair of MCT.} 
Set 
m-1 
X,:=L”(X,,~,/T”)- u X,. 
k=l 
169 
(2.10) 
m-l 
E,:= u X,. 
k=l 
(2.12) 
Return T’, T” and E,. 
The first step of the search for tree transformation may be performed in G’ or 
G”. We choose G’ in Algorithm 2.1, as given in Step 2. Note that X2 includes 
T' n T", and if X, tl (T’ fl TV) = 0, the fundamental tiesets determined by the edges 
of T' n T" are sought in G”. The sequence of edges obtained by the search started 
this way begins with e2 (j=2 in Step 5 and Step 6). X2, X3, . . . ,X,- I are mutually 
disjoint, and thus we have to find new fundamental tiesets or cutsets only. 
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Once a pair of MCT is obtained by Algorithm 2.1, E_ can be determined by the 
following algorithm. 
Algorithm 2.2 
Step I 
(1.1) Using a pair of MCT T’ and T”, set Xi = :T” tl T”. 
(1.2) If Xi =0, go to Step 5. 
Step 2. Set m: =2, and obtain X2: = L’(Xi/T’). 
Step 3 
(3.1) Set m: =m+ 1, and obtain 
m-1 
x,:=C’(X,_,/T”)- u x,. 
k=l 
(3.2) If X, = 0, go to Step 5. 
Step 4 
(4.1) Set m: = m + 1, and obtain 
m-1 
X,:=L’(X,,_,/T’)- u X,. 
k=l 
(4.2) If X, f0, go to Step 3. 
Step 5. Set 
m-l 
E_:= u X,. 
k=l 
(2.13) 
(2.14) 
(2.15) 
Return E_. 
Each of the above algorithms can be given as that for finding a shortest path from 
the entrance to the exit in a certain auxiliary digraph defined with respect to T’ and 
T’ [22]. 
We have: 
Theorem 2.1. T’ and TV obtained at the termination of Algorithm 2.1 is a pair of 
MCT. 
Proof. For any tree pair T’ and T” and an arbitrary edge subset Es of E, we have 
~T’~~“~r~T’~~‘~E,~=~E,~-~~‘~E,~-(T”~E,~+j~’~T”~E,~ 
LIE,I-ITinE,I-/TVnE,121E,I-n(GixE,)-r(G”.E,) 
= r(G” x Es) - r(G’. Es). (2.16) 
The last inequality 2 is due to Lemma 1.2. In (2.16) the equalities hold if and only if 
Tin T’CE,, T’fl T”nE,=O, (2.17) 
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ITinEs =n(G’xE,), IT”flE,I =r(G'.E,). (2.18) 
It can be seen that T’, T” and E, obtained at the termination of Algorithm 2.1 
satisfy the conditions (2.17) and (2.18) for the equalities. Thus ITin T’I is the 
minimum. 0 
From the discussion in the above proof and its dual we can easily get the following 
theorems. 
Theorem 2.2 
min 
T',T" 
IT’~~“~=~~~{~(G~xE,)-~(G~.E,)}:=~+, (2.19) 
I- 
min 
T', T' 
~~‘r3T”~=~~~{r(G’XE,)-r(G’~E,)}:=&, (2.20) 
Theorem 2.3. The edge set E, (resp. E_) defined by Definition 2.1 (1 +) (resp. (1 -) 
and that defined by Definition 2.2 (2,) (resp. (2_)) are identical. 
Theorem 2.2 is a graphical version of the theorem obtained by Edmond for the 
union of matroids [ 131. 
2.2. The finer partition of a pair of graphs 
Suppose we have obtained the principal partition of G’ and G” and a pair of 
MCT. Since T’nT”nE,=0 and T’nT”nE,=O, the pair Td:=T’flE, and 
Tl: = TV n E,, is a common tree of the graph pair GA and G,“. The finer partition 
of Gb and G,Y can be obtained as follows. First we define edge subsets Ee, and Eofl 
of Eo. 
Definition 2.4. Let To be a common tree of GA and G,V , and let x be an edge in E,. 
(4,) E,,(x) is a minimal subset of E, such that E,,, (x)3x and E,,(x) fl T, is a 
common tree of G6 x E,,(x) and G,V - E,,(x). 
(4p) Eob(x) is a minimal subset of E0 such that Eg(x) 3 x and ,!&(x) fl T, is a com- 
mon tree of Gi. EoP(x) and G,V x Eop(x). 
From Lemma 1.2 we see that E,,(x) and EoP(x) are also the subsets giving the 
zero deficiencies of Gi and G,‘, that is, 
do+:= max {r(Gb x E,,) - r(G,” . E,,)} = 0 
&SC.% 
= r(Gd x &,(x)) - r(G,V. E,,(x)), (2.21) 
So _ : = ~~~ { r(G,” x E,,,) - r(G6. Ee,)} = 0 
s 
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=r(G,Y xE,/(x))-r(G;.Eob(x)). (2.22) 
These subsets are uniquely determined for an edge x irrespective of the choice of 
T,. 
Definition 2.5 
Eoy (x) : = 4l, (4 r-l Eo/? (4. (2.23) 
Then the following theorem can be proved. 
Theorem 2.4. Let x and y be arbitrary edges in E,. If y belongs to E,,(x) or x 
belongs to EO,( y), then Eov (x) = Eo,( y). If y does not belong to E,,(x) or x does not 
belong to EoY (x), then EoY (x) fl Eov (y) = 0. 
From Theorem 2.4 we see that E. can be partitioned to mutually disjoint subsets. 
This partition is called the principal finer-partition of E,, and the partition of Gi 
and G,Y to graph pairs such as 
i i coy : = Go x Eo, (x) . Eoy (4, Go”y : = G; . E,,(x) x Ear (x) (2.24) 
is called the principal finer-partition of Gg and G,” . This finer-partition can be ob- 
tained by the following algorithm. 
Algorithm 2.3 
Step I. Obtain a common tree of Gg and Cl. Let it be denoted by To. 
Step 2. Construct digraph D as follows. 
(2.1) Establish a one-to-one correspondence between the vertices of D and the 
edges of Eo. (A vertex in D is labeled x, if it corresponds to edge x in E,.) 
(2.2) For each edge x of TO in Gb, add a directed edge from vertex x to vertex y 
in D, if edge y belongs to the fundamental cutset uniquely determined by edge x with 
respect to To in GA. 
(2.3) For each edge x of G in G,“, add a directed edge from vertex x to vertex y, 
if edge y belongs to the fundamental tieset uniquely determined by edge x with 
respect to To in G,” . 
Step 3. Obtain the strongly-connected components of D, and the partition of E. 
which corresponds to the partition of the vertex set of D defined by the strongly- 
connected components. 
Let lEoI, Eo2, .. . , Eo,, . . . , E,,} be the principal finer-partition of E. obtained by 
Algorithm 2.3. (In other words, these edge subsets correspond to the strongly- 
connected components of D defined in Algorithm 2.3.) By the condensation of D 
[15], that is, by contracting the edges belonging to strongly-connected components 
of D and then replacing parallel edges with an edge, we obtain an acyclic digraph 
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D*. D* defines a partial ordering of edge subsets EO,, . . . , EO,,, . . . , EO, , which is call- 
ed the principal finer-structure of Gi and G,’ . 
Consider an edge x which belongs to EOu . The vertices which are reachable in D* 
from the vertex corresponding to EOv determine EO,(x), that is, the union of the 
edge subsets corresponding to these vertices is E,,(x). Dually if D# is the digraph 
obtained from D* by reversing the direction of all the edges, the vertices which are 
reachable in D# from the vertex corresponding to EO,, determine EOP(x). Note that 
finding all the reachable vertices in D from the vertex corresponding to edge x cor- 
responds to the operation of obtaining a sequence of fundamental cutsets and tiesets 
alternatingly in GA and G,” (the same as Steps 3 and 4 in Algorithm 2.1). Then it 
can easily be seen that E,,(x) satisfies the condition of Definition (4,), and dually, 
that E,,(x) obtained from D# satisfies the condition of Definition (4p). Theorem 
2.4 can also be proved using D. 
The following theorem gives how a common tree of Gi and G,V is constituted. 
Theorem 2.5. Let {E,,,, E,,, . . . , EOv, . . . , E,,} be the principal finer-partition of EO . 
Then the edge set of any common tree of G6 and G,” is given as a union of the edge 
sets of common trees of the pairs of graphs G&, and G&, (y = 1,2, . . . , m) defined by 
eq. (2.24). 
1 
6 8 
4 
2 
5 m 3 7 
6 8 
(a) 
(b) 
Fig. 2. Example 2.2. 
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Example 2.2. For the graph pair GA and G,V in Fig. 2(a) and the common tree in- 
dicated by the thick lines in the figure, we obtain digraphs D and D* as shown in 
Fig. 2(b) and (c) respectively. The principal finer-partition of GA and G,” is given 
in Fig. 2(d). 
Now going back to the original graph pair G’ and G”, we see, from eqs. (2.21) 
and (2.22), that E, U E,, (resp. E_ U Eog) is an edge subset which gives 6, (resp. 
6_). 
By extending the theory of the principal partition of a matroid [16], we see that 
we can further partition the pair G’, and Gl and also the pair G’ and G’J applying 
the same criterion as the principal tri-partition, and then partition the resultant 
graph pairs applying the same criterion as the principal finer-partition given above. 
We can extend the principal structure of Gi and Go’ to that of G’ and G”, giving 
a partial ordering to edge subsets or graph pairs which result from the partition [ 191, 
WI. 
3. The partition with respect to connectivities 
Consider a pair of graphs G’ and G” with edge set E and two disjoint subsets E,, 
and E, of E. 
Definition 3.1 [14]. (1,) EC is a minimal subset of E giving the connectivity from Eb 
to E, defined by 
(3.1) 
where Et is a subset of E and the minimum is taken over all the subsets containing 
all the edges of Eb but no edge of E,, . (From the definition r(G’ . EC) - r(G’ x EC) = 
Kb-) 
(1,) E, is a minimal subset of E giving the connectivity from E, to Eb defined by 
where Et is a subset of E and the minimum is taken over all the subsets containing 
all the edges of E, but no edge of Eb. (From the definition r(G’ . E,) - r(G” x E,) = 
‘%a) 
If G’= G” and the subgraphs constituted by EC and E, respectively are con- 
nected, then Kb + 1 is the number of vertices common to these subgraphs in the 
original graph. Thus if Eb and E,, are the sets of edges which are incident to two 
vertices respectively, then Kb + 1 is equal to the vertex connectivity between these 
two vertices. 
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It can be shown that EC and E, are uniquely determined (they are the minimum 
subsets giving K~ and K, respectively), and also that they are disjoint. Thus EC, E, 
and Eke. - * E-E, -E,,, define a tri-partition of E. This partition is called the 
tion with respect to the connectivities. 
By using Lemma 1.1, we get: 
Kb + r(G’) = K, + r(G”). 
Let Ek: =E-Eb -E,. We derive a pair of graphs GL and Gl as follows. 
G;:=G’x(E,UE,).E,, Gk’=:G”-(E,UE,)XE,. 
It can be written that Et = Eb U Es, where Es c Ek, and then using Lemma 1 
get: 
,$, {r(G’.E,)-r(G’xE,)} 
t ” 
=j$% {r(G,~&)+r(G’~E,xE,)-r(G’xE,)-r(G’xE,.E,)} 
s_ k 
= r(G” . Eb) - r(G’ X Eb) + pji {T(Gc . Es) - r(GL x Es)}. 
s- k 
Dually we have: 
min _ {G’.E,)-r(G”xE,)} 
E”LE,C& 
= r(G’- E,) - r(G” x E,) +pjgk {r(GL. Es) - r(G,‘x Es)}. 
Thus, if we define the deficiencies of GL and G; as 
~k+:=~~~{r(G~xEs)-r(G~~Es)}. 
5 
~&-:=p;;~{r(G% xE,)-r(GL.E,)}, 
and 
&:=r(G”E,)-r(G’XE,) 
Q,: = r(G’ . E,,) - r(G” x E,), 
we get: 
Theorem 3.1 
Kb=@k+ -6b and E,=E,UE,+, 
K,=@k-6” and E,=E,UE,_ 
parti- 
(3.3) 
(3.4) 
1, we 
(3.5) 
(3.6) 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
(3.11) 
(3.12) 
where Ek+ and EkP are the minimal edge subsets giving &+ and Sk_ respectively. 
As we have seen, Ek+ and Ek_ are the edge subsets obtained by the principal tri- 
partition of Gi and G;. The partition with respect to the connectivities is complete- 
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ly related to the principal partition of CL and Cc by eqs. (3.11) and (3.12), and we 
can get the finer-partition with respect to the connectivities which is identical to the 
principal finer-partition of EkO. Eb U Ekoa is an edge subset which gives Kb and 
E, U EkOP is an edge subset which gives K, . 
From Theorem 3.1 we see that the algorithms given in ; previous section for 
obtaining the principal partition can also be used to determine the connectivities 
defined in this section and the partition with respect to them, and vice . :rsa. 
Now a linkage pair of trees between Eb and E, is defined to be a pair of trees T’ 
of G’ and TV of G” such that (TV - T’) C Eb and (T’ - T”) c E,. From the defini- 
tion T’ n Ek = TV fl Ek and T’ f7 Ek = T” fl Ek. Thus the condition for the existence 
of a linkage pair [14] is closely related to the principal partition of G’ and G”, 
which is derived in connection with a pair of MCT. 
Suppose there exists a linkage pair for the given graph pair, G’ and G”, and edge 
subsets, Eb and E,. A maximally-distant linkage pair is defined to be a linkage pair 
such that 1 T” - T’I is maximum. (Thus 1 T’ - TV/ is also maximum.) Again such a 
pair can be obtained from an arbitrary linkage pair by repeated tree- 
transformations. The search for a tree-transformation starts from the edges of 
(T' fl T” r7 Eb) U (Tin TV r-l&,) aiming at a breakthrough to the edges of 
(T’ r7 T” fl E,) U (T’ fl T”” fl E,). The operations performed in this search are exact- 
ly the same as given in Algorithm 2.1, that is, they consist of finding the fundamen- 
tal cutsets in G’ and tiesets in G” alternatingly. In the case of breakthrough a 
tree-transformation is performed and I( T’ fI T” n Eb) U (T” rl TV n &,)I is decreased 
by one. In the case of non-breakthrough the edges found by the search constitute 
EC. The dual algorithm to the above gives E,. 
A consequence of the above-described algorithms is again a min-max theorem, 
which is an extension of Menger’s theorem [14]. 
Theorem 3.2 
Tvy;~E IT”- T~I= min {~(G".E,)-~(G'xE,)}:=~~, (3.13) 
b hCE,CE” 
T,_mTaY:E IT’- T”I= 
- ” 
4,~~~~b{r(Gi~E,)-r(G’xE,)}:=K,. (3.14) 
Now if G’ and G” have a common tree, it must be that /TV - T' j = IT’ - T’l, and 
thus K,, = K,. This result can be also obtained from eq. (3.3). 
4. Existence of a unique solution to network equations 
4.1. The voltage and current graphs and the network equations 
An electrical network containing current-controlled voltage sources, voltage- 
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controlled current sources, nullators and norators as well as resistors, capacitors, 
inductors, exciting current sources and exciting voltage sources is considered. This 
network is denoted by N. A current-controlled voltage source consists of a current 
sensor and a dependent voltage source whose voltage is controlled by the current 
of the sensor. Likewise a voltage-controlled current source consists of a voltage sen- 
sor and a dependent current source. 
A pair of graphs, that is, the current graph G’ and the voltage graph G” is used 
to represent the network topology of N. The current graph G’ is the graph of the 
network N’ which is obtained from N by deleting voltage sensors and nullators and 
contracting dependent voltage sources and norators. The voltage graph G” is the 
graph of the network NV which is obtained from N by contracting current sensors 
and nullators and deleting dependent current sources and norators. Either the sensor 
or the dependent source from a controlled source in N is left in N’ or NY. The edge 
in G’ and the edge in G” which represent the sensor and the dependent source of 
one controlled source are given the same label. Thus G’ and G” have the same edge 
set in common. This edge set is denoted by E. 
KCL and KVL are applied to the cutsets in G’ and the tiesets in G” respectively. 
The equations obtained by the application of these laws, that is, KCL equations and 
KVL equations can be written as: 
Q i=O, B v=O (4.1) 
where Q and B are the fundamental cutset and tieset matrices obtained from G’ 
and G” respectively, and i and v are the current and voltage vectors respectively, of 
all the elements in N. 
Now in the case of network analysis, the exciting currents and voltages and all 
the element-values (resistances, capacitances, inductances, and mutual resistances 
and conductances) are known. Then, in addition to the KCL and KVL equations, 
we have the current vs voltage relations of the elements (except the exciting sources). 
The object of the analysis is to determine the currents and voltages of the elements. 
Let Ej and E, be the edges sets representing the exciting current and voltage 
sources respectively, and let Ek be the edge set representing the elements whose 
values are known. The current and voltage vectors corresponding to these edge 
subsets are denoted by i and v, respectively, with the same suffix as the edge subsets. 
Then the current vs voltage relations are given as 
ik = Yk vk (4.2) 
where Yk is the diagonal matrix of admittances. 
The currents of the voltage sources and the voltages of current sources can only 
be obtained by using KCL equations and KVL equations respectively, and therefore 
can be calculated after the voltages and currents of Ek are determined. Therefore 
Q (resp. B) in eq. (4.1) must be a fundamental cutset (resp. tieset) matrix with 
respect to a tree of G’ (resp. G”) containing all the edges of E, but no edge of Ej. 
(Such a tree in general exists, because E, contains no tieset in G’ and Ej contains 
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no cutset in G1). Removing the KCL equations for E, and the KVL equations for 
Ej, we can write KCL and KVL equations for Ek as follows: 
Qk ik = - Qj ij , f3kVk=-BeVe (4.3) 
where Qk and Qj (resp. Bk and B,) are the submatrices of Q (resp. B). The removal 
of the rows corresponding to E, from Q (resp. Ej from B) corresponds to the 
graphical operation of contracting the edges of E, from G’ (resp. deleting the edges 
of Ej from G”). The removal of the columns corresponding to Ej from Q (resp. E, 
from B) corresponds to the graphical operation of deleting the edges of Ej from G’ 
(resp. contracting the edges of E, from G”). Therefore the graphs for Qk and B, 
are 
G;:=G’.(E,UE,)xE,, G; :=G”.(E,UE,)xE, (4.4) 
respectively. 
4.2. Solvability of network equations 
Let us consider the solvability of eqs. (4.2) and (4.3) [4]-[6]. Eliminating ik, we 
get a set of equations for vk whose coefficient matrix is: 
(4.5) 
If we use a pair of MCT of GL and Gl to obtain Qk and Bk, we can write the 
above coefficient matrix in a block triangular form as follows. 
x x x x 
X x x 
.a._ I x x 0 X (4.6) 
The blocks on the diagonal of the above matrix correspond to the edge subsets 
obtained by the principal tri- and finer-partition of Ek, that is, if the principal tri- 
partition Of Ek iS denoted by {Ek+, EkO, Ek_}, the rectangular blocks at the upper- 
left corner and at the lower-right corner correspond to Ek_ and Ek+ respectively. 
The square blocks in the middle correspond to the edge subsets defined by the finer- 
partition of EkO. The order of these blocks are in accordance with the principal 
structure of Gk and Gi, or, the partial ordering given to the subsets of Ek. 
We have 
‘&+ =r(GLxE,+)-r(G,“.E,+) 
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=r(G;xE,+)+n(G;.E,+)-IEk+I. (4.7) 
From Lemma 1.2 we see that r(GL xE,+) and n(G,‘* &+) are the minimum 
numbers of KCL and KVL equations respectively which can be obtained for the cur- 
rents and voltages of Ek+ . Therefore dk+ is the number of excess equations for the 
voltages of Ek+ (We can eliminate ik using eq. (4.2)). Dually, 
ak- =r(G;xE,_)-r(G;.E,_) 
=IEk_I-r(GL.Ek_)-n(G,VxEk_), (4.8) 
and r(Gt . Ek_) and n(G, x Ek_) are the maximum numbers of KCL and KVL 
equations respectively which can be obtained for the currents and voltages of Ek_ . 
Thus Bk_ is the number of equations in short of to determine the voltages of Ek_ . 
As a result of the above discussion we have: 
Theorem 4.1. The coefficient matrix of (4.6) is nonsingular and the network equa- 
tions (4.2) and (4.3) are uniquely solvable, only if Ek + = Ek_ = 0. 
By the Laplace expansion the determinant of the matrix of (4.5) is given as 
& (sign T,)(admittance product of &) 
L 
(4.9) 
where Tk is a common tree of Gi and Gc, sign Tk is + 1 or - 1, the admittance pro- 
duct of T, is the product of the admittances of the elements in Tk, and the summa- 
tion is taken over all the common trees. From eq. (4.9) we see that, if there exists 
no special relations among the element-values, then no cancellation occurs in the 
summation of (4.9) and the condition of Theorem 4.1 is also a sufficient condition 
for the network equations to have a unique solution. 
5. Diagnosability of electrical networks 
5.1. Calculation of voltages and currents from measurements 
In the case of network diagnosis some of the elements in the network are faulty 
and thus their element-values are unknown. Instead, some of the currents and 
voltages can be measured and are known. Here we consider the network N defined 
in the previous section, and investigate which of the currents and voltages in N can 
be calculated from the known currents, voltages and element-values 171. Again 
graphs G’ and G” are used to represent the network topology of N. We assume 
that the network equations for N have a unique solution and that there exists no 
special relation among the element-values. Then G’ and G” have at least one com- 
mon tree. The common edge set E of G’ and G” now consists of edge sets Eb, E,, 
Ej, Ek and E,, where E,, is the set of edges whose currents and voltages are both 
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known, Ej is the set of edges whose currents only are known, E, is the set of edges 
whose voltages only are known, Ek is the set of edges whose element-values are 
known and E, is the set of edges whose element-values are unknown. Neither the 
currents nor voltages of the edges in Ek and E, are known. The currents of the 
edges in E, and the voltages of the edges in Ej are also unknown. 
The unknown currents and voltages of the edges in & can only be determined by 
using KCL and KVL respectively, and the discussion in the previous section for the 
currents of the edges in E, and the voltages of the edges in Ej is now extended to 
those currents and voltages. Dually, the discussion for the known currents of the 
edges in Ej and for the known voltages of the edges in E, is extended to that for the 
currents and voltages of the edges in Eb. Then the graph pair for obtaining KCL 
and KVL equations for Ek is as follows. 
G~:=G’X(E,UEjUE,).E,, G;:=G’~(E,UE,UE,)xE,. (5.1) 
The equations for ik and vk of Ek can be written as eqs. (4.2) and (4.3), and after 
the elimination of ik the equations for vk have the coefficient matrix given by (4.5). 
Again we can write this matrix in a block triangular form based on the principal par- 
tition of CL and G;. In this case the equations for the voltages of the edges in Ek+ 
must be consistent, and we have: 
Theorem 5.1. The voltages (and thus the currents) of the edges in Ek+ and EkO can 
be determinedfrom the known currents and voltages, but the voltages (and thus the 
currents) of the edges in Ek_ can not be determined. 
In order to determine the remaining unknown variables we obtain the following 
trees, in addition to the pair of MCT, Ti of CL and T,“of Cc, used to obtain the 
principal partition of the graph pair. 
T’ . 
lx* a tree of GA,: =G’-(E,UE,), (5.2) 
Tu:: a tree of G;i: = G” x (E, U Ej), (5.3) 
Tjj: a tree of G~j:=G’X(E,UEj), (5.4) 
TV. lx’ a tree of G&:=GVe(E,,UEe). (5.5) 
Then, using Lemma 1.1, we construct 
T’: = T; U T;, U Tlj, T”: = T;lJ Tu’j U Tie. 
and get KCL and KVL equations using these trees. 
(5.6) 
Theorem 5.2. The current of an edge in E, U E, can be determined if the fun- 
damental cutset uniquely determined by the edge with respect to T’ contains, ex- 
cept for the edge, only the edges from Eb U Ej U Ek + U Eke. Dually, the voltage of 
an edge in E, U Ej can be determined if the fundamental tieset uniquely determined 
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by the edge with respect o T” contains, except for the edge, only the edges from 
E,UE,UE,+ UE,,. 
From the principal structure of G’ and G” we can determine the order in which 
the unknown voltages and currents are calculated from the known currents and 
voltages. If both the current and voltage of an edge are calculated, its element-value 
can be determined. 
Example 5.1. An example of a circuit is given in Fig. 3(a). In the figure g, 
(x = 3,4, 5, 6, 7) is the conductance of edge x, and c, (x = 2, 8) is the capacitance of 
edge x. This circuit contains a voltage controlled current source whose current vs. 
voltage relation is given by i7 = g7 u7. From this circuit we get G’ and G” as shown 
in Fig. 3(b). If E,,: = {6}, E,: = (13, E,: = {7}, and Ek: = (2, 3,4, 5, 8}, we get Gk 
‘6 
(a) 
(b) 
2 
G”k 
Cc) 
Fig. 3. Example 5.1. 
G” 
4 
3 
8 
2 5 
8 
D 
Cd) 
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and Gc as shown in Fig. 3(c), and then Ek + = Ek_ = 0, and EkO = Ek. Tk and Tc are 
shown by the thick lines in this figure. The finer-partition of Ek is 
{{2}, {3}, {4}, {5}, {8}}, that is, each subset consists of an edge, and the principal 
structure is represented by the digraph of Fig. 3(d). This digraph shows the order 
in which the voltages (and thus the currents) are calculated. T’ and TV of eq. (5.6) 
are given by the thick lines in Fig. 3(b). All the unknown currents and voltages can 
be calculated in this case. 
5.2. Location of faults by assume-and-check method 
In many case the position of faults in the network is not known. Then the edge 
set E, defined above can not be specified. A method to locate the faulty part is first 
to assume the fault is localized in a specific part and then to check whether the 
assumption is correct by some way or other. If the assumption is found incorrect, 
another part is assumed faulty. This process is repeated until the faulty part is 
located. We now apply this assume-and-check method to network N [B]. We have 
slightly to change the definition of the edge sets: E,, is now the set of edges which 
are assumed faulty and Ek is the set of edges which are assumed normal. Again we 
derive GL and Gi defined by eq. (5.1), and obtain the principal tri-partition of this 
pair. For Ek+ we have more equations than unknowns, and these equations are in- 
dependent. Thus: 
Theorem 5.3. The assumption that the edges in Ek+ are normal can be checked by 
the consistency of the equations for Ek+ . 
If Ek _ U EkO # 0, there is no way, under the specified measurement condition, to 
check the assumption that the edges in these sets are normal. Let us consider a subset 
E,*cE,UE,_ UE,,. If the principal partition of the graphs which are derived us- 
ing E,* in the same way as GL and GrJ’ are derived using E,, results in the same edge 
set Ek+ , it is not possible to distinguish faults in E,* from those in E,,. Such faults 
constitute a fault set or ambiguity set. 
Example 5.2. We consider the circuit of Fig. 3(a) again. Suppose that Eb: = { 1, 6) 
Fig. 4. Example 5.2. 
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and Ei = E,: =0, and that only one edge in the circuit is faulty. First we assume 
edge 7 is faulty and set E, := (7) and Ek := {2,3,4,5,8}. Then we get GL and G,J 
as shown in Fig. 4, and Ek+ = (2, S}, Eke = {3,4, 5) and Ek_ = 0. We can get 3 
equations for 2 voltages of edges 2 and 8, and if these equations are consistent edges 
2 and 8 are normal. If not, one of them is faulty. If we assume that E,: = (31, (4) 
or {5}, we get Ek+ = { 2, S} . Therefore we can not determine which of the edges 3, 
4, 5 and 7 is faulty, but the fault can be localized in {3,4, 5, 7). 
Next suppose that all branches in Eb U Ek+ are normal, and we further want to 
check the assumption that the edges in Eke are normal. This may be possible if N 
contains more than one exciting source and/or it contains both resistors and 
capacitors and the frequency of the excitation can be changed. In such cases we can 
get more equations by varying the excitation. If it is possible to calculate, from these 
equations, in more than one way, certain element-values or parameter-values which 
are independent of the excitation, the assumption can be check by the consistency 
of these values [9]. We give an outline of the method for calculating parameter- 
values in the following. Again the principal partition of a pair of graphs play an im- 
portant role. 
Let us denote E,,U Ek_ by E,, and the subnetwork consisting of E, by N,. We 
want to calculate some parameter-values of N, from the voltages and currents in 
the remaining part of N, and derive equations the same as eqs. (4.2) and (4.3) except 
that the suffix ‘k’ is replaced by ‘w’. Noting that all the voltages and currents of 
the edges in E, are known or can be calculated, we derive graph pair 
G;:=G'-E,, G;:=G'xE,. 
and obtain the principal partition of this pair. 
(5.7) 
Suppose that {E,, , E,,,, E,_ } is the principal partition of E,. For the voltages 
of the edges in E,, we can get more equations than the unknowns. Therefore we 
can eliminate all the voltages (and currents) of the edges in E,, and obtain equa- 
tions relating some of the voltages and currents of the edges in E,,,. Such equations 
contains, as the unknown variables, some parameters of N, which are the func- 
tions of the element-values of the edges in E,. If we change the excitation, the 
voltages and currents in these equations also change. Therefore we can get equations 
for the parameters with different coefficients. If these equations are independent, 
and the number of equations is more than that of the parameters, the assumption 
that the edges in Eke are normal can be check by the consistency of the equations. 
It may be possible that only a part of the edges in Ek are involved in the calculation 
of the currents and voltages which appear in these equations. Then the assumption 
only on the edges involved in the calculation can be checked. Which edges are in- 
volved in the calculation can be found by investigating the principal structure of Gi 
and G; and that of Gk and Gi. 
How to obtain independent equations by varying the excitation has not been com- 
pletely solved yet. A careful investigation in connection with the excitation is 
necessary. 
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Example 5.3. Suppose we have Et,: = { 1, 6) and Ej = E,: = 0 for the circuit of Fig. 
3. We assume the fault is localized in E, : = { 3,4}, and the edges of Ek := (2, 5,7, 8) 
are normal. We get the principal partition of Ek as Ek+ = (2, 8}, EkO = (5, 7) and 
Ek_ =0. Then E,= (3,4} whose principal partition results in E,, = E,, 
E,, = E+ = 0. For the voltages of E,, we can get three equations 
g,us= -it-is-&, g4v4=il+i5+i6-i7, 
- 03 + u4 = - U] + 02. (5.8) 
Eliminating u3 and u4, we get 
(il + is + i6)g3 + (i, + i, + is - i7)g4 = - uI + u2. (5.9) 
Suppose the edges of Ek+ have been found fault free. Then assuming the edges of 
Eke are normal, we can calculate all the currents and voltages in eq. (5.9) from the 
currents and voltages of the edges in Eb. By varying the excitation (the frequency 
of the exciting voltage in this case) three times we can get three different equations 
from eq. (5.9) for g3 and g4. 
6. Concluding remarks 
The theory of the principal partition of a pair of graphs is applicable to network 
systems for which laws like KCL and KVL hold. An electrical network is a typical 
example of such systems. A water supply network is another. Very fundamental 
problems in the analysis, design and diagnosis of such systems can be solved by us- 
ing this theory [25], [26]. In designing a network the values of certain variables are 
specified (corresponding to the known voltages and currents in the case of 
diagnosis), and element-values are to be determined. In many cases some of the 
element-values are fixed (because a part of the network already exists or the number 
of adjustable elements is limited) and the remaining variables are changed to attain 
the desired characteristics. Therefore similar formulation of the problem to that of 
diagnosis is possible. The edges of the fixed and adjustable elements constitute Ek 
and E, respectively. 
In network diagnosis the graph pair CL and Gi of eq. (5.1) can be determined if 
Eb, Ej, E, and E, are given. An important problem left unsolved is to obtain Eb, 
Ej and E, which result in Gi and Cl having desirable properties when E,, is given, 
or in other words, how the measurements should be made to detect faults. 
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