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Abstract: This paper presents a dynamic approach for the monitoring and estimation of electromechanical oscillatory
modes in the power system in real time with less computational burden. Extensive implementation of phasor measurement
units (PMU) and the utilization of advanced signal processing techniques help in identifying the dynamic behaviors of
oscillatory modes. Conventional nonstationary analysis techniques are computationally weak to handle a larger quantity
of data in real-time. This research utilizes the variational mode decomposition (VMD) for signal decomposition, which is
highly tolerant to noise and computationally more robust. The predefined parameters of the VMD process are assigned
using FFT analysis of the signal. The significant decomposed mode resembling the original signal is determined using the
correlation coeﬀicient method and used for low-frequency mode estimation. The spectral analysis techniques are used to
determine the instantaneous mode shapes, which help to identify the source of oscillation in the power system network.
The proposed methodology has been tested using signals obtained from two area Kundur system and actual PMU data
recorded from Power System Operation Corporation (POSOCO) Limited of the Indian Power grid. The results confirm
the superior viability and adaptability of the proposed approach. The performance comparison with other existing
signal processing techniques used to estimate low-frequency modes is also presented to illustrate the effectiveness of the
proposed method.
Key words: Cross power spectral density, empirical mode decomposition, mode shape, phasor measurement unit, power
spectral density, variational mode decomposition

1. Introduction
Modern power systems face a severe challenge in extracting and quantifying dynamic oscillations. Large-scale
integration of renewable energy technologies has resulted in small and large disturbances in the power system
network, which led to the reduction in damping of low-frequency power oscillations. Therefore, it is necessary to
identify these low-frequency oscillatory modes and their characteristics such as amplitude, frequency, damping
ratio, and mode shape or relative phase [1, 2]. These global features aid in the easy and dynamic visualization
of the stressed part of the system. Mode shape is defined as the relative magnitude and phase of the oscillation
within the system. It is described with respect to the right eigenvectors obtained from a state matrix of
the linearized power system model [3]. An extensive review of the existing mode estimation techniques using
transient or ringdown and ambient signals are provided in [4]. By analyzing the mode shape in the compass plot
or polar plot, immediate remedial actions are initiated to prevent cascading events due to loss of synchronism.
Here the length of the phasor represents the oscillatory amplitude. When identifying the oscillation source, the
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generator leading in phase having a smaller damping ratio, acts as the oscillation source [5].
The advancements in wide area monitoring systems (WAMS) and the data driven analysis techniques
provide critical information about the oscillatory behaviour of the system. Advanced signal processing algorithms along with high sampling resolution of phasor measurement units (PMUs), enable the system operator
to quickly identify the interarea oscillations and take appropriate control actions in near real-time before the
cascading occurs. One of the pioneer methods in the field of measurement-based analysis technique is Prony
analysis [6, 7]. It involves a polynomial-based approach, and the determination of the polynomial coeﬀicient in
the matrix equation leads to the estimation of modal parameters. The drawback of the Prony method is that
it is confined to lower-order polynomials [8]. To overcome this drawback, matrix pencil method (MPM) which
is effective even in closely spaced modes are used. MPM’s most significant disadvantage lies in determining the
suitable pencil parameter [9]. The above two techniques are mainly used for the ringdown oscillation studies,
whereas the techniques used for ambient oscillation studies are classified as transfer function methods [10, 11]
and subspace methods [12–14]. In terms of accuracy, the subspace approach showed promising results; however,
transfer function methods require less computation time and are preferred for real-time situational awareness
[15].
Most of the research works in this field deal with the stationarity concept. IEEE task force for identifying
electromechanical modes in power system has proposed the method of nonlinear nonstationary analysis [16].
Empirical mode decomposition (EMD) has been introduced as the benchmark technique in this kind of research.
In combination with the Hilbert transform, EMD produces better results in the mode identification process.
However, EMD is challenged due to its mode mixing issues [17, 18]. Based on the de-noising capability, EMD
is enhanced to ensemble EMD (EEMD) and complete ensemble EMD. The empirical wavelet transform (EWT)
method works well for equally spaced modes in recognising low-frequency modes of nonperiodic and time-varying
oscillation but they struggle in separating closely spaced modes [19, 20]. The drawbacks of EMD and EWT are
solved in Variational mode decomposition (VMD), a signal decomposition technique with nonrecursive nature
proposed by Dragomiretskiy et al. [21]. This methodology has a credible theoretical foundation and exhibits
better denoising property. VMD comprises of an adaptive Wiener filter bank that can eﬀiciently decompose
the test signal with a center frequency into restricted bandwidths. It uses a nonlinear multi-resolution method
for decomposing nonstationary signals through ideal formulation into its constituent modes, ensuring that the
spectral separation for each mode is not influenced by the frequency resolution of the sampled signals. However,
VMD requires operator intervention to select its initial parameters like the mode number and quadratic penalty
terms [22, 23]. A power disturbance analysis method using variational mode decomposition (VMD) is validated
on an IEEE 68 bus New England test system [24]. A dynamic approach based on two-stage mode decomposition
(TSMD) has been proposed in [25, 26], which uses complete ensemble empirical mode decomposition with
adaptive noise (CEEMDAN) as the first stage [27] and variational mode decomposition (VMD) as the second
stage [28, 29]. Nevertheless, owing to two decomposition stages, mode shape characterization requires more
significant computing time. The work presented in this paper proposes a single stage decomposition process using
VMD to estimate instantaneous mode shapes of oscillatory modes from a real time PMU data by incorporating
a computationally viable method for choosing a suitable mode number. The assumption of mode number is
very significant in the performance of VMD because an improper mode number replicates the decomposition
modes and therefore affects the computational time. In this work, the appropriate value of mode number is
obtained by counting the number of peaks in the FFT of sampled data within the frequency range of 2 Hz [23].
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After the decomposition, the power spectral densities (PSD) are plotted for the decomposed modes using the
multitaper technique, and the low-frequency modes are identified. The values of PSD and cross power spectrum
density (CPSD) are checked, and the relative phase values are calculated [30, 31].
The significant contributions of this paper are:
• A dynamic approach to identify low-frequency oscillatory modes in the power systems, utilising a single
decomposition process with less computation time is proposed.
• The proposed method uses VMD and spectral analysis as the major techniques to estimate the mode
shape.
• Observed a reduction in computational complexity compared to other reported signal processing techniques, when the proposed method is applied for the real-time PMU data to detect undamped or weekly
damped oscillations.
The organization of the article is as follows: Section 2 discusses the basic techniques of VMD, PSD, and CPSD.
the proposed approach of estimating the low-frequency oscillatory modes and mode shapes is illustrated in
Section 3. Mode shape analysis of the two area Kundur system is presented in Section 4, followed by the
mode shape analysis of real-time PMU data obtained from the power system operation corporation (POSOCO)
limited in Section 5. Finally, the conclusions are presented in Section 6.
2. Methodology
This section briefly discusses the various techniques used in the proposed approach. It includes the VMD
approach, sensitive IMF selection using correlation coeﬀicient, and spectral analysis techniques.
2.1. Variational mode decomposition
VMD is a multi-resolution analytical signal decomposition method based on the concepts of adaptive Wiener
filtering, one-dimensional Hilbert transform, and Heterodyne demodulation. VMD’s motive is to decompose a
real-valued nonlinear nonstationary signal f (t) into a discrete set of quasi-orthogonal intrinsic mode functions
(IMF) represented as uk where K denotes the mode number. This set of IMF signals is amplitude modulated,
and frequency signals with a center frequency of ωk . VMD requires the subsequent computational processes as
follows:
1. Hilbert transform [21] is applied to the one-sided spectrum of each of the IMFs to compute its signal
characteristics.
2. A multiplication factor of ejωk t is considered to shift the frequency spectrum of mode to baseband.
3. The estimation of bandwidth using gradient of modulated signal based on the L2 norm.
The VMD method is assumed as a constrained optimization problem as in Eq. 1
(
min (ωk , uk )

K
X
k=1

such that

K
P
k=1
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The objective function is modified into an unconstrained optimization problem as in Eq. 2:

L({uk } , {ωk } , {λ} = α
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where α is the quadratic penalty term and λ is the Lagrangian multiplier. VMD process calculates these central
frequencies and IMFs at these frequencies concurrently using an optimization technique called the alternate
direction method of multipliers [32]. The various modes are determined by updating the previous mode and its
center frequency as follows
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Once the modes and center frequencies are updated, the Lagrangian multiplier is also restructured as per
Eq. 5.
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The updation process is performed until the convergence criteria presented in Eq. 6 are satisfied with a tolerance
value of ε .
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The flowchart shown in Figure 1 represents the stages of VMD process. The number of IMFs extracted
depends on the preset value of the mode number. Parameters like fidelity factor ( α ) and mode number ( K ) are
needed to initialise the VMD operation. These two parameter values are typically allocated randomly, leading
to unwanted decomposition stages leading to large processing time. The computational performance of the
VMD process is highly dependent especially on the value of mode number. In this work, to avoid the random
selection of mode number, the data samples from the PMU have undergone Fourier transform. The number of
peaks in the Fourier spectra was identified and assigned as the mode number. With regard to the fidelity factor,
typically for low-frequency extraction, higher values of α are preferred. After multiple computer simulation a
value of 8000 has been chosen for α , as a further increase in the value has not given any specific improvement
in the performance of the VMD process in the work. The selection of appropriate IMF for the mode assessment
is discussed in the following subsection.
2.2. Sensitive IMF selection stage
IMF selection can be made in different ways such as using correlation coeﬀicient, kurtosis, spectral properties,
or as a hybrid method consisting of the above techniques optimized by genetic algorithm (GA) or particle swarm
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optimization (PSO). The effective determination of dominant frequency modes needs a proper IMF selection
strategy with less computational complexity. Therefore, a correlation coeﬀicient based sensitive IMF index
formation is considered in this work [33]. The correlation between the primary signal and the decomposed
mode functions was checked, and the correlation coeﬀicient (δq,x ) is computed for each IMF according to Eq.
7:
N
P

δqi ,x =

(x(n) − x)(qi (n) − qi )

i=1

σqi σx

(7)

where qi (n) represents the ith decomposed IMF, σqi and σx denote the standard deviations, x and qi represent
the mean values. In order to identify the most correlated IMF, a sensitive IMF index Si (i) is calculated as per
Eq. 8:
δq
Si (i) = P i
δqi

(8)

The index values are determined for all the decomposed modes, and those with the highest index value are
selected for mode parameter estimation. The low-frequency modes can be extracted by analysing the selected
IMF with power spectral density (PSD) patterns like welch, multitaper, and Yule walker methods [27].
2.3. Spectral analysis technique
Spectral analysis refers to the method of estimating the power content of the frequency component of a signal.
Power spectral density (PSD) is an eﬀicient way to describe the amplitude versus frequency content of a random
signal. The simple PSD estimation techniques like Welch’s method, multitaper method, Burg’s method, or YuleWalker method can be adapted [25]. A random stationary signal x(m) whose PSD is mathematically related
to the autocorrelation sequence through Discrete-time Fourier transform (DTFT) can be represented using Eq.
9:
∞
1 X
Rxx (n)e−iωn
(9)
Pxx (ω) =
2π n=−∞
where Rxx (n) is the autocorrelation sequence as shown in Eq. 10:
Rxx (n) = E {x∗ (m)x(m + n)}
−∞ < m < ∞

(10)

where n denotes the time lag, E{} represents the expectation value, and ∗ represents the complex conjugate
operator. For combined random signals x(m) and y(m), cross power spectral density (CPSD) is defined as the
DTFT of the cross-correlation function and is represented using the Eq. 11:

Pxy (ω) =

∞
1 X
Rxy (n)e−iωn
2π n=−∞

(11)

Here Rxy (n) is the cross-correlation sequence represented as Eq. 12:
Rxy (n) = E {x(m + n)y ∗ (n − m)}
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To find the relative phase between the signals from two PMU stations, the CPSD function Rxy (n) is used. It
contains the power shared by two signals at a specific frequency known as common mode frequency and the
relative phase shift between the signals. The value of arctan(Rxy (n)) gives the relative phase shift at common
mode frequency. Mode shape curves are plotted based on the relative phase shift between the PMU units.

Figure 1. Flowchart of VMD process.

3. Proposed method
The block diagram shown in Figure 2 depicts the overview of the proposed method to identify the oscillatory
mode frequency and corresponding instantaneous mode shape. The obtained raw PMU data is effectively
preprocessed before its decomposition. Various methods can be adapted based on the quality of the information.
Some techniques are as follows: outlier removal, interpolation, means subtraction, and data parcelling [34]. From
the above techniques, outlier removal and means subtraction are used in this work. After the preprocessing, the
initial parameters for VMD are selected depending on the FFT peaks as explained in section 2. The selection
of proper IMF is made by indexing the IMFs based on the correlation coeﬀicient values. The IMFs having the
highest value of the index have been chosen for low-frequency mode estimation by analysing PSD. The CPSD
values are utilized to determine the relative phase shift among two PMU stations and the mode shapes are
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analysed using the compass plot. In this work, VMD is applied to Kundur two area system and real-time PMU
data from POSOCO. The proposed method is computationally feasible and accurate when compared to other
existing techniques such as TSMD, EEMD, and EMD.

Figure 2. Block diagram of the proposed method.

4. Application of the proposed method in a two area four generator system
The single line diagram of the two area four generator Kundur system is shown in Figure 3. The left area of
the system is recognized as Area-1 and the right side as Area-2. This system comprises eleven buses and the
two areas are linked by a weak tie-line connecting buses 7 and 9. Two loads are applied to the system on buses
7 and 9 [3]. A three-phase to ground fault is initiated between buses 8 and 9 at 2 s and is removed after 0.3 s.
Rotor speed at 60 samples per second is extracted throughout the simulation period of 10 s, and the respective
Fourier spectra are shown in Figure 4. White Gaussian noise of signal-noise ratio (SNR) 15dB is added to the
rotor speed signal. Three frequencies are identified within the low-frequency region, and hence mode number
for the VMD process is three. The fidelity factor is considered as 8000.

Figure 3. Two area four generator system topology.

The selected mode number and fidelity factor are used to decompose each rotor speed signal for the
VMD process. A detailed analysis is presented here on the speed signal obtained from generator 3. The VMD
application to rotor speed signal of generator 3 produces three IMFs as shown in Figure 5 where IMF1 is a trend
signal which can be eliminated. The spectral densities of IMF2 and IMF3 are analysed, and the repetition of
low-frequency modes is observed in IMF2. Hence IMF2 has been selected for further analysis and the power
spectral density of IMF2 is as shown in Figure 6. IMF selection can also be done by calculating sensitive
1466
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IMF index and is presented in Table 1. IMF2 having a higher index value is selected for further analysis.
Three low-frequency oscillatory modes of 0.73 Hz, 1 Hz, and 1.35 Hz are identified from the PSD pattern of
IMF2. In these low-frequency modes, 0.73 Hz is considered as the inter-area oscillatory mode, and the mode
shape analysis is focused on 0.73 Hz. The proposed VMD method is compared with TSMD, EEMD, and EMD
method statistically using SNR versus standard deviation plot and is represented in Figure 7. In terms of
accuracy perspective, root mean square error (RMSE) values can be estimated and plotted against standard
deviation as shown in Figure 8. Hence the denoising power and the accuracy in error terms are calculated for
the proposed method and compared with the existing algorithms. It is observed that VMD is more robust than
other algorithms.

Figure 4. Rotor speed signals (a) waveform (b) Fourier spectra.

Figure 5. Decomposed IMFs after VMD process for the
rotor speed signal of generator 3.

Figure 6. Power spectral density of IMF2.

Table 1. Sensitive IMF index values corresponding generator 3.

IMF
1
2
3

Index value
0.085
0.156
0.142
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Figure 7. SNR vs. standard deviation.

Figure 8. RMSE vs. standard deviation.

After estimating low-frequency modes, instantaneous mode shapes are drawn based on the low-frequency
mode. To obtain the mode shape, CPSD values for different rotor speed signals are evaluated. Similarly, IMF
selection is done for the remaining rotor speed signals of generators and IMF2 is selected generously after the
VMD process. A reference waveform as shown in Eq. 13, is generated based on the common mode frequency
of 0.73 Hz.
x(t) = sin 2π(0.73)t
(13)
The magnitude of CPSD is determined and the phase difference is computed according to Eq. 14.
Phase difference, ϕ = arctan(Rxy (0.73))

(14)

where x represents the reference signal, and y represents the speed signal. The CPSD values estimated for all
rotor speed signals corresponding to IMF2 are shown in Table 2. The mode shape plot corresponding to 0.73
Hz is shown in Figure 9.
The simulation was carried out using a machine with 2.3 GHz dual core intel i5 8 GB RAM. The CPU
time and memory usage were identified using MATLAB commands. The computational strength of the proposed
method is compared with that of other methods with spectral analysis procedure in terms of the number of
modes, processing time, and memory usage and are presented in Table 3 and it is evident that the proposed
method requires fewer iterations and memory usage than other methods.
Table 2. CPSD values corresponding to 0.73 Hz.
Machine number
1
2
3
4

CPSD value
0.723 + 0.267i
0.675 + 0.352i
–0.632–0.278i
–0.687–0.318i

IMF level
2
2
2
2

5. Application of actual PMU data
This section describes the mode shape determination in a real power system using real-time PMU data from
different stations at a sampling rate of 25 Hz. There are five regional grid networks in the Indian grid market,
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Figure 9. Mode shape of two area four generator system using the proposed method.
Table 3. Comparison of computational strength among different algorithms.
Parameter
Number of modes
Processing time or CPU time (ms)
Memory usage (MB)

Proposed method
2
45
350

TSMD
4
62
421

EEMD
7
63
452

EMD
9
72
486

enabling electricity transmission between states in each region. Real-time frequency data is obtained from
the POSOCO Limited Bangalore. Around thousand samples of PMU station data from the Ballia unit
are taken as the reference. It has been observed that a 5% to 95% deviation in active power generation
from Kahalgaon thermal power plant on 17th March 2018 resulted in ambient oscillations across the grid.
As a preliminary study, such a massive change in generation may be the reason behind the low-frequency
oscillations. The PMU data from Durgapur, Farakka, Jamshedpur, and Vindhyachal are considered the analysis.
Geographically Vindhyachal and Ballia are at a distance of 200 km. Also, Durgapur, Farakka, and Jamshedpur
are approximately 210 km apart. The frequency data is analysed for the duration of 40 s which includes the
major oscillation event of ambient nature.
The real-time PMU signals from POSOCO are represented in Figure 10, and the critical disturbance
is noted within the range of 27–32 s. The Fourier spectra of the signals are shown in Figure 11 where two
prominent low-frequency peaks were observed. As specified by the preprocessing step a median filter is used to
remove the outliers. Then the mean value of the test signals is calculated and a detrended value is formed which
is the difference between the initial signal and its mean. After the preprocessing procedure, test signals are
subjected to the VMD process. The mode number is given a value of 2 depending on the Fourier spectra of PMU
data processed. Two decomposition modes are obtained, and IMF2 is selected for the low-frequency oscillation
mode analysis. The CPSD plot of different PMU units corresponding to IMF2, exhibited three low-frequency
modes, 0.39 Hz, 0.585 Hz, and 1.563 Hz as shown in Figure 12.
The phase of the particular mode with respect to reference station Ballia is determined. Accurate
determination of the relative phase is influenced by sampling noise and traveling of a specific mode. The
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Figure 10. PMU data from POSOCO.

Figure 11. Fourier spectra of PMU data.

Figure 12. Magnitude of CPSD values corresponding to
IMF2.

instantaneous mode shape can be plotted in real-time based on the CPSD values. CPSD value from the
decomposed component gives the relative phase and hence the mode shape curve along the corresponding
frequency modes. This instantaneous mode shape helps the system operator to determine the real-time variation
in a single-window procedure. The mode shape curve at the instant of 20 s and 40 s corresponding to 1.563
Hz, 0.585 Hz, and 0.39 Hz are presented in Figure 13, Figure 14, and Figure 15, respectively. It is confirmed
from the instantaneous mode shape curve that 1.563 Hz corresponding to the local area mode of oscillation
and the other two low-frequency modes correspond to inter area mode of oscillation. With the help of the
proposed method, an operator can easily identify the power system oscillation status in real time through the
visualisation of instantaneous mode shape curves and can act immediately for an event happening in the power
grid. These low-frequency points are already validated with POSOCO reports. The CPU time and memory
usage are estimated for the whole process including the decomposition and spectral analysis procedure and are
shown in Table 4. The proposed method supersedes other algorithms and shows better computational strength
compared to other techniques. The existence of these modes is confirmed in the POSOCO reports [35].
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Figure 13. Instantaneous mode shape for 1.563 Hz mode through spectral analysis (a) at 20 s, (b) at 40 s.

Figure 14. Instantaneous mode shape for 0.585 Hz mode through spectral analysis (a) at 20 s, (b) at 40 s.

Figure 15. Instantaneous mode shape for 0.39 Hz mode through spectral analysis (a) at 20 s, (b) at 40 s.
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Table 4. Comparison of computational strength of different algorithm on PMU data.

Parameter

Proposed method

TSMD

EEMD

EMD

Number of modes
Processing time or CPU time (ms)
Memory usage (MB)

2
91
376

3
130
452

8
152
466

11
180
496

6. Conclusion
This paper introduces a robust dynamic approach for identifying low-frequency oscillatory modes and determining instantaneous mode shape in real-time PMU signals with minimum computational complexity. The
major drawback of the conventional low-frequency mode identification method is its lower accuracy and computational burden. The conventional approaches had mode mixing problems, low SNR values, computational
complexities, multi-stage mode estimation process, and inaccuracy in determining low-frequency modes. In
this paper, VMD and spectral analysis are combined to provide an effective strategy to identify the oscillatory
modes and the mode shape characterization. The proposed approach has been compared with the conventional
methods such as TSMD, EEMD, and EMD and is found to be computationally more robust and tolerant to
noise. The methodology is illustrated using the simulated data from Kundur two area system and real time
PMU data from POSOCO Limited and highlighted the superiority of the proposed work in instantaneous mode
shape estimation. As a future scope, the signal decomposition strategy can be enhanced by considering the
data quality issues such as missing data problems and intrusions.
Acknowledgment
The authors gratefully acknowledge the contributions of Power System Operation Corporation Limited, Bangalore (India), for their technical assistance.
References
[1] Graham Rogers. Power System Oscillations.Springer US,2000. doi: 10.1007/978-1-4615-4561-3
[2] Gautam D, Vittal V, Harbour T. Impact of Increased Penetration of DFIG based Wind Turbine Generators on
Transient and Small Signal Stability of Power Systems. IEEE Transactions on Power Systems 2009; 24 (3): 14261434. doi:10.1109/TPWRS.2009.2021234
[3] Kundur P. Power system stability and control. Twelfth reprint, New Delhi, India: Tata McGraw-Hill Education
Pvt. Ltd,2011.
[4] Papia Ray. Power system low frequency oscillation mode estimation using wide area measurement systems. Engineering science and technology an international journal 2017; 20 (2): 598-615. doi:10.1016/j.jestch.2016.11.019
[5] Bin WANG, Kai SUN. Location methods of oscillation sources in power systems: a survey. Journal of Modern
Power System and Clean Energy 2017; 5 (2): 151–159. doi:10.1007/s40565-016-0216-5
[6] Shim KS, Nam HK,Lim YC. Use of Prony analysis to extract sync information of low frequency oscillation from
measured data. European Transactions on Electrical Power 2011;21 (5):1746-1762. doi:10.1002/etep.531
[7] Liu G, Quintero J, Mani Venkatasubramanian V. Oscillation Monitoring System Based on Wide Area Synchrophasors in Power Systems. In: IREP Symposium- Bulk Power System Dynamics and Control - VII, Revitalizing
Operational Reliability, Charleston, SC, USA, 2007. doi:10.1109/IREP.2007.4410548

1472

SATHEESH and RAJAN/Turk J Elec Eng & Comp Sci

[8] Almunif A, Fan L, Miao Z. A tutorial on data-driven eigenvalue identification: Prony analysis, matrix pencil and
Eigen system realization algorithm. International Transaction of Electrical Energy Systems 2020; 30 (4): e12283.
doi:10.1002/2050-7038.12283
[9] Sarkar TK, Pereira O. Using the matrix pencil method to estimate the parameters of a sum of complex exponentials.
IEEE Antennas and Propagation Magazine 1995; 37 (1): 48-55. doi:10.1109/74.370583
[10] Smith JR, Fatehi F, Woods CS, Hauer JF et al. Transfer function identification in power system applications. IEEE
Transactions on Power System 1993; 8 (3):1282-1290. doi:10.1109/59.260866
[11] Zhou N, Dosiek L,Trudnowski D, Pierre JW. Electromechanical mode shape estimation based on transfer function
identification using PMU measurements. In: Proceedings of IEEE PES General Meeting, Calgary, AB, Canada,
2009.pp.1-7. doi:10.1109/PES.2009.5275924
[12] Nezam Sarmadi SA, Venkatasubramanian V. Electromechanical Mode Estimation Using Recursive Adaptive Stochastic Subspace Identification. IEEE Transactions on Power Systems 2014; 29 (1):349-358.
doi:10.1109/TPWRS.2013.2281004
[13] Jiang T, Yuan H, Jia H, Zhou N et al. Stochastic subspace identification-based approach for tracking inter-area
oscillatory modes in bulk power system utilizing synchrophasor measurements. IET Generation Transmission and
Distribution 2015; 9(15):2409–2418. doi:10.1049/iet-gtd.2015.0184
[14] Philip G, Jain T. An improved Stochastic Subspace Identification based estimation of low frequency
modes in power system using synchrophasors. Electrical Power and Energy Systems 2019;109:495-503.
doi:10.1016/j.ijepes.2019.01.030
[15] Dosiek L, Zhou N, John W. Pierre, Huang Z et al. Mode Shape Estimation Algorithms Under Ambient Conditions: A Comparative Review. IEEE Transactions on Power Systems 2013; 28 (2): 779-787.
doi:10.1109/TPWRS.2012.2210570
[16] J.Sanchez-Gasca, D.Trudnowski. Identification of electromechanical modes in power system. IEEE Task Force on
Identification of Electromechanical Modes of the Power System Stability, Power and Energy Society Tech.rep,2012.
[17] Messina AR. Inter-area oscillations in power systems: A nonlinear and nonstationary perspective. Springer, 2009.
doi:10.1007/978-0-387-89530-7
[18] Prince A, Senroy N, Balasubramanian R. Targeted approach to apply masking signal-based empirical mode decomposition for mode identification from dynamic power system wide area measurement signal data. IET Generation
Transmission and Distribution 2011;5(10):1025–1032. doi:10.1049/iet-gtd.2011.0057
[19] Jin T, Liu S, Rodolfo CC, Su W. A method for the identification of low frequency oscillation modes in power
systems subjected to noise. Applied Energy 2017;206:1379-1392. doi:10.1016/j.apenergy.2017.09.123
[20] Shir F, Ivatloo M. Identification of inter-area oscillations using wavelet transform and phasor measurement unit
data. International Transactions on Electrical Energy Systems 2015; 25 (11):2831–2846. doi:10.1002/etep.1994
[21] Dragomiretskiy K, Zosso D. Variational mode decomposition. IEEE Transaction on Signal Processing 2014; 62
(3):531-544. doi:10.1109/TSP.2013.2288675
[22] Jena MK, Samantaray SR, Panigrahi BK. Variational mode decomposition-based power system disturbance assessment to enhance WA situational awareness and post-mortem analysis. IET Generation Transmission and Distribution 2017; 11 (13):3287-3298. doi:10.1049/iet-gtd.2016.1827
[23] Xiao H, Shandong J, Wei J, Liu H, Qingquan Li et al. Identification method for power system low-frequency oscillations based on improved VMD and Teager–Kaiser energy operator. IET Generation Transmission and Distribution
2017; 11 (16):4096-4103. doi:10.1049/iet-gtd.2017.0577
[24] Mario R. Arrieta Paterninaa, Rajesh Kumar Tripathy, Alejandro Zamora-Mendez, Daniel Dotta. Identification of
electromechanical oscillatory modes based on variational mode decomposition. Electric Power Systems Research
2019;167:71-85. doi:10.1016/j.epsr.2018.10.014

1473

SATHEESH and RAJAN/Turk J Elec Eng & Comp Sci

[25] Kumar L, Kishor N. Determination of mode shapes in PMU signals using two-stage mode decomposition and spectral
analysis. IET Generation Transmission and Distribution 2017; 1 (18): 4422-4429. doi:10.1049/iet-gtd.2017.0316
[26] Kumar L, Kishor N. Wide area monitoring of sustained oscillations using double‐stage mode decomposition.
International Transactions on Electrical Energy Systems 2018; 28 (6):e2553. doi: 10.1002/etep.2553
[27] Zuhaib M, Rihan MT. A novel method for locating the source of sustained oscillation in power system using
synchrophasors data. Protection and Control of Modern Power System 2020; 30 (5):1-12. doi:10.1186/s41601-02000178-4
[28] Kewei C, Belema P, Cao W, Liu Z, Wang Z et al. Hybrid Approach for Detecting and Classifying Power Quality
Disturbances Based on the Variational Mode Decomposition and Deep Stochastic Configuration Network. Energies
2018;11 (11): 3040. doi:10.3390/en11113040
[29] Yang W, Jia L, Xu Y. Extreme learning machine based short-term wind power prediction framework with adaptive variational mode decomposition. Power System and Green Energy Conference (PSGEC), 2021: 395-399 doi:
10.1109/PSGEC51302.2021.9542071
[30] Rahul S, Sunitha R. Dominant Electromechanical Oscillation Mode Identification using Modified Variational Mode
Decomposition. Arabian Journal for Science and Engineering 2021;46 (10):10007–10021. doi:10.1007/s13369-02105818-x
[31] Petre S, Randolph M. Spectral analysis of signals. Prentice Hall, Inc. Upper Saddle River, New Jersey 07458,2005.
[32] Lu C, Yan S, Lin Z. A Unified Alternating Direction Method of Multipliers by Majorization Minimization. IEEE
Transactions on Pattern Analysis and Machine Intelligence 2018; 40(3):527-541. doi:10.1109/TPAMI.2017.2689021
[33] Rahul S, Koshy S, Sunitha R. Electromechanical Mode Estimation in Power System Using a Novel Nonstationary
Approach. In: Haes Alhelou H, Abdelaziz A.Y, Siano P.(editor) Wide Area Power Systems Stability, Protection,
and Security. Springer, cham, 2020: 251-269. doi:10.1007/978-3-030-54275-78
[34] Vanfretti L, Bengtsson S, Gjerde JO. Preprocessing synchronized phasor measurement data for spectral analysis of
electromechanical oscillations in the Nordic Grid. International Transactions on Electrical Energy Systems 2015; 25
(2): 348–358. doi:10.1002/etep.1847
[35] Report on power system oscillations experienced in Indian Grid on 9th, 10th,11th and 12th August Task Force
Report, Power System Operation Corporation Limited, New Delhi, 2014.

1474

