Solar magnetic activity exhibits chaotically modulated cycles with a mean period of 11 yr, which are responsible for slight variations in solar luminosity and modulation of the solar wind, while the earth's atmosphere and oceans support oscillations with many different frequencies. Although there are several mechanisms that might couple solar variability with climate, there is, as yet, no compelling evidence that a direct forcing is sufficiently effective to drive climatic change. In many nonlinear systems resonant coupling allows weak forcing to have a dramatic effect. An idealized model is considered, in which the solar dynamo and the climate are represented by low-order systems, each of which in isolation supports chaotic oscillations. The climate is represented by the Lorenz equations: solutions oscillate about either of two fixed points, representing warm and cold states, flipping sporadically between them. The effect of a weak nonlinear input from the dynamo to the climate that tends to push it toward the warm state is computed. This input has a significant effect when the ''typical frequencies'' of each system are in resonance. The solution is now asymmetric, with the warm state preferred. The degree of asymmetry is less than might be anticipated, because resonant forcing extends the duration of oscillations about either state, and so increases the timescale for flipping. The presence of grand minima in the solar output leads to complicated intermittent behavior in the climate. Consequently, the results of frequency analysis are sensitive to the duration of time series that is used. It is clear that the resonance provides a powerful mechanism for amplifying climate forcing by solar activity.
Introduction
Although greenhouse gases released by burning fossil fuel appear to be responsible for the current rate of global warming, there have been many previous episodes of climatic change that cannot be ascribed to the same cause. There is, moreover, increasing evidence that the climate responds to variations of solar activity. This activity, caused by magnetic fields erupting from the Sun's interior and emerging through its photosphere, is traditionally measured by the sunspot number, which is closely related to more precise indexes of sunspot area and of radiation emitted from the chromosphere or corona, as well as to overall variations in solar irradiance. Stars like the Sun possess deep outer convection zones and it is generally accepted that their magnetic fields are produced by the action of a hydromagnetic dynamo located near the base of the convection zone Weiss and Tobias 2000) . The cyclic activity of the Sun is aperiodic but has a well-defined mean period of about 11 yr, while the underlying magnetic cycle has a 22-yr period, since the sunspot fields reverse after each activity minimum (Wilson 1994) . These cycles are modulated on a longer timescale: during the Maunder Minimum in the seventeenth century there was an interval during which sunspots almost totally disappeared, and proxy data show that similar grand minima have recurred irregularly over the past 10 000 yr, with a characteristic period of about 200 yr. There is a clear climatic signal associated with the 11-yr activity cycle, as well as evidence suggesting that local or global temperature records are correlated with the long-term modulation of solar cyclic activity.
Claims that sunspots exerted an influence on the climate have been put forward ever since the seventeenth century, when spots were first observed (Hoyt and Schatten 1997) . Recent satellite observations have shown that the solar irradiance does indeed increase by about 0.15% from sunspot minimum to sunspot maximum (Willson and Hudson 1991; Fröhlich 2000) as the enhanced emission from faculae or plage regions exceeds the reduction caused by sunspots (Foukal and Lean 1990; Spruit 2000) . Stellar magnetic activity can be measured by monitoring H and K emission lines from ionized calcium in their chromospheres, since such emission is correlated with magnetic fields in the Sun. From comparisons between the Sun and similar stars that show magnetic cycles it is estimated that the mean VOLUME 13 J O U R N A L O F C L I M A T E solar irradiance, averaged over 11-yr cycles, has increased by 0.1%-0.2% since the Maunder Minimum (Lean 1994; Lean et al. 1995; Beer et al. 1998; Solanki 2000) . Climatic models suggest that such a change in total irradiance would lead to an increase of 0.2-0.4 K in global temperature (Cubasch et al. 1997; Drijfhout et al. 1999) . That is comparable with the estimated rise in Northern Hemisphere summer temperature between 1600 and 1920, but less than the rapid change experienced since then, which must mainly be attributed to the effects of greenhouse gases.
The clearest signal of the 11-yr Schwabe cycle comes from the atmosphere. The altitude of the 30-mb level in the lower stratosphere varies by about 100 m between sunspot maximum and sunspot minimum and this behavior has now persisted through the last four cycles (Labitzke and van Loon 1997, 2000) . It is also associated with modulation of the quasi-biennial oscillation, which varies in phase with solar activity (Labitzke and van Loon 1990) . The 11-yr activity cycle also produces unmistakable variations in oceanic temperatures. White et al. (1997) found that sea surface temperatures in the Indian, Pacific, and Atlantic Oceans, whether taken separately or combined, follow the reconstructed irradiance variation derived from satellite observations and the sunspot record, but the range of temperature variation is only 0.08 K, which is consistent with the expected response of the ocean to changes of 0.15% in total irradiance. Taken over a longer time span, the oceanic temperature shows larger interdecadal variations of 0.14 K, which also follow the pattern of solar activity (Reid 1991; White et al. 1997) . Recent measurements of 18 O abundances in foraminifera from shallow water sediments reveal a clear 11-yr periodicity, in phase with the Schwabe cycle, which persisted for 700 yr (Cini Castagnoli et al. 1999 ). This record shows not only that temperatures rise at sunspot maxima, but also that there are cooler episodes associated with grand minima. Moreover, these fluctuations are larger in the Mediterranean than in deep oceans.
Galactic cosmic rays lead to the production of isotopes such as 14 C and 10 Be, which are stored in trees and ice, respectively. Since cosmic rays are deflected by magnetic fields in the solar wind, abundances of these isotopes are anticorrelated with solar activity. The proxy record obtained from 10 Be abundances in a Greenland ice core shows the 11-yr cycle, in agreement with sunspot observations back to 1700 and continuing to 1420 (Beer et al. , 1998 . Although the 18 O record from the nearby Greenland Ice-Sheet Project 2 (GISP2) ice core shows corresponding variations, reflecting temperature changes of 2.6 K, it is not yet clear that such variations agree with those from other nearby ice cores. The GISP2 core also shows variations corresponding to 0.2-0.4 K temperature changes on an 80-90-yr timescale, as well as for the ϳ210-yr periodicity found in cosmogenic 14 C abundances (Stuiver and Braziunas 1989) . Beer et al. (1994) compared 10 Be and 14 C abundances with temperature records over several centuries and found a general correlation that became much stronger when the data were band filtered around a frequency corresponding to a period of 90 yr. Lean et al. (1995) showed that the cosmogenic isotopes agreed with the reconstructed irradiance record derived from sunspot observations and that the latter matched variations in Northern Hemisphere temperature over the last four centuries with a total rise ϳ0.4 K (Mann et al. 1998 (Mann et al. , 1999 Jones et al. 1998) . Using measurements of the geomagnetic aa index, calibrated by reference to satellite measurements of the interplanetary magnetic field, Lockwood et al. (1999a) were able to estimate the change in the Sun's poloidal field over the last 130 yr. They found that the field strength had more than doubled and also that the smoothed magnetic record showed a strong correlation with global temperature (Lockwood et al. 1999b) . It is well known that the more plentiful the sunspots the shorter the cycle will be, and Baliunas and Soon (1995) found a relationship between the time-averaged level of Ca II activity and the cycle period not only for the Sun but also for other similar stars. Friis-Christensen and Lassen (1991) used a selectively smoothed cycle period to measure solar activity and found that it matched the Northern Hemisphere temperature anomalies more satisfactorily than the sunspot numbers, first for the interval from 1861 to 1989 and then (Lassen and Friis-Christensen 1995) for records running back to 1600. A similar correspondence has also been demonstrated for local temperatures measured at Armagh, where the averaged climate is remarkably stable owing to Ireland's position in the Gulf Stream, from 1796 to 1992 (Butler and Johnston 1996) . On an even longer timescale, the 14 C record shows pronounced grand minima that appear in groups of three or four at intervals of about 2600 yr (Stuiver and Braziunas 1989) and these are associated with cold episodes, of which the most recent is the Little Ice Age, in the 18 O time series from the GISP2 ice core (Stuiver et al. 1995; O'Brien et al. 1995) . It has also been suggested that these episodes were times of worldwide glaciation (Wigley and Kelly 1990) , though the solar connection is uncertain.
Taken together, these results demonstrate that there is indeed a link between solar activity and terrestrial temperature, although the evidence grows weaker as the time span is increased. The influence of the 11-yr cycle is now incontrovertible and the connection between measures of magnetic activity and climatic variation between 1610 and 1860 is plausible. Lean et al. (1995) concluded that the overall rise in temperature could be ascribed to an increase in solar irradiance, though they may have overestimated the reduction during the Maunder Minimum when weaker cycles were still present (Beer et al. 1998) . The relationship between the Spörer and Maunder Minima and the Little Ice Age, like that between the Medieval Maximum of activity and the
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Medieval Warm Period (Eddy 1976) , remains tantalizing but insecure.
The Intergovernmental Panel on Climate Change Report (Houghton et al. 1996) dismissed any significant link between solar variability and climate on the grounds that changes in irradiance were too small. Such an attitude can no longer be sustained (Mann et al. 1998; Wigley et al. 1998; Tett et al. 1999 ) but the mechanism that allows small alterations in irradiance to be so effective still remains unclear. Some process of amplification is required. One attractive possibility is that the substantial cyclic variation (ϳ8%) in solar ultraviolet emission, which modulates the production of ozone in the stratosphere (by 2%-3%) might affect the global climate (Haigh 1994; Shindell et al. 1999) . What is then needed is a mechanism that couples the stratosphere to the troposphere, for instance planetary waves (Arnold and Robinson 1998) . That could then lead to a modification of sinking sheets in the Hadley circulation and thus to the observed spatial structure of variations in height and temperature at the 30-mb level (Labitzke and van Loon 1997, 2000) . Svensmark and Friis-Christensen (1997) have conjectured that galactic cosmic rays, which are modulated by magnetic fields in the solar wind, have a direct effect on cloud formation, but their argument relies on an uncertain correlation between cosmic ray intensities and satellite observations of cloud coverage; moreover, it is not clear that the ionization produced by cosmic rays could significantly affect cloud condensation.
We present a different process that relies on resonant amplification. The earth's atmosphere and ocean support oscillations with a wide range of frequencies (Ghil 1991) . For instance the North Atlantic and North Pacific oscillations have periods of around 11 yr (e.g., Rodwell et al. 1999) , though any such behavior in the Southern Hemisphere is swamped by the El Niño-Southern Oscillation (ENSO). Thus variations in solar activity can have a weak direct effect on climate through some mechanism (e.g., one of those described above) that couples to a natural oscillation of the climatic system, just as paleoclimate is apparently influenced by the Milankovitch effect. The effects of solar variability have been demonstrated by introducing irradiance variations as periodic perturbations in a simplified climatic model (Drijfhout et al. 1999) as well as in a global model (Cubasch et al. 1997) .
Frequency entrainment is a characteristic feature of nonlinear systems, for example in forced oscillations of a simple pendulum (e.g., Baker and Gollub 1990) . In that case, periodic forcing of an intrinsically periodic system leads to complicated dynamical behavior. There are also examples both of chaotic forcing of a periodic system and of periodically forced chaotic systems (Platt et al. 1994; Spiegel 1994; Franz and Zhang 1995) . We regard the solar cycle as driven by a dynamo that oscillates chaotically with several characteristic timescales (e.g., Weiss and Tobias 2000) and is weakly coupled to the earth's climate, which is also chaotic. From time to time oscillations with nearby frequencies can be locked in phase but this locking is not a permanent effect. Although this concept is not new it has not so far been investigated quantitatively. Here we use idealized low-order models to explore and to illustrate the effect: this approach was initiated by Lorenz (1963 Lorenz ( , 1984 and has proved fruitful in many problems, ranging from climate change (Palmer 1999; Corti et al. 1999) to modeling modulation of stellar magnetic activity itself (Tobias et al. 1995; Knobloch et al. 1998) .
In the next section we introduce our simple model. To represent the nonlinear solar dynamo we collapse the governing partial differential equations into a third-order system of nonlinear ordinary differential equations that describe cyclic activity modulated by grand minima. In a similar vein, we suppose that the climate possesses two distinct states (cf. Holton 1994) and oscillates chaotically about these states. We therefore model the climate by a simple chaotic oscillator choosing the familiar third-order Lorenz (1963) system. The two systems are then coupled by inserting a small quadratic term in the Lorenz equations. In sections 3-5 we investigate resonant interactions when the Lorenz system is symmetric, with no preference for either a ''hot'' or a ''cold'' climate. Then, in section 6, we introduce a slight asymmetry, so that the climate relaxes preferentially to a cold state unless there is sufficient input from the dynamo. Last, we draw conclusions from our model calculation.
Modeling the nonlinear interaction
Resonant forcing of nonlinear systems has been studied in a wide variety of contexts. The classic problem is the forced motion of a nonlinear pendulum, which exhibits frequency locking, resonant tongues, and transitions to chaos (D'Humières et al. 1982; Baker and Gollub 1990 ). Similar treatments have been applied to various other systems including Rayleigh-Bénard convection, which has been investigated both experimentally (Gollub and Benson 1978) and theoretically (Curry 1979) .
a. The dynamo model
We first explain how the chaotically modulated solar cycle can be represented by a simple model and then introduce solar forcing into the Lorenz equations as a model of the climate. A stellar dynamo relies on two processes to generate rapidly oscillating magnetic fields. Differential rotation stretches out a meridional (poloidal) field to form an azimuthal (toroidal) component; this process is straightforward and efficient. Reversing the poloidal field requires a more subtle mechanism that invokes the action of cyclonic eddies driven by convection in the rotating star. Most dynamo models have relied on mean field electrodynamics, which describes
Comparisons between observations and dynamo models. (a) The variation in 10 Be abundance from a Greenland ice core . (b) The chaotically modulated output from a nonlinear mean field dynamo model described by partial differential equations (Beer et al. 1998 ); (c) corresponding behavior for the low-order system Eqs.
(1)-(3). the evolution of the large-scale magnetic field by averaging over the small-scale velocities and fields (e.g., Moffatt 1978; Roberts 1994) . Linear dynamo models are capable of producing exponentially growing oscillatory solutions whose spatial structure matches the observed pattern of solar magnetic activity. This growth is limited by the back-reaction of the magnetic field on the flow through the action of the nonlinear Lorentz force. Observations of fluctuating azimuthal velocities at the solar surface (Ulrich et al. 1988) suggest that this occurs via modification of the differential rotation by the large-scale magnetic field.
Nonlinear mean field dynamos are governed by partial differential equations (PDEs) for the evolution of the toroidal and poloidal components of the magnetic field (B T and B P , respectively) and the azimuthal velocity. With appropriately chosen parameters these equations can reproduce not only magnetic activity cycles, with fields that drift toward the equator, but also the long-term modulation of activity that is associated with grand minima (Weiss and Tobias 2000) . This type of modulation has been demonstrated both in spherical geometry (Küker et al. 1999; Pipin 1999) and, more systematically, in a simplified Cartesian geometry (Tobias 1996 Beer et al. 1998) . Figure  1a shows the proxy record of solar activity derived from 10 Be abundances over the past 400 yr, with both the 11-yr activity cycles and a grand minimum. Corresponding to this we display in Ϫ1 and c is a convective turnover time. Dynamo action sets in as a magnetic instability. For sufficiently small D the magnetic field decays, but as D is increased there is an oscillatory (Hopf ) bifurcation leading to cyclic magnetic activity. For higher values of D this may be followed by a secondary Hopf bifurcation leading to periodically modulated cyclic activity. Yet further increases in D allow a transition to chaotically modulated behavior, with deep grand minima, as in Fig. 1b .
We suppose that the star possesses two distinct purely hydrodynamic equilibrium states, only one of which is hydrodynamically stable (Tobias et al. 1995) . To represent this behavior by a low-order model, we project the entire hydrodynamic configuration onto a single variable z. The equilibrium states now correspond to two fixed points on the z axis, one (P ϩ ) stable and the other (P Ϫ ) unstable. Next we introduce the two variables x and y to represent B T and B P . Point P Ϫ is always stable to magnetic perturbations, but as D is increased P ϩ loses stability in a Hopf bifurcation giving rise to periodic magnetic cycles with frequency . This magnetic field acts back quadratically on the velocity (via the Lorentz force) driving the solution toward P Ϫ .
The full equations for this system are in fact a normal form for the saddle-node/Hopf bifurcation (Guckenheimer and Holmes 1986). They are discussed in detail by Tobias et al. (1995) and can be written as
Here the dynamo number D is a function of the control parameters and , and a, c, and d are constants governing different nonlinear effects. (To avoid degeneracies c and d must be nonzero.) We have introduced the factor f so that the timescale of magnetic activity can be adjusted relative to that of the climate model. Because the equations are in normal form we expect the behavior found in this system to be generic and therefore robust. Figure 1c shows a chaotically modulated solution of the system for parameter values (a ϭ 3, c ϭ Ϫ0.4, d ϭ 1.6, e ϭ 0.44, and f ϭ 1, ϭ 20.25, ϭ 0.4, ϭ 1.7) chosen to reproduce behavior similar to that of the Sun (Tobias et al. 1995) . The bifurcation sequence for this problem can be explicitly established and is precisely that described above for the PDEs. The solution exhibits aperiodic modulation of activity cycles and grand minima; that the dynamics is not as rich as in Figure 1b is not surprising since Eqs. (1)- (3) are necessarily simplified. Trajectories corresponding to the activity time series in Fig. 1c lie on a chaotic attractor in the xyz phase space, which is depicted in Fig. 2a . At the beginning of an active phase a trajectory spirals outward from P ϩ , following the outer part of the attractor. This spiraling corresponds to the activity cycle, which first increases and then decreases in amplitude as the trajectory descends. The solution enters a grand minimum as the orbit is attracted toward the lower fixed point P Ϫ . Since P Ϫ is hydrodynamically unstable, trajectories are attracted toward P ϩ when the field is weak and therefore spiral upward around the invariant z axis.
This pattern of modulation, with recurrent deep grand minima, reproduces the essential features of solar magnetic activity. Since 1710 the observed distribution of sunspots has been effectively symmetric about the equator, while the underlying toroidal field is found to be antisymmetric. There is another type of modulation in which this symmetry is broken, so that the parity of activity cycles varies without large changes in amplitude (Knobloch et al. 1998 ). Here we are only concerned with amplitude modulation as shown in Fig. 1 .
b. The climate model
The detailed mechanisms for climatic change remain uncertain. There are many natural periodicities with a wide range of timescales. On the decadal timescale of the solar activity cycle there are effects associated with, for instance, the quasi-biennial oscillation and ENSO as well as possible instabilities of the oceanic thermohaline circulation. Modeling climatic variation is a nontrivial exercise. As with the solar dynamo, the complexity of the physical system ensures that any model necessarily involves assumptions and approximations. Even the most ambitious general circulation models contain parameterizations of physical processes that are not resolved by the numerical scheme. For this reason there is a long tradition of using simplified models to exhibit nonlinear processes that are believed to be important in the climate system. The first, and best known, of these simplified models was put forward by Lorenz in 1963:
(This third-order model was originally derived from Saltzman's truncation of the PDEs describing nonlinear Rayleigh-Bénard convection.) The bifurcation structure of the Lorenz equations has been studied in great detail (Sparrow 1982) . As the control parameter is increased for the standard choice of coefficients (␤ ϭ 8/3, ϭ 10) a series of bifurcations occurs leading to the famous chaotic butterfly attractor shown in Fig. 2b for ϭ 26. More precisely the trivial fixed point loses stability at ϭ 1 in a pitchfork bifurcation to two nontrivial fixed points (which we call here T ϩ and T Ϫ ). Further increase in leads to the nontrivial fixed points themselves losing stability in a subcritical Hopf bifurcation at ϭ 24.74 that results in a stable symmetric chaotic attractor. Here solutions oscillate chaotically about the nontrivial fixed points, and occasionally flip between the states T ѥ 0. The nature of the chaotic attractor for this model of the climate is therefore very different to that for the dynamo system in Fig. 2a .
The effect of external perturbations on this simple model of the climate has often been studied. Early examples include the consequences of adding oscillatory and amplitude-dependent forcing, by setting the driving parameter to depend periodically on time (Ahlers et al. 1985) or nonlinearly on the amplitude of the chaotic attractor (Singer et al. 1991) . Franz and Zhang (1995) considered the effect of adding a periodic forcing to the Lorenz equations in order to model periodic inputs to the climate system. They found that frequency locking and the presence of resonant tongues could lead to the stabilization of previously unstable periodic orbits. In more recent papers, Palmer (1999) and Corti et al. (1999) have demonstrated that the nonlinear response to terms added to the Lorenz system can be unexpected and have related their simple model to the variability VOLUME 13 (1)- (3) and (7)- (9) with the parameters for the forcing system as in Fig. 2 and the parameters for the climate system as in Fig. 3 . The coupling parameter in both cases is set to ␦ ϭ 1.0 and the ''relative frequency'' is changed from (a) f ϭ 0.6 to (b) f ϭ 0.25. Changing the frequency of the forcing has a dramatic effect on the form of the solutions.
of the actual climate. The behavior of coupled Lorenz systems has also been explored (Lorenz 1991; von Hardenberg and Provenzale 1997; Balmforth et al. 2000) , while Cox (1990) investigated the stability of the Lorenz equations to perturbations that break the symmetry of the system.
Our aim in modeling the climate is to capture both short-term variability and long-term change. We think of T as representing the global temperature and regard the fixed points T ϩ and T Ϫ as warm and cold climatic states. The chaotic Lorenz attractor represents a situation where the temperature naturally oscillates about a fixed point and occasionally flips from one state to the other. We also admit the possibility that the climate has a preference for one of these states, represented by introducing an asymmetry into the system. Rather than change the linearity of Eq. (4) we choose to insert a nonlinear term ⑀U 2 into (5). The symmetric time series, corresponding to the attractor in Fig. 2b , is contrasted with the time series for the asymmetric system in Fig. 3 .
Last we link the two systems by including nonlinear forcing through solar activity in the climate model. Any solar forcing must depend on the level of activity, but not on the sign of the toroidal field. Because we do not expect the direct effect on temperature resulting from changes in solar irradiance to be important, we insert a term ␦x 2 into Eq. (5), again preserving the linearity of Eq. (4). Thus our modified Lorenz system takes the forṁ
2 2
where x is given by the output of the solar dynamo model in Eq. (1). Note that this is a one-way coupling since the Earth's climate does not affect the Sun.
In what follows we discuss the behavior of this coupled system. For most of this paper we restrict our attention to the symmetric system with ⑀ ϭ 0, but the asymmetric problem in which the cold state is preferred (⑀ Ͼ 0) is considered briefly in section 6 and the appendix.
The resonance mechanism
In this section we exhibit resonant behavior for the symmetric system (⑀ ϭ 0) subject to forcing from the solar dynamo model. We initially fix ϭ 26 and ␦ ϭ 1 so that the amplitude of the coupling is small (in a manner that is quantified later) and investigate whether changing the frequency ratio f in Eqs. (1)- (3), so as to allow resonance between the chaotic forcing and the chaotic climate, can lead to qualitative differences in the solution for the climate model.
First we give a qualitative comparison of the behavior in the climate system for two different values of f. We then go on to analyze this behavior quantitatively later in the section. Figure 4 presents time series for T(t) for two choices of the relative frequency f. In Fig. 4a we set f ϭ 0.6 and a typical timescale for the climate (as given by the typical time for a trajectory to make one oscillation about a fixed point) is approximately 2-3 times that for the forcing from solar activity. The time series shows chaotic behavior similar to that for the unforced system in Fig. 3a , with chaotic oscillations about the two unstable fixed points and flipping between them on a longer timescale. In this short time series it is very difficult to detect any significant difference between the forced and unforced cases.
In contrast, Fig. 4b shows significant differences from the unforced case in the time series for T. Here the parameter f ϭ 0.25 and the timescales for oscillations in the climate system and oscillations in the solar activity forcing are similar. (This will be quantified by the frequency analysis in section 5.) The time series is characterized by two different types of behavior. For long periods (e.g., between t ഠ 70 and t ഠ 150) the climate system exhibits a normal pattern, that is it acts in a similar manner to the unforced system. However, there are also long intervals (e.g., between t ഠ 0 and t ഠ 70) when the climate system acts quite differently. For this resonant pattern the solution typically spends long intervals trapped near T ϩ or T Ϫ , and the time taken to flip between them is, on average, much longer than in the unforced case. We shall also see in the frequency analysis that the typical frequency of the chaotic oscillations is modified in this ''resonant state'' with significant power being found at both the natural frequency of the climate and the frequency of the forcing. It is interesting also to note that the solution can spend long periods being trapped in either the hot or cold state (T ѥ 0) even though the forcing is designed to push the solution toward the hot state (T Ͼ 0) and that state is, on average, preferred. It is this change in the characteristic behavior of the climate system with the typical frequency of the chaotic forcing that we wish to analyze in detail.
It should be stressed that in both cases the input forcing is small. Figure 5 compares (on a logarithmic scale) the size of the input from the dynamo model (␦x 2 ) with one of the other quadratic terms (TV) that contributes to the evolution equation for U for the resonant case discussed above. It is clear that the amplitude of the forcing is small in comparison to the natural variability of the climate system so that one might expect any direct effect to be small. It is also apparent that the chaotic modulation of the forcing can lead to complicated switching of the climate system from a resonant pattern to a normal pattern. For example at t ഠ 152 the solution is forced into the resonant pattern just as the chaotic forcing is at its maximum amplitude. As the forcing is modulated to a lower level (the solar activity enters a grand minimum) the climate seems on the verge of reestablishing normal behavior until at t ഠ 158 the forcing becomes maximal again and keeps the solution in a resonant state. Sometimes the forcing can act so as to knock the solution into its normal pattern of response and out of the resonant pattern, an example of this occurs at t ഠ 172, and sometimes it is the switching off of the forcing that allows the solution to escape to its normal state (as shown in the interval between t ഠ 195 and t ഠ 205). The role of the forcing (although small in amplitude) is clearly subtle and it is not straightforward to categorize the effects of the input on the model climate system.
Quantitative measures of the role of forcing
Having established qualitatively that the ratio of the frequency of the input to that of the chaotic climate can have a major effect on the coupling in the model, we now quantify this behavior. In order to proceed further we derive a measure that is able to differentiate between the two different types of behavior that we have discussed. Let t f be the time taken between flipping between T ѥ 0. It is clear from Fig. 4b that the nature of the resonant pattern means that the attractor has a tendency to flip less frequently than when the solution follows a normal pattern. We therefore proceed as follows. For each value of the parameters we consider, we perform a long integration (typically of the order of 10 8 time steps) and keep a record of the times taken for flipping between states. Typically we record O(10 4 ) values for t f for any given integration. A long integration and many values for t f are necessary in order to achieve meaningful statistics for the measures that characterize the dynamics of the attractor.
The flipping times for both the resonant and nonresonant cases are found to fall into bands. This quantization corresponds to solutions that circle around a fixed point an integral number of times before flipping to the other state. For the nonresonant case most points cor- respond to solutions that have oscillated a few times about the fixed point, but there are examples of solutions with flipping times of up to t f ഠ 20. In the resonant case, however, there are more outliers with long flipping times, and examples of flipping times up to t f ഠ 45 can be found.
The difference between the two cases is most transparent when histograms of the distribution of flipping times (Fig. 6) are examined. Figure 6a shows the distribution for the nonresonant case of Fig. 4a . For small flipping times there is an exponential distribution as for the unforced Lorenz system. For these parameter values the forcing has only a small effect on the distribution of flipping times and the tail of the distribution is not long. However, in Fig. 6b , which displays the results for the resonant case, the effect of the forcing can clearly be seen in the long tail of the distribution, even though it is still dominated by exponential behavior for small t f . A simple numerical measure of the role of the forcing can be gained by calculating the mean and the variance of the distributions of flipping times. The distribution shown in Fig. 6a (for the climate model weakly affected by the forcing) has a mean of 1.910 and a variance of 2.811 while the distribution for the solution that shows resonant behavior, in Fig. 6b , has a mean of 2.215 and a variance of 8.951. The difference between the two distributions is reflected in the means (there is a 30% difference in the values), but is much more striking in the variances of the distributions. This is not surprising, because the variance gives the better measure of the spread of the distributions.
We now repeat the calculations described above for a number of frequency ratios f in the range 0.0 Յ f Յ 1.0, with all the other parameters held constant. This range of frequency ratios encompasses the cases where the solar input is not varying at all ( f ϭ 0), varying on a much slower timescale than the climate model ( f K 0.25), through to cases where the forcing is on a timescale that is short compared with the natural timescale of the climate ( f ഠ 1). For each value of the relative frequency we calculate the mean and variance of the distribution of flipping times. These are plotted (as a thick solid line) against f in Fig. 7 . The graphs for the mean and variance of the distribution for t f both show marked peaks at f ഠ 0.25 where the timescales for the forcing and the climate are similar. For frequencies away from the resonant band, changing the frequency seems to have little effect on the distribution of flipping times. Clearly, the forcing has a substantial impact on the nature of the distribution (and therefore on the form of the solution) at (or around) this resonant frequency ratio while for other values of the frequency ratio the role of the forcing is much weaker. The figure therefore supports our conjecture that the frequency of the chaotic forcing is crucial in determining the effect of the forcing on the Lorenz model. It is not possible to predict the consequences of the forcing solely from knowledge of its amplitude.
The remaining curves on Fig. 7 show that the above conclusions remain valid for other parameter values too. The calculations were repeated for ϭ 28 and ϭ 40 (with all other parameters held constant) and the figure T 
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clearly shows that in all cases a peak in both the mean and variance of the distribution is found at f ϭ 0.25. The peak is less noticeable as is increased, but nonetheless is still apparent. The reason for the diminution of the peak lies in the reduction of the forcing term relative to the other terms contributing to the evolution of U. As is increased the chaotic climate oscillator increases in amplitude. If the forcing is held fixed, its relative size decreases and therefore it inevitably has a weaker effect on the statistics of the chaotic oscillator. So far we have only considered weakly forced systems, where the forcing is much smaller than the natural variability of the climate system. Now we briefly discuss changes in the behavior of the system as the amplitude of the forcing is increased.
Once again the role of forcing is not straightforward in the case where the characteristic frequencies are in resonance. One would naively expect that increasing ␦ would lead to greater asymmetry in the attractor and to longer flipping times. Away from resonance increasing the driving does indeed push the chaotic climate system toward the hot (T Ͼ 0) state while t f increases, but resonant behavior is counterintuitive. As the frequency is varied with strong forcing there is a marked decrease in the asymmetry of the attractor and also in the mean flipping time t f as f passes through resonance. As ␦ is increased at the resonant frequency ( ϭ 26, f ϭ 0.25) the attractor initially grows more asymmetric. For ␦ Շ 2, the resonant coupling has a larger effect on the symmetry and the mean flipping times than the nonresonant coupling, confirming the earlier conclusion that weak resonant coupling leads to longer intervals between flippings. For stronger couplings, where the climate system is driven as much by the forcing as by its natural variability, the behavior of the forced resonant system is more complicated: both the asymmetry and the average flipping time actually decrease as ␦ is increased. The nonlinearity now works so as to resymmetrize the attractor. The forcing is so effective that it is able to kick out a solution from the T Ͼ 0 wing of the attractor by pushing the trajectory away from the unstable T Ͼ 0 fixed point into the outer edge of the wing of the attractor, where it soon escapes into the T Ͻ 0 wing. For weak forcing the solution is always forced back toward the fixed point and therefore flipping times are increased. Although we are primarily interested in the case where the forcing is weak (as described in the previous sections) the results described here serve as a warning of the dangers of extrapolating the results of one nonlinear calculation to another and, more significantly, emphasize the importance of the typical frequency of the chaotic input signal in determining the nonlinear response of the model.
Frequency analysis
In the previous section we presented examples that demonstrate how changing the frequency ratio of the chaotic input forcing can lead to qualitative differences in the nature of the solution for the model climate system. These differences were quantified by using the mean and variance of the distribution of flipping times. Many studies of the real climate rely on signal processing of climate data, aimed at isolating signatures of a given frequency from the chaotic record. In this section, we discuss how the differences caused by changing the relative frequency of the forcing can be detected in a frequency analysis of the chaotic climate signals.
A frequency analysis of the time series for the toroidal magnetic field (x) was performed by Tobias et al. (1995) . The aperiodic nature of this signal meant that there is power at a number of frequencies, but in each case there is a characteristic frequency given by a large central peak in the frequency distribution. The central peak corresponds to the typical frequency of oscillation of the toroidal field and sharp features in the power spectrum were found even though the time series was chaotic. In the nonresonant case this central peak occurs at a frequency ഠ 3.16 f. Hence a typical frequency for the input (which is proportional to x 2 ) is ഠ 6.31 f. Figure 8 shows power spectra of the forced system for nonresonant and resonant behavior. In the nonresonant case ( f ϭ 0.6) the system appears to have only a weak response to the imposed forcing; this is reflected in the power spectrum in Fig. 8a , which is calculated on the whole time series (0 Յ t Յ 250): the peak in frequency space at ϭ 1.24 is sharp, although there is a fair amount of power in a band of surrounding frequencies. The frequency that is picked out by the spectral analysis corresponds to a typical frequency for the oscillation of the Lorenz system about one of the nontrivial fixed points, that is, to the imaginary part of the eigenvalue of the nontrivial fixed point. There is not much power at any other frequencies in these spectra. In particular there is no observable peak at ഠ 3.78 that would be expected as a signature of the input.
Figures 8b-d shows the results of a similar analysis of time series for the resonant case in Fig. 4b . Here three different spectra are computed. Figure 8b shows the spectrum for a subset of the full time series given by 0 Յ t Յ 75. During this interval there is a resonant pattern as described in section 3. This is clearly reflected in the spectrum that shows two peaks at frequencies ഠ 1.23 and ഠ 1.61. The first peak corresponds to the natural frequency of oscillation of the Lorenz system, while the second corresponds to that of the chaotic input. For this short time series where there is a clear resonant pattern, the forcing is obvious in the spectrum. Figure  8c shows the corresponding spectrum for 75 Յ t Յ 150, a portion of the time series where there is a normal pattern. Here only the natural climate frequency can be detected and there is very little evidence of the forcing. The power spectrum for the whole time series is shown in Fig. 8d , which contains intervals both of resonant and of normal behavior. The primary peak occurs at ഠ 1.26 and corresponds to the natural climate frequency but the signature of the input is also detectable in a smaller subsidiary peak at ഠ 1.6.
In the nonresonant case, the only frequency that can be detected is the natural Lorenz frequency, demonstrating that the forcing has only a small effect. The forcing frequency can, however, be detected in spectral analysis of the resonant time series, depending on exactly when in the time series the spectrum is taken. This has extremely important consequences for the interpretation of spectra from finite time series of climatic data. Resonant phenomena may be missed if the time series analyzed is too short and happens not to span a resonant interval, while the resonant signal may be diluted if too long a time series is analyzed and many intervals of resonant and normal behaviors are included. Thus intermittent switching of the solution between resonant and normal behavior, which depends on the chaoticity of both the natural climate system and the forcing, makes it hard to detect the signature of the forcing in climatic records.
The asymmetric system
Last we introduce a slight asymmetry into the system by setting the coefficient ⑀ Ͼ 0. The changes in the bifurcation structure of this modified Lorenz system are outlined in the appendix. For the purposes of this section it suffices to state that there exists a range of parameters that yields a chaotic attractor for nonzero ⑀ when the attractor becomes asymmetric. Figure 3b shows the time series for T for ⑀ ϭ 0.01 and the solution is clearly asymmetric (preferentially relaxing toward the cool state); moreover, the average time between flippings has increased from that for the symmetric case shown at the top. Thus the inclusion of the ⑀U 2 term in Eq. (8) alters the distribution of flipping times. As ⑀ increases away from zero, the attractor moves away from being symmetric until by ⑀ ϭ 0.02 the system is highly asymmetric. The mean flipping time t f also increases with increasing ⑀, although this is qualitatively different from the effects of resonance as can be seen by comparing Figs. 3b and 4b .
We now introduce external forcing from the solar dynamo model into the asymmetric system. We fix the forcing parameters as for the symmetric case (Fig. 4) setting ϭ 30 so that the asymmetric attractor is chaotic. The natural asymmetry is chosen so that the system shows a preference for the cold state while the sign of the external forcing is selected so as to push solutions toward the warm state.
If the asymmetry is weak (⑀ ϭ 0.005) then the system behaves in a very similar manner to the symmetric system as expected. In Figs. 9a and 9b the calculations are repeated with ⑀ ϭ 0.01. The role of the forcing is reduced in comparison with that of the asymmetry. However, the differences between resonant (Fig. 9b ) and nonresonant behavior (Fig. 9a) can still be detected. The resonant case still contains more intervals with increased times between flippings. As discussed earlier the natural effect of increasing the asymmetry is to increase the flipping times, so any further effects of the forcing should become of secondary importance as the level of asymmetry is increased.
Thus the conclusions drawn for the forced symmetric system remain valid for the asymmetric system, provided that the model is not dominated by the asymmetry. If the chaotic forcing resonates with the natural signal in the climate system then the resonant pattern, with long flipping times, is still present but the relative effect of the resonant forcing diminishes as the level of asymmetry is increased.
Solar variability and climate
This paper has a twofold aim. Our primary purpose is to extend our understanding of the effect of solar variability on the climate. We have focused on a specific amplification mechanism, namely, resonant forcing of climatic change by aperiodic solar activity. The climate and the solar cycle can be regarded separately as chaotic oscillators, each with a typical frequency, though with very different structures. We assume that the solar output is only weakly coupled to the climate. In order to explore this interaction our secondary aim has been to carry out a systematic survey of the role of resonance when one chaotic oscillator influences the behavior of the other. This investigation is itself of interest and may well be important in other contexts.
We model solar activity with a system that exhibits strong aperiodic modulation of the amplitude of the underlying cycles, leading to grand minima. The climate model has two unstable states (warm and cold); solutions oscillate chaotically around one or other of these states, flipping aperiodically from warm to cold and back again. The interaction is represented by a one-way quadratic input from the dynamo system to the climate model, favoring the warm state.
Our main emphasis has been on the symmetric problem where there is no preference for warm or cold states in the unforced system. When weak forcing is included, the climatic response depends critically on the ratio of the characteristic timescales for chaotic oscillations in the two model systems. This is adjusted by varying the frequency ratio f in Eq. (1). There is a qualitative difference between the responses in resonant and nonresonant cases. In the latter the time series are barely distinguishable from those for the unforced case (cf. Figs.  3a and 4a ). In the resonant case even very weak forcing has a dramatic effect, see Fig. 4b . The resonant interaction prolongs the duration of oscillations about either the warm or the cold state, with only a mild preference for the former. Resonance is interrupted by the modulation associated with grand minima in the dynamo model, and the climate alternates between resonant and nonresonant patterns of behavior in consequence. Owing to this intermittency, which is obvious in Figs. 4b and 5, VOLUME 13
such behavior is awkward to quantify, because very long time series are required to achieve meaningful statistics. We have introduced the flipping time t f , defined in section 4 and computed its variation with the frequency ratio f. Resonant behavior appears clearly in Fig. 7 . We have also explored the response of the climate system to an increase in the strength of the forcing. In the nonresonant case there is an increasing preference for the warm state as expected, but the effect of resonance is more subtle.
We have considered the possibility that the climate has a natural preference for the cold state with a corresponding asymmetric attractor in the unforced system. As a result of this asymmetry, the time for flipping from the cold state is increased. Nonetheless the effects of resonance are still apparent in Fig. 9 . In fact a mild asymmetry does not introduce any qualitative difference into the behavior of the system.
Comparisons between theoretical models and actual climatic data rely heavily on frequency analysis of relevant time series. We have therefore obtained power spectra for the resonant and nonresonant cases in the symmetric problem. In the latter case one can easily generate a marked peak in the power spectrum of the output, corresponding to the typical frequency of the chaotic oscillations. (The presence of a peak does not of course imply that a solution is strictly periodic.) The resonant case is more complicated, owing predominantly to the intermittency of the climate signal. Analysis of short time series can therefore yield widely differing results depending on the interval that has been chosen (cf. Fig. 8 ). If a resonant pattern predominates then the spectrum contains peaks corresponding not only to the natural climatic frequency but also to that of the forcing term. If the interval is chosen so that the climate exhibits a normal pattern of behavior then the second peak will be absent. For much longer time series, including many resonant and nonresonant episodes, there is a broader spread and the second peak may be more difficult to recognize. Hence there are grave dangers in obtaining power spectra from intermittent time series, because the results may be sensitive to the length of the dataset that is available.
What can we learn from this idealized calculation about solar forcing of climatic change? We have shown that a weak but resonant solar input can have a profound effect. It is well known that periodic forcing can control the behavior of either periodically or chaotically oscillating systems if the frequencies are in resonance. We have confirmed that strong resonant coupling persists when both systems are chaotic. Because there are then broad peaks in the power spectra, the resonance does not require an exact matching of the frequencies, as shown by the twin peaks in Fig. 8b . Here we suppose there is such a coupling between the 11-yr activity cycle and a natural periodicity of the climate. Then resonance provides a mechanism for amplifying the effect of solar forcing regardless of whatever physical process is involved. These results encourage us to investigate the coupling of the solar dynamo with a more complex climate model. Solar activity is also modulated on a longer timescale with drastic reductions in grand minima. Such changes in the amplitude of the cyclic input are responsible for the intermittent behavior in Fig. 4b , which alternates between normal and resonant patterns.
These nonlinear interactions are surprising and subtle. Forcing does not always have the result that one might expect (cf. Corti et al. 1999 ). In our model, resonant forcing that is always positive (and should on average favor the warm state) can also prolong oscillations about the cool state. This form of unpredictability emphasizes the risks of any processes that lead to global climatic change. Our main conclusion, however, is that solar forcing could indeed be more significant than has previously been supposed. ful to Trinity College, Cambridge, for a Research Fellowship.
APPENDIX

The Asymmetric Lorenz System
In this appendix we describe the bifurcation structure of the asymmetric Lorenz system given by Eqs. (7)-(9). We are primarily interested in the formation of the asymmetric chaotic attractor shown in Fig. 3b and therefore concentrate on reasonably small values of the parameter . The bifurcations that lead to the formation of the symmetric Lorenz attractor were summarized in section 2a. Here we analyze the shift of these bifurcations in the ⑀ plane for the unforced asymmetric system.
The important results are contained in Fig. A1 , which shows the loci of the simple local and global bifurcations in the ⑀ plane. The pitchfork bifurcation from the trivial fixed point at ϭ 1 in the symmetric system can no longer occur once the system becomes asymmetric; instead it splits into a transcritical and a saddle-node bifurcation for ⑀ 0 (Cox 1990) . Since the asymmetry of the system is introduced as a nonlinear term, the linear stability properties of the trivial fixed point stay unaltered. Thus the transcritical bifurcation must remain at ϭ 1 for all values of ⑀, as shown in the figure. The saddle-node bifurcation, however, moves to smaller values of as |⑀| is increased.
Local bifurcations from the nontrivial fixed points T ϩ and T Ϫ (which are of course no longer symmetric about T ϭ 0) are altered by the addition of the nonlinear asymmetry term. As the asymmetry is increased the Hopf bifurcation from these fixed points is brought for- ward for one of them and delayed for the other (depending on the sign of ⑀). In fact, as |⑀| is increased, one of the Hopf bifurcations can be substantially delayed, leading to stabilization of one of the nontrivial fixed points at high for ⑀ sufficiently large. For much higher values of than shown on the figure, the curve of Hopf bifurcations has a maximum (which we call ⑀ max ). Hence for |⑀| Ͼ |⑀ max | there is no Hopf bifurcation and the corresponding fixed point remains stable. For the other fixed point the value of for which the Hopf bifurcation occurs is decreased, until at ⑀ ϭ 1.25, ϭ Ϫ0.048 the line of Hopf bifurcations coincides with the line of saddle-node bifurcations at a codimension two point. This bifurcation is, however, far removed in parameter space from the dynamics that interest us (i.e., those that lead to the formation of an asymmetric attractor) so we do not consider it further here. For a detailed discussion of the behavior in the neighborhood of this type of saddle-node/Hopf bifurcation see Guckenheimer and Holmes (1986) .
The periodic orbits born in the subcritical Hopf bifurcation are destroyed in a global homoclinic bifurcation which, for the symmetric case, occurs at ϭ hom ϭ 13.93. It is known that for Ͼ hom , there is a strange invariant set in the neighborhood of the homoclinic orbits and that a strange attractor appears at higher values of . Figure A1 shows the effect of increasing |⑀| on the location of the homoclinic bifurcations homϮ . As with the Hopf bifurcations, the homoclinic bifurcations move as |⑀| is increased, with homϩ increasing (decreasing) and homϪ decreasing (increasing) as ⑀ is decreased (increased) from zero. The delayed homoclinic bifurcation rapidly goes off to large values of as |⑀| is increased. The homoclinic bifurcation that has been brought forward crosses over the line of subcritical Hopf bifurcations and terminates at the codimension two saddlenode/Hopf bifurcation. This crossing of the lines of Hopf and homoclinic bifurcations indicates that as |⑀| is increased the Hopf bifurcation has gone from being subcritical to being supercritical. Hence for |⑀| large enough it is possible to find a stable periodic orbit as a solution.
We are interested in obtaining an asymmetric chaotic attractor as a stable solution of the system given by Eqs. (7)- (9) with ␦ ϭ 0. We therefore require all fixed points and periodic orbits to be unstable. It is only possible therefore to find an asymmetric attractor after both subcritical Hopf bifurcations have occurred, so that trajectories do not tend to the nontrivial fixed points. Thus the asymmetric attractor can only be found in the shaded area in Fig. A1 . As the asymmetry is increased (via increasing |⑀|) the value of at which an asymmetric attractor appears also rises dramatically. To compare the consequences of adding forcing to the asymmetric and symmetric attractors it is useful to have solutions that oscillate chaotically with similar amplitudes. This can only be achieved by considering similar values of , and so for small values of we are restricted to small values of |⑀| in order to stay within the shaded region. Nevertheless the attractor found is still highly asymmetric as shown in Fig. 3b .
