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INDEX TRANSFORMS WITH THE SQUARES OF
KELVIN FUNCTIONS
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Abstract. New index transforms, involving squares of Kelvin
functions, are investigated. Mapping properties and inversion for-
mulas are established for these transforms in Lebesgue spaces. The
results are applied to solve a boundary value problem on the wedge
for a fourth order partial differential equation.
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1. Introduction and preliminary results
Let f(x), g(τ), x ∈ R+, τ ∈ R+ be complex-valued functions. In this
paper we will investigate mapping properties of the index transforms
[1] with the kernel ker22iτ
(
2(4x)1/4
)
+kei22iτ
(
2(4x)1/4
)
. Namely, we will
consider the following integral operators
(Ff)(τ) =
∫ ∞
0
[
ker22iτ
(
2(4x)1/4
)
+ kei22iτ
(
2(4x)1/4
)]
f(x)dx, (1.1)
(Gg)(x) =
∫ ∞
0
[
ker22iτ
(
2(4x)1/4
)
+ kei22iτ
(
2(4x)1/4
)]
g(τ)dτ. (1.2)
Here i is the imaginary unit and kerν(x), keiν(x) are Kelvin functions
[2], Vol. II, which are defined through the equality
kerν(x)± ikeiν(x) = e∓νpii/2Kν
(
xe±pii/4
)
, (1.3)
where Kν(z) is the modified Bessel function of the second kind [2], Vol.
II, which can be defined in terms of the integral
Kν(z) =
∫ ∞
0
e−z cosh(y) cosh(νy)dy, Rez > 0. (1.4)
Hence the kernel of integral operators (1.1), (1.2) can be written in the
form
1
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K(x, τ) = ker22iτ
(
2(4x)1/4
)
+kei22iτ
(
2(4x)1/4
)
=
∣∣∣K2iτ (2 (4xepii)1/4)∣∣∣2 .
Another pair of Kelvin functions is defined by the equations
berν(x)± ibeiν(x) = e±νpiiJν
(
xe∓pii/4
)
= e±νpii/2Iν
(
xe±pii/4
)
, (1.5)
where Jν(z), Iν(z) are Bessel and modified Bessel functions of the first
kind, respectively (cf. [2], Vol. II ).
Meanwhile, the Mellin-Barnes integral representation for the kernel
K(x, τ) is given according to relation (8.4.28.17) by the formula
K(x, τ) = 1
16pi3/2i
∫ γ+i∞
γ−i∞
Γ(s+ iτ)Γ(s− iτ)
×Γ(s)Γ(1/2 + s)x−sds, x > 0, γ > 0, (1.6)
where Γ(z) is Euler’s gamma-function [2], Vol. I and γ > 0. Integral
(1.5) converges absolutely for any γ > 0 and uniformly with respect
to x ≥ x0 > 0 by virtue of the Stirling asymptotic formula for the
gamma-function [2], Vol. I, which yields for a fixed τ
Γ(s+iτ)Γ(s−iτ)Γ(s)Γ(1/2+s) = O (e−2pi|s||s|4γ−3/2) , |s| → ∞. (1.7)
The Mellin-Barnes representation (1.6) can be used to represent the
kernel for all x > 0, τ ∈ R as the Fourier cosine transform [5]. Precisely,
we have
Lemma 1. Let x > 0, τ ∈ R. Then the kernel K(x, τ) has the
following representation in terms of the Fourier cosine transform
K(x, τ) =
∫ ∞
0
K0
(
4x1/4 cosh1/2(u)
)
cos(2uτ)du. (1.8)
Proof. In fact, appealing to the reciprocal formulae via the Fourier
cosine transform (cf. formula (1.104) in [1])∫ ∞
0
Γ (s+ iτ) Γ (s− iτ) cos(τy)dτ = pi
22s
Γ(2s)
cosh2s(y/2)
, Re s > 0, (1.9)
Γ (s+ iτ) Γ (s− iτ) = Γ(2s)
22s−1
∫ ∞
0
cos(τy)
cosh2s(y/2)
dy, (1.10)
we replace the gamma-product Γ (s+ iτ) Γ (s− iτ) in (1.6) by the
right-hand side of (1.10). Then, changing the order of integration via
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the absolute convergence, which can be justified using the Stirling as-
ymptotic formula for the gamma-function, we employ the duplication
formula for the gamma-function [2], Vol. I to derive
ker22iτ
(
2(4x)1/4
)
+ kei22iτ
(
2(4x)1/4
)
=
1
4pii
∫ ∞
0
cos(τu)
∫ γ+i∞
γ−i∞
[Γ(2s)]2
× (4√x cosh(u/2))−2s dsdu. (1.11)
In the meantime, the inner integral with respect to s in (1.11) is cal-
culated in [3], Vol. III, relation (8.4.23.1). Hence we arrive at (1.7),
completing the proof of Lemma 1.

Further, recalling the Mellin-Barnes representation (1.6) of the kernel
(1.8), we will derive an ordinary differential equation whose particular
solution is K(x, τ). Precisely, it is given by
Lemma 2. For each τ ∈ R+ the function K(x, τ) satisfies the fol-
lowing fourth order differential equation with variable coefficients
x3
d4K
dx4
+
11
2
x2
d3K
dx3
+x
(
11
2
+ τ 2
)
d2K
dx2
+
1
2
(
1 + τ 2
) dK
dx
−K = 0, x > 0.
(1.12)
Proof. Indeed, the asymptotic behavior at infinity (1.7) of the integrand
in (1.6) and the absolute and uniform convergence of the integral and its
derivatives with respect to x allow us to differentiate under the integral
sign. Hence, applying twice the differential operator x d
dx
to both sides
of (1.6) and employing the reduction formula for gamma-function [2],
Vol. I, we obtain
(
x
d
dx
)2
K(x, τ) = 1
16pi3/2i
∫ γ+i∞
γ−i∞
s2Γ(s+iτ)Γ(s−iτ)Γ(s)Γ(1/2+s)x−sds
=
1
16pi3/2i
∫ γ+i∞
γ−i∞
Γ(s+1+iτ)Γ(s+1−iτ)Γ(s)Γ(1/2+s)x−sds−τ 2K(x, τ)
=
1
16pi3/2i
∫ γ+1+i∞
γ+1−i∞
Γ(s+iτ)Γ(s−iτ)Γ(s−1)Γ(s−1/2)x1−sds−τ 2K(x, τ).
Making differentiation by x, it becomes
d
dx
(
x
d
dx
)2
K(x, τ) = − 1
16pi3/2i
∫ γ+1+i∞
γ+1−i∞
Γ(s+iτ)Γ(s−iτ)Γ(s)Γ(s−1/2)x−sds
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−τ 2 d
dx
K(x, τ).
Now, multiplying by x1/2 both sides of the obtained equality and dif-
ferentiating again, we derive
(
d
dx
x1/2
d
dx
)(
x
d
dx
)2
K(x, τ) = 1
16pi3/2i
∫ γ+1+i∞
γ+1−i∞
Γ(s+iτ)Γ(s−iτ)Γ(s)Γ(s+1/2)
×x−s−1/2ds− τ 2
(
d
dx
x1/2
d
dx
)
K(x, τ). (1.13)
Meanwhile, the contour in the integral on the right-hand side of (1.12)
can be moved to the left via Slater’s theorem [3], Vol. III. Hence,
integrating again over the vertical line Re s = γ in the complex plane,
we appeal to (1.5) to obtain the equality
(
d
dx
x1/2
d
dx
)((
x
d
dx
)2
+ τ 2
)
K(x, τ) = 1√
x
K(x, τ). (1.14)
Finally, fulfilling the differentiation in (1.14), we end up with equation
(1.12), completing the proof of Lemma 2.

In the sequel we will employ the Mellin transform technique devel-
oped in [4] in order to investigate the mapping properties of the index
transforms (1.1), (1.2). Precisely, the Mellin transform is defined, for
instance, in Lν,p(R+), 1 ≤ p ≤ 2 (see details in [5]) by the integral
f ∗(s) =
∫ ∞
0
f(x)xs−1dx, (1.15)
being convergent in mean with respect to the norm in Lq(ν − i∞, ν +
i∞), ν ∈ R, q = p/(p− 1). Moreover, the Parseval equality holds for
f ∈ Lν,p(R+), g ∈ L1−ν,q(R+)∫ ∞
0
f(x)g(x)dx =
1
2pii
∫ ν+i∞
ν−i∞
f ∗(s)g∗(1− s)ds. (1.16)
The inverse Mellin transform is given accordingly
f(x) =
1
2pii
∫ ν+i∞
ν−i∞
f ∗(s)x−sds, (1.17)
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where the integral converges in mean with respect to the norm in
Lν,p(R+)
||f ||ν,p =
(∫ ∞
0
|f(x)|pxνp−1dx
)1/p
. (1.18)
In particular, letting ν = 1/p we get the usual space Lp(R+; dx).
The Lebedev expansion theorem [6], which is related to the repre-
sentation of the antiderivative in terms of the repeated integral with
the product of the modified Bessel functions of the first and second
kind [2], Vol. II will play an important role to prove our main results.
Precisely, we have
Theorem 1. Let f ∈ L1/2,1(0, 1) ∩ L3/2,1(1,∞). Then for all x > 0∫ ∞
x
f(y)dy =
4
pi2
∫ ∞
0
τ sinh(piτ)K2iτ (x)dτ
×
∫ ∞
0
f(y) [Iiτ (y) + I−iτ (y)]Kiτ (y)dy, (1.19)
where the inner integral by y converges absolutely and the exterior in-
tegral by τ is understood as the Riemann improper integral.
2. Boundedness and inversion properties of the index
transform (1.1)
Let Cb(R+) be the space of bounded continuous functions on R.
Theorem 2. Let p ≥ 1, q = p/(p− 1), ν < 1. The index transform
(1.1) is well-defined as a bounded operator F : Lν,p (R+)→ Cb(R+) and
the following norm inequality takes place
||Ff ||Cb(R+) ≤ 4ν−3+1/qq4(ν−1) Γ1/q(4(1− ν)q)
× B(1− ν, 1− ν)B(2(1− ν), 2(1− ν)) ||f ||ν,p, (2.1)
where B(a, b) is the Euler beta-function [2], Vol. I. Moreover, it van-
ishes when τ → +∞ .
Proof. In fact, appealing to Lemma 1, we prove the following composi-
tion representation of the transform (1.1) in terms of the Fourier cosine
and Meijer’s transforms [4], namely,
(Ff)(τ) =
∫ ∞
0
cos(2uτ)
∫ ∞
0
K0
(
4x1/4 cosh1/2(u)
)
f(x)dxdu. (2.2)
The interchange of the order of integration in (2.2) is allowed due to
Fubini’s theorem and the absolute convergence of the iterated integral.
Indeed, employing Ho¨lder’s, the generalized Minkowski inequalities and
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integral representation (1.4) of the modified Bessel function, we derive
the estimates∫ ∞
0
|cos(2uτ)|
∫ ∞
0
K0
(
4x1/4 cosh1/2(u)
)
|f(x)|dxdu
≤ ||f ||ν,p
∫ ∞
0
(∫ ∞
0
Kq0
(
4x1/4 cosh1/2(u)
)
x(1−ν)q−1dx
)1/q
du
= 44(ν−1)+1/q||f ||ν,p
∫ ∞
0
du
cosh2(1−ν)(u)
(∫ ∞
0
Kq0 (y) y
4(1−ν)q−1dy
)1/q
= 43ν−4+1/q B(1−ν, 1−ν)||f ||ν,p
(∫ ∞
0
(∫ ∞
0
e−y cosh(t)dt
)q
y4(1−ν)q−1dy
)1/q
≤ 43ν−4+1/q B(1−ν, 1−ν)||f ||ν,p
∫ ∞
0
(∫ ∞
0
e−yq cosh(t)y4(1−ν)q−1dy
)1/q
dt
= 43ν−4+1/qq4(ν−1) Γ1/q(4(1−ν)q) B(1−ν, 1−ν)||f ||ν,p
∫ ∞
0
dt
cosh4(1−ν)(t)
= 4ν−3+1/qq4(ν−1) Γ1/q(4(1−ν)q)B(1−ν, 1−ν)B(2(1−ν), 2(1−ν)) ||f ||ν,p.
Hence,
sup
τ∈R+
|(Ff)(τ)| ≤ 4ν−3+1/qq4(ν−1) Γ1/q(4(1− ν)q)
× B(1− ν, 1− ν)B(2(1− ν), 2(1− ν)) ||f ||ν,p,
and we arrive at the estimate (2.1). Moreover, as it follows from the
latter estimate
G(u) =
∫ ∞
0
K0
(
4x1/4 cosh1/2(u)
)
f(x)dx ∈ L1(R+).
Therefore appealing to the Riemann-Lebesgue lemma, we see from (2.2)
that (Ff)(τ) vanishes at infinity. Theorem 2 is proved.

The inversion formula for the transform (1.1) is given by
Theorem 3. Let 0 < ν < 1/2, f be locally integrable on R+, i.e.
f(x) ∈ Lloc(R+) and behave as f(x) = O (x−a) , x → 0, f(x) =
O
(
x−b
)
, x → ∞, a < ν < b, 3/2 > b > 5/4. Then if its Mellin
transform f ∗(1) = f ∗′(1) = 0 and (Ff)(τ) ∈ L1 (R+; τepiτdτ), then
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the following inversion formula for the index transform (1.1) holds for
almost all x > 0
f(x) = −16
pi
d
dx
∫ ∞
0
Im
[
Γ(1 + 2iτ)
[
ber22iτ (2(4x)
1/4) + bei22iτ (2(4x)
1/4)
]]
×(Ff)(τ)τdτ, (2.3)
where integral (2.3) converges absolutely and Im denotes the imaginary
part of a complex-valued function.
Proof. In fact, recalling the Mellin-Parseval equality (1.16), we write
(1.1) under conditions of the theorem in the form
(Ff)(τ) =
1
16pi3/2i
∫ ν+i∞
ν−i∞
Γ(s+ iτ)Γ(s− iτ)Γ(s)Γ(1/2+ s)f ∗(1− s)ds.
(2.4)
Meanwhile, appealing to relation (8.4.23.23) in [3], Vol. III, we have
√
pi
cosh(piτ)
Kiτ
(√
x
) [
Iiτ
(√
x
)
+ I−iτ
(√
x
)]
=
1
2pii
∫ ν+i∞
ν−i∞
Γ(s+iτ)Γ(s−iτ)
×Γ(1/2− s)
Γ(1− s) x
−sds, x > 0, 0 < ν <
1
2
.
Hence via (2.4) and the Mellin-Parseval equality (1.6)
(Ff)(τ) =
1
8 cosh(piτ)
∫ ∞
0
Kiτ
(√
x
) [
Iiτ
(√
x
)
+ I−iτ
(√
x
)]
ϕ(x)dx,
(2.5)
where
ϕ(x) =
1
2pii
∫ ν+i∞
ν−i∞
Γ(1− s)Γ(3/2− s) Γ(s)f
∗(s)
Γ(s− 1/2)x
−sds, x > 0. (2.6)
A simple change of variables in (2.5) presumes
(Ff)(τ) =
1
4 cosh(piτ)
∫ ∞
0
Kiτ (x) [Iiτ (x) + I−iτ (x)]ϕ(x2)xdx, (2.7)
In the meantime, from (2.6) and conditions of the theorem we get∫ 1
0
√
x
∣∣ϕ(x2)∣∣ dx = 1
2
∫ 1
0
|ϕ(x)| dx
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≤ 1
4pi(1− ν)
∫ ν+i∞
ν−i∞
∣∣∣∣Γ(1− s)Γ(3/2− s) Γ(s)f ∗(s)Γ(s− 1/2)ds
∣∣∣∣ <∞.
But the integrand in (2.6) is analytic in the vertical strip a < ν <
b, 3/2 > b > 5/4 because f ∈ Lν,1(R+), a < ν < b and f ∗(1) =
f ∗′(1) = 0. Hence, shifting the contour in (2.6) to the right, we have
the estimate ∫ ∞
1
x3/2
∣∣ϕ(x2)∣∣ dx = 1
2
∫ ∞
1
x1/4 |ϕ(x)| dx
≤ 1
4pi(ν − 5/4)
∫ ν+i∞
ν−i∞
∣∣∣∣Γ(1− s)Γ(3/2− s) Γ(s)f ∗(s)Γ(s− 1/2)ds
∣∣∣∣ <∞, 5/4 < ν < b.
Consequently, the function xϕ(x2) satisfies conditions of the Lebedev
expansion theorem (see Theorem 1), and we find
∫ ∞
x
yϕ(y2)dy =
8
pi2
∫ ∞
0
τ sinh(2piτ)K2iτ (x)(Ff)(τ)dτ. (2.8)
After simple substitutions it becomes
∫ ∞
x
ϕ(y)dy =
16
pi2
∫ ∞
0
τ sinh(2piτ)K2iτ (
√
x)(Ff)(τ)dτ, x > 0. (2.9)
But from (2.6) and Fubini’s theorem
∫ ∞
x
ϕ(y)dy = − 1
2pii
∫ ν+i∞
ν−i∞
Γ(1−s)Γ(3/2−s) Γ(s)f
∗(s)
(1− s)Γ(s− 1/2)x
1−sds
=
1
2pii
∫ 1−ν+i∞
1−ν−i∞
Γ(s)Γ(1/2 + s)
Γ(−s)f ∗(1− s)
Γ(1/2− s) x
sds
Substituting the latter expression on the left-hand side of (2.9) and
changing x on 1/x, we obtain
1
2pii
∫ 1−ν+i∞
1−ν−i∞
Γ(s)Γ(1/2 + s)
Γ(−s)f ∗(1− s)
Γ(1/2− s) x
−sds
=
16
pi2
∫ ∞
0
τ sinh(2piτ)K2iτ
(
1√
x
)
(Ff)(τ)dτ. (2.10)
Meanwhile, according to relation (8.4.23.28) in [3], Vol. III the function
K2iτ (1/
√
x) has the following Mellin-Barnes integral representation
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K2iτ
(
1√
x
)
=
1
4pi1/2i
∫ γ+i∞
γ−i∞
Γ(iτ − s)Γ(−s− iτ)Γ(−s)
Γ(1/2− s) x
−sds, γ < 0, x > 0.
(2.11)
Moreover, the Lebedev inequality (cf. [4], p. 99) yields the estimate
K2iτ
(
1√
x
)
≤ x
1/4
sinh(piτ)
, x, τ > 0. (2.12)
Therefore, under assumed condition (Ff)(τ) ∈ L1(R+; τepiτdτ) we mul-
tiply both sides of (2.10) by (t− x)−1/2x−1/2, t > x and integrate with
respect to x over (0, t). The interchange of the order of integration is
allowed in both sides of this equality by Fubini theorem with the use of
(2.12) and Stirling asymptotic formula for the gamma-function. Hence,
employing (2.11) and calculating simple beta-integrals, we derive
1
2pii
∫ 1−ν+i∞
1−ν−i∞
Γ(s)Γ(1/2 + s) f ∗(1− s)t−sds
s
=
4
pi5/2i
∫ ∞
0
τ sinh(2piτ)
∫ γ+i∞
γ−i∞
Γ(iτ − s)Γ(−s− iτ)t−sds
s
(Ff)(τ)dτ.
(2.13)
Appealing to relation (8.4.23.2) in [3], Vol. III, we have from (2.13)
the equality
1
2pii
∫ 1−ν+i∞
1−ν−i∞
Γ(s)Γ(1/2 + s) f ∗(1− s)t−sds
s
= − 16
pi3/2
∫ ∞
0
τ sinh(2piτ)
∫ t
0
K2iτ
(
2√
x
)
dx
x
(Ff)(τ)dτ. (2.14)
The interchange of the order of integration on the right-hand side of
(2.14) is permitted due to the inequality (2.12) and the condition on
(Ff)(τ). Indeed, we have the estimate
∫ ∞
0
τ sinh(2piτ)
∫ t
0
∣∣∣∣K2iτ
(
2√
x
)∣∣∣∣ dxx |(Ff)(τ)|dτ
≤
∫ ∞
0
τ sinh(2piτ)
[sinh(2piτ)]1/2
|(Ff)(τ)|dτ
∫ t
0
x−7/8dx <∞.
Consequently, after differentiation with respect to t, we get from (2.14)
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1
2pii
∫ 1−ν+i∞
1−ν−i∞
Γ(s)Γ(1/2 + s) f ∗(1− s)t−sds
=
16
pi3/2
∫ ∞
0
τ sinh(2piτ)K2iτ
(
2√
t
)
(Ff)(τ)dτ. (2.15)
Meanwhile, recalling the Mellin-Parseval equality (1.16) and the du-
plication formula for the gamma-function, we represent the modified
Bessel function in the form
K2iτ
(
2√
x
)
=
1
4pii
∫ γ+i∞
γ−i∞
Γ(1+s)Γ(1/2+s)
Γ(iτ − s)Γ(−s− iτ)
Γ(1 + s)Γ(1/2 + s)
x−sds
=
1
4
√
pii
∫ γ+i∞
γ−i∞
Γ(1 + 2s)
Γ(iτ − s)Γ(−s− iτ)
Γ(1 + s)Γ(1/2 + s)
(4x)−sds
=
√
pix
4
∫ ∞
0
e−
√
xy h(y, τ)
√
y dy, (2.16)
where
h(x, τ) =
1
8pii
∫ µ+i∞
µ−i∞
Γ(s− 1 + iτ)Γ(s− 1− iτ)
Γ(2− s)Γ(3/2− s)
(x
4
)−s
ds, µ > 1.
(2.17)
But the latter Mellin-Barnes integral converges absolutely for 1 < µ <
9/8 and can be calculated by Slater’s theorem [3], Vol. III in terms
of the generalized hypergeometric functions 0F3(a1, a2, a3; z). Thus we
obtain
1
2pii
∫ µ+i∞
µ−i∞
Γ(s− 1 + iτ)Γ(s− 1− iτ)
Γ(2− s)Γ(3/2− s)
(x
4
)−s
ds
=
(x
4
)iτ−1 ∞∑
n=0
(−1)n
n!
Γ(−n− 2iτ)
Γ(1 + iτ + n)Γ(1/2 + iτ + n)
(x
4
)n
+
(x
4
)−iτ−1 ∞∑
n=0
(−1)n
n!
Γ(−n+ 2iτ)
Γ(1− iτ + n)Γ(1/2− iτ + n)
(x
4
)n
=
2
√
pi xiτ−1
τ sinh(2piτ)Γ(2iτ)
0F3
(
1
2
+ iτ, 1 + iτ, 1 + 2iτ ;
x
4
)
+
2
√
pi x−iτ−1
τ sinh(2piτ)Γ(−2iτ) 0F3
(
1
2
− iτ, 1− iτ, 1− 2iτ ; x
4
)
. (2.18)
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However, relation (7.16.2.4) in [2], Vol. III allows us to express the
right-hand side of the latter equality in (2.18) in terms of Kelvin func-
tions (1.5). Therefore
2
√
pi xiτ−1
τ sinh(2piτ)Γ(2iτ)
0F3
(
1
2
+ iτ, 1 + iτ, 1 + 2iτ ;
x
4
)
+
2
√
pi x−iτ−1
τ sinh(2piτ)Γ(−2iτ) 0F3
(
1
2
− iτ, 1− iτ, 1− 2iτ ; x
4
)
= −8
√
pi τΓ(2iτ)
x sinh(2piτ)
[
ber22iτ (2x
1/4) + bei22iτ (2x
1/4)
]
−8
√
pi τΓ(−2iτ)
x sinh(2piτ)
[
ber2−2iτ (2x
1/4) + bei2−2iτ (2x
1/4)
]
. (2.19)
Moreover, we derive the estimate
|h(x, τ)| ≤
√
pi
2x
∣∣∣∣ xiττ sinh(2piτ)Γ(2iτ) 0F3
(
1
2
+ iτ, 1 + iτ, 1 + 2iτ ;
x
4
)
+
x−iτ
τ sinh(2piτ)Γ(−2iτ) 0F3
(
1
2
− iτ, 1− iτ, 1− 2iτ ; x
4
)∣∣∣∣
≤
√
pi
2τ sinh(2piτ)|Γ(2iτ)|
[ ∞∑
n=0
xn−1
4n[n!]3 |(1/2 + iτ)n| +
∞∑
n=0
xn−1
4n[n!]3 |(1/2− iτ)n|
]
≤
√
pi
τ sinh(2piτ)|Γ(2iτ)|
∞∑
n=0
xn−1
2n[n!]3 (2n+ 1)!!
.
Returning to (2.16), we substitute its right-hand side into (2.15), having
the estimate∫ ∞
0
τ sinh(2piτ)
∫ ∞
0
e−
√
xy |h(y, τ)|√y |(Ff)(τ)|dydτ
≤ √pi
∫ ∞
0
|(Ff)(τ)|dτ
|Γ(2iτ)|
∫ ∞
0
e−
√
xy
∞∑
n=0
yn−1/2dy
2n[n!]3 (2n+ 1)!!
= 2
√
pi
x
∫ ∞
0
|(Ff)(τ)|
|Γ(2iτ)| dτ
∞∑
n=0
x−n (2n)!
2n[n!]3 (2n+ 1)!!
<∞,
which holds via Stirling asymptotic formulae for the gamma-function
and the factorial, the condition (Ff)(τ) ∈ L1(R+; τepiτdτ) and the con-
tinuity of (Ff)(τ) on [0,+∞) as it follows from (2.7) via the absolute
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and uniform convergence of the corresponding integral. Hence by Fu-
bini’s theorem we justify the interchange of the order of integration.
Therefore taking in mind (2.18), (2.19) we get the equality
16
pi3/2
∫ ∞
0
τ sinh(2piτ)K2iτ
(
2√
x
)
(Ff)(τ)dτ
= −16
√
x
pi
∫ ∞
0
e−
√
xy dy
∫ ∞
0
τ 2
[
Γ(2iτ)
[
ber22iτ (2y
1/2) + bei22iτ (2y
1/2)
]
+Γ(−2iτ) [ber2−2iτ (2y1/2) + bei2−2iτ (2y1/2)]] (Ff)(τ)dτ. (2.20)
Treating similarly the left-hand side of (2.15), we find
1
2pii
∫ 1−ν+i∞
1−ν−i∞
Γ(s)Γ(1/2 + s) f ∗(1− s)x−sds
=
1
2
√
pii
∫ 1−ν+i∞
1−ν−i∞
Γ(1 + 2s)f ∗(1− s) (4x)−s ds
s
=
√
pix
8
∫ ∞
0
e−
√
xy dy√
y
∫ y
0
f(u/4)du.
Consequently, combining with (2.20), we establish the following equal-
ity
∫ ∞
0
e−
√
xy
∫ y2/4
0
f(u)dudy = −16
pi
∫ ∞
0
e−
√
xy dy
∫ ∞
0
Im [Γ(1 + 2iτ)
× [ber22iτ (2y1/2) + bei22iτ (2y1/2)]] (Ff)(τ)τdτ, x > 0. (2.21)
Finally, the injectivity of the Laplace transform will be applied. Indeed,
equality (2.21) holds for all positive t =
√
x, and therefore it is true for
a sequence of points tk = t0 + kl, t0, l > 0, k = 1, 2, . . . . Thus for all
x > 0
∫ x2/4
0
f(y)dy = −16
pi
∫ ∞
0
Im
[
Γ(1 + 2iτ)
[
ber22iτ (2x
1/2) + bei22iτ (2x
1/2)
]]
(Ff)(τ)τdτ.
Therefore, making use simple substitutions and differentiating the lat-
ter equality with respect to x, we arrive at the inversion formula (2.3)
for almost all x > 0, completing the proof of Theorem 3.

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3. Index transform (1.2)
In this section we will study the boundedness properties and prove
an inversion formula for the index transform (1.2). We begin with
Theorem 4. Let γ > 0 and g(τ) ∈ L1(R+; dτ). Then xγ(Gg)(x) is
bounded continuous on R+ and it holds
sup
x>0
|xγ(Gg)(x)| ≤ Cγ||g||L1(R+;dτ), (3.1)
where
Cγ =
4−γ
8pi
B(γ, γ)
∫ γ+i∞
γ−i∞
∣∣Γ2(s)ds∣∣ .
Besides, if
(Gg)(x) ∈ Lγ,1(R+), 0 < γ < 1/2,
and its Mellin transform |s|1/2−2γepi|s|/2(Gg)∗(s) ∈ L1(γ− i∞, γ+ i∞),
then for all y > 0
1
2pii
∫ γ+i∞
γ−i∞
Γ(1/2− s)
Γ(s)Γ(1/2 + s)
(Gg)∗(s)y−sds
=
ey/2
8
∫ ∞
0
Kiτ
(y
2
) g(τ)
cosh(piτ)
dτ. (3.2)
Proof. In fact, substituting the right-hand side of (1.6) into (1.2), we
estimate the obtained iterated integral, using (1.10) and the duplication
formula for the gamma-function. As a result we get
|xγ(Gg)(x)| ≤ 4
−2γ
2pi
∫ γ+i∞
γ−i∞
∣∣Γ2(s)ds∣∣ ||g||L1(R+;dτ)
∫ ∞
0
dy
cosh2γ(y)
=
4−γ−1
2pi
B(γ, γ)
∫ γ+i∞
γ−i∞
∣∣Γ2(s)ds∣∣ ||g||L1(R+;dτ),
which yields (3.1). Then taking the Mellin transform (1.15) of both
sides in (1.2) under the condition (Gg)(x) ∈ Lγ,1(R+), 0 < γ < 1/2, we
employ (1.6) and change the order of integration via Fubini’s theorem
on the right-hand side of the obtained equality. Hence we find
Γ(1/2− s)(Gg)∗(s)
Γ(s)Γ(1/2 + s)
=
Γ(1/2− s)
8
√
pi
∫ ∞
0
Γ(s+iτ)Γ(s−iτ)g(τ)dτ. (3.3)
Meanwhile, relation (8.4.23.5) in [3], Vol. III says
14 S. YAKUBOVICH
ex/2Kiτ
(x
2
)
=
cosh(piτ)
2pi3/2i
∫ γ+i∞
γ−i∞
Γ(s+iτ)Γ(s−iτ)Γ(1/2−s)x−sds, 0 < γ < 1
2
.
Hence an application of the inverse Mellin transform (1.17) to both
sides of (3.3) under conditions of the theorem drives us to (3.2). The
convergence of the integral with respect to s in (3.2) is absolute under
the condition |s|1/2−2γepi|s|/2(Gαg)∗(s) ∈ L1(γ−i∞, γ+i∞), which can
be verified, recalling the Stirling asymptotic formula for the gamma-
function. Theorem 4 is proved.

The inversion formula for the index transform (1.2) is given by
Theorem 5. Let g(z/i) be an even analytic function in the strip D =
{z ∈ C : |Rez| ≤ µ < 1/2} , g(0) = g′(0) = 0 and e−3pi|Imz|/2g(z/i) be
absolutely integrable over any vertical line in D. If under conditions
of Theorem 4 (Gg)∗(s) is analytic in D and |s|1/2−2γepi|s|/2(Gg)∗(s) ∈
L1(γ−i∞, γ+i∞) over any vertical line Res = ν in the strip, then for
all x ∈ R the following inversion formula holds for the index transform
(1.2)
g(x) = −16x
pi
∫ ∞
0
Im
[
Γ(1 + 2ix)
[
ber22ix(2(4t)
1/4) + bei22ix(2(4t)
1/4)
]]
×d(Gg)(t). (3.4)
Proof. Indeed, since the integrand on the left-hand side of (3.2) is an-
alytic in the strip |Res| ≤ µ and absolutely integrable there over any
vertical line, we shift the contour to the left, integrating over (ν −
i∞, ν + i∞), ν < 0. Then multiplying both sides by e−y/2Kix (y/2) y−1
and integrating with respect to y over (0,∞), we change the order of
integration in the left-hand side of the obtained equality due to the
absolute convergence of the iterated integral. Moreover, appealing to
relation (8.4.23.3) in [3], Vol. III, we calculate the inner integral to find
the equality
1
2pii
∫ ν+i∞
ν−i∞
Γ(−s+ ix)Γ(−s− ix)
Γ(s)Γ(1/2 + s)
(Gg)∗(s)ds
=
1
8
√
pi
∫ ∞
0
Kix
(y
2
)∫ ∞
0
Kiτ
(y
2
) g(τ)
cosh(piτ)
dτdy
y
. (3.5)
In the meantime the right-hand side of (3.5) can be written, employing
the representation of the Macdonald function in terms of the modified
Bessel function of the first kind Iz(y) [2], Vol. II
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2i
pi
sinh(piτ)Kiτ
(y
2
)
= I−iτ
(y
2
)
− Iiτ
(y
2
)
,
the substitution z = iτ and the property g(−z/i) = g(z/i). Hence it
becomes
1
8
√
pi
∫ ∞
0
Kix
(y
2
) ∫ ∞
0
Kiτ
(y
2
) g(τ)
cosh(piτ)
dτdy
y
= −
√
pi
8i
∫ ∞
0
Kix
(y
2
)∫ i∞
−i∞
Iz
(y
2
)
g
(z
i
) dzdy
y sin(2piz)
. (3.6)
On the other hand, according to our assumption g(z/i) is analytic in
the vertical strip 0 ≤ Rez ≤ µ, 0 < µ < 1/2, and e−3pi|Imz|/2g(z/i) is
absolutely integrable in the strip. Hence, appealing to the inequality
for the modified Bessel function of the first kind (see [4], p. 93)
|Iz(y)| ≤ IRez(y) epi|Imz|/2, 0 < Rez ≤ µ,
one can move the contour to the right in the latter integral in (3.6).
Then
−
√
pi
8i
∫ ∞
0
Kix
(y
2
)∫ i∞
−i∞
Iz
(y
2
)
g
(z
i
) dzdy
y sin(2piz)
= −
√
pi
8i
∫ ∞
0
Kix
(y
2
)∫ µ+i∞
µ−i∞
Iz
(y
2
)
g
(z
i
) dzdy
y sin(2piz)
. (3.7)
Hence one can interchange the order of integration in the right-hand
side of (3.7) due to the absolute and uniform convergence. Then using
the value of the integral (see relation (2.16.28.3) in [3], Vol. II)∫ ∞
0
Kix(y)Iz(y)
dy
y
=
1
x2 + z2
,
we find
−
√
pi
8i
∫ ∞
0
Kix
(y
2
)∫ µ+i∞
µ−i∞
Iz
(y
2
)
g
(z
i
) dzdy
y sin(2piz)
= −
√
pi
8i
∫ µ+i∞
µ−i∞
g (z/i)
(x2 + z2) sin(2piz)
dz
= −
√
pi
8i
(∫ −µ−i∞
−µ+i∞
+
∫ µ+i∞
µ−i∞
)
g(z/i) dz
z(z − ix) sin(2piz) . (3.8)
Thus we are ready to apply the Cauchy formula in the right-hand side
of the latter equality in (3.8) under conditions of the theorem. Hence
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−
√
pi
8i
∫ ∞
0
Kix
(y
2
)∫ µ+i∞
µ−i∞
Iz
(y
2
)
g
(z
i
) dzdy
y sin(2piz)
=
pi3/2
8
g(x)
x sinh(2pix)
, x ∈ R\{0}. (3.9)
Combining with (3.5), we establish the equality
1
2pii
∫ ν+i∞
ν−i∞
Γ(−s+ ix)Γ(−s− ix)
Γ(s)Γ(1/2 + s)
(Gg)∗(s)ds
=
pi3/2
8
g(x)
x sinh(2pix)
, x ∈ R\{0}. (3.10)
The left-hand side of (3.10) can be treated, in turn, appealing to the
Parseval equality (1.16), conditions of the theorem and the value of the
integral (2.18) (see (2.19)). Therefore we derive
1
2pii
∫ ν+i∞
ν−i∞
Γ(−s+ ix)Γ(−s− ix)
Γ(s)Γ(1/2 + s)
(Gg)∗(s)ds
=
1
2pii
∫ 1−ν+i∞
1−ν−i∞
Γ(s− 1 + ix)Γ(s− 1− ix)
Γ(2− s)Γ(3/2− s) (1− s)(Gg)
∗(1− s)ds
= − 2x
√
pi
sinh(2pix)
∫ ∞
0
[
Γ(2ix)
[
ber22ix(2(4t)
1/4) + bei22ix(2(4t)
1/4)
]
+Γ(−2ix) [ber2−2ix(2(4t)1/4) + bei2−2ix(2(4t)1/4)]] d(Gg)(t).
Consequently, recalling (3.10), we establish the inversion formula for
the index transform (1.2)
g(x) = −8x
pii
∫ ∞
0
[
Γ(1 + 2ix)
[
ber22ix(2(4t)
1/4) + bei22ix(2(4t)
1/4)
]
−Γ(1− 2ix) [ber2−2ix(2(4t)1/4) + bei2−2ix(2(4t)1/4)]] d(Gg)(t),
which is equivalent to (3.4). Theorem 4 is proved.

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4. Boundary value problem
In this section we will employ the index transform (1.2) to investigate
the solvability of a boundary value problem for the following fourth
order partial differential equation, involving the Laplacian
(
x
∂2
∂x2
+ y
∂2
∂x∂y
)2
u+
(
y
∂2
∂y2
+ x
∂2
∂x∂y
)2
u
+
(
9
2
(
x
∂
∂x
+ y
∂
∂y
)
+ 3
)
∆u− u
r
= 0, (x, y) ∈ R2\{0}, (4.1)
where r =
√
x2 + y2, ∆ = ∂
2
∂x2
+ ∂
2
∂y2
is the Laplacian in R2. In fact,
writing (4.1) in polar coordinates (r, θ), we end up with the equation
r3
∂4u
∂r4
+r
∂4u
∂r2∂θ2
+
11
2
r2
∂3u
∂r3
+
1
2
∂3u
∂r∂θ2
+
11
2
r
∂2u
∂r2
+
1
2
∂u
∂r
−u = 0. (4.2)
Lemma 3. Let g(τ) ∈ L1 (R+; (τ 2 + 1)dτ) , β ∈ (0, 2pi). Then the
function
u(r, θ) =
∫ ∞
0
[
ker22iτ
(
2(4r)1/4
)
+ kei22iτ
(
2(4r)1/4
)] sinh(θτ)
sinh(βτ)
g(τ)dτ,
(4.3)
satisfies the partial differential equation (4.2) on the wedge (r, θ) : r >
0, 0 ≤ θ ≤ β, vanishing at infinity.
Proof. The proof is straightforward by substitution (4.3) into (4.2) and
the use of (1.12). The necessary differentiation with respect to r and
θ under the integral sign is allowed via the absolute and uniform con-
vergence, which can be verified analogously to estimates in Theorem
4 under the condition g ∈ L1 (R; (τ 2 + 1)dτ). Finally, the condition
u(r, θ) → 0, r → ∞ is due to the integral representation (1.8) of the
kernel in (4.3). 
Finally we will formulate the boundary value problem for equation
(4.2) and give its solution.
Theorem 6. Let g(x) be given by formula (3.4) and its transform
(Gg)(t) ≡ G(t) satisfies conditions of Theorem 5. Then u(r, θ), r >
0, 0 ≤ θ ≤ β by formula (4.3) will be a solution of the boundary
value problem for the partial differential equation (4.2) subject to the
conditions
u(r, 0) = 0, u(r, β) = G(r).
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