Using local correlation in kernel-based smoothers for dependent data.
We consider the general problem of smoothing correlated data to estimate the nonparametric mean function when a random, but bounded, number of measurements is available for each independent subject. We propose a simple extension to the local polynomial regression smoother that retains the asymptotic properties of the working independence estimator, while typically reducing both the conditional bias and variance for practical sample sizes, as demonstrated by exact calculations for some particular models. We illustrate our method by smoothing longitudinal functional decline data for 100 patients with Huntington's disease. The class of local polynomial kernel-based estimating equations previously considered in the literature is shown to use the global correlation structure in an apparently detrimental way, which explains why some previous attempts to incorporate correlation were found to be asymptotically inferior to the working independence estimator.