Abstract: The Metropolis Monte Carlo algorithm was applied to produce tomographic reconstructions from scarce projection data supplemented by prior information about the smoothness of the object. The prior information is represented by means of local energy functions, which are added to the projection error. The proposed prior function is an extension of previous proposals of border filters, the novelty introduced here being an adaptive control of the filter during the reconstruction process. The method was tested on synthetic phantoms and the reconstructions of a real object from a small number of projections. The technique shows good results in images with piecewise homogeneous regions, and can be useful in certain applications, where the scanning views are within an angular range that is either limited or sparsely sampled, as the detection of material defects in non-destructive testing or special anatomical components in medical images. Finally, the method is applied to the reconstruction of an industrial application of a stainless-steel BNC elbow from very few projections.
Introduction
The reconstruction of images from projections is important in a variety of problems including medical imaging diagnostics and non-destructive testing. Mathematically, the problem is to find the solution of the Radon anti-transformation of a spatial scalar field [1] . The conventional methods used to deal with this problem are algebraic reconstruction, filtered backprojection, and convolution backprojection, along with many variants of these techniques [1] . Although these methods perform quite well for reconstruction problems with a complete set of projections (densely collected over a complete angular range of 1808), special cases benefit from an alternative algorithm that can better model particular geometries and measurement processes. Examples of these cases are found in applications with limited angle projections (e.g. because of physical restrictions), sparse projections (e.g. because of economical reasons or radiation protection) and noisy projections. In such cases, statistical methods can substantially improve the reconstruction quality by incorporating prior information about either the imaging system or the imaged object. The most frequently used statistical techniques for tomographic reconstruction are the Bayesian methods, which have been shown to improve performances in tomography problems and image restoration [2 -6] . An alternative method is Monte Carlo (MC), which is specially appropriate to combine with additional information.
The MC algorithm is essentially a biased random walk, where the computer generates pseudo-random samples within the domain containing the solution of a given mathematical problem, guided by a selection criterion that ensures the tendency towards the actual solution. This type of algorithms is ubiquitous in applied domains like engineering, molecular dynamics, computational biology, among others. For large non-trivial systems, the number of possible configurations is astronomically large, and therefore straightforward samplings of these configurations are impractical. To tackle these types of problems, Metropolis et al. [1] introduced a modified MC algorithm (Metropolis Monte Carlo, MMC), which biases the sample according to the Gibbs -Boltzmann distribution, avoiding trapping of the random walk in local minima typical of the plain MC. Applications of the MMC in image reconstruction can be found in [2 -12] .
In tomography reconstruction, the use of prior information in addition to that contained in the projections is a powerful mean to avoid trapping in undesirable solutions (e.g. blurred, distorted or noisy images). This kind of prior information is often available in industrial applications from the design or manufacturing processes (e.g. internal shapes, porosity and smoothness) [13] . In specific applications, like texture classification, segmentation, image restoration and tomography, priors can be defined for edge-preserving smoothing. For instance, it is usual to find homogeneous regions separated by sharp boundaries [2, 14] . These kinds of texture features can be easily introduced in MMC to match with the prior expectation. Matej et al. [3] applied MMC to reconstruct a binary 2D image from projections, introducing a prior local energy in hexagonal configurations encouraging certain local properties, such as uniform white or black clusters, or repetitive patterns, to preserve the continuity of regions. Some priors [15] favour sharp boundaries surrounding regions of constant intensity, others (e.g. the local variance) smooth perceptively but blurs contrasts. To combine these priors into one single model, some methods introduce a truncated squared function determined by a predefined threshold parameter in order to detect borders when the difference between neighbour pixels is large, whereas local variations below the threshold are smoothed [2, 4, 16] . The problem with these methods is the definition of an appropriate threshold parameter. Direct heuristic strategies were proposed to estimate this parameter based on trial-and-error procedures [2, 5] . Alternatively, the threshold can be predetermined based on some prior knowledge about the difference in grey levels between adjacent regions [6] .
In this article, we propose to apply MMC in CT reconstructions incorporating dynamic constraints representing prior information about the local smoothness of the image. The prior is modelled by means of explicit truncated functions that are used to guide the random walk search, introducing an adaptive threshold parameter in order to automatically discriminate boundaries from homogeneous regions.
Tomography reconstruction
Let us consider a planar cut, f, of an attenuating body as shown in Fig. 1 . A beam of parallel rays passing through the body at a given angle produces a projection profile g on a detector located opposite to the radiation source. For X-rays, g, is defined as the logarithm of the ratio between the intensity I o of the emitted radiation and the intensity measured by the detector I. If I is noiseless, g is also referred to as the Radon transform of f, consisting of the integral of the function f over straight lines. When discretised the Radon transform becomes
where f is represented by an n-dimensional vector corresponding to the n pixels containing the field of absorption coefficients, g is an m-dimensional vector of m-rays crossing the body at different angles and R is a matrix representing the discrete Radon transformation [1] . Each of the elements r ij of R represents the cord length of the i-ray crossing the pixel j (Fig. 1 ).
The tomographic reconstruction is the inverse problem of estimating f from a set of its data projections g. A method to solve this problem is to perform a random search of the function f that satisfies (1), for every known projection. The main criterion to bias the search is the consistency of f with g. A simple consistency metric is the square deviation of the projections produced by the reconstructed image f from the actual projection g
Assume that, besides the projections, we know a priori that the actual object to be reconstructed is formed by sharp boundaries enclosing regions of uniform intensity. An obvious way to quantify the smoothing is to evaluate a local energy function L(C j ) in different clusters C j of the image (3 × 3 pixels whose centre is the pixel f j ), which penalises abrupt changes in neighbour pixels and vanishes in homogeneous regions. Let us define the local energy L as the squared deviation in C j on the neighbourhood, that is
where kC j l is the average intensity of cluster C j , and f v represents pixels belonging to a cluster C j . Note that L(C j ) vanishes in the extreme case of homogeneous clusters.
In order to avoid blurring actual borders, a filter e j should be applied to the energy function to switch off the smoothing when sharp contrasts are present. The score function P( f ) taking into account the mentioned prior information for all clusters of f is then
where C j is the jth cluster of f (C j is centred in f j pixel), and e j is a filter on/off for C j cluster, and the on/off filter e j is defined as
U being a threshold parameter used to control the filter. Setting on the filter e j produces the effect of cancelling the term in (4) corresponding to the cluster C j (for the local energy is higher than the threshold U ). The two score functions P ( f ) and D( f, g) are linearly combined in a general objective function as
The parameter b controls the relative weight of the prior information.
Metropolis algorithm
MMC is an optimisation technique initially created to generate configurations of physical systems (atom lattices) guided by an energy function E which ranks each configuration of the lattice. Any random change of the lattice corresponds to an energy change DE. If DE is negative or null, the change is unconditionally accepted. If Fig. 1 Image space f and the ith ray crossing the object DE is positive the change is accepted with probability e 2DE/kT , T being the temperature of the system and k the Boltzmann constant [16] . MMC is a particular case of Markov chains Monte Carlo methods (MCMC), which involves a Markov process generating a sequence of states whose probability depends on the previous state. The scheme of the algorithm is described by the flowchart of Fig. 2 .
In particular, MMC can be applied to the tomographic reconstruction problem, that is, to find the n-dimensional vector f (equivalent to Z in Fig. 2 ) that minimises the function E( f, g) given by (6) , where g is the m-dimensional vector of projection data.
To generate a new instance from a previous image f, a random pixel is selected by sequential sampling, taken into account that larger corrections are required to those pixels in f crossed by rays producing larger terms in (2) . The intensity (256 grey set from now on) of the selected pixel is modified adding a random change within +64 interval [11] . The acceptance criterion of the new instance is the minimisation of (6). According to the Metropolis procedure, small increments of E( f, g) are also allowed with probability exp(2DE/kT), which help to overcome local minima [11] . In all the cases shown in the present work kT ¼ 0.05. Generally, the MMC process stabiliszes in a finite energy, and a stopping condition should be provided by imposing a minimum bound to E or a maximum number of iterations, which is reached first.
Results
The proposed algorithm was tested in a case difficult to solve with classical methods, consisting of very few projections, not uniformly distributed. The reconstruction of a synthetic phantom 64 × 64 pixel (Fig. 3) from eight projections at 0, 30, 60, 75, 90, 105, 120 and 1508, 128 parallel and equally spaced rays each. Firstly the effect of the parameter b on the reconstruction is studied, starting with b ¼ 0, i.e. minimises just D( f, g). Increasing b, the smoothing effect of the prior function is analysed. Afterwards, different adaptive options to handle the border filter e j (5) are studied.
Filtering off
In this section, several reconstructions are tested varying the parameter b. The filter e j is defined always in 'off' position (i.e. U ¼ 1). Fig. 4 shows the final values of D( f, g) and P( f ) obtained with different b values (the corresponding reconstructions are displayed in Fig. 3 ). It can be seen that larger values of b produce smoother images, which correspond to lower values of P. However, this effect competes with the increase of D, indicating that as b increases the resulting reconstructions f lose consistency with the actual projections g.
In order to estimate the quality of the reconstruction, the pixel-to-pixel square deviation error s between the original phantom p and the final reconstruction f is defined 
Filtering with fixed threshold U
The blurring effect on reconstructions can be reduced by applying the filter e j . When the filter is switched 'on' for clusters with sharp contrast, the jth-term of the smoothing P( f ) function is deactivated. In this way, the smoothing is focused only on noisy clusters. The problem is to define an appropriate control of the filter action. 
Dynamic filtering
In this section, two dynamic methods to control the border filter are presented. Both methods start at the first step with a high threshold value in order to filter high-contrast boundaries. As the reconstruction proceeds, the threshold is automatically reduced progressively by criteria involving the monitoring the evolution of the magnitudes D, P and L. The first filter is designed to balance the variations of D and P during the reconstruction process. Accordingly, at each MMC step t, the ratios D t /D 0 and P t /P 0 are compared and the threshold U is updated as follows
where
) and P t ¼ P t ( f t ), the subscript 0 indicates the initial step, and U max is set only in the first MMC step as Fig. 8 shows the reconstruction obtained using (8) to control U. The optimum b ¼ 1.75 (plotted in Fig. 5 with dash line) was used in the reconstruction. It can be seen that the filter succeeds in preserving borders and homogeneous regions. Comparing Figs. 5 -7 reveals that the error s is always lower when a dynamic threshold is applied compared to the classic constant threshold. Moreover, Fig. 9 shows that, unlike when using constant threshold (Fig. 4) , D( f, g) and P( f ) always decrease when using dynamic threshold control. An alternative method to control the threshold is by directly using the local energy, that is
where the maximum is taken evaluating all not filtered clusters. Fig. 10 show the resulting reconstructions using (10) to control U. As shown in Fig. 5 (dot line), in this case a minimum error s ¼ 103 can be achieved with b ¼ 1.75. Fig. 11 shows the evolution of the threshold U for the reconstruction of Fig. 8 controlled by (8) (solid) and for the reconstruction of Fig. 11 using (10) (dot). Fig. 12 shows the reconstruction of another two phantoms of 20 × 20 and 256 × 256 pixels, applying (8) and (10) Finally, the dynamic algorithm was applied to a real case using actual radiographic projections [17] . The radiographs correspond to a stainless steel BNC elbow taken at eight different angles, namely 0, 30, 60, 75, 90, 105, 120 and 1508. Data projections were limited in 512 beams. Fig. 13 shows the set of radiographs of the piece at different angles. The length of the pixel side is 0.08 mm. As in ordinary industrial applications, radiographs are noisy and they have differences in brightness. Fig. 14 shows different (8) . It can be seen that without filter P ( f ) always increases throughout the reconstruction, whereas using the adaptive filter it progressively decreases in the final stages. It is interesting to note that the final values of D( f, g) in both reconstructions are similar, although the visual quality of the tomography is much better when filtering is applied (Fig. 17) .
Conclusions
An application of the MMC algorithm guided by prior texture information was presented. The method showed good results in guiding the reconstruction process towards good quality solutions, especially in those cases where the projection data are scarce or noisy. The prior was represented by a local energy function controlled by an adaptive filter controlled by average statistical properties of the image. For synthetic cases, the reconstructions reached results very close to the original phantom. The method was also applied to a real case reconstructing the internal structure of a small metallic object with the internal component showing excellent results. 
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