Abstract
Introduction
Forest cover as one indicator of forest condition is continuesly decreasing due to human exploitation. Indonesia is the fourth country with the world's largest peatland with 19.3 million ha of peatland. At the end of 2013, there are about nine million ha area still covered with natural forests. In [2009] [2010] [2011] [2012] [2013] there are approximately 1.1 million ha of natural forests on peatlands had lost and those are more than a quarter of the total area of natural forest cover loss throughout Indonesia. The largest natural forests cover loss in peatland during the period 2009-2013 is in Riau Province in the amount of 450 thousand ha [1] .
Peatland is one area that should be protected because it can keep carbon (C) in huge numbers. Peatland has high water retention power so it can be support the hydrology of surrounding area, peatland can tie up the carbon thus contribute to reduce greenhouse effect in the atmosphere. The amount of carbon stocks depend on the depth of the peat. If the peat forest isharvested and the land is drained, the carbon in it will easily oxidized into CO2 gas so that the changes will disrupt all the peatland ecosystem function [2] .
Detection and prediction of peatland cover changes need to be done considering the rapid rate of deforestation in Indonesia. Information about the condition of forests especially land cover changes is important because it can be used as a consideration for the Government to determine policy on the effectiveness and efficiency of forest management. Remote sensing technology is one of the effective tools to monitor the changes phenomenon that occur continuously and in large area. On remote sensing, changes detection aims to identify the changes that occur in an area with observe at two different times in the same areea [3] . Remote sensing technology is growing rapidly marked by the emergence of satellite vehicle as the development of aerial photographs. Satellite image processing techniques are also significant improvements.In the beginning, it can only be interpreted visually then improved into digital. Digital satellite image processing techniques aim to obtain information from satellite imagery into information that can be understood by the user such as land cover information. Remote [4] . Many researchers in this field have found that the higher accuracy is produced by SVM than other process of classification like Maximum Likelihood (MLC) dan Artificial Neural Network (ANN) [5] [6] [7] [8] . This research will be carried out peat land cover classification using SVM based on the value of the digital number (DN). Land cover changes detection can be done by comparing the results of land cover classification of two satellite imagery in the same area and were taken at different times.
After finding out how much the changes in land cover, we can make predictions about the trend of land cover changes in the future. The model which is used commonlyin predicting land cover changes is the Markov chain model. The use of this model has been used to study vegetation dynamics and land cover changes in different ecological zones [9] . Results of predicting land cover changes by this model, however, depend on the time interval from which the matrix probability is derived. The use of Markov chain models for predicting trends of urbanization in Jordan showed good results with predictions and actual suitability index of 0.982 for satellite imagery with nine years interval [10] .
This research applied the SVM with RBF kernel for land cover classification and the Markov chain model to build land cover change prediction with 3, 6, and 9 years interval, this study also evaluated the effect of time-interval on predicting land cover changes so that the time interval of satellite imagery with the highest accuracy of prediction will be recommended for predicting future land cover. The aims of this study are to assess the peatland cover changes using multi-temporal remotely sensed data and to predict the amount of peatland cover in the future inRokan Hilir district Riau province.
Research Method 2.1. Study Area and Datasets
The [11] . This research focus on peatland with more than 4 meter deep at Rokan Hilir District.
The multi-temporal dataset consists of three Landsat 5 TM images patch 127, row 59 and two images from Landsat 7 ETM+ (Table 1) . These images were acquired freely from the official website of United States Geological Survey (USGS, http://earthexplorer.usgs.gov). The images included the shortwave infrared (SWIR), the near infrared (NIR), and the visible (band 3) with 30 m spatial resolution for TM and ETM+ images. The spatial data such as administrative boundaries and peatland characteristics were obtained from Ministry of Forestry Republic of Indonesia. 
Image Preprocessing
To properly generate accurate results using multitemporal remote sensing imagery, essential preprocessing steps are required. These include geometric correction, radiometric correction, and clipping of the images to the borders of the study area.The image was rectified to geographic data (lat/long) map coordinate system and the World Geodetic System (WGS) 84 Figure 1 shows the result of images preprocessing, the image has dimensions of 2682x3599 pixels. 
Support Vector Machine Classification
The support vector machine supervised classification was applied to identify the class associated with each pixel. There are three steps involved: training, running classification algorithm, and accuracy asessment. For supervised classification, training sides are needed. Classification involves labelling the pixels as belonging to particular spectral (and thus information) classes using the spectral data available. Supervised classification methods are trained on labeled data. Sufficient training samples for each spectral class must be available to allow reasonable estimates of the elements of the mean vector and the covariance matrix to be determined. As the number of bands increases the number of training data classification is increased too. In usual the minimum number of training data for each class is 10N, where N is the number of bands [12] .This means that for a three band Landsat image the size of the training sample required minimum 30 pixels. Due to the coarse resolution of the data, three classes were considered in the analysis: dense vegetation (dark green), sparse vegetation (yellow-green), and non vegetation (brown) (Figure 2) . The details about the number of training pixels are shown in Table 2 . SVM have recently attracted the attention of the remote sensing community due to its ability to deal with small training data [13] . This approach seeks to find the optimal separating hyperplane between classes by focusing on the training cases that lie at the edge of the class distributions, the support vectors,with the other training cases effectively discarded. SVMs were originally defined as binary classifiers, but latter approaches were designed to multiclass classification [14] . There are exist strategies by which they can be adopted to multiclass tasks associated with remote sensing studies. Two of the common approach are the One-AgainstOne (1A1) and One-Against-All (1AA) techniques. In this study we applied the 1A1 technique. The 1A1 approach constructing a machine for each pair of classes resulting in N(N-1)/2 machines. When applied to a test point, each classification gives one vote to the winning class and the point is labeled with the class having most votes.This approach can be further modified to give weighting to the voting process [15] .
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SVMs function by nonlinearly projecting the training data in the input space to a feature space of higher (infinite) dimension by use of a kernel function. In this study, the radial basis function (RBF) kernel method was chosen. RBF kernel requires setting of two parameters, the kernel width γ and the cost parameter C to quantify the penalty of misclassification errors. Implementation of the training and testing SVM model process using LIBSVM in package e1071, the e1071 package was the first implementation of SVM in R language program. Little information exists in the literature on how to identify these parameters, therefore in this study we use grid-search over specified parameter ranges. It returns the best values to use for the parameters γ and C. The ranges of γ parameter is 10 
Accuracy Assesment
Accuracy asessment was performed to evaluated the results of SVM classification. Standard confusion matrix was used to perform the accuracy, the reference data were divided into training and testing sample data and used to asses classification accuracies. Two measures of accuracy were tested, namely overall accuracy and Kappa coefficient. The error matrix was used to show the accuracy of the classification result by comparing the classification result with ground truth point [16] .
Changes Detection
Change detection statisics were used to compile a detailed tabulation of changes between two classification images [17] . A multi-date post-classification comparison change detection algorithm was used to determine changes in land cover in four intervals, 2000-2006, 2006-2009, 2000-2009, and 2000-2013 . This technique is widely used because it is easy to understand and requires final classification maps with the highest accuracy possible to be compared pixel-by-pixel. The post-classification approach provides "from-to" change information in order to identify the transformations among the land cover classes and the kind of transformation that have occured can be easily calculated [16] .
Modeling of Land Cover Changes
In this study, land cover change detection was divided by two conditions, past and future time. Past condition were analyzed by using SVM supervised classification and postclassification method. Meanwhile, the future condition was analyzed by a Markov chain method based on past land covers.Markov chain were used to gain the percentage and probability for each type of land cover convert to other land cover type. A first-order Markov chain model is a model of such a system in which probability distribution over next state was assumed to only depend on current state (not on previous ones) [18] . A first-order Markov model was used to represent the land cover change for diffrent time intervals. Future land cover was predicted by multiplying the state vector (initial land cover) at a given time (V initial ) by the transition matrix [P ij ] during a time interval t to yield the new state vector (V initial+t ) or expected proportion of land cover after t yeras after the initial state as follows [10] :
In order to apply the model, the land cover maps were rasterized and cross-tabulated to calculate percentage land cover change between the different classes during the different time The aim was to evaluate the accuracy of prediction using 3, 6, and 9 years interval based on the rate of land cover change during 2000 to 2009. The Markov model was used to predict future land cover using the time interval with the highest accuracy of prediction to predict future land cover. There are two statistical method to evaluate the accuracy of prediction, the RMSE and the index of agreement (D). The RMSE and D were computed as follows [19] .
N is the number of land cover classes, P is the predicted class and O is the observed class,
, is the mean of the observed values of land cover. The lower the RMSE is the better agreement. A value of 1 for D means a complete agreement between predicted and actual land cover.
Results and Analysis
Image Classification Using SVM
Supervised image classifications were applied to the 2000, 2004, 2006, 2009 , and 2013 images using SVM classification technique. The number of pixels in the training dataset was 2000 and the number of pixels in the testing dataset was 1000. In this sudy, we did SVM classification for three classes. These classes are dense vegetation, sparse vegetation, and non vegetation. Through in using SVM some parameters had to be considered, the RBF kernel method was chosen. In order to use RBF kernel, the two γ and C must be put. We use gridsearch to obtain the best parameter of γ and C . Through the process of grid-serach, the best values for γ and C parameters were 0.1 and 10 respectively. After we have got the best values of paramters, we must do SVM classification method on Landsat images. Standard confusion matrix was used to perform the accuracy assesment of image classifications. For evaluating SVM accuracy, tetsing data have been used. The accuracy of the data for the years 2000, 2004, 2006, 2009 , and 2013 was 95%, 99%, 100%, 99%, and 98% respectively. Similarly, the Kappa coefficient was 0.92, 0.98, 1, 0.99, and 0.98. The mean overall accuracy of classification was 98.2% and mean Kappa coefficient was 0.97. Based on standards quoted by Treitz and Rogan [20] land cover map accuracy should be more than 85% for land cover change detection study.
Land Cover Change Analysis
After applying the classification scheme on all five images the area of each class was determined as Table 3 . The results show that there is an increment in non vegetation areas during the period of 2000 to 2013. On the other hand, the dense vegetation areas was decreased. The trend of change for non vegetation areas was different from the dense vegetation. 
Future Land Cover
Land use change is defined as a function of probability. The probability component of land use change is expressed in a matrix known as a transition probability matrix. Each class of land cover has different change probabilities between one of classes with another class. In order to construct the transition probability matrix, land cover maps were cross-tabulated to derive tables that represented transition matrices where the change of type i into type j was calculated. The set of all possible transition i-j, divided by the total area of type i in the initial state, Transition probabilities were expressed as a complete matrix of land cover classes, where the rows of the matrix sum to 100%, and the diagonal cells represent the unchange class. This matrix was used to calculate Pij by dividing the area of each row by the row's total [10] . Table 5 showed the transition matrix between 2000 and 2009, in this matrix, for example, the probability of changing dense vegetation into other classes is 24% to sparse vegetation and 30% to non vegetation, while 46% of the dense vegetation remained unchage. Results from land cover prediction showed variations in the future trends of land cover based on to the time interval from which the probability matrix was derived as Table 6 . There are two statistical method to evaluate the accuracy of prediction, the RMSE and the index of agreement (D). A value of 1 for D means a complete agreement between predicted and actual land cover. Table 6 showed that the use of multi-temporal satellite imagery with 3 years interval would provide accurate results for predicting peatland cover changes. In this study, we assumed continuous change of land cover following historical trends. To predict future land cover, we apply the transition matrix for the time interval with the maximum accuracy of the prediction. The transition parobability in the Markov chain model is assumed to be uniform. Result of land cover prediction showed that non vegetation areas would expand in the future and would reach 53% in year 2016. The increase of non vegetation areas in line with the increasingly unsustainable forest exploitation carried out by companies and individuals.
Conclusion
Three Landsat 5 TM and two Landsat 7 ETM images over a thirteen-year time period from 2000 to 2013 were used for examining land cover changes in Rokan Hilir district, Riau province, Indonesia by applying SVM classification and Markov chain model. The mean overall accuracy of classification was 98.2% and mean Kappa coefficient was 0.97. Between years 2000 and 2013, the wide of non vegetation areas and sparse vegetation areas have increased up to 307% and 22%, respectively, with the greatest increase occurring from 2006 to 2009. While the wide of dense vegetation areas have decreased up to 61%. The main overall change trend was the increase in non vegetation areas. Prediction of future land cover change by the Markov chain model showed that the use of multi-temporal atellite imagery with 3 years interval would provide accurate results for predicting peatland cover changes. Markov modelling showed that by 2016, the non vegetation areas would increased about 53%. The future land cover maps of this study area may be different from the actual land cover later, it can be caused by climate, governmental policy, and human disturbance that applied in the study area during the transition periods.
