Abstract-Recent development has renewed the interest in drivetrain concepts which give a higher degree of freedom by disconnecting the engine and vehicle speeds. This freedom raises the demand for active control, which especially during transients is not trivial but of which the quality is crucial for the success of the drivetrain concept. This work attempts to analyze and explain the fuel optimal solution for the simplest drivetrain setup, which is an engine connected to a load which does not restrict the engine speed. This is made by using a Willan's model for the engine and deriving the fuel optimal solution during output power transients. The analysis is made with dynamic programming, Pontryagin's maximum principle and backward simulation under a static optimal line restriction. The analysis show that the optimal transients can be explained, visualized and, in simple cases, derived from phase planes of the engine speed and the Lagrange multiplier. In these cases the time needed for computation was reduced a factor > 1000 compared to dynamic programming. Restricting the engine to the static optimal line turns out to be very close to optimal, even during highly transient operation, while reducing the time needed for computation a factor ≫ 1000.
I. INTRODUCTION

A. Background and motivation
Faster, smaller and cheaper computers have created the opportunity for more intricate control of mechanical systems, or even introduction of new mechanical solutions that would have been unfeasible without a high level of control. In the field of vehicle engineering this can be seen in the recent diversification of drivetrain architectures [1] . The motivation for altering the drivetrain is often reduced fuel consumption, for environmental or economical reasons. It is easy to realize that the fuel consumption also depend on the driving cycle in which the vehicle operate [2] . For wheel loaders there are no standardized driving cycle, but it is clear that common wheel loader operation is highly transient [3] both in power requirement and vehicle speed. This is exemplified by the scaled engine output in Figure 1 , which has been recorded during two consecutive loading cycles. The drivetrain of the in-production reference vehicle uses a diesel engine, a torque converter and an automatic gearbox. This solution has the advantage that it is mechanically robust since the torque converter provides some disconnection of the wheels from the engine, and that it automatically adapts to changes in torque. The drawback is that there is always some slip in the converter, which reduce efficiency. There have been some work done on advanced wheel loader transmission control, but mainly in the fields of low level actuator control [4] , autonomous vehicles [5] [6] , and hybridelectric powertrains with heuristic controls [7] [8] . There is also a vast amount of research on advanced on-road passenger vehicle drive trains. Most of these use heuristic control laws [9] [10] or some variant of the ECMS approach [11] [12] . Apart from these, there are articles such as [13] and [14] in which the optimal trajectory is derived, but not sufficiently examined. In [15] a thorough investigation of the optimal solution is made, but only for a fully stochastic future load.
There are several reasons for studying the optimal trajectory of vehicle operation, even though direct application of the solution would require perfect prediction of future operating conditions. In the case of hybrid electric vehicles with a simplified battery model, the optimization results in a single cyclespecific parameter which can be used in a causal controller, this is know as the ECMS [16] . Since it generally is optimal to operate at a stationary point during static conditions, the online optimization will in general only require prediction at transients, and then with a short horizon. Some proposals on how to achieve this can be found in [17] [18] [19] . In case the vehicle is made autonomous, as proposed by [5] [6], the controller may also inform the optimizer about upcoming actions.
The extremely transient operation of wheel loaders, along with new possibilities of realizing optimal operation, motivates further examination of optimal trajectories during transients.
B. Problem outline
Transmissions that enables higher efficiency through higher controllability are for example belt type CVTs or hydrostatic or electric drives. These can all be configured in numerous ways to emphasize desired properties. This makes it impossible to make a general analysis that includes any detail of the transmission. Since transients are a fundamental part of wheel loader usage, the goal of this paper is to gain deeper understanding of the mechanisms behind the optimal solution to transients. Therefore the aim is understanding the optimal transient engine operation, without regarding restrictions imposed by the transmission. This is done by subjecting the engine model to a load in the form of a non-stationary output power, and use different methods for analyzing the fuel optimal solution.
II. PROBLEM A. Drivetrain setup
The system consists of a diesel engine connected to a load which does not restrict the engine speed, such as an electric generator. The engine is modeled by a Willan's model [20] . The actual Willan's parameters used here are based on a typical diesel engine in the 100 maximum output power range. The transmission efficiency is not included in the analysis.
B. Problem statement
The problem studied in this paper is the minimization of the total amount of fuel, or fuel energy (1), consumed during a driving mission specified by the load power trajectory.
The load power trajectory is assumed to be known. Based on this knowledge the optimal engine operating point trajectory is derived. Each load case is solved by dynamic programming, analyzed with Pontryagin's maximum principle and compared to the solution when the engine operating point is restricted to the static optimal line. The methods will be analyzed and compared under three load cases:
• Slow steps: 25kW(5s) -80kW(5s) -25kW(5s) • Quick steps: 25kW(5s) -80kW(0.8s) -25kW(5s) • True case: Engine output according to Figure 1 The slow steps are made so that the engine has time to come to rest at a static point between the step up and the step down. In the quick steps the engine will not have time to settle in a static point. The true case exemplifies the engine output during two consecutive loading cycles, with the power scaled so that max ≈ 100 . For the load cases which require this, a lower bound of 500 for the engine has been used.
C. Engine model
The system is modeled as an inertia which is affected by the engine torque and a load torque. The load is defined by an externally specified power trajectory .
From here on dependency will be omitted in the equations. The relation between injected fuel and engine torque is described by a Willan's model [20] = ⋅ ⋅ −
in which is fuel mass per injection, is engine speed
in which ℎ is the lower heating value, is the number of cylinders, is the number of strokes per injection and 00 , 01 , 02 , 10 , 11 , 0 , 2 is the Willan's parameters. These are fitted against a typical wheel loader engine in the 100 range. The engine efficiency is defined as the mechanical output power divided by the fuel input power
The engine efficiency map given by equations (3) to (8) is presented in figure 3 along with the static optimal line. With the notation above, the problem (1) can be written as
III. METHOD
A. Static optimal solution
The first step in analyzing optimal engine operation is the derivation of the static optimal operating points. This means maximizing (9) under static conditions, i.e.
( ) = 0.
According to section II-C this can be formulated as
which yields a static relation between , and :
The maximum static efficiency can be found by solving
with (9) and (12), for each output power. This can not be easily solved analytically. Instead (9) is maximized numerically under (12) for a number of engine output powers.
B. Dynamic programming (DP)
Denote the discretized state , the control and the time , with = 0, . . . , . In the state, the control and the cost, the index means ( ). Then the dynamic programming algorithm [21] [22] can be written as
For each ∈ , simulate (2) for to +1 for all ∈ to find +1 ( , )
4:
For each ∈ ( ) = min 
where˜( ) is interpolated from ( ∈ ) 10: end for The resulting * ( ), * ( ) is then the optimal trajectory when starting at 0 . In this work the simple final cost
has been used. This method is simple to understand and guarantees global optimality. The drawback is that the method is computationally heavy due to the large number of short simulations that is made in step three of the algorithm. It is clear that the control and time discretization can not be too sparse if the continuous-space optimal solution is to be closely approximated. The success of the interpolation in steps four and nine depends on the size of and the relation between and . In this problem goes to infinity for high output powers combined with low engine speeds. This means that it is necessary to always have at least one grid point +1 < * +1
for which ( +1 ) is finite or the result of the algorithm will be faulty. If at any point there is an infinite ( +1 ), then ( ) will be infinite unless there is an +1 ( , ) that is not only higher than the +1 that give infinite cost but also higher than the next in the grid. If the time discretization is made more dense, with unaltered state grid, the state derivative for moving from one to a higher one increases. This means that with sparse and dense , the algorithm might be unable to increase to clear an upcoming infinite ( +1 ), and this infinite cost will get wrongfully propagated backwards in time as the algorithm proceeds. This means that the state discretization need to be dense in the region where ( ) goes to infinity. Since this region is not known beforehand, this means that the state grid density has to be high throughout the entire state space and that increased time-grid density will also require increased state-grid density.
C. Pontryagin's maximum principle (PMP)
If we introduce the Hamiltonian
where from equation (2) and (10), we get
which put together forms
then Pontryagin's maximum principle [23] [24] state that
in which
must be fulfilled for a solution to (10) under the condition (2). Rewriting equation (21) gives
which is a static relation between , and . Therefore (2) and (22) must hold all dynamics of the optimal engine operation. It also means that a solution of ( ), ( ) can be easily translated to an ( ), ( ) trajectory, or vice versa. Unfortunately (2) and (22) can not be easily solved analytically, and since boundary conditions for in general are unknown, a numerical solution is not trivial. The -phase plane given by (2) and (22) reveals that for simple load trajectories there is a simple structure of the optimal solution. Figure 2 shows the phase plane for = 50 . It shows a saddle point at ≈ 125 / ≈ 1200 , ≈ −395, which according to (3) and (24) corresponds to ≈ 400 , which is the static optimum for that output power. If the output power become constant for ∼ 1 or more (for this engine), the operating point must converge toward the static optimum, and do so from one of two directions; from higher output power or from lower output power. If there is an upcoming change in output power, the engine will leave the static optimum in one of two directions; toward higher or lower output power. Forward and backward simulations of (2) and (22) 
can be used to find these paths. Since both and are continuous this mean that for simple output power trajectories the optimal path can be found by a simple combination of phase planes. In a step, for example, the engine must follow an 'out'-path of the earlier phase plane and an 'in'-path of the later phase plane, and where these paths cross the step must occur. This can be extended to somewhat more complicated load cases, as illustrated by the quick step load case, where two successive steps are made without letting the engine settle between the two. In this case there is a transition path in the intermediate output power phase plane that begins on the preceding 'out'-path and ends on the subsequent 'in'-path, and that requires the right amount of time. More complex load cases or such which requires low engine speeds, just like the true load case, would require the Hamiltonian (17) to be extended to incorporate the minimum engine speed bound.
D. Static optimal line restricted solution
One of the most intuitive methods of transient control is to keep the engine on the static optimal line, that is maintaining the ( ) from the optimization in section III-A also during transients. Figure 3 and equation (2) show that this control give an unstable system for which there is a stationary point in = . This means that at a step in output power the system must already have exactly reached the new stationary point by a preceding divergence from the previous stationary point, initiated by a small disturbance. This approach is suboptimal since it disregards the energy stored in the inertia . It is however a simple method and is worth comparing to the true transient optimal solution.
A method, which is robust and could be extended for finding this solution, is to use the previously described DP algorithm and simply add a penalty for deviating from the static optimal line. The drawback with this method is the computational effort it requires. Another method is based on the fact that with this method of control the engine speed becomes unstable. Because of this the system can easily be simulated backwards from an arbitrary terminal engine speed, for example using the Euler method according to (26) with ( ) given by the static optimal line. This method has been used here.
IV. RESULTS
A. Static optimal solution
The static optimal line derived in section III-A is presented in Figure 3 . This figure also shows constant output power lines with markings, efficiency curves according to equation (9) , and a maximum engine torque bound. Figure 4 shows the engine map with operation point trajectory during the slow steps load case. The operating point moves in a counter clockwise direction; before the output power increase the operating point diverges toward high speed. When the output power is increased, the operating point motion changes direction and it converges toward the new static optimum by reducing the speed and increasing the torque. Before the output power reduction the engine speed will decrease, and at the step the motion will change direction and instead the torque will fall and the engine will converge to the new static optimum. Figure 5 shows the engine map with operation point trajectory for the true operating case displayed in Figure 1 . Here too, the motion is counter-clockwise, but since the output power is never instantly changed but rather ramped, the direction changes to the lower right and the upper left is less pronounced. 
B. Dynamic programming results
C. Pontryagin's maximum principle results
Figures 6 and 7 illustrates the phase-plane method for deriving the optimal trajectory for the slow steps load case. The figures show the phase planes for 25 and 80 , with the static optimal line as a reference. Each figure shows one path in and one path out of the static optimal point. The unused paths are not displayed in any of the two phase planes. The optimal trajectory from one static optimal point to another is found by superposing the paths, as indicated by the shaded lines in the two figures. The -trajectories can be translated via equations (3) and (24) phase plane with one trajectory in and one out of the indicated static optimal operating point compared to the DP-results in Figure 4 . In the same way, Figure 8 shows the DP and PMP/phase-plane solutions to the quick step load case. The motion is described further in IV-B. Figure 9 compares the true load case result when the engine operating point is restricted to the static optimal line, with the optimal trajectory (derived with DP, Figure 5 ). For visibility, since the difference between the two lines is small, only a seven second cutout is presented. Table I shows the increase in fuel consumption when restricting the engine to the static optimal line, compared to the optimum, for the three previously described cases. The static optimum corresponding to the terminal load has been used as terminal engine speed. This has also been used as Ω, and the resulting initial speed as 0 , in the dynamic programming reference (see section III-B). 
D. Static optimal line restricted results
V. EVALUATION
The combination of (2), (22) and (24) provides an explanation of the behavior seen in numerical optimization of transient engine operation. A simple way of visualizing this is by phase planes, such as Figures 2, 6 and 7. For simple cases such as single or double steps it is easy to simulate these equations, and deriving the same result as provided by DP (Figures 4 and  8 ). For these cases the time required for solving the problems has been reduced by a factor > 1000. For sequences of multiple quick steps and/or ramps the method described for the quick steps load case (last part of section III-C) is applicable, even though the iteration will become more difficult. Applying this on a true load case is however complicated by the necessity of introducing inequality constraints, especially a lower bound on the engine speed. Introducing such bounds means that if an optimal solution according to section III-C violate any of these, that load case requires the Hamiltonian (17) to be extended [23] [24] . Figure 5 , which may represent a common dynamic programming result for a true load case, shows that the general behavior follows that expected from the presentation of the phase planes; the operating point moves just as in Figure 4 in counterclockwise trajectories. Figure 9 show that when the engine is restricted to the static optimal line the engine speed adopts somewhat slower to changes in output power. This causes the engine to spend more time in regions of lower efficiency. Still, the difference in efficiency is rather low, the increase in fuel consumption is lower than 0.2% in all analyzed cases. The computational complexity however has been drastically reduced, resulting in a computational time below even that for the PMP method. Also notice that that with this approach, the minimum engine speed bound is included in the static optimal line and hence pose no problem.
VI. CONCLUSIONS
PMP can be used for explaining and visualizing the optimal solutions for engine transients when using the Willan's approach in modeling the engine. For simple load cases it is even extremely efficient, compared to DP, for deriving these solutions . With a good iteration algorithm the method can be expected to work well also for more complex load cases, as long as the case start and end with constant loads. It is important to note that in this work the load trajectories have been selected so that the operating point does not violate any bounds, such as minimum engine speed. Such cases has not been solved with PMP since this would require (17) to be extended and not allow for the sole use of phase planes for visualization. If a solution had broken a boundary, this load case would require the model (17) to be extended [24] .
Restricting the engine operating point to the static optimal line is suboptimal, but even in the highly transient true load case shown in this work the increase in fuel consumption compared to the optimum is less than 0.2%. The time for computing the solution however was reduced a factor ≫ 1000 compared to dynamic programming.
