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Notre travail concerne l'optimisation stochastique en temps continu et son appli­
cation en finance. Nous donnons d'abord une formulation mathématique du problème, 
pour ensuite examiner deux approches de résolution du problème de contrôle optimal. 
La première, le principe du maximum stochastique, dans laquelle intervient la notion 
d'équations stochastiques rétrogrades (EDSRs), nous offre une condition nécessaire d'op_ 
timalité. Nous explorons également le cas où la condition devient suffisante. La deuxième 
approche quant à elle, est la programmation dynamique. Elle propose un candidat po­
tentiel pour la solution optimale à travers la résolution d'une équation aux dérivées 
partielles appelée équation d'Hamilton Jacobi Bellman (HJB). Grâce au théorème de 
vérification, on pourra "vérifier" que le candidat est en fait la solution optimale. Enfin, 
nous appliquons ces deux techniques en résolvant le problème de selection du portefeuille 
Moyenne-Variance avec ou sans contrainte d'interdiction de vente à découvert. 
Mots clés: contrôle optimal, principe du maximum, EDSR, programmation dy­
namique, HJB. Théorème de Vérification, moyenne-variance. 
INTRODUCTION 
Les problèmes d'optimisation prennent leur essence en la volonté permanente chez 
l'Homme de trouver la solution optimale à ses difficultés. Que ce soit dans le monde de la 
finance, de l'industrie, ou encore de la santé, l'intérêt est souvent porté sur l'optimisation 
des systèmes qui évoluent dans le temps: on parle de systèmes dyna.miques. Une réalité 
à laquelle on est très souvent confronté dans la pratique, est celle de l'incertitude. En 
effet, imaginons un industrie! qui pour obtenir un rendement efficient, souhaite toujours 
ajuster sa production en fonction de la demande. À cause de la présence d'incertitudes 
sur le marché, la demande se traduit donc par un mouvement aléatoire que l'industriel ne 
peut malheureusement contrôler. Ainsi, la question qui se pose est celle de savoir quelle 
stratégie de production l'industriel doit-il entreprendre pour atteindre son objectif qui 
est de minimiser ses pertes. Un tel problème est un problème de contrôle optimal stocha.s­
tique. Évidemment, la situation pourrait se complexifier si des contraintes telles la non 
rupture de stocks ou de la production s'imposent 1 On dira dans ce cas que le problème 
est avec contrainte. Bien que la théorie du contrôle optimal remonte aux années 50, 
Bellman fût le premier à s'intéresser à l'aspect stochastique en 1958. Cependant, on n'y 
retrouvait pas le type d'équation différentielle d'Itô. Pour mieux comprendre et résoudre 
les problèmes de contrôle optimal tels celui de l'industriel ci-dessus, nous présentons 
notre travail en 4 chapitres. Le premier est un bref rappel sur le calcul stochastique. 
Le deuxième consiste essentiellement en la formulation mathématique du problème de 
contrôle optimal. Dans le troisième cha.pitre, nous étudions deux méthodes bien connues 
de résolution du problème cie contrôle optimal stochastique: Le Principe du Maximum 
Stochastique et la Programmation Dynamique. Ces deux techniques sont appliquées au 
chapitre 4 à travers le problème de selection du portefeuille Moyenne-Variance avec ou 
sans contrainte cie vente à découvert. 
CHAPITRE 1 
RAPPELS SUR LE CALCUL STOCHASTIQUE 
1.1 Processus stochastique 
Dans cette section, nous discutons des processus stochastiques. Il s'agit de fa­
milles de variables aléatoires qui jouent un important rôle dans l'étude des phénomènes 
aléatoires. Nous passerons en revue quelques processus aux propriétés particulièrement 
intéressantes. 
Défini tion 1.1.1. Soit l un ensemble d'indices non vide. On appelle
 
processus stochastique une famille de variables aléatoires {Xt , t E I} indexée par 1.
 
Remarques: 
- Si l ç N, on dit que le processus est à temps discret. 
- Si l ç IR;, on dit que le processus est à temps continu. C'est à ce type de processus 
que nous nous intéressons dans le cadre de notre travail. 
- Dans la suite, nous noterons variable aléatoire par v.a. 
Définition 1.1.2. Soit un espace mesurable (n, F). On appelle filtration une collection 
{Ft, tE I} croissante de sous-tribus de F. Donc, Ft ç F et F s ç Ft si s S t. 
Le quadruplet (n, F, {Ft }t>ü, P) sera appelé un espace de probabilité filtré. 
Définition 1.1.3. Un processus {Xt , tE I} est dit adapté à une filtration {Ft, tE I} si 
X t est Ft-mesurable. 
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La filtration naturelle d'un processus {Xt , t E I} est {F{, t E I} telle que 
F{ = (J(Xi ; 0 ::; i ::; t) 
Un processus {Xt } est dit à trajectoires continues (011 simplement processus continu) si 
P({w E n;t r--t Xt(w) est continue})=l 
1.1.1 Processus de Markov 
Définition 1.1.4. Un processus {Xt}t>o est dit de Markov si pour tout t > s :::: 0 et 
toute fonction borélienne et bornée f : IR ---+ IR, on a 
1E(f(Xr) IF;) = IE(f(Xr)IXs ) (presque s1Îrement), 
avec F; = (J(X i , 0::; i ::; s). 
C'est un processus sans mémoire car la transition de sent ne dépend que de X s ' 
Elle ne tient pas compte de X u pouru < s. 
1.1.2 Temps d'arrêt. 
Définition 1.1.5. Un temps d'arrêt par rapport à une filtration {Fdt>o est une v.a. 
T : n ---+ [0, +00] telle que {T ::; t} = {w Eni T(w)::; t} EFt, I;jt :::: o. 
Pour tout temps d'arrêt T, on définit : 
Fr = {A E FI A n {T::; t} E Ft,l;jt:::: O}. 
1.1.3 Mouvement brownien 
Définition 1.1.6. Un mouvement brownien est un processus stochastique {1Vd t>o à
 
trajectoires continues dont les accroissements disjoints sont indépendants, et I;js > 0,
 
(Wt+s - Wr) 'V N(O, s)
 





- Un mouvement brownien est géométrique s'il est de la forme
 
X(t) = X(O) exp(f.lt + (JWd.
 
- On peut montrer (Yong et Zhou, 1999)[p. 30-32] que les trajectoires du mou­
vement brownien sont presque sûrement(p.s.) nulle part différentiables, c'est à 
dire que: 
P( {w Eni limh-+O Wt±h(Wh-W,(w) = oo}) = 1. 
De plus, la fonction t t-1 Wt(w) n'est p.s. pas à variation bornée. 
1.2 L'intégrale stochastique (l'intégrale d'Itô). 
Il s'agit d'une intégrale de la forme: 
lT X(t)dW(t) (1.1) 
où {Wdt20 est mouvement brownien, et {Xt}t20 un processus stochastique répondant 
à certains critères d'intégrabilité. En ingénierie financière, {Wdt20 pourrait par exemple 
représenter l'évolution du prix d'un actif dans le temps et {Xdt20 la stratégie de tran­
saction sur cet actif d'un investisseur. L'equation (1.1) est alors le gain réalisé à l'horizon 
T. La manipulation de cette forme d'intégrale est facilitée par J'utilisation de la formule 
d'Itô, faisant référence à son auteur, le mathématicien Kiyoshi Itô. 
1.2.1 Propriétés de l'intégrale stochastique. 
L'intégrale stochastique possède les propriétés suivantes: 
T T T1. Jo (aH] + bH2)(S)dW(s) = a Jo H] (s)dW(s) + bJo H2(S)dW(s) 
T2. JEUO H(s)dW(s)) = 0 
3. JE[U; H(s)dW(s))2] = JEU; H(s)2ds)(isométrie d'Itô) 
T T T4. JEUo HI (s)dW(s))Uo H2(S)dW(s)) = JEUo H[(s)H2(S)ds) 
5. JEU~ H(s)dW(s)IFu) = Jou H(s)dW(s) (propriété martingale) 
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1.2.2 Processus d'Itô 
Rappelons que SI désigne l'ensemble des processus intégrables, S2, l'ensemble des 
processus {Hdt2'o adaptés à la filtration {Fd tels que: JE(jOT H 2(s)ds) < 00 
Définition 1.2.1. Un processus X est un processus d'Itô s'il existe X o, U E SI et 
V E S2 tels que : 
X(t) = Xo + 11 U(s)ds + lt V(s)dW(s) 
Théorème 1.2.2. (Formule d'It6) Soit f une fonction continûment différentiable 
deux fois et {Wd un mouvement brownien standard. On pose 
X(t) = X(O) + lt b(s, X(s)) ds + 11 u(s, X(s)) dW(s) 
Pour tout t, on a : 
df (t ~ X (t) ) = [ft (t, X (t)) + b(t, X (t) ) fx (t, X (t) ) 
+~u (t, X (t)) 2 fxx (t, X (t)) ] dt + u (t, X (t)) fx (t, X (t)) dW (t). 
où ft, fx, etfxx sont les dérivées partielles. 
Exemple: Prenons dX(t) = X(t)dWt , et f(x) = Inx. 
1 1 
On a donc: ft(X(t)) = 0, fx(X(t)) = X(t) et !.xx(X(t)) = - X(t)2' 
La formule d'Itô s'applique: 
1 2 1] 1d(ln( (X(t)) = [0 + 0 + "2 X (t) ( - X(t)2) dt + X(t) X(t) dW(t) 
1 
-"2dt + dW(t). 
En intégrant, on obtient 
On reconnaît là un mouvement brownien géométrique. 
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Remarque: La formule d'Itô s'énonce également dans le cas multidimensionnel, 
c-à-d, b(t), (J(t), W(t) sont des matrices: 
f(t,X(t)) = f(O,X(O)) + lt {fs(s,X(s)) + fx(s,X(s))· b(s) 
+~ tr [(J (s )T f xx (s, X (s) k (s )] }ds 
t 
+l fx(s, X(s)) . (J(s)dWs 
1.2.3 Martingales 
Les martingales représentent une classe particulière de processus stochastiques. 
Elles jouent un important rôle en ingénierie financière. 
Soit (0, F, {Fr}t2:o, P) un espace de probabilité filtré. 
Définition 1.2.3. Un processus stochastique {Xr}I2:0 adapté à la filtmtion {Fr}I2:o est 
une martingale si Vs < t, lE(XtIFs ) = X s On parlera de sous-martingale si lE(XtIFs) ::: 
X s et de sur-martingale si lE(XtIFs ) :; X s' 
Exemple: 
- Un mouvement brownien {Wr} est une martingale.
 
- Le processus {W? - t} est également une martingale.
 
Théorème 1.2.4. (Théorème de représentation des martingales)
 
Soient {Wt } un mouvement brownien sur un espace de probabilité filtré (n, F, {Ft h~o, P),
 
et Mt une martingale {Fr} -adaptée. Alors, il existe un processus adapté Zs tel que:
 
M(t) = M(O) + .lt Z(s)dWs' 
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1.2.4 Variation quadratique 
Soient Ml et lvh deux martingales (par rapport à la même filtration) et 7rn : 0 < 
tl < ... < tn = t, une partition de [0, tJ telle que max Iti - ti-li ~ 0, alors on pose:l:::;,:::;n 
n 
(M"lvh)t = lim ""(M, (ti) - MI (ti-,))(M2 (ti) -lvh(ti-'))
n->oo i...Ji=l 
(M" M2 )t s'appelle la covaTiation quadratique de MI et jVh 
On définit ainsi la variation quadratique d'une martingale {Md par: 
n 
(M)t = lim ""(M(t.;) - M(t'i_I))2
n-7CX) i...J 
i=l 
Dans le cas d'un mouvement brownien standard {Wd, (W)t = t (p.s). 
Remarque: Si Ml et M2 sont deux martingales (continues et de carré intégrable) 
alors: lvh (t) M2 (t) - (M" lvh)t est une martingale par rapport à la même filtration (Yong 
et Zhou, 1999). 
1.3 Équations différentielles stochastiques (EDS) 
(D, F, {Ft} t>O, P) est un espace de probabilité filtré. 
Définition 1.3.1. Une équation différentielle stochastique (EDS) est une équation de la 
forme: 
{ 
dX (t) = p,(t, X (t) )dt + dt, X)dW(t) 
X(O) = X o 
(1.2) 
où 
- Xo E [Rn 
-- {Wt } est un mouvement brownien 
- p,(t, X) et (J(t, X) sont des fonctions continues 
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Définition 1.3.2. Une sol1Ltion forte de l'EDS (1.2) est un processns X = {X(t), t E 
[0, T]} continu qui est {Fd -adapté et tel que: 
- J~(Ip,(s, xW + IO-(s, XW)ds < 00 
- X vérifie (1.2) 
1.3.1 Condition d'existence et d'unicité d'une solution forte 
On rappelle que Lj(0; IRn) désigne l'ensemble des variables aléatoires F-mesurables 
X à valeurs dans IRn telles que JE(IXIP) < 00 (p E [1,(0)). 
Théorème 1.3.3. Si les fonctions p,(t, XC)) et a(t, XC)) sont lipschitziennes, c'est-à­
dire qu'il existe L> 0 tel qu.e : 
jp,(t,xC)) - p,(t,yC))I::; LlxC) - y()1 (1.3){ la(t,xC)) - a(t,yc))1 'S Llxc) - yUI, 
et si de plus 
(1.4) 
alors, pour tout X o E Lja (0; IRn)(p 2: 1), il existe une et une seule solution forte X de 
(1.2) qui vérifie : 
JE(	 sup IX(s)IP) 'S Kr(l + JE(IXojP)), 
o<s<r (1.5 ) 
{ JE(IX(t) - X(s)IP) 'S K r (1 + JE(IXoIP)lt - sl~, 'Vs, tE [0, Tl, Kr> O. 
Par ailleurs, si Xo E Lja (0; IRn) est une autre variable aléatoire correspondant à X, 
solution de l'equat'ion (1.2), alors pour tout T > 0, il existe KT > 0 tel que: 
JE( sup IX (s) - X(s)IP) ::; KT(l + IE(IXo - Xon)· 
O<;s:'ST 
Pour la démonstration de ce théorème, voir (Yong et Zhou, 1999) 
Exemple: L'équation de Black-Scholes.
 
dX(t) = p,X(t)dt + aX(t)dB(t)
 
{ X(O) = 1 
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Ici f.L(t, X(t)) = f.LX(t) et o-(t, X(t)) = o-X(t) sont manifestement lipschitziennes et véri­
fient(1.4), donc l'équation de Black-Scholes avec la condition initiale X o = 1 ci-dessus, 
admet une et une seule solution X t = eÜL-~a2)t+aBL. f.L E IR est appelé le coefficient 
de dérive (il traduit la tendance générale du processus) et 0- > 0 est le coefficient cie 
diffusion (il traduit la variabilité ou «volatilité» du processus). 
Remarque: À côté des solutions fortes, on définit les' solutions faibles. La différence 
entre les deux étant que clans le cas des solutions faibles, l'espace de probabilité filtré 
qui n'est pas fixé à priori, fait partie de la solution 
1.3.2 Équations différentielles stochastiques rétrogrades 
Introduites par Bismut (1973) dans le cas linéaire et par Pardoux et Peng (1990) 
dans le cas général, les équations différentielles stochastiques rétrogrades (car la valeur 
terminale cie la fonction inconnue est donnée), en abrégé EDSR, apparaissent dans de 
nombreux problèmes en finance. 
Selon les auteurs sus-cités, une solution d'une EDSR est une paire de processus adaptés 
(Y, Z) satisfaisant: 
dyt = - f(t, yt, Zt)dt + Z~dWt, (1.6){ YT =,;, 
où Z' est la transposée de Z. 
Théorème 1.3.4. On suppose que: 
- f est uniformément l'ipschitzienne, c-à-d qu'il existe C > 0 tel que: 
1f (t , YI, Z1) - f (t, Y2, Z2) 1:::; C (1y 1 - Y21 + 1z1 - z21) li(y 1 , z il ,li(Y2 , Z2) . 
- fC, 0,0) est de carré intégrable, c-à-d JE(jOT If(t, 0, OWdt) < +00 
- ç E L}T(Q; IRd), c-à-d JE(lçI2) < +00 
Alors, il existe ?me paire de processus adaptés (Y, Z) qui satisfait l'EDSR (1.6). 
Démonstration. Voir (El Karoui et Mazliak, 1997). D 
CHAPITRE II
 




Dans ce chapitre, nous donnons une formulation du problème du contrôle optimal 
stochastique. C'est le véritable point de départ de notre travail. Il s'agit essentiellement 
d'exposer un ensemble de conditions et d'équations mathématiques que doit vérifier le 
contrôle, soit la solution optimale. En clair, il est simplement question d'optimiser (ma.,'Ci­
miser ou minimiser) une fonction de coùt J. Afin de mieux appréhender la quintessence 
du problème du contrôle optimal stochastique, il semble opportun de commencer par en 
citer quelques exemples. 
2.1 Quelques exemples de problèmes 
Nous allons dans cette première partie énoncer deux exemples intéressants. Le 
premier, Réassurance et gestion des dividendes est un problème relativement nouveau et 
largement exploré. Sa première version fut introduite en 1996 par Leland-Toft, mais ne 
comprenait cependant pas de problème d'optimisation. Nous discutons ici d'un cas plus 
complexe où une compagnie d'assurance désire optimiser les dividendes qu'elle verse à 
ses actionnaires à travers une suite de décisions optimales qu'elle devra prendre. 
Le deuxième exemple, bien connu dans le monde de la finance, est le problème du 
portefeuille de lVIerton énoncé et résolu en 1969 par Robert C. lVIerton : Investissement 
et consommation. Un investisseur dans un temps limité doit effectuer des allocations 
de sa richesse sur des actions et et des obligations (sans risque) afin de ma.,'Cimiser son 
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utilité. Dans ce qui suit nous présentons ces exemples en détail. 
2.1.1 Exemple 1 Réassurance et gestion des dividendes 
Considérons un modèle dans une compagnie d'assurance A, qui permet de choisir 
une police d'assurance auprès d'une autre compagnie B dans le but de se couvrir d'une 
partie des risques. Cette opération qu'on appelle réassurance est d'usage dans le monde 
des assurances. Notre compagnie A a le choix du montant des dividendes qu'elle verse 
à ses actionnaires. De plus, A doit constamment rembourser une dette corporative (un 
emprunt auprès d'une banque par exemple), le remboursement instantané est O. Il est 
commun d'évaluer une compagnie à travers le montant des dividendes qu'elle reverse. 
Alors, le but de A est donc de trouver la police de réassurance et la stratégie sur les 
dividendes qui lui permettront de maximiser le total des dividendes actualisés sur une 
période donnée. 
Pour modéliser un tel problème, considérons R(t) le total des actifs liquides 
de A au temps t. Évidemment, R(t) est influencé par le montant p des primes encaissées 
par unité de temps, par le remboursement constant de la dette, et par le paiement des 
réclamations faites par les clients. Soit V(t) le nombre de réclamations au temps t, et Tli 
la montant de la iE réclamation. On peut donc écrire: 
vtt) 
R(t) = R(O) + pt - (St - L: Tli (2.1 ) 
i=l 
Si V(t) est un processus de Poisson de paramètre À, et que les réclamations sont i.i.d., 
alors R(t) peut être approximé par un mouvement brownien de dérive p - 0 - ÀIE(TI) et 
de coefficient de diffusion (ÀIE(Tl2))~ 
Mais le contrat de réassurance permet à la compagnie A de conserver juste une proportion 
a du montant des primes, donc de reverser 1 - a à la compagnie B. En conséquence, 
1 - a des reclamations sera à la charge de B. Donc dans l'équation (2.1), P sera remplacé 
par ap, Tli par aTii. On construit ainsi le modèle qui suit: 
Soient x(t) le volume d'argent liquide dont dispose la compagnie à l'instant t, c(t) le 
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taux de dividende payé aux actionnaires à l'instant t. Alors la dynamique de x(t) est 
donnée par: 
dx(t) = [a(t)J-L -15 - c(t)]dt + a(t)o-dW(t), 
(2.2){ x(o) = Xo. 
Ici J-L est la différence entre le taux de la prime et le paiement espéré des réclamations 
par unité de temps, 1 - a(t) est la fraction de réassurance au temps t. Par la nature du 
problème, on a les contraintes ci-dessous: 
x(t) ~ 0, 0::; a(t) ::; 1, "ft E [0, T]. (2.3) 
L'objectif de l'équipe dirigeante de la compagnie est donc de choisir le schéma de paie­
ment des dividendes cC) et la politique de gestion de risque aC), tous les deux non 
anticipables, tels que (23) soit satisfaite, et le total espéré des dividendes: 
(2.4) 
soit maximal sur 10,T]. Noter que 'Y est le taux d'actualisation. 
2.1.2 Exemple 2 : Investissement et consommation. 
Considérons un marché dans lequel m + 1 actifs sont échangés continuellement. 
L'un d'entre eux qu'on appelle obligation est tel que le processus de prix Po(t) vérifie 
l'équation différentielle ordinaire: 
dPo(t) = r(t)Po(t)dt, t E [0, Tl, (2.5){ Po(O) = Po > 0, 
où r(t»O est le taux d'intérêt (de l'obligation). Il est clair que Po(t) augmentera 
constamment dans le temps. Les m autres actifs sont appelés actions, et les prix Pl (t), ... , Pm(t) 
satisfont l'équation différentielle: 
dPi (t) = Pi (t){bi (t)dt +. (Ji ( t) . dW (t) }, t E [0, Tl, (2.6){ Pi(O) = Pi > 0, 
Où bi : [0, T] x st ~ IR, bi(t) > 0 est appelé le taux d'appréciation, et (Ji : [0, T] x st ~ IRm 
est appelé la volatilité ou encore dispersion des actions. Tous ces processus sont supposés 
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{Fdt~o-adaptés. Ici, {Wd est un mouvement brownien standard m-dimensionnel défini 
sur un espace de probabilité filtré et complet (D, F, {Fdt~o, P). Le terme de diffusion 
(a;(t), dW(t) de (2.6) reflète la fluctuation du prix des actions, qui sont par conséquent 
des actifs risqués. Pour intéresser les éventuels acheteurs, il est naturel de supposer: 
IE(b;(t)) > r(t) > 0, Vt E [0, Tl, 1 :; i :; m. (2.7) 
Considérons maintenant un investisseur détenant N; (t) parts de l'actif i (i = l, ... , m) à 
l'instant t, nous noterons x(t) sa richesse totale. Alors: 
x(t) = Lm	 N;(t)P;(t), t ~ O. (28) 
;=0 
On suppose que les transactions des actions et le paiement des dividendes (au taux /1;(t) 
par unité de temps et par unité de capital investit sur le i e actif) s'effectuent fe manière 
continues. Soit c(t) le taux de retrait du marché par l'investisseur pour consommation. 
On a donc: 
x(t + 6t) -	 x(t) = Lm N;(t)[P;(t + 6t) - P;(t)] + Lm /1;(t)N;(t)P;(t)6t ~ c(t)6t. (2.9) 
;=0 ;=1 
En faisant 6t ---+ 0, on obtient: 
dx(t)	 I:~o N;(t)dP;(t) + I:::l /1;(t)N;(t)P;(t)dt - c(t)dt 
{r( t) No (t) Po (t) + I:::dbi)( t) + /1i (t)] Ni (t)Pi(t) - c( t) }dt 
+ I:~1 Ni(t)Pi(t)ai(t) . dW(t) (210) 
{r(t)x(t) + I:7~dbi(t) + /1i(t) - r(t)]'Ui(t) - c(t)}dt 
+ I:~I a;(t)u.;(t) . dW(t), 
où 
lli(t) = Ni(t)Pi(t), i = 0,'" ,n (2.11) 
est la richesse de ['investisseur sur le ie actif. Lorsque u;(t) < °(i = 1,2, ... , m), il/elle est 
à court du i e actif. Quand uo(t) < 0, l'investisseur emprunte le montant l'll·o(t) 1 au taux 
d'intérêt r(t). Il est clair qu'en changeant Ui(t), notre investisseur change l'allocation de 
sa richesse sur les m+ 1 actifs. u(t) = (U1(t), ... ,um (t)) est le portefeuille de l'investis­
seur. Remarquons que l'allocation faite à l'obligation n'apparaît pas dans le portefeuille, 
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puisque ce dernier est entièrement déterminé par l'allocation effectuée sur les actions, 
étant donnée la richesse totale. Maintenant, pour x(O) = Xa > a, notre investisseur veut 
la stratégie d'investissement u(-) et le plan de consommation c(·) tels que: 
x(t) :::: a, \ft E [0, T],p.s. (2.12) 
et le flux d'utilité actualisé: 
(2.13) 
est maximal; 1 > aest le taux d'actualisation, cp(c) est l'utilité de la consommation c, et 
e-,'/rh(X(T)) est l'utilité actualisé provenant des legs(richesse terminale). On pourrait 
bien évidemment imposer des contraintes supplémentaires, par exemple: 
\ft E [a, T], p.s., i = 0,1, ... ,n, 
Li = a signifie que la vente à découvert est interdite. 
2.2 Formulation du problème du contrôle optimal stochastique 
Aux exemples ci-dessus présentés, peuvent s'ajouter bien d'autres dans des do­
maines tels: l'industrie, la médecine, etc .... Cependant, le principe mathématique qui 
permet de formuler ces différents types de problèmes est le même. C'est à celà que nous 
nous attaquons dans ce qui suit. 
2.2.1 Formulation (forte) 
Soit un espace de probabilité filtré (D, T, {Tdt>o, P) sur lequel est défini un mou­
vement brownien standard rn-dimensionnel W (-). Considérons l'équation différentielle 
stochastique suivante: 
d:r(t) = b(t, x(t), u(t))dt + dt, x(t), u(t))dW(t), (2.]4){ x(O) = Xa E ]Rn, 
Où b : [a, T] x ]Rn X U -7 ]Rn, (J : [0, Tl X ]Rn X U -7 ]Rnxm, et U un espace métrique 
séparable, T E [0, +00[ fixé. xC) est la variable d'état, uC) est appelé le contrôle et 
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représente la décision prise par le contrôleur. À chaque instant t, ce dernier détient un 
historique d'information {Fdt~o, mais est cependant incapable de prédire le futur à 
cause du critère de non-anticipation. D'où l'expression «u(.) est {Fdt>o-adapté». La 
décision u(t) ne peut être prise avant l'instant t. On définit ainsi: U[O, T] = {u : [0, T] x 
D -t UI u(.) est {Fdt~o - adapté} 
Tout élément u(.) de U[O, T] est appelé contrôle réalisable. La contrainte d'état peut être 
JRndonnée par l'écriture: x(t) E S(t), avec S : [0, Tl -t 2 . Par ailleurs, on définit le critère 
à optimiser, la fonction de coût par: 
T 
J(uC)) = !E{ 1f(t, x(t), u(t))dt + h(x(T))}. (215) 
Définition 2.2.1. Un contrôle u(.) est dit admissible, et (xC), u(-)) 'une paire admissible 
sz : 
i) u(.) E U[O, TL 
ii) xC) est l'unique solution de l'équation (214) et vérifie les éventuelles contraintes 
zmposées ,. 
iii) fC,xC),lt(.)) E Lj(O,T;IR) et h(x(T)) E LjT(D;IR). 
On note par Uad[O, T] J'ensemble de tous les contrôles admissibles. 
Problème (FO) : «Minimiser (2.15) sur Uad[O, Tl». 
S'il existe, on cherche le contrôle ü(-) E Uad[O, T] tel que: 
J(üC)) = inf J(uC))· (216)
uC )EUad[O,TI 
Alors ü(-) sera appelé contrôle optimal. Et le problème est dit fini si le membre de droite 
de (2.16) est fini. 
Remarque : Il existe pour le problème du contrôle optimal une autre formulation 
d'un aspect plus mathématique, c'est la. formulation dite faible du problème du contrôle 
optimal stochastique. À la différence de la formulation forte (qui est adaptée à des 
situations pratiques), l'espace de probabilité n'est pas fixé à priori dans ce cas, il fait 
partie de la solution qui est un 6-uplet fj- de la forme (D, F, {Fdt~o, P, WC), 1t(.)). 
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2.2.2 Formulation (faible) 
Un intérêt de cette formulation, on le verra plus loin, est que son utilisation permet 
souvent d'aboutir à des solutions fortes. 
On définit U;:d[O, T] J'ensemble des 6-uplets n = (n, F, {Fdt2'O' WC), P, u(-)) satisfaisant 
les conditions suivantes: 
i) (n, F, {Fdt2'O' P) est un espace de probabilité filtré;
 
ii) {W(t) }t>o est un mouvement brownien standard rn-dimensionnel défini sur
 
(n, F, {Fdt20, P); 
iii) uC) est un processus {F}t>o-adapté sur (n, F, P) à valeurs dans U; 
iv) xC) est solution de (2.14) sur (n, F, {Ft 20, P) sous uC) ; 
v) les contraintes éventuelles sur x(t) sont satisfaites; 
vi) f(·,x(-), uC)) E Lj(O, T; IR) et h(x(T)) E Ljr(n; IR). Lj(O, T; IR) et Ljr(n; IR) sont 
définies sur (n, F, {Fdt2'O' P) associé au 6-upltets n. 
Les éléments n E U::-'d[O, T] sont des contrôles admissibles. 
Problème (FA) : «Minimiser (2.15) sur U::-'d[O, T]». 
On cherche le 6-uplet if E U;:d[S, T] s'il existe, tel que: 
(2.17) 
Voilà, nous venons ainsi d'appréhender et formuler le problème du contrôle optimal 
stochastique. Une question naturelle qui nous vient toute suite à ['esprit est celle de 
savoir comment mettre en évidence la solution optimale. 
CHAPITRE III
 




Dans ce chapitre, nous étudions deux approches de résolution du problème du 
contrôle optimal stochastique. La première, vérifiée dans les années 50 par Pontryagin et 
son équipe, énonce une condition nécessaire (et suffisante dans certains cas) d'optima­
lité, c'est le principe du maximum. Il stipule que tout contrôle optimal et la trajectoire 
associée vérifient un système d'équations différentielles de type hamiltonien Nous regar­
dons d'abord le cas des problèmes sans contraintes sur la variable d'état, et explorons 
par la suite celui avec contraintes. La deuxième approche, la programmation dynamique, 
consiste, quant à elle. à établir une relation entre une famille sous-problèmes considérés, 
pour ensuite les résoudre à travers une équation aux dérivées partielles du second ordre, 
l'équation d'Ham'ilton-lacobi-Bellman (HJB, en abrégé). Lorsque cette équation est ré­
soluble analytiquement ou numériquement, la technique de vérification que nous verrons 
plus loin dans ce chapitre, est une méthode utilisée pour obtenir le contrôle optimal 
Malheureusement, l'équation HJB n'admet pas toujours des solutions assez régulières. 
C'est alors qu'intervient la notion de solution de viscosité. Pour commencer, nous allons 
d'abord énoncer un théorème d'existence du contrôle optimal. 
3.1 Existence du contrôle optimal. 
Effectuons d'abord quelques hypothèses nécessaires. 
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3.1.1 Quelques hypothèses: 
Nous conservons les notations du chapitre précédent. 
- (80)( U, d) est un espace polonais (espace métrique complet séparable). 
- (81) Il n'y a pas de contraintes sur la variable d'état. 
- (82) Pour tout (t, x) E [0, T] x IRn, l'ensemble 
(b,J)(t,x,U) = {(bj(t,x,u),f(t,x,u))lu E U,i = 1,2, ... ,n} est convexe et ferrné 
dans IRn +1 . 
- (83) Les fonctions b, (J, f et h sont mesurables, et il existe L > a et une fonction 
w: [0,001 -7 [0,00] tels que pour 'P = b, (J, f, h, on a : 
1'P(t,x,u) - 'P(t,x,il)1 S Llx - xl +W~d(U,~)), , 
Vt E [0, Tl,x,x E IR ,u,u EU, (3.1) 
{ 
1'P(t, 0, u)1 S L, V(t, u) E [0, T] x U. 
- (84) {Ft}t>o est la filtration naturelle générée par W(-), augmentée des en­
sembles négligeables éléments de F. 
- (85) Les fonctions b, (J, j' et h sont C 2 en x, et de plus, il existe L > a et une 
fonction W : [0,00] -7 [0,00] tels que pour 'P = b, (J, j', h, on a : 
l'Px(t, x, u) - 'Px(t, x,~) ~ S LI.: - xl ~ w(d(u, ~))'
 
l'Pxx(t,x,u) - 'Pxx(t,x,u)1 S wlx - xl + d(u,u), (32)
 
{ 
Vt E [0, Tl, x, x E IRn , u, il E U. 
Théorème 3.1.1. (Existence du contrôle optimal) 
Sous les conditions (50)-(53), si le problème (FA) est fini, alors il admet 'Lm contrôle 
optimal. 
Démonstration. Soit V[O, T] l'ensemble des fonctions mesurables de [0, T] à U et soit 
(Xj(-),Uj(-)) une suite telle que pour j -> 00 on a: 
J(Uj(-)) -7 inf J(u(-)). 
VIO,TI 
D'après (S3), les suites xj(-),b(-,xj(-),Uj(-)), et f(-,xj(-),UjC)) sont uniformément bor­
nées en J. Alors Xj(-) est équicontinue (à cause de l'équation d'état). Il est donc possible 
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de trouver une sbus suite telle que pour j --4 00, 
Xje) --4 xC), dans C([O, T]; !Rn), 
bC, Xje), uJC)) --4/JC), faiblement dans L2(0, T; !Rn), 
(3.3)
JC, xJC), Uj(-)) --4 Je), faiblement dans L2 (0, T; !Rn), 
h(xj(T)) --4 h(x(T)), dans IR. 
En raison de la première convergence de (3.3) et le théorème de Mazur (Yosida, K. , 
1980)[p. l20,Théorème 2]), il existe aij 20 avec Li~l aij = l, tel que pour j --4 00, 
L'~l a'JbC, xJe), u'+J C)) --4/JC), fortement clans L2 (0, T; !Rn), 
(3.4) { L'~l a'JfC,xJC)'U'+JC)) --4 JC), 
Ainsi, l'hypothèse (82) nous permet d'écrire: 
(b(t), nt)) E (b, f)(t, x, U). 
Donc, d'après le lemme de Filippov (voir Li-Yong [l,p. 102,corollaire 2.26[), il existe un 
ü(-) E V[O, Tl tel que 
b(t) = b(t,x(t),ü(t)), nt) = f(t,.i(t),ü(t)), tE [O,TI. 
(xC),ü(-)) est alors une paire admissible du problème (FA). De plus, par le lemme de 
Fatou, on obtient: 
lT J(üe)) f(t, x(t), ü(t))dt + h(x(T)) 
< limj_>oo Laij { fT f(t,Xi+j(t),Ui+j(t))dt + h(Xi+j(T))}i~l Jo 
limj-l oo L aijJ(ui+je)) = inf J(uC))· i~l u()EV[O,T] 
En conclusion, üC) E V[O, Tl est un contrôle optimal. o 
Remarque: On démontre l'existence du contrôle optimal dans le cas de la formu­
lation forte seulement pour le problème (FL) qui se caractérise par le fait que l'équation 
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d'état associée est linéaire, c-à-d de la forme: 
dx(t) = [Ax(t) + Bu(t)]dt + [Cx(t) + Du(t)]dW(t), tE [0, T] (3.5){ x(O) = xo, . 
où A, B, C, D sont des matrices convenablement choisies. xC) est à valeurs dans ]Rn, et 
uC) E UL[O, T] = {uC) E L}(O, T; ]Rk)1 u(t) E U, tE [0, Tl, P - p.s.} 
Le contrôle existera donc si le problème est fini, et U ç ]Rk est convexe et compact avec 
les fonctions f et h convexes. 
3.2 Le principe du maximum stochastique 
3.2.1 Cas sans contrainte sur la variable d'état 
Commençons par rappeler la formulation du problème du contrôle optimal: 
soit un espace de probabilité filtré (0, F, {Fdl~o, P) sur lequel est défini un mouvement 
brownien standard rn-dimensionnel WC). Considérons l'équation différentielle stochas­
tique suivante: 
dx(t) = b(t,x(t),u(t))dt + ()(t,x(t),u(t))dW(t), (36){ x(O) = Xo E ]Rn, 
où b : [0, Tl X ]Rn X U ---t ]Rn, () : [0, T] X ]Rn X U ---t ]Rnxm, et U un espace métrique
 
séparable. T E [0, +oo[ fixé.
 
On définit la Jonction de coût:
 
J(-) = lE{ lT f(t, x(t), u(t))dt + h(X(T))}. (3.7) 
Et on défini t également U[O, T] = {u : [0, T] x n ---t U11I·C) est {Ft} L~O - adapté}. 
Problème sans contrainte (SC) : «Minimiser (3.7) sur U[O, T]». 
S'il existe, on cherche le contrôle ü(-) E U[O, T] tel que: 
J(ü(-)) = inf J(uC))· (3.8) 
u()EUIO,Tj 
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Les quantités .i() :=: (,u()) et (x(),u()) sont appelées respectivement tra]ec­
toires optimales et paires optimales. 
Voilà ainsi défini le problème du contrôle optimal stochastique (sans contrainte). Nous 
allons maintenant nous munir d'outils nécessaires pour énoncer notre principe du maxi­
mum. Rappelons que le but visé ici, est de donner une condition nécessaire d'optimalité. 
Equations adjointes 
Dans cette partie, nous introduisons les équations adjointes, impliquées dans le 
principe du maximum stochastique et le système hamiltonien associé. Il s'agit d'ED­
8Rs (équations différentielles stochastiques rétrogrades) que l'on devra être capable de 
résoudre afin d'obtenir le contrôle optimal. Une discussion plus approfondie sur leur 
théorie est disponible dans (Yong et Zhou, 1999). 
a) Première équation: 
dp(t) = -{ bx(t, x(t), u(t)) T p(t) + 'Lj=l CJ?r(t, x(t), u(t)) T qj(t) 
- fx(t, x(t), u(t)) }dt + q(t)dW(t), tE [0, T] (3.9) 
{ 
p(T) = -hx(x(T)). 
b) Deuxième équation: 
dP(t) = -{ br(t, x(t), u(t)) T P(t) + P(t)br(t, x(t), u(t)) 
+ 'LJ:=! CJ?r(t, x(t), u(t)) T P(t)CJ?r(t, x(t), u(t)) 
+ 'L j= 1 {CJ{ (t, x (t) ,u(t) )T Qj(t) + Qj (t )CJ?r (t, x (t) ,u(t) ) (3.10) 
+Hxr(t,x(t),u(t),p(t),q(t))}dt + 'Lj=l Qj(t)dWJ(t), 
P(T) = -hrr(x(T)), 
où l' hamiltonien H est défini par: 
H(t, x, u,p, q) = (p, b(t, x, u)) + tr[qT CJ(t, x, u)] - f(t, x, u), (3.11) 
Avee (t,x,u,p,q) E [O,T] x]Rn X U x]Rn X ]RTlxm, et (p(-),q()) E L}(O,T;]RrL) X 
(L}(O, T; JR;71)7n est la solution {Fd/2:o-adaptée de (3.9). 
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(PC), QC)) E L}(O, T; S")x (L}(O, T; Sl1)m est la solution {Fdt~o-adaptéede (3.10). 
{A E IR11X11Et, S11 = 1 AT = A}. 
Les équations (3.9) et (3.10) s'appellent équation adjointe du premier ordre et équa­
tion adjointe du second ordre, respectivement. Avant d'énoncer le principe du maximum 
stochastique, définissons la fonction 1-l par: 
1-l(t, x, u) = 
1
H(t, x(t), u(t), p(t), q(t)) - 2tr[(j(t, x(t), u(t)) T P(t)(j(t, x(t), u(t))] 
(3.12)+~tr·{ [(j(t, i(t), u(t)) - (j(t, i(t), U)]T P(t)
 
.[(j(t, x, u) - (j(t, i(t), u(t))]}.
 
Théorème 3.2.1. (Principe du maximum stochastique) 
On suppose que les conditions (50), (53)-(55) sont satisfaites. Soit (xC), uC)) une paire 
optimale du problème (SC). Alors il existe des paires de processus 
(pC),qC)) E L}(O,T;lRn) x (L}(O,T;IR 11 )m, 
(313){ (PC), QC)) E L}(O, T; §11) x (L}(O, T; §n)m, 
satisfaisant les équations adjointes (3.9) et (3.10) respectivement, et telles que: 
1-l(t,x(t),u(t)) = max1-l(t,x(t),u), 1ft E [O,T]. (3.14)
uEU 
La relation (3.14) est appelée la condition du maximum. Une démonstration 
détaillée de ce théorème se retrouve dans (Yong et Zhou, 1999). 
En utilisant l'hamiltonien H, les systèmes (3.6) et (3.9) peuvent être réécrits de la 
manière suivante: 
dx(t) = Hp(t, x(t), u(t),p(t), q(t))dt + Hq(t, x(t), u(t),p(t), q(t))dW(t), 
dp(t) = -Hx(t, x(t), ll(t),p(t), q(t)) + q(t)dW(t), tE [0, Tl. (3.15) 
{ 
x(O) = Xo p(T) = -hx(x(T)). 
Définition 3.2.2. On appelle système hamiltonien, le système d'équations différentielles 
obtenu par combinaison de (315), (3.10), et (3.14). 
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Théorème 3.2.3. (Deuxième version du principe du maximum). 
On suppose que les conditions (S3)- (S5) sont satisfaites. Soit (xe), üe)) une paire op­
timale du problème (SC). Alors le 6-uplet (x(t), u(t), p(t), q(t), P(t), Q(t)), satisfait le 
système hamiltonien. 
3.2.2 Condition suffisante d'optimalité 
On se munit d'abord de la condition supplémentaire suivante: 
(86) U est un domaine convexe de IR k Les fonctions b, CT etf sont localement lipschit­
ziennes en u, et leurs dérivées en x sont continues en (x, u) 
Théorème 3.2.4. (Condition suffisante d'optimalité) 
On suppose que : 
i) (SO),(S3)-(S6) sont satisfaites, 
ii) (xC), üC), p(-), qC), PC), QC)) est un 6-uplet admissible, 
iii) he) est convexe, H(t, ·"p(t), q(t)) est concave pour tout t E [0, T] et que .' 
H(t,x(t),ü(t)) = maxH(t,i:(t),u), tE [O,T].
uEU 
Alors, 
(x(t),ü(t))est une paire optimale du problème (SC). 
Pour la démonstration de ce théorème, voir (Yong et Zhou, 1999). 
3.2.3 Cas avec contrainte sur la variable d'état. 
Considérons l'équation d'état (3.6) et la fonction de coût (3.7). On rajoute la 
contrainte suivante sur la variable d'état x : 
œ:(h(J;(T))) +IE(faT f(t,x(t),u(t))dt) Er, (3.16) 
où h : IR" -> IR I et f : [0, T] x IR" x U -t IRI sont des fonctions données et r est un 
sous-ensemble de IRi Tout li E U[O, T] qui satisfait (3.16) est appelé contr6le admissible. 
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L'ensemble des contrôles admissibles se note Uad[O, T]. 
Problème avec contrainte (AC) : «Minimiser (37) sur Uad[O, T]» 
On cherche le contrôle u() E Uad[O, Tl, s'il existe, tel que: 
J(u()) = inf J(u()). (3.17) 
11(· )E/AadIO,Tj 
Pour énoncer notre principe du maximum, nous avons besoin de la condition suivante: 
(57) f est convexe et fermé dans IRI, Et de plus, cha.que composa.nte hi de h et fi de f 
(i = 1,2, ... ,l) vérifie les conditions (3.1) et (32) 
Définition 3.2.5. On définit l'opérateur suivant appelé hamiltonien par: 
H(t,x,u,p,q,ï/Jo,1/;) = -ï/Jof(t,x,u)-(ï/J,f{t,x(t),u(t)))+(p,b(t,x,u))+tr[qTa-(t,x,11.)], 
x IRnxm x IR(t,x,u,p,q,ï/Jo,ï/J) E [O,T] x IRn x U x IRn X IRI. 
Théorème 3.2.6. On suppose que les conditions (SO),(S3)-(S5) et(S7) sont satisfaites.
 
Soit (x(-),u(-)) une paire optimale du problème (AC). Alors il existe
 
(ï/Jo, ï/J) E IR1+1 satisfaisant :
 
i) ï/Jo ::::: 0, lï/Jol2 + 1ï/J12= 1,
 
ii) (1/;, z - œ:( h(x(T))) + lT œ:(f{t, i(t), u(t)) )dt) ::::: 0, \fz E f,
 
et il existe des solutions adaptées
 
(p(),q(-)) E L}(O,T;lRn) x (L}(O,T;lRn)m, (3.18){ (P(),Q()) E L}(o,T;§n) x (L}(O,T;§n)7Yl, 
des équations adjointes suivantes: 
dp(t) = -:~(t, x;t): u~t),p(t), q(t), ï/Jo, ï/J)dt + q(t)dW(t), (3.19) 
{ p(T) = - 2::i=O ï/J hx(x(T)), 
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dP(t) = - {bx(t, i(t), Ü(t))T P(t) + P(t)bx(t, x·(t), ü(t)) 
+ LJ==! o-~(t, i(t), Ü(t))T P(t)o-~(t, i(t), ü(t)) 
+ Lj=l [o-~(t,X(t),Ü(t))TQj(t) + Qj(t)o-~(t,X(t),Ü(t))] (3.20) 
+Hxx(t, i(t), ü(t), p(t), q(t), 'l/J0, 'I/J) }dt + Lj=1 Qj(t)dWj (t), 
telles que: 
H(t, x(t), ü(t),p(t), q(t), 'l/J0, 'I/J) - H(t, i(t), u,p(t), q(t), 'l/J0, 'I/J) 
-~tr( {o-(t, i(t), ü(t)) - o-(t, i(t), u)} T P(t) 
(3.21) 
.{o-(t,x(t),ü(t)) - o-(t,i(t),U)}) :::: 0, 
'Vu E U, tE [0, T]. 
Pour la démonstration de ce théorème, voir (Yong et Zhou, 1999). 
Remarque: Le cas où h=f=O et r = ]Rn nous ramène au problème sans contrainte. 
3.3 Programmation dynamique 
La programmation dynamique est une technique mathématique développée dans 
les années 50 par R.ichard Bellman. L'idée de base est d'ét.ablir une relation entre une 
famille de sous-problèmes considérés, pour ensuite tous les résoudre par le biais d'une 
équation aux dérivées partielles du second ordre, l'équation d'hamilton-Jacobi-Bellman 
(HJB). Malheureusement, cette dernière équation n'admet pas toujours des solutions 
assez régulières (qui ne sont pas suffisamment dérivables). Pour palier à cette lacune, on 
fera appel à la notion de solution de viscosité introduite par Crandall et Lions dans les 
années 80. 
Pour commencer. nous allons définir les «sous-problèmes». En fait, leur formulation est 
très similaire à la formulation faible du problème du contrôle optimal que nous avons 
énoncée au chapitre 2. Il suffit de changer le temps et l'état initial dans (36). 
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Soit un espace de probabilité filtré (n, F, {Ft}t>o, P) sur lequel est défini un mouve­
ment brownien standard m-dimensionnel WC), et soit (s, y) E [0, T] x /Rn. Considérons 
l'équation d'état suivante: 
dx(t) = b(t, x(t), u(t))dt + art, x(t), u(t))dW(t), t E [s, T], (3.22){ x(s) = y, 
et soi t la fonction de coû t : 
J(s, y; uC)) = IE{ l T I(t, x(t), u(t))dt + h(x(T))}. (3.23) 
On définit UW[s, T]I'ensemble des 5-uplets (n, F, WC), P, uC)) (que nous noterons sim­
plement par uC)) satisfaisant les conditions suivantes: 
i) (n, F, P) est un espace de probabilité complet. 
ii)	 {W(t) ls~t~T est un mouvement brownien standard m-dimensionnel défini sur (n, F, P), 
avec W(s) = a presque sûrement, et Ft = a{(W(r) : S :::; r :::; t} augmentée des 
ensembles négligeables dans F 
iii) u: [s, T] x n --t U est un processus {Fth~s-adapté dans (n, F, P). 
iv) (3.22) admet une unique solution xC) sur (n, F, {Fth~s, P). 
v) fC,xC),u(-)) E Lj(O,T;/R) et h(x(T)) E L}T(n;/R). 
Sous-problème sans contrainte (Sexy) : «Minimiser (3.23) sur UW[O, T]». On 
cherche le 5-uplet fiC) = en, F, WC), P, uC)) E UW[s, T] s'il existe, tel que: 
J(t,y;uC))= inf J(t,y;uC)).	 (3.24) 
u()EUW[s,TI 
Définition 3.3.1. On définit la fonction valeur du problème(SC) par- : 
V(s,y) = inf J(s,y;u(-)), 't/(s, y) E [O,T] x /Rn,
u()Euw[s,Tj 
{ V(T, y) = h(y), 't/y E /Rn, 
Notons que pour que la fonction valeur soit bien définie, il faudrai t que J (t, y; 'tif)) 
le soit, c'est à dire que les fonctions b, a, f et h satisfassent la condition (SI)' suivante: 
i) b, a, f, et h sont uniformément continues. 
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ii)	 Il existe L > 0 tel que pour <p = b, 0", f, h, on a : 
1<P(t,x,U)-<p(t,x,U)I-:::L1X-XI, VtE[O,Tl.x,XEIRn,u,ÎLEU, (3.25){ 
1<p (t, 0, u) 1 -::: L, V(t, u) E [0, T] x U. 
Soit en plus, la condition:
 
(82)' (U, d) est un espace polonais (espace métrique complet séparable).
 
Théorème 3.3.2. (Principe d'optimalité de Bellman)
 
On suppose les conditions (51)' et (52)' satisfaites. Alors pour tout (s, y) E [0, T] x IRn ,
 
VO -::: s -::: s -::: T, on a :
 
V(s,y) = inf lE{18 f(t,x(t,s,y,uC)),u(t))dt+ V(s,X(S,y,u C)))}. (3.26)
u()Euw[s,T] s 
Démonstration. voir (Yong et Zhou, 1999)	 0 
On définit C 1,2([0, T] x IRn), l'ensemble des fonctions continues v : [0, T] x 
IR n ~ IR telles que vx , Vl, et Vxx sont continues. L'hamiltonien généralisé est la fonction 
G(t, x, U, p, P) définie par: 
1	 TG(t, x, u, p, P) = 2tr(PO"(t, x, u)o"(t, x, u) ) + (p, b(t, x, u)) - f(t, x, u), (327) 
V(t,x, u,p, P) E [0, T] x IRn x U x IRn x §n. 
Proposition 3.3.3. Sous les conditions (51)'-(52)' et pour T > 0, la fonction valeur V 
possède les propriétés suivantes: 
1.	 lV(s,y)l-::: K(l + Iyl), V(s,y) E [O,T] x IRn, K > O. 
2	 IV ( s,y) - V(.S , y) 1 -::: L { 1y - Yi + (1 + 1y1 V 1Yi) 1s - s 1~ }, Vs, ,s E [0, Tl.
 
y,yEIRn , L>O, (aVb=max(a,b)).
 
3.	 Si V E C1,2([O, T] x IRn), alors V est solution de l'équation aux dérivées partielles 
d7L second ordTe : 
-VI + supG(t,x,u,-v.'l:'-vxx ) = 0, (t,x) E [O,T] x IRn, 
uEU (3.28) 
{ 
Vll=T = h(x), xE IRn. 
L'équation (3.28) est appelée équation de Hamilton-Jacobi-Bellman (HJB, en abrégé). 
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Démonstration. Pour démontrer 1), fixons (s, y) E [0, T] x ]Rn.
 




lEt sup Ix(t)I)::; KT(l + Iyl)·
s"S.t"S.T 
Les fonctions f et h étant localement lipschi tziennes d'après (81)', on en déduit qu'il 
existe K > a tel que: 
J(s, y; n(-)) = lE{ l'T f(t, x(t), n(~))dt + h(x(T)) } ::; K(l + Iyl), "lin E UW[s, T]. 
Ce qui entraine lV(s,y)1 ::; K(l + Iyl).
 
Pour démontrer maintenant 2), soient sE [s, Tl, et y, fj E ]Rn Pour tout (D, F, W(-), P, n(-)) E
 
UW[s, Tl, soient x(-) et x(-) les états correspondant à (s, y, n(-)) et (s, fj, u(-)), respecti­
vement. En se servant encore du théorème 1.3.3, on a :
 
lE(sup Ix(t)-x(t)l) ::; LT{ly-fjl+(l+lyIVlfjl)ls-slq. 
tEls,TI 
En raison de (81)', on obtient: 
1J (s, y; n (-)) - J (s, fj; u (- ))1 ::; LT { 1y - Yi + (1 + 1y1V 11Î 1) 1s - s1~ } . 
En prenant la borne inférieure pour les n(-) E UW[s, Tl, on a le résultat 2). 
Enfin, fixons (s,y) E [O,TI x]Rn et 11. EU. La formule d'Itô appliquée à V(s,x(s)) nous 
donne 
V(s, y) V(S.X(.9)) + l's {Vt(t,x(t)) + (Vx(t,x(t)),b(t,.:r:(t),n(t))) 
+~ tr[a(t, x(t), n(t)) T Vx" (t, x(t) )a(t, x(t), n(t))] }dt 
+ fss(V,,(i,X(t)),a(t,x(t),u(t))dWt). 
En prenant l'espérance de chaque côté, on obtient 
lE [V(s,y) - V(s,x(s))] = -lE l's {Vt(t,x(t)) + (Vr(t,x(t)),b(t,x(t),u(t))) 
+~tr[a(i, x(t), u(t)) TV",,(t, :r(t))a(t, x(t), u(t)) }dt, 
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ou encore j'hamiltonien généralisé: 
8 
lE [V(s,y) - V(8,x(s))] = lE 1{ - Vt(t,x(t)) + f(t,x(t,x(t),u),u(t)) 
+G(t, x, u, - Vx(t, x(t)), - Vxx(t, x(t)) }dt. 
D'après le principe d'optimalité de Bellman (3.26), on a : 
V(s, y) - lE [V(S, x(s))] - lE {18 f(t, x(t, x(t), u), U(t))dt} S 0 
et en faisant s~ s, il vient que 
o	 > 5 ~ s!E [18 {- '\!t(t, x(t)) + G(t, x, u, - Vx(t, x(t)), - Vxx(t, x(t))} dt] , 
--1 -- '\!t (s, y) + G(s, y, u, -'11'1: (s, y), - Vx.." (s, y) ) , 'Vu E U. 
L'inégalité étant valable pour tout u, on a donc 
°~ -V/ (s, y) + sup G(s, y, u, -'II.(s, y), -'II."As, y)). 
"EV 
Réciproquement. pour tout E > 0, °S s S S S T avec s- s > 0 suffisamment petit. 
D'après (3.26), il existe u(-) == UE ,8 E UW[s, Tl tel que: 
V(s, y) + E(S - s) 2 lE {lS f(t, x(t, x(t),u),u(t))dt + V(s, x(s)) } , 
ce qui s'écrit encore 
-E < lE [V(s,y~ - V(s,x(s)] _ ~IE [ {8 f(t,X(t,X(t),u),U(t))dt] , 
s-s s-s Js 
8 
s ~ S 1{ - '\!t(t,x(t)) + G(t, x, u, -'II.(t, x(t)), - Vxx(t, x(t)) }dt 
< -,1_ ['S { _ VI (t, X(t)) + sup G(t, x ,u, - Vx(t, x (t)), - Vx• (t, x (t))}dt 
s - s J.~ uEV 
--1 -V/(s, y) + sup G(s, y, u, -'IIx(s, y), - Vxx(s, y)). 
"EV 
Cette dernière limite provient du fait que b, Cf, et f étant uniformément continues par 
(SI)', on a 
lim sup l<p(t, y, 1l) - <p(s, y, u)1 = o. 
q,s yElRn ,uE V 
La démonstration est ainsi complétée.	 o 
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3.3.1 Solutions de viscosité 
L'équation HJB n'admet en général pas de solutions régulières, c-à-d qui ne sont 
pas dans CI.2([0, T] x )Rn). Les solutions de viscosité introduite par Crandall et Lions 
(1983) viennent palier à cette lacune. 
Définitions 3.3.4. 1. Une fonction v E C( [0, T] x)Rn) est une sous-solution de viscosité 
de (3.27) si : 
v(T, x) ~ h(x), 
Et pour tout cp E C I ,2 ([0, T] x )Rn), chaque fois que v - cp atteint un maximum local 
en (t,x) E [O,T] x )Rn, on a: 
-cp(t, x) + sup G(t, x, u, -CPx(t, x), -CPxx)(t, x) ~ O. 
uEU 
2.	 Une fonction v E C([O, T] x ]Rn) est une sursolution de viscosité de (3.27) si : 
v(T,x) 2': h(x), 
et pour tout cp E C 1,2([0, T] x )Rn), chaque fois que v - cp atteint un minimum local 
en (t,x) E [O,T] x )Rn, on a: 
-cp(t, x) + sup G(t, x, u, -CPx(t, x), -CPxx)(t, x) 2: O. 
uEU 
3.	 Une fonction v E C([O, T] x ]Rn) est une solution de viscosité de (3.27) si elle est 
à la fois sous-solution et sursolution de viscosité de (3.27). 
Théorème 3.3.5. On suppose (51)' et (52) '. Alors la fonction valeur V est une solution 
de viscosité de (3.28). 
3.3.2 Théorème de vérification 
Nous allons énoncer un résultat clé de la programmation dynamique. Il nous per­
mettra de vérifier qu'une paire admissible est optimale. Mieux, il nous propose comment 
construire un contrôle optimal à partir des sous-problèmes que nous avons énoncés plus 
haut. Nous commençons le cas où la solution de l'equation HJB est suffisament dérivable. 
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Théorème 3.3.6. (Théorème de vérification classique)
 
On suppose (51)' et (52)' satisfaites. Soit v E Cl ,2 ([0, T] x IRn ) une solution de l'équation
 
HJB, (3.27). Alors on a :
 
V(s, y) ::; J(s, y; u(-)), Vu(-) E UW[s, Tl, (s, y) E [0, Tl x IRn . 
De plus, une paire admissible (ü(-), xC)) est optimale pour le problème (SCxy ) si et 
seulement si : 
Vt(t, x(t)) - max G(t, x(t), u, -vx(t, x(t)), -vxx(t, x(t)))
uEU 
G(t, x(t), ü(t), -vx(t, i(t)), -vxx(t, i(t))). 
Démonstration. Soient uC) E UW[s,T] et (s,y) E [O,T] x IRn On applique la formule 
d'Itô à v(s,x-(s)). 
v(s,y) = v(T,x(T)) + lS {vt(t,x(t)) + (vx(t,x(t)),b(t,x-(t),u(t))) 
+~ tr [(J (t, x (t) ,u (t) )T V xx (t, x (t) ) (J (t, x (t) ,u (t) )] }dt 
+ lS (vx(t, x(t)), (J(t, x(t), u(t))dWt) 
Sachant que v(T, x(T)) = h( (x(T)), en passant à l'espérance on a: 
v(s,y) = lE [h((x(T))]	 -IE[lT {vt(t,x(t)) + (vx(t,x(t)),b(t,x(t),u(t))) 
+~tr[(J(t,x(t),'u(t))T v:rx(t, x(t))(J(t, x(t), u(t)) }dt]. 
En introduisant l'hamiltonien généralisé (3.27), on aboutit à : 
v(s,y)	 = lE [h((x-(T))] + IE[lT {[-vt(t,x(t)) + f(t,x(t),u(t)) 
+G(t, x, u, ~vx(t, x(t)), -vxx(t, x(t))] }dt] 
= J(S,y,llC)) + IE[lT { - Vt(t,x(t)) 
+G(t, x(t), ll(t), -vx(t, x(t)), -vxx(t, x(t)) }dt] (3.29) 
::; J(s,y,u()) + IE[lT { - Vt(t,x(t)) 








Ensuite, en appliquant la deuxième égalité de (3.29) à (xC),uC)), on a:
 
v(s,y)	 = J(s,y,u(-)) + lE [fsT { - Vt(t,x(t)) 
+G(t, x(t), u(t), -V1;(t, i(t)), -vxx(t, x(t)) }dt]. 
Par la définition de l'équation HJB, il vient que 
-Vt (t, i(t)) + G(t, x(t), u(t), -vx(t, x(t)), -vxx(t, x(t)) :S 0 
Donc on aura 
G(t, i(t), ü(t), -vx(t, x(t)), -vxx(t, x(t))) = 
maxuEU G(t, i(t), u, -vx(t, i(t)), -vxAt, x(t))), 
si et seulement si 
-Vt (t, x(t)) + G(t, x(t), ü(t), -vx(t, x(t)), -vxx(t, x(t)) = 0, 
c-à-d, (ü(-),xC)) est la paire optimale. Le théorème est ainsi démontré. o 
Pour énoncer l'équivalent du théorème de vérification dans le cas où la solution 
de l'équation HJB n'est pas suffisamment dérivable, nous allons introduire les notions 
suivantes: 
Définition 3.3.7. Soit v E C([O,T] x IR) et (t,x) E [O,T] x IR. On définit: 
a) La sur-différentielle parabolique du second ordre de v au point (t, x) par: 
Dl,:;'+v(t, x) = {(q,p, P) E IR x IRn x sn 1 
-'	 1 
limS->i,sEIO,T) 1 1 1 12 [v(s, y) - v(t, x)
y-.x S - t + y - x 
-q(s - t) - (p,y - x) -1(Y - x)T P(y - x)] :S O}. 
b) La sous-différentielle parabolique du second ordre de v au point (t, x) par: 
Dz..;'-v(t,x) = {(q,p,P) E IR x IRn x sn 1 
1 
lims_,[,sE[O,T) 1 1 1 12 [v(s, y) - v(t, x) 
y-.x S - t + y - x 
-q(s - t) - (p,y - x) - ~(y - x)T P(y - x)] ~ O} 
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Remarque : On définit les sur/sous-différentielle parabolique du second ordre à 
't Dl 2 + Dl 2-. . 1 D 1 Dl 2 + Dl 2 ­drm e t+,:1: et I+.'x' respectl\rement, en restreignant s -1- t. e p us, t+,~ et t+,~ 
sont convexes et on a pour tout (t, x) E [0, T] x [R : 
D l ,2,+ (t ) C D l ,2,+ (t )t,x V ,x _ I+,x V ,x, 
D l ,2,- (t ) C D l ,2,- (t )t,x V ,x _ t+,.1: V ,x, (3.30) 
D~,:;'+( -v)(t, x) = -Di,';'-v(t, x), 
Dl1,:( -v)(t, x) = -D~1.'x-v(t, x). 
Les inclusions peuvent être strictes. D'après a) et b) de la définition (3.3.7), on voit que, 
pour tout v E C([O,T] x [Rn) et (t,x) E [O,T] x [Rn, 
Di.~;'+v(t,x) + {O} x {O} x S':- = Di.';'+v(t,x), 
(3.31 ){ D~,:;'-v(t,x) - {O} X {O} X S':- = Di,:;'-v(t, x), 
et pour tout (t, x) E [0, T] X [Rn, 
D~~~:V(t,~) + [0,(0) X {O} X S:: D~~~:V(t,X), (3.32){ D1+,x v(t,x) - [0,(0) X {O} X S+ - Dt+,x v(t,x), 
où S":- = {S E snlS 2: O}. 
De plus v E C([O,T] X [Rn) admet des dérivées VI,Vx et Vxx en (to,xo) E [O,T] X [Rn, 
si et seulement si 
Théorème 3.3.8. (Théorème de vérification «non classique)).)
 
On suppose (S1) , et (S2) , satisfaites. Soient V la fonction valeur, (s, y) E [0, T] X [Rn
 
fixé et (uC), xC)) la paire optimale du problème (SCxy ). Alors pour tout
 
(q,p, P) E L}(s, T; [Rn) X L}(s, T; [Rn) X L}(s, T; sn) satisfaisant:
 
(q(t), p(t), P(t)) E Di1,~-V(t, x(t)), tE [s, T], P - p.s., 
on doit avoir : 
!E(q(t)) ~ !E(G(t,x(t),u(t),-p(t),-P(t)), tE [s,Tl. 







Nous amorçons dans ce chapitre l'application pratique de la théorie que nous ve­
nons de reviser. Nous étudions essentiellement le problème de sélection du portefeuille 
moyenne-variance. En effet, il s'agit pour un investisseur, de trouver la stratégie d'in­
vestissement telle que la valeur espérée de sa richesse terminale satisfasse IE( X (T)) = d 
pour un d donné, tout en s'assurant de minimiser le risque représenté par la variance 
de sa richesse terminale. Nous regardons premièrement, le cas sans contrainte de vente 
à découvert, c'est-à-dire que notre investisseur est autorisé à vendre des titres sans les 
détenir. Ensuite, nous explorons celui où cette pratique de «vente à crédit» est inter­
dite, ce sera le cas dit avec contrainte. Les deux cas seront traités en utilisant les deux 
approches de résolution dont nous avons discuté dans le chapitre précédent, à savoir, le 
principe du maximum stochastique ct la programmation dynamique. 
4.1 Formulation du problème. 
Dans ce qui suit, X' désigne la transposée de X. 
Considérons un modèle de marché dans lequel m+ 1 actifs sont échangés continuel­
lement. L'un d'entre eux, sans risque, qu'on appelle obligation, est tel que le processus 
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de prix Po(t) vérifie l'équation différentielle ordinaire: 
dPo(t) = r(t)Po(t)dt, t E [0, Tl, (4.1){ Po(o) = Po > 0, 
où r(t»O, est le taux d'intérêt de l'actif sans risque. Il va de soi que Po(t) augmentera 
constamment dans le temps. Les m autres actifs risqués appelés actions, sont tels que 
les prix Pl (t), "., Pm (t) satisfont l'équation différentielle: 
jdP,(t) ~ Piltl{ bi(t)dt + ~ Uij (t)dW (t) }, t E [0, Tl, i = 1, "., m. 
(4.2) 
{ 
?(O) = p' > °'l. 1.' 
où bi : [0, T] ~ 1R, bi(t) > °est appelé le taux d'appréciation, et 
(Ji(t) = ((Jil (t),··· (Jim(t)) : [0, T] ~ 1Rm est la volatilité ou encore dispersion cie 
la iième action W == (W l (t),'" ,Wm(t))' est un mouvement brownien standard m­
dimensionnel, défini sur un espace de probalité filtré et complet (D, F, {Fdt>o, P). Le 
terme de diffusion ((Ji(t),dW(t)) == 2:;:1 (Jij(t)dWj(t) de (4.2) reflète la fluctuation du 
prix des actions, traduisant ainsi le caractère risqué de ces actifs. Pour intéresser les 
éventuels acheteurs, il est naturel de supposer: 
bi(t) > r(t), 'Vt E [0, Tl, 1::; i ::; m. (4.3) 
On définit la matrice de variance 
(J(t) = 
Et on suppose la condition de non-dégénérescence, c-à-d qu'il existe 0> °tel que: 
(J(t)(J(t)' 2 Of, 'Vt E [0, T]. (4.4 ) 
Considérons maintenant un investisseur détenant Ni(t) parts de j'actif i (i = 0,1, "., m) 
à l'instant t, et notons par X(t) sa richesse totale. On a: 
m 
X(t) = L N;(t)?;(t), t 2 O. (4.5) 
i=O 
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Alors, en nous servant de l'équation (2.10), en supposant qu'il n'y pas de frais de transac­
tion sur les actions, c-à-d f.1i(t) = O(i = 1, ... , m), et qu'aucun retrait pour consommation 
n'est effectué, c-à-d c(t) = °pour tout t ~ O. La dynamique de la richesse totale de 
notre investisseur est modélisée par l'équation différentielle stochastique suivante: 
dx(l) ~ (T( I)xll) + ~ lb, (1) - T(I) lUi Il)) dl +t,~ ai] 1I)Ui (l)dW j (1), (4.6) 
{ 
x(O)	 = xo, 
où Ui(t) = Ni(t)Pi(t), est la richesse de l'investisseur sur le i e actif. Lorsque Ui(t) < ° 
, il/elle est à court du iième actif. Quand uo(t) < 0, l'investisseur emprunte le montant 
luo(t)1 au taux d'intérêt r(t). Il est clair qu'en changeant Ui(t), notre investisseur change 
l'allocation de sa richesse sur les m + 1 actifs. Le vecteur u(t) = (u] (t), ... ,um(t)) est 
le portefeuille de l'investisseur. Et il faut remarquer que l'allocation faite à l'obligation 
n'apparaît pas dans le portefeuille, puisque ce dernier est entièrement déterminé par 
l'allocation effectuée sur les actions, étant donnée la richesse totale. 
Défini tion 4.1.1. La stratégie moyenne-variance est la stratégie d'investissement qui 
satisfait !E(x(T)) = d, pour d donné, tout en s'assurant de min-imiser le risque, représenté 
par la variance de x(T) . 
Le problème d'optimisation correspondant se formule de la manière suivante: 
min Var x(T) == !E[x(T) - d]2 
lE(x(T)) = d, (4.7) 
so-us	 uC) E L}(O, T; IR~), 
{ (XC), uC)) satisfait (4.6). 
Le contrôle optimal de (4.7) est appelé stratégie efficiente, la paire (Var (x(T)), d), où Var 
(x(T)) est la valeur optimale de (4.7) est le point efficient, et l'ensemble de tous les points 
efficients lorsque d parcourt [xoeJoT r(s)ds, +(0) (xoeJrr(s)ds correspond au gain réalisé si 
toute la richesse initiale était placée dans les obligations) est la frontière efficiente. 
Avant d'entamer la résolution de notre problème, rappelons deux principaux ré­
sultats utiles de l'analyse convexe. 
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Lemme 4.1.2. Soit s une fonction continue, strictement convexe et quadratique définie 
par 
(4,8) 
où [3' E ~r;..', D E ~mxm, et D'D > 0,
 
Alors s admet un unique minimum z E [0, co)m, c-à-d,
 
Lemme 4.1.3. Soit h une fonction continue, strictement convexe et quadratique définie 
par 
h(z) = ~Z'D'DZ - oBz, z E [O,co)m, (4,9) 
où [3' E ~~, D E ~mxm, et D'D > 0, 
(i)	 pour tout a? 0, h admet un unique minimum aD-I~ E [O,co)m, 
où ~ = (D')-l Z + (D')-I[3', z étant le minimu,m de s(z) du lemme (4,1.2), de pl'us 
ZD-l~ = °et 
h(aD) = h(o:D-l~) = _~0:2 Il ~ 11 2 ,
 
avec D = (D'D)-I Z + (D'D)-I[3',
 
(ii)	 Pour tout 0: < 0, h admet un minimum unique qui est 0, 
La preuve cles lemmes 4,1.2 et 4,1.3 est donnée dans la section 5,2 de Xu et Shreve 
(1992), 
4.2 Résolution par le principe du maximum stochastique 
4.2.1 Problème sans contrainte. 
Pour plus de commodité dans les calculs, nous nous plaçons dans le cas où m = 1, 
et b, a et r sont des constantes positives, Posons 
()=a-1(b-r), 
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eest le coefficient de risque relatif Nous supposons qu'il n'y a pas d'interdiction de vente 
à découvert, c-à-du(-) E L}(O, T; IR). Plus précisément, on aU c:;; IR. 
Minimiser Var x(T) = lE[x(T) - IE(T)]2, sous IE(T) = d, revient à minimiser 
lE[x(T)2]. Étant donnée la contrainte lE(x(T)) = d, nous allons faire appel à la méthode 
du multiplicateur de Lagrange. En introduisant le multiplicateur ÀT E IR (puisque la 
contrainte dépend de T), notre problème se ramène donc à minimiser: 
IE{ x(T)2 + ÀT[x(T) - d]}, (4.10) 
équivalent à minimiser: 
(4.11) 
l'équation d'état associée étant 
(4.12) 
Nous savons d'après la remarque qui suit le théorème 3.1.1 que pour U c:;; IR convexe 
et compact, le contrôle optimal existe car les fonctions f == 0 et h : x --7 (x + ~) 2 
sont convexes. Soit (i(-),u(-)) une paire optimale, les équations adjointes du premier et 
second ordre associées au problème sont respectivement: 
dp(t) = -rp(t)dt + q(t)dW(t) (4.13){ p(T) = -2(i(T) + ~), 
et 
dP(t) = -2rP(t)dt + Q(t)dW(t) (4.14){ P(T) = -2. 
La résolution de l'EDSR (4.14) est immédiate et donne la solution 
(P(t),Q(t)) = (_2e 2r (T-tl,0). 
Quant à (4.13), nous allons chercher p(t) de la forme 
p(t) = W(t)i(t) + cI>(t)ÀT, avec w(T) = -2, cI>(T) = 1, 
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où w(t) et <P(t) sont des fonctions déterministes. On a ainsi: 
dp(t) = { \Ïi(t)x(t) + [rx(t) + (b - r)ü(t)]w(t) + <Î>(t)ÀT } dt + (lW(t)iL(t)dW(t) (4.15) 
Avant de continuer, notons que la fonction H (telle que définie par 3.12) correspondante 
au problème est donnée par 
1H(t,i, u) = 2(12 P(t)u2 + [P(t)(b - r) + (lq(t) - (12 P(t)ü]u + rxp(t) (4.16) 
H(t,i,u) est visiblement quadratique en u, et d'après le théorème 3.2.1, une condition 
nécessaire pour que ü(-) soit le contrôle optima.l est que la dérivée de H en il s'annule, 
c'est-à dire 
p(t)(b - r) + (lq(t) = 0, 
ce qui conduit à 
-()p( t). 
Il va de soi que cette dernière relation entre p(t) et q(t) permet de voir l'EDSR (4.13) 
comme une simpe EDS (bien sûr en inversant le temps). 
En identifiant les écritures de dp(t) dans (4.15) et (4.13), on obtient 
lÎ!(t)x(t) + [rx(t) + (b- r)iL(t)]W(t) + <Î>(t)ÀT = -rp(t) 
(4.17) 
{ (lw(t)ü(t) = q(t), 
De cette deuxième égalité de (4.17), on écrit 
1iL(t) 
- (lw(t) q(t) 
-() 
- (lW(t)p(t) 
- (I;~t) [W(t)x(t) + <I>(t)ÀT] 
-() [ <P(t)]
-- x(t)+-ÀT(1 w(t) , 
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et en remplaçant ü(t) par sa valeur ci-dessus dans la première égalité de (4.17), on obtient 
. { -g [ <P(t)] } .\lJ(t)x(t) + rx(t) + ~(b - r) x(t) + \lJ(t) Ày \lJ(t) + <P(t)ÀT = -rp(t), 
qui s'écrit encore 
[~(t) - g2\lJ(t) + r\lJ(t)] x(t) + [<ÎJ(t) - g2<p(t)] ÀT = -r\lJ(t)x(t) - r<P(t)ÀT. 
Nous allons donc choisir \lJ(t) et <p(t) cie manière à satisfaire les équations différentielles 
ordinaires suivantes: 
~(t) - g2\lJ(t) + 2r\lJ(t) = 0 
(4.18){ \lJ(T) = -2, 
et 
<ÎJ(t) - g2<p(t) + r<P(t) = 0 
(4.19) { <P(T) = 1. 
La résolution des EDOs (4.18) et (4.19) est directe et fournit les solutions 
Remarquons que \lJ(t) < 0, pour tout t E [0, TL par conséquent les manipulations algé­
briques effectuées plus haut sont tout à fait justifiées. Notre candidat pour le contrôle 
optimaJ est donc 
1
ü( t) 
- cr\lJ(t) q(t) 
g _ ÀT -r(T-t)
--x - -e . 
cr 2 
Pour montrer que (x C), üC)) est une paire optimale, nous utilisons essentiellement 
le théorème 3.2.4 sur la suffisance du principe du maximum stochastique. Il est clair 
que par sa construction, üC) maximise la fonction H : lt --7 H(t, x, lt), manifestement 
concave. D'autre part, h(x) = (x + q-)2 est convexe et de plus, on a J'hamiltonien 
H(t,x(t), lt(t), p(t), q(t)) = p(t)[rx(t) + (b - r)lt(t)] + crq(t)lt(t) 
qui est concave. 
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4.2.2 Problème avec contrainte. 
Rappellons d'abord que: 
- XI désigne la transposée de X 
- X+ = max(X, 0), X- = - min(X, 0) 
- Lj(O, T; ]R.n) désigne l'ensemble des processus Ft2:0-adaptés XC) à valeurs dans 
]R.n tels que JEU;; IXIP) < 00 (p E [1, (0)). 
- L'F(O, T; ]R.n) désigne l'ensemble des processus Ft2:0-adaptés à valeurs dans ]R.n 
essentiellement bornés. 
Nous examinons maintenant le cas où la vente à découvert est prohibée, en d'autres 
termes uC) E L}(O, T; ]R.~) . Nous considérons cette fois le cas rn-dimensionnel; b, (J 
et r pouvant être des matrices déterministes de dimensions convenablement choisies. 
Cependant, la variable d'état x est prise unidimensionelle. 
Rappelons que l'équation qui modélise l'évolution de la richesse totale est 
m m 
dx(t) = {r(t)x(t) + t;lbi(t) -r(t)]ui(t)}dt+ ~t;(Jij(thii(t)dWj(t), 
(4.20) 
{ 
x(O) = XO. 
Elle est linéaire en U et x. La fonction de coût que nous désirons minimiser est 
(4.21 ) 
Nous reconnaissons là un problème linéaire quadratique (LQ) ; linéaire parceque l'équa­
tion d'état est linéaire en u et x, et quadratique parce que la fonction de coût est une 
fonction quadratique des mêmes variables. Les problèmes LQ constituent une classe im­
portante de problèmes cie contrôle optimal. Car, non seulement ils modélisent beaucoup 
de problèmes dans des cas pratiques, mais aussi les problèmes non linéaires peuvent être 
raisonnablement approximés ces derniers. Nous allons donc rapidement présenter une 
méthode de résolution générale des problèmes LQ avant de revenir à notre problème 
moyenne-variance. 
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Problème LQ général avec contrainte. 
A cause de la contrainte sur u (qui en fait entraîne une contrainte sur x), la 
démarche effectuée au paragraphe précédent ne s'avère plus appropriée. Nous adoptons 
cependant une au tre approche similaire, mais légèrement différente. On considère] 'EDS 
linéaire suivante: 
dx(t) = [A(t)x(t) + B(t)u(t)]dt + [x(t)C(t)' + u(t)'D(t)']dW(t), tE [0, T] 
{ 
x(O) = Xa, 
(4.22) 
où A, B, C et et D sont des processus {Fr}t>a-adapté (possiblement à valeurs matri ­
cielles), et Xa E IR est un scalaire. Soit r un cône fermé, c-à-d, r est fermé, et si uEr, 
alors au E r, Va 2' 0 . L'ensemble des contrôles admissibles est 
Uad:= {u(-) E L}(O,T;IRm ) u(t) E r,p-p.s.,t E [O,T] et (4.22)1 
admet une unique solution sous u(-)} 
On suppose que la fonction de coût est donnée par 
J(xa, u(-)) := lE {lT [Q(t)x(t)2 + u(t)' R(t)u(t)]dt + Gx(T)2 } (4.23) 
Émettons l'hypothèse suivante: 
Hypothèse (Al) : 
A,Q E LF'(O,T;IR), BE LF'(0,T;IR1Xm ), CE LF'(O,T;IRk ), 
{ DE LF'(O, T; IRkXm ), RE L'J(O, T; sm), GE L'Fr(D; IR). 
Le problème LQ stochastique associé à (4.22)-(4.23) est de 
minimiser J(xa,u(-)), 
{ sous uC) E Uad· 
43 
Maintenant, définissons les fonctions 
H+(t, w, v, P, A) := v'[R(t,w) + PD(t, w)'D(t,w)]v 
+2v'[B(t,w)'P + D(t,w)'PC(t,w) + D(t,w)'i\l, 
H_(t,w,v,P,A) v'[R(t,w) + PD(t,w)'D(t,w)]v 
-2v'[B(t,w)'P + D(t,w)' PC(t,w) + D(t,w)' A], 
et 
H~(t,w,P,A) .- inf H+(t,w,v,P,A),
vEr 
H*-(t,w,P,A) .- inf H_(t,w,v,P,A),
vEr 
pour (t,w,v,P,A) E [O,T] x n x ~m X ~ X ~k 
Enfin, un peu comme les équations adjointes dans le cas sans contrainte, consi­
dérons les deux EDSRs non linéaires suivantes (on masque les arguments t et w) : 
dP+ = - {(2A + C'C)P+ + 2C'A+ + Q + H+.(P+, A+)} dt + A~dW, tE [0, Tl, 
P+(T) = G, 
{ 
R+ P+D'D > 0, 
(4.24) 
dP_ = - {(2A + C'C)P_ + 2C'iL + Q + H~(P_, A_)} dt + A~dW, tE [0, Tl, 




Notons que lorsqu'il n 'y a pas de contraintes, c-à-d r = ~m, 
H~(t, P, A) = H~(t, P, A) = -[PB + (C' P + A')D](R + PD' D)-l [B' P + D'(PC + A)]. 
Nous énonçons Je théorème d'existence de solutions des EDSRs (4.24) et (4.25). 
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Théorème 4.2.1. Nous avons deux cas: 
(i)	 Cas standard: si Q :::: 0, R > 0, avec R- 1 E L'F(O, T; IR.mxm), et G :::: 0, alors il 
existe une solution bornée non négative (P+, A+) resp. (P_, A_) de l'EDSR (4.24) 
resp.(4.25). 
(ii)	 Cas singulier: si Q :::: 0, R :::: 0, G > 0, avec G- 1 E L'F(O, T; IR.), et D' D > 0, avec 
DID E L'F(O, T; IR.mxm ) alors il existe une solution bornée uniformément positive 
(P+, A+) (resp.(P_, A_)) de l'EDSR (4.24) (resp.( 4.25)). 
Démonstration. Voir (Hu et Zhou, 2005)	 o 
Avant de donner la forme explicite de la solution du problème LQ (4.22)-(4.23), 
on définit lorsque R + PDI D > 0, 
avec	 (t,w,P,A) E [O,T] x st x IR. X ffi.k. 
Théorème 4.2.2. Soient (P+, A+) E L}(st; C(O, T; IR.)) x L}(O, T; IR. k ) et (P_, A_) E 
L}(st; C(O, T; IR.)) x L}(O, T; IR. k ) les solutions respectives de (4.24) et (4.25) (cas stan­
dard et singulier). Alors 
est optimal pour le problème (4.22)-(4.23). De plllS, le coût optimal est dans ce cas 
Démonstration. Voir (Hu et Zhou, 2005)	 o 
Revenons maintenant à notre problème moyenne-variance (4.20)-(4.21) dont la 
fonction de coût associée est 
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Reconnaissons que notre fonction de coût n'a pas une forme exacte souhaitée. Pour 
avoir une forme exacte du problème LQ stochastique général, cherchons le changement 
de variable adéquat 
y = x + ÀT {3(t), 
tel que 
(x(T) + ~)2 = y(T)2 + cte, et 
{ l'équation (4.20) en y doit garder la forme générale des problémes LQ général, 
ce qui conduit à résolution de 
/3(s) = r(s){3(s), 
{ (x(T) + ~)2 = y(T)2 + cte. 
Des calculs simples donnent 
1 fT(3(t) = "2e- t r(s)ds, cte = O. 
Donc, en effectuant le changement de variable 
Y = x + À
T e- Jt r(s)ds2 1 
la fonction de coût à minimiser devient 
et l'équation d'état associée 
dy(t),~ (r(t)y(t) +t1bi(t) - r(t)]Uj(t)}dt + ~~ U'j(t),,(t)dWj(t), 
(4.26) 
{ y(O) = Xo + q.e- Jo r(s)ds 
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a exactement la même forme que (4.22), avec: 
A(t) = r(t), Q(t) = R(t) = C(t) == 0,
 
D(t) = (j(t)', B(t) = (b] (t) - r(t),··· ,bm(t) - r(t)),
 
{ 
G(t) = 1. 
Il s'agit donc d'un cas singulier avec r = IR~. Nos coefficients étant déterministes, II. = 0, 






H~(t, P) .- inf H+(t,v,P),
vEr 
H: (t, P) .- infH_(t,v,P),
vEr 
Le lemme 4.1.3 nous dit que H~ et H: sont bien définies. Mieux, H~(t, P) == O. Donc, 
les EDSRs (424) et (4.25) dans ce cas sont 
dP+ = -[2r(t)P+ + H~(t, P+)]dt, t E [0, Tl,
 










P_(t) > 0, 
et on a 
ç+(t, P) .- argminvEfH+(t, v, P) == 0, 
ç-(t, P) .- argminvEfH_(t, v, P), 
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Théorème 4.2.3. Soient P+ E L}(f!; C(O, T; IR)) et p_ E L}(f!; C(O, T; IR)) les solu­
tions respectives de (4.27) et (4.28). Alors, 
ü(t) = ç_(t , P_(t))y-(t), 
si x + ~e- ftT r(s)ds < O·= {-ç_(t,P_(t))[x+Tq-e-ftTr(S)dS] 2 ­ , 
0, si x + q-e- ft r(s)ds > O. 
est optimal pOUT le problème (4.20)-(4.21). De plus, le coût optimal est dans ce cas 
J(XQ) = inf J(XQ, u(-)) 
U(-)EUad 
T T
P+(O) [(XQ + À;'e- fo r(s)ds)+r+ P_(O) [(XQ + À; e- fo r(s)ds))-r. 
Démonstration. Le résultat découle directement du théorème 4.2.2 o 
4.3 Resolution par la programmation dynamique. 
4.3.1 Problème sans contrainte. 
Pour commencer avec cette approche, nous allons comme précédemment considé­
rer le cas m = l, avec b, (J et r des constantes positives. Nous supposons qu'il n'y a pas 
d'interdiction de vente à découvert. Rappelons que le problème du contrôle optimal dans 
ce cas est de trouver ü(-) E L}(O, T; IR) tel que: 
J (s, y, ü(-) ) inf J(s,y,uC)) (4.29) 
u.EU 
inf 1E[(x(T) + ÀT)2], (4.30)
u.EU 2 
l'équation d'état a.ssociée étant 
dx(t) = [rx(t) + (b - r)u(t)] dt + (Ju(t)dW(t), 
(4.31){ x(O) = XQ. 
Soit V la fonction valeur du problème (4.29), on sait que 
V(s,y) = inf J(s,y,u(-)).
u.EU 
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L'équation BJB correspondante à notre problème est 
1 
Vt(t, x(t)) +	 inf {-2 (J2 u (t)2 vxx (t, x(t)) + v.c(t, x(t)) [rx(t) + (b - r)u(t)]} = 0 
u.()E~ 
ÀT)2
v(T,x)= (x+ 2 . 
(4.32) 
Nous allons déterminer une solution de (4.32) de la forme 
v(t. x) = [cp(t)x + "((t) À;], <p(T) = 1, "((T) = 1. 
Les dérivées partielles de v(t,x) donnent les égalités 
Vt(t, x(t)) = 2 [<p'(t)x + "('(t) ÀT ] [<p(t)x + "((t) ÀT ], 
2 À 2 
vx(t, x(t)) = 2<p(t) [cp(t)x + "((t) ;], (4.33) 
vxx(t, x(t)) = 2cp(t)2. 
Le	 polynôme suivant, provenant de (4.32) et qui est du second degré en u(t) 
"21 (J2 u (t)2 v.T :" (t, x(t)) + vx(t, x(t))(b - r)u(t) + vx(t, x(t))rx(t), (4.34) 
Vt(t, x(t)) + 2(J2u(t)2Vxx (t, x(t)) + vx(t, x(t))[rx(t) + (b r)u(t)] 
atteint son minimum en 
_( ) _ (r - b)vx 
ut - 2 .(J VXX (4.35) 
L'équation (4.32) devient donc 
1 
- =	 0 
(4.36) 
v(T, x) = (x + À;) 2. 
En remplaçant U, Vt, Vx et Vxx par leurs valeurs respectives de (4.33) dans (4.36), et en 
simplifiant, on aboutit à l'expression suivante 
g2 g2 
[<p'(t) - 2CP(t) + rcp(t)]x(t) + b'(t) - 2 Î '(t)] = 0, Vt E [0, T] (4.37) 
Nous allons donc choisir cp et "( de manière à satisfaire les deux équations d\fférentielles 
ordinaires (EDOs) : 





'Y(t) = 0 
(4.39){ 
'Y(T) = 1. 
On trouve aisément les solutions de (4.38) et (4.39) suivantes 
Ainsi, on obtient 
v(t,x) = [e(r-~)(T-t)X + À; e-~(T-t)r, 
qui est solution de (4.32) par construction. Elle est suffisament lisse, c'est-à-dire que 
v(t, x) E C 1,2([O, T] x IR). L'égalité (4.35) devient donc 
-(t) _ g - ÀT -r(T-t)U - --x --e (4.40) iJ 2 ' 
c'est la stratégie efficiente par application du théorème de vérification. L'on doit re­
marquer ici que nous avons obtenu le même résultat qu'avec l'approche du principe du 
maximum stochastique.
 
Mais, que vaut le ÀT qui apparaît dans l'expression ci-dessus? Pour répondre à cette
 
question, considérons la stratégie optimale, et écrivons de nouveau l'équation qui modé­
lise la richesse totale dans ce cas :
 
dx(t) = [(r - g2)x(t) + (b - r) À; e-r(T-t)] dt + iJ( -~x + À; e-r(T-t))dW(t), 
{ x(O) = Xo. 
(4.41) 
En passant à l'espérance, on arrive a 
dJE(.r(t)) = [(r - g2)lE(x(t)) + (b - r) À; e-r(T-t)] dt, 
(4.42){ 
.r(0) = .ro. 
Et en résolvant (4.42), on aboutit à l'expression explicite de lE(x(T)) en fonction de ÀT : 
Sachant que lE(x(T)) = d, on trouve que le choix de ÀT doit être 
À* = 2 [d-.r e(r-02 )T]
T e -02T - 1 0 . 
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4.3.2 Problème avec contrainte. 
Nous regardons maintenant le cas où il existe la contrainte d'interdiction de la 
vente à découvert. Sachant que notre problème d'optimisation est du type LQ, nous 
donnons d'abord une résolution plus générale des problèmes LQ par l'approche de la 
programmation dynamique. 
Problème LQ stochastique général avec contrainte. 
Considérons ['équation différentielle stochastique suivante: 
dx(t) = {A(t)x(t) + B(t)u(t) + f(t)}dt + ~ Dj(t)u(t)dWj (t), tE [s, T] 
(4.43) 
{ 
x(s) = y, 
où A(t) et f(t) E IR. sont des scalaires. B(t)' E IR.+ et Dj(t)' E IR.m (j = 1,' .. , m) sont des 
m 
vecteurs colonnes. De plus, on suppose que la matrice .z:= Dj (t)' Dj (t) est non singulière . 
.1=1 
La classe des contrôles uC) qui sont admissibles est Urs, T] = L}(s, T; IR.+). 
Notre objectif est de trouver Je u(-) optimal, qui minimise 
(4.44) 
La fonction valeur associée au problème LQ (4.43)-(4.44) est définie par: 
V(s,y) = inf J(s,y,u(-))
u()EU[s,TI 
L'équation HJB correspondante au problème est 
Vt(t,x(t)) + inf {~Vxx(t,x(t))U'Dl(t)'Dl(t)U
u2ü 2 .. 
+vx(t,x(t))[A(t)x(t) + B(t)u(t) + f(t)l} = 0 (4.45) 
Contrairement au cas sans contrainte que nous venons d'étudier, la contrainte de non-
négativité sur le contrôle fait que ['équation de HJB n'admet malheureusement pas de 
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solutions régulières. ous ferons donc appel à la notion de solutions de viscosité. 
En référence aux lemmes 4.1.2 et 4.1.3, posons 
z:= arg (446) 
et 
~ := (D(t)')-l z(t) + (D(tn-1B(t)' (447) 
Soient ?(t), g(t) et ë(t), les solutions respectives des équations différentielles suivantes 
~(t) = [-2A(t)+ Il ~ 11 2]?(t),
 
P(T) = l, (448)
 
{ 
?(t) > 0, 'lit E [0, Tl. 
g(t) = [-A(t)+ Il ~ 11 2]g(t) - f(t)P(t), (4.49){ g(T) = 0, 
c(t) = - f(t)g(t)+ Il ~ 11 2]?(t)-l g(t)2, 
(4.50) { ë(T) = 0, 
et soient P(t), g(t) et c(t), les solu tions respectives des équations différentielles suivantes 
P(t) = -2A(t)P(t),
 
P(T) = 1, (451 )
 
{ 
P(t) > 0, 'lit E [0, Tl. 
g(t) = -A(t)g(t) - f(t)P(t), 
(4.52){ g(T) = 0, 
Z'(t) = - f(t)g(t). 
(4.53){ c(T) = O. 
52 
Proposition 4.3.1. La fonction définie par 
V(t, x) = 
1P(t)x 2 + g(t)X + ë(t), si x + e- f,T A(s)ds fT f(z)eIzT A(s)dsdz > 0 
(4.54) 
est une solution de visco~'ité de l'équation (4.45), et 
T
-D(t)-l((t)(X + e-J;T A(s)ds fT f(z)eJ. A(S)dSdz), 
T
si x + e- fL A(s)ds fT f(z)efzT A(s)dsdz ~ 0; 
ü(t, x) = 
T TfTo. si x + e- fi A(s)ds f(z)e f, A(s)dsdz > 0 
, t 
(4.55) 
est le contr6le opti.mal associé. 
Démonstration. Nous montrerons premièrement que V définie en (4.54) est une solution 
de viscosité de l'équation HJB (4.45). Il est évident de voir que 
est une solution de (4.48). Pour résoudre (4.49). définissons 
-(t) := ~(t) . 
T) P(t) 
Alors d'après (4.48) et (4.49) 
P(t)g(t) - P(t)g(t)~(t) = P(t)2 
P(t) {[-A(t)+ Il (1I 2]g(t) - f(t)P(t)} - {[-2A(t)+ Il (11 2]P(t)} g(t) 
P(t)2 
A(t)P(t)g(t) - f(t)P(t)2 
P(t)2 
A(t)ij(t) - f(t). 
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La résolution cie l'équation différentielle THt) = A(t)i](t) - f(t), avec la condition termi­
nale i](T) = 0 donne 
fTii(t) = e- ftT A(s)ds t f(z)ef,T A(s)dsdz. 
Ainsi 
T 
g(t) = P(t)ii(t) = eJ;r(A(s)-II~Ù)112)ds f f(z)ef,T A(s)dsdz 
Ensuite, en remplaçant p(t) et g(t) par leurs expressions respectives dans (4.50), on 
obtient 




= [_ f(t) + ~11((t)112e- ft A(s)ds fT f(z)ef,T A(S)dSdz] 
'eftT(A(s)-II~(s)112)ds fT f(z)efzT A(s)dsdz. 
Par conséquent, sachant que c(T) = 0, on trouve aisément 
c(t) = fT [f(v) - ~11((v)112e-f: A(s)ds lTf(z)efz7'A(S)dSdz] 
T'ef:(A(s)-1l~(s)1l2)ds l f(z)ef: A(s)dsdzdv. 
Définissons la region f 1 du plan des (t, x) par 
T T }f l := { (t, x) E [0, Tl x IR. x + e- ft A(S)dS.Jtrr f(z)e ft A(s)dsdz < 01 
Dans fI, la fonction V telle que définie par (4.54) est suffisamment lisse pour que les 
termes suivants 
Vt(t, x(t)) = ~!(t)X2 + g(t)x + c(t),
 
Vr (t, x(t)) = P(t)x + g(t), (4.56)
 
{ VxA t, x (t )) = P(t ) 
soient bien définies. 
En les substituant dans le membre de gauche de (445),que nous noterons par (HJB)r, 
on obtient 
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Vt(t, x) + VT(t, x)[A(t)x + f(t)]
 
+~~~ {~Vxx(t, x)u'Dj(t)'Dj(t)u + Vx(t, x)B(t)u}
 
[~P(t)X2 + g(t)X + C(t)] + [P(t)X + g(t)][A(t)x + f(t)] 
+~~t {~Pu' Dj(t)'Dj(t)u + [P(t)x + g(t)]B(t)'u} 
[~P(t) + A(t)P(t)]X2+ [g(t) + A(t)g(t) + f(t)P(t)]x + [c(t) + f(t)g(t)] 
+P(t) inf {~U'Dj(t)'Dj(t)u + [x + ry(t)]B(t)u}. u~o 2 
1 
En utilisant le lemme 4.1.3 ci-dessus, avec h(u) = 2u'Dj(t)'Dj(t)u + [x + ry(t)]B(t)'lL, il 
vient que pour ex = ~[x + ry] > 0, la fonction h atteint son minimum en 
ü(t, x) o:V-l~(t) 
-[x + ry]'D-l~(t)
 
- [x + e- J,T A(s)ds fT f( z )eJ,T A(s)dsdz] v- 1~(t)
 
Le même lemme nous dit qu'on a 
h(ü(t, x)) =	 h(exV-l~) 
_~ex2 Il (1/ 2 
2 
= -~[x + 1]]2 Il ~ 11 2, 
ainsi (H J B)rJ	 devient donc 
(HJ B)rl = [~P(t) + A(t)P(t)]x2+ 19(t) + A(t)g(t) + f(t)P(t)]x + [c(t) + f(t)g(t)] 
+P(t)[-~[x + 1]]2 Il ~ 11 2] 
= {~p(t) + [A(t) - ~11~112]P(t)} x2+ {g(t) + [A(t) - 11(112]g(t) + f(t)P(t)} x 
+ {C(t) + f(t)g(t) - ~ 11~112 p(t)-l g(t)2 } 
o 
55 
car P,g et c sont solutions des EDOs (4.48)-(4.50) respectivement. Ce qui montre que 
V est solution de (4.45) dans la région fI' 
Ensuite, on considère la région f 2 définie par 
T 
f 2 := { (t, x) E [0, T] x IR x + e- f(T A(s)ds1 f(z)efr A(s)dsdz > 0} 1 
Un raisonnement similaire à celui que nous venons d'effectuer conduit à 
P(t)	 = e2ftT A(s)ds, 
rg(t)	 = eftT A(s)ds JI f(z)efzT A(s)dsdz, 
T 
C= JIr f(v)e fvT A(s)dsd1 f(z)e fzT A(s)dsdzdv, 
1	 I 
TTij =	 $!il = e- f t A(s)ds r f(z)efzT A(s)dsdz 
P(t) JI 
Dans f 2 , la fonction V telle que définie par (4.54) est suffisamment lisse pour que les 
termes suivants 
vt(t, x(t)) = ~!(t)x2 + g(t)x + Z(t), 
Vx(t,x(t)) = P(t)x + g(t), 
{ 
Vxx(t, x(t)) = P(t) 
soient bien définis. En les substituant dans le membre de gauche de (4.45), que nous 
noterons par (H J B)r2' on obtient 
V/(t, x) + Vx(t, x)[A(t)x + f(t)J 
+ inf {~V1;X (t, X )u'Dj (t)' Dj (t)u + V1; (t, x )B(t)u}u~O 2 
[~?(t)x2 + g(t)x + Z(t)] + [P(t)x + g(t)][A(t)x + f(t)] 
+ inf {~Pu'Dj(t)'Dj(t)u + [P(t)x + 9(t)]B(t)u}u~O 2 
[~P(t) + A(t)P(t)]x2+ [g(t) + A(t)g(t) + f(t)P(t)]x + [Z(t) + f(t)g(t)] 
+P(t) inf {~u' Dj (t)' Dj(t)u + [x + ij(t)]B(t)u}.u~O 2 
En utilisant le lemme 41.3 ci-dessus, avec h(u) = ~u' Dj(t)'Dj(t)u + [x + ij(t)]B(t)u, il 
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vient que pour ex = -[x + i]] < 0, la fonction h atteint son minimum en 
ü(t,x) = a 
En remplaçant ü(t, x) par sa valeur dans (H J B)r2' et sachant que P, 9et csont solutions 
des EDOs (4.51)-(4.53) respectivement, il va de soi que (H J B)r2 = O. Ce qui montre 
ainsi que V est solution de (4,45) dans la région f 2 , 
Enfin, on considère la région 
f 3 := {(t, x) E [0, T] x IR. 1 x + e- ft A(s)ds l T f(z)eftT A(s)dsdz = a} 
f 3 est la région correspondant à 
x + f; = 0, 
c-à-d, 
x = -f; 
Donc 
1 - 2V(t, x) "2?(t)x + g(t)x + c(t) 
1 - 2
"2?(t)( -f;(t)) + g(t)( -f;(t)) + c(t) 
1 
-"29(t)f;(t) + c(t) 
Mais la dérivée du produit ,q(t)f;(t) donne 
(g(t)f;)(t)' ,q(t)f;(t) + g(t)~(t) 
{[-A(t)+ Il ( 11 2]g(t) - f(t)?(t)} f;(t) + g(t) {A(t)f;(t) - f(t)} 
-2f(t)g(t) + 11(11 2]?(t)-lg(t)2 
2c(t) 
En intégrant les deux membres de l'égalité ci-dessus, avec g(T) = f;(T) = c(T) = 0, il 
vient que 
1 
c(t) = "2 9(t)f;(t) 
De la même manière, 
c(t) = ~g(t)17(t) 
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On en déduit que 
V(t,x) = -~g(t)i)(t) + ë(t) = -~g(t)17(t) + Z(t) = 0 
Donc la fonction V s'annule sur r3, elle est conséquent continue en tout point (t, x) E r3. 
De plus, 
Vt(t,:r(t)) = ~!(t)x2 + .q(t)x ~ c(t) = ~P(t)x2 + g(t)x + 2;(t) = 0, (457) 
{ Vx(t.x(t)) = P(t)x + g(t) = P(t)x + g(t) = O. 
V est donc de classe Cl sur r3 . Cependant Vn n'est pas définie sur r3 , 
car P(t) cf. P(t). Ce qui signifie que V ti C 1,2([O, T] x ]Rn). Nous faisons donc recours à 
la notion de solution de viscosité. On peut montrer que 
D(l,';'+V(t, x) = {ü} x {O} x [P(t), (0), 
{ Di,,;'-v(t,x) = {ü} x {O} x (-oo,),P(t)]. 
Définissons l'hamiltonien associé à l'équation HJB (4.45) par 
G(t, x, u, p, P) = p[A(t)x + B(t)u + f(t)] + "21 Pu' D(t)' D(t)u 
Pour tout (q, p, P) E DU'+V(t, x), avec (t, x) E r 3, on a 
q + inf G(t, x, u, p, P) = inf {~pu'D(t)' D(t)U} 2 {~P(t)u' D(t)' D(t)U} = 0 
u2:0 u2:0 2 2 
Donc V est une sons-solution de viscosité de l'équation HJB (4.45). 
D'autre part, pour tout (q,p,P) E Df';'-V(t,x). avec (t,x) E r 3, on a 
1 1 
q+ inf G(t,x,u,p,P) = inf {-2 PU'D(t)'D(t)U} ::;: {-2 P(t)U'D(t)'D(t)U} = 0 
u2:0 u2:0 
Donc V est une sursolution de viscosité de l'équation HJB (4.45). 
Enfin, il est évident que V (T, x) = ~x2 V est donc une solution de viscosité de 
l'équation HJB (4.45). De plus, pour tout (t,x) E r,3 tel que 
(q*(t,x),p*(t,x),P*(t,x),ü(t,x)):= (O,O,P(t),O) E Di:;'+V(t,x) x U[.s,T], 
alors 
q*(t,x) + G(t,x,ü(t,x),p*(t,x),P*(t,x)) = O. 
Il s'ensuit par le théorème de vérification (Théorème 3.3.8), que u(t, x) définie en (4.55) 
est le contrôle optimal, ce qui achève ainsi la démonstration. o 
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Revenons à notre problème moyenne-variance. Rappelons que nous désirons 
minimiser la fonction de coût 
Ce qui est équivalent à minimiser 
En posant 
À 
X(t) = x(T) + ;, 
notre problème revient donc à minimiser 
sous 
dX(t) = {A(t)X(t) + B(t)u(t) + f(t)}dt + ~Dj(t)U(t)dWj(t), 
(4.58) 
{ ÀTX(O) = xo + 2' 
où 
A(t) = r(t), B(t) = (b 1(t) - r(t),··· ,bm(t) - r(t)), (4.59)ÀT{ f(t) = -2r(t), Dj(t) = (O"lj(t),··· ,O"mj(t)). 
En se basant sur (4.46) et (4.47), posons 




(1 est la matrice colonne à m lignes dont tous les coefficients sont égaux à 1.) 
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Stratégie optimale: D'après la proposition 4.3.1, le contrôle optimal du pro­
blème moyenne-variance avec interdiction de vente à découvert est 
-(CJ(t)')-le(t) [X - q:(1 - e- J/ r(S)dS)] T 
u(t, X) si X - q:(1 - e- J, r(s)ds) ::; 0 
{ o si X - q: (1 - e- J,T r(s)ds) > 0, 
-((J(t)(J(t)')-l [n(t) + (b(t) - r(t)l)] [x + q:e- ft r(S)ds] 
si x + ~e- J,T r(s)ds < 0 
{ 2 ­
o si x + ~e- J,T r(s)ds > O. 
Frontière efficiente: Nous allons spécifier la relation entre Var(X (T)) et IE[X (T)]. 
Notons que 
lE [(x(T) + À;)2]
 
lE [x(T)2 + À1'x(T) + (À;)2]
 
Ainsi, 
et en soustrayant d2 dans les deux membres de l'égalité ci dessus, on a 
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Donc 
min ~IE {[x(T) - d]2 + ÀT[x(T) - dl}
u()EUIO,TI2
 
. l [ 2] l ÀT 2
mm -lE X(T) - -(d + -)
u()EU[O,TI 2 2 2 
V(O, X(O)) - ~(d + 7)2
 
~P(O)X& + g(O)Xo + c(O) - ~(d + 4f)2
 
{ 
!P(O)X& + g(O)Xo +<:(0) - ~(d + 4f)2 
~P(O)[xo + 4fF + g(O)[xo + 4f] + c(O) - ~(d + 4f)2 
T
si x + ~e- Jo J'(s)ds < 0o 2 ­
~P(O)[xo + ~]2 + g(O)[xo + 4f] + <:(0) - ~(d + 4f)2 
T
si xo + À[ e- Jo r(s)ds > 0 
En remplaçant P(O), .g(O), c(O), P(O), g(O), <:(0) par leurs valeurs repectives, on en 
déduit que sous la stratégie efficiente (4.62), le coùt optimal est 
min IE{ [x(T) - d]2 + ÀT[x(T) - dl}	 (4.62) 
u()EUjO,T) 
T
e- JO 118(s)11 2 ds [xoeJoT r(s)ds + 4f] 2 - (d + 4f)2 
si x + ~e- JoT r(s)ds < 002­
(4.63) 
[xoe JoT r(s)ds + 4fr (d + ~)2-

si xo + ~e- J; r(s)ds > 0 
Pour obtenir la variance minimale, l'on doit par théorème de dualité de Lagrange (Luen­
berger, 1968), maximiser la valeur de (4.62) sur l'ensemble des ÀT E IR. 
(4.62)	 atteint sa valeur maximale 
(d - xoeJoT r(s)ds)2 
Var x(T) 
eJoT IltI(s)II 2 ds - l 
(lE(x(T)) - xoeJoT r(s)ds)2 
T ­
eJo IltI(s)11 2 ds - l 
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en 2X = 2(d - xoefoT (r(s)-lê(s)1I )ds)
T 
e- foT lIë(s)1I 2ds - 1 
CONCLUSION 
Nous venons d'aborder dans le cadre de notre travail la notion d'optimisation 
stochastique en temps continu. Après avoir formulé quelques exemples de problèmes 
d'optimisation avec et sans contraintes, nous en avons donné deux approches de réso­
lution qui, en fait, ne sont que des conditions nécessaires d'optimalité. La première, le 
principe du maximum stochastique, consiste essentiellement à maximiser la fonction que 
nous avons notée H. Cette méthode fait recours à la notion d'équations différentielles 
stochastiques rétrogrades (ED8Rs) dont la manipulation n'est pas toujours aisée. La 
deuxième, la programmation dynamique, se résume à la résolution de l'équation d'Ha­
milton Jacobi Bellman (HJB). La complexité survient lorsque cette dernière n'admet 
pas de solutions régulières. Tout l'intérêt de ces techniques provient du fait que dans 
les deux cas, nous avons pu énoncer des conditions suffisantes d'optimalité. Alors que 
l'on se demanderait laquelle des deux techniques est la plus abordable, il convient de 
souligner qu'il existe dans la littérature d'au tres approches de résolution telle que celle 
par les équations de Riccati. 
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