A subcritical Hopf bifurcation in a dynamical system modeled by a scalar nonlinear delay differential equation is studied theoretically and experimentally. The subcritical Hopf bifurcation leads to a significant domain of bistability where stable steady and time-periodic states coexist.
I. INTRODUCTION
Delay differential equations ͑DDEs͒ have attracted a lot of attention in the field of nonlinear dynamics. They are used to model complex phenomena like physiological diseases ͓1͔, population dynamics where a finite maturation time is needed ͓2͔, and neuronal networks ͓3͔. DDEs also describe the response of nonlinear optical devices, such as Ikeda optical ring cavities ͓4͔, external cavity semiconductor lasers ͓5͔, or optoelectronic oscillators ͓6-8͔. Many of these systems are accurately described by a single scalar DDE of the form yЈϭϪyϩ f ",y͑tϪ1 ͒…, ͑1͒
where f (,y) denotes a nonlinear function of y, is a control or bifurcation parameter, and corresponds to the decay time of y normalized by the delay. Provided is sufficiently small, the response of the system can be very rich ranging from periodic to high dimensional chaotic outputs. The complexity and the diversity of dynamical regimes described by Eq. ͑1͒ is well documented in the limit of large delays ͑limit small͒. These regimes were studied by Losson et al. ͓9͔ who explored the coexisting periodic solutions and the fractal structure of their basin of attraction in the case of an analytically integrable piecewise constant function f ( ). For lasers subject to delay ͓11,12͔, it was shown that these coexisting periodic solutions result from isolated branches of solutions that accumulate as the delay increases. The application to dynamical memory storage was studied numerically and experimentally by Foss et al. ͓10͔ and by Aida et al. ͓13͔ ; in the latter case, the nonlinear function f ( ) was a cosine corresponding to the case of an electrooptic experimental setup in which a tunable two-wave interference figure is involved. In all these setups, periodic solutions are determined irrespective to their amplitude.
In this paper, we concentrate on the first Hopf bifurcation which can be investigated by a local analysis. This bifurcation is well documented ͓4,13,15,23͔, has been analyzed mathematically for small ͓16,17͔, and the supercritical transition to a stable limit-cycle ͑see Fig. 1 , left͒ has been observed experimentally. On the other hand, the case of a subcritical bifurcation ͑see Fig. 1 , right͒ is less studied for DDE problems although it appears in applications ͓14͔. A subcritical Hopf bifurcation leads to a branch of unstable solutions but may fold back and exhibit stable periodic solutions coexisting with stable steady states. The main objective of this paper is to determine the size of this overlap which has not been addressed in previous mathematical studies ͓18͔. As we shall demonstrate on a specific problem, the domain of coexistence can be determined analytically from Eq. ͑1͒ in the limit small. By contrast to subcritical Hopf bifurcation problems found for two variable ordinary differential equations ͓19͔, this domain is substantially important. An elementary circuit is constructed in order to evaluate experimentally the validity of our theory.
In Ref. ͓20͔, the direction of the Hopf bifurcation is determined for both f (,y) and arbitrary by using the Lindstedt-Poincaré method ͓21,22͔. In this paper, we determine the direction of bifurcation for the case ϭ0 by using a different and simpler method.
The paper is organized as follows. In Sec. II, we describe the conditions for a subcritical bifurcation and show that there exist severe restrictions on f ( ). Our analysis motivates the design of an experimental system which is described in Sec. III. Experimental and analytical bifurcation diagrams are then compared. Finally, we discuss our main results in Sec. IV.
II. THE HOPF BIFURCATION
The analysis of the Hopf bifurcation of Eq. ͑1͒ for a general nonlinear function f (,y) is detailed in Ref. the Lindstedt-Poincaré perturbation method ͓21,22͔. In this section, we concentrate on the case ϭ0. Equation ͑1͒ then reduces to the map
Assuming a basic solution y s () satisfying
we find from the linearized theory that a Hopf bifurcation point ϭ c verifies the condition
f y means the partial derivative of f ( ) with respect to y evaluated at ϭ c . The stability of yϭy s () in the vicinity ϭ c is investigated by determining the solution of the linearized problem for ϭ c ϩ⌳ where ⌳ is small. We find that the stability condition depends on the sign of a defined by ͓15͔
where all partial derivatives are evaluated at ϭ c . The steady state solution is stable ͑unstable͒ if
We next wish to determine the direction of bifurcation, i.e., how the amplitude of the periodic solution changes as we deviate from the Hopf bifurcation point. Note that a periodic solution of Eq. ͑1͒ means a period 2 fixed point of the map ͑2͒ satisfying the two conditions
Introducing the deviations u n ϭy n Ϫy s and u nϩ1 ϭy nϩ1 Ϫy s and expanding for small u n , u nϩ1 , and ⌳ϭϪ c , we find
Now assuming the scalings u n ϭO͑␦ ͒, u nϩ1 ϭO͑␦ ͒, and ⌳ϭO͑␦ 2 ͒, ͑11͒
we use Eq. ͑9͒ and eliminate u nϩ1 in Eq. ͑10͒. Simplifying, we find
where a is defined by Eq. ͑5͒ and b is given by
provided a⌳/bϽ0. A supercritical ͑subcritical͒ bifurcation means that the periodic solution overlaps an unstable steady state ͑stable steady state͒. Taking into account the inequalities ͑6͒, a supercritical ͑subcritical͒ bifurcation then implies the condition bϽ0͑bϾ0 ͒. ͑15͒
Thus the sign of b determines the direction of bifurcation.
Because of the first term in Eq. ͑13͒, a necessary condition for a subcritical bifurcation where bϾ0 is that f yyy Ͻ0 whatever the sign of f yy . This underlines the essential role of the cubic correction term.
To further study the effect of the nonlinear correction terms, we introduce the third-order polynomial function given by
where A, B, and C are functions of . Our basic steady state solution is y s ϭ0 and for simplicity, we assume that the Hopf bifurcation point is located at ( c ,y c )ϭ(1,0). Using condition ͑1͒ and assuming that a and b defined by Eqs. ͑5͒ and ͑13͒ are both positive, we find the conditions
The first condition is realized with AϭϪ. The second condition is verified if Bϭ0 and CϽ0. For many Hopf bifurcation problems in nonlinear optics, the bifurcation parameter is a feedback parameter and often appears as a multiplicative weighting factor in the nonlinear growth function. Choosing CϭϪ␣ 2 , our function ͑16͒ becomes f ͑ ,y ͒ϭϪy͓1ϩ͑ ␣y ͒ 2 ͔. ͑18͒
The next step is to take into account the unavoidable bounded character of the physical growth function f (,y) as y becomes large. This is, for example, the effect of saturation of the gain medium in an optical system. This can be modeled by dividing Eq. ͑18͒ by a fourth-order polynomial such as ͓1ϩ(␤y) 4 ͔. The parameter ␤ controls the amount of saturation. Our function now is
͑19͒
For large delays ͑ small͒, Eq. ͑1͒ reduces to the map ͑2͒. Period 1 and period 2 fixed points of this equation correspond to steady state and square-wave pulsating solutions of Eq. ͑1͒. In the case of Eq. ͑19͒, these fixed point solutions can be determined analytically ͑see the Appendix͒. We find that the period 2 solutions that emerge from ϭ1 satisfy the condition y nϩ1 ϭϪy n where y n () satisfies the implicit solution
The bifurcation diagram y n () is shown numerically in Fig.  5 for ␣ϭ3 and ␤ϭ2. The location of the limit point where the subcritical Hopf bifurcation branch folds back can be determined from Eq. ͑20͒; see the Appendix. It is located at
The domain of coexistence is defined by the interval c Ϫ f . It is the largest in the limit ␤→0( f →0). Note that the saturation parameter ␤ cannot be zero. Without ␤, the Hopf bifurcation branch does not fold back. If ␤ϭ0, f ϭ0 but y n (0)ϭϱ and the subcritical unstable Hopf branch is hyperbolic with a vertical asymptote at ϭ0. In the following section, we realize an experimental system that is described by a DDE with a growth function close to Eq. ͑19͒.
III. EXPERIMENTS
The experimental setup for a physical oscillator ruled by a DDE is represented schematically in Fig. 2 . It consists of a closed loop system formed by a linear tunable source, a nonlinear transformation f ( ), a delay time T, and a first-order low-pass filter. Such systems have been used previously in different problems in nonlinear optics ͓8,15͔ and in electronics ͓9,10,24͔. Here, we consider an electronic setup described in terms of a scalar DDE where the function f will be designed in order to meet the conditions for a subcritical Hopf bifurcation.
The circuit is described in Fig. 3 and consists of the following.
͑1͒ A voltage controlled oscillator ͑VCO͒, which corresponds to the linear block in the figure: it delivers an output sine wave form with an amplitude of 1 V and a frequency linearly related to the input tuning voltage through a tuning rate Sϭ25.4 kHz/V; the central frequency ͑zero input͒ is adjusted to 0 ϭ36 kHz; the dynamical variable y corresponds to the VCO output frequency , or to its input tuning voltage.
͑2͒ An electronic filter operating in the tuning range of the VCO: It is built using two resonant RLC second-order bandpass filters, with resonance frequencies 1 ϭ80 kHz and 2 ϭ99 kHz, and quality factors Q 1 ϭ2.12 and Q 2 ϭ3.1, respectively. The two filters operate in parallel, their outputs are added with a relative factor g 2/1 ϭ0.22. To demodulate the resulting output amplitude, a full-wave rectifier and a low-pass filter with a cutoff frequency c of 3 kHz are used. This electronic filter followed by the amplitude demodulator performs the nonlinear function f involved in the dynamical process. The role of the low pass is two-fold: it filters out the FM carrier frequency of the VCO output ͓see Eq. ͑22͒ and output trace in the left part of Fig. 4͔ , and it defines the first-order dynamical process expressed in Eq. ͑1͒, with a time constant ϭ1/2 c ϭ12 s.
͑3͒ An electronic delay line performed by an analog charge-coupled device memory of 256 samples: The resulting delay is Tϭ2.05 ms, thus performing a large delay DDE since ϭ/TӍ0.0058.
͑4͒ A linearly controlled voltage amplifier is used to tune electronically the oscillator loop gain, which corresponds to the bifurcation parameter .
Following our description, the nonlinear oscillator is then modeled by Eq. ͑1͒, with the following nonlinear function:
In order to best fit the nonlinear function profile with the shape ͑19͒ proposed theoretically, we adjusted the relative resonance frequencies of the two RLC filters, their quality factor, and relative amplitudes ͑parameters 2 , Q 2 , and g 2/1 ). To match the experimental nonlinear function with the theoretical profile in the vicinity of the Hopf bifurcation point, we stored the latter in an arbitrary wave form generator, and fitted adequately the experimental parameters while scanning linearly in time the VCO output frequency in the open loop oscillator configuration. Figure 4 ͑left͒ represents the experimental plot of the optimized nonlinear function shape. Then, the feedback loop gain and the operating point of the VCO ( 0 ) were tuned to a value near the Hopf point.
The bifurcation diagram in Fig. 4 ͑right͒ was then ob- tained in the closed loop operation, as the feedback gain was scanned back and forth around the Hopf value. The horizontal axis in Fig. 4 ͑right͒ is the voltage applied to the tuning feedback loop gain ͑proportional to the bifurcation parameter ), and the vertical axis is the voltage at the VCO input ͑this voltage is proportional to the electronic frequency , i.e., the dynamical variable y). The traces in Fig. 4 ͑right͒ have a brightness related to the amplitude probability for a given dynamical regime. When a steady state is the stable solution for a given bifurcation parameter value, i.e., for a given position along the horizontal axis, a single spot is seen on the vertical line on the oscilloscope screen ͑left part of the bifurcation diagram͒. When a cycle is the stable solution, for example, when the bifurcation parameter is above the Hopf bifurcation point, the oscillation is nearly a symmetric square wave form. The two bright spots observed for that regime on a vertical line correspond to the high and low levels of the square wave form ͑right part of the bifurcation diagram͒. Since the wave form is continuous in time, some diffuse spots are seen between the two plateaus, which correspond to the switching events between the levels of the square wave form. When three bright spots are seen on a vertical line ͑central part in the bifurcation diagram͒, it corresponds to the hysteresis region, where the steady state is visited when increasing the bifurcation parameter, while the cycle is visited for decreasing bifurcation parameter values. Note the white spots near the bifurcation point which indicate the typical slow time scale of the transient evolution near Hopf bifurcation point.
The bifurcation diagram can be compared with the diagram obtained numerically ͑see Fig. 5͒ when integrating the continuous time dynamics of Eq. ͑1͒. The function f ( ) used in the numerical simulation is modeled by Eq. ͑22͒, in which the parameters values are those measured in the experimental setup and given at the beginning of this section.
IV. DISCUSSION
We have studied experimentally a subcritical Hopf bifurcation in a time delayed feedback system that is described by Eq. ͑1͒. The nonlinear growth function was designed after determining theoretically conditions for a subcritical bifurcation. The experimental bifurcation diagram shows a significant domain of bistability between a stable limit cycle and a stable steady state. Note that the subcritical nature of the Hopf bifurcation is related to the existence of an unstable limit cycle near the Hopf bifurcation point. It is not possible to obtain experimentally a direct proof of the presence of the unstable cycle. That unstable cycle is anticipated through the observation of the hysteresis in the bifurcation diagram and by comparing with the analytical bifurcation diagram. However, such a hysteresis might also exist with a stable cycle which is not connected to the unstable branch born at the Hopf point. To test this, we tuned slowly and continuously the relative gain g 2/1 while scanning back and forth the bifurcation diagram. Doing so it was possible to diminish down to zero both the vertical and the horizontal extent of the hysteresis, thus indicating that the stable cycle was effectively connected to the unstable cycle.
Theoretically, we concentrated on the case of a subcritical Hopf bifurcation occurring in the DDE ͑1͒ and exhibiting a large delay ͑ small͒. We have found that the domain of bistability is independent of and that it can be significantly large. This contrasts to relaxation oscillators described by two first-order nonlinear ordinary differential equations ͓19͔.
