ABSTRACT
INTRODUCTION
Image analysis of two-color fluorescent cDNA microarray produces a large number of raw data points describing the spot fluor (e.g. Cy5 or Cy3) intensity, background fluor intensity, and a variety of other spot quality measurements. Typically, the raw spot intensity values for one fluor are corrected for background signal and then compared to the corrected spot intensity value of the other fluor to generate a ratio. This ratio represents the relative difference in gene expression between the two samples co-hybridized on the microarray (e.g. control and test cDNA). However, systematic and experimental biases can exist between the two fluor-labeled cDNA populations, resulting in inaccurate quantitation of relative differences in gene expression. The error is often associated with (i) differences in the efficiency of incorporation of fluor-labeled nucleotides into the cDNAs by reverse transcriptases, (ii) differences in the stability and fluorescence emission characteristics of the fluors, and (iii) differences in RNA loading, quality and * To whom correspondence should be addressed. sample handling. As a result, signal intensity values for each fluor are often normalized, or transformed, by a correction factor. This mathematical correction attempts to remove systematic and experimental biases in fluor characteristics so that accurate ratios can be calculated (Schuchhardt et al., 2000; Yang et al., 2001; Tseng et al., 2001) . Furthermore, failure to remove spots below threshold levels (i.e. no expression) or at saturating levels can lead to invalid or undefined ratios.
Data filtering, correction, and normalization of raw data to produce valid ratios are often performed manually using spreadsheets, which can be time consuming and prone to error. Summarizing the results from experiments and tracking replicate spots and errors can also be very time consuming. In order to automate and increase the throughput of processing raw microarray data, while simultaneously minimizing human intervention, a script was developed to automatically process raw microarray data from GenePix image analysis software (Axon Instruments, Union City, CA).
ALGORITHM
The algorithm uses a threshold to define detectable expression in order to filter those spots that are considered below the limits of detection and not appreciably different from background values. A spot is considered below the limit of detection if
where S i j is the median spot signal intensity for gene i(i = 1, . . . , n genes on the array) in channel j ( j = 1 or 2), B i j is the median background spot intensity for gene i in channel j, x is a user defined threshold (default = 3), and σ Bi j is the standard deviation of B i j . If the spot is flagged in one channel but not the other, S can be set to a userdefined baseline value to avoid undefined ratios (default raises S to the threshold level for that gene according to equation (1) that the calculated ratio may be inaccurate as one channel was below the limits of detection. If the spot is flagged in both channels, the gene is removed from any further analysis and no valid ratio is calculated. Spots are also flagged if S is saturated (i.e. S = 65 536 for GenePix) in either channel. This indicates that the calculated ratio may be inaccurate since the true value for S is unknown. If S is saturated in both channels, the gene is removed from any further analysis and a valid ratio is not calculated. Spots are corrected for background signal to produce a corrected spot signal intensity (S ) according to equation (2).
Corrected spot signal intensities (S ) are normalized by one of two linear normalization methods as defined by the user input. This step scales the distribution of log ratios closer to a mean of zero, such that the distributions of intensities are equivalent and comparisons between channels are more accurate. Intensity values are normalized in log space in order to make normalization additive and to make the variation in intensity less dependent on absolute magnitude. The two normalization options are termed (1) zscore normalization, and (2) global normalization. The z-score normalization is a linear transformation applied to the log 2 S values so that the distribution of zscore normalized values has zero mean and unit variance for that channel. This is done by scaling the log 2 signal intensity (log 2 S ) of each spot on the array by subtracting the mean of all (n) log 2 S , or a subset (n − m) of log 2 S , and dividing by its standard deviation (equations (3) and (4)). The scaled result is inverse transformed and termed the normalized signal intensity (N i j )
where X j is
and σ X j is the standard deviation over the same set of spots used to calculate X j . A subset of log 2 S may be appropriate when values at either end of the distribution may inappropriately bias the scaling factor. This may occur when comparing two very distinct tissue types with divergent expression profiles. Only spots that are not flagged are included in the calculation of X and σ X j . To exclude outliers at either end of the distribution of log 2 S , a trimmed X (i.e. a subset of log 2 S ) and its standard deviation can be calculated as defined by the user input. By default, a 90% trimmed mean of valid spots is calculated for X , such that 5% of the values at either end of the distribution are excluded from X . This assumes approximately 90% of the genes on an array will be unchanged by treatment. The value chosen will depend on the expected degree of variation between the two samples being compared. More divergent samples may require a smaller subset (i.e. 50%).
The global normalization method scales the log 2 signal intensity (log 2 S ) of each spot on the array by subtracting the mean of all (n) log 2 S , or a subset (n − m) of log 2 S (equation 5).
(5) Regardless of the method used to normalize, both the normalized ratios (R) and log 2 transformed ratios (R ) of channel 1 and channel 2 are calculated for gene i according to
The results of data filtering, correction, and normalization are appended to the raw data in a comma separated values (CSV) file to facilitate graphing and visualization of the results and to preserve the original raw numbers. The CSV files can be opened in a spreadsheet program, such as Microsoft Excel. The file includes flag fields for spots that do not pass the threshold criteria in channel 1 or 2, as defined by equation (1), as well as a flag for spots that were saturated in channel 1 or 2. This is used to judge the accuracy of the ratio measurements. Log 2 S , N , R, R are recorded for all valid spots on the microarray. The geometric mean of the signal intensity (S) in both channels is also calculated (denoted G) and appended to the results, in addition to log 2 G and its percentage of maximum (100 × G/65536). This is used primarily for graphing and estimating expression levels.
A second CSV file is produced to summarize the normalized signal intensity values (arithmetic mean, standard deviation, and coefficient of variation) for replicate spots on the array. The average signal intensity data (i.e. average of G, log 2 G and its percentage of maximum across replicates) are also included in the summary file.
A descriptive file is produced for each microarray to summarize the results of the experiment. This includes the header information from the GenePix results file and the user-defined parameters selected for the analysis. Descriptive statistics and a summary of the experimental results include a summary of the flags, normalization factors, correlation between channels, average spot and background signal intensities, and the distribution and percent distribution of valid ratios.
IMPLEMENTATION
The Perl-based script is available for download at http://bch.msu.edu/∼zacharet/microarray/GP3.html. The program was written in Perl 5.6.0 and requires the
