A controlled Markov process in a Hilbert space and an ergodic cost functional are given for a control problem that is solved where the process is a solution of a parameter dependent semilinear stochastic differential equation and the control can occur only on the boundary or at discrete points in the domain. The linear term of the semilinear differential equation is the infinitesimal generator of an analytic semigroup. The noise for the stochastic differential equation can be distributed, boundary and point. Some ergodic properties of the controlled Markov process are shown to be uniform in the control and the parameter. The existence of an optimal control is verified to solve the ergodic control problem. The optimal cost is shown to depend continuously on the system parameter.
Introduction
An ergodic control problem for a stochastic process in a Hilbert space H is formulated and solved where the process is a solution of a parameter dependent semilinear stochastic differential equation in H . The problem in the general setting is motivated by ergodic control problems for processes governed by stochastic partial differential equations with control and noise occurring in the boundary conditions or at discrete points in the domain. 
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drift terms. The control occurs only in the boundary or point drift term. The fact that the control is not distributed would seem to allow for more physically meaningful models. The noise is allowed t o occur in both distributed and discrete forms to ensure more flexibility of the models. Since the H-valued Markov process depends on the control and the parameter, it is shown that some ergodic properties of the process are uniform in these quantities. For the solution of an ergodic control problem the existence of an optimal control is verified. It is shown that the optimal cost depends continuously on the system parameter.
Continuity of the optimal cost on the parameter is an important step in solving the adaptive control problem when the parameter is unknown. This verification is important to show the optimality of an adaptive control defined by means of a family of strongly consistent estimators of the unknown parameter a. In the case when the control and noise are distributed, the existence of an optimal control has been proven in [lo] while the continuity of the optimal cost is new also for this case. The continuity of the optimal cost follows readily from the continuous dependence of the invariant measures for the controlled Markov process on the parameter a, uniform in the controls, in the norm of total variation of measures. The proofs of the results stated in this paper are given in [9] .
A brief description and a comparison of some previous results on these topics are given now. Similar results for the existence and the uniqueness of the weak, mild solutions to stochastic differential equations with only distributed noise and control are given in [6] . Some results for the existence and the uniqueness of mild solutions for semilinear stochastic equations with boundary or point noise are given in [7, 14, 181 . In [18] an existence result for the invariant measures is given. The methods to obtain the mild solution of the Kolmogorov equation are similar t o the methods used in 12, 4, 51 for a fixed stochastic equation without parameter dependency. The approach to verify the existence of an optimal control uses a standard procedure (e.g., [16, 201 for a finite dimensional process and [lo] for an infinite dimensional process). There seems to be a fairly limited amount of work on infinite time horizon control problems in infinite dimensional spaces. Some work is devoted to discounted cost functionals. For this latter problem the existence of an optimal stationary control is shown in [l] and the stationary Hamilton-JacobiBellman equation is investigated in [3, 131. It seems that the ergodic cointrol problem is only considered in [lo] where a distributed control is used.
Preliminaries
Consider a controlled, infinite dimensional process (X(t), t 2 0) that satisfies the stochastic differential 
The control problem is to minimize, over U E U , the ergodic cost functional
T -w where c : H x K -+ R+ is bounded and Borel measurable.
The following assumptions, (Al)-(A7) are used selectively in this paper. 
By (Al) and the analyticity of -A, the composition
S ( T ) B is well defined for T > 0 and furthermore

S(T)B E &(U, H ) , S(r)Q'/' E & ( H ) and
for t > 0. Therefore, the family of operators (Qt,t 2
is well defined and Qt E L2(H) for each t L 0.
(A3) The following are satisfied
where ( S ( t ) , t 2 0) is the restriction of (S(t), t 2 0) to the space Di--" and R( .) is the range.
(A4) There is a continuous, increasing function w :
for all a , p E A, 2 E H and u E K .
(A5) For each u E U and a E A there is an invariant measure p(a, U) for the process (X(t), t 2 0) that satisfies (2.1) and the family of measures (p(a,u), a E A, U E U) is tight. 
for each a E A and x E H . 234% Some comments on the above assumptions (Al)-(A7) are given now. Assumption (Al) is a standard condition guaranteeing that the solution of the linear version of the equation (2.1) (i.e., with f = 0 and h = 0) is an H-valued stochastic process (otherwise it is only a cylindrical process, see e.g., [8] ). Note that (Al) implies that the above defined operators Qt are trace class operators on H. They are covariance operators of the (Gaussian) probability distribution of the solution to the linear equation (some discussion on the verification of (Al) is contained, for example, in [8, 181 ; (Al) is also verified in an example of the present paper).
The assumption (A2) is used to verify that there exists a unique, weak, mild solution to the equation (2.1).
The assumption (AS) is used to prove some suitable smoothing properties of the mild backward Kolmogorov equation corresponding to the stochastic equation (2.1), which is needed to show the ergodicity of the solutions to (2.1) and some continuity properties of the transition probability kernels. The assumption is also rather standard in the context of the perturbation methods, for instance, for E = 1 (see [5, 61) . A class of examples in which (A3) can be easily verified can be given.
The assumption (A4) is a continuous dependence of the coefficients of the equation (2.1) on the parameter a. It is used for the verification of the results that are related to the continuous dependence of the optimal cost on the parameter.
The assumption (A5) is a kind of stability assumption that is usually needed in ergodic control problems. (A5) is verified in terms of some more explicit conditions on the coefficients of equation (2.1) (Lyapunovtype conditions).
The assumptions (A7) and (As) are typical conditions that are used in the ergodic control theory ((A7) is sometimes called the Roxin type condition) and they are used to establish the existence of an optimal control for the given control problem.
Consider the following stochastic differential equation:
Under the assumptions (Al) and (A2) it is easy to verify that (2.4) has one and only one mild solution on the probability space (0, F , P ) , that is, the solution to the integral equation
Jo"
The solution is a Di-valued process that belongs to 
(t), t E [O,T])
is the solution of (2.5). A weak solution of (2.1) is constructed following the standard procedure of an absolutely continuous change of probability measure (cf. [6, 11, 151) . Note that IEexp(cF;'") = 1 by (A2). There is a probability measure P,"i" on 3 such that the restriction of p,"!" to 3 T is given by the process (V*(t), t 1 0) given by V*(t) = V ( t ) -h(a, X(s),u(X(s)))ds l is a cylindrical Wiener process on U and using P,"?" and the solution of (2.5) it follows that
S(t -r ) f ( a , X ( r ) ) d t S(t -r)Bh(a, X ( r ) , u ( X ( r ) ) ) d r r t + / o S(t -r ) B d V * ( r )
+ l ' S ( t -r)Q1/2dW(r).
So there is a weak solution to (2.1) which unique and induces a Markov process on Markov transition semigroup is denoted as
P,*'"Cp(s) = E,a+Cp(X(t))
is weakly H whose for t 2 0 and 'p E M ( H ) where E : > " is the expectation using the probability measure !P:*u and P"'"(t, 2, r) = P p u l l -( X ) for t 2 0, r E B ( H ) and 2 E H is the corresponding transition probability function.
Main Results
The verifications are made for the continuous depen- Some more explicit sufficient conditions for the validity of (As) are given by means of some Lyapunov-type inequalities. It is assumed that
(TI)
A-' is compact.
Since the semigroup S( .) generated by -A is assumed to be analytic and exponentially stable there exist some M > 0 and w > 0 such that for all t > 0 and 6 5 0 (the constants M and w will play some role in the Lyapunov type conditions given below).
While elsewhere in this paper the negativity of -A is assumed merely for convenience (because A f PI can 2350 be used instead of A and PI can be added to f ) , for the next two results it is essential. Define p;t'" as follows lowing equality is satisfied 
