In Brief
Cux1 regulation of Kv1 transcripts is necessary for a developmental postnatal switch to a strong-adapting firing response in layer II/III neurons. This firing mode is required for callosal innervation. Thus, Cux1 couples the neurons' firing responses to their connectivity.
INTRODUCTION
The corpus callosum (CC) connects the hemispheres of the cerebral cortex and allows the high associative functions of the mammalian brain. Partial or total CC agenesis is a feature of several developmental disorders (Fame et al., 2011) . The CC is formed by myelinated axons that project from neurons in layers II/III ($80% in mouse) and V ($20%) and a very minor layer VI population (Fame et al., 2011) . Cortical pyramidal layer II/III neurons are molecularly defined by the expression of the homeodomain transcription factor (TF) Cux1 (Britanova et al., 2008; Nieto et al., 2004) . They include callosally and noncallosally projecting subpopulations in undetermined proportions (Lefort et al., 2009; Petreanu et al., 2007) . Callosal neurons branch their axons at layers II/III and V, both contralaterally (interhemispheric) and ipsilaterally (intrahemispheric) (Fame et al., 2011; Lefort et al., 2009; Petreanu et al., 2007) . Noncallosal layer II/III subpopulations project only ipsilaterally to layers II/III and V (Mitchell and Macklis, 2005) .
Activity-dependent mechanisms are fundamental processes contributing to neuronal wiring and to the formation of functional circuits in the brain, but they are poorly understood (Ackman and Crair, 2014; Kano and Hashimoto, 2009; Kirkby et al., 2013; Stanley, 2013) . In CC formation, studies have shown that diminishing layer II/III neurons' excitability by overexpressing the inward-rectifier potassium-ion channel Kir2.1 reduces axonal branching and changes the columnar patterns of callosal innervation in the contralateral hemisphere (Mizuno et al., 2010; Suá rez et al., 2014; Wang et al., 2007) . More recently, it was shown that altered innervation is not due to decreased firing rates per se, but because reducing excitability disrupts the balanced cortical activity of the hemispheres (Suá rez et al., 2014) . These studies pointed to the intrinsic excitability of neurons as possibly determining CC development by regulating the neurons' communication and/or forms of cortical activity. Yet much remains to be learned about how activity instructs callosal connectivity.
Cux1 and other layer-specific TFs have been shown to govern several aspects of neuronal identity and connectivity (Cubelos et al., 2010; Fame et al., 2011; Lodato et al., 2015) . However, the possible links between TF determining the molecular identity of neuronal populations and activity-dependent wiring are only beginning to be investigated (García-Frigola and Herrera, 2010) . A recent report demonstrated the coupling of Er81 expression and intrinsic excitability through the regulation of Kv1 channels in a subpopulation of interneurons. Importantly, it was shown that Er81 expression levels are dynamically modulated in an activity-dependent manner along the life of the neuron, providing a mechanistic explanation for the activity-dependent regulation of the excitability of these interneurons (Dehorter et al., 2015) . In contrast, it is not known whether neuronal subtype-specific transcriptional programs instruct the specific firing responses of pyramidal neurons. Some reports have linked the identity of mature adult pyramidal neurons to their distinct firing responses (De la Rossa et al., 2013; Otsuka and Kawaguchi, 2011) but did not address to what extent this association is due to their intrinsic differentiation. Furthermore, it is unknown if and how TF-directed regulation of excitability might be related to selective wiring.
The acquisition of specific firing modes is a gradual process of differentiation that involves the dynamic expression of a wide repertoire of ion channels. Maturation of firing responses during the development of layer II/III neurons correlates with the onset of the critical period of maximal plasticity (Maravall et al., 2004) . From postnatal day (P)10 to approximately P17 in rodent somatosensory (SS) cortex, spiking behavior of layer II/III neurons shifts from phasic (more spike-frequency adaptation) to regular (less spiking adaptation) over time, such that the number of action potentials (APs) elicited by a given stimulus increases (Locke and Nerbonne, 1997; Maravall et al., 2004) . Concurrent with these electrical changes, the expression of voltage-gated potassium channels (Kv1) increases in cortical pyramidal neurons from P8 onward (Guan et al., 2011) . Kv1 channels open at voltages close to AP threshold, limit excitability, and contribute to the emergence of distinct firing modes (Goldberg et al., 2008; Kole and Stuart, 2012; Locke and Nerbonne, 1997; Shu et al., 2007) . These channels are key to the strong adapting behavior of P10-P12 layer II/III neurons: pharmacological blockade of Kv1 currents in these neurons decreased spiking adapting capacity and increased firing rates such that they resembled the firing responses of more mature P16 neurons (Locke and Nerbonne, 1997) .
Here we investigate the role of the transcription factor Cux1 in callosal axon development. We find that downmodulation of Cux1 expression results in complete impairment of callosal axonal innervation in the contralateral cortical plate and show that this is due to the inability to switch on Kv1-dependent firing responses. Our data indicate that transcriptional regulation of Kv1.1 and Kv1.3 genes by Cux1 contributes to the normal electrical differentiation and the developmental upregulation of Kv1 channels in layer II/III neurons. We also show that restoring Kv1 currents in Cux1-deficient neurons allows the acquisition of a strong-adapting firing mode and rescues contralateral CC innervation, while knocking down Kv1 channels eliminates contralateral innervation. Restoring Cux1 expression after P8 is sufficient to rescue electrical and axonal defects of shRNACux1 layer II/III neurons. Our data thus demonstrate that Cux1-mediated regulation of Kv1-dependent firing is a developmental mechanism that determines CC contralateral innervation of callosal layer II/III neurons. The results demonstrate the importance of electrical differentiation for the establishment of neuronal networks, which has implications for the treatment of neuronal disorders.
RESULTS

Cux1-Deficient Neurons Lose Callosal Contralateral Projections, but Not Ipsilateral Branches
To determine the role of Cux1 in connectivity, we knocked down gene expression in layer II/III neurons of the SS cortex using a previously reported shRNA (shRNACux1) in conjunction with in utero electroporation (IUE) of wild-type (WT) embryonic day (E) 15 mouse cortices (Cubelos et al., 2010) . This knockdown strategy circumvents the prenatal lethality of Cux1 knockout mice (Cubelos et al., 2010) and allows the visualization of ipsilateral and contralateral axons of the targeted neurons via coelectroporation of a plasmid encoding the green fluorescent protein (CAG-GFP) (Cubelos et al., 2010; Figures 1A, 1B, and S1A, available online) . Analysis of callosal contralateral axons appeared relevant because axonal retrotracing labeling of contralateral projections demonstrated that all labeled callosal layer II/III neurons expressed Cux1 ( Figure S1B ), as expected by the widespread expression of Cux1 in layer II/III (Britanova et al., 2008; Cubelos et al., 2010) .
We first analyzed GFP-positive layer II/III axonal projections in control shRNA-electroporated mice at P16, an age at which the branching pattern reflects that of the mature circuit (Mizuno et al., 2010; Suá rez et al., 2014) . As shown in Figure 1C , in the electroporated ipsilateral side, GFP-positive dendritic and axonal processes intermingled with the somas of layer II/III targeted neurons, and axonal branches developed in layer V; in the contralateral hemisphere, callosal axons formed columns with profuse branching in layers II/III and V in the SS areas and a diffuse layer pattern in the insular cortex ( Figures 1A and 1D ). Upon shRNA-mediated Cux1 knockdown, we did not detect any major defect in ipsilateral axonal projections in layers II/III and V ( Figures 1E and 1G ). In contrast, loss of Cux1 function eliminated most of the GFP-positive axons in the contralateral hemisphere, both in the SS and the insular cortex, and greatly reduced those within the contralateral white matter (WM) (Figures 1F-1I ). These defects were not due to delayed innervation, as they persisted at P28, nor could they be explained by alternative GFP axonal tracts toward ventral, frontal, or rostral areas (data not shown). They were also not due to neuronal death because, as we previously reported (Cubelos et al., 2010) , shRNACux1-electroporated neurons did not show signs of degeneration or increased expression of the apoptotic marker Cleaved Caspase 3 ( Figure S1C ). The specificity of shRNACux1-mediated defects in CC innervation was demonstrated by reversion of the innervation phenotype via coelectroporation of a shRNACux1-resistant Cux1 construct (Supplemental Experimental Procedures and Figures S1D and S1E). As most layer II/ III neurons also express the Cux1 homolog Cux2 (Cubelos et al., 2010) , we also analyzed the effects of loss of function of Cux2 on contralateral innervation using Cux2 knockout mice or shRNACux2 in WT mice. These experiments did not reveal impaired CC contralateral connections ( Figures S1D and S1E ), which indicates that control of contralateral CC innervation is a Cux1-specific function. Overall, the results show that Cux1 is essential for the establishment of CC contralateral axonal innervation.
We next analyzed earlier stages of CC axonal development to investigate the process leading to the absence of P16 contralateral CC axons induced by loss of Cux1 function. At P2-P4, soon after axons cross the midline, no major differences were observed between control and Cux1-deficient axons (Figures S2Aand S2B) . At P8, when axons branch in the WM and begin to invade the contralateral cortical plate, the only apparent difference was a slight increase in GFP signal in the WM of shRNACux1-electroporated brains as compared to controls (Figures 2A, 2B , and 2H). In contrast, by P10, the phenotype resulting from Cux1 knockdown was striking and equivalent to that of P16 brains: while in control mice GFPpositive axons profusely invaded the contralateral territories in a still-unrefined columnar pattern ( Figures 2C and 2E) , only a few axons appeared in the cortical plate in shRNACux1-electroporated brains ( Figures 2D, 2F , and 2G). There was also a significant decrease of GFPpositive axons in the WM at both P10 and P12 ( Figures 2H and S2A) , indicating a reduced number of WM branches compared to controls. At P28, the reduction in GFP signal in the contralateral WM of shRNACux1-targeted brains was as marked as, but not higher than, that observed at P16, indicating that not all WM axons are eventually eliminated (not shown). These data indicate that axons of Cux1-deficient neurons initiate invasion of the cortical plate normally but cannot sustain further development after P8. The reduction of GFP-positive axons in the cortical plate and WM observed between P8 and P10 suggests that Cux1-deficient axons retract.
The onset of axonal loss in Cux1-deficient conditions coincides with the earliest establishment of synapses, and it has been reported that CC axons that are unable to make synapses are eliminated (Wang et al., 2007) . However, coelectroporation experiments with a construct encoding fluorescently tagged synaptophysin showed indistinguishable patterns of presynaptic clusters in the axons of control and Cux1-deficient neurons at P8 in both ipsilateral and contralateral territories ( Figures S3A-S3C ), indicating that the loss of shRNACux1 CC axons is not due to a general inability to make synapses.
We next investigated whether a general deficit in branching mechanisms could explain the loss of CC innervation in Cux1-deficient neurons. To be able to reconstruct the branches of individual neurons, we activated GFP expression in a sparse population of control or shRNACux1 cells by coelectroporating a GFP-floxed construct (pCALNL-GFP) and very low concentrations of a CRE plasmid (see Experimental Procedures). We then reconstructed individual axons at the contralateral cortical plate and analyzed the number of branches. This analysis showed no differences between P8 shRNACux1 and control branches (Figures S3D and S3E) . This indicated that Cux1-deficient callosal neurons can branch normally in contralateral territories until at least P8. At P10 there were very few axons in the cortical plate of shRNACux1-electroporated brains, but these few axons did not show defective branching compared to controls (Figures S3D and S3E) . Thus, in Cux1-deficient contralateral axons, we did not observe any evidence to suggest a general branching deficit. We further investigated potential branching deficits by analyzing the ipsilateral axons of Cux1-deficient layer II/ III neurons projecting callosally. This also assessed whether axonal loss is specific to the contralateral axonal territory. As in P16 ( Figure 1E ), in IUE experiments targeting the majority of layer II/III neurons, no obvious differences were detected between ipsilateral axons of control and shRNACux1-targeted neurons at P4 (not shown) or P8 ( Figure S2C ). To distinguish possible differences with neurons projecting only ipsilaterally, the subpopulation of control and shRNACux1-targeted neurons with axons crossing to the contralateral hemisphere were retrograde labeled at P5 by fluorescently labeled cholera toxin subunit B (CTB) injections in the CC at the midline. Ipsilateral branches of individual CTB + neurons were analyzed at P11, when the major loss of contralateral axons has already occurred in shRNACux1 brains, using the CRE-floxed-GFP dilution strategy. Reconstructions and quantifications of the number of branches in layers II/III and V showed that ipsilateral arbors from all Cux1-deficient CTB + callosal neurons were indistinguishable from controls ( Figure 3 and Movie S1). Importantly, this demonstrates that Cux1-deficient axons branch and develop normally in ipsilateral territories. Altogether, our data demonstrate that loss of Cux1 does not generally alter the capacity of callosal neurons to establish synapses or axonal branches but specifically disrupts the development of contralateral callosal connectivity.
Cux1 Regulation of Contralateral Callosal Connectivity Is Dependent on Electrical Activity
Activity has a role in regulating CC axonal development (Mizuno et al., 2010; Suá rez et al., 2014; Wang et al., 2007) . In order to ascertain a possible role for neuronal activity in Cux1-mediated CC contralateral patterning, we perturbed electrical activity by utilizing the inwardly rectifying K + channel Kir2.1. Overexpression of Kir2.1 in WT brains eliminated many of the branches of the primary SS areas (60% innervation compared to controls) and altered the normal CC contralateral layer-specific branching pattern ( Figures 4A, 4C , and 4E), coinciding with previously reported data (Mizuno et al., 2010; Suá rez et al., 2014; Wang et al., 2007) . Strikingly, in contrast to these purely negative effects of Kir2.1 overexpression in WT, coelectroporation of CAG-Kir2.1 with shRNACux1 partially, but significantly, rescued shRNACux1-mediated loss of contralateral innervation (Figures 4B, 4D, and 4E) . This partial rescue suggests that the loss of contralateral CC axons observed in Cux1-deficient neurons depends on electrical activity.
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Cux1 Expression Determines the Excitability and Firing Modes of Layer II/III Neurons
Our data pointed to the possibility that Cux1 deficiency alters certain aspects of the neurons' firing response that in turn affects CC innervation. Differentiation of layer II/III neurons leads to a gradual increase in firing rates and to dynamic changes in intrinsic excitability and firing modes (Maravall et al., 2004) . We thus set out to investigate these developmental processes in Cux1-deficient neurons. We studied the electrical differentiation of control and shRNACux1-electroporated neurons by current-clamp recordings on GFP-positive cells in acute slices of IUE brains at various stages of development (P8, P10-P12, and P16).
Recordings were analyzed for passive cell membrane properties (resting membrane potential, input resistance, and capacitance) and parameters to describe the firing mode. As a general descriptor of excitability we calculated firing rates (the average number of APs over time) in response to a given input current. Typically, pyramidal neurons progressively increase the number of APs in response to increasing currents until they reach their maximum firing rates. The fraction of neurons that reach their maximum response for each injected current describes this adapting behavior. We also calculated the spike ratio as a measurement of spike frequency adaptation (inverse ratio of the number of spikes fired during the first 100 ms to the number of spikes fired during the subsequent 100 ms) (Maravall et al., 2004) . The spiking ratios reach values close to 1 in mature pyramidal neurons, according to their almost periodic firing (Maravall et al., 2004) . As an additional descriptor of the spiking pattern, we measured the first interspike interval (ISI) frequency, as well as the local variation of ISIs (L V ), which measures the degree of intrinsic spiking randomness (Shinomoto et al., 2003) .
At P8, shRNACux1 neurons exhibited a slight reduction in AP firing rates (excitability) compared to controls ( Figure S4A ) and showed similar firing patterns and adaptation to controls (not shown). However, by P10-P12, layer II/III Cux1-deficient neurons exhibited firing responses that were remarkably different from controls: excitability curves showed that their firing rates were higher for most input currents ( Figure 5A) ; the maximum response curve also showed a significant shift toward higher input currents, demonstrative of a weaker adapting response ( Figure 5D ); and the spike trains exhibited a regular pattern of AP resulting in higher spike-ratio values, also indicative of weak adaptation ( Figures 5B and 5C ). We also observed slightly decreased resting membrane potential and input resistance ( Figure S4B ). Thus, P10-P12 Cux1-deficient neurons show abnormal firing responses characterized by higher firing rates associated with a weak adapting behavior.
By P16, control neurons increased their firing rates and evolved to weaker-adapting responses compared to P10-P12, as expected (Locke and Nerbonne, 1997; Maravall et al., 2004) , while P16 Cux1-deficient neurons maintained the weakadapting phenotypes observed at P10-P12 and experienced a minor increase in firing rates. Overall, P16 shRNACux1 neurons showed moderate decreases in excitability ( Figure 5E ), resting membrane potential, and input resistance, when compared to control neurons ( Figure S4B ). They showed no differences in the maximum firing responses, and spiking ratios were also indistinguishable and close to the maximum value of 1 (not shown). These data indicate that shRNACux1 neurons do not eventually acquire the transient strongadapting phenotype observed during the differentiation of WT layer II/III neurons. Furthermore, we also observed abnormalities in the spiking pattern of P16 shRNACux1: the first two spikes were abnormally close, resulting in high frequencies of the first ISI ( Figures 5F, 5G , and S4C), and subsequent spikes deviated from the predictable pattern of regular spiking, resulting in increased randomness and significantly higher L V values ( Figure 5H ). Altogether, our results demonstrate that Cux1 deficiency alters the normal electrical differentiation of layer II/III neurons during development. Importantly, the time of appearance of acute electrical defects in Cux1-deficient neurons (high firing rates and failure to acquire the stronger adapting response at P10-P12) coincides with the observed onset of their axonal loss in the contralateral cortical plate.
Restoring Kv1 Expression Recues Cux1-Associated Defects in Callosal Connectivity, and Knocking Down Kv1 Mimics the Loss of Callosal Contralateral Axons Because intrinsic excitability and firing modes depend on the specific ion-channel compositions of neurons, our results indicated that Cux1 contributes to the dynamic regulation of the expression of one or more ion channels during differentiation. The weak adapting responses observed at P10-P12 in Cux1-deficient neurons and the higher frequency of the first ISI at P16 were suggestive of reduced Kv1 currents (Guan et al., 2011; Locke and Nerbonne, 1997; Shu et al., 2007) .
To investigate the possible transcriptional regulation of Kv1 mediated by Cux1, we set out to analyze the expression and function of Kcna/Kv1 genes in the context of cortical neuronal development. qPCR analysis of P2-P16 total WT cortical cDNA showed a developmental increase in the levels of Kcna1/Kv1.1 and Kcna2/Kv1.2 transcripts, with a ''switch-on'' of Kv1 total levels after P8. Kcna3/Kv1.3 transcript levels were similar at all of these stages ( Figure 6A ). Thus, these increases in the total levels of Kv1 expression coincide with the developmental change in firing modes of control layer II/III neurons.
We then analyzed a potential link between Cux1 and the regulation of Kv1 transcripts. Due to the low levels of Kv1 mRNA expression, we were not able to reliably analyze the expression of Kv1 transcripts in FACS-isolated, GFP-electroporated neurons. We therefore investigated Kcna/Kv1 transcript levels in in vitro-cultured neurons obtained from embryonic Cux1 neurons showed an increase in AP width and rise and half-decay times ( Figures S5A and S5B) Figure 6D ). These data strongly suggest that Cux1 is a direct transcriptional regulator of Kv1.1 and Kv1.3 genes and thus contributes to determine the levels of total Kv1 expression in layer II/III neurons. In order to test whether defective Kv1 expression in Cux1-deficient neurons was a contributing cause of axonal loss, we restored Kv1 currents. Overexpression of Kv1 channels in WT layer II/III neurons did not majorly affect CC innervation ( Figures  S5C and S6E) . Overexpression of Kv1 proteins in shRNACux1 neurons recovered the intensity and innervation pattern of contralateral axons in P16 mice ( Figures 6F, 6H, and 6I ). This rescue could be equally achieved with either Kv1.3 or Kv1.2, suggesting that restoring innervation depends on total Kv1 currents, not on the specific effects of distinct subunits ( Figures 6I  and S5D ).
We next tested whether the function of Kv1 channels is necessary for CC formation. Knocking down Kv1.3 resulted in a massive loss of contralateral innervation ( Figures 6G and 6I ), while ipsilateral projections were preserved (not shown), as observed in Cux1 loss of function. This demonstrates the essential and specific role of Kv1-dependent functions in CC formation. Together, these data demonstrate that transcriptional regulation of Kv1 by Cux1 is critical for development of layer II/III callosal projections.
Rescue of the Kv1-Dependent Adapting Response Correlates with Rescue of Callosal Projections
Our results suggest that Kv1-dependent firing critically contributes to activity-dependent CC innervation and demonstrate that axonal loss in Cux1-deficient neurons is due to their defective Kv1 expression. We therefore analyzed electrophysiological 
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Ion Channel Expression recordings of shRNACux1;CAG-Kv1.3-targeted neurons in acute slices to determine the aspects of the firing response that underlie rescue of innervation. Overexpression of the Kv1.3 channel had a profound effect on the aberrant firing response observed in P10-P12 shRNACux1 neurons: it did not normalize excitability curves but changed them by increasing firing rates at low-input currents and decreasing them at high currents ( Figure 7A) ; it rescued spike-frequency adaptation and diminished the high spike-ratio values observed in shRNACux1 neurons at P10-P12 ( Figures 7B and 7C) ; and the maximum firing-response curves shifted closer to control values ( Figure 7D ), also demonstrating a stronger adapting capacity. At P16, Kv1.3 overexpression in shRNACux1 neurons fully restored firing-pattern parameters (first ISI and L V ), indicating that rescue of the P10-P12 firing response progresses to normal differentiation ( Figure S6A-S6C) . CAG-Kv1.3 overexpression also reversed the minor reductions in resting membrane potential of both P10-P12 and P16 Cux1-deficient neurons ( Figure S4B ). Thus, Kv1-mediated rescue of contralateral innervation in Cux1-deficient neurons correlates with a shift to a stronger adapting firing response at P10-P12.
Kv1 rescue and loss-of-function experiments demonstrated the necessity of Kv1 currents for CC innervation. Our analysis was not able to parse the individual contributions of each electrical quality modulated by Kv1 channels to axonal loss or rescue but revealed the importance of Kv1-dependent firing as a whole. To further investigate the contribution of firing modes to the development of callosal connectivity, we overexpressed the ankyrinG-binding loop (NavII-III) of the intracellular tail of the Nav channel in layer II/III neurons, a condition that altered firing modes but not firing rates. Expression of the Nav ankyrinG-binding loop caused a significant reduction in contralateral innervation and a change in the columnar patterns ( Figures  S6D-S6J) , supporting an important role of firing modes and the lesser impact of changes in absolute firing rates per se. This supports the conclusion that specific firing modes determine the selection of neuronal connections and the pattern of CC connectivity. Altogether, our data highlight the importance of Kv1 to modulate the firing response required for CC axonal development.
Cux1 Expression after Postnatal Day 8 Mediates the Kv1-Dependent Aspects of Firing Response and CC Contralateral Innervation
Our data demonstrated that regulation of Kv1 transcripts by Cux1 is a mechanism determining successful callosal innervation and suggested a critical role for the Kv1 modulation switch of the firing response at P10-P12. These predicted that Cux1-mediated functions in this developmental process would be essential only past P8. To test this hypothesis, we restored the expression of Cux1 after P8 in shRNACux1-electroporated layer II/III neurons using tamoxifen-inducible constructs of the shRNA-resistant form of Cux1. Vectors CALNL-Cux1, shRNACux1, and CAG-GFP were coelectroporated with CAG-ERT2-Cre-ERT2, which drives expression of Cre recombinase upon 4-hydroxytamoxifen (4-OHT) activation (Matsuda and Cepko, 2007) . Treatment with 4-OHT rescued Cux1 expression as early as 2 days postinjection ( Figures 8F-8K ). Postnatal reactivation of Cux1 expression after 4-OHT injection at P8 was able to restore most CC contralateral innervation (70% compared to controls) ( Figures 8A-8C and 8E ). Induction at P10 rescued innervation to a lesser degree, but still significantly ( Figures 8D and 8E) . No significant recovery of innervation was observed when pups were injected with 4-OHT at P12 (not shown), demarcating the limit of Cux1-mediated axonal rescue. These experiments indicate that Cux1-regulated mechanisms are necessary for proper CC development only after P8, coinciding with the onset of changes in firing modes of the CC-projecting layer II/III neurons.
We next evaluated the firing responses of P11 neurons after induction of Cux1 re-expression at P8 and compared them to those of neurons at P10-P12 in control, shRNACux1, and shRNACux1;CAGKv1.3. Rescue of innervation correlated with rescue of spike ratio and a change in the firing response consistent with a stronger adapting capacity. Strikingly, the firing-rate curves, spike-ratio values, and maximum responses were very similar to those of Cux1-deficient neurons overexpressing Kv1 channels ( Figures 8L-8N ). Of note, firing-rate curves were not normalized to WT values, supporting again that these parameters are not critical for contralateral innervation. This indicates that restoring Cux1 activity in differentiating neurons after P8 rescues the strong adapting capacity and the Kv1-dependent aspects of the firing response. Taken together, our studies provide strong evidence demonstrating that postnatal Cux1-mediated functions that regulate the acquisition of the Kv1-dependent response in callosal layer II/III neurons form part of the developmental mechanisms that determine the formation of the CC.
DISCUSSION
We describe a Cux1-dependent developmental mechanism that specifies axon connectivity by modulating the firing response of callosal layer II/III neurons. Cux1 is essential for the developmental modulation of intrinsic excitability and the switch to a Kv1-dependent firing mode necessary for interhemispheric innervation. In its absence, contralateral axons abrogate their normal development after P9, resulting in virtually complete loss of contralateral innervation at later stages. Ipsilateral axons of Cux1-deficient callosal neurons branch normally and are not eliminated, demonstrating the selective dependency of CC axons on Cux1 expression. Our two major findings are that the switch to a Kv1-dependent firing mode determines successful contralateral innervation and that the regulation of this intrinsic process is a developmental mechanism that couples the callosal neurons' firing responses with their connectivity and subtype molecular identity. Thus, subtype-specific transcriptional programs regulate the acquisition of intrinsic firing responses to define neuronal connectivity. This establishes a mechanistic link between the molecular diversity of neurons, defined by the expression of subtype-specific TFs, and their activity-dependent wiring. Our data add to growing evidence showing the importance of activity-mediated mechanisms in the earliest stages of circuit formation (Ackman and Crair, 2014; Dehorter et al., 2015; Kano and Hashimoto, 2009; Kirkby et al., 2013) and have implications for the understanding of brain mapping and neurological disease.
Maximum response
Two main questions arise from our results. First, how do firing modes encode information? And second, which activity-dependent mechanisms translate this information into patterns of innervation? These two questions are intimately related and can be discussed in the context of this and previous studies.
With regard to the encoding of information, our analysis indicated the importance of the acquisition of a strong-adapting Kv1-dependent firing mode in layer II/III neurons for callosal development. It led us to conclude that, when defining those electrical parameters that correlate with innervation, it is important to analyze the firing responses as a whole, rather than to focus on a single parameter. For example, we found that changes in resting membrane potential do not correlate with the degree of innervation: P10-P12 shRNACux1-targeted neurons presented minor decreases in resting membrane potential and complete absence of contralateral axons ( Figure S4B ), whereas Kir2.1 overexpression induces a drastic decrease in resting membrane potential but produces lesser and topologically distinct effects in CC innervation (Figures 4A and 4C; Mizuno et al., 2010; Suá rez et al., 2014; Wang et al., 2007) . Our data indicated that spike count and resting membrane potential parameters per se are poor predictors of contralateral innervation, in agreement with the conclusions of Suá rez et al. (2014) . Hence, while our results do not rule out a contribution of firing rates to CC development, they do not support mechanisms solely based on spike count; rather, it appears that information is also encoded in other parameters such as the spike pattern (Doron et al., 2014; Stanley, 2013) .
Mechanistically, there are several possibilities to explain how neurons could translate the Kv1-dependent response of P10-P12 layer II/III callosal neurons into patterned innervation. For example, their strong adapting capacity may facilitate spikedependent plasticity depending on previous activity, or their stronger phasic spiking could more efficiently generate calcium bursts (Kwan and Dan, 2012) . Correlated spontaneous patterned activity also mediates axonal refinement (Kirkby et al., 2013; Pietrasanta et al., 2012; Suá rez et al., 2014) and should be considered, since Cux1 regulation of firing modes could influence patterned activity.
Upon Cux1 knockdown, we observe a normal initial invasion of the cortical plate at P8, followed by a subsequent dramatic decrease in axonal density in the cortical plate and WM. In this context, a possible interpretation of our results is that Cux1-deficient phenotypes result from the elimination of axons that, while dynamically emerging from the WM and initiating their invasion of the cortical plate, are only able to sustain further development in the presence of Cux1. When evaluating mechanisms of axonal elimination, it is relevant to consider Hebbian or non-Hebbian mechanisms of competition, since in our experiments Cux1-deficient neurons elaborate their axons in the presence of normal CC projections. However, there is conflicting evidence regarding mechanisms of axonal refinement, and competition does not necessarily result in the withdrawal of withering axons in all paradigms, making conclusions difficult (Benjumeda et al., 2013; Kerschensteiner et al., 2009; Kirkby et al., 2013; Koch et al., 2011; Morgan et al., 2011; Plazas et al., 2013; Rebsam et al., 2009) . Hence, further investigations are required before any stronger conclusions regarding axonal elimination can be made.
Cux1-mediated, Kv1-dependent mechanisms regulating axonal innervation are selective to the contralateral territories. We have ruled out general deficits in branching or synapse formation as the cause of axonal loss because Cux1-deficient neurons preserve axonal branches and establish presynaptic structures ipsilaterally, as well as at contralateral territories until P8. Hence, Cux1-dependent mechanisms do not appear to control terminal branching intrinsically, as occurs in LKB1 (liver kinase B1)-mediated mechanisms (Courchet et al., 2013) . In regard to the formation of layer II/III ipsilateral axons, our results do not rule out the possibility that it depends on the correct firing response, but we do demonstrate its independence from Cux1 and Kv1 expression. We found this to be in agreement with the distinct temporal development of callosal and ipsilateral axons: axons of layer II/III neurons initiate their branching in ipsilateral territories at P4, and they are profusely elaborated by P9 (Srivatsa et al., 2015; Figure S2C) , before the onset of the Kv1-mediated switch in the firing response associated with contralateral branching.
Finally, our data also indicate that malfunctions in the mechanisms regulating firing modes are potential causes of the etiology and pathology of mental disorders of developmental origin. Perhaps the most direct ramifications of our findings might be in the context of autism spectrum disorders (ASDs), which are tightly linked to CC dysgenesis and plasticity defects (Ebert and Greenberg, 2013; Pescosolido et al., 2012) . Although thus far CUX1 polymorphisms are only indirectly linked to ASD (Choi et al., 2012) , the mechanisms described herein can contribute to our understanding of ASD, other disorders affecting plasticity, and even those involving loss of information transfer in the axon. In addition, modulation of the neurons' excitability could be a therapeutic target for the treatment of developmental diseases showing aberrant connectivity. Our experiments demonstrate that there is a window of postnatal plasticity during which restoring the correct neurons' firing response can rescue innervation. Future investigations are needed to determine whether this plasticity can be boosted and expanded for therapeutic purposes.
EXPERIMENTAL PROCEDURES Mice
Cux1
+/À mice were obtained from A.J. van Wijnen (University of Massachusetts Medical School, Worcester; Luong et al., 2002) , and Cux2 À/À were previously described (Cubelos et al., 2008) . All mice were in a C57BL/6 background. The morning of the day of the appearance of a vaginal plug was defined as embryonic day (E) 0.5. All animal procedures were approved by the Centro Nacional de Biotecnología Animal Care and Use Committee, in compliance with national and European legislation (no. 11001 and PROEX 118-14) .
Confocal Imaging and Quantification
Confocal microscopy was performed as described in Supplemental Experimental Procedures. Quantification of innervation was as follows: electroporated, ipsilateral layer V, WM, and contralateral GFP areas were outlined manually ( Figure S1A ), threshold above noise was set, and quantification was performed essentially as described (Plas et al., 2004) using Fiji. The signal of the innervated area was calculated relative to the value of the ipsilateral electroporated area in layers II/III. Results (mean ± SEM) were normalized to shRNAControl. Axonal reconstruction of ipsilateral branches of CTB + neurons and of individual contralateral axons was performed in tile scan images of z sections using Fiji (see Movie S1).
In Utero Electroporation, Plasmids, shRNA-Specific Control, and Immunohistochemistry These are described in Supplemental Experimental Procedures.
Electrophysiology
Whole cell current-clamp recordings were obtained from layer II/III pyramidal cell neurons identified visually by GFP expression and from in vitro-cultured cells. Acute slices were prepared from GFP-electroporated mouse brains. For intracellular patch pipette solution and artificial cerebrospinal fluid (ACSF), see Supplemental Experimental Procedures. Current-clamp whole cell recordings were obtained with a Multiclamp 700A amplifier (Axon Instruments). All properties were analyzed using pCLAMP Clampfit10.3 (Molecular Devices). Excitability was quantified as the number of APs evoked by a series of depolarizing current steps (0-400 pA, 500 ms). Spike ratio was calculated as described (Maravall et al., 2004) . Local variation of interspike intervals was calculated as described (Supplemental Experimental Procedures).
qPCR Analysis cDNA was obtained from total RNA (1 mg) extracted from cortex, and PCR reactions using SYBR Green (Applied Biosystems) were performed as described (Rodríguez-Tornos et al., 2013) . Primers and Taqman probes are described in Supplemental Experimental Procedures. Results were normalized to b-actin.
Primary Neuron Culture and Luciferase Reporter Assays
Neurons from embryonic cortex were cultured on poly-D-Lys-coated coverslips in 24-well plates as described (Rodríguez-Tornos et al., 2013) . Cux1 binding sites were identified using TRANSFAC (BIOBASE Corporation). Mouse genomic sequences containing Cux1 binding sites for the Kcna1 and Kcna3 genes were cloned into the pGL4.23 luciferase vector (Promega; Supplemental Experimental Procedures). Eight DIV cells from E14 animals were cotransfected with CAGCux1, firefly luciferase, and Renilla luciferase plasmids (1:5:1) using Lipofectamine 2000 (Invitrogen). Luciferase and Renilla activity were measured using the Dual-Luciferase Reporter Assay System (Promega), and promoter activity was normalized to control.
Statistical Analysis
Results are expressed as the mean ± SEM. qPCR results, spike ratio, maximal response, first ISI frequency, and active and passive membrane properties were analyzed by the Student's two-sample unpaired t test; p values are indicated in tables or figure legends. Input-output curve of excitability of different datasets was fit with regression and compared by an F test. For L V , different conditions were compared using Welch's two-sample unpaired t test applied to L V calculated using equal number of spikes. Statistical tests were performed using Prism 5 software (GraphPad software) and R (http://www.R-project.org/). An a level of 0.05 was considered significant. Before parametric comparisons were performed, data were tested for normality of distribution (D'AgostinoPearson test).
SUPPLEMENTAL INFORMATION
Supplemental Information includes Supplemental Experimental Procedures, six figures, and one movie and can be found with this article online at http:// dx.doi.org/10.1016/j.neuron.2015.12.020. 
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