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ABSTRACT 
Multipoint boundary value problems (MPBVP's) for ordinary differential equations arise naturally 
in technical applications. For a given dynamic system with n degrees of  freedom, there may be 
available xactly n states observed at n different imes. A mathematical  description of  such a sys- 
tem results in an n-point BVP. The discretization of  certain BVP's for partial differential equa- 
tions over irregular domains with the method o f  lines also forms MPBVP. 
In this paper we are concerned with finding numerical solutions o f  MPBVP's by converting these 
to equivalent initial value problems. 
1. INTRODUCTION 
Generally for the boundary value problems the actual 
construction ofa solution; even though it may be 
known to exist and to be unique (see, e.g., [10]-[18]) 
is a more difficult matter than constructing the solu- 
tion of the equivalent initial value problems, for two 
point boundary value problems (TPBVP's) "shooting 
methods" (see [1]-[9]). For numerical solutions of 
MPBVP's only little work has been done, for example 
Urabe [19], [20] has used Chebyshev series method, 
Bellman etc. [21] have used quasilinearization, Meyer 
[11] has used invariant imbedding and several others 
have used finite difference methods. Since we will con- 
vert MPBVP's to its equivalent initial value problems 
we shall not only need the existence of the unique 
solution of the boundary value problem but also need 
the existence, uniqueness and stability of the initial 
value problems for the given differential equations. 
In 1956 Goodman and Lance [7] developed a practical 
shooting method (method of adjoints) for TPBVP's. In 
section 2 it is realized that if the adjoint equations for 
linear ordinary differential equations are integrated 
with proper conditions this method can also be used 
for MPBVP's and we find the set of missing initial con- 
ditions in one pass through the process. In section 3 we 
present that this method can be used directly for the 
most general linear implicit MPBVP's also. Section 4 
deals with another practical method for Finding missing 
initial conditions method of complementary functions 
which was used previously by Miele [8] for TPBVP's. 
In section 5 we prove that the method of adjoints and 
the method of complementary functions are theoreti- 
cally the same, where as in computational realization 
both are different and choosing one of them depends 
on the particular problem, for TPBVP's see [6]. In sec- 
tion 6 we show how the method of adjoints for linear 
problems can be applied in an iterative fashion to solve 
nonlinear MPBVP's. In every iteration we obtain correc- 
tions to the trial values for the missing initial conditions. 
In section 7 we once again use the method of adjoints 
for most general implicit MPBVP's. In section 8 we 
prove that the method of adjoints for nonlinear MPBVP's 
used in an iterative fashion is actually arealization of 
Newton's method for solving a system of equations. In 
section 9 we give two linear examples, the First with 
known analytic solution; the second we have integrated 
numerically and shown that the results agree with the 
results obtained in [11] using invariant imbedding. Some 
nonlinear practical problems and their solutions using 
the methods of this paper will be published subsequent- 
ly. 
2. GENERAL METHOD OF ADJOINTS 
Consider the set of n linear ordinary differential equa- 
tions with variable coefficients 
3; = A(t)y + f(t) (2.1) 
where 
A(t) -- n x n matrix with elements aij (t), i, j = 1, 2 ..... n 
y(t-) -- n x I vector with components yl(t), Y2(t) ..... Yn(t) 
(t) = n x n vector, derivative of y with respect to t, 
with components, Yl' Y2 ..... Yn 
f(t) = n x 1 vector with components fl(t), f2(t) ..... fn(t). 
Our concern is about he solution of (2.1) satisfying the 
boundary conditions 
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Yik j (tj)= c i (2.2 7 kj 
wherej = 1, 2 ..... N (2 ¢ N ~ n);t 1 < t 2<. . .  < tN; 
k 1=1,2  ..... kl; k 2=1,2  ..... k2; ...; 
k N = 1, 2 ..... k N such that 
N 
k j=n.  
j= l  
The subscripts on the specified boundary conditions 
are written ikl to allow for the possibility that the set 
J 
of variables pecified at the boundary conditions may 
not be disjoint. For example, let n = 7, N = 4, 
Yl(tl ), Y3(tl ), Y2(t2 ), Y3(t3 ), Yl(t4), Y6(t4), 
Y7(t4) so Yl is fixed at t 1 and t 4 also Y3 is Ftxed at t 1 
and t3, where no condition is prescribed at Y4 and Y5" 
The indexing for the boundary conditions is 
• =1,  " =3,  " =2,  " =3,  " -1 ,  Xl 1 !21 112 113 114 - 
• =6,  " =7.  12 4 13 4 
We shall further assume that k I is greater than all other 
kj, j = 2, 3 ..... N otherwise the role of t I and the 
boundary point where the greatest kj is defined can 
b'e interchanged. 
The adjoint system for (2A) is defined .as 
= - AT(t) x (2.3) 
where 
x(t) = the adjoint variable vector ,  an  n x 1 vector  w i th  
components Xl(t), x2(t ) ..... Xn(t ) 
AT(t) = n x n matrix, the transpose of the matrix ACt ). 
Now we multiply the i-th equation of (2.1) by xi(t ), 
summing over all n equations, to obtain 
n n .  n n 
xi(t) Yi =. i=~l[Xi (t) j~ l  aij(t)yj(t)] +i~1 xi(t) fi(t)" i=1 
(2.4) 
Similarly we multiply the i-th equation of (2.3) by Yi(t), 
summing over all n equations, to obtain 
n n n 
Z i iYi(t)= i~ l [Y i ( t ) j~ la j i ( t )x j ( t ) ] .  (2.5) i=1 
On adding (2.47 and (2.5), we f'md 
n n 
i~l[Xi (t))~i + xi Yi (t)] = i~1 T xi(t) yi(t) 
d n 
- xi(t ) Yi(t)= Z xi(t ) fi(t)- 
dt i=1 i=1 
(2.6) 
Equation (2.7) is called the fundamental identity for the 
method of adjoints. 
To utilize this identity (2.7) we backward integrate the 
adjoint equations (2.3) k: times from the point t:, 
• J J j = 2, 3 ..... N arm hence the total (n-k1) times with 
the conditions 
m (kj) ~1 i=" 
x i (tj) = lkJ [0 i • ikj (2.8) 
j=2 ,3  ..... N 
where the superscript m(kj) refers to the m-th back- 
ward integration of the ad]oint equations (2.3) from 
the point t- and i,. refers to the subscripts of the 
. . j . . . z j  
bounctary conamon Yi-kj (tj ) in (2.2). 
Using (2.8) in (2.7) and arranging the terms, we obtain 
1~.  
xm(kj ) (t 1) Yi(tl) ( t j ) -x? (k J  ) (t 1)yi(tl) 
i * tkl" = Yik i~ i =il 1 
i=1  
_ ftj ~ x.m(kj ) (S) fi(s)ds (2.9) 
t I i=1 1 
j=2,3  ..... N. 
In (2.9), Yik i (tj), j = 1, 2 ..... are specified in (2.2). 
d 
The xm(kj)l (t) and xm(kj ) (tl), j = 2, 3, ..., N are known 
from backward integration of the adjoint equations (2.3)• 
The fi(t) are known functions of t. Hence the generation 
of (2.9) for the (n -k l )  specified boundary conditions 
Yik i (tj), j = 2, 3 ..... N, yields a set of (n - kl)  linear 
J 
algebraic equations in the (n - kl) unknowns Yi(tl), 
where i ¢ ikl ,  i = 1, 2 ..... n. 
3. LINEAR IMPLICIT BOUNDARY CONDITIONS 
Consider the system of n linear ordinary differential 
equations (2.1), together with the most general implicit 
boundary conditions 
n n n 
i~l  alP' i  Yi(tl) + i=12; a2p, i Yi(t2) + ' "+ i=1 ~ at,,,,p,l: Yi(tN ) 
On integrating (2.6) over [t 1, t], we have 
n n t n 
xi(s ) fits) as. x.(t) y i(t) -  .G x i ( t l )y i ( t l )= t fi=l  1 1= 1 i=l  
£ 
(2.7) 
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where a jp , i ,  Cp, j = 1, 2 ..... N, i, p = 1, 2 ..... n are 
known constants. 
Let us integrate the adjoint equations (2.3) backward 
Once for each Yi(tj), j = 2, 3 ..... N appearing in (3.1), 
using the conditions 
x~ (jp) (tj) - ajp, i (3.2) 
j=2 ,3  ..... N 
i, p = 1, 2 ..... n 
18 
m(jp) 
where x i (tj) = the i-th component at tj for the 
m-th backward integration. 
Substituting (3.2) in the equation (2.7), we obtain 
a2pTi yi(t2 ) - ~ x~ni (2P) (tl) Yi(tl ) 
i=1 i=1 
=/2  ~ xm(2P)(s)fi(s)ds 
.tl i=1 1 
where U(t) = n x n matrix solution of the homogeneous 
matrix - matrix equation 
0 = A(t) U(t) (4.2) 
where U(tl) -- I, the identity n × n matrix. 
The second term of (4.1) is the particular solution 
w(t) = n x I vector with components wi(t ), i= 1,2 ..... n 
of (2.1) with initial conditions wi(tl) = 0, i = 1,2 ..... n. 
The general solution of (2.1) may be expressed in com- 
ponent form as 
n (3P)(tl) I2 a3p,iYi(t3), ~ x 7 Yi(tl) i=1 i=1 
t3 
= f ~ x m(3p) (s) fi(s) ds 
t I i =1 
aNp,i Yi(tN ) - ~ xT(NP)(tl) Yi (ti) i =1 i=l 
= ftN ~ x m(Np)(s) fi(s) ds. (3.3) 
t 1 i =1 
Adding all the equations of (3.3) and using (3.1), we 
find 
{alp, i + xT(2P)(tl) + xT(3P) ( t l )  
i=1 
+ ... + x m(Np) (tl) } Yi(tl ) 
1 
t2 n xm(2p) (s) fi(s) 
=Cp-{f l  i~l  1 
t3 n 
12 x m(3p) (s) fi (s) 
+{1 i=1 i 
tN n xm(Np) 
+ ... + f 12 • (s) fi (s) ds ) 
t 1 i =1 x 
p= 1, 2, ,., n. 
(3.4) 
This is a set of n equations in the n unknowns Yi(tl), 
i = 1, 2 ..... n. Thus the linearity of the differential 
equations, the linearity of the implicit boundary con- 
ditions, and the proper choice of the terminal condi- 
tions for the adjoint equations permit us to solve this 
problem directly as for the standard case of section 2. 
4. METHOD OF COMPLEMENTARY FUNCTIONS 
Here once again we shall consider boundary value prob- 
lem (2.1), (2.2). We know from the variation of con- 
stants method that the general solution of (2.1) can 
be given as 
t U(t) U(s) -1 f(s) ds (4.1) y(t) = U(t) Y(tl) + ~ f l
yj(t)= ~ u (s) s=l J (t) Ys(tl)+Wj(t), j=1 ,2  ..... n (4.3) 
where u(S)(t) is the s-th column of U(t). Rewriting (4.3) 
as 
n ikl 
y j ( t ) :  ~ .  ulS)(t)Ys(tl)+ 12 
s lkl s=i  11 
s=l  
then the expression 
lk112 ulS)(t) Ys(tl) + wj(t) vj(t) : s - "  
- 111 
is simply the j-th component of the solution v(t) of the 
inhomogeneous system (2.1) with the initial conditions 
vj (tl) = yj (tl) j = ikl 
vj (tl) = 0 j ¢ ikl (4.4) 
Hence (4.3) may be written as 
ulS) (t)Ys(tl) + wj(t) 
n Is)(t) Ys(tl) + j 1,2 ..... n yj(t)= 12. u vj(t), = . 
s * (4.5) lk 1 
s= l  
Thus integrating d = A(t)u only (n - kl) times with the 
initial conditions 
~s) [10 j=s•"  u (t l)= j~s  Xkl 
and a particular solution v(t) is integrated once with 
the conditions (4.4) for a total of (n - k" 1 + 1) integra- 
tions. 
Now from (4.5) choose only those j's on which the 
boundary conditions other than at t I are prescribed. 
We get on arranging the terms 
n 
12 u! s) (tj) Ys(tl) = Yikj(tj) 
s ¢ ikl Xkj 
s=l  
_ [ kl{it3 ~ u! s) (tJ)ys(tl) 
IS= '11 lkj 
-wih (tj) 
j=2 ,3  ..... N 
(4.6) 
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Which is a sum of (n - kl) algebraic equations in 
(n - kl) unknowns Ys (tl) '  s ¢ lkl" , s = 1, 2, ..., n. 
5. COMPARISON OF THE TWO METHODS 
We shall show that the two methods, the method of 
adjoir/ts and the method of complementary functions 
are theoretically the same. 
First we shall show that the coefficients of Yi(tl) in 
both the equations (2.9) and (4.6) are the same. 
The matrix - matrix equation (4.2) may be written as 
n matrix vector equations 
d (s) = ACt ) u (s) , s = 1, 2 ...... n. (5.1) 
Consider the initial conditions for (5.1) as 
u s) (tl) = i e s; i, s = 1, 2, ..., n. (5.2) 
Corresponding to (5.1) for each s the adjoint equation 
is 
~(k) = _ A(t)T x(k), k = 1, 2 ..... n. (5.3) 
Consider the conditions for (5.3) as (2.8). 
For (5.1) and (5.3) the equation (2.7) takes the form 
'~ x! k) (t) u!S)(t) = ~ x! k) (tl) U! s) (tl) (5.4) 
i= l  i=1 
using (2.8) and (5.2) in (5.4) we obtain 
m )(tj) m mk i is ) x l ( _ )  (tl) u. (tl) xm(kj u!S) (tj) = i= 1 
i=1 
or  
u ($) (tj) = xm(kj) (tx) , j 2, 3 ..... N 
lkj-- s = 1, 2 ..... n .  (5.5) 
Equation (5.5) demonstrates that the coefficients of 
Yi(tl), i = 1, 2 ..... n are identical. " 
We shall now show that 
w i (tj)= ftj ~ xm(kj) (s) fi(s) ds (5.6) 
kj t I i=1 1 
j=2,3  ...... N. 
Since w(t) is a solution of (2.1) with the initial Condi- 
tion W(tl) = 0, we can express w(t) as from (4.1) 
w(t) = ft U(t) U(s) -1 f(s) ds 
t 1 
which by premultiplying by x(t) T gives 
t 
x(t) T w(t)= f x(t) T U(t) U(s) -1 f(s)ds. (5.7) 
t 1 
Now, we know that if U(t) is the solution of (4.2) then 
= -AT(t )x  is x(t) = U(t)-Tx(t l  ) the solution of  and 
hence x(s) = U(s) -T U(t)Tx(t). Substituting this in 
(5.7), to obtain 
x(t) T w(t) = f t  xT(s) f(s) ds 
t I 
which is in component form 
n f t  n 
x i (t) wi(t ) = ~ xi(s) fi(s) ds. (5.8) 
i=1 t 1 i= l  
Using the solutions of (5.3) with conditions (2.8) in 
(5.8), we obtain the required equation (5.6). 
6. NONLINEAR PROBLEMS 
Consider the set of n ordinary differential equations 
Yi = gi (Yl' Y2 ..... Yn' t), i= 1, 2 ..... n (6.1) 
together with the boundary conditions (2.2). 
To solve nonlinear problems the method of adjoints 
for linear problems discussed in section 2 can be applied 
in an iterative fashion. Here we just give the method; 
estimates of the speed of convergence and error will be 
given in section 8. 
Assume trial values Yi(tl), i # i k , i = 1, 2 ..... n and 
integrate (6.1); let yi(t) be solutiolns corresponding to
guessed values at the point t 1. Let us consider a nearby 
solution Yi(t) + 8Yi(t), i = 1, 2 ...... n where 8Yi(t ) is 
often called the variation, a ftrst order correction to Yi(t) 
to produce the actual solution of (6.1), (2.2). 
The differential equations of the nearby solutions are 
Yi(t) + ~Yi(t)= gi[Yl(t) + 8Yl(t), Y2 (t) + 8Y2(t) ..... Yn(t) 
+ 8 Yn(t), t] i= 1, 2 . . . . .  n. (6.2) 
Expanding the right hand side of (6.2) in a Taylor's 
series up to and including first order terms, we obtain 
the variational equations 
n 8gi 
8y i ( t )  j=~l 3yj 8yj(t), i 1,2 ..... n (6.3) 
where the partial derivatives 3gi are evaluated at 
(Yl' Y2 .... Yn)" 
The adjoint equations to the variational equations are 
n 
~i=-  =~1 3~ x j ,  i= 1,2 ..... n. (6.4) 
J 3Yi 
The fundamental identity (2.7) for (6.3) and (6.4) 
reduces to 
n n 
Z xi(t ) 8Yi(t) - =~1 xi (tl) 8Yi(tl) = 0. (6.5) 
i=1 i 
We have interpreted the variation 8Yi(t ) to be the dif- 
ference between the true but unknown and the calcu- 
lated solution i.e. 
8Yi(t) = Yi(true)(t) - Yi(calc)(t), 
i= 1, 2 ..... n 
t 1 g t ~ t N . 
(6.6) 
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Since equations (6.3) for 6Yi(t) are only approximate 
systems, the process of finding the true solutions will 
be an iterative process which terminates when 8Yi(t ), 
i= 1, 2 .... , n; t 1 < t < t N are sufficiently small 
(preassigned tolerance). We always take ~Yik 1 (tl) = 0, 
k 1 = 1, 2 ..... k I i.e. Yikl(calc ) (tl) is equal to 
the given conditions. The equation (6.6) is better 
written as 
[~Yi (t)](k) = Yi (true) (t) - [Yi (calc) (t)](k) (6.7) 
where superscript k denote koth iteration. With this 
equation (6.5) takes the form 
[xi(t)l(k) [SYi(t)l (k) - ~ [xi(tl)l(k)[byi(tl)] (k) 
i=1 i~  " 
Xk 1 
i= l  
= 0. (6.8) 
Now integrate adjoint equations (6.4) backward with 
the conditions (2.8), we finally obtain 
[xm(kjl(tl )](k) [~Yi (tl)l(k) = [SYikj (tj)l(k) 
i:~" tk 1 
i=1 (6.9) 
j=2 ,3  ..... N 
which is a sum of (n - kl) algebraic equations in 
(n - k l )unknowns [~yi (tl)] (k) , i * ' l k l  , i=1,2 ..... n. 
For the next iteration through the process the new 
conditions are found from 
[Yik I (tl)] (k + l} -- y~k 1 .  (tl), k1=1,2  ..... k I (6.10) 
[Yi(tl)](k + 1) = [Yi(tl)](k) + [SYi(tl)](k) , 
i ~ " i = 1, 2, ,., n, 
lk I , 
and the calculations will terminate whenever 
)l(k), max {[6Yik i (tj j = 2, 3 ..... N} is less than a 
d 
preassigned tolerance. 
Thus for the nonlinear differential equations the 
method of adjoints is an iterative process, which also 
computes only the corrections to the trial values for 
the missing conditions at t 1. 
7. IMPLICIT BOUNDARY CONDITIONS FOR NON- 
LINEAR PROBLEMS 
The most general implicit boundary conditions for 
the nonlinear system (6.17 are given by n nonlinear 
relations which are functions of Y(tl), Y(t2),..., Y(tN) 
qi[Y(tl), Y(t2) . . . . .  Y(tN) ] = 0 (7.1) 
i=1 ,2  . . . . .  n. 
To solve (6.1) with the boundary conditions (7.1), first 
assume a set of trial conditions Yi(tl), i = 1, 2 ..... n 
and integrate (6.1) from t I to t N. 
Now we def'me the variation in qi as 
6qi = qi(true) - qi(calc) ' i = 1, 2 ..... n 
since qi(true) = 0, it follows that 
6qi = - qi(calc) ' i = 1, 2 ..... n. (7.2) 
We def'me the variation in qi in another way as 
= ~ 3qi n 
6qi j= l  3yj(t  1) 6YJ (tl) +jE=I 3yj3qi(t2) ~yj(t2 ) 
n 3qi 
+ ... + E (tN) 
j= l  3yj(t  N) ~YJ (7.3) 
i=1 ,2  ..... n 
where 3 qi 
3 yj (t s) 
; i , j -  1,2, . . . ,n;  s=1,2  ..... Ncan 
be found analytically from (7.1). Equations (7.3) are a 
set of n equations in Nn variables 8y i (ts), since ~qi is 
known from (7.2)." 
For every yj (ts) which appears in the set of implicit 
boundary conditions (7.1), the adjoint equations (6.4) 
must be integrated backward with the conditions 
x!S! (ts) =~1 i= j  i,j = 1, 2 ..... n 
1,J |0  i~ j  s=2,3  .... ,N 
By the identity (6.5), we obtain the set of (N - 1)n 
equations 
n X(s) (7.4) E . . (tl) 8y i ( t l )  = ~yj (ts)- 
i =1 x,j 
If we substitute (7.4) in (7.3), we obtain 
n 3qi 
~qi=j~l~ 3yj(t 1) 6yj(tl) 
+ ~ 3qi _[ ~ x(2) . ( t l ) typ(t l )}  
j= l  3yj(t  2) p=l  P,J 
+ . . .+  ~ 3qi f ~ x(N]( t l )~yp(t l ) l -  
j= l  3yj (t N) V =1 P,J 
i= 1, 2, ..., n 
a set of n equations in the n unknowns ~yj(tl), 
j = 1, 2, ..., n. Once 8yj (tl) are known, new trial 
values at the point t 1 are formed using yj (tl) + 6yj(tl), 
j = 1, 2, ...,n. 
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8. CONVERGENCE AND ERROR ANALYSIS 
For the problem. (6.1), (2.2) the missing conditions 
at t 1 are obtained by the iterative process. We solve 
(n - kl) algebraic equations (6.9) to obtain 
[SYi(tl " " "-  and the next )](k), 1e lk1 ,  1 -1 ,2  ..... n 
(k + 1)-th iteration is obtained by (6.10). 
Denote the solution of (6.1) by 
yi[Yl(tl), Y2(tl) ..... Yn(tl), t], i= 1, 2 .. . . .  n 
which is continuously dependent on Yik I (tl) and 
IftheweaSSumeddef'me conditions Yi(tl), i ~ lk1", "i = 1, 2 ..... n. 
•I ) , 'kj 
j=2 ,3  ..... N 
then solving (6.1), (2.2) is equivalent to finding 
Yi(tl), i * ' l k l  , i=1 ,2  ..... nforwhich 
~i (tj)=0, j=2 ,3  ... . .  N. kj 
Assume that the k-th approximation to the vector 
of (n - kl) missing conditions [Yi(tl)] (k), i *: ikl 
i = 1, 2 ... . .  n has been found. 
Newton's method gives as the (k + 1)-st approxima- 
tion for all i ~ lk1" , i = 1, 2 .. . . .  n by the equations 
(tj) = Cikj-  Yikj [Yl(tl), Y2(tl) .... ,Yn(tl), tj] 
(8.1) 
30ikj (tj) ](k) 
aY s (t 1) 
n 
[¢i (tj)](k) + Z . 
kj s ~ Xkl 
s=1 
• {[Ys ( t l ) ] (k+l )  - [Ys ( t l ) l ( k )  } = 0 (8.2) 
j=2 ,3  ... . .  N. 
Since Elk i [y I (t 1 )' Y2 (t I ) ..... Yn(t 1], tj ] is a function 
d 
of Ys(tl), s = 1, 2 .. . . .  n the total variation can be 
expressed as 
1( n [ay i (t j )k)= x 
kj ikl S~ 
S=I  
which is from (8.1) 
aYikj 
3Y s (t 1) 
- a¢ i (tj) ](k) 
b 
J aY s (t 1) 
n 
lay i (tj)l(k)=- Z. 
kj s ~ lkl 
s=1 
(k) 
[8ys(tl)] (k) 
[SYs(tl)] (k) 
(8.3) 
Comparing (8.3) and (6.9), we Fred that 
n 
s =~ lkl 
s=1 
3~ i (tj) I (k) 
[xm(b) (tl)](k) = _ kj 
~Ys (tl) 
" s= 1 ,2 ,  . . ,n  se  lk l  , 
j=2 ,3  ... . .  N 
and hence equations (6.9) can be written as 
[ 3q~ik j (tj) (k) 
3Y s (t 1) 
(8.4) 
[6y s (tl)l(k) = [6Yik j (tj)l (k) 
(8.5) 
Equation (8.5) can be written using (8.1), (6.7) and 
(6.10) 
3q5 i (tj)](k) 
kj J {[Ys(tl)l(k+ 1) 
3Ys (tl) 
n 
[~Pi (tj)](k)+ 2;. 
kj s #= lkl 
s=1 
- [Ys ( t l ) ]  (k) } = 0 
j= 2, 3, . . . ,N 
which is the same as (8.2). Hence the method used to 
fred the missing conditions at t I is equivalent to Newton's 
method to solve the system of equations. Therefore the 
Kantorovich sufficiency theorem ([23] p. 367) can be 
applied which furnishes a theoretical basis for the con- 
vergence of the process and an estimate of the rate of 
convergence. 
Equations (8.4) show that for k-th iteration the partial 
derivatives required by Newton's method to solve the 
problem (6.1), (2.2) were obtained by backward integra- 
tion of the k-th system of adjoint equations (6.4) with 
the conditions (2.8). If we use the modified Newton 
method i.e. 
3~ i (tj) ](O) 
kj {[Ys(tl)l(k+ 1) 
3Ys (tl) 
(tj)l(k) n 
[¢ikj + :g s ~: ikl 
s=l  
- [Ys ( t l ) ] (k )}  = 0 (8.6) 
j=2 ,3  ... . .  N 
then we need to integrate only Once the adjoint equa- 
tions but the rate of convergence will be slower. The 
numerical experience for certain problems hows that 
the modified Newton method requires less computer 
time than the original Newton method, see [6]. The 
results of Urabe [22] give the component-wise con- 
vergence and the error estimates for the modified 
Newton method. 
9. SOME EXAMPLES 
Example 1. 
Consider the boundary value problem 
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Y2 
Y3 
Jl 0 1 0 
= 0 0 1 
1 -1 1 
Yl 
Y2 
Y3_ 
+ 0 
2+t  
(9.1) 
yl(o) = 0, y2(Tr/4) = 1, y3(n/2)= -2 ,  
for which the unique solution is 
Y l ( t )=c  le  t+ c 2cost+ c 3s in t - t  2 -3 t -1  
Y2(t)=c le  t - c  2s in t  + c 3cost -2 t~3 
Y3(t) = c I e t - c 2 cos t - c 3 sin t - 2 (9.2) 
where 
~ '+4+ 1 
A c 2 = exp (rr/4) + ~_2exp (~r/2) -a'/2 -4 ,  
c 3 = exp (¢r/2) Cl, A= exp (¢r/4) + ~exp [(¢rl2)+l]- 
The adjoint equations are 
i10,, 0 00 !111] 
3 -1 x 3 (9.3) 
(9.3) satisfying x~ 1)(u/4) = 0, The solution of  
x~1)(./4) = 1, ~(31)(~/4) = Ois 
_ 1 cost  x~l)(t) = 4 exp (It/4- t) 
1 (s int+ COSt) 
xT)(t )=4exp(_~__t)_  1 sint 
4T 
and satisfying 
o, = o, C( - , - i : ,  
1 (cos t -  sin t) x~2)(t) = 21~ exp (-~--t)+ ~-- . 
x~2)(t)-- - - cost  
~2)(t) = exp (rt/2 - t) + (cos t + sin t). 1 1 -T 5-  
Equations (2.9) for this problems are 
- S 14 (t 2 + t) x(31)(t) dt 
0 
x~2)(0) Y2(O) + x(32)(0) Y3(O) = y3(Ir/2) - x~2)(0) Yl(O) 
~r12 
- f0 (t2 + t)x~2)(t)at 
On substituting the values we obtain 
~2Y2(0) + lexp  (zr/4>y3(0)= 1 -3exp . ( I t /4 )  + 3+ rt/2-V~ 
-Y2(0) + l [exp  (rq2) +1] Y3(0) 
= -2  - _~3 exp (~/2) + 7___. (9.4) 
2 2 
Solving (9.4), we find 
A Y2 C0) = (4 + 1r/2 - x/2) [exp (lr/2) + 1] - 3 exp (1r/4) 
3 exp (Ir/2) 1 AY3(0 ) = 8 + ~r - 3 exp (u/4) --~-- 2 
which agrees with the answer obtained from the solu- 
tion (9.2), as it should be . 
Example 2. 
Consider the boundary value problem 
r y I 0 1 0 0- 
Iv i0  0 
t"2 
:y3 o o 
LY4 -40 0 
Yl (.2) = 0.0448156, 
Yl (.6) = 0.0410152, 
] 
0 ;i / 
(2 - t 2) + 
0 1 [Y3 J  
0 0 LY4 
Yl (.4) = 0.0433224 
Yl (.8) = 0.0381534. 
The adjoint equations for 
initial conditions 
' 7 )(i) x~ i ) ( t i )=l ,  x t =0,  
0 
_2 - t  2 
(9.5) 
(9.5) are integrated with the 
x(i)rt ~- x~)(ti) 0 3 ~F -0 '  = 
i= 1 ,2 ,3  
(t I = .2, t 2 = .4, t 3 = .6) f romt i to .8, using the 
gunge-Kutta method with step size h = .01. On 
substituting these values in the equations (2.9) we 
obtain the missing values y2(.8), y3(.8) and y4(.8). 
The equation (9.5) was integrated with the given and 
obtained values o fy  i (.8) (i = 1, 2, 3, 4) using once 
again the Rtmge-Kutta method with step size h = .01. 
We obtain at t = 1, the following result 
Y1!1) = 0.035063 (.035058) 
Y2(I) = -0.015708 (-.015739) 
Y3(1) = 0.000492 (.000503) 
Y4(1) = 0.007136 (.007199) 
where the values in parentheses are the numerical 
results given by Meyer [11] using the invariant imbed- 
ding method and solving the invariant equations using 
the Runge-K.utta method, with step size h = .001. 
T 
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