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Nonconvective winds can be a dangerous and costly weather hazard.  For 
example, over a ten year span from 2002 to 2011, there were over 200 fatalities and 
nearly 1,000 injuries, as well as over 6.4 billion dollars in monetary losses due to high, 
nonconvective winds.  An important subset to nonconvective winds is the nonconvective 
wind gust.  When winds are already relatively strong, a sudden wind gust can magnify 
already existing hazards.  Three different methods were evaluated to determine if either 
of two physically based algorithms can outperform an empirical algorithm.  The two 
physically based methods were the Wind Gust Estimate (WGE) method and the Air 
Force Weather Agency (AFWA) method.  The empirical method was the Mean Gust 
Factor (MGF) method.  Rapid Update Cycle (RUC) model analysis data were ingested 
into each algorithm and the resultant output was compared against the observed wind 
gust field.  Each of the methods was evaluated from 10 March 2005 through 31 May 
2005 over the CONUS, over eleven different geographical regions, and over portions of 
three neighboring states.  Separate evaluations were also conducted for 2100 UTC and 
0900 UTC over the CONUS to discern any diurnal variations in the capabilities of each 
method.  The MGF method generally outperformed the other two methods in each of the 
test scenarios.  Each of the physically based methods outperformed the other, depending 
 
 
on the test scenario, and each performed better during the daytime hours than at night.  
The MGF method, while performing reasonably well during the day, performed best at 
night.  Sample size seemed to have an impact on method performance amongst the 
various regions. 
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Chapter 1:  Introduction 
 
 
Strong nonconvective winds (winds not associated with thunderstorms) are an 
extremely common occurrence in the United States (Ashley and Black 2008).  
Nonconvective wind events typically last longer than convectively driven events, while 
also encompassing a larger area (Ashley and Black 2008).  Also, while convectively 
driven winds are the more infamous of the two, nonconvective winds can still be a 
significant threat to life and property.  According to the National Weather Service’s 
annual Summary of Natural Hazard Statistics (NWS 2012), over the last ten years (2002-
2011), there have been over 200 fatalities and nearly 1,000 injuries from high winds, and 
monetary losses (including crop damages) have totaled over 6.4 billion dollars (Table 
1.1).  Ashley and Black (2008) conducted a comprehensive study of fatalities due to 
nonconvective winds over a 26-year period from 1980-2005.  They found that fatalities 
from nonconvective winds are comparable to those from convectively induced winds 
(Fig. 1.1), with 612 deaths (an average of 24 per year, with a low of six in 1980 and 1982 
and a high of 46 in 1991), as well as over 2800 injuries recorded.  They go on to mention 
that from the time period of 1990-2005, fatalities from nonconvective winds actually 
outnumbered those from straight-line thunderstorm winds. 
Nonconvective winds are dangerous in a number of ways.  Unpredictable, low 
level wind gusts can affect aviation departures and landings, as can low level wind shear.  
Shipping can be adversely affected.  Many instances of ships being damaged or sunk 
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have been related to strong nonconvective winds (Angel and Isard 1998; Lacke et al. 
2007).  Recreational boating is dangerous during high winds.  Many of the fatalities in 
the Ashley and Black (2008) study were recreational boaters.  Perhaps the biggest danger 
is operating a vehicle.  Blowing dust (Ashley and Black 2008) and blowing snow (Kapela 
1995) can be extremely hazardous and can reduce visibilities rapidly creating the 
potential for accidents.  Ashley and Black (2008) note that the majority of fatalities in 
vehicles due to high winds occur because of felled trees.  High winds also cause building 
and bridge stress.  Civil and structural engineers need to factor in a structure’s 
susceptibility to wind stress when designing them (Krayer and Marshall 1992). 
Lacke et al. (2007) note a connection between nonconvective wind events and the 
passage of low pressure systems in the Great Lakes Region.  Considering the frequency 
of such passages during transition and winter seasons (Angel and Isard 1998; Niziol and 
Paone 2000), the threat posed by nonconvective winds is a common occurrence.  Knox et 
al. (2011) state that the majority of nonconvective wind events occur with extratropical 
cyclones.  Angel and Isard (1998) remark that many shipping accidents on the Great 
Lakes have been a result of strong extratropical cyclones.  In his book, A Century of 
Weather Service, Hughes (1970) states that the Weather Bureau (the precursor to the 
National Weather Service) was born, in part, due to a particularly devastating loss of life 
in the region in 1868 and 1869 due to strong cyclones. 
An important subset to nonconvective winds is the nonconvective wind gust.  A 
wind gust is defined as “a sudden, brief increase in the speed of the wind” according to 
The Glossary of Meteorology (Glickman 2000).  Typically, the duration for a gust is less 
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than 20 seconds (NWS 2005), although Automated Surface Observing System (ASOS) 
stations use a five second average (NWS 1998).  When winds are already relatively strong, 
a sudden wind gust can magnify the already existing hazard—landing aircraft can be 
blown off course; visibilities can be reduced further for vehicles traveling in and around 
blowing dust or snow; high profile vehicles such as large SUVs, motorhomes, and 
tractor-trailers can be blown off course.   It is clear that there are dangers associated with 
nonconvective winds and wind gusts.  The unpredictable and seemingly random nature of 
wind gusts, in particular, makes them a nuisance at best and a deadly hazard at worst.  
Improving the ability to forecast nonconvective wind gusts can help the end user make 
better informed decisions and help anticipate bad situations before they occur, thus 
making this a topic needing further investigation. 
A study was set up to compare several different forecast techniques to determine 
if physically based methods are an improvement over empirical methods.  To do so, three 
wind gust algorithms (two physically based and one empirically based) were run in the 
very late winter and spring of 2005 over the CONUS, over eleven different regions, and 
over three different states.  Ideally, the knowledge gained will lead to further 
improvement of existing methods along with spawning new ideas for additional 
investigation. 
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Fig. 1.1.  Fatalities in the Unites States from multiple modes of wind over a 26 year period (1980-2005).  
Tropical storm related fatalities only include those from winds.  From Ashley and Black (2008). 
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Table 1.1.  Ten year summary of fatalities, injuries, and monetary damages from nonconvective 
high winds.  Taken from the annual Summary of Natural Hazard Statistics, National Weather 
Service (NWS 2012). 
     
Property 
 
Crop 
 
Total 
     
Damage 
 
Damage 
 
Damage 
Year Fatalities Injuries (million $)   (million $)   (million $) 
2002 28 
 
129 
 
82.9 
 
33.5 
 
116.4 
2003 24 
 
156 
 
166.2 
 
41.0 
 
207.2 
2004 26 
 
68 
 
3,312.8 
 
340.5 
 
3,653.3 
2005 7 
 
43 
 
58.5 
 
21.9 
 
80.4 
2006 26 
 
133 
 
195.0 
 
15.2 
 
210.2 
2007 16 
 
76 
 
257.4 
 
1.2 
 
258.6 
2008 42 
 
122 
 
1,222.8 
 
172.2 
 
1,395.0 
2009 25 
 
68 
 
199.5 
 
0.0 
 
199.6 
2010 18 
 
63 
 
60.2 
 
1.2 
 
61.3 
2011 20   79   160.0   74.9   234.9 
Total 232 
 
937 
 
5,715.3 
 
701.6 
 
6,416.9 
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Chapter 2:  Background 
 
 
2.1 General Boundary Layer Evolution 
 The structure of the planetary boundary layer (PBL) is important in determining 
the behavior of winds at the surface.  Wind gusts at the surface are typically assumed to 
be the result of elevated, higher momentum air in the PBL brought to the surface by 
turbulent processes.  Therefore, it is important to understand the general structure and 
evolution of the PBL and its processes to gain a better understanding of surface wind 
gusts. 
The PBL is the lowest layer of the troposphere and is directly influenced by the 
earth’s surface.  This is also the layer of the troposphere where turbulence dominates 
vertical transport, as well as horizontal dispersion (Stull 1988).  Generally, the PBL has 
the least vertical depth under high pressure, and has the greatest depth during low 
pressure.  Under high pressure, air at the surface moves toward low pressure under 
general subsidence.  Thus, there is a general thinning of the PBL.  Under low pressure, air 
at the surface converges and there is upward vertical motion.  Thus, there is a general 
thickening of the PBL (Stull 1988). 
 Stull also notes that under high pressure, the PBL is generally well defined and 
follows a general pattern during the diurnal cycle (Fig. 2.1).  There are three main layers:  
the convective mixed layer, during the day, and, at night, the stable (nocturnal) boundary 
layer and the residual layer.  If clouds are present (typically fair weather cumulus or 
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stratocumulus), the boundary layer can be broken down into cloud and subcloud layers 
(Stull 1988). 
During clear, daytime hours, there is a convective mixed layer where turbulent 
processes dominate.  On clear days, the process typically begins shortly after sunrise 
when solar heating causes warm thermals to begin to rise from the surface (Stull 1988), 
promoting mixing near the surface.  When clouds are present, radiative cooling from the 
top of the cloud layer may promote mixing from the top of the PBL as the cooler air 
sinks.  Wind shear can also lead to mechanical mixing. 
Typically, the mixed layer reaches its maximum depth in late afternoon (Stull 
1988) and grows rapidly by entraining air from the free atmosphere above once the 
nocturnal boundary layer is eliminated.  Holzworth (1967) showed mixing depth layers 
for a variety of locations and climatic regimes across the United States and confirmed 
that the mixed layer reaches its greatest vertical depth during the afternoon. 
As the boundary layer begins to cool at sunset, turbulent mixing processes begin 
to wane.  The result is a residual layer that maintains some of the properties of the mixed 
layer, but becomes neutrally stratified.  That is, turbulence intensity is nearly equal in all 
directions (Stull 1988).  The bottom of the residual layer is modified by the ground and 
becomes part of the stable (nocturnal) boundary layer.  The remainder of the residual 
layer cools at a rate that is nearly uniform throughout. 
As night progresses, and the surface (as well as the air adjacent to the surface) 
continues to cool, the stable layer becomes more predominant.  There is very little 
turbulence and winds typically become light to calm (Stull 1988).  At the top of the stable 
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layer, winds may become supergeostrophic, creating a low-level jet (LLJ) (Blackadar 
1957).  Wind shear from the LLJ may occasionally create enough mechanical mixing to 
overcome the static stability of the stable layer, creating a short period of turbulent 
mixing; otherwise, the stronger winds are essentially decoupled from the surface and 
flow is laminar in nature (Stull 1988).  At sunrise, assuming that high pressure is still 
present, the process repeats itself, and the convective mixed layer begins to form again. 
2.1.1 Boundary Layer Winds 
Wind speed within the boundary layer also follows a diurnal cycle.  Holzworth 
(1967) showed that average wind speed in the boundary layer (using a combination of 
surface observations and upper air soundings) is highest in the afternoon, and lowest in 
the morning, near sunrise.  It should be noted that Holzworth also focused on pollution 
within the boundary layer, so the study focused on the hours around potential “rush 
hours” in urban areas. 
Stull (2000) notes that during fair weather, winds near the ground are generally 
strongest during the day, reaching maximum speeds by mid-afternoon, and are generally 
weakest at night, diminishing to minimum speeds a few hours after midnight (Fig. 2.2). 
While winds at, or near, the surface tend to increase during daylight hours, the opposite is 
true for winds aloft.  
Winds very close to the surface are nearly always subgeostrophic.  But, depending 
on the time of day, winds farther above the surface can approach geostrophic velocity, 
and even become supergeostrophic (Fig. 2.3).  As mentioned previously, a low-level jet 
can often form at the top of (or above) the nocturnal stable boundary layer.  As 
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turbulence (and thus, mixing) wanes, the winds at this level no longer feel the effects of 
surface drag (Stull 2000), and accelerate.  Whiteman et al. (1997) noted that the LLJ 
remains at about the same level from formation to dissipation.  They also found that LLJs 
were present in nearly half of all observations taken, regardless of season. 
 
2.2 Turbulence 
When comparing different wind intensities near the surface, along with different 
time scales, it can be shown that there are two distinct peaks of wind speed fluctuations 
(Van der Hoven 1957).  Stull (1988) shows a spectral representation where the first peak 
occurs on a time scale of around 100 hours, and the second peak occurs on a scale of 
around one minute (Fig. 2.4).  Van der Hoven (1957) notes that the first, largest peak 
corresponds to larger, synoptic scale systems.  The second peak corresponds to the more 
erratic, microscale turbulence.  There is also a smaller peak at around one day that 
corresponds to the diurnal cycle of winds (Stull 1988). 
Also of note is the large valley in between the peaks.  Van der Hoven (1957) calls 
this the “spectral gap”, which corresponds to a time scale of roughly one hour, and states 
that it exists due to the absence of a sustained physical process to support wind 
fluctuations.  The spectral gap doesn’t always exist.  Stull (1988) notes that cumulus 
clouds act as large eddies and typically follow a life cycle of around an hour.  However, 
the gap provides a useful separation to help describe the overall wind field.  By averaging 
winds over a period of about an hour, the wind can be described by 
'uUU  ,     (2.1) 
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where U  is the instantaneous wind speed, U  is the mean wind, and 'u  is the 
perturbation, or turbulent part (Fig. 2.5).  The turbulent part can also be thought of as the 
wind gust. 
 Turbulence is not a conserved property (Stull 2000).  That is, in the absence of a 
process to create turbulence (convection and/or wind shear), it will eventually dissipate.  
The energy cascade describes this process.  Basically, large eddies transfer energy to 
smaller and smaller eddies.  Eventually, the energy is dissipated as heat through 
molecular viscosity (Stull 1988). 
2.2.1 Turbulence Structure in the Boundary Layer 
 Wyngaard (1985) conducted a study on the PBL for the purposes of modeling.  
The study broke the convective boundary layer into a three layer model based off of 
Deardorff (1979):  the surface layer, the mixed layer, and the interfacial layer (Fig. 2.6).  
However, the unaveraged, local turbulent structure of the convective boundary layer is 
more complex (Fig. 2.7).  In the surface layer, smaller plumes are evident and are 
indicative of surface friction and resultant wind shear.  This layer is typically extremely 
shallow. 
Large turbulent eddies dominate through much of the mixed layer, with some 
reaching a vertical depth of nearly the entire PBL.  Kaimal et al. (1976) further broke out 
another layer within the mixed layer, calling it the free convection layer.  They conclude 
that, while surface friction becomes less important, the height above the surface still has 
some effect on eddy characteristics.  This layer is typically on the order of 10%, or less, 
of the total depth of the PBL below the interfacial layer.  Within the remainder of the 
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mixed layer, turbulent structure is not dependent on either surface friction or height above 
the surface. 
The turbulent structure in the stable (nocturnal) PBL is, as expected, quite 
different from that of the convective boundary layer (Wyngaard 1985).  Wetzel (1982) 
divided the layer into three sublayers:  the surface layer, the linear (or turbulent) layer, 
and the accumulation layer (Fig. 2.8).  The top of the surface layer is typically on the 
order of less than 1.5 meters above the surface.  The turbulent layer is characterized by a 
linear profile of potential temperature 
The magnitude of turbulence is generally much smaller in the stable boundary 
layer, even in the turbulent layer.  Flow is much more stratified and any turbulent eddies 
and waves are typically much smaller than in the convective boundary layer (Fig. 2.9).  
According to Wyngaard (1985), little turbulence occurs in the accumulation layer, which 
is roughly analogous to the residual layer. 
Wyngaard (1985) also notes that any turbulence in the stable PBL is typically 
produced by wind shear and is destroyed by molecular viscosity as well as buoyancy 
effects (statically stable air).  Because the air is stable, turbulence production is more 
sensitive to changes in wind shear.  Grant (1992) notes that the primary effect of 
buoyancy is not to suppress turbulence production, but rather, to increase the dissipation 
rate. 
Caughey et al. (1979) note that sloped terrain can create drainage winds, that is, 
winds that flow down sloped topography due to density differences between the air 
upslope and the air it is displacing downslope.  These occur in stable layers in weakly 
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forced environments.  Occasionally, weak turbulence can form from the shear created by 
these winds. 
 While earlier studies claim that little turbulence occurs in the residual layer, more 
recent studies have shown that, under certain conditions, turbulence can be present in this 
layer.  Grant (1992) postulates that vertical transport of turbulence kinetic energy from 
below, as well as entrainment processes at the top of the layer may lead to higher 
turbulence production than previously thought.  Tjernström et al. (2009) found that there 
is nearly always a weak background turbulence field within the residual layer and that, on 
occasion, turbulence intensities can reach that of the stable boundary layer.  They 
theorize that gravity waves propagate upward from the stable boundary layer due to local 
terrain effects. 
2.2.2 Turbulence Kinetic Energy 
 Turbulence kinetic energy (TKE) is a measure of the mean intensity of turbulence 
per unit mass (Stull 2000), and can be written as 
ewvuTKE  )'''(
2
1 222
,     (2.2) 
where 'u , 'v , and 'w  are each the perturbations, or turbulent portions, of the wind in the 
east-west, north-south, and vertical directions.  As mentioned previously, turbulence is 
produced by positive buoyancy and mechanical wind shear, and is suppressed by 
statically stable air and eventually destroyed by molecular viscosity (after being 
continually reduced to smaller and smaller eddies following the energy cascade).  
Therefore, TKE production and suppression follow the same principals.  TKE follows a 
typical diurnal cycle (Fig. 2.10) during conditions conducive to producing a convective 
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mixed layer.  The highest magnitudes of TKE occur in mid to late afternoon, or when the 
boundary layer is well mixed.  The vertical profile of TKE depends on the stability and 
boundary layer depth.  Convectively mixed layers under clear skies in mid-afternoon 
typically have higher magnitudes of TKE that extend higher off the ground by virtue of 
deeper convective mixing (Fig. 2.11a). 
For near neutral conditions, such as that of late morning under overcast skies with 
strong surface winds, magnitudes of TKE near the surface are relatively high due to wind 
shear and flow over terrain, but gradually decline with height (Fig. 2.11b).  On cloud free 
days with strong winds (not shown), both buoyancy and mechanical processes would aid 
in TKE production. 
In a nocturnal boundary layer early in the night, some TKE production occurs, 
primarily near the ground due to the wind shear (Fig. 2.11c).  Not shown is elevated TKE 
that can be produced by wind shear near the low-level jet. 
The TKE budget equation is comprised of a number of terms, each describing a 
physical process that, along with the others, determines whether turbulence will increase 
or decrease.  Using Einstein’s summation notation (see Stull (1988) for a description), the 
TKE budget is given as 
       1       2                    3                   4         5      6      7 




 

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

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where e is TKE, U is the mean wind, g is gravity, v  is virtual potential temperature, p is 
pressure,   is density, and   is dissipation by molecular viscosity.  The first part of term 
three,  , is a Kronecker Delta and is part of the shorthand summation notation. 
 Term one represents the local storage, or tendency of TKE to increase or decrease 
in time.  The term is typically positive (indicating increasing TKE) during the time period 
from early morning to early afternoon and is typically negative (indicating decreasing 
TKE) during the time period from late afternoon into evening. 
 Term two is the advection term.  Simply stated, wind can transport higher (or 
lower) values of TKE from one area to another.  This term is often negligible, especially 
when considering areas larger than approximately 10 km x 10 km (Stull 1988). 
 Term three is the buoyant production or consumption term.  Stull notes that the 
most important part of the term is the vertical flux of the virtual potential temperature, or 
'' vw   (where 'w  replaces '3u  in the Einstein summation notation form).  Positive flux 
values indicate movement of warm air upward, or basically, the presence of thermals.  
Negative values indicate statically stable air and the consumption of TKE.  On sunny, 
convectively active days, this term is typically the biggest contributor to TKE production. 
 Term four is the mechanical shear production/loss term.  Taken in two parts, this 
term is the horizontal momentum flux, or '' ji uu , and the vertical shear of the horizontal 
mean wind, or 
j
i
x
U


 , where the interaction between the two parts leads to increasing 
turbulence.  This term is typically strongest at (or near) the surface, as the near-surface 
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layer is where the greatest gradient in wind speed typically occurs (Fig. 2.3) due to 
frictional effects, and thus, contains higher shear values. 
The buoyancy and shear terms can be used to classify the type of convection 
occurring (Fig. 2.12).  When the buoyancy term is much larger than the shear term, free 
convection occurs.  When the shear term is much larger than the buoyancy term, forced 
convection occurs.  When neither term is dominant, the turbulence regime is neither 
forced, nor free, as each term is contributing to turbulence production. 
As mentioned previously, in the presence of a stable boundary layer (nocturnal, or 
otherwise), turbulence production is generally based solely on wind shear. 
Except in the presence of thunderstorms, wind shear of the vertical wind 
component is negligible in the boundary layer.  This means that shear production is 
overwhelmingly largest in the x and y directions.  This is contrary to buoyancy, where 
production is overwhelmingly in the vertical. 
 Term five is turbulent transport.  Turbulence has the ability, in effect, to transport 
itself from one location to another.  The portion of the term, ew'  (where 'w  replaces '3u  
in the Einstein summation notation form), is the vertical turbulence flux of TKE.  The 
highest magnitudes are typically in the middle of the mixed layer as there is a positive 
(upward) flux of the TKE created in the near surface layer by buoyant and shear 
processes. 
Term six is pressure correlation. This term is difficult to measure as the 
fluctuations in pressure are typically orders of magnitude smaller than the mean pressure 
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field.  The theory is that this term describes how turbulence is lost, or redistributed, by 
pressure fluctuations and waves. 
Term seven is dissipation by molecular viscosity.  This term always indicates a 
loss of TKE.  The more intense the turbulence is, the higher the rate of dissipation.  Thus, 
this term is typically largest near the surface, where turbulence production is largest.  
While dissipation rates can be relatively high, the actual amount of heat released is small. 
2.2.3 Richardson Number 
 When discussing the TKE budget equation, it was noted that the buoyancy and 
shear terms were the most important terms in turbulence production (suppression).  By 
directly comparing these terms, we can get a better idea of whether turbulence will be 
produced or dampened, as well as an idea of turbulence intensity.  This is especially 
helpful when the terms seem to contradict each other—in a statically stable environment 
with wind shear present, for example, where the buoyancy term (term three) would be 
negative but the shear term (term four) would be positive.  Stull (1988) notes that by 
creating a ratio of term three to term four, this can be achieved.  The ratio is a 
dimensionless quantity called the flux Richardson number and is given by 
j
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
,        (2.4a) 
where the negative sign in the denominator is dropped.  It is apparent by the summation 
notation in the denominator that there are actually nine terms.  By assuming horizontal 
homogeneity and neglecting subsidence (Stull 1988), the equation can be simplified to 
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The denominator will typically be negative as an upward flux would typically imply a net 
upward motion of weaker winds, at least in the near surface layer.  A positive numerator 
(a positive upward flux) would imply statically unstable air and a negative numerator (a 
negative upward flux, that is, a downward flux) would imply statically stable air.  
Therefore, negative values of Rf  indicate statically unstable flows and positive values 
indicate statically stable flows.  Values of zero (zero flux in the numerator) indicate 
neutral flows. 
Richardson proposed a value of Rf =+1 as a critical value because turbulent 
production by shear is balanced with buoyant suppression. For Rf >+1, Richardson 
expected the flow to become laminar, or dynamically stable.  For Rf <+1, he expected 
flow to be turbulent, or dynamically unstable. 
 Stull notes that a problem with Rf  is that, while it can be used to determine 
whether turbulent flow will become laminar, it cannot be used to determine whether 
laminar flow will become turbulent.  If the assumptions are made that '' vw   is 
proportional to the lapse rate, 
z
v


, that ''wu is proportional to 
z
U


, and that ''wv  is 
proportional to 
z
V


, then Rf can be simplified to the gradient Richardson number, given 
by 
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Research has found thresholds that determine when turbulence will be produced (the 
critical Richardson number, or Rc) and when turbulence will break down (Rt) (Stull 
1988).  That is, when Ri< Rc  the onset of turbulence begins and when Ri> Rt  turbulence 
is terminated.  Typical values of Rc  and Rt  are 0.25 and 1.0, respectively. 
 The gradient Richardson number is calculated using local gradients.  However, 
we rarely know the local gradients so approximations must be made to be able to make 
the calculation (Stull 1988).  By using measurements at certain height intervals, and using 
finite differencing, the gradients can be approximated.  By substituting 
z
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 for 
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, as 
well as 
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 for 
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, respectively, equation 2.6 becomes the equation 
for the bulk Richardson number, RB, given by 
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or, more simply, 
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It must be kept in mind that a Rc of 0.25 really only applies to local gradients, and not to 
differences across larger layers.  Too much averaging of the actual gradients can occur, 
creating uncertainty as to what the actual Rc should be. 
 
 2.3 Nonconvective Wind Gust Mechanisms and Environments 
In section 2.2, it was shown that the instantaneous wind can be found by 
subtracting the perturbation from the mean wind.  Equation 2.1 can easily be rewritten as 
UUu ' ,     (2.7) 
which shows that the perturbation, or turbulent part is simply the instantaneous wind 
subtracted from the mean wind.  As stated previously, the turbulent part can also be 
thought of as the gust. 
 It was also shown that the two main contributors to turbulence production are 
mixing due to positive buoyancy and mechanical mixing due to wind shear.  On 
convectively active days, turbulent eddies may span the entire depth of the mixed layer, 
meaning parcels of air can be moved to different elevations within the boundary layer.  It 
can then be assumed that elevated winds, traveling at faster speeds than those at the 
surface, can be brought to the surface as wind gusts. 
 While the above example quickly comes to mind as an environment suitable for 
the production of surface gustiness, there are a number of others.  In some cases, the 
physical process is creating a relatively high sustained wind, and an assumption must be 
made that wind gusts will also be present in conjunction with the high sustained winds.  
Typically, it is assumed that higher momentum air above the surface is brought down to 
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the surface as a wind gust by turbulent processes.  So, while many of the following 
examples discuss strong, nonconvective wind formation mechanisms, it should be kept in 
mind that the gust portion is typically a byproduct of the presence of the strong, 
instantaneous wind. 
One such example is the LLJ.  As mentioned previously, wind shears due to the 
LLJ can occasionally break down the nocturnal boundary layer, creating a brief burst of 
turbulence.  This may lead to a brief transport of higher momentum, elevated air to the 
surface as a wind gust.  Higher points of elevation than the surrounding area (i.e., 
hilltops) are more likely to experience gusts as the stable portion of the boundary layer 
will be thinner at these locations (assuming a relatively uniform boundary layer top), 
leaving less negative buoyancy for shear processes to overcome. 
 Another example of LLJ spawned gustiness is that from the northerly LLJ.  
Discussion so far has been limited to nocturnal LLJ instances.  The processes discussed 
have been, more or less, tied to the southerly LLJ experienced quite often during 
summertime over the Great Plains.  The northerly LLJ, in contrast, occurs more 
frequently during the transition and winter seasons and is not tied to diurnal boundary 
layer processes (Whiteman et al. 1997).  This is likely because of the increased role of 
advection behind cold frontal passages, the more suppressed nature of the diurnal cycle in 
cold air outbreaks, and/or possibly because of post frontal stratocumulus cloudiness and 
the consequential effect on boundary layer processes. 
Kapela et al. (1995) created an operational forecasting checklist to help determine 
when strong, nonconvective winds will occur behind cold fronts in the Northern Great 
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Plains.  Some elements studied included the pressure gradient, rapid pressure changes, 
the magnitude and position of upper level jets, the strength of cold air advection, and 
lapse rates. 
Due to increased mechanical turbulence in the presence of strong synoptic forcing or 
topography, surface gustiness is common in the presence of low pressure systems, and 
especially cyclogenesis.  Knox et al. (2011) state that extratropical cyclones in the mid-
latitudes are responsible for an overwhelming majority of strong nonconvective wind events.  
Their study listed a variety of potential physical mechanisms associated with 
extratropical cyclones that may play roles in such events.  One of the most common 
explanations for high winds is the isallobaric wind which forms as a balance between the 
Coriolis force and the locally accelerating geostrophic wind (Glickman 2000).  The wind 
flows perpendicular to isallobars towards low pressure.  As the gradient of isallobars 
becomes tighter, the stronger the wind becomes.  Local topographic influences are also 
hypothesized to play a role in creating stronger winds (local funneling effects, for 
example).  Another mechanism is stratospheric intrusions under tropopause folds.  As 
subsiding, high-momentum air from the stratosphere makes its way into the boundary 
layer, buoyant turbulent processes may mix this air all the way to the surface (Knox et al. 
2011).  Related to the aforementioned dry-intrusions are sting jets, which are accelerating 
airflows beneath the dry intrusion in the mid-troposphere (Martìnez-Alvarado et al. 
2012).  Typically, a cloud head that appears as the tip of a scorpion’s tail can be seen on 
satellite imagery.  In these high sustained wind environments, mixing down of air aloft 
would result in gusts that are necessarily faster than the sustained winds. 
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“Downslope wind” is a generic term used to encapsulate flow down terrain.  The 
winds can be formed by a variety of different physical processes, some quite different 
than others.  Some examples include katabatic winds (a subset of drainage winds), foehn 
winds, and bora winds.  Different parts of the world use different naming conventions. 
A drainage wind is flow that results from denser air displacing less dense air 
below it and is accelerated downslope by gravity (Stull 1988).  They are thermally driven 
and typically form during weak flow, or subsidence (Stull 2000). 
Foehn and bora winds, on the other hand, are formed as a result of forced flow 
over topography (Stull 2000).  Foehn winds occur when cold air on the windward side of 
a mountain range is shallower than the ridge height and cannot go over the mountain.  
Warmer air flowing over the cold air adiabatically warms as it descends the leeward side 
of the mountain.  Bora winds occur when the top of the cold air is higher than the ridge 
top, allowing the cold air to adiabatically warm and accelerate down the leeward slopes.  
Bora winds are typically faster than foehn winds and can become hurricane force, 
occasionally reaching speeds of over 50 m s
-1
 (Stull 1988).  Gap winds are another 
orographically produced wind.  When winds are forced through gaps in terrain, they must 
accelerate to maintain mass flux (Stull 2000). 
 
2.4 Nonconvective Wind Gust Studies 
There have been a number of previous studies done on nonconvective wind gusts.  
Some have attempted to use physical processes to forecast gusts, while others have been 
empirical in nature.  As examples of previous studies, Brasseur (2001) and Lee and 
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Girodo (1998) both attempted to use stability comparisons to determine if higher 
momentum parcels could be brought to the surface as wind gusts. 
Hart and Forbes (1999) used Eta and MesoEta forecast soundings to create an 
empirical dataset that correlated surface wind gusts to specific source layers.  They 
determined that their dataset helped estimate surface wind gusts reasonably well during 
the day, but underperformed at night due to model issues handling static stability and its 
effect on damping momentum transfer to the surface. 
One large class of empirical studies makes use of gust factors.  A gust factor is 
simply the ratio of the instantaneous wind gust to the mean wind (Paulsen and Schroeder 
2005).  They also note that, although gust factor is a simple statistic, there are many 
inputs that go into the calculation, including roughness length, elevation, distance from 
an obstacle, and stability. 
Davis and Newstein (1968) took observations at multiple levels on a 305 meter 
(1,000 feet) tower and determined that gust factors decrease both with height and with 
increasing wind speed.  Àgùstsson and Òlafsson (2004) confirmed these relationships in 
their study of gust factors over complex terrain in Iceland.  They also conclude that to 
achieve higher gust factors in complex terrain during episodes of stably stratified flow, 
terrain obstacles upstream must rise at least 200 meters above the station location.  Also, 
the obstacle must be at a distance of no farther than 10 times the difference of the 
elevation of the top of the obstacle and the elevation of the station. 
Cvitan (2003) and Jungo et al. (2002) used climate data in their studies with gust 
factors.  Cvitan used maximum mean hourly wind speed data at a site in Croatia to create 
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an expected wind gust maximum dataset to aid in determining the needed strength of 
overhead powerlines.  The study by Jungo et al. used a 10 year climatic dataset to 
compute a probability of exceeding a gust speed based on the daily mean wind speed in 
three different synoptic scenarios (convective, advective, and mixed) in Switzerland over 
complex terrain. 
 Three of these studies form the basis of the work presented here:  Brasseur 
(2001), Lee and Girodo (1998), and Paulsen and Schroeder (2005).  A more in depth 
description of each will be presented in the next chapter.  From these three studies, the 
Wind Gust Estimate method, Air Force Weather Agency method, and Mean Gust Factor 
method, respectively, were developed.  Nonconvective wind gust forecasts were created 
using each method.  The results of the three were compared to determine if algorithms 
that are based on physical processes can outperform one based on empirical data 
gathering. 
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Fig. 2.1.  Depiction of PBL, and its diurnal evolution, over land under high pressure.  From Stull 1988. 
 
 
 
 
Fig. 2.2.  Typical diurnal wind speed cycle during fair weather at multiple elevations.  MBL is average PBL 
wind speed, G is geostrophic wind speed, M is wind speed, and z is height above ground.  From Stull 2000. 
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Fig. 2.3.  Typical wind speed profile during fair weather.  MBL is average PBL wind speed, G is 
geostrophic wind speed, M is wind speed, and zi is mixed layer depth.  From Stull 2000. 
 
 
 
Fig. 2.4.  Depiction of spectral intensity of wind speed versus time.  From Stull 1988 (based on Van der 
Hoven 1957). 
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Fig. 2.5.  Depiction of the composition of the instantaneous wind speed, U.  The average wind speed is U , 
and the difference between the instantaneous wind speed and the average wind speed is u’.  This is the 
turbulent part, or the wind gust.  From Stull 2000. 
 
 
 
 
Fig. 2.6.  Depiction of the averaged structure of the convective boundary layer.  Here, Θ is potential 
temperature, h0 is the top of the surface layer, h1 is the top of the mixed layer, zi is the top of the boundary 
layer, and h2 is the top of the interfacial layer.  From Wyngaard 1985 (after Deardorff 1979). 
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Fig. 2.7.  Depiction of the unaveraged, local structure of the convective boundary layer.  Here, θ is potential 
temperature and V is the horizontal wind velocity.  Eddies and plumes are large, and may span the entire 
depth of the layer.  The light gray area represents the capping inversion.  From Wyngaard 1985. 
 
 
 
Fig. 2.8.  Depiction of the idealized stable (nocturnal) boundary layer.  Here, U is the horizontal wind speed 
and Θ is potential temperature.  From Wetzel 1982. 
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 Fig. 2.9.  Depiction of the unaveraged, local structure of the stable (nocturnal) boundary layer, with 
gravity waves superimposed onto the flow field..  Here, θ is potential temperature and V is the 
horizontal wind velocity.  Eddies are small in nature.  A pronounced wind maximum is at the top of the 
lower, grayed turbulent layer.  The top, grayed layer indicates the transition into the free atmosphere.  
From Wyngaard 1985. 
 
 
 
Fig. 2.10.  Depiction of a typical diurnal cycle of TKE.  Measurements were taken below 300m agl by 
aircraft over a site in Tennessee.  From Stull 1988. 
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Fig. 2.11.  Depictions of TKE profiles for three different boundary layers.  Figure (a) is that of a 
convectively mixed layer in mid-afternoon with light winds.  Figure (b) is that of an overcast, near neutral 
layer in late-morning with strong surface winds.  Figure (c) is that of a stable layer early at night.   Figures 
(a) and (b) are from a site near Chickasha, OK.  Figure (c) is from a site in Minnesota.  From Stull 1988. 
 
 
 
 
Fig. 2.12.  Depiction of the different regimes (approximations) of turbulence dependent on the balance 
between buoyancy and shear.  From Stull 1988. 
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Chapter 3:  Methodology 
 
 
3.1 Algorithm Descriptions 
 Three different algorithms were obtained or developed for this study:  the Wind 
Gust Estimate method (denoted as WGE method), based on the method created by 
Brasseur (2001); the Air Force Weather Agency method (denoted as AFWA method), 
based on the operational wind gust method in place at AFWA in 2006; and the Mean 
Gust Factor method (denoted as MGF method), based on gust factor data developed by 
Paulsen and Schroeder (2005). 
3.1.1 WGE Method 
 The WGE method is an approach that determines surface wind gusts by utilizing 
physical processes within the planetary boundary layer.  Brasseur wanted to develop an 
approach that would eventually improve upon statistical and empirical approaches by 
fostering a better understanding of how the physical processes in the atmosphere lead to 
surface gustiness (Brasseur 2001).  In the WGE, an assumption is made that air parcels 
above the surface, but within the boundary layer, are brought down to the surface by 
turbulent eddies (Fig. 3.1). 
 To determine the level from which winds are brought downward, the algorithm 
must first determine the depth of the turbulent portion of the boundary layer that is able to 
overcome buoyancy forces.  To do so, a comparison is made between turbulence kinetic 
energy, or TKE, and buoyancy forces.  To actually determine the gust estimate, the 
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assumption must be made that a parcel at a given height within the boundary layer will be 
able to reach the surface as long as the mean TKE is greater than mean buoyancy forces 
between the surface and the layer of the parcel (Brasseur 2001) (Fig. 3.2).  In other 
words, will turbulent processes overcome stability?  From this assumption, Brasseur 
developed the following relation: 
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where )(zE is the local turbulence kinetic energy, zp is the height of the parcel, g is 
gravity, and )(zv is the virtual potential temperature.  The top of the layer from where 
the surface gust originates is found when the mean TKE over the layer is no longer 
greater than the mean buoyancy over the same layer. 
 Of course, there are multiple parcels within this layer that could theoretically be 
brought to the surface.  The WGE method determines the final wind gust estimate by 
choosing the parcel that is traveling at the maximum wind speed as the parcel to be 
brought to the surface.  The velocity of this parcel will be the final wind gust estimate. 
3.1.2 AFWA Method 
 The AFWA method is also based on physical processes to determine surface wind 
gusts, although a bit more basic in nature than the WGE.  It is based on a method—
initially developed at the Boston National Weather Service (NWS) office—that uses 
static stability to determine the depth of the mixed layer to estimate the strength of 
surface wind gusts (Lee and Girodo 1998). 
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 The AFWA method uses potential temperature to calculate the static stability, 
starting at the model layer nearest the surface.  That is, 0


z

 (where   is potential 
temperature and z is height) indicates air that is statically stable,
 
0


z

 indicates air that 
is statically unstable, and 0


z

 indicates air that is approximately statically neutral 
(Stull 2000).  The algorithm checks subsequent vertical layers (moving farther away from 
the surface) until it encounters a layer that is not statically unstable.  The highest wind 
within the layer(s) of statically unstable air is then brought to the surface as the forecast 
surface wind gust.  If the lowest layer is not statically unstable, then the surface wind is 
used in place of calculating a gust. 
 The AFWA method varies slightly from the technique developed at the Boston 
NWS office.  Instead of using specific, predetermined model pressure levels to define 
broad layers (as the Boston NWS method does), the AFWA method utilizes every 
vertical model level from the surface upward.  Thus, static stability is checked for every 
layer from the surface upwards till a layer is found that is not statically unstable.  In most 
cases, more, smaller layers are checked using the AFWA method than the technique used 
at the Boston NWS. 
3.1.3 Mean Gust Factor Method 
The MGF method is a statistical method developed from a study conducted by 
Paulsen and Schroeder (2005).  In their study, two databases of gust factors were 
developed, one for landfalling tropical cyclones and one for extratropical systems.  Gust 
factor was calculated by 
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where GF is gust factor, su 2max, is the peak 2-s gust within a 10-min segment, and u is the 
10-min mean wind (Paulsen and Schroeder 2005).  Data corresponding to convective 
events were discarded (Paulsen and Schroeder 2005). 
 Gust factors were also stratified in their study by calculating the roughness 
lengths.  Without stratification, gust factors from different geographic locations would be 
difficult to compare because of different exposure characteristics (Paulsen and Schroeder 
2005).  Two different methods were used to calculate roughness length.  One was the 
profile method in which the vertical wind profile is used.  When wind speeds are 
available at two or more heights, roughness length can be calculated by drawing a line on 
a coordinate graph through the wind speed measurements and finding the y intercept 
(Paulsen and Schroeder 2005).  The other method used for calculating roughness length is 
the turbulence intensities (TI) method.  It is calculated using turbulence intensity 
(calculated by dividing the standard deviation of the wind by the mean wind) and 
anemometer height (Paulsen and Schroeder 2005). 
The advantage of the TI method is that it requires wind speed at only one 
anemometer height as opposed to the profile method, which requires observations at 
multiple heights.  Paulsen and Schroeder (2005) note that measurements from multiple 
heights were not always available.  The results from both methods were presented as the 
roughness values were often different between the two methods. 
To develop the MGF method, the summary statistics for extratropical gust factors 
from Paulsen and Schroeder (2005) were used (Table 3.1) to create a weighted mean gust 
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factor.  The summary statistics for tropical cyclone gust factors were ignored for three 
reasons.  First, only a small portion of the study presented here focuses on regions 
sensitive to landfalling tropical cyclones.  Second, the time frame of this study falls 
outside the typical Atlantic hurricane season of June 1
st
 to November 30
th
, as defined by 
the National Hurricane Center (NHC 2012).  Third, this study focuses on nonconvective 
wind gusts, so gusts from tropical cyclones, having at least some convective influence, 
are disregarded.  
To find the weighted mean, the mean gust factor for each roughness regime was 
multiplied by the corresponding number of observations.  This was done for both the 
profile method observations as well as the TI method observations.  All the values were 
summed and then divided by the total number of observations to reach a weighted mean 
gust factor value of 1.39.  For simplicity, the value was rounded to 1.4.  The surface wind 
was then multiplied by 1.4 to determine surface wind gusts. 
 
3.2 RUC Model Analysis Data 
 The model analysis data used for this study come from the 20 km grid Rapid 
Update Cycle (RUC) and were obtained from the National Centers for Environmental 
Prediction on a daily basis (NCEP 2005).  The RUC uses 50 vertical levels in a hybrid 
sigma-isentropic format.  The grid contains 301 gridpoints in the E-W direction and 225 
gridpoints in the N-S direction and is built on a Lambert conformal map projection 
centered on the continental United States.  The horizontal grid is a subset of the AWIPS-
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215 Lambert conformal grid used by the National Weather Service (Benjamin et al. 
2002). 
 The RUC model was chosen for two reasons.  The first is the presence of analysis 
parameters that are updated hourly.  The analyses are created using the previous hour’s 
1-h forecast and current data from rawinsondes, wind profilers, aircraft reports, ship 
reports, surface observations, buoys, total precipitable water from GPS and satellite, and 
winds from NWS WSR-88D radars and satellites (Benjamin et al. 2004).  By updating 
every hour, the RUC is more constrained by observations than other models, potentially 
resulting in more accurate analyses.  The second reason for choosing the RUC model is 
the presence of turbulence kinetic energy (TKE) as an output prognostic variable.  
Turbulence kinetic energy is a necessary input parameter for the WGE and is calculated 
in the RUC at all grid points (Benjamin et al. 2002).  Turbulence kinetic energy for 
boundary layer grid points is calculated as part of the level 3 closure scheme from Burk 
and Thompson (1989). 
 The accuracy of RUC model analyses is generally considered to be adequate for a 
study of this nature.  Thompson et al. (2003) compared 149 observed soundings to RUC 
analysis soundings and determined that with a large dataset, thermodynamic variable and 
wind errors are within reason.  Temperature errors were generally within 0.5°C, mixing 
ratio errors were generally within 0.2 g kg
-1
, and wind speed errors were generally within 
1 m s
-1
.  Thompson et al. (2003) claim these errors are all comparable to radiosonde 
accuracy.  The greatest errors in temperature and mixing ratio were near the surface while 
the wind errors were fairly uniform throughout the troposphere.  These comparisons were 
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accomplished using the RUC-2 40 km grid.  Benjamin et al. (2002) note that the RUC-2 
20 km grid improves upon wind, temperature, and moisture forecasts above the surface. 
 Model analysis data were obtained every three hours for a total of eight runs per 
day starting with the 00Z run.  The three algorithms were first run on 10 March 2005 and 
were run through 31 May 2005 though there were a few data gaps.  Data from a total of 
648 RUC analyses are included in this study.   
 The time period noted above was chosen for a few reasons.  First, it represented a 
compromise between the need for many cases and the time required to process them.  
Second, a seasonal transition occurs during this time period as the large scale pattern 
evolves between late winter and late spring.  This allows for the occurrence of a variety 
of events driven by different processes as the length of day and degree of baroclinicity 
change. 
 
3.3 Observational data 
 Surface observations were needed to verify the algorithms.  Meteorological 
Terminal Air Report (METAR) data were accessed through the University at Albany 
Weather Page (University at Albany 2005) every three hours starting with the 00Z set of 
observations.  Reports were trimmed to include only CONUS data, and multiple station 
occurrences were trimmed by pulling the highest wind or gust report for each hour.  
Reports with a ‘TS’ occurring anywhere in the present weather section were discarded to 
reduce the risk of convectively driven winds contaminating the results of the study.  
While this likely did not omit every convectively induced gust from the dataset, it was 
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deemed sufficient to eliminate the majority, as any alternative would require 
incorporating additional data sets (radar, for instance) as additional screening measures.  
Each hour consisted of reports from 14 minutes prior to the hour to 45 minutes after the 
hour.  This ensured that all available METARs were included. 
 A technique based on the Barnes objective analysis scheme (Koch et al. 1983) 
was chosen to grid the surface gust data, allowing a direct comparison to the model gusts.  
Koch et al. (1983) note that the Barnes scheme is superior to other objective analysis 
schemes because all observation points are included in the analysis.  In other schemes—
the Cressman scheme, for example—a rather abrupt cut-off occurs, where all values from 
stations outside of a certain radius become zero.  The Barnes scheme computes a 
weighted average of all available data at each grid point, where the weight mw  for each 
point is found from 
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where mr  is the distance from the gridpoint to the observation point, and   is a parameter 
that determines the radius of influence, or the distance from the gridpoint where the 
weighted value of the observation point becomes very small relative to the values of 
those closer.  
 Sustained wind reports are used initially to fill the observation data set so the 
Barnes scheme has a continuous field to use, since at any hour only a fraction of stations 
reported gusts.  Winds were replaced by reported gusts when gusts were equal to or 
greater than 7.7 m s
-1
, or 15 kts.  This value was chosen as a compromise.  Automated 
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Surface Observing System (ASOS) stations will not report gusts unless a minimum speed 
of 7.2 m s
-1
, or 14 kts, is reached (NWS 1998).  The AMS Glossary of Meteorology 
states, “According to U.S. weather observing practice, gusts are reported when the peak 
wind speed reaches at least 16 knots…” (Glickman 2000). 
 Two passes were performed with the Barnes scheme—a coarse resolution pass 
and a fine resolution pass, where the resolution of each was selected through the value 
of  .  The fine pass is actually a second, focused analysis using both the initial 
observations and the results of the first pass.  Koch et al. (1983) noted that two passes is 
sufficient due to the rapid focusing of the analyzed values to the observations, though the 
smaller the chosen values of  , the closer to reality the smoothed values become.  
Values of  =90,000 km2 (300 km radius of influence) for the coarse run and  =22,500 
km
2
 (150 km radius of influence) for the fine run were chosen after testing multiple 
combinations of   values and comparing the results with actual observations.  Any 
unphysical negative data values arising from extrapolation in data void areas were reset 
to zero.  Figure 3.3 shows an example of a Barnes scheme run with observations overlaid.  
By running the Barnes scheme, the entire RUC grid was filled with observed values.  
Since the study encompassed only CONUS points, non-CONUS grid points were 
masked, and were not used for any calculations. 
 
3.4 Statistics 
 By interpolating the observational dataset to the RUC grid, statistical comparisons 
involved straightforward, gridpoint to gridpoint comparisons.  Calculations were only 
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performed for grid points where “gusts” were observed, i.e., where the weighted 
observations were greater than 7.7 m s
-1
. 
Many statistics were computed on the data by creating 2x2 contingency tables 
(Fig. 3.4) to calculate a variety of commonly used statistics that determine the skill of the 
algorithms.  The following are the specific statistics used in this study:  Probability of 
Detection (POD), False Alarm Ratio (FAR), BIAS ratio (BIAS), Threat Score (TS), 
Heidke Skill Score (HSS), Peirce Skill Score (PSS), and Symmetric Extreme 
Dependency Score (SEDS).  A full description of each is presented in the Appendices. 
Each of the scores was calculated at certain gust thresholds to determine if the 
strength of the observed gust determines how well the algorithm(s) perform.  The 
thresholds were 10.3, 12.9, 15.4, 18.0, and 20.6 m s
-1
, or 20, 25, 30, 35, and 40 kts, 
respectively. 
Modeled gusts were also checked to see if they were within 10% of the 
corresponding observation (denoted as “ratio good”).  A second quality measure was the 
percentage of values falling 25% or more away from the observation (denoted as “ratio 
poor”).  Together, these two statistics quantify those forecasts that are very good 
compared to those that are very poor.  By testing all the algorithms with the same choices 
of range, the actual percentages chosen are not significant because all algorithms are held 
to the same standard.  Finally, three scalar measures, Mean Error (ME), Mean Absolute 
Error (MAE), and Root Mean Square Error (RMSE), were also calculated to quantify 
errors for each method. 
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 Each of the scores was calculated over the CONUS as well as over eleven 
different regions based on geographic and latitudinal orientation (Fig. 3.5).  The purpose 
of the regional breakdown was to evaluate how the wind gust analyses performed over 
different types of terrain and climates, in an attempt to pinpoint potential problem areas 
as well as potential areas where the algorithm(s) performed well.  The orientation of the 
regions is loosely based on the regional breakdown provided by McKnight (1997).  His 
regional breakdown was based on multiple criteria, notably physical, climatological, and 
socioeconomic factors.  The decision was made to eliminate any cultural and economic 
considerations from the study presented here, and focus strictly on physical and 
climatological criteria.  Thus, there are some differences between the regions in this study 
and those from McKnight. 
 Scores were also calculated over equal-area rectangles in three contiguous states:  
Iowa, Nebraska, and Missouri (Fig. 3.6).  Iowa has a robust mesonet system that greatly 
increases the density of observations compared to the other two states (Fig. 3.7).  
Comparing the scores from Iowa with those of Nebraska and Missouri may give an 
indication of whether the density of the observing network impacts the statistical 
validation of the algorithms.  Also, since Nebraska is an adjoining state to the west and 
Missouri is an adjoining state to the south, the same type of weather system producing 
gusts in one state is more likely producing gusts in the adjoining state. 
 Scores were calculated by time of day over the CONUS as well as over the 
regions and states mentioned above.  As noted previously, winds near the ground are 
generally strongest during the day, reaching maximum speeds by mid-afternoon, and are 
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generally weakest at night, diminishing to minimum speeds a few hours after midnight 
(Stull 2000).  Calculations for 0900 UTC and 2100 UTC were directly compared to 
discern any physical processes that may lead to algorithm inadequacies in forecasting at 
different times of the day; these two particular times (0900 UTC and 2100 UTC) are 
representative of the climatological minimum and maximum, respectively, in wind 
velocities for the CONUS. 
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Fig. 3.1.  Schematic of an elevated air parcel brought down to the surface by a turbulent eddy as a surface 
wind gust.  From Brasseur (2001). 
 
 
 
 
 
 
Fig. 3.2.  Schematic of an elevated parcel brought down to the surface by a turbulent eddy as a surface wind 
gust.  The level of the parcel is determined based on TKE averaged over a given depth in the boundary 
layer.  From Brasseur (2001). 
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Fig. 3.3.  Example of Barnes scheme with observations overlaid from 2100 UTC on 10 March 2005.  Units 
are in kts.  Circles indicate observed gusts and triangles indicate observed sustained winds.  Only 
winds/gusts stronger than 7.7 m s
-1
 (15 kts) are plotted. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.4.  Diagram of 2x2 contingency table where a=forecast ‘yes’ and observed ‘yes’, b= forecast ‘yes’ 
and observed ‘no’, c=forecast ‘no’ and observed ‘yes’, d=forecast ‘no’ and observed ‘no’, and n=a+b+c+d. 
 
45 
 
 
 
Fig. 3.5.  Regional breakdown of CONUS for statistical evaluation. 
 
 
Fig. 3.6.  State breakdown for statistical evaluation. 
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Fig. 3.7.  Observing sites across the CONUS used in this study.  Each black circle represents one observing 
site. 
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Table 3.1.  Summary of gust factor data from extratropical systems.  Table 5 from Paulsen 
and Schroeder (2005). 
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Chapter 4:  Data Analysis 
 
 
4.1 CONUS Statistical Breakdown 
 There were 2,252,461 CONUS data points over the length of the study that met 
the criteria to be considered a gust.  Contingency based statistics were calculated at five 
wind gust speed thresholds:  10.3, 12.9, 15.4, 18.0, and 20.6 m s
-1 
(20, 25, 30, 35, and 
40 kts, respectively).  Probabilities of detection for the WGE and MGF methods were 
much higher than those for the AFWA method (Fig. 4.1).  Probabilities of detection for 
the MGF method were slightly higher than those for the WGE method, and, while 
performing better across the middle three gust speed thresholds, did not lend to any easily 
discernible trend.  The WGE method, however, showed general improvement as the 
threshold increased, indicating increased ability to forecast higher gust speeds.  
Probability of detection for the AFWA method, however, became increasingly worse as 
the gust speed threshold increased, indicating decreasing ability of the method to 
correctly forecast occurrences as gust speeds increased. 
 False alarm ratios increased with every threshold for each of the methods and 
showed a substantial increase in false alarms from the lowest to highest thresholds.  This 
trend indicates that all three methods tend to over forecast higher velocity wind gusts.  
FARs were the worst for the WGE method at every threshold and the best for the AFWA 
method.   
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BIAS confirms that the WGE and MGF methods over forecast higher gust speeds.  
This is especially true for the WGE method as it had the highest score at each threshold, 
becoming increasingly biased with each increasing threshold.  The MGF method showed 
less bias, especially at the higher thresholds.  Both methods were relatively unbiased at 
the 10.3 m s
-1
 threshold, with each showing minimal positive bias.  Interestingly, the 
AFWA method showed a bias to under forecast (negative bias) at the first three 
thresholds, before showing minimal positive bias at the last two. This would seem 
counterintuitive initially considering the high FARs (especially at the two highest 
thresholds).  However, when considering the relatively low PODs, BIAS makes more 
sense.  This indicates that the AFWA method tends to forecast gusts when it should not 
(false alarms), but also tends to miss a disproportionate number of gust occurrences 
compared to the other two methods.  This means that, although BIAS for the AFWA 
method at the higher thresholds was the most unbiased of the three methods, the method 
may not be performing better.  It could, in actuality, be performing worse. 
Heidke skill scores were generally highest for the MGF method, and generally the 
lowest for the WGE method.  Each of the methods follows the same general trend, where 
HSSs for the higher thresholds were lower than those for the lower thresholds.  This is 
due to the rarity of occurrences of stronger gusts relative to the number of nulls (“no/no” 
forecast/observation pairs) and the penalizing of false alarms.   
Threat scores were similar to HSSs in that the highest gust speed thresholds 
corresponded to the lowest scores.  TSs for all three methods decreased at each increasing 
gust speed threshold.  This is due to the increasingly disproportionate number of false 
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alarms as the threshold increases, especially in the WGE datasets.  Similar to the HSS, 
the MGF method performed the best, having the highest TSs at all thresholds, while the 
WGE method performed the worst. 
Contrary to HSSs and TSs, Peirce skill scores increased with increasing gust 
speed thresholds for both the WGE and MGF methods.  This makes sense as the PSS 
does not penalize the methods for forecasting higher gusts even though higher gust 
speeds are typically rarer.  PSSs for the MGF method were the highest at every threshold.  
Since the AFWA method forecast fewer events than actually occurred compared to the 
other two methods (increasingly so as the threshold increased), its PSSs were the worst of 
the three methods. 
Similar to PSSs, symmetric extreme dependency scores also increased with each 
increasing gust speed threshold for both the MGF and WGE methods.  SEDSs for the 
AFWA method also increased at each threshold, with the exception of the 20.6 m s
-1
 
threshold, due to the sharp drop in the ratio of forecasted correct occurrences.  As with 
the majority of the other statistics, the MGF method performed the best.  The AFWA 
method outperformed the WGE method by this measure, due to the much higher number 
of false alarms in the WGE datasets. 
 Looking at the results of the entire set of contingency based statistics, we can see 
the MGF outperformed the other two algorithms in nearly every statistical category.  The 
only category where it was not clearly the best was the FAR (where the AFWA algorithm 
had the best scores).  It is more difficult to rank the WGE and AFWA algorithms as each 
outperformed the other depending on the score being investigated, though the AFWA 
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method had the higher skill scores, on average.  The low number of hits hurt the AFWA 
method in the PSS, while the high number of false alarms hurt the WGE method in the 
HSS, TS, and SEDS.  It appears that high numbers of false alarms affects some of the 
skill scores more so than low numbers of hits. 
The mean error is near zero for both the WGE and MGF methods, indicating 
negligible bias, while the ME for the AFWA method is larger in magnitude (relative to 
the other two) and negative, indicating a negative forecast bias.  It should be kept in mind 
that positive and negative values can “cancel” each other out.  That is, large, but equal 
magnitude, positive and negative differences will average zero.  This can make it appear 
that a method is doing well, when in reality, it is just forecasting equally poor positive 
and negative errors.  As such, mean error is not an accuracy measure and only indicates 
positive or negative bias.  Mean absolute error, on the other hand, indicates the average 
magnitude of the absolute differences between the forecasts and observations.  The MGF 
method had the lowest value and, therefore, is the most accurate, while the WGE method 
had the highest value and is the least accurate. 
Root mean square error is another accuracy measure, but is more sensitive to 
outliers due to squaring the errors before summing them.  As with MAE, the MGF 
method is the most accurate, while the WGE is the least accurate. 
When using all three of the ME, MAE, and RMSE in conjunction, a better picture 
can be painted in how a method is performing.  The WGE method had a relatively low 
ME, indicating it was relatively bias free.  However, when inspecting the MAE and 
RMSE, it was seen that the WGE method was the least accurate of the three methods.  
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The MGF method followed the same pattern, showing near negligible, negative bias, but 
still exhibited some accuracy issues when examining the MAE and RMSE (although it 
performed the best of the three methods).  Interestingly, the AFWA method, which 
showed substantial negative bias in the ME, showed the least amount of difference 
between ME and MAE (in an absolute sense) of the three methods.  This would imply 
that, while the other two methods were both over forecasting and under forecasting gust 
magnitudes (where the values would average out to very close to zero), the AFWA 
method was consistently under forecasting.  This means that the AFWA method may 
actually forecast the most consistently of the three methods, although it is consistently 
poor. 
The ratio good statistic quantifies the relative number of modeled gusts that fall 
within 10% of the observation while the ratio poor statistic quantifies those that fall 25% 
or more away.  Larger values for ratio good are desired, while smaller values for ratio 
poor are desired.  Together, these two statistics can be used to quantify those forecasts 
that are very good compared to those that are very poor.  For ratio good, the MGF 
method performed the best while the AFWA method performed the worst, although only 
marginally so compared to the WGE method.  For ratio poor, the MGF method, again, 
performed the best.  The WGE performed the worst, presumably due to the higher 
number of outliers. 
Looking at the entire set of statistics, it is apparent that each of the methods has 
errors to some degree.  One reason could be positioning problems.  That is, modeled 
gusts, while forecasted correctly in intensity, are displaced from the actual observations.  
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This could be caused by RUC model timing errors, where the model is too fast/too slow 
in bringing in/moving out a weather system that is producing gusts.  However, when 
taking a qualitative look at forecast position for each method versus the observational 
analysis on a representative day with strong gusts across the central and northern Great 
Plains (Fig. 4.2), we can see that each of the methods forecast wind gusts in roughly the 
correct locations.  This leads to the conclusion that the RUC model is forecasting gust 
trends at approximately the correct grid points, and that model timing errors were not the 
root cause of errors in any of the methods. 
It is also apparent that the MGF method outperforms the other two.  One factor 
could be that the RUC model has difficulty forecasting the parameters that the WGE and 
AFWA methods use, or, that errors in different parameters are compounded when 
combined within the same algorithm.  Since the MGF method relies on only one model 
produced parameter (sustained surface wind speed), there is no chance of errors 
compounding.  Moreover, since sustained surface wind speed is an easily measured 
parameter, perhaps the model has been tuned or corrected for improved forecasts.  The 
parameters in the other two algorithms (especially the WGE method), though, are harder 
to measure on a consistent basis.  Thompson et al. (2003) note that temperature errors and 
moisture errors were typically greatest at the surface.  Furthermore, since both the WGE 
and AFWA methods begin stability checks at the surface, working upward into the 
atmosphere, any large model errors for temperature would have an immediate impact on 
the stability checks that each of these algorithms performs. 
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It also could be that assumptions made in the WGE and AFWA methods are 
flawed.  The AFWA method (which had a poor POD and a negative BIAS), for example, 
tries to determine the static stability of each layer, moving upward from the surface.  It is 
only accounting for buoyancy, however, and does not take into account mechanical 
mixing processes.  Also, while this technique would work well (in theory) when the 
atmosphere is weakly forced, when large scale forcing is present, the method may not be 
accounting for other mechanisms that would enhance gustiness.  This could lead to 
underestimating the depth of the mixing layer, resulting in an underestimation of the 
maximum surface wind gust (under the reasonable assumption that winds are stronger 
aloft than at the surface). 
Another potential problem with the AFWA method lies in the relative thinness of 
the layers being checked, especially near the surface.  The lowest layer(s) may not be 
statically unstable, but those just above may be.  Higher momentum air may, on occasion, 
be able to penetrate the statically stable or neutral layers below it and make it to the 
surface as a wind gust.  The algorithm will not allow for this, though, as it will just assign 
the sustained surface wind as the forecast wind gust due to the lowest layer failing the 
stability check. 
Contrary to the AFWA method, the WGE method tends to over forecast wind 
gusts, both in intensity and occurrence.  This is especially true when looking at higher 
gust speed thresholds.  Since TKE is typically strongest at, or near, the surface, it may be 
overwhelming any negative buoyancy that would act to dampen vertical motion.  While 
buoyancy is part of the TKE budget equation, perhaps the shear production term is 
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overcompensating, especially on windy days.  This could lead to the conditions in Eq. 
(3.1) being met for the algorithm to check the next vertical layer when, in reality, the 
conditions were not met.  Thus, the algorithm would bring higher momentum winds to 
the surface as surface wind gusts while the same condition is not reflected in the actual 
environment.  This problem would be exacerbated if the model were to over forecast 
TKE relative to stability. 
Another potential problem could be that, since the WGE method uses integrals as 
part of its calculations, there could be instances where summed TKE continues to 
overcome summed buoyancy at levels higher than what is occurring in reality.  If the 
TKE term in Eq. (3.1) is much larger than the buoyancy term, then it may take a few 
more layers of static stability “summation” before the condition in Eq. (3.1) is no longer 
met.  An example of such an occurrence would be a windy day with a thin, elevated, 
statically stable layer aloft such as what would be present directly under a thin 
stratocumulus cloud deck (in essence, decoupling the boundary layer).  The negative or 
neutral buoyancy may not be enough to overcome the summed TKE on the left side of 
the relation, allowing the algorithm to continue to perform the check at higher layers.  If 
we make the assumption that higher wind speeds exist above this cloud layer, then the 
algorithm would bring this higher momentum air down to the surface as a surface wind 
gust, when in reality, this is very unlikely due to the aforementioned decoupling.  Burk 
and Thompson (2002) address this very scenario.  Instead of one large eddy that spans the 
depth of the boundary layer, there are subcloud and cloud-layer eddies present (Fig. 4.3).  
TKE is at a minimum at the cloud base and may not be strong enough to overcome the 
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static stability present at this level.  They suggest a modification to Eq. (3.1) to account 
for such environments:  
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where pz  is at some level within the cloud layer and the relation must be satisfied at all 
levels z  below pz .  Therefore, Eq. (3.1) is a special case of Eq. (4.1) where 0z .  By 
modifying the inequality presented in Eq. (3.1) to that presented in Eq. (4.1), statically 
stable levels in decoupled environments will dampen, or eliminate, the ability for stronger 
winds above to be transferred to the surface.  This would more realistically mimic the 
actual environment. 
 The WGE method has the largest values for RMSE.  One possible factor could be 
that the observational surface gust data were smoothed too much by the Barnes analysis 
when gridded.  While it was shown that the Barnes scheme did a fairly good job in 
representing the observational field (Fig. 3.3), a consequence of smoothing is that the 
highest and lowest observations can be dampened, resulting in a larger difference 
between the forecasts and observations.  Closer inspection of Figure 3.3 reveals that there 
are a number of stations reporting higher wind gusts than the underlying Barnes analysis 
would indicate.  There are also a few stations reporting lower gusts than the Barnes 
analysis would indicate.  Of course, the same argument could be made regarding the 
outliers of the other two methods, but the method that is producing the largest number of 
higher wind gust speeds (the WGE, in this case) would naturally be penalized more than 
the others. 
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4.1.1 Diurnal CONUS Statistical Breakdown 
 Extracting data from representative daytime (2100 UTC) and nighttime (0900 
UTC) hours leads to a bit more insight. The statistics for daytime points showed some 
similarities to those for the entire dataset, both in the actual values as well as the shape of 
the trends relative to the gust speed thresholds.  This makes some intuitive sense.  In 
theory, there should be more daytime data points than nighttime data points since gusts 
are more likely to occur during daytime hours.  For example, the sample size for CONUS 
points at 2100 UTC is 594,425 points (Table 4.1), or 26.4% of the sample size for the 
entire CONUS dataset.  The sample size for 0900 UTC is 109,499 points, or 4.9% of that 
for the entire CONUS dataset.  Thus, the all-times statistics will be more heavily 
weighted by the daytime points than the nighttime points.  Scores were also generally a 
bit better for each of the methods at every threshold compared to scores for the entire data 
set, with just a few exceptions. 
Probabilities of detection (Fig. 4.4) for the WGE method were slightly higher than 
those for the entire dataset, while PODs for the MGF method were slightly lower.  
Neither method showed a discernible trend over the thresholds.  The AFWA method was 
much poorer than the other two again, though it did show some general, slight 
improvement over the AFWA method PODs for the entire dataset.  False alarm ratios for 
all three methods again increased rapidly with increasing thresholds, though FARs for all 
three methods were lower than those for the entire dataset especially at the 10.3 m s
-1
 
threshold.  As for the entire dataset, FARs for the AFWA method were the best and WGE 
method FARs were the worst. 
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 The BIAS for each of the three methods was lower than those for the entire 
dataset, but once again increased with increasing thresholds.  The WGE method showed 
the most bias (all positive), though it showed very little bias at the 10.3 m s
-1
 threshold.  
The MGF showed nearly negligible negative bias at the first threshold, before showing 
increasing positive bias at each subsequent threshold.  The AFWA method had a negative 
bias for all thresholds except for the highest one. 
 The daytime Heidke skill scores were slightly higher for each of the methods than 
for the entire dataset, and all three showed a general decrease in scores as the threshold 
increased (though the AFWA method did, in reality, show a slight improvement over the 
first two thresholds).  HSSs for the MGF method were highest of the three methods at the 
10.3, 12.9, and 20.6 m s
-1
 thresholds while those for the AFWA method were highest at 
the 15.4 and 18.0 m s
-1
 thresholds.  WGE method scores were the lowest of the three 
methods over the highest three thresholds. 
 Peirce skill scores were generally slightly higher than those for the entire dataset 
for all three methods.  PSSs for both the WGE and MGF methods increased over the first 
four thresholds, before leveling off at the 20.6 m s
-1
 threshold.  The MGF method had the 
highest PSSs for the first three thresholds, before falling to second behind the WGE 
method for the two highest thresholds.  The AFWA method again had the lowest PSSs of 
the three, and became increasingly worse (relative to the other two methods) with 
increasing thresholds. 
Threat scores were also higher than those for the entire dataset for all three 
methods, while still decreasing with increasing thresholds.  The MGF method generally 
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performed the best.  The WGE method had the highest TS at the 10.3 m s
-1
 threshold, but 
had the worst TSs at the three highest thresholds.  The AFWA method TSs were the 
worst of the three methods at the two lowest thresholds. 
 Symmetric extreme dependency scores increased over those for the entire dataset 
for both the WGE and AFWA methods, while slightly decreasing for the MGF method.  
Even so, the MGF method still had the highest SEDSs for three of the thresholds, with 
only the AFWA method scoring higher at the 15.4 and 18.0 m s
-1
 thresholds.  WGE 
SEDSs were the worst at each of the thresholds again. 
 Mean error showed an increase in positive bias for the WGE method when 
compared to the entire dataset, and slight increase in negative bias for the MGF and 
AFWA methods.  However, both the MAE and RMSE for the WGE method decreased 
over those for the entire dataset, indicating a decrease in over forecasting and in the 
number of outliers.  On the contrary, both the MAE and RMSE for the MGF method 
increased.  Considering that the ME became more negative, the increase in MAE and 
RMSE indicates that, as a whole, the MGF method is under forecasting during the 
daytime slightly more than over the entire day.  However, the magnitudes of the error are 
still less than that of the WGE method, which still had the worst RMSE of the three 
(though it did have a slightly better MAE than the AFWA method).  The AFWA method, 
though showing slightly more negative bias, had nearly identical MAE and RMSE to 
those for the entire day, indicating less spread in its forecasts when compared to the entire 
day. 
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 Ratio good was better during the daytime for both the WGE and AFWA methods 
(significantly so for the WGE method), but decreased slightly for the MGF method.  
Ratio poor decreased for both the WGE and AFWA methods (also, significantly so for 
the WGE method), while the value slightly increased for the MGF method. 
 The statistics for nighttime (Fig. 4.5) showed more variation than the daytime set 
from those for the entire dataset, both in the actual values as well as the shape of the 
trends relative to the gust speed thresholds.  Once again, this makes some sense since 
there should be fewer nighttime data points within the entire dataset as gusts are less 
likely to occur during nighttime hours.  Contingency scores generally decreased across 
the board for both the WGE and AFWA methods.  However, the MGF method showed 
improvement in most categories. 
Contingency scores for the 20.6 m s
-1 
threshold were eliminated as there were 
only a total of 36 observation points (hits plus misses) that reached this threshold
 
out of 
109,499 total forecasts (Table 4.1).  Scenarios such as this became increasingly more 
problematic as the data were divided into regions and states, and especially so when the 
regional and state data were broken further into daytime and nighttime data.  Therefore, 
the decision was made to eliminate contingency based statistical data when a dearth of 
data points would skew the results.  If the sum of hits (a in the contingency table) and 
misses (c) for any of the three methods was fewer than 1% of the total number of 
forecasts (n), the contingency based statistics were not considered.  There was a bit of 
subjectivity, as there were a few instances where the data were retained when a+c, 
though less than 1% of n, is large enough to add value to the analysis.  In these cases, a+c 
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was typically on the order of a few hundred.  For example, there were a total of 224,147 
data points for daytime in Region 4 (Table 4.2).  At the 15.4 m s
-1
 threshold, there were 
941 gust observations, or approximately 0.4% of the total dataset.  However, this was 
deemed to be a large enough sample of a+c to include the resultant statistics in the study. 
 Probabilities of detection for nighttime dropped considerably for the WGE 
method when compared to those for the daytime points, falling to just above the AFWA 
method scores, which were also lower than those for the daytime points.  PODs for each 
decreased over the first three thresholds, before increasing at the 18.0 m s
-1
 threshold.  
PODs for the MGF method, on the other hand, improved over those for both daytime and 
the entire dataset. 
 False alarm ratios were higher compared to daytime and entire dataset FARs and 
followed the same trend as previously with FARs becoming increasingly worse with 
increased threshold.  The WGE method generally did the worst.  The AFWA method did 
the best at the two lowest thresholds while the MGF method did the best at the upper two 
thresholds.  The BIAS for the MGF method was highest at night and showed the most 
bias of the three methods over the first three thresholds (the WGE method showed the 
most bias at the 18.0 m s
-1 
threshold).  The WGE method had a negative bias at the 
10.3 m s
-1
 threshold, before increasing over the next three thresholds.  The AFWA 
method continued its trend to under forecast occurrences, only exhibiting positive bias at 
the highest threshold. 
 Heidke skill scores for all three methods were worse than for the daytime dataset 
(especially for the WGE and AFWA methods), likely due to the increased false alarms.  
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The MGF method had the best HSSs of the three methods.  WGE method scores were 
generally the worst.  Neither the AFWA method nor the WGE method showed much 
forecast skill, especially at the two highest thresholds due to low hit rates and high false 
alarms. 
 Threat scores were also worse than daytime scores for each of the three methods.  
The MGF method had the highest TSs, while the WGE method generally had the worst.  
As with the HSS, neither the AFWA method nor WGE method showed much skill, 
especially at the two highest thresholds. 
 Peirce skill scores for the WGE and AFWA methods, though slightly higher than 
HSSs and TSs, were once again lower than during daytime.  They were significantly 
lower for the WGE method due to its low PODs, though PSSs were still higher than for 
the AFWA method.  As with the PODs, PSSs decreased over the first three thresholds, 
before increasing at the 18.0 m s
-1
 threshold.  The MGF method showed improvement 
over the daytime, except at the 10.3 m s
-1
 threshold. 
 Nighttime SEDSs for the MGF method, like PSSs, also showed improvement 
over daytime at all thresholds except the lowest.  SEDSs for the other two methods were 
significantly lower than their daytime equivalents. 
 Relatively large MEs for the AFWA and WGE methods indicate that both 
algorithms have a negative forecast bias for nighttime gust magnitudes.  Mean absolute 
error and RMSE for both methods were the highest of the three time periods inspected.  
The WGE method had the higher values, and, thus, exhibited the higher magnitude 
errors.  The MGF method, however, showed a slight positive forecast bias when 
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inspecting the ME.  It also had the lowest MAE and RMSE of any of the three methods 
for any of the three timeframes. 
 Ratio good and ratio poor for the WGE and AFWA methods showed significant 
degradation in the proportion of quality forecasts compared to daytime and entire dataset 
values.  The MGF method showed slight improvement over daytime, but was slightly 
worse than for the entire dataset, though the differences among the three time periods 
were very small. 
 Looking over the diurnal results for the CONUS data set, we can see that there 
was some slight improvement for the WGE and AFWA methods during the daytime and 
some slight decline for the MGF method, though it continued to perform well.  The WGE 
method had very high PODs during the day, but its higher FARs (relative to the other two 
methods), brought its skill scores down a bit (though its PSSs were arguably the best, at 
least at higher thresholds).  The AFWA skill scores were buoyed by their relatively lower 
FARs, but were held back, somewhat, by its poor PODs.  The MGF method, though not 
as clearly the best method that the statistics for the entire dataset showed, slightly 
outperformed the other two methods when looking at the entire set of daytime, 
contingency based statistics.   
 Looking at the error based and percentage based statistics, it is a bit more obvious 
that the MGF factor performed the best, while the AFWA method was the worst.  This is 
somewhat surprising as the AFWA method should, in theory, perform better during the 
afternoon when it is unlikely there will be a statically stable layer at the surface.  This 
makes the AFWA method’s low PODs and negative biases (both in the number of “yes” 
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forecasts as well as the magnitude) even more surprising.  It appears that the algorithm is 
not allowing the stability check to get very high off the surface (if at all), thus, bringing 
down lower velocity wind speeds than what might be expected (or not replacing the 
sustained surface wind at all). 
At night, the MGF method was vastly superior to the other two methods.  It had 
the best score at nearly every threshold in every contingency based statistic, and 
performed the best across the board when looking at the error and percentage based 
statistics.  It also showed slight improvement over the daytime.  This may be because the 
boundary layer has stabilized, minimizing the likelihood of higher momentum winds 
from above the surface making their way down to the surface.  During the day, when 
there is (potentially) a deeply mixed boundary layer, the method may miss some of the 
stronger gusts that originated at higher elevations and are greater than 1.4 times the 
surface wind.  Comparing the MEs for daytime versus nighttime, we can see that the bias 
has gone from slightly negative to slightly positive.  Probabilities of detection have also 
increased, though at the cost of higher FARs. 
 The WGE and AFWA methods did very poorly at night.  The drop in quality from 
daytime was especially noticeable for the WGE method, as PODs plummeted.  This is 
likely because, as the boundary layer is no longer well mixed, the turbulent processes that 
the WGE relies on are no longer present.  This would lead to the surface gust grid being 
filled with sustained surface winds and a potential for under forecasting for those 
instances when higher velocity, elevated winds at the top of the nocturnal boundary layer 
occasionally penetrate into the stable boundary layer and mix themselves down to the 
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surface.  The ME confirms this as the bias has gone from slightly positive to negative 
from daytime to nighttime. 
 Interestingly, as the FARs increase rapidly towards 1.0 as the threshold increases, 
the PODs fall over the second and third thresholds, before making a small jump up for 
the fourth threshold.  This would suggest that the WGE algorithm is forecasting gusts 
when it should not, but is missing gusts when it should be forecasting them.  The BIAS 
indicates over forecasting, especially at the 18.0 m s
-1 
threshold.  This may be due to the 
model not handling nocturnal and residual boundary layer turbulence well.  Tjernström et 
al. (2009) note that modeled turbulent fluxes are often larger than observed.  This could 
lead to TKE being too large and overwhelming the stability side of Eq. 3.1.  Hart and 
Forbes (1999) note that changes in low-level static stability were not always accounted 
for very well by the models (Eta and MesoEta, in their case).  This could also lead to 
potential over forecasting in instances where the model is not correctly accounting for 
increased static stability. 
 The AFWA method’s problems at night are likely tied to it rarely replacing the 
sustained surface wind due to the increased static stability.  If, in actuality, elevated, 
higher velocity winds are occasionally able to mix down to the surface, the algorithm 
would “miss” them, leading to under forecasting. 
 
4.2 Regional Statistical Breakdown 
When comparing the results from the regions (Figs. 4.6-4.16) to that of the 
CONUS, the first thing that stands out is the POD results.  The MGF method had higher 
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PODs than the WGE method for the CONUS results, yet had higher PODs only for 
regions 7 and 8 (Figs. 4.12 and 4.13).  Regions 7 and 8 have the two largest sample sizes 
(Table 4.2).  Thus, the CONUS results are heavily influenced by the results from these 
two regions. 
Probabilities of detection for the MGF method were not the only statistical 
measures that showed higher skill in these two regions.  False alarm ratios for all three 
methods were the lowest for these two regions, especially so for region 7.  Because of the 
low FARs, skill scores tended to be higher and BIAS tended to be lower.  Mean absolute 
error, RMSE, ratio good, and ratio poor also were the best, or amongst the best, for all the 
methods in these regions. 
A larger sample size means a higher incidence of gust occurrence (gusts equal to 
or greater than 7.7 m s
-1
).  This could be due to this area of the country being more 
conducive to gustiness, either because of a higher likelihood of gust producing systems 
moving through, or because the spatial coverage of the areas is larger than most other 
regions, or a combination of both.  Also, regions 7 and 8 tend to have more uniform 
terrain than some of the regions.  This would lead to less (potential) error from the model 
not handling sharp contrasts in terrain well.   The combination of these factors may have 
led to the slightly better forecasts compared to the other regions. 
Furthermore, with a higher occurrence of stronger observed wind gusts, PODs at 
the lower thresholds should naturally increase over scores with fewer occurrences of 
gusts.  Also, FARs should naturally decrease.  This would also lead to an increase in the 
skill scores.  Consider, for example, the 10.3 m s
-1
 threshold.  An observed gust of 
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18.3 m s
-1
 coupled with a forecast gust of 20.9 m s
-1
 would qualify as a hit.  It would also 
qualify as a hit at the 12.9, 15.4, and 18.0 m s
-1
 thresholds, but would qualify as a false 
alarm at the 20.6 m s
-1
 threshold.  If there are numerous strong observed gusts, the POD 
would be high at the lower thresholds.  This, of course, assumes that the algorithm is 
forecasting the strong gust.  In the case of the WGE method, for example, FARs and 
BIAS typically indicate that it does. 
Of course, expanding this reasoning, we should also see POD decreasing with 
increasing thresholds.  This happened nearly every time with the AFWA method, and did 
the majority of the time with the MGF method.  This is not always the case, however, and 
is rarely the case with the WGE method.  In fact, in most cases, the POD for the WGE 
method tended to increase with increasing threshold (though region 8 is a notable 
exception).  This leads to the conclusion that the WGE method is better able to forecast 
stronger gusts than the other two methods, and actually improves, for the most part, at 
forecasting the occurrence as the gust becomes stronger.  Of course, the downside is that 
the WGE method nearly always has the highest FAR and BIAS, indicating that, while it 
is comparatively good at forecasting the occurrence of stronger gusts, it also tends to over 
forecast their occurrence. 
Region 4, while having a large total sample size, was analyzed only at the first 
three thresholds as there were no observed gusts greater than 18.0 m s
-1 
(Table 4.2).  This 
was rather surprising considering its geographical location of the Great Lakes and 
Midwest (Fig. 3.5).  This area has been the focus for much research on nonconvective 
wind gusts, implying this is an area of the country prone to experiencing them.  It may 
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just be that the overall weather pattern during the time period of this study was not 
conducive to stronger wind gusts.  Looking through the results, this area did experience 
fewer gust producing systems than regions 7 and 8.  However, there were, in actuality, a 
few occurrences of stronger (greater than 18.0 m s
-1
, in this case) gusts (Fig. 4.17), but 
the Barnes scheme smoothed these stronger gusts out.  Unfortunately, this phenomenon is 
not local to this region and other instances were found all over the CONUS.  This likely 
had at least some role in the rapidly increasing number of false alarms as the thresholds 
increase, as well as the high BIAS (Fig. 4.9).  Even so, the overall statistical dataset is not 
that different from that of the CONUS. 
Both regions 9 and 10 (Figs. 4.14 and 4.15) were outperformed by the CONUS, 
especially region 9.  This is not surprising considering the highly variant terrain, as this 
region covers the Rocky Mountains.  With a 20 km resolution, the RUC model cannot 
resolve the terrain well, and local effects on the wind field may not be adequately picked 
up by the model.  Cairns and Corey (2003) suggest that to predict high wind events in 
complex terrain adequately, a horizontal grid spacing of 5 km, or smaller, is necessary.  
Considering the MGF method is impacted more than the WGE method (and somewhat 
more than the AFWA method) when compared to the CONUS results (as well as to 
regions 7 and 8), it seems reasonable to assume that the surface wind fields are more 
affected by the terrain than those above the surface.  This makes sense as sigma surfaces 
in the RUC model gradually become less terrain following with height.  Therefore, any 
wind field errors due to poorly resolved terrain in the model will be gradually dampened 
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with increased altitude, which should help an algorithm such as the WGE method that is 
based on elevated parcels making their way to the surface.  
The remaining regions are those with smaller sample sizes (regions 1, 2, 3, 5, 6, 
and 11).  Each method generally performed better in the CONUS than in any of regions 1 
through 5 (Figs. 4.6-4.11), as well as region 11 (Fig. 4.16), though there were occasional 
exceptions (the MGF errors and ratios were slightly better in region 3 than in the 
CONUS, for example).  Region 6 (Fig. 4.11) is a bit of an outlier in that the methods did 
not perform much worse than in the CONUS, and, in the case of the WGE method, 
arguably performed better. 
Regions 1 and 11 were generally the regions where all methods performed the 
worst.  They had the lowest sample sizes (Table 4.2), which may have had at least some 
impact.  Another thing to consider is that both of these regions do have some varying 
terrain.  Region 1 (Fig. 3.5) encompasses the mountainous terrain of eastern New York, 
Vermont, New Hampshire, and Maine.  Region 11, while generally west of the Cascades 
and Sierra Nevada in Washington, Oregon, and California, does encompass the Pacific 
coastal ranges.  Also, with region 11 situated along the Pacific coast, the Barnes scheme 
is somewhat limited as there are no observing stations to its west.  Region 1 also has this 
problem along the Maine coastline and Canadian border.  Region 3, which encompasses 
the Appalachian Mountains and the Ozarks (Fig. 3.5), also has a significant amount of 
terrain (these two areas are combined, even though they do not touch, because of 
geographic similarities).  However, while the methods still did not perform as well in 
region 3 as they did in the CONUS, they did perform a bit better than in regions 1 and 11.  
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This likely has to do with region 3 having the highest sample size among the subset of 
small sample size regions (Table 4.2), as well as the region having no external 
boundaries.  Thus, the Barnes scheme is able to pull data from all sides of the region. 
Region 6 was mentioned as a bit of an outlier.  Even though this region had a 
smaller sample size, the methods performed reasonably well compared to the CONUS (as 
well as against other regions with small sample sizes).  This is a little surprising 
considering that it consists of the coastal plains along the Gulf (including all of Florida) 
(Fig. 3.5).  If assumptions presented for regions 1 and 11 are correct (that regions with a 
higher percentage of their external boundaries bordering Canada, Mexico, and/or coastal 
waters suffer in the Barnes scheme due to a relative lack of observations surrounding 
each region), scores for region 6 should have been impacted.  However, this region has 
the least varied terrain of all the regions.  This should lead to less error due to terrain 
handling errors within the RUC.  Also, this region is most likely to experience similar 
weather day in and day out as it is south of the mid-latitudes that will typically feature 
more dynamic weather systems.  If the forecast methods are handling the processes 
generating wind gusts in the region reasonably well, then, considering the relative lack of 
changing weather, the methods should continue to perform reasonably well. 
From the above, we can infer that the methods in regions with smaller sample 
sizes tended to perform worse than in regions with larger sample sizes (though region 6 
was an exception, to a degree).  Skill scores were generally lower in these regions for 
each of the methods, but it was especially noticeable with the MGF method.  Probability 
of detection was always much lower (other than in region 6) than in regions with large 
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sample sizes.  The WGE method, though not suffering in PODs, still had relatively lower 
skill scores, mostly due to higher FARs.  The AFWA method tended to have low PODs 
(relative to the other two methods) regardless of region, and, though its skill scores were 
higher in some cases in the regions with larger sample sizes, it was not always easily 
noticeable. 
The effect of sample size on the statistics is not quite so obvious when taking into 
account the MAE, RMSE, ratio good, and ratio poor.  The regions with larger sample 
sizes did not always perform better than those with the smaller sample sizes (although 
regions 7 and 8 did, for the most part, show improved values over the other regions), or at 
least not to the extent that the contingency based statistics did.  This was especially the 
case with the AFWA method ratios as it was hard to find any discernible trend based on 
sample size. 
Region 9 was an outlier in that, although it had a relatively large sample size, 
none of the methods performed particularly well, at least in regards to the other regions 
with large sample sizes.  This was especially noticeable with the MGF method.  
Interestingly, each of the methods performed better in region 10 than in region 9, at least 
from a contingency based score standpoint.  While region 10 does have areas of terrain 
that are more uniform over larger areas than region 9 does, there are still substantial 
terrain changes over short horizontal distances. 
When analyzing the diurnal results for the different regions, it was observed that 
many regions lacked a large enough total of observations (a+c), or even a large enough 
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sample size, in some cases, to provide statistically meaningful results.  Thus, the decision 
was made not to include analysis of regional diurnal results from this study. 
 
4.3 States Statistical Breakdown 
 A higher density of surface observing stations over an area should provide some 
improvement for the Barnes scheme.  Each point on the grid of smoothed observations 
will have an observing station closer to it to pull data from, which should result in less 
influence from stations that are farther away.  To test this hypothesis, data from three 
states with differing station densities were analyzed.  As mentioned in the previous 
chapter, Iowa has a robust mesonet system of surface observing stations resulting in less 
distance between stations than in the neighboring states of Nebraska and Missouri 
(Fig. 3.7).  Only a portion of each state was used for the study, as opposed to the entire 
state, so that the area within each rectangle encompassed the same number of RUC grid 
points.  It also helped to keep the areas a bit closer together so that differences in climate 
regime were not as pronounced as they might have been otherwise, as well as increasing 
the likelihood that the same type of weather system is producing gusts in more than one 
area.  For simplicity, each of the rectangles will just be referred to by the state that 
encompasses it.  Iowa and Missouri were each limited to three thresholds while Nebraska 
included all five. 
 The MGF method performed much better over Iowa (Fig. 4.18) than in either 
Nebraska (Fig. 4.19) or Missouri (Fig. 4.20).  It easily had the best set of statistical scores 
of any method over any of the three states studied.  Moreover, it also had the best set of 
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scores (contingency based, error based, and percentage based) when comparing the 
results against any of the regional or CONUS (including diurnal) results.  The only other 
set of results that performed nearly as well was the set of MGF results for region 7.  For 
reference, Iowa is a part of region 7 (Figs. 3.5 and 3.6), though its sample size of 37,530 
(Table 4.3) makes up a relatively small percentage (approximately 5.8%) of the total 
sample size of the region. 
 The MGF method was generally a bit better in Missouri than in the CONUS, even 
though PODs were lower.  This was more noticeable when looking at MAE, RMSE, ratio 
good, and ratio poor.  The BIAS, interestingly, showed under forecasting at all three 
thresholds.  The Missouri rectangle is actually split between regions 3 and 8 (Figs. 3.5 
and 3.6).  Region 3 showed substantial negative bias in both occurrence and ME, so this 
result is not all that surprising.  Region 8 showed positive bias, but, considering the 
difference in sample size between the two regions, it is not surprising that many statistics 
are more aligned with those of region 3.  Assuming the distribution of observed gusts is 
not overwhelmingly located in one region within the Missouri rectangle, the portion 
within region 3 would have a slightly larger impact on the statistics for all of region 3 
than the portion within region 8 would have on the statistics for all of region 8.  
Considering that the entirety of region 8 has nearly five and a half times as many data 
points as the entirety of region 3 (Table 4.2), it would be less influenced than region 3 by 
a similar number of data points from Missouri as the proportion lending weight to the 
regional statistical data set would be considerably less.  If we assume that the sample size 
is, in fact, evenly distributed, half of Missouri’s 20,234 data points (Table 4.3), or 10,117 
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points, would be located within each region.  In region 8, this would account for 
approximately 2.3% of the entire region 8 dataset, while in region 3, this would account 
for 12.6% of the entire region 3 dataset. 
 Nebraska, like Iowa, is also entirely contained within region 7 (Figs. 3.5 and 3.6).  
MGF scores were actually very poor, at least from a contingency table standpoint.  
Decreasing PODs with increasing thresholds, along with increasing FARs led to some 
extremely low skill scores at the higher thresholds.  Both the CONUS and region 7 MGF 
scores were better, especially so for region 7.  Nebraska was easily the worst of the three 
states for the MGF method. 
Interestingly, the MAE and RMSE for the MGF method in Nebraska were still 
better than the CONUS and region 7 results, as were the ratio good and ratio poor.  The 
MGF method actually did quite well in all three states relative to the CONUS and region 
7 when looking at the error based and percentage based scores.  This lends more credence 
to the idea that false alarms are being penalized excessively in some of the skill scores.  It 
can also be inferred that the forecasts that led to false alarms within Nebraska may 
actually be more accurate (closer to observed values in magnitude) than the false alarms 
in the CONUS and region 7 datasets.  As an example, when analyzing the contingency 
based statistics at the 15.4 m s
-1
 threshold, an observed gust of 15.3 m s
-1
 paired with a 
forecast gust of 15.5 m s
-1
 will be penalized the same as an observed gust of 15.3 m s
-1
 
paired with a forecast gust of 19.5 m s
-1
.  Both are false alarms.  However, the first 
forecast is actually very good, easily falling within the 10% ratio good measure, while the 
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second forecast is poor, falling farther than 25% away from the observation, and 
qualifying under the ratio poor statistic. 
 The AFWA method was the worst of the three methods in each of the three states 
in nearly every statistical category.  Surprisingly, the method performed worse in Iowa 
than in either Nebraska or Missouri, though only marginally so for Nebraska.  The very 
large negative bias among BIAS and ME indicates extreme under forecasting.  The BIAS 
scores for this method in Iowa were the lowest analyzed for any method in this study.  
While not quite to the same level as in Iowa, Nebraska and Missouri also exhibit large 
under forecasting.  That Missouri actually shows the most negative BIAS at the 
15.4 m s
-1
 threshold is a bit contradictory to what would be expected based on the results 
from region 3 (where BIAS is positive at that threshold).  This could mean, contrary to 
what was concluded earlier with the MGF method, that the distribution of data points 
may be higher in the portion of Missouri within region 8 than in region 3.  Of course, it 
should be kept in mind that the distribution of the total sample size has no bearing on the 
distribution of the observed (a+c) points.  That is, the total (n) points could be distributed 
in a different fashion than the (a+c) points.  Alternatively, considering how small the 
sample size for Missouri actually is, there just may not be enough points to draw realistic 
conclusions when comparing the sample size to that of the regions. 
 With this area of the country prone to being impacted by cyclones and with the 
increased density of the observing network (potentially) leading to a better representation 
of the actual observations, the fact that the AFWA method performed so badly exposes 
the method as being legitimately poor.  That the method had such a negative bias further 
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legitimizes the earlier claim that the AFWA method has an inherent problem in 
overcoming the low level stability, either model based or fundamentally as a problem 
within the algorithm itself. 
The WGE method generally outperformed both the CONUS and region 7 (though 
nearly negligibly so for region 7) in Iowa, though a lower POD and higher FAR at the 
15.4 m s
-1
 threshold did lead to lower skill scores in the state at that threshold.  It also 
generally performed better in Iowa than in Missouri (except at the 15.4 m s
-1
 threshold), 
even though POD scores were lower. 
In Missouri, the WGE method outperformed that of region 3, but did not perform 
as well as it did in region 8.  It performed similarly to that of the CONUS and performed 
a bit worse than in Nebraska. 
The Nebraska scores were very similar to those from region 7, perhaps 
performing slightly better when closely inspecting individual statistics.  Any higher 
scores were so marginal, however, that no real conclusions can be drawn.  The WGE 
method did slightly outperform that of the CONUS.  While performing slightly worse 
than it did in Iowa when analyzing the error based and percentage based scores, it did 
better in the contingency based scores.  This means that the method likely did better in 
forecasting the occurrence (or non-occurrence) of gusts, but was slightly worse in 
forecast accuracy. 
 While MAE and RMSE for the WGE method were the lowest in Iowa of the three 
states (and lower than in region 7 and the CONUS), they were still substantially higher 
than the MGF method scores.  It was earlier postulated that one cause for higher RMSE 
77 
 
 
scores for the WGE method could be because higher observed gusts were being 
dampened by the Barnes scheme.  At first glance, based on the Iowa results, this does not 
seem to be the case.  However, upon closer inspection of how the Barnes scheme actually 
handled Iowa, it appears that the increased density of observing stations did not have 
quite the anticipated effect.  There were multiple occurrences where a number of stations 
in Iowa reported stronger gusts than the Barnes scheme showed (Fig. 4.21).  While, for 
the most part, the Barnes scheme created fairly representative gridded, observed wind 
gust fields, there were enough instances where higher gusts were eliminated by the 
smoothing for this to be of at least some concern.  Unfortunately, because not all surface 
observing stations are as close together as in Iowa (especially in western portions of the 
CONUS) the radius of influence within the Barnes scheme (especially for the coarse run) 
needed to be large enough to allow for all areas of the country to be, at least, somewhat 
representative of the actual set of observed gusts.  This obviously came at a cost to the 
observations that were at the high end of measured velocities (relative to other gusts at 
that particular time). 
As with the regions, diurnal results for the states are precluded from the final 
results of this study due to a lack of statistically meaningful results arising from small 
sample sizes at many of the thresholds.
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Fig. 4.3.  Schematic showing the TKE profile as well as subcloud and cloud-layer turbulent 
eddies in a decoupled, cloud-topped boundary layer.  From Burk and Thompson (2002).
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Table 4.1.  Total observations (a+c), sample size (n), and percentage of observations to sample size for each 
threshold for each of CONUS All Times (the entire CONUS dataset), CONUS Day, and CONUS Night.  
Grayed out areas indicate thresholds not included in analyzed results. 
CONUS 
Threshold 
10.3 m s-1 12.9 m s-1 15.4 m s-1 18.0 m s-1 20.6 m s-1 
All 
Times 
a+c 943398 311506 78982 18812 4881 
n 2252461 2252461 2252461 2252461 2252461 
% 41.9% 13.8% 3.5% 0.8% 0.2% 
Day 
a+c 287240 107384 29201 7346 1958 
n 594425 594425 594425 594425 594425 
% 48.3% 18.1% 4.9% 1.2% 0.3% 
Night 
a+c 35972 8820 2255 363 36 
n 109499 109499 109499 109499 109499 
% 32.9% 8.1% 2.1% 0.3% 0.0% 
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Table 4.2.  Total observations (a+c), sample size (n), and percentage of observations to sample size for each 
threshold for each region.  Grayed out areas indicate thresholds not included in analyzed results. 
Region 
Threshold 
10.3 m s-1 12.9 m s-1 15.4 m s-1 18.0 m s-1 20.6 m s-1 
1 
a+c 10363 1520 102 0 0 
n 35748 35748 35748 35748 35748 
% 29.0% 4.3% 0.3% 0.0% 0.0% 
2 
a+c 16001 3744 653 36 0 
n 41405 41405 41405 41405 41405 
% 38.6% 9.0% 1.6% 0.1% 0.0% 
3 
a+c 26264 4973 782 0 0 
n 80017 80017 80017 80017 80017 
% 32.8% 6.2% 1.0% 0.0% 0.0% 
4 
a+c 77456 14093 941 0 0 
n 224147 224147 224147 224147 224147 
% 34.6% 6.3% 0.4% 0.0% 0.0% 
5 
a+c 22656 5086 696 10 0 
n 68194 68194 68194 68194 68194 
% 33.2% 7.5% 1.0% 0.0% 0.0% 
6 
a+c 13451 2576 473 0 0 
n 54557 54557 54557 54557 54557 
% 24.7% 4.7% 0.9% 0.0% 0.0% 
7 
a+c 333517 136288 38752 11106 3477 
n 643774 643774 643774 643774 643774 
% 51.8% 21.2% 6.0% 1.7% 0.5% 
8 
a+c 188008 63609 15577 3614 670 
n 431713 431713 431713 431713 431713 
% 43.5% 14.7% 3.6% 0.8% 0.2% 
9 
a+c 87200 25210 6005 1166 237 
n 224147 224147 224147 224147 224147 
% 38.9% 11.2% 2.7% 0.5% 0.1% 
10 
a+c 160073 53660 14976 2880 497 
n 395685 395685 395685 395685 395685 
% 40.5% 13.6% 3.8% 0.7% 0.1% 
11 
a+c 8409 744 25 0 0 
n 40360 40360 40360 40360 40360 
% 20.8% 1.8% 0.1% 0.0% 0.0% 
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Table 4.3.  Total observations (a+c), sample size (n), and percentage of observations to sample size for each 
threshold for each of Iowa, Nebraska, and Missouri.  Grayed out areas indicate thresholds not included in 
analyzed results. 
State 
Threshold 
10.3 m s-1 12.9 m s-1 15.4 m s-1 18.0 m s-1 20.6 m s-1 
IA 
a+c 18499 6833 1056 274 53 
n 37530 37530 37530 37530 37530 
% 49.3% 18.2% 2.8% 0.7% 0.1% 
NE 
a+c 23553 9916 3188 1002 416 
n 42958 42958 42958 42958 42958 
% 54.8% 23.1% 7.4% 2.3% 1.0% 
MO 
a+c 8349 1593 509 6 0 
n 20234 20234 20234 20234 20234 
% 41.3% 7.9% 2.5% 0.0% 0.0% 
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Chapter 5:  Summary 
 
 
5.1  Synthesis and Conclusions 
Nonconvective winds can be a dangerous and costly weather hazard.  Over a ten 
year span from 2002 to 2011, there were over 200 fatalities and nearly 1,000 injuries, as 
well as over 6.4 billion dollars in monetary losses due to high, nonconvective winds 
NWS 2012).  Over a 26 year period from 1980-2005, there were over 600 fatalities and 
2800 injuries, which is comparable to those from convectively produced winds (Ashley 
and Black 2008). 
An important subset to nonconvective winds is the nonconvective wind gust.  
When winds are already relatively strong, a sudden wind gust can magnify already 
existing hazards, including affecting landing aircraft, reducing visibilities for traveling 
motorists (in the presence of snow or dust), and blowing high profile vehicles off course. 
Wind gusts are the result of turbulent processes mixing elevated, higher 
momentum air parcels to the surface by buoyant and/or mechanical means.  A typical 
environment for producing surface wind gusts is a sunny, convectively active day.  Other 
mechanisms for inducing gustiness include the presence of low level pressure systems, 
cold front passages, downslope winds, and gap winds. 
Three different algorithms were used in this study:  the Wind Gust Estimate 
(WGE) method, the Air Force Weather Agency (AFWA) method, and the Mean Gust 
Factor (MGF) method.  The WGE and AFWA methods are physically based, while the 
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MGF method is empirical.  The model analysis data used in this study come from the 
RUC 20.  The three algorithms were tested on data from 10 March 2005 through 31 May 
2005.  Each of the methods was tested at five wind gust speed thresholds:  10.2, 12.9, 
15.4, 18.0, and 20.6 m s
-1
 (20, 25, 30, 35, and 40 kts, respectively) versus an 
observational data field (gridded onto the same RUC grid by using a Barnes analysis 
scheme to smooth data from surface observing stations) over the CONUS, as well as over 
eleven different regions and over portions of three different states.  Each method was also 
tested at daytime and nighttime (2100 UTC and 0900 UTC, respectively) over the 
CONUS.  Skill scores were calculated at each of the thresholds.  Error statistics were also 
calculated as well as the ratios of good and poor forecasts. 
The MGF method outperformed the other two methods over the CONUS, having 
the best set of skill scores, the smallest forecast errors, and the best ratios.  The WGE 
method performed the worst, based on the skill scores, bias, and errors, though it did 
slightly outperform the AFWA method in the ratios.  High FARs seemed to be the 
determining factor in the skill scores.  The WGE method had vastly superior PODs in 
comparison to the AFWA method, yet, because it had higher FARs, the AFWA method 
had better scores for the HSS, TS, and SEDS.  The WGE method did have higher PSSs 
than the AFWA method.  This is because the PSS does not penalize forecasting an event 
to occur when occurrence is typically rare.  When comparing the MEs, MAEs, and 
RMSEs, it was noted that the AFWA method may actually forecast the most consistently 
of the three methods, although it is consistently poor. 
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Several hypotheses were presented to explain why the physically based methods 
(WGE and AFWA) underperformed compared to the empirical method (MGF).  One 
such theory was that the RUC model has difficulty forecasting the parameters that the 
WGE (pointedly, TKE) and AFWA methods use, or, that errors in different parameters 
are compounded when combined within the same algorithm.  Also, since both the WGE 
and AFWA methods begin stability checks at the surface, working upward into the 
atmosphere, any large model errors for temperature would have an immediate impact on 
the stability checks that each of these algorithms performs. 
The AFWA method tended to under forecast gustiness.  The method only 
accounts for buoyancy and does not take into account mechanical mixing processes.  This 
may lead to the method under forecasting by underestimating the depth of the mixing 
layer, thus, resulting in an underestimation of the maximum surface wind.  Also, the 
relative thinness of the layers being checked, especially near the surface, may also lead to 
under forecasting.  If the lowest layer(s) are not statically unstable, the algorithm ends the 
upward stability check.  If the layers just above the lowest layers are statically unstable, 
though, higher momentum air may, on occasion, be able to penetrate the statically stable 
or neutral layers below it and make it to the surface as a wind gust.  The algorithm will 
not allow for this, though, and will just assign the sustained surface wind as the forecast 
wind gust due to the lowest layer failing the stability check. 
The WGE method tends to over forecast wind gusts, both in intensity and 
occurrence, especially at higher gust speed thresholds.  Since TKE is typically strongest 
at, or near, the surface, it may be overwhelming any negative buoyancy that would act to 
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dampen vertical motion, especially on windy days, as the shear production term of the 
TKE equation may be overcompensating.  Also, since the WGE method uses integrals as 
part of its calculations, there could be instances where summed TKE continues to 
overcome summed buoyancy at levels higher than what is occurring in reality.  
Decoupled environments are likely not handled well. 
The MGF method continued to outperform each of the other methods for each of 
the daytime and nighttime datasets.  Wind Gust Estimate PODs were higher than those 
for the MGF method, but because FARs were also higher, the MGF method had better 
skill scores.  This reinforces the conclusion that the skill scores were more highly 
influenced by false alarms than hits.   
The WGE method did better during the day than during the night, which was not 
all that surprising since it is based on buoyancy processes mixing higher momentum, 
elevated parcels to the surface as surface wind gusts.  Since this is typically a daytime 
occurrence, the algorithm should perform better then. 
The AFWA method, however, continued to do relatively poorly during the day, 
which was a bit surprising as it is also based on buoyancy overcoming static stability.  It 
seems that the algorithm is not allowing the stability check to get very high above the 
surface (if at all), even during the day, thus bringing down lower velocity wind speeds 
than what might be expected (or not replacing the sustained surface wind at all). 
The MGF method performed better at night than during the day, and vastly 
outperformed both of the other methods.  This is likely due to the boundary layer having 
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stabilized, reducing the likelihood of elevated winds with speeds greater than 1.4 times 
the surface wind being mixed down to the surface. 
 Regional results could be broken down into two groupings based on sample size.  
Those regions with larger sample sizes tended to perform better, compared to the 
CONUS results, than those with smaller sample sizes.  Regions 7 and 8 had the largest 
sample sizes of any of the regions, and were the only two regions to outperform the 
CONUS results.  Regions 9 and 10 performed worse than the CONUS results, likely due 
to the highly varied terrain.  Of the regions with small sample sizes, only region 6 
performed reasonably well when compared to the CONUS results.  This was likely due to 
its lack of varied terrain, as well as its likelihood to experience more uniform weather 
over time (and being less prone to experiencing mid-latitude cyclones). 
The MGF method performed exceptionally well over Iowa.  The statistical dataset 
was the best for any method for any dataset, including the CONUS, daytime and 
nighttime CONUS, regions, and states.  The WGE method performed better in Iowa than 
in Missouri, but did not perform appreciably better in Iowa than in Nebraska.  The 
AFWA method actually performed worse in Iowa than in the other two states. 
It was difficult to determine if the enhanced performance of the MGF method 
over Iowa (and the worse performance of the AFWA method) was a function of the 
increased density of surface observations or because of some other factor.  The Barnes 
scheme still tended to smooth out the higher velocity observed wind gusts, even over the 
higher density mesonet in Iowa.  It is hypothesized that the WGE results may have 
suffered as a result.  In fact, the WGE method may have suffered (more so than the other 
107 
 
  
1
0
7
 
two methods) over the entire study as a result of higher velocity gusts being smoothed 
out. 
 
5.2  Future Work 
 Results of this study led to a variety of questions that could potentially be 
answered by an expanded study.  First, based on the tendency of the AFWA method to 
consistently underforecast both occurrence and intensity, it would be interesting to 
compare the gust forecast grid to a grid of sustained surface winds to determine how 
many grid points within the AFWA gust grid are, in fact, simply sustained surface winds.  
It could prove useful to vertically broaden the lowest layer(s) that the method runs its 
initial stability checks over to see if the method is incorrectly dampened by static stability 
too much in the algorithm’s current design.  Based on the greater forecast consistency of 
the AFWA method, perhaps it could be tuned to better handle low level stability and thus 
be easily improved. 
It could prove useful to gather larger datasets for the regions for which there were 
only smaller sample sizes over the period of analysis to determine whether it is the 
sample size itself that is lending itself to better scores (especially over regions 7 and 8), 
or if it is the actual regional characteristics (location, terrain, and climate regime). 
In the western CONUS, additional investigation could help to determine why the 
methods performed better in region 10 over region 9, even though the terrain is not vastly 
different.  Using data from a high resolution model (5 km, or less) may help determine 
how substantial an effect terrain actually has on the three methods. 
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Considering the diurnal datasets for the regions and states were limited in sample 
size, it would be worthwhile to put together a large enough data set to test diurnal trends 
in regions/states—especially areas of the country with a high frequency of occurrence of 
the nocturnal low-level jet. 
While it was useful in using the Barnes analysis scheme to create easy grid point 
to grid point comparisons between forecasts and observations, there really seemed to be 
degradation in quality at the higher velocity gust speeds (relative to speeds from gusts 
directly surrounding the higher velocity gusts).  It would be beneficial to focus on an area 
of higher density surface observing stations (such as Iowa) and use smaller radii of 
influences to see how the smoothed observation field responds.  Alternatively, it could 
prove instructive to do an actual observing station to corresponding grid point 
comparison.  This could potentially help the WGE method show forecast improvement. 
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Appendix A.  Equations for Statistics. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. A.1.  Diagram of 2x2 contingency table where a=forecast ‘yes’ and observed ‘yes’, b= 
forecast ‘yes’ and observed ‘no’, c=forecast ‘no’ and observed ‘yes’, d=forecast ‘no’ and 
observed ‘no’, and n=a+b+c+d. 
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For ME, MAE, and RMSE, y and o are the forecast (y) and observation (o) for 
each kth pair. 
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Appendix B.  Statistics Descriptions. 
 
The Probability of Detection (POD), or Hit Rate, is the ratio of the correct yes 
forecasts to the total number of occurrences.  Scores range from 0 to 1, with 1 being best.  
POD is useful when one is just concerned with whether occurrences are being forecast.  
However, the score does not take into account that a high POD could also mean a large 
number of forecasts for events that did not occur (false alarms). 
The False Alarm Ratio (FAR) is the ratio of the incorrect forecasts to the total that 
were forecast to occur.  Scores range from 0 to 1, with 0 being best.  FAR is useful when 
one is just concerned with how many more forecasts there are compared to occurrences.  
However, FAR gives no information on any correct forecasts.  A low FAR, while good, 
could also mean a low POD, which is not necessarily desirable. 
The Bias ratio (BIAS) is the ratio of the number of yes forecasts to the number of 
occurrences.  Scores range from 0 to ∞.  Scores between 0 and 1 are indicative of under 
forecasting, scores of exactly 1 are considered unbiased, and scores greater than one are 
indicative of over forecasting.  While useful in determining whether a method is over 
forecasting or under forecasting, BIAS does not tell whether the over forecasting is 
cancelling out the under forecasting.  For example, if ten forecasts are made and do not 
occur, but there are ten other occurrences, none of which were forecast, the BIAS would 
be 1, which is indicative of no forecast bias.  Yet, all of the forecasts (or lack thereof) 
were poor.  Another drawback is that it can be hard to interpret negative forecast bias 
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(values between 0 and 1) when compared to positive forecast bias (values greater than 1) 
as positive bias values can approach infinity. 
The Threat Score (TS), or Critical Success Index, is the ratio of the correct yes 
forecasts to the total number of times where a gust was forecast to occur and/or was 
observed.  Scores range from 0 to 1, with 1 being best.  An advantage of the TS is that, 
unlike some other scores, it does not penalize forecasting an event to occur when 
occurrence is typically rare (Wilks 2011).  However, when an event is extremely rare, the 
TS can begin to penalize making those forecasts.  Another limitation is that the score 
does not distinguish where the errors are occurring between false alarms and misses. 
The Heidke Skill Score (HSS) is a measure of the added skill (or subtracted skill) 
when compared to a reference forecast.  In the case of the HSS, the reference forecast is 
the proportion correct by random forecasts, or chance (Wilks 2011).  Scores range from  
-∞ to 1.  Values below 0 indicate negative skill, 0 indicates no skill above the reference 
forecast, and values above 0 indicate positive skill.   
The Peirce, or Kuiper, Skill Score (PSS) is similar to the HSS in that it is also 
measuring the amount of added (or subtracted) skill to a reference forecast.  In the case of 
the PSS, the reference forecast hit rate, while still random, is unbiased (Wilks 2011).  As 
with HSS, values below 0 indicate negative skill, 0 indicates no skill above the reference 
forecast, and values above 0 indicate positive skill.  An advantage of the PSS over the 
HSS is that it does not penalize forecasting an event to occur in situations where an 
occurrence is typically rare.  However, Doswell et al. (1990), note that in extremely rare 
events (where occurrences tend to 0), the PSS approaches the POD.  This means hedging, 
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or changing the forecast from what the forecaster actually believes to artificially inflate a 
skill score (Doswell et al. 1990), could yield an artificially inflated PSS, since false 
alarms are nearly negligible.  In extremely rare events, the HSS approaches the TS, which 
incorporates false alarms into the score, thus discouraging the forecaster to change the 
forecast to increase the score. 
A measure developed for rare events is the Symmetric Extreme Dependency 
Score (SEDS).  It is based on the Extreme Dependency Score (EDS) (Coles et al. 1999).  
Stephenson et al. (2008) note that the EDS, as with the HSS, is less prone to 
improvement by hedging.  However, Hogan et al. (2009) and Wilks (2011) note that the 
EDS can still be influenced by hedging as false alarms are not included in the calculation.  
Hogan et al. (2009) developed the SEDS to retain the value of EDS during rare events, 
but to also discourage hedging. 
The Mean Error (ME) is the average of the differences of pairs of forecasts and 
observations.  It measures the bias of the forecasts (Wilks 2011).  A value of 0 indicates 
no bias.  Values below 0 indicate negative bias and values above 0 indicate positive bias.  
Bias with ME is different than in the BIAS score in that the ME bias measures how high, 
or low, the average forecast is compared to the observations as opposed to measuring 
how often the over forecasting or under forecasting occurs.  ME still suffers from the 
same general problem as BIAS, though, in that similarly bad forecasts that are of equal 
magnitude away from the observation, but of equal sign will “cancel” each other out, 
giving a ME of 0. 
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 The Mean Absolute Error (MAE) is the average of the absolute values of the 
differences of pairs of forecasts and observations.  It is an accuracy measure in that it 
measures the magnitude of the forecast error (Wilks 2011).  A value of 0 indicates a 
perfect forecast.  It is useful in that it provides a typical magnitude of the forecast error.  
However, there is no way to determine whether the magnitude is an error in over 
forecasting or under forecasting. 
The Root Mean Square Error (RMSE) is the square root of the average of the 
squares of the differences of pairs of forecasts and observations.  It is similar to MAE in 
that it is an accuracy measure to determine the magnitude of the forecast error (Wilks 
2011).  The difference is that RMSE is more sensitive to outliers because of the 
exponential within the calculation. 
