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The first approach uses linear filtering and statistical smoothing that reconstructs a gray scale image from a given error diffused image. The second approach can be viewed as a projection operation, where one assumes the error diffusion kernel is known, and finds a gray scale image that will be halftoned into the same binary image.
Two projection algorithms, viz., minimum mean square error (MMSE) projection and maximum a posteriori probability (MAP) projection, that differ on the wayan inverse quantization step is performed, are developed. Among the filtering and the two projection algorithms, MAP projection provides the best performance for inverse halftoning. Using techniques from adaptive signal processing, we suggest a method for estimating the error diffusion kernel from the given halftone. This means that the projection algorithms can be applied in the inverse halftoning of any error diffused image without requiring any a priori information on the error diffusion kernel.
It is shown that the kernel estimation algorithm combined with MAP projection provide the same performance in inverse halftoning compared to the case where the error diffusion kernel is known.
Introduction
The problem of inverse halftoning has received relatively little attention compared to digital halftoning [1] . Assuming a gray scale image Xm,n is halftoned into a binary image b m n, the goal of inverse halftoning is to reconstruct a gray scale image xm,n from bm,n so that £m,n is either as close to Xm,n as possible, or xm,n is a candidate (halftoning is a many to one mapping) which when error diffused, bm,n would result. In addition to being an interesting theoretical problem, inverse halftoning is also of great practical interest because it can be applied to a wide variety of problems such as scaling, tone correction, interchanging between halftone methods (rehalftone), facsimile image processing, and many others. Inverse halftoning has also been applied recently in the lossy compression of binary images [2] .
Popular halftoning algorithms can in general be classified into two categories, viz.J ordered dither and error diffusion. They differ both in their processing structures and in the characteristics of the resulting binary images. For example, the spectra of dithered halftone images exhibit strong discrete components due to the periodicity of the dithering matrices. The spectra of error diffused images, however, do not have strong periodic components, and the local energy content in the spectra increases gradually as one moves from low to high frequencies [3] .
Inverse halftoning for dithered halftone images has been reported in [4] [5] [6] . In these cases, combinations of filtering and statistical processing in the spatial domain are applied to reconstruct gray scale images from their dithered halftones. In [7] , the error diffusion process is modified so that inverse halftoning of error diffused images is posed as a quadratic programming problem where a mean square error criterion is minimized. Because the size of the quadratic programming problem is very large, it is partitioned into smaller subproblems where an approximate solution is found. Recently, a statistical technique based on the Bayesian approach has also been applied to reconstruct continuous tone images from both dithered and error diffused halftones [8] . In [2] , a lossy compression algorithm for error diffused images is reported where a binary image is first inverse halftoned, and the resulting gray scale image is then encoded and finally rehalftoned. Inverse halftoning of error diffused images is performed in [2] using a look-up table trained in similar spirit as in vector quantizer design.
It is well known that any halftoning process can be interpreted as a source that introduces noise into continuous tone images so that the output images can take on binary values only. Since the noise due to error diffusion is in general concentrated in high frequencies, a reasonable approach for inverse halftoning of error diffused images would be to design a low pass filter for removing these high frequency components. Low pass filtering alone, however, does not work well in general. If the cutoff frequency of the filter is set so low so that most of the errors are removed, the resulting image is blurry because a significant amount of the high frequency information in the original gray scale image is also removed. On the other hand, if the cutoff frequency is high, most of the error from the halftoning process will still be present in the output image, and the reconstruction will also not be of high quality.
In this paper, we consider two different methods for inverse halftoning. The first one is based on a combination of linear filtering and statistical smoothing, which does not require any knowledge about the error diffusion kernel. The second method, which can be interpreted as a projection approach, assumes the error diffusion kernel is known a priori, and finds a gray scale image which will be halftoned into the given binary image. The complexity of this projection algorithm is comparable to that of error diffusion itself and hence this projection approach is very efficient. Two projection algorithms, uiz., minimum mean square error (MMSE) projection and maximum a posteriori probability (MAP) projection, that differ in a specific choice of certain parameters, will be developed and compared.
One crucial weakness of the projection algorithms both in this paper and in [7] is that the error diffusion kernel is assumed to be known a priori. This is perhaps an unrealistic assumption in practical situations because one usually does not have any information on the error diffusion kernel when one is given an error diffused image. To remove this assumption, we suggest a method based on techniques in adaptive signal processing for estimating the error diffusion kernel. This kernel estimation method is then combined with the projection algorithms to provide an iterative method for the inverse halftoning of any error diffused images. The performance of this kernel estimation algorithm in conjunction with projection in inverse halftoning will be investigated.
In Section 2, error diffusion and the inverse problem are described. The filtering and smoothing approach for inverse halftoning is considered in Section 3. In Section 4, we describe the projection approach, where both MMSE and MAP projection are developed and investigated. An algorithm for error diffusion kernel estimation is developed in Section 5. Its application in inverse halftoning is also considered. Section 6 summarizes the results in this paper.
Error Diffusion and Its Inverse
Let Xm,n be a gray scale image with dynamic range A, i.e., xm,n E [0, A] for all m and n. Also let bm,n E {a, I} be a halftoned version of xm,n' In the case of error diffusion, bm,n is obtained from Xm,n using a system as shown in Fig. 1 . In this paper, we consider a typical case of error diffusion where the processing is performed in a scanned fashion, i. e., in a row by row fashion from the top to the bottom, and for each row from the left to the right. The input-output relationship of error diffusion is described by where um,n is the state variable of the system, hk,1 is the error diffusion kernel, S is the region of support for hk,1, and em,n is the quantizer error. The region of support of the error diffusion kernel is always strictly "causal" with respect to the scanned direction so that only the "past" errors are diffused to the current location. In particular, we have (0,0) ¢ S. For most practical error diffusion systems [1, [9] [10] [11] , the coefficients of the error diffusion kernel hk,1 satisfy hk,1 2: 0;
An example of a kernel with four coefficients is the Floyd-Steinberg kernel [9] as shown in Fig. 2 . To actually perform the error diffusion process using (1)-(3), it is necessary to define the boundary condition of either the state variable or the quantizer error. We assume as usual that the quantizer error em,n when (m, n) falls outside the range of the image is identically zero.
The problem of error diffusion is very well known, as many kernels and variations of scanning methods have been reported [1, [9] [10] [11] [12] . Once a kernel and the boundary conditions have been decided on, the error diffusion process is performed by iterating (1)-(3) in a straightforward manner. The problem of inverse halftoning for error diffused images, however, is more difficult even when the kernel is known. From a signal processing viewpoint, the inverse problem can be thought of as an estimation problem. There are two different ways to specify the goal of inverse halftoning, and they in general would lead to different approaches and results.
First, an inverse halftoning procedure can be thought of as one that attempts to produce a gray scale image Ym,n from a halftone bm,n so that they appear similarly to a human observer when observed at a certain distance away. Such a formulation suggests a filtering approach whereby the error signal due to the halftoning process is removed. It is well known that error diffusion is a two-dimensional analog of one-dimensional sigma-delta modulation [13, 14] . Despite some recent works in the development of alternative algorithms for decoding a sigmadelta modulated signal [15, 16] , low pass filtering remains a popular decoder for sigma-delta modulation. This is partially because the oversampling ratios in typical applications of sigma-delta modulation are high, and hence low pass filtering can provide good performance [14, [17] [18] [19] . In imaging systems, however, the oversampling ratio is usually limited. In other words, the sampling frequency in digital images typically are not higher than the image bandwidth by an order of magnitude. Consequently, simple low pass filtering alone cannot provide good enough performance for inverse halftoning. We shall describe in the next section an inverse halftoning algorithm using multiple passes of low pass filtering and statistical smoothing, so that good image quality can be obtained. Although we are focused on the inverse halftoning of error diffused images in this paper, such a filtering and smoothing approach is also applicable for the inverse halftoning of ordered dither halftones [4] [5] [6] .
An alternative way to describe the goal of inverse halftoning for error diffused images is the following: Given a binary image bm,n, one wants to find a gray scale image Ym,n so that when Ym,n is error diffused, bm,n would result. Such a formulation clearly poses the task exactly as an inverse problem, i.e., we want to find an inverse of b m n, rather than just finding an approximation to the inverse as in the filtering approach. This formulation also implicitly suggests that the error diffusion kernel is known beforehand. This approach, which can be viewed as a projection operation, is similar to a recently developed decoder for signals from a sigma-delta modulator [16] . Indeed, we shall develop two projection algorithms (minimum mean square error projection and maximum a posteriori projection) for finding Ym,n assuming a known error diffusion kernel.
The assumption of a known error diffusion kernel is equivalent to assuming a known structure (e.g.) single-loop versus two-stage) for the case of sigma-delta modulation. While this assumption is perhaps not overly restrictive for sigma-delta modulation decoding, it severely limits the applicability of the projection approach in inverse halftoning because the error diffusion kernel is generally unknown when one is faced with an error diffused halftone. To overcome this difficulty, we develop an algorithm for error diffusion kernel estimation using ideas from adaptive signal processing. (See, for example, [20] .) This kernel estimation algorithm is then used in conjunction with the projection algorithm so that the projection approach can be applied to the inverse halftoning of any error diffused image.
Filtering and Smoothing
In this section, we develop an algorithm for inverse halftoning of error diffused images based on filtering and smoothing. Since error diffusion injects noise into the image predominantly in the high frequency range, a low pass filter can remove much of the noise and produce an approximation of the original gray scale image. Indeed if the frequency content of the image is very low compared to the sampling frequency, or equivalently if the oversampling ratio of the original gray scale image is high, one can use a low pass filter with a sufficiently low cut-off frequency and obtains good results. For typical error diffused images of natural scenes, however, low pass filtering alone cannot reconstruct gray level images of good enough quality.
To illustrate this, we let fs be the sampling frequency of the gray scale image, i.e., I, = 1/w here~is the grid size. We then filter a typical error diffused image using a low-pass filter with a cut-off frequency at fs/4, i.e., one half of the maximum possible frequency. A filter with such a pass band is often referred to as a half-band filter in signal processing. This preassumes that the frequency content of the original gray scale image is primarily within ±fs/4 in both the horizontal and vertical directions, which appears to be a reasonable assumption for many test images. Note also that frequency components above fs/4 are not well represented by the halftone anyway because it is generally difficult, if not impossible, to distinguish with certainty whether any particular high frequency component found in an error diffused image is originated from the original gray scale image or from the halftone process itself. Fig. 3 shows an error diffused image obtained using the Floyd-Steinberg kernel, and the result of low pass filtering using a half-band filter. It is evident that while the low pass filtered image appears to be much smoother than a binary image, a substantial amount of residual noise due to the halftoning process still remains. This is well reflected in the local variation of gray levels in areas that should have been smooth. It is true that the output image would have been smoother if we had used a low pass filter with a lower cut-off frequency. Such an output image, however, is also blurred to a larger extent when compared to the one in Fig. 3 .
A close observation of Fig. 3 reveals that the binary patterns in the error diffused image are spread out spatially, and the resulting image consists of small clusters of "peaks and valleys" over the gray scale background. Since these spatial clusters are generally of several pixels wide, the major frequency components are below the half-band frequency 18/4. This means that they cannot be removed by further low pass filtering because a low pass filter with a lower cut-off frequency will cause excessive blurring to the resulting image. Note that median filtering also does not work well in this situation because the residual noise here consists of small clusters rather than being "impulsive."
In order to remove these residual errors and reconstruct high quality gray scale images, we suggest in this section applying a pipeline as shown in Fig. 4 that uses multiple passes of low pass filtering and nonlinear statistical smoothing. The reason of inserting a low pass filter at every stage is to remove the potentially unwanted high frequency components generated by the nonlinear smoothing process. These low pass filters can, for example, be all halfband filters to avoid overly blurring the reconstructed image.
The nonlinear statistical smoothing process can be described as follows: For each pixel location (m, n), take a small neighborhood 'Rm,n around the location (m, n). We then compute the sample mean !-lm,n of the pixels in 'Rm,n, as well as a measure vm,n (an example to be given later) that characterizes locally the amount of variation among the pixels within the neighborhood. We then compare the value of the center pixel with the thresholds !Lm,n + ,Vm,n and I-lm,n -,Vm,n, where, 2:: 0 is a parameter to be adjusted to obtain good performance.
The value of the center pixel is modified according to
The superscripts "old" and "new" refer to the value of the pixel before and after, respectively, each statistical smoothing process along the pipeline of Fig. 4 . This operation is repeated over the entire image where the window is slid across the image one pixel at a time.
An example of Vm,n for measuring the local variation is the r t h power norm centered at the sample mean. Specifically, we have (6) where
and II A II denotes the number of elements in the set A. In the special case where r = 2, Vm,n is identical to the sample standard deviation of the pixels in the region Rm,n.
The idea of (5) is that a pixel value is changed only when it is statistically far away from the sample mean of its neighbors. Note that both I-lm,n and Vm,n vary with the position of the window position, and hence this statistical smoothing procedure is strictly performed according to local statistics. When the window falls in a location that contains an edge in an image, the sample variance of the local block tends to be larger than the case where the window does not contain an edge. This means that the value of a pixel is less likely to be adjusted when it is near an edge. As a result, such an algorithm provides a smoothing operation without overly blurring an image. It is evident from (5) that a smaller value of , implies it is more likely for the value of the center pixel to exceed either one of the thresholds, and hence adjustments to the pixel values will occur more frequently throughout the image. Consequently, we expect a smoother output image for a smaller ,. The maximum amount of smoothing using (5) is obtained when, = 0, for which (5) simply replaces at every step the value of the center pixel with the sample mean of the pixels in the window. The statistical smoothing in this case becomes a simple low pass filtering using a filter with a sine frequency response. In the general case, however, (5) is a nonlinear operation.
Since, controls the extent of smoothing, it makes sense to use a small value of, in the initial stages of Fig. 4 where the estimated gray scale image is very noisy. As the result propagates down the pipeline, the gray scale image gradually becomes less noisy and hence, can be increased so that blurring of the reconstructed image is avoided as much as possible. In our experiments using several standard test images, we found that the best performance were obtained by setting the initial and final values of, to 0.25 and 1 respectively. That is, for a particular choice of k, , = 0.25 at the first stage and linearly increases along the stages to , = 1 at the k t h stage. This is similar to a recent report on the inverse halftoning of ordered dither images [5] , where gradually increasing the cut-off frequency of a low pass filter along the stages of processing produces output images of better quality. Empirical results with the configuration in Fig. 4 , however, show that increasing the cut-off frequency of the low pass filter along the stages do not improve the reconstructed images.
We tested this inverse halftoning approach using several standard images halftoned using the Floyd-Steinberg error diffusion kernel. The sample standard deviation is chosen as the measure of variation of pixels within the window, i.e., we let r = 2 in (6). We found that the best results are obtained when Rm,n is a 3 by 3 square window centered at (m, n). The output k=l k=2 k=8 Figure 6 : The pepper image reconstructed from its Floyd-Steinberg error diffused version using low pass filtering and statistical smoothing.
images when using larger windows, e.g., 3 by 5 or 5 by 5, are typically oversmoothed and appear to be blurred. The results for the Lena and the pepper images using 3 by 3 windows are shown in Fig. 5 . The peak signal-to-noise ratio (PSNR) figures are computed by comparing the reconstructed images with both the original gray scale image and the original gray scale image filtered using a half-band low pass filter. Fig. 6 shows the images reconstructed from its Floyd-Steinberg error diffused version using the filtering approach. The reconstructed image shows that low pass filtering in conjunction with statistical smoothing is quite effective in reconstructing visually pleasing images. We shall develop in the next section another approach that reconstructs images of higher quality than those in this section.
Comparing the performance of this algorithm with the table based decoder in [2] , where only the results for the Lena image is reported, we find that this approach outperforms that in [2] by about 0.7 dB for the 3 by 3 mask size, and the advantage over those in [2] with a 4 by 4 mask size is about 0.3 dB. We should point out that the table based approach in [2] has an advantage in terms of complexity. The inverse halftoning process there is very simple and efficient assuming the look-up tables are available, although the design of these tables requires a training using several test images in similar spirit as in vector quantizer design. It is somewhat more difficult to compare the results here with those in [7] because the PSNR's there are computed with respect to a singular value decomposition (SVD) band limited image. The error diffusion process considered in [7] is also different from the traditional error diffusion. '
Inverse halftoning is a problem, like many other inverse problems, that does not have a unique solution. In other words, when given a halftone image, we cannot in general hope to recover the exact original image. For example, it is very unlikely if not impossible for any inverse halftoning procedure to reconstruct the high frequency information (those near 18/2) in the original image; the reason being one cannot distinguish without ambiguity whether certain high frequency components are originated from the original image or from the halftoning . process itself, or both. Therefore, the comparison figure of the inverse halftoned image with the original gray level image in Fig. 5 is aimed for indication purposes, and can serve as a basis for comparison between different inverse halftoning algorithms.
Projection in Inverse Error Diffusion
We assume for the rest of this Section that the error diffusion kernel is known, and describe a projection algorithm for inverse halftoning that outperforms the filtering approach of the previous Section. The assumption on known error diffusion kernels will be removed in the next Section where an estimation algorithm for the error diffusion kernel will be introduced.
In the projection approach, the inverse halftoning problem is cast as the following inverse problem: Given a binary image bm,n and an error diffusion kernel hk,l, we want to find a gray scale image xm,n so that when xm,n is error diffused, we would obtain bm,n' The mathematical relationship governing xm,n, hk,l and bm,n are given in (1)-(3) where Xm,n in (1) is replaced by xm,n. Observe that because of the quantization process in (3), the problem of determining xm,n given bm,n and hk,l does not have a unique solution. This is also evident from a simple counting argument. For example, if we restrict xm,n to be digital images of size N by N at 8 bits per pixel, there are 256 N 2 possible gray scale images. On the other hand, there is only a total of 2 N 2 possible binary images of the same size. Consequently, there are multiple gray scale images that can be halftoned into the same binary image, and hence the solution of the inverse problem cannot be unique. Here our goal is to find a candidate xm,n that would generate the given halftone. Given the huge number of possible gray scale images, it is computationally infeasible to perform the inverse problem by an exhaustive search. In [7] , the error diffusion process is modified so that the inverse problem is formulated as a quadratic programming problem where a certain mean square error criterion is minimized. For computational reasons, the quadratic programming problem is partitioned into many subproblems of smaller size, and an approximation solution is then found. We introduce here a different projection algorithm that is more closely related to a decoding method for reconstructing an analog signal from the binary output of a sigma-delta modulator [16] . It is shown in [16] that this method produces better results in si~ma-delta modulation decoding than those obtained from the traditional filtering approach l14, 17, 18]. We therefore expect this projection algorithm to outperform the filtering and smoothing approach in the previous section. As we shall see shortly, the projection algorithm to be introduced is essentially error diffusion with an additional inverse quantization step, and hence its complexity is quite low.
To begin, we first obtain xm,n, a crude approximation of Xm,n, by low pass filtering bm,n' We can then obtain a better approximate to xm,n using the following algorithm:
Algorithm 1 Projection algorithm for obtaining a gray scale image xm,n given an error diffused halftone bm,n, an error diffusion kernel hk,f, and xm,n (a crude approximation to xm,n)'
1. Set (m, n) to the first location in the scan direction of error diffusion.
If already passed the last pixel of the image, stop.

Perform one step of error diffusion using xm,n to obtain bm,n'
4. If bm,n = bm,n, let xm,n = xm,n' Increment (m, n) to the next pixel location and go to step 2. • The philosophy of the projection algorithm can be summarized as follows: Perform the error diffusion process using the known kernel and the gray scale image xm,n' At any step if the output binary pixel is not equal to the given halftone bm,n, we adjust the input xm,n so that 18000 r -------, ---------, the generated output binary pixel equals bm,n' The adjustment is reflected in Step 5 of the algorithm where the conditions 0:~A/2 and 13 < A/2 are sufficient to guarantee that the correct binary output image will be produced. Note that um,n is a continuous amplitude variable. Hence if we assume it has a probability density function, the probability of Um,n being exactly equal to A/2 is zero. As a result, we have written 13 ::; A/2 in the Algorithm instead of a strict inequality 13 < A/2.
For the case bm,n =J bm,n, adjust xm,n so that the corresponding state variable um,n would be on the side of the quantizer threshold to give Q(um,n) = bm,n' In this paper, we chose xm,n so that
We mentioned that the solution to the inverse error diffusion problem is non-unique. It is reflected in Step 5 of Algorithm 1 where 0: and 13 can be arbitrarily chosen as long as 0:~A and 13 ::; A/2. To be specific in choosing these two constants, we first state the following fact concerning error diffusion. 
Fact 1 Consider an error diffusion system described by (1)-(3). If we assume that the quantization error ek,l is zero for (k, I) outside the support range of the image) then
I
A proof of a similar property concerning single-loop sigma-delta modulation can be found in [21] . A simple proof of this fact is given in Appendix A. In view of Fact 1, we can limit ---------r ---------- very difficult because of the nonlinearity involved in the quantizer. Because of this, we experimentally obtained histograms of Um,n using several different error diffusion kernels and test images. Fig. 7 shows typical distributions of Um,n for several different images with the Floyd-Steinberg kernel, and Fig. 8 shows the distribution of um,n for several error diffusion kernels using the Lena image. These plots show a remarkable similarity in the distribution of Um,n for different images and different error diffusion kernels. All of these curves indicate the distributions of Um,n tend to cluster around the value >"'/2, which is the threshold of the quantizer in (3) . The most likely value of Um,n, for practical purposes, can be considered to be >.../2.
In light of the distribution of Um,n, we can formulate two different ways for choosing a and f3 in Algorithm 1. One strategy is that we choose
and
for bm,n = O. (9) It is well known that the optimum zeroth order predictor (a constant) for a random variable that minimizes the mean square error is the mean value of the distribution. Hence (8) and (9) toe;ether minimize the square error between the estimated and the true state variable, viz., El(um,n -u m,n)2]. Algorithm 1 combined with this strategy for obtaining xm,n through (7) can therefore be interpreted as a minimum mean square error (MMSE) projection algorithm.
On the other hand, we can also choose a = (3 = >.../2 (10) in Algorithm 1. This means that we always use the most likely value of um,n for um,n whenever an adjustment to xm,n is necessary. Because of this, we can refer to Algorithm 1 in conjunction with (10) as a maximum a posteriori probability (MAP) projection algorithm.
Observe that when a and f3 are chosen as in (10) , the resulting adjustment to the state variable, and hence also to xm,n, is the minimum amount possible in the sense that um,n is moved just across to the correct side of the quantizer threshold so that the correct binary output will result. This approach can therefore also be interpreted as a minimum adjustment projection algorithm. We shall, however, refer to this as MAP projection in the rest of this paper.
As we observe from empirical results, xm,n is in general a better approximation of Xm,n than xm,n' Since the solution to inverse error diffusion is non-unique, about the only statement we can make concerning either the MMSE or the MAP projection algorithm is that xm,n would be halftoned to bm,n' There is no guarantee, however, that the values of xm,n as obtained are legal, i.e., xm,n may be outside of the range [0, -X]. In practice, we can "clip" the values of xm,n resulting from the projection algorithms to make sure that they always fall in the desired range.
Because of the "clipping" process required, it is in general necessary to perform multiple passes of projection so that a good estimate is obtained. A pipeline of the implementation is shown in Fig. 9 . As argued in Section 3, the cut-off frequency of the low pass filters are set to a quarter of the sampling frequency, i.e., one half of the highest possible bandwidth in the image.
The performance in PSNR of the two projection algorithms is shown in Fig. 10 , and some reconstructed images are shown in Fig. 11 . It is evident that MAP projection generally (except for a single stage in the pipeline, i. e.) k = 1) outperforms MMSE projection, where the gap increases as k increases. Comparing the results in Figures 5 and 10 , one can conclude that the MAP projection algorithm clearly provides the best performance, while the difference in performance between MMSE projection and the filtering approach is quite small. If one compares the reconstructed images in Figures 6 and 11 , one can also conclude that the projection algorithm tends to reconstruct sharper images than those from the filtering approach, which is perhaps not surprising given the nature of the filtering approach. Judging by a subjective evaluation of the reconstructed images, the output image from the projection approach for k = 3 is perhaps sufficient for practical purposes, although the reconstructed images with more passes (higher k) do appear to be slightly smoother.
The fact that the projection approach can provide better performance is perhaps not surprising in that both the MMSE and the MAP projection algorithms use information from the error diffusion kernel to find an approximation to the original gray scale image. It appears that the price we need to pay for the extra performance is in the assumption that the error diffusion kernel is known. This is indeed a high price because such an assumption may not be realistic in practical situations where all we have is an error diffused image to be inverse halftoned. We shall see in the next Section that this assumption is actually not necessary, i. e.J it is possible to use a kernel estimation algorithm in conjunction with the projection algorithm to obtain essentially the same performance in inverse halftoning.
Error Diffusion Kernel Estimation and Inverse Halfton-
.
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We have seen that if we know the coefficients of an error diffusion kernel, we can achieve better performance in inverse halftoning by using the projection algorithms in Section 4. To make this approach practical for general inverse halftoning of any error diffused image, we k=1 k=2 k=4 k=8
Figure 11: The pepper image reconstructed from its Floyd-Steinberg error diffused version using the maximum a posteriori probability projection approach.
• discuss here a method to estimate the error diffusion kernel given a gray scale image and its error diffused halftone. With such an error diffusion kernel estimation algorithm (to be described later), our strategy for inverse halftoning when given an arbitrary error diffused image is as follows:
Algorithm 2 Inverse error diffusion using projection (Algorithm 1) and error diffusion kernel estimation (Algorithm 3). Such an approach therefore uses the kernel estimation algorithm and the projection algorithm alternatively to estimate the kernel and the gray scale image until a satisfactory output image is obtained. We do not at this point have a proof of convergence for this algorithm. Experimental results using several images, however, confirm that we do have convergence in three to four passes through the loop of the algorithm, and that the estimated kernels are quite accurate (details to be provided later).
To describe the error diffusion kernel estimation algorithm, we restate the problem as follows: Given a gray scale image Xm,n and the corresponding halftone bm,n error diffused using the kernel hk,l, we want to find gk,l (an estimate of hk,l) so that if Xm,n is error diffused using gk,/' the output would be as close to bm,n as possible. This can be interpreted as a system identification problem, where we shall apply techniques in adaptive signal processing to obtain a solution.
Consider a system as shown in Fig. 12 , where gk,l is an estimate of hk,l' It is evident by comparing Figures 1 and 12 that if the two kernels are identical, i. e., if gk,l = hk,l for all (k,l) E 5, then Ym,n = bm,n for all m and n. Using the usual terminology of adaptive signal processing [20] , we want to find gk,l to minimize a metric of the error between the desired output bm,n and the actual output Ym,n' Such an error metric, however, is difficult to work with because both bm,n and Ym,n are binary valued. In adaptive signal processing algorithms such as the least mean square (LMS) algorithm, we need to have a relatively smooth error surface so that the error can be gradually steered toward a minimum by adjusting the system parameters [20] . Any error metric defined on bm,n -Ym,n would not have the desired property because there are only a maximum of four possible values for bm,n -Ym,n' It is obvious from the structure of the error diffusion system that the state variable Um,n, which is the input to the quantizer, uniquely determines the output bm,n' Therefore, minimization of the output of the error diffusion system can be achieved via minimizing an appropriately defined error measure between the state variables Um,n and Vm,n, provided we make sure to take the quantizer outputs into consideration. To do so, we first observe that we are in a sense minimizing the difference between the output of two quantizers by adjusting vm,n through gk,l. In view of that, we define an error criterion between the two state variables by
In such case, one can apply any optimization procedure to to minimize, e.g., E[€~,n] over all possible kernels.
A close examination of (11) reveals that the minimization problem as such is not well posed. The reason being that Um,n cannot be determined because the true kernel hk,l is not known.
To overcome this difficulty, we can define an alternative error using a prediction of Um,n from bm,n = Q(um,n) similarly as in the development of the projection algorithm. It then becomes clear that we can choose Um,n using either the MMSE approach or the MAP approach as in Section 4. To be specific, we use the MAP approach in the rest of this paper. That is, we define an error criterion as
Several comments are in order here. First, maximum a posteriori probability here refers to the choice of >../2 for Um,n in the definition of the error £m,n, as opposed to choosing, for example, um,n = E[um,nlbm,n]' The adaptive algorithm to be described for steering gk,l will still minimize the square error E[£';,n]' Second, £m,n depends only on Vm,n, Ym,n and bm,n, all of which are known and hence £m,n can be computed. Third, as in the MAP projection algorithm, (12) implies that when the outputs bm,n and Ym,n are not equal, we adjust Vm,n through gk,l towards the correct side of the quantizer threshold so that the output Ym,n can be reversed.
From Fig. 12 , we can write
Therefore, the instantaneous square error is
where 10 is the indicator function. The kernel gk,l that minimizes the instantaneous square error can be found by using many adaptive signal processing algorithms. For specificity, we choose to use the LMS algorithm [20] in this paper. At any step where Ym,n =J bm,n, we let (13) where a£~,n _ (
I-" is a constant to control the rate of convergence, and i denotes the number of times adjustments to the kernel has been made. 
I
To test the performance of the kernel estimation algorithm, we first isolate this from the inverse halftoning problem. In other words, we use an original gray scale image and its error diffused version as the inputs for estimating the error diffusion kernel. Table 1 shows the result of the estimation for both the pepper and Lena images where the Floyd-Steinberg kernel was the true kernel used. It can be observed from Table 1 that convergence was essentially achieved after two passes through the image. Furthermore, the differences between the coefficients of the first and the second pass are relatively small. Although the error diffusion process itself is highly nonlinear, the convergence for the kernel estimation is good where the coefficients of the estimated kernel are within 0.03 of the true one.
When the kernel estimation algorithm is used in the inverse halftoning process, i.e., the kernel estimation is performed using the given halftone image and an estimated gray scale image, we still obtain convergence of the kernel. Table 2 shows the estimated kernels for the pepper and Lena images versus the number of passes through the algorithm, i. e., number of times Steps 3 and 4 of Algorithm 2 are each executed. Despite the fact that we only used an estimated gray scale image in the kernel estimation process, Table 2 shows that accuracy of the estimated coefficients are still quite accurate. The fact that it takes more passes (processing) for convergence when compared to the results in Table 1 is perhaps not unexpected because we only use an estimated gray scale image in this case. Experimental results with many test images so far indicate that convergence can always be achieved. This is perhaps a beauty of the well known LMS algorithm. At this point, we do not know of a proof for the necessary and sufficient conditions required for convergence. A rigorous proof of convergence can certainly be a very interesting future research problem.
Finally, we show in Fig. 13 a comparison of performance for the projection algorithm with and without kernel estimation, i. e., with and without the assumption of a known kernel. We can observe that there is virtually no difference between the two cases for practical purposes. This means that the projection algorithm can be employed in general inverse halftoning of any error diffused images.
Discussion
We have suggested and investigated two different approaches for inverse halftoning of error diffused images. The first approach uses multiple passes of linear filtering and statistical smoothing to obtain a gray scale image from an error diffused halftone. Experimental results show that it can reconstruct images of high quality from its error diffused version. The second approach, on the other hand, attempts to find a gray scale image using projection from which the given error diffused images can be produced. In this sense, this projection approach can be considered as an exact inverse of error diffusion. Two projection algorithms, viz., maximum a posteriori probability (MAP) projection and minimum mean square error (MMSE) projection, are suggested and tested. It is shown that the MAP projection provides better performance than both MMSE projection and the filtering approach by a considerable margin.
An important assumption in the projection algorithms is that the error diffusion kernel is known, which can severely limit the applicability of this approach. We devise a method to estimate the error diffusion kernel based on the LMS algorithm in adaptive signal processing. As a result, the kernel estimation method combined with the projection algorithm provides a general approach for the inverse halftoning of any arbitrarily error diffused images. Experimental results show that images obtained with and without using a known error diffusion kernel are virtually indistinguishable.
Finally, we remark that inverse halftoning can provide a basis for many binary image processing procedures. For example, operations such as binary image scaling, rotation and intensity equalization can be difficult when directly performed in the binary domain. They can be more easily accomplished, for example, by first converting the binary image to a continuous tone image. The intended image processing procedures are then performed, and finally the results are rehalftoned. Another example is in the conversion from one type of halftone to another type, such as from error diffusion to ordered dither, where inverse halftoning is also an integral step.
condition, we have
