

























































































































This  thesis  describes  the  development,  calibration,  uncertainty  analysis  and 
application of a dynamic model for soil acidification, in combination with the use 
of  comprehensive  European  environmental  data  sets.  The  model  (VSD)  was 
developed as a dynamic extension of the steady‐state Simple Mass Balance (SMB) 
model that has been widely used to compute critical loads for Europe for sulphur 
(S)  and  nitrogen  (N),  i.e.  depositions  that  do  not  cause  harmful  effects  on 
ecosystems  in  the  long‐term.  The VSD model was  calibrated  on  122  intensively 
monitored  forest  sites  in  Europe,  using  Bayesian  calibration.  Soil  solution 
measurements were used to determine how well the model was able to reproduce 
field  observations.  The  calibration  improved  the  accuracy  of  the  model  when 
model  results  were  compared  with  soil  and  soil  solution  measurements  at  60 
validation plots.  
An  uncertainty  analysis was  performed  for  critical  loads  and  target  loads  (i.e. 
depositions  that  lead  to a desired chemical soil status  in a prescribed year) using 
the posterior parameter distributions  from  the  calibration.  Inputs of base  cations 
(Bc)  by  weathering  and  deposition,  and  the  parameters  that  determine  the 
equilibrium  between  protons  and  aluminium  (Al)  in  the  soil  solution  mainly 
determined the uncertainty in critical loads for S. The uncertainty in critical loads 
for  the eutrophying effect of N  is caused by uncertainty  in  the N  immobilisation 
and uptake.  
Critical limits have a strong impact on critical loads. In an analysis for Europe and 
Northern Asia we  showed  that  the  use  of  a  critical Acid Neutralizing Capacity 
(ANC)  of  zero  would  protect  the  ecosystems  to  both  unfavourable  Al 
concentrations as well as to high Al/Bc ratios. The use of a single critical limit for 
base saturation, suggested as an alternative  for  the criticised Al/Bc ratio,  leads  to 
unrealistic results. The concept of equivalent criteria, i.e. the values that need to be 
used  for each of  the  criteria  to obtain  the  same  critical  load  function has proven 
valuable in judging the consequences of the use of different criteria.  
Recovery of almost all acidified  forest ecosystems  in Europe  can be achieved by 
2050 if all currently available emission abatement technologies are used, but even 
with  current policy plans violation  of  critical  soil  limits  strongly declines  in  the 
future. More effort is needed to reduce the eutrophying effects of nitrogen. In our 
model  simulations,  climate  change  has  a  minor  (generally  positive)  effect  on 
recovery  from  acidification,  and  therefore  current  emission  abatement  policies 
need not be revised in view of climate change. The VSD model, however, was not 
Abstract 
designed  to  incorporate  all  climate  effects,  so  this  conclusion  should  be 
substantiated by other more elaborate modelling studies.  
The  analysis  of  the  data  from  the  combined  EU/UNECE  Forest  Intensive 
Monitoring programme has proven  that  these data  support  the parameterisation 
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times when hardly anybody dared  to ask  if  there was any progress. The  title as 
well  as  the  content  of  this  thesis  has  changed  several  times  during  these  eight 
years, but, remarkably, some of the initial propositions have remained unchanged. 
 
A  long‐lasting  process  requires  a  supervisor  with  patience,  and  Rik  Leemans 
turned  out  to  be  exactly  that.  Patient  when  there  was  little  progress,  but 
enthusiastic  and  supportive  if,  for  example,  comments  on  draft  papers  was 
required. Rik’s  pragmatic  and  constructive  attitude  has  been  of  great  help. His 
extensive knowledge of climate change strongly  improved the  last chapter  in this 
thesis on the interaction between soil acidification and climate change. 
 
As  co‐supervisor  and  colleague  since  almost  two  decades,  Wim  de  Vries  has 
contributed to the structure and contents of this thesis. During fruitful discussions 
with  Wim,  the  content  was  shaped  and  the  connection  between  the  various 
chapters safeguarded. Many of the topics discussed  in this thesis have their roots 





The core of  the VSD model  that plays  such an  important  role  in  this  thesis, was 
developed by Max. His detailed comments on all chapters has certainly improved 
the text and eliminated, hopefully, even the smallest typos in the references. Much 
of  the work  and  programming  for  the work  described  in  this  book  took  place 
during one of his numerous Friday‐visits to Wageningen, often concluded with a 
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The  best  supporter  over  the  last  eight  years  has  been Cobi  Izeboud.  She  never 
doubted that I would be able to finish this thesis. Such confidence has helped me 
through times when I wondered if I would be able to find the time and inspiration 
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Europe  (Ulrich  et  al.,  1979; Ulrich  and  Pankrath,  1983).  Some  of  the  areas with 
reduced  forest  vitality  coincided with  areas  that  had  high  concentrations  of  air 
pollutants,  such  as  sulphur  dioxide.  Initially,  hypotheses were  raised  in which 
reduced forest vitality was attributed to air pollutants alone, mainly considered to 
be  the  result  of  the  subsequent  release  of  toxic  aluminium  by  soil  acidification 
(Ulrich, 1983; Hutchinson et al., 1986; Cronan et al., 1989). However, it soon became 
evident that a complex system of anthropogenic and natural stress factors as well 
as  forest management  determined  the  health  of  forest  ecosystems  (e.g.  Schulze, 
1990;  Landmann,  1995). Only  in  areas with  very  high  pollutant  concentrations, 
direct effects on forest health were observed in the form of damage to needles and 
leaf  tissue and  increased needle  shedding  (e.g. Smith, 1981; Kukkola et al., 1997; 
Lamppu and Huttunen, 2001). 





De Vries  et al., 1995). There  is  strong  evidence  that  leaching of aluminium  from 
soils due to acidification has lead to widespread acidification of streams and lakes 
in  (especially)  northern  Europe  where  sensitive  organisms,  such  as  salmonids, 
have  been  lost  (Jensen  and  Snekvik,  1972; Dickson,  1978; Overrein  et  al.,  1980). 
Laboratory  experiments  showed  that  aluminium  can  also  be  toxic  to  tree  roots 
(Rost‐Siebert,  1983;  Van  Scholl  et  al.,  2004)  but  field  evidence  on  the  effects  of 
aluminium  on  forest  vitality  or  forest  growth  in  mature  forest  stands  is  often 








is mentioned most often  (Roberts  et  al.,  1989). This deficiency  can be  caused by 
competition between base cations and phosphorus in soil solution on the one hand 
and  ammonia  on  the  other  hand  (Roelofs  et  al.,  1985;  Boxman  et  al.,  1986)  or 




may  also  influence  macrofungi  and  mycorrhiza  in  the  forest  soil  that  play  in 
important role in nutrient uptake. Elevated nitrogen input to forests can also affect 
the  species  composition  of  the  ground  vegetation,  leading  to  an  increased 
abundance  of  nitrophilous  and  acid‐tolerant  species.  Changes  in  forest  ground 
vegetation  towards  nitrophilous  species  have  been  observed  in many  European 
countries with  significant N  inputs  such  as  the Netherlands,  Sweden, Germany, 
Switzerland,  Belgium  and  France  (Falkengren‐Grerup,  1986;  Kuhn  et  al.,  1987; 
Dirkse and Van Dobben, 1989; Thimonier et al., 1992; Lameire et al., 2000; Kraft et 
al., 2003). Long periods of elevated N input can lead to nitrogen saturation in forest 
ecosystems,  and  to  increased  nitrate  leaching  as  observed  on  a  number  of 
experimental sites (Aber et al., 1989; Gundersen et al., 2006). Increased N leaching, 
in  turn,  can  cause  stream‐water  acidification  and  eutrophication  (Bergström  and 
Jansson, 2006). Analysis of European datasets from monitoring plots revealed that 




(Spiecker  et al., 1996; Rehfuess  et al., 1999). There  is  evidence  from  long‐term N 
addition experiments  in N‐limited sites  that elevated N  inputs  leads  to  increased 
stem volume  increment, but  that above  an optimum value growth will decrease 
(Tamm  et  al.,  1995; Högberg  et  al.,  2006). At  very  high N  inputs N  contents  in 




(Berg  and  Matzner,  1997).  Nitrogen  deposition  may  thus  lead  to  a  higher  C 
sequestration in forest ecosystems and thus increase the CO2 sink. The evidence for 
reduced  decomposition  of  organic  matter  is,  however,  not  conclusive  as  also 
increased  mineralisation  with  increasing  N  content  has  been  observed  (e.g. 
Vesterdal, 1999; Lorenz et al., 2004) as well as no effect at all (Melillo et al., 1982; 
Murphy et al., 1998). Whether the  increase  in C sequestration due to  increased N 
deposition  is significant compared to effects of  increased temperature, changes  in 




soils  and waters,  in  1979  the United Nations Economic Commission  for Europe 





human  health  and  materials;  each  of  the  working  groups  has  an  associated 
‘International Cooperative Programme’ (ICP) (Bull et al., 2001). Under the Working 
Group of Effects (WGE), the ICP on Modelling and Mapping of Critical Levels and 
Loads  and  Air  Pollution  Effects  (ICP  M&M)  is  responsible,  inter  alia,  for  the 
assessment  of  regional  critical  loads.  Critical  loads  are  the  maximum  tolerable 
inputs  of  sulphur  and  nitrogen  that,  on  an  infinite  time  scale  and  according  to 
current knowledge, will not  lead  to  significant harmful  effects on  the  ecosystem 









The major  aim  of  the  ICP M&M  is  to  develop methodologies  and  databases  of 
maximum allowable deposition  levels  (i.e. critical  loads) of sulphur and nitrogen 
that are used in the assessment of cost‐effective emission‐abatement alternatives in 
support of European policies  to  curb air pollution  (Gregor et al., 2001). The  first 
Sulphur Protocol was signed in 1985 and aimed at a flat rate reduction of at least 
30%  in  sulphur emissions by 1993  compared  to 1980,  for all  countries under  the 
Convention.  A  flat‐rate  reduction  of  sulphur  emissions  is  not  the  most  cost‐
effective way to abate air‐pollution. Reducing sulphur input to areas with soils not 
sensitive  to  acidification,  for  example,  cannot  be  considered  very  efficient.  The 
same  is  true  for  carrying  out  high‐cost  emission  reductions  in  a  country where 
many  technologies  have  already  been  implemented,  compared  to  low‐cost 
reductions  in  an  adjacent  country  using  old‐fashioned  coal  burning  technology 
producing high emissions.  In  the NOx Protocol of 1988,  it  is  therefore stated  that 
the parties  to  the  convention  for  future N‐emission  reductions  should  take “into 
account  the  best  available  scientific  and  technological  developments, 
internationally accepted critical loads and other elements resulting from the work 
programme undertaken…”. It  is also stated that the parties shall “develop,  in the 






provided  the  most  cost‐effective  measures  based  on  ecosystem  vulnerability 
(expressed  by  critical  loads)  and  emission  abatement  costs,  optimized  in  an 
European framework. It aimed at a 60% closure of the gap between deposition in 
1994 and the critical load by the year 2000 (2010 for some countries). In 1999 the so‐
called  multi‐effect  multi‐pollutant  protocol  (also  known  as  the  Gothenburg 
Protocol) was  signed  that  included  sulphur  (S), nitrogen oxides  (NOx), ammonia 
(NH3) and volatile organic compounds (VOCs). At the European Union (EU) level, 
national emission ceilings  (NEC) have been defined  to abate air pollution. These 
levels  agreed upon by  the EU  countries  are  close  to  the ones  resulting  from  the 
Gothenburg protocol. 











































time  scale,  protects  an  ecosystem,  it  does  not  provide  information  on  the  time 
development  of  pollution  induced  stress  and  its  effects  on  the  ecosystem. 
Furthermore, if a critical load is currently exceeded (or was exceeded in the past), 
neither the critical load nor its excess can be used to estimate the time delay before 








change  in  time  of  the  chemical  ecosystem  status  as  a  function  of  changing 
deposition  (Grennfelt  et  al.,  2001;  Posch  et  al.,  2003). Models  that  can  simulate 
dynamics in soil (solution) chemistry as a function of atmospheric deposition have 





2001)  for stream water chemistry.   To have a model  that  is  fully compatible with 
critical loads, the VSD model was developed (Posch and Reinds, 2009) that extends 
the  SMB  model  by  incorporating  cation  exchange  and  time‐dependent  N 
immobilization.  The  VSD model  requires  a minimum  set  of  input  data  and  is 
designed  for  application  on  the European  and  continental  scale.  It  is  capable  of 
simulating  the  effects  of  critical  load  exceedances  in  terms  of  time  delays  to 
‘damage’ (exceeding the critical value of a geochemical indicator) and, in the case 
of sufficient deposition reduction, to  ‘recovery’ (reducing a geochemical  indicator 
to  its  critical  value)  and  can  be  used  to  set  deposition  targets  for  the  short  to 
medium  term,  called  target  loads. To  calibrate  and  test  such model, data on  the 








Europe  and  for  intensive monitoring  aimed  at  finding  cause‐effect  relationships 
between environmental  factors and  forest condition. Defoliation (leaf/needle  loss) 
and discolouration have been monitored since 1986 on a systematic 16×16 km grid 
over Europe on a total of about 6000‐7000 plots (Müller‐Edzards et al., 1997; Lorenz 
et al., 2008). These plots are  referred  to as  ‘Level  I’ plots within  the  ICP‐Forests. 




annual  report  has  been  produced.  In  1995  a  survey  of  soil  condition was  also 
carried out at the majority of the plots (Van Mechelen et al., 1997) and an analysis 
of the chemical condition of the foliage at about 10‐15% of the plots (Stefan et al., 
1997).  It  became  evident  that  the  yearly  inventory  of  forest  health  in  Europe 
Chapter 1    Introduction 
17 




programme  consists  of  about  800  plots  in  Europe  and  is  carried  out  as  a  joint 
UNECE/EU  effort.  It  comprises  a  more  intensive  monitoring  of  ecosystems  to 
provide  insight  into  cause‐effect  relationships  between  air  pollution  and  other 
natural  and  anthropogenic  stress  factors  on  the  one  hand  and  the  health  of  the 
forest ecosystems on the other hand. Initially, surveys were carried out on crown 
condition,  soil  and  foliar  chemistry  and  forest  growth  on  all  plots,  and  on 
deposition and soil solution chemistry at part of the plots. Later, optional surveys 
on meteorology,  ground  vegetation  and  ambient  air  quality were  added  to  the 
programme (De Vries et al., 2003d). At about 200 of the Intensive Monitoring plots 











steady‐state models, while  critical  loads  for  nitrogen  as  a  nutrient  can  also  be 
derived  from  experimental  data  (empirical  critical  loads).  Dynamic models  are 
used  to evaluate  the effectiveness of emission  reduction plans. These models are 
mostly applied to large sets of computational units (receptors; being combinations 




In  a  way  these  uncertainties  are  inevitable  since  there  is  a  trade‐off  between 
accuracy of the process descriptions and associated parameterisation of the critical 
loads  equations  and  their  regional  applicability. Because  critical  loads  should be 
computed for all relevant ecosystems in a country, a large number of computation 
units (for some countries more than 100000) is needed to accurately represent the 
geographical variation of ecosystems  in a country.  If one only uses  receptors  for 
which  accurate,  site  specific  data  are  available,  it will  be  very  difficult  to  get  a 
Chapter 1    Introduction 
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proper  representation  of  the  regional  variability  of  ecosystems  in  a  country. 
Assigning generic model parameter values, as is the common approach up to now, 
has a strong disadvantage as it neglects the available information from monitoring 
programmes such as  the  intensive monitoring of  ICP Forests. The challenge  is  to 






The main objective of  this  thesis was  to  assess  critical  loads  and  target  loads of 
nitrogen  and  sulphur  for  Europe,  using  forest  monitoring  data  to  calibrate  a 
dynamic  soil model  and  to  quantify  and  reduce  uncertainties.  In  this  thesis  the 
Very Simple Dynamic (VSD) soil acidification model (Posch and Reinds, 2009) was 
used  to evaluate  the  impacts of air pollution. We assessed  the uncertainty  in  the 
model  parameters  through  a  Bayesian  calibration  of  VSD  using  data  from 
European monitoring sites, and  subsequently used  this  information  to assess  the 
uncertainty  in  the  model  results.  Apart  from  this  main  objective,  we  also 
investigated the impact of the use of different chemical criteria on critical loads and 





Although  there  is no way  to directly  calibrate  critical  load models because  their 
result is a value for the infinite time scale, one can calibrate (part of) the processes 
contained  in  the  model.  We  calibrated  VSD  using  data  from  the  Intensive 
Monitoring  programme  as  input  to  the model.  Some model  parameters  can  be 
derived directly  from  the measurements  at  the  site  (e.g.  soil parameters  such  as 
organic matter content and cation exchange capacity) while other parameters, such 
as  the  aluminium  solubility  constant  and weathering  rate,  can  be  derived  from 
measured soil solution and deposition data using calibration. The VSD model in its 
dynamic mode was  calibrated using a method based on Bayes’ Theorem.  In  this 
Bayesian calibration a set of input parameters was sampled from a priori assumed 









the  chain  of  accepted  points.  In  the  end,  the  calibration  procedure  provided 
updated probability distribution  functions of  the  input parameters based on  the 
array of accepted input parameters.  
 
Quantify  the  uncertainties  in  critical  loads  and  target  loads  that  stem  from  parameter 
uncertainty. 
After Bayesian  calibration of VSD,  an uncertainty assessment was made using  a 
Monte Carlo approach. The uncertainty  in  the model output was determined by 
sampling  from  the  posterior  parameter  distributions,  being  the  most  realistic 






Apart  from uncertainty  in data,  the uncertainty  in critical  loads  is determined by 
model  simplification,  uncertainty  in  process  descriptions  and  by  the  chemical 
criterion used. Most countries use a maximum allowable aluminium to base cation 
ratio  in  the  soil  solution  as  the  basis  for  the  critical  loads  of  S  and  N.  Some 
countries however, computed loads using different criteria such as zero depletion 
of  the  aluminium  buffer  pool,  limits  for  the  Acid  Neutralizing  Capacity  or  a 
maximum  aluminium  concentration  in  the  soil  solution. Use of different  criteria 
may  lead  to very different critical  loads, and add  to  the uncertainty. To quantify 
the  uncertainty  in  critical  loads  that  stems  from  the  use  of different  criteria,  an 










To  date,  all  studies  that  dynamically  evaluate  recovery  from  acidification  on  a 
European  scale  also  assume  a  constant  future  climate.  It  is  recognized however, 
that  climate  change may  influence  the  effects of  emission  reductions on  the  soil 
Chapter 1    Introduction 
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chemical  status.  For  surface  waters  the  influence  of  climate  change  on  water 
chemistry has been studied in a number of countries (Wright et al., 2006; Posch et 
al., 2008), but for terrestrial ecosystem such an analysis is lacking. We have carried 
out  a  European‐wide  application  of  VSD  for  forests  to  determine  the  relative 
importance  of  deposition  reductions  and  climate  change  on  the  recovery  of  the 
forests  from  their  acidified  state.  We  modelled  soil  solution  chemistry  for  the 
period  1990‐2050  for  given  deposition  and  climate  scenarios  (scenario  analysis), 
investigated possibilities for forests to recover within a certain time‐period   using 













Chapter  2  provides  a  description  of  the  Very  Simple  Dynamic  model  for  soil 
acidification  that  is  used  throughout  the  chapters.  It  describes  the  process 
descriptions  included  in VSD  and  illustrates  its  functionality:  not  only  scenario 
analysis, but also  the computation of critical  loads,  target  loads and delay  times. 
Chapter  3  outlines  an  innovative  Bayesian  calibration  of  VSD  on  data  from 
monitoring  sites  in  Europe.  The  calibration method  is  described  as well  as  the 
results. The  results  are  illustrated using,  for  example, differences  in model  error 
before  and  after  calibration  and  the  differences  between  a  priori  assumed 
parameter distributions and posterior distributions.  In chapter 4, results  from  the 




not  independent  but  inter‐linked.  In  chapter  6  an  evaluation  is  provided  of  the 
recovery  of  European  forest  from  acidification  and  the  role  of  climate  change 
therein.  Assessments  with  VSD  were  made  to  evaluate  the  effectiveness  of 
deposition‐reduction  scenarios  and  the  relative  importance of  climate  change on 
recovery. Illustrations are provided on areas where target loads could be a relevant 
policy  tool  and on  the possible  speed of  recovery  in  strongly  acidified  areas.  In 
chapter 7 conclusions are drawn and  some  recommendations  for  future  research 
are  given.  This  thesis  describes  the  entire  chain  from  model  development,  via 
calibration  and  uncertainty  analysis  to model  application;  here  the  procedure  is 
applied for the VSD model but in principle it is applicable for any model. 
 























To  facilitate  the exploration of model behaviour at  individual  sites,  the model  is 
linked  to  a  graphical  user  interface  (GUI).  This  GUI  allows  easy  (Bayesian) 
calibration,  forward  simulation  (scenario  analyses)  and  can  also  be  used  to 
compute  target  loads  and  delay  times  between  deposition  reductions  and 
ecosystem  recovery.  VSD  compares  well  to  other  widely‐used  more  complex 





























not  intended or  suitable  for  regional applications, as  they  require detailed  input 
data not readily available on a regional scale. At the other end of the spectrum are 
models  designed  to  be  easily  applicable  at  many  sites:  their  developers  try  to 
minimise input requirements and pay attention to ease (and speed) of use. This is 
especially  important  if  the model  is  to be used on  a  regional  scale, where  input 





Here we describe  the  ‘very simple dynamic’  (VSD) model, which  is designed  for 
sites with  few data  available  and  applications on  a  large  regional or  continental 
scale. The VSD model has been developed as a minimal extension of steady‐state 
mass balance models  for calculating critical  loads, which have been widely used 
during  the  past  15  years  in  European  sulphur  (S)  and  nitrogen  (N)  emission 





soil processes are  in equilibrium with depositions  (UBA, 2004). Critical  loads are 
based on  a  soil  chemical  criterion,  such  as  an Al/Bc  ratio  in  the  soil  solution. A 
deposition equal  to a critical  load will,  in  the  long  run,  lead  to  the  soil chemical 
state  not  ‘harmful’  to  the  ecosystem.  Critical  loads,  however,  do  not  give  any 
information on the time when a certain soil chemical state is obtained for a given 
future deposition pathway. To this end dynamic models are required; and the VSD 
model  is  the  simplest  extension  of  the  steady‐state  SMB model  into  a  dynamic 
model  by  including  cation  exchange  and  time‐dependent  N  immobilisation 
(accumulation). The simplicity of the model results  in a short execution time that 
allows  rapid scenario analyses and  the calculation of  target  loads,  i.e. deposition 
targets which  result  in  a  desired  chemical  condition  in  the  soil  (solution)  in  a 
specified  year.  Assessment  of  target  loads  requires  the  solution  of  an  inverse 
problem,  i.e.  to  find depositions which  lead  to a given  chemical  state at a given 
time in the future. They are determined by running the VSD model iteratively, and 
thus may require many model runs. Furthermore, delay times can be determined 
with VSD,  i.e.  the year when a certain soil chemical condition  is met  for a given 








The  paper  presents  a  description  of  the  VSD  model  (listing  all  processes  and 
equations)  followed  by  a  description  of  the model’s  functionality,  i.e.  how  the 
software developed around the core VSD model – called VSDStudio – can be used 







The VSD model  is designed  to  simulate  the  acidification  (and  recovery) of non‐
calcareous  (unmanaged)  soils.  It  consists  of  a  set  of  mass  balance  equations, 





anions).  Soil  interactions  are  described  by  simple  rate‐limited  (zero‐order) 
reactions  (e.g.  uptake  and  weathering)  or  by  equilibrium  reactions  (e.g.  cation 
exchange). The exchange of aluminium (Al), protons (H) and sum of calcium (Ca), 
magnesium  (Mg)  and  potassium  (K),  Bc=Ca+Mg+K,  is  modelled  either  with 
Gaines‐Thomas  or  Gapon  equations.  All  ions  in  soil  solution  are  linked  via  a 
charge  balance  equation.  Solute  transport  is  described  by  assuming  complete 
mixing  of  the  element  input within  one  homogeneous  soil  compartment with  a 
constant  density  and  a  fixed  depth.  Since  VSD  is  a  single  layer  soil  model 
neglecting  vertical  heterogeneity,  it  predicts  the  concentration  of  the  soil water 
leaving  this  layer  (normally  defined  as  the  rootzone).  The  annual  water  flux 
percolating from this layer is assumed equal to the annual precipitation excess. The 
time step of  the model  is annual,  i.e. seasonal variations are not considered. The 
model was  not  designed  for  very wet  ecosystems  as  it  assumes  that  the  soil  is 
completely  oxidized  and  does  not  account  for  upward  transport  of  ions  by 
seepage. 
 
The VSD model  resembles  the model SMART(De Vries  et  al.,  1989; Posch  et  al., 













32 OrgHCOClNOSOAlNaBcH ++++=+++ −−−−++++  
 
where we  treat  the  sum of Ca, Mg and K  as  a  single  ion, Bc=Ca+Mg+K,  and Na 
denotes sodium, SO4 sulphate, NO3 nitrate, Cl chloride and Org the sum of organic 
anions. All concentrations are expressed  in moles of charge  (equivalents),  i.e.  the 
ion  molar  concentration  multiplied  by  its  charge  (thereafter  we  suppress  the 
notation of charges). We assume complete nitrification and therefore [NH4]=0. This 





The equilibrium reactions considered  in  the VSD model are  the dissolution of Al 
hydroxides, the dissociation of bicarbonate and organic acids, and cation exchange. 
The dissolution of Al hydroxides is calculated via: 
                 









pKKHCO COH ⋅⋅=  
 
where  K1  is  the  first  dissociation  constant,  KH Henry’s  constant  and  pCO2  is  the 
partial pressure of CO2  in  the  soil  solution  (in atm); pCO2  is a user  input and  the 
product K1⋅KH  is  computed  as  a  function  of  temperature. All  organic  anions  are 

















concentration of  functional groups  (the “charge density”,  in mol molC‐1) and Korg 
the dissociation constant (see, e.g. Driscoll et al., 1989). Since a single value of Korg 
does  not  always  model  the  dissociation  of  organic  acids  satisfactorily,  three 
parameters  for  the  following empirical  relationship between Korg  (in mol L‐1) and 
pH can be specified: 
 
(5)  210 )(log pHcpHbaKorg ⋅−⋅+=−  
 
This  relation was  derived  by Oliver  et  al.  (1983), who  found  the  values  a=0.96, 
b=0.90 and c=0.039. 
 
In  the VSD model  the exchange between  the  solid phase and  the  soil  solution  is 
considered for three ions: Al, H and Bc=Ca+Mg+K, where K is treated as divalent 













































































yr‐1)  the sum of all  inputs  from deposition as well as  interaction  (uptake‐release) 






(10)  ClNaNOSOYYzYtot ,,,with][ 34=⋅⋅= θ  
 
where θ is the volumetric water content of the soil (m3 m‐3) and z the thickness of 
the  soil  compartment  (m).  The  total  amount  of  base  cations  is  the  sum  of  the 
amount in the soil solution and at the exchange complex: 
 








(12)  depin SOSO ,2,4 =  
 















(15)  wedepininininin NazNaNaKMgCaBc ⋅+=++= and  
 
Since  we  assume  complete  nitrification,  ammonium  fluxes  are  zero.  Net 
immobilisation of N is the sum of two terms: (i) a constant (acceptable, sustainable) 
long‐term  net  immobilisation Ni,acc, which  does  not  change  the C:N  ratio  in  the 
topsoil, i.e. a proportional amount of C is assumed to be immobilised as well; (ii) a 


















































the C:N  ratio of  the material  immobilised according  to eq.17, CNseq  (the  factor 14 
converts from eq to g): 
 
(19)  tiseqaccittpooltpool NCNNCNCC ,,11,, 1414 ⋅⋅+⋅⋅+= −−  
 
The  last  term  follows  Evans  et  al.  (2006),  who  investigated  the  enhanced  C 



















(21)  OMCzC omtoptoppool ⋅⋅⋅⋅= ρ610  
 
where ztop  is  the  thickness  (m) of  the  top  soil  layer  in which N  immobilisation  is 
assumed to occur; ρtop is the bulk density (g cm‐3), Com the fraction of C in organic 









where  fde  is  the denitrification  fraction  (0≤fde≤1) and Ni=Ni,acc+Ni,t. Thus we get  for 
Nin: 
 
(23)  ( )iudepdein NNNfN −−⋅−= )1(  
 
In order to solve the model equations, i.e. to compute the concentrations and total 
amounts of  the different  ions,  the differential equations are discretised, using an 


















The GUI of VSDStudio provides easy access  to  the  full  functionality of VSD and 
includes  extensive  help  functions.  Site  specific  data  can  be  input  either  as  files 
(exact format described in the Help‐file) or directly entered through the GUI (and 




file  and  for which VSD  can provide default values  are displayed  in yellow. For 
mandatory  parameters  for which  no  value  is  specified,  the  edit  field  has  a  red 
colour and the text ‘Missing!’ (see Figure 1). VSD can only be run if all mandatory 














Cpool,0,  the  N  pool,  as  CN0,  and  of  the  base  cation  pool,  given  as  initial  base 
saturation EBc0, are needed. However, due to the lack of such initial conditions in 
most  practical  cases  and  due  to  the  fact  that  especially  exchange  constants  are 










the  simulation.  In VSDStudio  this  is  implemented  on  the  tab  sheet  ‘Calibration’ 
(see Figure 2). Note, that the calibration of Cpool,0 and CN0 is independent from the 
soil solution status (only N‐related inputs are needed), but influences it, and thus 





In VSDStudio,  the  initial  concentrations  are derived  internally by  assuming  that 
they  are  in  equilibrium  with  the  respective  inputs  at  the  beginning  of  the 
simulation  period.  Therefore,  it  is  advised  to  start  simulations  before  major 
anthropogenic  emissions occurred.  (The VSD model  itself  allows  specification of 
any  initial  condition which does not violate  charge balance, but  this  is not  (yet) 
implemented  in VSDStudio.) Using an observed base saturation for a given point 
in time, calibration of the exchange constants is then carried out in an iterative way 
until  the  observed  value  is  reproduced  by  the  model.  The  same  calibration 
procedure  is  used  in  the  SAFE model  (Alveteg,  1998).  The  procedure  does  not 
guarantee  the proper simulation of  the  individual exchangeable  fractions EAl and 
EH, only of their sum. However, if data for one of them is available, the exchange 




























uncertain  parameters  is  taken  to  be  conditional  on  data,  and  their  conditional 
probability is given by: 
 




the prior distribution of θ. The value of c  (=1/p(D))  is  fixed and usually does not 
need to be computed explicitly (Van Oijen et al., 2005). 
 





is  computed  based  on  comparison  of  the  outcome  of  VSD  with  the  set  of 
measurements of soil (solution) chemistry, including their uncertainty (specified as 
standard  deviation  around  the  observed  value).  The  posterior  probability  for  θ 
increases with an  increased prior probability and an  increased  likelihood  (eq.24), 
i.e. when  the selected set of parameter values have a  larger prior probability and 
when  the model  is able  to  reproduce  the measurements. The prior probability  is 
directly  computed  from  the probability  of  a  candidate point  of θ;  for  candidate 
points from normal distributions close to the mean the probability will be large, for 
points in the ‘tail’ of the distribution the probability will be small. The likelihood, 
p(D|θ),  is  computed  from  the  comparison of model output with measurements. 
The  better  the  model  is  able  to  reproduce  the  measurements,  the  greater  the 
likelihood  (Van  Oijen  et  al.,  2005).  To  calculate  the  posterior  p(θ|D)  a  simple 
Markov Chain Monte Carlo algorithm is used, known as the Metropolis‐Hastings 
random walk  (Robert  and Casella,  1999).  In  this method,  the multi‐dimensional 
parameter space (where the number of dimensions equals the number of uncertain 
model  parameters)  is  explored  by  randomly  stepping  through  this  space  and 
running  the model  for  each  visited  point.  Points  visited  are  either  accepted  or 
rejected based on the computed likelihood. 
 
VSDStudio  offers  options  to  adapt  the  calibration  procedure  by,  for  example, 




chemistry  shows  whether  the  calibration  was  successful.  The  posterior 
distributions of  the parameters  could  then be used  in  an uncertainty  analysis of 
VSD. 
 
As an example, Figure 3 shows  (part of)  the  results of a calibration of VSD on a 
Forest  Intensive  Monitoring  site  in  Belgium  (for  a  description  of  the  Intensive 
Monitoring plots see e.g. De Vries et al., 2003d). The graph on  the  left shows  the 
posterior  distribution  function  of  the  logarithm  of  the  Gapon  H‐Bc  exchange 
constant (lgKHBc) in the form of a bar graph as well as the prior distribution as a 






















indicating  their  uncertainty  expressed  by  the  standard  deviation  of  the 
measurements.  The  green  line  shows  results  of  a  previous  simulation  for 
comparison. The numerical values  of  all displayed variables  in  any  year  can  be 








tab  sheet  ‘Output  variables’  (not  shown).  If  results  should  also  be  stored  as  a 
PostScript file (showing the graphs) and/or an ASCII text file (containing the model 
output  for  the selected variables),  this can be controlled on  the  tab sheet  ‘Output 
settings’ (not shown), which also offers the possibility to change the display order 
of  the  graphs  and  the  settings  and  look  of  the  individual  panes.  To  compare 
different model runs, for example. the influence of a particular parameter choice or 






VSDStudio  can  also  be  used  to  derive  critical  loads, which  are widely  used  in 







(25)  inle XX =  
 
where Xle =Q∙[X]  is  the  leaching of  ion X at  the bottom of  the  soil  compartment. 
Inserting  the respective expressions  for  the  input  fluxes of sulphate, nitrate, base 
cations  and  chloride,  the  charge  balance  equation  (eq.1)  becomes  (expressed  in 
terms of leaching fluxes): 
 




Ni=Ni,acc.  In eq.26 we have also defined  the  leaching of acid neutralising  capacity 
leaching (ANC): 
 






limits  on  soil  chemical  variables,  derived  from  studies  linking  them  to  adverse 
impacts on, for example, vegetation. Inserting the chosen chemical criterion allows 
calculation of the critical  leaching of ANC, ANCle,crit. Inserting this  into eq.26 (and 










































S deposition can also be displayed  in  the graph, shown as a grey cross  for every 
year. Depending  on  the  position  of  the  trackbar,  the N  and  S deposition  in  the 
corresponding  year within  the  time  series  is  labelled.  This  illustrates  for which 
years  the  deposition  is  above  critical  loads,  i.e.  when  there  is  critical  load 
exceedance. The  influence of  relevant  inputs on  the  critical  load  function  can be 






(see  above).  Scenario  analysis  is,  however,  an  ex‐post  process,  i.e.,  the  future 
deposition is determined first, and then the (chemical) consequences for the soil are 




characterised  by  three  numbers  (years):  (i)  the  protocol  year,  (ii)  the 
implementation year, and (iii) the target year (see Figure 6). 
The  protocol  year  is  the  year  up  to which  the  deposition  path  is  assumed  to  be 
known  and  cannot  be  changed  any more. The  implementation  year  is  the  year  in 
which  all  reduction measures,  needed  to  reach  the  final  deposition  (the  target 
load), are  to be  implemented. Between  the protocol year and  the  implementation 
year depositions are assumed  to change  linearly  (see Figure 5). Finally,  the  target 
year is the year in which the chemical criterion (e.g., the Al/Bc ratio) is met (for the 
first  time). The above  three  special years define a unique deposition path  that  is 
referred  to as  target  load. The earlier  the  target year,  the  lower will be  the  target 
load (at sites where the chemical criterion is violated – for other sites a target load 








year);  (ii)  the  year  in  which  the  emission  reductions  leading  to  a  target  load  are  implemented 









not  designed  to  derive  the  driving  force  (deposition)  for  a  given  soil  chemical 
status.  Thus  trial  and  error  has  to  be  used  to  find  the  deposition  (path) which 
produces  a  prescribed  chemical  status.  VSDStudio,  however,  has  a  built‐in 
functionality  for computing  target  loads. As with critical  loads, pairs of N and S 
deposition are be determined that result in the desired chemical status in the target 



















(1)  the deposition  is below  critical  load(s), and  (2)  the deposition  is greater  than 
critical  load(s),  i.e.  there  is critical  load exceedance.  In  the  latter case  there  is, by 
definition, an increased risk of damage to the ecosystem. Thus a critical load serves 
as a warning as long as there is exceedance, since it states that deposition should be 
reduced.  However,  it  is  often  assumed  that  reducing  deposition  to  (or  below) 
critical  loads  immediately  removes  the  risk of  ‘harmful  effects’,  i.e.  the  chemical 
criterion (e.g. the Al/Bc ratio)  immediately attains a non‐critical (‘safe’) value. But 




(CEC).  These  buffer  mechanisms  delay  the  attainment  of  a  critical  chemical 
parameter,  and  it might  take  decades  or  even  centuries,  before  steady  state  is 
reached. The  times  involved  in  attaining  a  certain  chemical  state  in  response  to 
given deposition scenarios can be computed with a dynamic model. 
 
The  time  between  the  first  exceedance  of  the  CL  and  the  first  violation  of  the 
criterion is termed the damage delay time (DDT) and the time between the first non‐
exceedance of  the CL and  the subsequent non‐violation of  the criterion  is  termed 
the recovery delay time (RDT) (see Posch et al., 2003, for a detailed discussion). With 
VSDStudio damage and recovery delay times – or rather the year in which damage 
or  recovery  occurs  –  can  be  computed  for  the  special  case  of  constant  S  and N 
deposition after a specified year (Figure 8). Note that (a) damage delay exists only 
if there is exceedance of critical loads, but the chemical criterion is not yet violated; 
and  (b) recovery can only occur  if  there  is non‐exceedance of critical  loads  in  the 
specified year, but the criterion is still violated. In the other two possible cases – (c) 




S+N  input  (=Sdep+Ndep–Nu–Ni–Nde)  as green  or  red  cross  for  every  year versus  the 











VSD has  been  tested  on  182  intensively monitored  forest  sites  in Europe. These 











Reinds  et  al.,  2008b). Results  show  that  after  calibration  the median Normalized 
Root Mean Square Error (NRMSE) for 60 validation plots for pH is about 10%. For 
Al and base saturation the error is larger. In general, the calibration procedure was 
successful  in  reducing parameter uncertainty  and  increasing model performance 









The VSD model has also been  compared  to other  soil acidification models, most 
notably the SAFE model. In a detailed study for 176 sites in Switzerland, Kurz and 
Posch  (2002)  have  shown  that  the VSD model, when  fed with weathering  rates 
calculated  with  the  PROFILE  model  (a  sub‐module  of  the  SAFE  model  by 
Warfvinge  and  Sverdrup  (1992)),  yields  very  similar  results with  the  one‐layer 
version of  the more  complex model SAFE. Also other model  comparisons  show 
that  a  simple model  can perform  equally well  as  (much) more  complex models 
(see,  e.g.  Van  der  Salm  et  al.,  1995).  Several  countries  have  adopted  VSD  for 
dynamic modelling on a  regional  scale performed under  the Working Group on 
Effects of the LRTAP Convention (see Posch et al., 2005). 
 
In  this paper we have presented  the basic equations of  the VSD soil acidification 
model and  its graphical user  interface, VSDStudio, which allows easy application 
of  it.  In  contrast  to  comparable models, VSDStudio  allows not  only  ‘traditional’ 
scenario analyses, but also to compute critical loads, target loads and times to reach 
pre‐specified  soil  chemical  criteria.  This  makes  the  VSD  model  suitable  –  and 
widely used – in the context of European air pollution policy support. This paper 
focuses  on  the  VSD  model  and  the  description  of  VSDStudio  for  single  site 
applications,  but  the  core‐model  VSD  has  also  been  linked  (as  Dynamic  Link 
Library)  to  an MS Access database  for  regional  applications;  and VSD has  been 
used  to  carry  out  scenario  analyses  and  target  load  calculations  on  a  European 
scale (Hettelingh et al., 2007).  
 
Although  simpler  than  other widely  used models  (such  as MAGIC,  SAFE  and 
SMART), VSD contains  the basic physical and chemical relationships common  to 
all these models. Since the user can choose different ‘model options’, for example, 
the  cation  exchange model  (Gapon  or Gaines‐Thomas;  see  above), VSD may  be 
used to study the influence of ‘model structure’ on model performance. The ease of 
use and versatility of VSDStudio makes it also a practical tool for simple sensitivity 
analyses  and demonstrations  of  a more  ‘didactic’  nature. However,  the model’s 
simplicity also means that some processes have either been left out altogether (e.g. 
sulphate  sorption)  and  others  strongly  simplified  (e.g.  N  processes).  As  a 
consequence  VSD  will  not  be  suited  for  sites  where,  for  example,  sulphate 
adsorption  is  important. Furthermore, the simple description of N processes does 
not  allow  simulating decreasing  soil N  pools  (and  increasing C:N  ratios)  under 
reduced N inputs.  
 





focus on nitrogen processes and  their  influence on biodiversity. Furthermore,  the 
addition of a simple  lake module  is being  investigated. However, any envisaged 
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to  calibrate  ecosystem  models.  Bayesian  methods  combine  prior  probability 
distributions of model parameters, based on assumptions about  their magnitude 
and  uncertainty,  with  estimates  of  the  likelihood  of  the  simulation  results  by 
comparison with observed values. Bayesian methods also quantify the uncertainty 
in the updated posterior parameters, which can be used to perform an analysis of 
model  output  uncertainty.  In  this  paper,  we  applied  Bayesian  techniques  to 
calibrate  the  VSD  soil  acidification  model  using  data  from  182  intensively 
monitored  forest  sites  in Europe. Out of  these  182 plots,  122 plots were used  to 
calibrate VSD and  the  remaining 60 plots  to validate  the  calibrated model. Prior 
distributions for the model parameters were based on available literature. Since the 
available  literature  shows  a  strong dependence of  some VSD parameters on,  for 
example, soil texture, prior distributions were allowed to depend on soil group (i.e. 






each  soil  group,  and  all  plots  were  calibrated  simultaneously  yielding  one 
posterior probability distribution  for each soil group. Results  from  the single‐site 
calibrations  show  that  the  model  performed  much  better  after  calibration 
compared  to  a  run with  standard  input  parameters when  validated  on  the  60 
validation plots. Posterior distributions  for H‐Al equilibrium constants narrowed 
down, thus decreasing parameter uncertainty. For base cation weathering of coarse 
textured  soils  the  posterior  distribution  shifted  to  larger  values,  indicating  an 
initial  underestimation  of  the  weathering  rate  for  these  soils.  Results  for  the 
parameters  related  to  nitrogen  modelling  showed  that  the  nitrogen  processes 
model  formulations  in  VSD  may  have  to  be  reconsidered  as  the  relationship 
between nitrogen immobilization and the C/N ratio of the soil, as assumed in VSD, 
was  not  substantiated  by  the  validation.  The multi‐site  calibration  also  strongly 
decreases model  error  for most model  output  parameters,  but model  error was 
somewhat  larger  than  the  median  model  error  from  the  singe‐site  calibration 
except  for nitrate. Because  the  large number of plots calibrated at  the  same  time 
provides very many observations, the Markov Chain converged to a very narrow 
parameter  space,  leaving  little  room  for posterior parameter uncertainty. For  an 













Over  the  last  decade,  reductions  of  sulphur  and,  to  a  lesser  extent,  nitrogen 
emissions  from  industry,  traffic  and  agriculture  have  led  to  a  decrease  in  the 
deposition  of  acidifying  compounds  in Europe. Under  the Convention  of Long‐
range Transboundary Air Pollution (LRTAP) within the United Nations Economic 
Commission for Europe (UNECE), so‐called critical loads for sulphur and nitrogen 
have  been  used  as  an  indicator  of  the  sensitivity  of  natural  ecosystems  to 
acidification and  eutrophication. Critical  loads provide  the maximum deposition 
on  an  ecosystem  that,  on  an  infinite  time‐scale  and  according  to  current 
knowledge, will  not  lead  to  significant  harmful  effects  (Nilsson  and  Grennfelt, 
1988). Critical  loads are mostly computed using simple steady state mass balance 
models  (Sverdrup  and  De  Vries,  1994;  UBA,  2004).  As  shown  by  for  example 
Hettelingh  and  co‐workers  (Hettelingh  et  al.,  2001;  2007),  exceedances of  critical 
loads  for  sulphur  and  nitrogen  have  been  reduced  and  will  even  be  further 
reduced in the future if current emission reduction agreements come into force. In 
areas where  the  critical  load was exceeded  in  the past and where  the present or 
future  deposition  is  smaller  than  the  critical  load,  ecosystems  are  expected  to 
recover  from  acidification.  Critical  loads,  however,  do  not  provide  information 
about  the  (speed  of)  recovery  of  an  ecosystem. Therefore, dynamic  acidification 
models such as SMART (De Vries et al., 1989), MAGIC (Cosby et al., 1985b; Cosby 
et  al.,  2001)  and  SAFE  (Warfvinge  et  al.,  1993)  have  been  used  to  evaluate  the 
effects  of  future  deposition  scenarios  on  recovery.  Ideally,  the  dynamic  model 
should  extend  the  critical  load model  so  that  dynamic  processes  are  taken  into 
account  while  all  other  process  descriptions  are  compatible  with  those  in  the 
critical  load model. To  this end  the Very Simple Dynamic model  (VSD) has been 
developed  (Posch et al., 2003)  that extends  the widely used Simple Mass Balance 






ecosystem  on  an  infinitely  long  time  scale,  the  model  cannot  be  calibrated  or 
validated  directly.  Dynamic  models,  on  the  other  hand,  simulate  soil  solution 
concentrations as a function of atmospheric inputs and soil processes, and can thus 
be  calibrated  and/or validated on plots where  such measurements  are  available. 
Until recently, calibration of most dynamic acidification models was performed by 
fitting  the  simulation  results  to  (a  series  of)  observations  by  ‘trial  and  error’ 
procedures: the model is re‐run with different settings until the observation(s) are 




Kros  et  al.  (2002)  who  calibrated  the  SMART2  acidification  model  to  soil 
observation  data  scaled  up  to  5×5  km  blocks  using  the  Gauss‐Levenberg‐
Marquardt algorithm. The MAGIC model  for soil and  stream water chemistry  is 
normally  calibrated  sequentially,  by  first  calibrating deposition  of  S  compounds 
using  stream  water  chemistry,  then  calibrating  N  concentrations  by  adjusting 
uptake  functions  and  finally  calibrating  base  saturation  using  an  optimization 
procedure (Jenkins et al., 1997). Most of these studies do not take into account the 
uncertainty  in  the  observations  and model  input  parameters:  only  the  run  that 
provides the best estimate of the observations defines calibrated parameter set. It is 
clear,  however,  that  observations  of  soil  solution  concentrations  are  uncertain, 
mainly due to spatial variation within a plot. Furthermore, several combinations of 
input  parameters  may  give  the  same  model  result,  which  hampers  the 
identification  of  a  unique  set  of  input  parameters.  For  example,  base  cation 
concentration  in  the  soil  is  influenced  by weathering,  deposition  and  uptake  of 
base  cations.  Adjusting  growth  rates,  base  cation  contents  in  stem  wood  or 
weathering  rates  could  all  lead  to  the  same  simulation  of  base  cation 
concentrations.  Calibration  methods  that  include  these  uncertainties  and 
interactions are thus to be preferred over methods that use a simple fit through a 
(set  of)  observation(s)  yielding  one  set  of  calibrated  parameters  without  their 
uncertainty.  In  recent  years,  Bayesian  calibration  methods  have  been  used  for 
calibration of   ecosystem models (e.g. Larssen et al.,   2006; Van Oijen et al.,   2005; 
Vrugt  et  al.,  2006). Larssen  et  al.  (2006) performed  a Bayesian  calibration  of  the 
hydrogeochemical model MAGIC. Using  simulated  and  observed  stream water 
concentrations  from  a  catchment  in  southern  Norway,  they  quantified 












likelihood of  the simulation  results  in view of  the observed, uncertain values  for 








In  this  study, we  applied Bayesian  techniques  to  calibrate and validate  the VSD 
model  on  182  intensively  monitored  forest  sites  in  Europe  for  which  data  on 
atmospheric  inputs,  soil  solution  chemistry  and  soil properties  are  available  (De 
Vries et al. (2003c). Two calibrations of the VSD model were carried out on a subset 
of 122 plots: (i) each plot was calibrated individually, called ‘single‐site calibration’ 
hereafter  and  (ii)  the  entire  set  of  plots  was  calibrated  simultaneously,  called 
‘multi‐site calibration’. The multi‐site calibration is used to investigate effect of the 




parameters  such  that  the  model  performance  after  calibration  is  significantly 
improved  compared  to  that  using  parameter  settings  based  on  regional 









The  data  for  the  calibration  of  VSD were  derived  from  the  set  of  EU/UNECE 
Intensive Monitoring  plots  (De Vries  et  al.,  2003c),  using  those  182  plots where 
sufficient data on soil solution, soil solid phase, forest growth and deposition were 
available. Sixty validation locations were selected by k‐means clustering of the 182 





Figure  1  shows  the  location  of  the  calibration  and  validation  plots,  that mainly 
























mass  balance  equations.  VSD  also  consists  of  a  set  of mass  balance  equations, 
describing  the  soil  input‐output  relationships  of  ions,  and  a  set  of  equations 
describing  the  rate‐limited  and  equilibrium  soil  processes.  The  soil  solution 
chemistry  in VSD depends  solely on  the net element  input  from  the atmosphere 
(deposition  minus  net  uptake  minus  net  immobilisation)  and  the  geochemical 
interactions  in  the  soil  (CO2  equilibrium,  base  cation  weathering,  and  cation 
exchange).  Soil  interactions  are  described  by  simple  rate‐limited  reactions  (e.g. 
nutrient  uptake  and  weathering),  first  order  processes  (denitrification)  and  by 
equilibrium  reactions  (e.g.  cation  exchange). VSD models  the  exchange of Al, H 
and Ca+Mg+K with  the Gaines‐Thomas  or Gapon  equations.  Solute  transport  is 
described  by  assuming  complete  mixing  of  the  element  input  within  one 
homogeneous soil compartment with a constant density and a fixed depth. VSD is 





et  al.,  1989)  but  leaves  out  some  of  the  processes modelled  by  SMART  such  as 






calibrate  only  model  process  parameters  such  as  equilibrium  constants  and 




VSD output parameters  (pH,  [Al],  [Bc] and base saturation) are sensitive  to  these 
process parameters.  Furthermore,  these parameters  cannot  be measured directly 






Parameter  Description  Calibration  Parameter  Description  Calibration 





bulkdens      Bulk density  No  percol        Precipitation 
surplus 
No 

















Yes  Ca_dep       Ca deposition  No 
lgKAlBc       Exchange 
constant Al‐BC 
Yes  SO2_dep      SO2 deposition  No 
lgKHBc        Exchange 
constant H‐BC 
Yes  NOx_dep     NOx deposition  No 
Nim_acc  N immobilization  Yes  Mg_dep       Mg deposition  No 
Cpool_0       Initial C pool  No  K_dep        K deposition  No 
CNrat_0       Intial CN ratio  No  Na_dep       Na deposition  No 
cRCOO         Organic  anion 
concentration 
No  Cl_dep       Cl deposition  No 
 









data unless  it was not measured,  in which case  it was computed using a  transfer 
function between bulk density and clay‐ and organic matter content (Reinds et al., 
2001).  The  hydrological  characteristics  (soil  water  content  and  precipitation 





were  obtained  from  measurements  at  the  plots  (De  Vries  et  al.,  2003b).  Total 







average measured  value  from  the measurement  period  as  neither  historical  nor 
future projections of base cation depositions were available.  








would  be  sufficient  to  arrive  at  a  successful  calibration.  It  is  known  that,  for 
example, weathering rates and exchange constants vary strongly with soil texture 
(UBA,2004, De Vries and Posch, 2003b). Since we want  to use  the best  available 
information, prior distributions were defined for each soil group. Such a soil group 
consists of  soils with  the  same  soil  texture  and C/N  ratio  in organic matter. For 
each plot, a prior distribution for the uncertain parameter was defined appropriate 
for the local soil type. For example, plots in the soil group consisting of sandy soils 
receive only values  selected  from  the distributions of  lgKAlBc and BCwe  that are 
valid for sandy soils. Even  if the priors are  identically defined for all soil groups, 
the  calibration  can  still yield different posterior distributions  for  soil groups. An 









normal  8  1     
lgKAlox_clay  Log10 of Equilibrium constant 
H‐Al clay soils 
normal  8  1     
lgKAlox_hclay  Log10 of Equilibrium constant 
H‐Al heavy clay soils 
normal  8  1     
lgKAlBc_sand  Log10  of  Exchange  constant 
Al‐BC sandy soils 
normal  0.5  0.6     
lgKAlBc_clay  Log10  of  Exchange  constant 
Al‐BC clay soils 
normal  ‐0.6  0.7     
lgKAlBc_hclay  Log10  of  Exchange  constant 
Al‐BC heavy clay soils 
normal  ‐0.6  0.7     
lgKHBc_sand  Log10 of Exchange constant H‐
BC sandy soils 
normal  3.3  0.35     
lgKHBc_clay  Log10 of Exchange constant H‐
BC clay soils 
normal  3.6  0.5     
lgKHBc_hclay  Log10 of Exchange constant H‐
BC heavy clay soils 





0.4  0.1  0  1 




0.2  0.075  0  1 









0.075  0.0375  0   




0.125  0.0625  0   




0.175  0.0875  0   




0.225  0.1125  0   
BCwe_iwr6  BC weathering heavy clay soils  truncated 
normal 
0.275  0.1375  0   
bNim_cnh  Immobilisation  fraction  soils 
with high C/N (‐) 
uniform      0  1 
bNim_cnm  Immobilisation  fraction  soils 
with intermediate C/N 
uniform      0  1 
bNim_cnl  Immobilisation  fraction  soils 
with low C/N 
uniform      0  1 
 




Weathering  rates were calibrated  for six  soil groups  (i.e. weathering  rate classes) 
that  consist  of  a  combination  of  soil  texture  and  parent  material.  Initial 
distributions were obtained  from De Vries et al.  (1994b) and Reinds et al.  (2001). 
Exchange constants and the H‐Al equilibrium constant and exponent were defined 
as a  function of  the  soil  texture  class.  Initial values  for  exchange  constants were 
obtained  from  De  Vries  and  Posch  (2003b)  and  are  based  on  an  analysis  of 
hundreds of measurements from Dutch forest soils. The initial distributions of the 
log of the equilibrium constant KAlox was defined using the standard value of 8 as 
the  average  for  all  texture  classes  with  a  standard  deviation  of  1.  Uptake  of 
nutrients (Ca, Mg, K and N) was computed as forest growth rate multiplied with 
nutrient  content  (Jacobsen  et  al.,  2002).  Principally  these  nutrient  contents  are 
uncertain  as  well,  but  since  measurements  only  provide  the  final  base  cation 
concentration,  it  is  not  possible  to  calibrate  both  uptake  and  weathering  in  a 
meaningful way. We  therefore decided  to  calibrate only base  cation weathering. 
For nitrogen, the various sinks (uptake, denitrification,  immobilization) cannot be 
distinguished either. Nevertheless, we decided to calibrate both the denitrification 











(1)  depimm NbaN ⋅+=      
 
where a was set to 1 kg N as an estimate of the long‐term immobilization even at 
very  low N  input  (UBA,  2004)  and  the parameter  b was  calibrated. Parameter  b 
thus expresses the proportion of the N input that is immobilized additional to the 
long‐term  constant  immobilization.  Since  some  evidence  exists  that  there  is  a 
(weak) relationship between C/N ratio in organic matter and immobilization rates 
of N (Gundersen et al., 1998; Gundersen et al., 2006), three prior distributions for b 







of N  immobilization as a  function of C/N  ratio was replaced by Equation 1.If no 
literature  data  were  available,  expert  judgment  was  used  to  define  the  prior 
distributions  of  some  parameters.  Prior  distributions  for  these  parameters were 
taken  such  that  the  range was wide  enough  to  cover  all  possible  values.  This 
limitation  is  to  a  large  extent  compensated  by  the  calibration  procedure  that 






simulated  and  measured  soil  solution  concentrations  below  the  root  zone. 
Measured  concentrations  of H, Ca  + Mg  + K,  and NO3 were used.  Free Al was 
recomputed  externally  from  the  measurements  of  total  Al,  by  modelling 
complexation  of  Al  with  organic  anions,  using  measured  DOC  values  and 
dissociation  and  Al  complexation  constants  provided  by  Santore  et  al.  (1995). 
Measurements were aggregated  to average annual concentrations, yielding about 
5‐6  values  per  plot  (1996‐2001).  Furthermore,  a  single measurement  of  the  base 
saturation of  the soil solid phase was used. The uncertainty  in  the measured soil 
solution concentrations cannot be obtained  from  the data directly as  the samples 
collected from various samplers within the plot were pooled into a mixed sample 
before analysis.  It  is  likely  that  the uncertainty  in  the measured concentrations  is 
mostly  determined  by  spatial  variability  within  the  plot.  A  study  at  some 
monitoring plots in the Netherlands showed that this variability varies between  20 
and   60% depending on depth and  ion  (De Vries et al., 1999). An uncertainty of 
30% was used as an uncertainty estimate for all plots in Europe as this was about 
the uncertainty  for  the major  ions at 40‐60 cm depth  in  the Dutch plots. For very 
low  concentrations  that  often  are  observed  for Al  and NO3  ,  30% uncertainty  is 
probably an underestimate. For measurements equal to or lower than the detection 
limit  of  the  most  widely  used  analysis  equipment  (Inductive  Coupled  Plasma 









Bayesian  calibration  strongly  resembles  the method  applied  by Van Oijen  et  al. 
(2005).  
In  the  Bayesian  approach  the  prediction  of  uncertain  parameters  is  taken  to  be 
conditional on data, and their conditional probability is given by: 
 
(2)  )()|()|( θθθ pDpcDp ⋅⋅=     
 
Where p(θ|D)  is  the posterior probability distribution  for  the parameter vector θ 
given  the  data D,  p(D|θ)  is  the  likelihood‐function  for  θ  and  p(θ)  is  the  prior 
distribution of θ. The value of  c  (=1/p(D))  is  independent of  the parameters  and 
need not be computed explicitly (Van Oijen et al., 2005). 
In our approach, the prior distribution for the parameter vector p(θ) is formed by 
multiplication  of  marginal  distributions  for  individual  parameters,  so  no 
correlations  between  parameters  are  assumed  in  the  prior.  The  distributions  of 
VSD  input parameters are  listed  in Table 1. As Equation  (2) shows,  the posterior 
probability  for  θ  increases with  both  increased  prior  probability  and  increased 
likelihood,  i.e.  when  the  selected  set  of  parameter  values  has  larger  a‐priori 
probability  and  when  the  model  is  able  to  reproduce  the  measurements  more 
closely. The prior probability  for any parameter vector  is  found by  inspection of 
the prior distribution, whereas the likelihood associated with a parameter vector is 
derived  from  a  comparison  of model  output  (generated  using  those  parameter 

























Where  the  Si  are  simulation  results  and  Oi  observations,  n  is  the  number  of 
observations  and  Mi.  is  the  standard  deviation  of  the  measurements.  The 












In  practice,  Equation  (2)  has  to  be  evaluated  numerically when  using  dynamic 




the  multi‐dimensional  parameter  space  (where  the  number  of  dimensions,  Np, 
equals  the  number  of  uncertain  model  parameters)  is  explored  by  randomly 
stepping  through  this  space  and  running  the model  for  each  visited  point.  The 
combination  of  number  of  steps  and  step  size  should  be  chosen  such  that  the 
parameter  space  is  adequately  sampled  during  the MCMC.  In  the  first  step,  a 
candidate value for each parameter is chosen. The model is run for N plots (with N 
=1  for  the  single  site‐calibration  or  N  equals  a  set  of  plots  for  the  multi  site‐
calibration)  and  the  likelihood  is  determined. We  started  the Markov Chain  by 
selecting  for  each  parameter  the midpoint  of  the  prior  distribution.  To  test  the 
sensitivity of the method to the starting point of the Markov Chain, we have also 
calibrated  the  model  using  a  starting  point  that  consists  of  parameter  values 
randomly chosen within the 95% confidence interval of the prior distribution. For 
subsequent  runs  a  new  candidate  point  (consisting  of  Np  parameter  values)  is 





that  ratio.  The  algorithm  is  inherently  stochastic  since  candidate  points  that 
perform  (somewhat)  worse  than  previous  points  can  still  be  accepted.  If  the 
candidate point  is not accepted, the previous candidate point  is duplicated  in the 
chain of accepted points. Eventually, this procedure yields a chain of points in the 
Np‐dimensional  parameter  space.  To  account  for  a  ‘burn‐in’  of  the  chain,  i.e.  to 
remove  the effect of  the choice of  the starting point,  the  first 10% of  the runs are 
removed from the chain. The remaining chain contains all accepted (or duplicated) 
parameter values. From  this  chain we derived  the posterior distribution of  each 
parameter. Furthermore, correlation and covariance matrices were computed from 








In  the  single‐site  calibration  every  plot  was  calibrated  separately  so  that  the 
posterior  distributions  are  computed  on  a  plot  by  plot  basis.    In  the multi‐site 
calibration  all  plots  within  a  soil  group  are  calibrated  simultaneously,  thus 
obtaining  posterior  distributions  for  the  entire  soil  group.  In  the  single  site 
calibration we  assume  that  soil parameters vary  in  space,  i.e.  even within  a  soil 
group  parameters  values  can  be  different  for  different  sites.  For  each  plot  the 
calibration  yields  a  plot‐specific  estimate  of  the  posterior  distribution  of 
parameters. In the multi‐site calibration we assume that parameters are constant in 
space.  For  each  group  of  plots  with  uniform  soil  characteristics,  one  posterior 
distribution per parameter will be computed. Calibrating  for each plot separately 













(b)  the  posterior  distribution  is  narrower  than  the  prior,  indicating  reduced 
parameter uncertainty (c) running the calibrated model on the 60 validation plots. 
The  calibration  used  a  chain  length  of  50000  and  the mean  step  length,  i.e.  the 













the  mean  of  the  measurements.  Figure  2  shows  the  cumulative  frequency 
distributions of NRMSE for pH, Al, NO3 and base saturation (EBc) based on all 122 
calibrated plots before and after calibration.  
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Figure  2  shows,  as  expected,  that  for  all  VSD  output  parameters  the  average 
NRMSE  computed  from  all  runs  from  the  MCMC  is  much  smaller  than  the 




as well  as  the  simulated  concentrations  are  zero.  Figure  2  also  shows  that  for  a 
limited  number  of plots  (about  10%), model prediction  errors  in  especially NO3 
and base  saturation  remain  large despite  calibration. For EBc  these are probably 
the  plots where  the  combination  of  observed  EBc  and  observed  pH  cannot  be 
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reproduced  by  the VSD model.  Since  there  is  only  one  observation  on EBc  and 
mostly 5‐6 observations for pH, it is likely that the calibration procedure will move 
towards a good fit on pH rather than on EBc. Large residual NRMSE can be due to 
model  error,  but  could  also  be  caused  by measurement  error,  indicated  by,  for 
example, unlikely combinations of measured pH and base saturation. 
Figure  3  shows  the  spatial  pattern  in  the NRMSE  before  calibration minus  the 
NRMSE after calibration, for pH and NO3. The larger the value, the larger the gain 
in model performance. Figure 3a  shows  that  for most plots a  substantial gain  in 
model performance is achieved for pH, but that in parts of Germany, the UK and 
the plots  in southern Europe  the NRMSE does not strongly decrease. Part of  the 
explanation  is given by Figure  3b  that  shows  the gain  in NRMSE  for NO3. This 
figure  shows  a  strong  increase  in model  performance  for most  of  the  plots  for 
which pH did not strongly improve. Obviously, the calibration at these plots leads 
to  much  lower  errors  in  the  simulated  nitrate  concentrations  but  the 
parameterisation improves the simulation of total acidity to a lesser extent. Figure 
3b  also  shows  that  for  many  plots  in  Southern  Scandinavia,  Eastern  parts  of 





















The  main  result  of  the  Bayesian  calibration  procedure  is  the  joint  posterior 
distribution  for  the  model  parameters.  The  posterior  distribution  also  contains 
correlations  between  parameters.  However,  it  is  difficult  to  visualize  a  multi‐
dimensional distribution for many sites, so in the following we shall focus on the 
marginal  distributions  for  individual  parameters.  If  the  measurements  are 
conclusive  enough,  broad  prior  distributions  will  narrow  down  and  thus 
demonstrate a reduction of parameter uncertainty. Posterior distributions may also 
lie in the high or low parts of the prior distributions, indicating that the data forced 
a small probability  to parameter vectors  that were considered plausible before.  If 
the a priori assumed relationship between soil characteristics and parameter values 
is confirmed by the data, one may expect that the mean of the posterior probability 
distribution  functions will  not differ much  from  the mean  of  the  prior  pdf,  but 
uncertainty could be significantly reduced. 
Figure 4  shows  the prior and  combined posterior distribution of  the base  cation 
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Figure  4  Prior  (light  grey)  and  posterior  (dark  grey)  distribution  functions  for weathering  rates 
classes 1 (A),3 (B) and 6 (C). 
 
It  shows, as expected,  that weathering  rates  increase with  increasing weathering 
rate  class.  It  also  shows  that  the  prior  for  weathering  rate  class  1  was 
underestimated: after calibration the distribution is at much larger values than the 
prior, with  the median weathering  rate  being  about  2  times  as  large  as  initially 
assumed. Posterior weathering rates for class 6 (rich clay soils) tend to be skewed 
towards small values, whereas the posterior for weathering rate class 3 (clay soils) 




distribution.In  Figure  5,  the distribution  functions  are displayed  for  the  lgKAlox 
















lgKAlox     (A)














lgKAlox     (B)














lgKAlox     (C)







in  the  posterior  parameter  distributions  are  much  smaller  than  the  a  priori 
assumed.  Furthermore,  the  posterior  distributions  show  that  there  is  little 
difference between the three texture classes. As expected  lgKAlox values decrease 
somewhat with increasing clay content.  
Figure  6  shows  the  prior  and  posterior distributions  for  the  exchange  constants 
KAlBc  and KHBc  for  sand  and  clay.  It  shows  that  the  posterior  distributions  of 
KAlBc and KHBc for sand hardly differ  from  their priors,  indicating  that  the data 
cannot improve the accuracy of the initial estimates of the exchange constants.For 
clay  soils,  the posterior distributions differ  somewhat  from  the prior. For KAlBc 
there  is  a  shift  towards  somewhat  smaller  values,  for  KHBc  there  is  a  shift  to 
somewhat larger values. 
Figure 7  indicates some differences  in nitrogen  retention between plots with  low 
and  intermediate C/N  ratios:  as  expected  low N  retention  fractions  occur more 
frequently  for  low C/N  ratios  (indicating nitrogen  saturation)  than  for  large C/N 
ratios.  In  the majority  of  the  plots with  high C/N  ratios more  than  80%  of  the 
incoming N  is  retained.  In  Figure  7  the  prior  and  posterior  distribution  of  the 
fraction  of  nitrogen  after  N  uptake  and  denitrification  that  is  immobilized 
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In  the  standard  run,  the  Markov  Chain  is  started  at  the  mean  of  each  prior 
parameter distribution. Ideally the starting point should have no influence on the 
posterior  distributions.  Different  posterior  distributions  may  be  obtained  from 
different starting points if the parameter space is not explored sufficiently. Figure 8 
shows  the posterior distributions  for  lgKAlox  for sand and clay and  for  the BCwe 
for soils with texture class 1 for different starting points. The figure shows that the 
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the  mean  of  the  priors  (uncalibrated  run)  whereas  in  the  second  run  input 
parameters  were  set  to  the  median  of  the  posterior  parameter  distributions 
obtained  from  the  calibration.  For  each  validation  plot,  the  proper  posterior 
distribution was  selected based on  soil  texture, parent material  and  topsoil C/N 
ratio of the plot. The cumulative frequency distributions of the NRMSE for pH, Al, 
NO3  and  base  saturation  (EBc)  before  and  after  calibration  show  that  NRMSE 





is  smaller  than  for  the  calibration  plots.  This  is  as  expected.  For  the  VSD 
application  to  the  validation  plots  the  median  value  from  the  posterior 
distributions obtained  from  the  entire  set of  calibration plots was used, whereas 
the  calibration plots were  calibrated  individually,  thus  obtaining  the  best  fit  for 
each  plot. Nevertheless,  the  calibration  has  shown  to  be  successful  because  the 
application of the calibrated model to the validation plots yields a (much) better fit 
to  the  observed  soil  solution  concentrations  (except  for  aluminium)  than  the 
application with parameter values at the mean of the prior distribution. 
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In  the multi‐site calibration,  for every soil group  (i.e. a set of sites with  the same 




the prior  for poor sandy soils. Then, simulations were made  for all plots and  the 
overall  likelihood,  being  the  product  of  all  the  likelihoods  over  all  plots  was 
computed.  It  was  thus  assumed  that  observation  and  model  errors  are 








prior  and  very  narrow  posterior distributions  of  lgKAlox  for  sand  and  clay  and 
BCwe for weathering rate class 3. The large number of observations (120 plots and 
3‐5  years  of  soil  solution  measurements)  causes  this  very  small  parameter 
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Figure 10. Prior  (light grey) and posterior  (dark grey) distributions  for  the parameter  lgKAlox  for 






Comparing  the  NRMSE  from  the  multi‐site  calibration  with  the  single‐site 





that assuming constant parameter values  for a soil group  leads  to a  larger model 
prediction error than calibrating the parameters for each plot separately. Although 
parameter uncertainty after calibration is small, the model uncertainty is large, i.e. 








parameters  set  to  the mean  from  their prior distributions  (see also  section 3.1.4). 
Figure  11  shows  that  for  pH  and NO3  the  calibration  leads  to  (much)  smaller 
simulation errors, but for aluminium no  improvement  is achieved. The same was 
observed  in  the  validation  of  the  singe  site  calibration.  For  EBc  the  NRMSE 
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with  the  combination  of  highest  prior  probability  and  highest  likelihood,  the 
Markov Chain was run (a) with another, random, starting point and (b) by crudely 
assuming  that all parameters have a uniform distribution  (with  lower and upper 
bounds set at  the 5 and 95 percentile of  the normal distribution, respectively).  In 
case (b) we eliminated the effect of the form of the prior probability and gave the 
Markov Chain more liberty in exploring parameter space.  
Results  from  the  run with  the uniform distribution  and  the  run with  a  random 
starting point of  the Markov Chain  show also a very  low acceptance  (about 0.3‐
0.5%)  and  the  posterior  distributions  only  slightly  differ  from  the  ones  of  the 















































BCwe, weathering rate class 3  




In  all  cases  the  posterior  distributions  are  very  narrow  and  very  similar.  This 
shows  that  the Markov Chain of  the multi site calibration converges  to  the same 







a  successful method  to  calibrate  the VSD model  at  a  large  set  of  locations.  By 
applying  a  single‐site  calibration  and  sampling  from  a  set  of prior distributions 
defined as a function of site characteristics such as soil texture, the fit of the model 
on  the  soil  solution measurements  strongly  improved  compared  to model  runs 
with  standard values  for  the  input parameters. At  the  same  time  the parameter 
uncertainty  was  quantified,  and  the  posterior  distributions  can  be  used  for 
uncertainty assessments with VSD at  the plots. This gives a clear advantage over 
simple  calibration  techniques  used  for  VSD  previously.  An  application  of  the 
calibrated  model  (using  the  median  parameter  values  from  the  posterior 
distributions obtained from the calibration) to the 60 validation plots showed that a 
(much) better fit to the observed soil solution concentrations is obtained than for an 
application with parameter values at  the mean of  the prior distribution. Only  for 
the aluminium concentration no improvement in the fit was achieved. 
 
Posterior distributions of base  cation weathering  rates  show  that  for plots  in  the 
sandy  texture class, often  relatively high weathering  rates compared  to  literature 






contents  up  to  8  per  cent.  It  seems  that  a  substantial  number  of  plots  with 











the  soil.  In  this  study we have modelled  immobilization using a  linear  function, 
where  immobilization  is modelled  irrespective of C/N  ratios  as  a  fraction of  the 
remaining  nitrogen  after  uptake  and  denitrification.  By  defining  three  identical 





other  studies  have  shown  that  the  fraction  of N  immobilized  can  strongly  vary 
within C/N  classes  (Gundersen  et  al.,  1998). Consequently,  the way  in which N 
removal  is  currently  modelled  in  the  standard  VSD  model  needs  to  be 










and EBc  a difference  in NRMSE of only  20‐25% was observed. Due  to  the  large 
amount of data and the assumption that VSD is ‘correct’, the multi‐site calibration 






to  the  local  situation. A  compromise  could  be  to perform multi‐site  calibrations 
within environmental zones  (Metzger, 2005)  instead of entire Europe. This could 
reduce model error and still allow  the use of  the calibration results  in European‐
wide applications of VSD. 
 
Further  study  is  required  to  make  a  full  in‐depth  analysis  of  the  multi‐site 
calibration  to  confirm  that  the  narrow  posterior  distributions  are  caused  by  the 
large amount of data only  that makes parameter uncertainty  small, and  that  the 
result  is  not  strongly  influenced  by  (sets  of)  plots  with  certain  (deviating) 
characteristics  or  specific  measurements.  We  have  noticed  in  the  singe‐site 
calibration that a few measurements with small uncertainty can strongly limit the 







we do  not  include  a model  error  term  in  the  computation  of  the  likelihood. To 
assess  the uncertainty  in model  structure, a Bayesian model  comparison of VSD 
could be used in which VSD is compared with, for example, more detailed models 
. Another way to assess the error due to model structure would be to run VSD at 
plots  with  completely  independent  validation  data  using  the  posterior 
distributions of the calibrated parameters obtained in this study and then compare 












Uncertainties  in  critical  loads  and  target  loads  of  sulphur  and 
nitrogen for European forests: analysis and quantification  
Reinds, G.J. & De Vries, W. 2009. Uncertainties  in critical  loads and  target 






nitrogen  for  182 European  forest  soils was  carried  out  using  the Very  Simple 
Dynamic  (VSD) model.  VSD was  calibrated with  a  Bayesian  approach  using 




pH  and  base  saturation. Calibration  also  narrowed  down  the  ranges  in  input 
parameters. The uncertainty analysis showed which parameters contribute most 
to the uncertainty  in the critical  loads and target  loads simulated by VSD. Base 
cation input by weathering and deposition, and the parameters describing the H‐




The denitrification  fraction,  fde,  is  the most  important  source of uncertainty  for 
the  maximum  critical  loads  of  N,  CLmax(N).  Nitrogen  (N)  uptake  and  N 
immobilisation determine the uncertainties in the critical load for N as a nutrient, 
CLnut(N). Calibration of VSD reduced the uncertainty in critical loads and target 
loads:  the  coefficient  of  variation  (CV) was  reduced  for  all  critical  loads  and 
criteria. After calibration, the CV for CLmax(S) was below 0.4 for almost all plots; 
however  for CLmax(N) high values occured  for plots with a high denitrification 












Critical  loads  of  nitrogen  and  sulphur  play  an  important  role  in  the  political 





on  specified  sensitive  elements  of  the  environment do  not  occur  according  to 
present knowledge”  (Nilsson  and Grennfelt,  1988)  are used  to  for quantifying 




be  derived  from N  addition  experiments  in  the  field  (empirical  critical  loads; 
(Bobbink et al., 2002).  
Critical  loads  indicate  the  sensitivity  of  ecosystems  to  acidification  and 
eutrophication, but do not provide any information on (the speed of) damage to 
these systems if deposition is above the critical load, nor about their recovery if 




evaluates  the effects of deposition changes on  soil and  soil  solution chemistry, 
and  is  thus  suited  to  evaluate  the  temporal  aspects  of  deposition  reduction 
scenarios  in view of  the desired chemical status of  the soil.  It  is also suited  for 





in model  structure  is  caused  by,  for  example, model  simplifications,  such  as 
assuming a homogenous soil  layer.   De Vries et al.  (1994a) showed  that critical 
loads are sensitive to the depth at which the chemical criterion is applied: critical 
loads at the bottom of the root zone are lower than at 10cm depth, mainly due to 
differences  in water  fluxes  and  the H‐Al  equilibrium. Uncertainties  in  critical 
loads due to in uncertainties in the chemical criterion can be substantial. Reinds 
et  al.  (2008a)  showed  in  an  analysis  for  Europe  and  northern  Asia  that  the 
uncertainty in the criterion for nitrate lead to major differences in critical loads. 






uncertainties  in  input  data  are  obtained  from  measurements,  whereas 






nitrogen  and  sulphur  for  182  monitoring  plots  in  Europe.  For  process 
parameters, such as chemical equilibrium constants, and input parameters, such 
as  atmospheric  deposition  of  nitrogen,  sulphur  and  base  cations, we  defined 
prior  distributions  based  on  site  measurements,  literature  data  and  on 
uncertainties  derived  from  a  Dutch  data  set  with  soil  and  soil  solution 
measurements (De Vries and Leeters, 2001). In this paper we refer to input data 
and  process  parameters  as  model  parameters.  The  uncertainty  in  the 
uncalibrated model was computed by sampling the prior distributions. We then 
applied  a  Bayesian  calibration  of  VSD  (Reinds  et  al.,  2008b)  from which we 
obtained  posterior  distributions  of  all  model  parameters.  The  uncertainty  in 
critical  loads  and  target  loads  from  the  calibrated  model  was  assessed  by 








VSD  (Posch  and Reinds,  2009)  is  a  simple  dynamic model  that  simulates  soil 
solution chemistry and cation exchange pools. It consists of a set of mass balance 
equations,  describing  the  soil  input‐output  relationships  of  ions,  and  a  set  of 
equations  describing  the  rate‐limited  and  equilibrium  soil  processes.  The  soil 
solution  chemistry  in VSD  depends  solely  on  the  net  element  input  from  the 
atmosphere  (deposition minus  net  uptake minus  net  immobilisation)  and  the 





described  by  assuming  complete  mixing  of  the  element  input  within  one 





























(2)  critleuwdepdepmax ANCBcBCClBCSCL ,)( −−+−=   
 
as  long  as N  deposition  is  smaller  than  the  sum  of  the N  sinks,  termed  the 
minimum critical load of N. The minimum critical load for N equals the sum of 





















The chemical criterion used  to compute  the critical  load determines  the critical 
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with KAlox as the equilibrium constant. The exponent α ≡ expAl is often set to 3, so 





(6)  )1(][)( deaccuimnut f/NQNNNCL −⋅++=  
 
with Q being the water flux leaving the rootzone (m yr‐1) and [N]acc the acceptable 
nitrate  concentration  in  soil  solution. Equation  6  implies  that  a  critical  nitrate 
concentration must  be  defined,  related  to  for  example  the  risk  of  changes  in 
understory vegetation. 
We calibrated  the N  immobilization by defining  it as a  fraction of net N  input 
(Ndep‐Nup) and calibrating the immobilisation fraction, fim, according to: 
 
(7)  )( udepimim NNfN −⋅=  
 
Target  loads  are  obtained  by  running  VSD  in  an  iterative  mode  to  find  the 
deposition  (path)  that  produces  a  prescribed  chemical  status  (e.g. Al/Bc=1  or 
ANC=0)  in a specified  target year   (Posch et al., 2003; Posch and Reinds, 2009). 
As with critical loads, pairs of N and S deposition are determined that result in 
the  desired  chemical  status  in  the  target  year. All  pairs  define  the  target  load 
function (TLF) in the (Ndep,Sdep) plane, in the same way as critical loads define the 
critical  load  function.  Different  TLFs  are  obtained  for  different  target  years; 
target loads increase with increasing target year and the target load approaches 
the  critical  load  function when  the  target  year moves  towards  infinity.Target 
loads are only required  if neither  the current deposition nor a reduction  to  the 
Chapter 4  Uncertainty analysis 
83 







the  critical  load  is  required  for  attaining  the  desired  chemical  state  in  a 
specific year (Case 2) 
‐ no  target  load exists,  i.e. even at zero deposition  the soil cannot recover  in 
time (Case 3) 
In this paper, target loads were computed using the year 2050 as the target year 
and  2020  as  the  year  in  which  all  measured  to  reduce  acid  deposition  are 
implemented. As opposed to critical loads, target loads include the effect of finite 
buffer  processes  such  as  cation  exchange. Hence,  also  the  uncertainty  in  the 





An overview of  the parameters needed  to run VSD can be  found  in Posch and 
Reinds (2009). In contrast to the study by Reinds et al. (2008b) who used a subset 
of these parameters for calibration, in this study all VSD parameters were subject 
to  calibration,  except  for  the  thickness of  the  rooting  zone,  soil water  content, 
CO2 pressure in the soil and acid deposition. Acid deposition was not calibrated 
as it is only used to initialize VSD for target load computations. Thickness of the 
rooting zone was assumed constant as  this  is  the depth at which we want  the 
chemical criterion to be met and  is thus not a real model parameter. Soil water 




sufficient data  on  soil  solution,  soil  solid phase,  forest  growth  and deposition 
were  available.  The  plots mainly  consist  of  pine  (43  plots),  spruce  (80  plots), 
beech (29 plots) and oak forest (21 plots). Most of the plots cover about 0.25 ha. 
Measurements  from  surveys on  soil  condition and  forest growth were used  to 
obtain VSD model  input data such as soil cation exchange capacity  (CEC), soil 







parameters measured at  the  site  (such as CEC and base  cation deposition)  the 
mean of the prior was set to the measured value and a standard deviation was 
set  according  to  expert  knowledge.  For  model  parameters  that  cannot  be 
measured directly (such as exchange constants), values for the prior distributions 
were derived from literature and from a  data set with 150 Dutch forest plots (De 












solution  are  strongly  influenced  by  reactions  with  organic  pools  and  by  the 
kinetically constrained dissolution of Al hydroxides and silicates (Dahlgren and 
Walker, 1993; Berggren and Mulder, 1995; Van der Salm and De Vries, 2001). To 
account  for  this  non‐gibbsite  behaviour,  both  KAlox  and  the  exponent  α were 
calibrated. The prior distributions of the Al dissolution parameters were derived 
by using Al and H concentrations measured  in bottom of  the  rootzone  (30‐100 
cm depth) of 292 forested Dutch soils (227 sand, 32 loess and 34 clay soils).   













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The  uncertainty  in  the  denitrification  fraction was  assessed  from  results  of  the 
DNDC model (Li et al., 1992), in which total denitrification or N emission from the 
soil is derived as the sum of N2O, NO and N2 emissions. The way in which N2O 
and  NO  emissions  for  European  forest  soils  were  calculated  with  DNDC  is 
described in Kesik et al. (2005). 
 
Using  the result of DNDC  for Europe, denitrification  fractions were derived as a 
function of clay content while constraining the results to plots where N emission is 
less  or  equal  than  N  deposition  (Table  2).  The  results  show  increasing 
denitrification  fractions  as  a  function  of  clay  content,  illustrating  the  effect  of 
increasing  soil  wetness.  The  denitrification  fraction  was  derived  as  total  N 
emission divided by N deposition, which is not equal to the denitrification fraction 
in VSD, which  is  related  to  the net N  input. However,  since net uptake was not 
calculated in DNDC, we used this approach to get an estimate of the denitrification 
fractions. The average denitrification fractions for various texture classes in Table 2 
are  in  reasonable  accordance with denitrification  fractions  given  in UBA  (2004), 
and  were  therefore  used  to  define  the  prior  distribution  of  the  denitrification 
fraction. 
 





    Average  St dev  min  Max 
Sand  <10  0.15  0.17  0  1 
Loam  10‐18  0.24  0.19  0.0011  1 
Clay  18‐25  0.24  0.23  0.0013  1 
Heavy clay  >25  0.47  0.38  0.033  1 
 
Immobilisation fraction 
A prior distribution  for  the  immobilisation  fraction  fim was  obtained  from  the N 
budget at 150 Dutch forest plots (De Vries and Leeters, 2001). Results indicate that 
on average about 64% of the net N input is immobilized. Only a weak relationship 
of  fim with  tree  species  and C/N  ratio was  observed. This  is  in  accordance with 











class  and  soil  texture  at  the plots were  obtained  from  the monitoring data. The 
uncertainty  (in %  standard deviation)  assigned  to  the  five  texture  classes  is  also 
given in Table 3. The uncertainty is based on research by Van de Salm (2001) on the 
regional  variation  in  weathering  rates  of  sand,  loess  and  clay  soils.  The 
uncertainties  are  mainly  based  on  uncertainties  in  relationships  between 









Sand   1 Coarse  Clay < 18%  125‐375  75 


























the model  to  the  target year with varying depositions until  the desired chemical 
state in the target year is obtained. We initialized VSD in 1880, assuming the soil to 
be in equilibrium with (atmospheric) inputs and ran it until 2010. Time patterns in 
















VSD  was  run  using  a  Monte  Carlo  approach  by  sampling  from  the  prior 
distributions  and  computing  likelihoods  based  on  the  comparison  of  model 
outputs with measurements of  soil  solution  chemistry. The posterior probability 
for a parameter set increases with an increased prior probability and an increased 
likelihood,  i.e. when  the  selected parameter  set has a  large prior probability and 
when  the  model  is  able  to  reproduce  the  measurements  with  these  parameter 
settings.  To  calculate  the  posterior  distribution,  a  Markov  Chain  Monte  Carlo 
algorithm was used, known as the Metropolis‐Hastings random walk (Robert and 
Casella, 1999).  In  this method,  the multi‐dimensional parameter space (where the 
number  of  dimensions  equals  the  number  of  uncertain  model  parameters)  is 
explored by stepping  through  that space and  running  the model  for each visited 
point. If, for a new point, the product of prior probability and  likelihood exceeds 
that of the previous point, the new point  is accepted. The  likelihood  is computed 
by comparing model output with measurements.  If  the  ratio of new and current 
products of the prior and likelihood is between 0 and 1, the new point can still be 
accepted,  but with  a probability  equal  to  that  ratio. The  algorithm  is  inherently 
stochastic  since  candidate  points  that  perform  (somewhat) worse  than  previous 
points  can  still  be  accepted.  If  the  candidate point  is not  accepted,  the previous 




arbitrary  starting position. The  first  chain was  started  at  the mean of  each prior 








To  compare  the  calibrated with  the uncalibrated model, 27,000  simulations were 
made  with  VSD,  for  which  the  parameter  values  were  obtained  by  random 
sampling from the prior distributions but with a fixed exponent α = 3 in the H‐Al 
equilibrium; results were compared with critical  loads  from  the calibrated model 
using the same model settings.  
The  performance  of  the  calibration  was  further  evaluated  by  comparing  the 
Normalized  Root Mean  Square  Error  (NRMSE)  of  the  output  of  the  calibrated 
model  versus  the  uncalibrated  model.  NRMSE  is  the  square  root  of  the  mean 







VSD, sampling  from  the posterior distributions of  the  input parameters obtained 
from  the model  calibrations.  For  each  plot,  the mean  and  the  5th,  50th  and  95th 
percentiles of CLmax(S), CLmin(N), CLmax(N) and CLnut(N) were computed as well as 
the  standard deviation and  the  coefficient of variation  (CV), defined as  the  ratio 
between the standard deviation and the mean.   
Because SMB (the steady state version of VSD) is almost linear, the contribution of 
each  single  parameter  to  the  uncertainty  can  be  analyzed  using  a  standardized 


















with y being the model output  (critical  load or  target  load), x1… xk are  the model 
parameters, Sy and the Sx‘s are the standard deviations of y and xk, and βk (k = 1,..,p) 






The  standardized  regression  coefficients  indicate  the  relative  importance  of  a 
parameter xk  in  explaining  the variability of  the model output y. Only when  the 
regression  model  gives  a  good  fit,  equation  (8)  can  be  used  to  indicate  the 














Calibration  reduced  the uncertainty  in model parameters. For  the denitrification 
and  immobilisation  fractions,  fim  and  fde,  the  standard deviation of  the  calibrated 
values  was  smaller  than  a‐priori  assumed  (Figure  1a).  For  fim  the  standard 
deviation is below 0.20 for 90% of the plots whereas a‐priori a standard deviation 
of 0.24 was assumed for all plots. The standard deviation of fde reduced from values 
between  0.17  and  0.38 depending  on  soil  texture  class  to  average  value  of  0.16. 
Calibrated values for  fim varied between 0.20 and 1.0, but at most plots more than 
65%  of  the  net N  input  is  immobilized  (fim  >  0.65).  For  sandy  and  loamy/clayey 
































fde / fim, posterior standard deviation

































underestimate  for many of  the plots,  indicated by  the higher mean BCw  from  the 
posterior distributions. For plots with  intermediate weathering rates (around 0.15 
eq.m‐2  yr‐1),  both  higher  and  lower  average weathering  rates  followed  from  the 




2.7  and  3.0  for  clayey  soils. A  comparably  strong  correlation was  found  for  this 
data set based on a regression of the [H] and [Al] observations at the plots (Reinds 
et al., 2009). 





















a  standard  deviation  of  1.6.  The  average  standard  deviation  of  expAl was  0.30 







using  a normal prior distribution  for  lgKAlox   with  a mean value  of  8.13  and  a 






(solution)  chemistry  (Figure  3).  The NRMSE  strongly  reduced  for  pH  and  base 
saturation (Bsat) and reduced for Al and nitrate concentrations.  


























































































































than  those with  Al/Bc=1.  This  is  consistent with  the  results  from  Reinds  et  al. 





Percentile  Al/Bc=1 criterion  ANC=0 criterion   
  CLmax(S)  CLmax(N)  CLmax(S)  CLmax(N)  CLmin(N)  CLnut(N) 
5  659  1393  4  502  181  246 
10  794  1595  83  571  239  312 
25  1156  2426  193  846  371  556 
50  1636  4132  368  1530  792  970 
75  3508  8411  671  2618  1165  1387 
90  5339  19438  1375  4949  1485  1836 
95  9670  31247  1815  8754  1606  2124 
 
The relation between the two chemical criteria can be illustrated by computing the  
ANC  at  each  plot  equivalent  to  Al/Bc=1  and  the  value  of  Al/Bc  equivalent  to 
ANC=0.  For  almost  all plots,  a  value  of ANC=0  is  equivalent  to  an Al/Bc  value 
smaller than one (i.e. more stringent than Al/Bc=1) and Al/Bc=1  is equivalent to a 
negative ANC  for almost all plots  (i.e.  less stringent  than ANC=0),  showing  that 
ANC=0 is clearly the more stringent criterion (Figure 4).  

























Al/Bc equivalent to ANC=0 (mol.mol-1)

























ANC equivalent to Al/Bc = 1 (eq.m-3)  








The  minimum  critical  load  for  nitrogen,  CLmin(N),  ranges  from  about  200 








The  maximum  critical  load  for  sulphur,  CLmax(S),  for  Al/Bc=1,  ranges  from 
approximately 700 eq ha‐1 yr‐1 for sensitive sandy soils with low weathering rates to 
> 5000 eq ha‐1 yr‐1  for  rich clayey soils. Because  the maximum critical  load  for N, 






For  the ANC=0  criterion, CLmax(S)  values  near  100  eq  ha‐1  yr‐1  are  calculated  for 
sensitive  sandy  soils, while  the  insensitive  (rich,  clayey)  soils  have  critical  load 






The  contribution  of  uncertain  parameters  to  the  uncertainty  of  critical  loads 
depends  on  the  chemical  criterion  chosen  (Al/Bc=1, ANC=0)  and  on  the  type  of 
critical load (CLmax(S), CLmin(N), CLmax(N)). Because CLmin(N) consists of N uptake 
and N  immobilisation only,  all uncertainty  stems  from  these  two parameters. N 
immobilisation contributes most to the uncertainty for 60% of the plots, at 40% of 
















Table  5.  Percentage  of  plots  for which  a  parameter  is  one  of  the  five most  important  sources  of 
uncertainty with Al/Bc=1 as the criterion. 
  Rank  
Parameter  1  2  3  4  5 
  CLmax(S) 
lgKAlox  20.6  21.3  22.1  5.1  15.4 
expAl  9.6  20.6  15.4  20.6  11.0 
Cadep  10.3  11.0  14.7  16.2  18.4 
Mgdep  0.0  11.8  3.7  7.4  13.2 
Kdep  32.4  13.2  14.0  14.7  12.5 
Cau  1.5  8.8  2.9  14.7  11.8 
Ku  0.7  0.0  2.9  1.5  3.7 
BCw  25.0  13.2  24.3  19.1  9.6 
Q  0.0  0.0  0.0  0.7  2.2 
  CLmax(N) 
lgKAlox  3.7  17.8  19.6  17.8  8.4 
expAl  1.9  10.3  15.9  15.9  16.8 
Ni  0.0  0.0  1.9  2.8  6.5 
fde  59.8  22.4  10.3  5.6  0.0 
Cadep  6.5  6.5  11.2  13.1  15.0 
Mgdep  0.0  4.7  8.4  1.9  7.5 
Kdep  20.6  15.0  11.2  15.0  13.1 
Nu  0.0  0.9  0.9  0.9  0.9 
Cau  0.9  2.8  7.5  1.9  15.9 
Ku  0.9  0.0  0.0  2.8  0.9 
BCw  5.6  19.6  13.1  22.4  14.0 
  CLnut(N) 
Ni  58.2  37.7  2.5  1.6  ‐ 
fde  1.6  9.8  83.6  4.9  ‐ 
Nu  40.2  52.5  3.3  4.1  ‐ 


















Base  cation deposition, N  immobilisation,  the H‐Al equilibrium  constants and N 
uptake mainly determine  the uncertainties  in TLmax(S) based on Al/Bc=1. Because 
target loads are computed using the dynamic version of VSD, also the uncertainty 
in  parameters  such  as  CEC  and  the H‐Bc  exchange  constant  contributes  to  the 





In  this section  the uncertainty of  the various  types of critcal  loads are quantified, 



















5  0.11  0.18  0.12  0.10  0.02  0.02 
10  0.13  0.20  0.13  0.12  0.05  0.05 
25  0.18  0.24  0.16  0.16  0.08  0.08 
50  0.25  0.31  0.23  0.20  0.13  0.15 
75  0.40  1.31  0.45  0.71  0.20  0.37 
90  0.71  9.36  1.18  7.94  0.27  2.16 











about  30%  of  the mean  value. Uncertainties  in CLmax(N)  are mostly  higher  than 
those of CLmax(S) because of the additional uncertainty in fde. Standard deviations in 
the average maximum critical  loads  for N and S are much  lower when using  the 
ANC=0 criterion  than when using  the Al/Bc=1 criterion, but even  for  the ANC=0 
criterion,  the  coefficients of variation of CLmax(S) and CLmax(N) are very high  for 
30% of the plots. The extremely high uncertainties up to 10, are related to the large 
impact  of  small  changes  in  fde  when  in  approaches  one.  CLmax(S)  for  sensitive 
ecosystems are mostly below 1500 eq ha‐1 yr‐1 (Slootweg et al., 2007). If we limit our 
analysis to plots with an average CLmax(S) below 1500 eq ha‐1 yr‐1, the uncertainty in 





Although  the  uncertainties  in  critical  loads  are  considerable,  they  have  been 
reduced by calibration (Figure 5). 
  
































































Calibration  caused  some  reduction  in  the  magnitude  of  the  critical  loads.  The 
median plot‐average CLmax(S) decreased from 2380 to 1800 eq‐1 ha ‐1 yr‐1, whereas for 
CLmax(N) it decreased from 4800 to 4300 eq‐1 ha‐1 yr‐1. 
The median CV of CLmax(S) and CLmax(N)  after  calibration was about half of  the 




calibration  was  below  0.5  for  almost  all  plots  whereas  CV  values  above  0.5 
occurred  at  about  30% of  the plots before  calibration,  and  exceeded  1.5  at more 
than  20%  of  the  plots.  The  gain  in  accuracy  is most  likely  caused  by  the much 
narrower posterior distributions of the gibbsite equilibrium constant for clay soils 
and  of  base  cation weathering.  The  uncertainty  in  calibrated CLmax(N) was  also 
lower, due to reduced uncertainty in for example fim, but it remained high at 50% of 
the plots, mainly because  the uncertainty  in  fde  is not much  reduced. Because  the 
measurements  at  the  plots  do  not  allow  a  targeted  calibration  of  fde,  posterior 
distributions  often  resemble  prior  distributions.  Uncertainties  in  critical  loads 





As  for  critical  loads,  target  loads  were  computed  with  VSD  using  model 
parameters drawn  from  the posterior distributions. Uncertainties  in  target  loads 
were computed only  for  those runs  in which a  target  load  lower  than  the critical 
load was  obtained. Because we  selected  a different  set  of model parameters  for 
each simulation, true target loads (Case 2; see section 2.1) may exist for only some 
of the 27,000 simulations. Comparing the number of Case 2 target loads with those 
of  Case  1  and/or  Case  3  provides  insight  in  the  robustness  of  the  target  load 
computations.  Here,  we  limit  ourselves  to  maximum  target  loads  for  sulphur, 
TLmax(S).  
Al/Bc=1 can be reached in 2050 for 70% of the plots with current deposition or with 







runs. Plots were  target  loads  are needed  to  arrive  at ANC=0  in 2050  are mainly 
located in central Europe (Figure 6). 
Comparing  target  loads with  critical  loads  shows  that  for  the ANC=0  criterion 
TLmax(S)  is  much  smaller  than  CLmax(S),  indicating  that  substantial  additional 
deposition  reductions  would  be  required;  on  average  the  TLmax(S)  is  half  of 
CLmax(S). For Al/Bc=1, TLmax(S)  is closer to CLmax(S), about 70% of  the critical  load 
value. Due  to  the uncertainties  in  the additional parameters  that VSD requires  to 




uncertainty  in  target  loads,  expressed  as  the  CV,  exceeds  that  of  critical  loads 
(Figure  7,  left). After  calibration,  the  percentage  of  runs where  target  loads  are 
required  for  ANC=0  in  2050  is  considerably  different  than  before  calibration 
(Figure 7, right). Before calibration, target loads are required in at least some of the 
















































Coefficient of variation, CV (-)

































Calibration  of  the  VSD  model  significantly  reduced  the  uncertainty  in  the 
maximum  critical  loads  for  S.  For  both  chemical  criteria  (Al/Bc=1, ANC=0),  the 
median CV was about compared to the uncalibrated model. A median CV of about 
20  to 30% was obtained after model calibration, using an H‐Al  relationship with 
variable exponent. Relative uncertainties  in  low and high critical  loads are about 
the same. Uncertainties  in critical  loads can be reduced by calibrating  the model: 





(Skeffington  et  al.,  2006),   with  the  CVs  between  20‐50%  for  4  sites  in  the UK 
(Skeffington et al., 2007),  with the uncertainty for four sites in China (Larssen et al., 
2000) and with the CV of 40% found by Li and McNulty (2007) for critical loads of 
acidity  in  the  US.    In  all  these  studies  attempts  were  made  to  include  the 
uncertainties  in  all  relevant model parameters, which make  them  comparable  to 
















but  for  the  base  cation  deposition  this  is  not  realistic.  The  uncertainty 
quantification  of  the  uncalibrated model  could  thus  be  improved  by  including 
correlations between some of  the  input parameters, such as  the deposition of  the 
various base cations. 
‐ We assessed  the uncertainty  in critical  loads and  target  loads due  to parameter 
uncertainty  and  choice of  chemical  criterion. Other  studies  also  showed  that  the 
choice and magnitude of the chemical criterion has a major effect on the magnitude 




critical  loads.  In  addition  to  the  uncertainties  in  critical  loads,  this  requires 
knowledge  on  the  uncertainties  in  S  and N deposition. The uncertainties  in  the 
exceedances are  largest when  the critical  loads and deposition are of comparable 





sources,  such  as  spatial  variability  in  soil  characteristics  (e.g.  soil  texture),  and 
would also require an analysis of spatial patterns in the calibrated parameters and 
if  these  patterns  can  be  related  to  environmental  factors.  If  so,  geostatistical 
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A critical  load data base was developed  for Europe and Northern Asia using  the 
latest data bases on soils, vegetation, climate and forest growth. Critical  loads for 
acidity  and nutrient nitrogen  for  terrestrial  ecosystems were  computed with  the 
Simple Mass  Balance model.  The  resulting  critical  loads  are  in  accordance with 
critical  loads  from  previous  global  empirical  studies,  but  have  a  much  higher 
spatial  resolution.  Critical  loads  of  acidity  are  sensitive  to  both  the  chemical 
criterion  and  the  critical  limit  chosen.  Therefore  a  sensitivity  analysis  of  critical 
loads  was  performed  by  employing  different  chemical  criteria.  A  critical  limit 
based on an acid neutralizing capacity (ANC) of zero resulted in critical loads that 
protect  ecosystems  against  toxic  concentrations  of  aluminium  and  unfavourable 






simple  modelling  approach.  Future  models  should  explore  other  nitrogen 
parameters  (such  as  nitrogen  availability)  instead  of  leaching  as  the  factor 
influencing vegetation changes in terrestrial ecosystems. 
 






During  the past  two decades, critical  loads of sulphur  (S) and nitrogen  (N) have 
been  used  as  an  indicator  of  ecosystem  sensitivity  to  acidification  and 
eutrophication under the Convention of Long‐range Transboundary Air Pollution 
(LRTAP) within  the United Nations Economic Commission  for Europe (UNECE). 
Starting with  the  Sulphur  Protocol  of  1994,  critical  loads,  as  part  of  integrated 
assessment modelling, were used in the negotiations on emission reductions (Bull 
et al., 2001; Gregor et al., 2001). More recently critical loads have also been used in 
the  revision  of  the  European  Commission’s  National  Emission  Ceilings  (NEC) 
directive (Amann et al., 2006). Critical load maps used for policy support in Europe 
consist  of  data  submitted  by National  Focal Centres  as well  as  of  critical  loads 
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based  on  models  applied  to  a  general,  European‐wide  background  database 
(Hettelingh et al., 1995a; Hettelingh et al., 2001; Hettelingh et al., 2007).  
Several  studies  have  determined  critical  loads  for  nitrogen  and  acidity  for 
terrestrial ecosystems at the European (De Vries et al., 1994b; Kuylenstierna et al., 
1998),  SE‐Asian  (Hettelingh  et  al.,  1995b), Northern Asian  (Bashkin  et  al.,  1995; 
Semenov et al., 2001) and global scale (Kuylenstierna et al., 2001; Bouwman et al., 
2002).  The  global  scale  studies  assigned  low  resolution  critical  loads  based  on 
literature data on ecosystem sensitivity, whereas the study by De Vries et al.(1994b) 
used  the  simple mass balance model.  In  recent years, high‐resolution data bases 
have become available  for  soils  (JRC, 2006),  land  cover  (Bartholome et al., 2002), 
climate  (New  et al., 1999, 2000) and  forest growth  (Schelhaas  et al., 1999). These 
data bases provide much more spatial detail  for Europe and Northern Asia  than 









studies  have  shown  that  the  choice  of  the  chemical  criterion  can  have  a  strong 
influence on critical load values (e.g. Hall et al., (2001a); Aherne et al., (2001; 2001a), 
for  the UK  and  Ireland),  and  on  critical  load  exceedances  (e.g. Holmberg  et  al. 
(2001)  for  Finland).  Similarly  a  recent  study  has  shown  that  the  widely  used 
nutrient nitrogen  limit of 0.2 mg N L  ‐1 related  to vegetation changes  in  forests  is 
applicable  for  Scandinavia  but  not  for Western  Europe  (De Vries  et  al.,  2007a). 
These authors suggested new limits for several forest and vegetation types. Finally, 
in  recent  years  the  (mostly) Asian  part  of  the UNECE  region  –  termed  EECCA 
(Eastern Europe, Caucasian and Central Asian) countries – as well as Cyprus and 
Turkey have become more  involved  in  the work under  the LRTAP Convention, 





Union.  In  addition,  uncertainties  in  the  regional  patterns  of  critical  loads were 








Critical  loads  were  computed  with  the  so‐called  Simple  Mass  Balance  (SMB) 
model, which  links deposition  to a  chemical variable  in  the  soil or  soil  solution, 
which can be associated with ecosystem effects; and the violation of specific values 
of such a variable  (the  ‘critical  limit’) can be  linked  to ecosystem damage.  In  this 
way deposition(s) are linked to a ‘harmful effects’: a low critical load implies a high 
sensitivity of the ecosystem to deposition, and vice versa. The critical load of S and 
N  acidity  is not  a  single value, but  a  trapezoidal  function  in  the N‐S‐deposition 
plane  characterised  by  three  quantities,  CLmax(S),  CLmin(N)  and  CLmax(N).  For  the 
eutrophying  effect  of N,  the  critical  load  is  given  as  a  single  number,  CLnut(N). 
These quantities are derived in the Appendix and are illustrated in Figure 1. In this 
paper we  specifically  look at  the distribution of CLmax(S) – also called  the critical 










Figure 1. Critical  load  function  of  sulphur  and nitrogen, defined by  the  three  quantities CLmax(S), 
CLmin(N) and CLmax(N) of the acidity critical loads and the critical load of nutrient N, CLnut(N) . The 









results  in  a  steady  state  in  an  ecosystem  compartment  (e.g.  soil,  groundwater, 
plant)  that does not exceed  the selected critical  limit,  thus preventing  ‘significant 
harmful effects on  specified  sensitive elements of  the environment’  (Nilsson and 




aluminium  to  base  cation  ratios)  have  been  used  to  derive  critical  loads  with 
simple steady‐state models. The relationship between  these critical  limits and the 
‘harmful  effects’  is one of  the  largest  sources of uncertainty. For  surface waters, 
there  is  a  clear  relationship  between  damage  (fish  dieback)  and  critical  loads 
exceedance  (Jensen and Snekvik, 1972; Dickson, 1978; Henriksen et al., 1989), but 
for  terrestrial  ecosystems  the  correlation  is  less  convincing,  although damage  to 
tree crowns has been recorded in association with exceedance of critical loads (e.g. 
Nelleman and Frogner, 1994). One reason may be that effects are mainly invisible, 
such  as  effects  of  aluminium  (Al)  on  fine  root  growth.  Several  authors  have 
doubted  the  validity  of  the widely‐used  critical  Al/Bc  ratio  as  an  indicator  for 










N  loads  with  the  SMB  model  is  not  a  valid  option:  De  Vries  et  al.  (2007) 
demonstrated  that  it  is  possible  to  define  several  associated  ‘critical’  N 
concentration  ranges  for  various  ecosystems  in Europe  to protect  for  vegetation 






















































for  soils  poor  in  base  cations  (such  as  podzols)  to  about  30%  for  richer  soils. 








describing  climatic  variables,  base  cation  deposition  and  weathering,  nutrient 





used  for  Europe  (Slootweg  et  al.,  2005;  Slootweg  et  al.,  2007).  For  the  EECCA 
countries we  used  the Global  Land Cover  2000  project map  at  1  km  resolution 
(Bartholome  et  al.,  2002).  Only  forests  (EUNIS  code  ‘G’)  and  (semi‐)natural 
vegetation (codes ‘D’, ‘E’ and ‘F’) were considered in this study. 
(b) Soils: The European Soil Database v2 polygon map (JRC, 2006) at a scale 1:1M 
was used  for Europe  including  the entire Russian  territory, Belarus and Ukraine. 
For  the other CIS  (Commonwealth of  Independent States)  countries, Turkey and 
Cyprus the less detailed FAO 1:5M soil map (FAO, 1988) was selected. 
(c) Forest growth: Average forest growth was derived from an updated data base of 
the European Forest  Institute  (EFI), which  contains growth data  for  a variety of 
species and age classes in about 250 regions in Europe (Schelhaas et al., 1999). This 
map was combined with a map of 74 administrative  regions  in Russia  for which 
forest  stock  data  are  provided  by  Alexeyev  et  al.  (2004).  For  other  CIS  States, 






1 km2  reducing  their number  to 1.3 M but occupying 96% of  the  total area. One 
simulation was performed with all units included to determine the effect of leaving 
out the very small units on the distribution of critical loads. 






drainage  class.  Six  texture  classes  are  defined,  based  on  clay  and  sand  content 
(FAO‐UNESCO,  2003).  The  drainage  classes,  which  are  used  to  estimate  the 
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cambisols  (about  13%)  and  regosols  and  podzoluvisols  (Table  2).  Whereas  in 





















There  are  inaccuracies  in  these  estimates,  because  the  soil map  consists  of  soil 
associations. The map overlay thus gives an area for each association, not for each 
soil  type.  Vegetation  has  been  assigned  evenly  to  all  soil  types  within  the 
association, which  in reality will not always be the case. Nevertheless, a previous 
study showed  that an uneven allocation of  forests,  in which  they are assigned  to 












were derived  from  a high  resolution European data base  (New  et  al., 1999)  that 
contains monthly values for the years 1901‐2001 for land‐based grid‐cells of 10’×10’ 
(approx.  15×18  km  in  central  Europe).  For  sites  east  of  32°,  a  coarser  0.5°×0.5° 
global database from the same authors was used (New et al., 2000). 
Evapotranspiration was  calculated with  a  sub‐model used  in  the  IMAGE  global 
change  model  (Leemans  and  Van  den  Born,  1994)  following  the  approach  by 
Prentice  et  al.  (1992,1993).  Potential  evapotranspiration  was  computed  from 
temperature,  sunshine  and  latitude.  The  effect  of  snow  cover  on 
evapotranspiration was  included  by  simulating  accumulation  and melting  of  a 
snow  layer  at  each  site  using  the  temperature  and  precipitation  data.  Actual 
evapotranspiration was  then  computed  using  a  reduction  function  for  potential 
evapotranspiration based on  the available water  content  in  the  soil described by 
Federer  (1982). Soil water content  is  in  turn estimated using a simple bucket‐like 
model that uses water holding capacity and precipitation data. The available water 
content (AWC) and the water content at wilting point were estimated as a function 
of  soil  type  and  texture  class  according  to  Batjes  (1996).  Batjes  (1996)  provides 
texture  class  dependent AWC  values  for  FAO  soil  types  based  on  an  extensive 
literature review and developed a transfer function to compute wilting point from 
soil  texture  and  soil  organic  carbon  content.  A  complete  description  of  the 
hydrological  model  (without  the  snow  module)  can  be  found  in  Reinds  et  al. 
(2001). 
The  critical  load  models  implicitly  assume  free  draining  soils.  Large  areas  of 
Northern Russia, however, have shallow permafrost where the critical load model 
in  its present  form  cannot  be  applied. Therefore,  soils  in  areas with  an  average 
monthly  temperature below zero  for at  least eight months of  the year have been 






dispersion  model  for  base  cations  (Van  Loon  et  al.,  2005).  For  northern  Asia 
calcium (Ca) deposition was taken from a global map computed with a model of 
Tegen and Fung (1995) using estimates of soil Ca content (Bouwman et al., 2002). 
Comparing  the  spatial  patterns  of Ca  deposition  of  the  European map  and  the 
global map,  it  is  clear  that  the  global Ca map  underestimates  the deposition  in 
Europe by at  least a  factor of  two. This underestimation was also  recognized by 
Lee et al.  (1999) who attribute  the difference mainly  to  the  fact  that  they did not 
include  all  important,  local,  sources  of Ca  in  their modelling. Using  both maps 
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would  thus  lead  to  a non‐smooth  transition  in BC deposition  in  eastern Europe. 
Since  the European map does  include  all  sources  (natural  and  anthropogenic)  it 
was taken as the reference and the Ca from the global were multiplied by two to 
generate  a  consistent  deposition  pattern  over  the  entire  modelling  area  in  the 
combined map.  
Magnesium  (Mg)  and  potassium  (K)  deposition  are  also  needed  in  the  EECCA 
countries;  relationships  between Ca  deposition  and Mg  and K  deposition were 
derived  on  the  basis  of measurements  at  95  EMEP/CCC monitoring  stations  in 
Europe (Hjellbrekke et al., 1997). Because of the different origin of base cations, the 
spatial patterns in these ratios are far from constant. In southern areas Bc input is 
dominated  by  Ca  from  Saharan  dust, whereas  in Northern  Europe Mg  and  K 








deposition  thus  increases with  increasing Ca  deposition  and  strongly  decreases 
with  distance  from  the  coast.  K  deposition was  estimated  as  a  function  of  Ca 
deposition, Cadep (in eq ha‐1 yr‐1), and latitude, Ylat (in degrees): 
 
(2)  YlatcCabaK depdep ⋅+⋅+=  
 
Regression  yields  a=–95.1,  b=0.2419  and  c=1.731  with  r2  =  0.552;  K  deposition 
increases with increasing Ca deposition and with latitude. 
Weathering of base  cations was  computed  as a  function of parent material  class 
and  texture class and corrected  for  temperature, as described  in (UBA, 2004). For 
Europe and all of Russia parent material was obtained from the 1:1M soil map and 
for the rest of the territory as a function of soil type as described by De Vries (1991). 














kg.m‐3  and  650  kg.m‐3  as  well  as  branch‐to‐stem  ratios  of  0.15  and  0.20  for 
coniferous  and  deciduous  trees,  respectively,  have  been  used  (Kimmins  et  al., 
1985).  For  mixed  forests  the  averages  of  these  values  were  applied.  For  other 
(semi‐)  natural  vegetations,  net  uptake  was  set  to  zero  assuming  that  no  net 
removal of N and Bc occurs. 
Forest  growth  for  Europe was  derived  from  the  EFI  database  (Schelhaas  et  al., 
1999)  that  provides measured  growth  data  for  about  250  regions  in  Europe  for 




land  from  available data  sources,  tabulated  for  74  administrative  regions within 
Russia. Alexeyev et al. (2004) provide areas per region of conifers forest, deciduous 
hardwood and deciduous softwood forests for the age classes young, middle‐aged, 





curve.  For  the  other  CIS  states,  growth  rates  were  obtained  from  Prins  and 
Korotkov (1994), who provide the growing stock per hectare. Assuming an average 






the distribution  of  species  over Turkey  to  arrive  at  growth  rates per  region per 
species  group  (conifers,  broadleaves).  For  Cyprus  a  crude  approximation  of  an 





The denitrification  fraction,  fde, was computed as a  function of  the soils’ drainage 
status (Reinds et al., 2001) and varies between 0.1 for well drained soils to 0.8 for 
peaty soils. The long‐term net N immobilization was set at 1 kg N ha‐1a–1, which is 







measurements  of  Al  concentration  and  pH  at  about  150  European  forest 




















where ΔH  is  the  reaction  enthalpy  (=–95490  J.mol‐1),  R  the  gas  constant  (=8.314 
J.mol‐1.K‐1) and T0 (=10°C) is a reference temperature. The same database was used 
to derive a  relationship between DOC  concentration and  soil pH and  texture.  In 
turn,  estimates  of  soil  pH were  obtained  from  an  extensive  soil  data  base with 
about 6000 soil profiles  in Europe (Van Mechelen et al., 1997) and a data base for 
the Russian territory (Stolbovoi and Savin, 2002). The same datasets were used to 
















Leaching  fluxes vary  from  less  than  100 mm yr‐1  in  arid  regions  such  as  central 
Spain, central Turkey and large parts of the southern CIS states to >300 mm yr‐1 in 
areas with high precipitation  such  as  along  the west  coast of Europe  and  along 
many mountain ranges (Figure 3a). The uncertainty in the leaching flux is linked to 
the reliability of the climate data: values in western Europe are more certain than 
those  in  the EECCA area, as  the density of  rainfall  stations used  to  estimate  the 
grid rainfall is much higher in Europe than in the EECCA area (New et al., 1999). 
Median base  cation deposition  shows  a  strong north‐south gradient with values 
>600 eq ha‐1 yr‐1 in southern Europe and the southern parts of the CIS states, caused 
by  high  dust  input  from  nearby  desert  areas,  and  very  low  values  of  <200 
eq ha‐1 yr ‐1  in  the  northern  part  of  the modelled  area  (Figure  3b).  The map  also 
























High  weathering  rates  (>1000  eq  ha‐1  yr‐1)  are  confined  to  regions  with  soils 
developed on volcanic materials and especially  in areas dominated by calcareous 
soils that occupy parts of Spain, France, Hungary, large parts of Turkey and most 




40% calcium carbonate equivalent  (FAO, 1988). This  is also reflected  in  the  forest 
growth rates  in  this region  in eastern Russia which are somewhat higher  than  in 


















Net  uptake  of  nitrogen  and  base  cations  in  forest  ecosystems  is  determined  by 
nutrient contents and growth rate. Median growth rates of forests show the well‐
known pattern in Europe were high growth rates are found in central Europe were 
climate,  site  quality  and  intensive management  allow  highly  productive  forests 





territory growth  rates are generally  low  (1–3 m3 ha‐1 yr‐1), although  relative high 
forest productivity can be  found  in  the areas west of  the Ural mountains and  in 
Georgia. 
Very  low growth rates  (<0.5 m3 ha‐1 yr‐1) occur  in arid regions such as Tajikistan, 
Turkmenistan and Uzbekistan. Growth rates for Russia are somewhat uncertain as 
they were derived indirectly from growing stock data. For the other CIS states and 
Cyprus, where only one growth  rate per  country  could be assigned,  the growth 
data  do  not  represent  the  spatial  variability  in  growth  rates.  Although  the 











parts  of  the CIS  states  (Figure  5a).  For  calcareous  soils CLmax(S)  has  been  set  to 
10,000  eq  ha‐1  yr‐1,  representing  the  very  high  weathering  rates  in  such  soils. 
Furthermore,  high  critical  loads  are  found  in  areas  with  high  acidity  leaching 
(areas with a high precipitation surplus) such as along the coast of north‐western 
Europe. Such high acidity  leaching due  to high base cation  (especially Mg)  input 
from  sea  salts  is  considered  inappropriate  by  some  authors,  who  have  used 
alternative criteria, for example, pH in Ireland (Aherne et al., 2001) and Ca/Al ratio 
in  the UK  (Hall  et  al.,  2001a). Lowest  critical  loads  are  found  in  areas with  low 




for  forests  and  heath  land/tundra  are  very  similar  (Figure  5b).  For  the  heath‐
lands/tundra a larger fraction is located on calcareous soils, illustrated by the larger 
fraction of CLmax(S) of 10,000 eq ha‐1 yr‐1. Grasslands generally have higher critical 
loads  because  they  occur  on  richer  soils  than  forests  and  heath‐lands/tundra: 
average computed weathering rates for grassland soils are about twice as high as 








































The  minimum  critical  load  of  N  (see  Figure  1)  consists  of  the  long‐term 
immobilization  and  net  uptake.  Because  we  assumed  no  removal  of  growing 
material  from  natural  vegetations  such  as  grasslands  and  heath  lands,  the 
minimum critical N load consists of the fixed N immobilisation of 1 kg N per year 
(=71  eq  ha‐1  yr‐1)  only.  For  forests,  net N  uptake  is  accounted  for  and  CLmin(N) 
ranges between 150 eq ha‐1 yr‐1 in low productive areas to about 600 eq ha‐1 yr‐1 in 
regions with high forest growth. 
The  critical  load of nutrient N, CLnut(N),  is  computed  from CLmin(N) by adding a 
critical  N  leaching  and  denitrification.  Average  critical  nitrogen  concentrations 
were  set  to 0.2–0.4 mg N L‐1  for  forests, 3 mg N L‐1  for natural grassland  (UBA, 
2004) and 4 mg N L  ‐1  for heath  land  (De Vries et al., 2007a). Figure 6a show  the 
spatial  patterns  in  CLnut(N).  Highest  critical  loads  are  confined  to  regions 
dominated by grass and heath lands with a high precipitation surplus, leading to 
high N  leaching rates. Such regions are  Ireland,  the western parts of  the UK and 
Norway, northern Spain and the region along the Adriatic coast. Low critical loads 
are found in arid regions were N leaching is low such as in the southern part of the 




















































To  reduce  computing  time  and  to  eliminate  spurious  polygons  from  the  map 
overlay that may be due to map inaccuracies, only receptors of at least 1km2 were 
included  in  the modelling. To determine  the effect of  this cut‐off, one simulation 
was made with all 3.8 million receptors. Results show that only  in about 4–5% of 
the EMEP grid cells the 5th percentiles of CLmax(S) and CLnut(N) differ by more than 
5%  from  the 5th percentile values based on all 3.2 million data points and  that  in 
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To  test  the  sensitivity  of  the model  to  the  chemical  criterion used,  a  number  of 
simulations were made with  the  criteria  listed  in Table  1. Results  are  shown  in 
Table 3  that  lists  the 5th percentiles and median values of CLmax(S) per  region  for 
non‐calcareous soils.  
 
Table  3.  5th  percentile  and median  values  for CLmax(S)  for  non‐calcareous  soils  in  six  regions  for 







Al/Bc Al  Bsat ANC Al & 
Al/Bc







373  394 93  157  444  571  2208  1292 1028 893  2272  2898  113497 
Other CIS 
   states 
1529  953 698  610  1572  1692  2944  1561 1599 1184  2948  2617  34124 
Russia  242  278 70  137  351  613  1199  925  634  505  1231  1501  527848 
Scandinavia  244  583 16  69  587  326  879  1080 248  357  1233  1177  142760 
Western 
   Europe 
619  628 91  231  741  616  2913  1892 1131 1075  3050  3229  111328 
Southern 
   Europe 
977  745 310  392  1063  979  2805  1665 1213 1115  2824  3094  130214 
 
For most regions the Al/Bc and combined Al&Al/Bc criteria yield about the same 
critical  loads.  Exceptions  are  the  5th  percentile  critical  loads  in  Russia  and 
Scandinavia which  have  a  low  base  cation  input,  and  therefore  an Al/Bc  based 
critical  load  can  be  very  low  because  of  low  base  cation  concentrations,  even 
though the associated Al concentration is (far) below the critical value of 0.2 eq.m‐3. 
In  such  cases  the  critical  load  is  determined  by  the  Al  concentration  alone, 
resulting in a higher critical load than the Al/Bc‐based critical load. 
Using a critical Al concentration alone  instead of Al/Bc  to compute critical  loads 


























































15%  as  critical  limit  are  even  lower  than 
those  computed  from  a  critical  Al 
concentration  (Table  3).  Especially  in 
Scandinavia  the  base  saturation  criterion 
leads  to very  low  critical  loads due  to  the 
very  low base  cation  input:  in  these poor, 
sandy soils the equilibrium base saturation 
with no acid input at all would be less than 
15%.  The  average  base  saturation  for  the 
sensitive  receptors  per  EMEP  cell 
equivalent to an ANC concentration of zero 
is shown  in Figure 8. For Scandinavia and 
Northern  Russia  the  equivalent  base 
saturation at ANCle=0 would be about 10% 




















which  was  considered  to  be  representative  for  forests.  This  limit  was 
recommended  as  the  concentration  in  soil  solution  above  which  vegetation 
changes  in  the under story of forests could occur  (UBA, 2004). A recent study on 
critical limits for critical loads of nitrogen (De Vries et al., 2007a) revealed that such 




results  from  the  Netherlands,  the 
authors  therefore  suggest  that  higher 
limits  of  about  3‐6  mg  N  L‐1  for 
Western  Europe  may  be  used.  The 
choice  of  the  critical  concentration 
strongly  determines  the  relative 
importance  of  N  removal  and  N 
leaching  in  the  critical  load. The  ratio 
(Nu+Ni)/Nle  as  a  function  of  forest 
growth  rate  and  critical  N 
concentration,  [N]acc,  is  shown  in 
Figure  9.  In  this  example Q=300 mm 
yr‐1,  fde  =  0, Ni=1  kg N ha‐1  and  the N 
content  in  stem  wood  is  set  at  1.15 




leaching  is  unimportant  compared  to  N  uptake  at  such  low  critical  N 
concentrations.  For  [N]acc=0.3  eq.m‐3  (=  4.2 mg N  L‐1)  leaching  and  removal  are 
Figure 9. Ratio  (Nu+Ni)/Nle as  a  function  of 






















almost equal at a growth  rate of 10 m3 ha‐1 yr‐1, but  leaching dominates at  lower 
growth rates. At a growth rate of 2 m3 ha‐1 yr‐1, N leaching is five times higher than 
N removal. 
Comparing  the  cumulative  frequency  distributions  of  CLnut(N)  for  forests  in 
western Europe, using the critical limits of 0.2 mg N L‐1 for conifers forest and 0.3 
mg  N  L‐1  for  deciduous  forests,  with  CLnut(N)  using  the  limit  of  3  mg  N  L‐1 
(specifically  suggested  for  non‐Nordic  forests)  shows  an  obvious  increase  in 
CLnut(N) with higher concentrations  (Figure 10):  the median value over Europe  is 
930 eq ha‐1 yr‐1 which  is about  twice as high as  the median value computed with 
the  lower critical concentrations. The  ratio between  the 5th percentile CLnut(N)  for 
each EMEP grid cell computed with a critical concentration of 3 mg N L‐1 and the 
5th percentile CLnut(N) computed with 0.2–0.3 mg N L‐1 is shown in Figure 10b.  


































Large differences are  found  in  regions with a high precipitation  surplus  such as 
Ireland, UK and  the northern part of  the Alps.  In areas with a  low  leaching  rate 
such as the eastern part of Germany, and southern and central France, the increase 









Combining  the  latest  data  bases  on  soil,  land  cover,  climate  and  forest  growth 
provided a detailed map with almost 4 million receptors for Europe and Northern 
Asia  suitable  for  spatially  highly  disaggregated  critical  load  calculations.  The 
patterns  in critical  loads show a similarity with  those shown  in (Kuylenstierna et 




Critical  loads are  sensitive  to  the  criterion  chosen. This  study  shows  that  for  the 
most sensitive ecosystems critical  loads based on an Al/Bc=1 or [Al]=0.2 eq.m‐3 are 
comparable  but  that  critical  loads  based  on  an ANC=0  are  substantially  lower. 
These  conclusions  can  also  be  drawn  by  looking  at  the  concept  of  equivalent 





Computing Bsat  from Al/Bc  shows  that  in  the most  sensitive  ecosystems Al/Bc=1 
will  be  equivalent  to  base  saturations  (far)  below  15%.  To  obtain  15%  base 




Using ANC=0 yields  critical  loads  lower  than with Al/Bc=1 but higher  than with 
Bsat=15%. This seems to contradict the results of Holmberg et al. (2001) who found 
lowest  critical  loads  when  using  ANC=0.  However,  they  included  neither 







and  organic  acid  leaching  included  is  a more  realistic  option  than  using  a  Bsat 
criterion,  as  the  latter  criterion  forces  naturally  acid  soils  to  unrealistically  high 










for  forests  in  this  region,  are much  higher  than  the  critical  loads  based  on  the 
generally  applied  limits  of  0.2–0.4 mg N  L‐1,  that may  be  reasonable  values  for 
Northern Europe. This  sensitivity  to  the N  criterion was already  reported by De 
Vries et al. (1994b). Over the whole of western Europe, the median critical load for 
nutrient N with the revised N limits is about 1000 eq ha‐1 yr‐1 (=14 kg N yr‐1). This is 
in  better  accordance with  the  empirical  critical  loads  of  10–15  kg  provided  by 





more  important  (De Vries  et  al.,  2007a). Moving  to more  elaborate models  that 
compute critical N  loads based on  limits  for,  for example, pH and N availability 










forest  lead  to a wide  range  in critical N  loads  (Bosman et al., 2001). Others have 
shown  that different methods  of  estimating weathering  rates  can  yield  strongly 
varying results (Hodson and Langan, 1999). Model structure is another important 
source  of  uncertainty.  The  SMB model  by  definition  is  a  very  simple model  of 
reality.  The  way  denitrification  is  modelled  and  the  fact  that  we  assume  a 
homogenous soil layer contributes to uncertainty. Earlier studies showed that there 
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Critical  loads  of N  for  terrestrial  ecosystems  can  be  derived  from  the N mass 
balance.  Neglecting  adsorption,  volatilisation  and  fixation  this  reads  (in 
eq ha‐1 yr‐1): 
 
(A1)  ledeuidep NNNNN +++=  
 
The subscript dep refers to total deposition, i to net immobilisation, u to net growth 
uptake,  de  to  denitrification,  and  le  to  leaching. Denitrification  is modelled  as  a 
fraction of the net input of N (De Vries et al., 1994b): 
 
(A2)  ( )uidepdede NNNfN −−⋅=  
 
where  fde  (0≤fde<1)  is  the  denitrification  fraction.  From  Eq.A1  a  critical  load  is 
















(A4)     le,lele,le,le,lelelele Org HCO Cl NO SONH BC Al H ++++=+++ 3344  
 
where Orgle is the leaching flux of the sum of organic anions. Neglecting OH− and 
CO32−  (a  reasonable  assumption  even  for  calcareous  soils),  the  (leaching  of) 
alkalinity or ANC (Acid Neutralizing Capacity) can be defined as: 
 
(A5)  lelele,lele  Al H Org  HCO ANC −−+= 3  
 




(A6)  uwdeple BcBCBCBC −+=  
 
Note, that BCdep and BCw include all four base cations (BC=Ca+Mg+K+Na), whereas 
sodium  is  not  taken  up  by  vegetation  (Bc=BC−Na).  Since  sulphur  is  regarded  a 
tracer one has: 
 
(A7)  deple  S SO =,4  
 
Combining Eqs.A5‐A7 and  the N balance derived  in Eq.A1  (NO3,le=Nle) yields  for 
the charge balance (Eq.A4): 
 
(A8)  ledeuiuwdepdepdepdep ANCNNNBcBCClBCNS −+++−+−=+  
 
It is assumed that there are no sources or sinks of chloride in the soil compartment, 
and  therefore  leaching  equals  deposition.  Knowledge  of  the  deposition  terms, 
weathering  and  net  uptake  of  base  cations  as  well  as  nitrogen  uptake, 
immobilisation and denitrification allows to calculate the ANC leaching, and thus 
to assess  the acidification status of  the soil. Conversely, critical  loads of S and N 




(e.g. damage  to  fine roots). Using also  the equation  for  the deposition‐dependent 








(Ndep,Sdep)  which  fulfils  Eq.A9  are  critical  loads  of  acidity.  However,  when 
comparing S and N deposition to critical loads one has to bear in mind that the N 
sinks  cannot  compensate  incoming  S  acidity,  i.e.  the maximum  critical  load  of 
sulphur is given by: 
 




(A11)  )(NCLNNN minuidep =+≤  
 








With  the  aid  of  equilibrium  reactions  the  concentration  of Al,  bicarbonate  and 
organic  acids  can  be  expressed  as  function  of  [H]  and  thus  ANC  becomes  a 
function  of  [H]  alone.  The  concentration  of  Al  is  modelled  by  a  gibbsite 
equilibrium: 
 
(A13)  3][][ HKAl gibb ⋅=  
 





(A14)  233 ][][ COHCO pKHHCO ⋅=⋅  
 
where  KHCO3  is  the  temperature‐dependent  dissociation  constant  and  pCO2  the 












where DOC  is  the concentration of dissolved organic carbon  (molC.m‐3), m  is  the 
charge density and K1 the dissociation constant. A charge density of m=0.023  
mol  molC–1  and  pK1=4.5  was  used  throughout.  The  leaching  of  ANC  (eq.A5)  is 
computed as Q∙[ANC]. 
 
Eqs.A13‐A15  allow  to  compute  the  critical  ANC  leaching  for  any  critical  limit 
defined  in  terms  of  [H]  (or  [Al]).  If  a  critical molar Al/Bc  ratio  is  defined,  the 
corresponding critical Al concentration is obtained as: 
 
(A16)  ][)/(5.1][ BcBcAlAl critcrit ⋅⋅=  
 
with  [Bc]=Bcle/Q;  and  the  factor  1.5  arises  from  the  conversion  of  moles  to 
equivalents  (assuming K  as divalent).  In  addition  to  soil  solution variables,  also 
base  saturation has been  suggested as a  criterion. To  link base  saturation  to  soil 
solution  chemistry,  we  use  the  Gapon  model  with  simulating  the  exchange 
between Al, protons and base cations (Bc), as used in the dynamic soil model SAFE 










































about  4%  in  1990  to  about  1.7%  in  2050. Under Maximum  Feasible  Reductions 
(MFR),  the exceeded area will be < 1%  in 2050. In addition, the area where  limits 
for the nitrate concentration in soils are violated are predicted to be smaller under 
MFR than under CLE. Using the most stringent criterion for nitrate ([NO3] < 0.3  
mg  l‐1),  the area with nitrate concentrations  in excess of  the critical  limit  is about 
33%  in  2050 under CLE, but only  12% under MFR. Recovery,  i.e.  attaining non‐
violation of the criterion, is also much faster under MFR than under CLE. Climate 
change  leads  to  higher weathering  rates  and  nitrogen  uptake  in  the model,  but 
positive  effects  on  recovery  from  acidification  are  limited  compared  to  current 
climate,  and  differences  between  the A1  and  B2  climate  change  scenarios were 
small. Target loads for 2050 exist for 4% of the area for Al/Bc=1 and for 12% of the 
area when using a criterion of ANC=0 for the soil solution. In about 30% of the area 
where meaningful  target  loads exists,  the computed  target  load  is  lower  than  the 
























Although  it  is now well established that climate  is changing and will continue to 
change  in  the  future  (IPCC,  2007)  and  recent  studies have  shown  that observed 
climate change over the  last decades accelerates and  is consistent with the higher 
climate  change  projections  (Rahmstorf  et  al.,  2007),  all  above mentioned  studies 




2004;  Grennfelt  et  al.,  2007).  Since  European  forest  ecosystems  have  many 




Climate change could  increase as well as decrease  the  levels of acidity and N  in 
forest  soils.  For  example,  higher  temperatures  lead  to  higher  base  cation 
weathering  rates  that buffer acidity. On  the other hand,  increased drought stress 
leads to higher concentrations  in soil solution and may lead to  lower tree growth 
rates  causing  lower  N  removal  from  the  soil.  This  increases  acidification  and 
eutrophication.  To  gain  insight  in  the  combined  effects  of  climate  change 
(temperature, precipitation and  radiation) and deposition  reductions of N and S, 
we applied the Very Simple Dynamic (VSD) model (Posch and Reinds, 2009) to a 





two  deposition  and  two  climate  scenarios  (scenario  analysis).  Furthermore,  the 












the  combined  effects  of  acidification  and  climate  change.  This model  has  been 
widely used on a national and European level to simulate the acidification of soils 
in support of European air pollution control policies (Hettelingh et al., 2007). The 
VSD model  simulates  soil  solution  chemistry  and  soil nitrogen pools  for  (semi‐) 
natural  ecosystems.  The model  consists  of  a  set  of mass  balance  equations  that 
describe  the  soil  input‐output  relationships  of  ions,  and  a  set  of  equations  that 
describe  the  rate‐limited  and  equilibrium  soil  processes.  The  soil  solution 
chemistry  in VSD depends  solely on  the net element  input  from  the atmosphere 
(deposition  minus  net  uptake  minus  net  immobilisation)  and  the  major 




equilibrium,  cation  exchange  and  Al‐H  equilibrium).  VSD  does  not  model  the 
nutrient  cycling  explicitly  (assumed  to  be  a  closed  cycle)  and  nitrification  is 
assumed to be complete (no ammonium leaching). VSD models the exchange of Al, 
protons  (H)  and  the  sum  of  Ca+Mg+K  with  the  Gaines‐Thomas  or  Gapon 
equations, with Gapon exchange used in this study. It is a single layer model that 
predicts the concentration of the soil water leaving this layer (mostly defined as the 
root  zone)  with  the  annual  water  flux  taken  equal  to  the  annual  precipitation 
excess. The simulation time‐step is one year. 
For  this  study,  VSD  was  adapted  to  incorporate  effects  of  climate  change  by 
making  model  inputs  and  chemical  processes  temperature‐dependent. 













(2)  826.00175.01018log 310 +−−= TTK HCO  
 
where T is the temperature (K).  The partial pressure of CO2 in the soil, pCO2 , is an 















































on  forest  growth,  we  followed  most  of  the  concepts  of  the  C‐Fix  model 
(Veroustraete et al., 2002) that models Net Primary Production (NPP) as a function 
of  temperature,  CO2,  incoming  radiation,  radiation  use  efficiency,  fraction  of 
adsorbed radiation and respiratory losses. Current forest growth was derived from 





climate  change, growth  for a  specific year was obtained by  scaling  the  reference 
growth (from the data base) according to:  
 
(5)  NdepdroughtrespCOtempref fffffNPPNPP ⋅⋅⋅⋅⋅= 2  
 
where  NPP  is  the  Net  Primary  Production,  for  a  given  temperature,  CO2  
concentration  and  N  deposition,  NPPref  is  the  reference  production  (current 
growth),  ftemp is the temperature function,    fCO2 is the fertilizing effect of CO2,  fresp is 
the  respiration  factor,  fdrought  is  a  factor  for  the  effect  of  drought  stress,  and  fNdep 


































with ΔHa as  the activation energy  (52750  J.mol‐1), ΔHd  is  the deactivation energy 
(211000  J.mol‐1), ΔS  is  the entropy of  the denaturation equilibrium of CO2  (704.98 
J.K‐1.mol‐1)  and  C1=21.77;  values  given  are  those  used  in  the  C‐Fix  model.  A 
temperature  increase at  low  current  temperatures  increases growth by about 10‐




concentration  will  enhance  NPP,  although  an  accompanying  increase  in 
temperature  reduces  the CO2  effect.  It  is,  however,  disputed whether  increased 
atmospheric CO2 concentration will enhance NPP: some authors claim substantial 
effects  (Hyvönen  et  al.,  2007), while  others  strongly doubt whether  there  is  any 









































The  autotrophic  respiration  is modelled  as  a  linear  function  of  T  according  to 
Veroustraete et al.  (2002).  Increased  temperature  thus  leads  to higher  respiration 
indicated by lower values for fresp. 
Precipitation  surplus  was  computed  as  precipitation  minus  actual 




et  al.  (2001). Model  inputs  include  historical  and  future  time‐series  of monthly 
values of temperature, precipitation and cloudiness.  
 
The  effect  of  drought  stress  on  growth was  incorporated  by  assuming  a  linear 














(10)  01.0)(1 ,, ⋅−+= refdepactdepNdep NNf  
 
Equation 10 is based on Solberg et al. (2009) who, through a statistical analysis of 
growth data  from  363  Intensive Forest Monitoring plots,  concluded  that  1 kg of 
extra N deposition  leads on  average  to  about  1%  of  growth  increase, with  only 
minor variation between  tree species. The effect of N was modelled  in  this study 
using  the  difference  in  N  deposition  in  a  simulation  year  and  1980,  which 
represented most of  the growth data  from  the EFISCEN database. Decreasing N 






nutrient  cycling  in  forests  through  changes  in  litterfall  and/or  litter  composition 
(Körner, 2006; Hyvönen et al., 2007);  these effects have not been modelled  in  this 
study. Wright et al. (2006) simulated a 50% increase in DOC between 2000 and 2030 






soil  solution  chemistry, which  requires  simple  forward  running  of  VSD,  target 
loads  were  computed.  A  target  load  is  the  deposition  which  ensures  that  a 
prescribed value of a chemical variable (e.g., the Al concentration in soil solution) 
is attained in a given (future) year (Posch et al., 2003). A target load is defined here 
as a deposition path  characterised by  three years:  (i)  the branching year,  (ii)  the 
implementation year, and (iii) the target year. The branching year is the year up to 





general,  the  earlier  the  target  year,  the  lower  the  target  load will  be  since more 
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‐  the  target  load  is  higher  than  the  critical  load.  This  indicates  that  current 
deposition or reducing deposition to critical load ensures the criterion is met in the 
target year and maintained thereafter (Case 1).  
‐ there exists a target  load lower than the critical  load,  i.e. a deposition below the 
critical load is required for attaining the prescribed criterion in a specific year (Case 
2) 
‐ no  target  load exists,  i.e. even at zero deposition  the soil cannot  recover by  the 
target year (Case 3). 
 
Systematic  trial  and  error  (i.e.  repeated  iterative  runs  of  VSD)  is  needed  for 
computing  target  loads.  When  computing  a  target  load,  pairs  of  N  and  S 
deposition  have  to  be  determined which  result  in  the  desired  soil  status  in  the 
target  year. All  such pairs define  the  so‐called  target  load  function  (TLF)  in  the 
(Ndep,Sdep) plane. If the target year approaches infinity, the model reaches a steady 
state  and  the  resulting  target  load  function  becomes  the  critical  load  function 
(CLF). Critical  loads are widely used  indicators of ecosystem sensitivity, defining 
the maximum  allowable  S  and N  deposition  not  causing  harmful  effects  in  the 
long‐run (Nilsson and Grennfelt, 1988; Hettelingh et al., 2007). Due to finite buffer 
processes,  such  as  time‐dependent N  immobilisation,  the  TLF  can  intersect  the 





It  is  often  assumed  that  reducing  deposition  to  (or  below)  critical  loads 
immediately  removes  the  risk of  ‘harmful effects’,  i.e.  the chemical criterion  (e.g. 
the Al/Bc‐ratio)  immediately attains a non‐critical  (or  ‘safe’) value. However,  the 
reaction of soils, especially their solid phase, to changes in deposition is delayed by 
(finite) buffers, the most important being the cation exchange capacity, and it may 
take  decades  or  even  centuries,  before  steady  state  is  reached.  It  is  therefore  of 
interest to compute  the future year  in which the criterion  is met for the first time 









Input  data  for  the  VSD  simulations  consist  of  spatial  information  describing 
climatic variables, deposition of base cations, S and N, weathering of base cations, 
nutrient uptake, N  transformations  and  soil properties  such  as  carbon pool  and 
cation exchange capacity. These data were derived combining maps and databases 






Time  series  of  temperature,  precipitation  and  cloudiness were  obtained  from  a 
high  resolution  European  data  base  (Mitchell  et  al.,  2004)  containing  monthly 
values  for  the years 1901‐2100  for  land‐based grid‐cells of 10ʹ×10ʹ  (approx. 15×18 
km  in  central Europe). Projections  for  2001‐2100  stem  from  the HADCM3 GCM 
model. Two sets of climate change scenarios based on  the  IPCC SRES A1 and B2 
scenarios  (Nakícenovíc  et  al.,  2001), were  used.  The A1  scenario  is  based  on  a 
future  world  with  globalization  and  rapid  economic  growth,  low  population 
growth,  and  the  rapid  introduction  of  new  and  more  efficient  technologies 
everywhere. The B2  scenario mimics  a world  in which  the  emphasis  is  on  local 
solutions  to  economic,  social,  and  environmental  sustainability  (Strengers  et  al., 
2005).  A  reference  climate  set  was  created  by  computing  the  mean  monthly 
temperature, precipitation and cloudiness of the period 1961‐1990. Future scenarios 
for  the  same  climatic variables were obtained  for  the  three  reference years 2005, 
2030 and 2050 by averaging values for the periods 1991‐2020, 2021‐2040 and 2041‐
2060,  respectively.  Values  between  these  periods  were  obtained  by  linear 
interpolation. This procedure provides a smoothed  trend, which allows for better 
comparisons with  the reference period 1960‐1990, but  ignores strong  inter‐annual 
variability  in  future  climate.  Future  CO2  air  concentrations  consistent  with  the 
above mentioned scenarios were obtained from Carter (2007).  































For  the  period  2041‐2060,  the  increase  in  temperature  under  the A1  scenario  is 
about 1.5‐2.0 times that of the B2 scenario and is highest for Spain, the eastern part 
of Europe and northern Finland. Also the relative change in precipitation is higher 
under  the  A1  scenario,  especially  in  the  southern‐  and  northernmost  parts  of 
Europe. 
Base cation deposition for Europe was taken from simulations with an atmospheric 
dispersion  model  for  base  cations  (Van  Loon  et  al.,  2005).  Historic  N  and  S 
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deposition  data  were  taken  from  Schöpp  et  al.  (2003).  Scenarios  of  N  and  S 










Values  for  weathering  rates,  cation  exchange  constants,  the  H‐Al  equilibrium 
constant, N‐immobilisation  fractions  and  denitrification  fractions were  obtained 
from a calibration of VSD on 180 intensively monitored sites in Europe (Reinds et 
al., 2008b). The median values of  the plot‐wise calibrated parameters were used. 






  log10KAlox  log10KHBc  log10KAlBc 
Sand  8.87  3.39  0.528 
Clay  8.58  3.79  –0.65 
Heavy clay  8.41  3.54  –0.67 
 







Weathering rate class  1  2  3  4  5  6 








It  should be noted  that  the  calibrated weathering  rate of  class  1  (sandy  soils on 
acidic materials) is substantially higher than the default value given in UBA (2004). 
Probably, the value in UBA (2004) is valid for very acid pure sandy soils, whereas 




constant  immobilisation  (Posch  and  Reinds,  2009).  Because  a  meaningful 
simultaneous  calibration  of  both  processes  was  not  feasible,  we  modelled  N 
immobilization according to Reinds et al. (2008b): 
 
(11)  ( )uptdepim NNaN −⋅=  
 
Where Nim is the nitrogen immobilized and Nupt is the net growth uptake and a is 
an empirical  constant. Parameter  a was  calibrated as a  function of  the measured 
C/N  ratio  in  the  top  soil.  Calibration  showed  that  most  of  the  incoming  N  is 
immobilized: median calibrated values  for a were 0.83  for high C/N ratios  (> 30), 
0.76  for  intermediate C/N ratios  (20‐30) and 0.71  for  low C/N ratios  (< 20). These 
fractions are  the current  immobilisation  fractions. Some  studies have  shown  that 
soils may  become  nitrogen  saturated  and  subsequently   N  immobilisation will 
diminish  (Aber  et  al.,  1989;  Aber  et  al.,  2003).  In  this  study  we  may  thus 
overestimate  future N  immobilisation  in  high N  deposition  areas. On  the  other 
hand,  some  climate  change  studies have  shown  that  elevated CO2  leads  to  litter 
with  higher C/N  ratios  (see  e.g. Hyvönen  et  al.,  2007) which  could  increase  the 
capacity  to  immobilize N. Reinds et al.  (2008b) also  calibrated  the denitrification 
fraction; a median value of 0.2 was found for well drained soils and a value of 0.4 


















To gain  insight on  the  importance  of  climate  change on  soil  solution  chemistry, 
simulations with VSD were  carried out  for  a  single  site, varying one‐by‐one  the 
relevant  model  parameters  (see  equations  2‐4)  influenced  by  climate  variables 
(Figure 3). 










































































Figure 3.  Influence of  temperature change  (upper  left  figure)  from  the A1 scenario on soil solution 













effect  of  temperature,  respiration  and  drought was  computed  for  2050  for  both 
future  climate  scenarios using  the CLE  scenario  for N deposition. Under  the A1 
scenario,  growth  decreases  for  about  5%  of  the  forested  area  compared  to  the 






























stem growth (m3.ha-1.yr-1)  
Figure 4. Growth under the A1 scenario in 2050 divided by the reference growth 1961‐1990 (left) and 
cumulative  frequency  of modelled  stem  growth  for  two  deposition  (CLE, MFR)  and  three  climate 
scenarios (His, A1,B2). 
 
In  central  and western Europe growth  is  expected  to  increase by  10‐20%  and  in 
Fennoscandia by more than 20%. The difference between the A1 and B2 scenario is 
small (Figure 4, right). The higher temperatures  














Future  soil  chemistry  strongly depends on  the  scenario used  (Table  3). For both 
Al/Bc and ANC,  the area where  critical  limits are exceeded  is  smaller under  the 
MFR  scenario. Under CLE,  the area where ANC < 0 will decrease until  the year 
2020  but  remains  almost  constant  at  about  5%  of  the  European  forested  area 
afterwards.  
























under  the  MFR  scenario.  Differences  in  future  climate  had  little  effect  on  the 
simulated  trends  in  soil  acidity.  Only  the  trend  in  the  area  with  Al/Bc  >  1  is 
somewhat  affected  by  climate: under  the A1  scenario  this  area becomes  smaller 
than when using the B2 scenario because of higher weathering rates (as a result of 
higher temperatures, see eq. 4) and thus higher Bc concentrations. The mitigating 
effect  on  soil  acidity  of  higher N  uptake  is  largely  compensated  by  the  higher 
uptake of base cations. Both climate scenarios lead to lower exceedances compared 











Al/Bc  His,CLE  A1,CLE  B2,CLE  A1,MFR  B2,MFR 
1990  4.17  4.17  4.17  4.17  4.17 
2010  3.34  3.26  3.27  3.26  3.27 
2030  2.60  2.37  2.40  1.25  1.27 
2050  1.95  1.64  1.71  0.68  0.76 
ANC           
1990  6.76  6.76  6.76  6.76  6.76 
2010  5.31  5.25  5.25  5.25  5.25 
2030  5.14  5.07  5.05  4.01  4.00 
2050  5.14  4.97  4.97  3.53  3.56 
NO3 (0.3 mg N L‐1)           
1990  54.85  54.85  54.85  54.85  54.85 
2010  43.69  40.00  39.73  40.00  39.73 
2030  40.32  35.08  34.60  15.20  14.65 
2050  40.86  33.31  33.06  12.39  12.20 
NO3 (3 mg N L‐1)           
1990  11.42  11.42  11.42  11.42  11.42 
2010  2.29  1.86  1.80  1.86  1.80 
2030  0.89  0.46  0.44  0.00  0.00 




L‐1  for  regions with  sensitive  vegetations  (Scandinavia)  to  about  3 mg N L‐1  for 
western Europe; we have applied both these limits to the whole of Europe to assess 
the range of potential N effects. 
Results show  that  the area where N  limits are exceeded diminishes  in  the  future 




is  used,  the  area  exceeded  is  still  about  12%  even  under  the  most  favourable 
scenarios  (Table  3).  If we  combine both  criteria  and use  a  limit of  0.3 mg  l‐1  for 



























Al/Bc (mol-1.mol-1) at ANC = 0 




















ANC (meq.m-3) at Al/Bc = 1  
Figure 6. Cumulative  frequency distribution  of Al/Bc  (mol mol‐1)  equivalent  to ANC=0  (left),  and 
ANC (meq m‐3) equivalent to Al/Bc=1  (right) for all simulated receptors. 
 




the CLE scenario, as could be expected  from  the stronger  reductions  in NOx and 
NH3 deposition (Figure 7). Under MFR concentrations of N exceeding 3 mg N L‐1 
do not occur in 2050 whereas they persist under CLE. 


















































the  European  forested  area  is  protected  by  maintaining  current  deposition  or 
reducing it to critical loads (Table 4).  
 
Table 4. Percentage of  forest area  for  the  three  target  load cases  for  two criteria  (Al/Bc=1, ANC=0) 
and two target years (2030, 2050). 
Cases  Al/Bc=1  ANC=0 
  2030  2050  2030  2050 
1: TL=CL   96.00  96.73  88.65  88.72 
2: TL < CL  3.95  3.27  11.35  11.28 
3: TL infeasible  0.05  0  0  0 
 
For  the remaining area,  target  loads exist almost everywhere; only  for Al/Bc=1  in 
0.05% of the area (about 54,000 ha) even zero deposition is not sufficient to attain 
the criterion in 2030.  









under  the MFR scenario provides  this  insight. For 30% of  the receptors with  true 


















































the results from the scenario analysis (Figure 6). There  is  little difference  in TL(S) 
between  the A1  and B2  climate  scenario. Comparing TL(S)  (Case  1)  for Al/Bc=1 
reveals that for 97 % of the receptors TL(S) for the A1 scenario is higher than that 
for  the B2  scenario due  to higher weathering  rates. The differences  in TL(S)  are 











Recovery  times  (RT) were  computed  for  the CLE  and MFR  scenario,  setting  the 
year after which deposition is held constant to 2020. Using Al/Bc=1, more than 95% 
of European forests are safe (i.e. the criterion  is not violated) by 2030 even under 
CLE  (see Table 4).  In  central Europe, a  substantial percentage of  forests have an 
Al/Bc > 1  in 2020 and a RT exists.  In some areas, particularly  in  the Netherlands, 
Poland, the north of the Czech Republic and south‐eastern Germany, no recovery 
occurs under CLE because  the critical  load  is still exceeded;  in  these areas no RT 





















Recovery  of most  acidified  forest  soils  in  Europe  can  be  achieved  for  both  soil 
chemical  criteria  when  depositions  are  reduced  using  current  available 
technologies.  Under  this  MFR  scenario,  the  forest  area  exceeding  the  Al/Bc=1 
criterion declined  in our simulations  from 4%  in 1990  to about 0.7%  in 2050. The 
area where ANC < 0 decreased from 7% to 3.5% in 2050. Under current‐legislation 
deposition,  we  simulated  a  limited  decrease  in  the  area  violating  the  ANC=0 
criterion,  but  the  area with Al/Bc  >  1  reduces  to  1.6%  in  2050. Climate  change 
reduces  the  area  where  chemical  indicators  were  exceeded  because  of  higher 
weathering  rates owing  to higher  temperatures and because of higher uptake of 
nitrogen. However, differences between the A1 and B2 scenario were small. Areas 
where  critical  nitrogen  concentrations  are  exceeded  can  be  reduced  by 





lower  than  the  deposition  at MFR,  indicating  that  no  recovery  in  2050  can  be 
achieved with current emission reduction techniques. The speed of recovery under 
MFR is much more rapid than under CLE where recovery delay for Al/Bc takes 20 
to  >50  years, whereas  under MFR  recovery  is mostly  achieved within  20  years. 
Results are consistent with a study in Sweden where a detailed multi‐layer model 
was applied at about 600  forest sites  (Sverdrup et al., 2005);  the study concluded 
that  the  Gothenburg  Protocol  (CLE  scenario)  would  lead  to  significant 
improvement  in  the  acidification  of  forest  soils  in  Sweden.  Similarly, 
measurements  and  simulations  at  a  highly  acidified  forest  site  in  the  Czech 
Republic  showed  that  a  fast  recovery  of  pH  and  Al/Bc  in  the  topsoil    can  be 
achieved with current emission reductions (Navrátil et al., 2007).  
We modified VSD such  that  formerly  fixed processes became climate‐dependent, 
however, the model was not explicitly developed to include (all) climate‐sensitive 
processes and  therefore  final conclusions on  the  impact of climate change on soil 
acidification  cannot  be  drawn  from  this  study.  For  example,  since  the  model 
assumes a closed nutrient cycling, we could not  include effects of climate change 
on  litter  composition  and  organic  matter  mineralisation  nor  on  future  N 
immobilisation. To account for such effects, VSD is currently extended to simulate 
also  dynamics  in  carbon  and  nitrogen  pools  as  a  function  of  these  processes. 





All model  results  indicated  that  emission  reductions  are more  important  for  the 
recovery of  forest ecosystems  than potential effects of climate change; moreover, 
climate  change has only  limited effects on  soil  chemistry. There was a  small but 
positive synergistic effect of climate change, which is consistent with earlier studies 
(Wright  and  Jenkins,  2001).  Changes  in  climate  will  also  affect  tree  species 
distribution over Europe  (Leemans and Eickhout, 2004);  this effect was not  taken 
into account. Such  land cover changes may  influence  the  recovery of soils,  if  the 
change  is to species with very different growth rates than current species. Earlier 
studies  found  a  strong  synergy  in  simultaneously mitigating  air  pollution  and 
climate  change.  This  is  because  many  of  the  traditional  air  pollutants  and 
greenhouse  gases  have  common  sources,  offering  a  cost‐effective  potential  for 




mainly on  the ecological, phenological and physiological processes  in  forests and 
other  ecosystems  (Metzger  et  al.,  2008),  while  acidification  and  N  deposition 
strongly  alter  the  chemistry. Although  this  study  applied  a model with  only  a 
simple  parameterization  of  the  climatic  factors,  we  think  that  it  indicated  the 
appropriate directions and magnitude of the interactive effects. 
The model simulations in this study showed that most of the European forest soils 
could  recover  from  their  acidified  state within  a  few decades under  the  current 
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The main objective of  this  thesis was  to  assess  critical  loads  and  target  loads of 
nitrogen and  sulphur  for European  forest  soils, using a newly developed  simple 
soil acidification model. We used a large forest monitoring data set to calibrate the 
model  and  to  quantify  and  reduce  uncertainties. Next  the  impact  of  the  use  of 






on  European  forest  soils,  a  simple  dynamic  soil  model  (VSD)  was  developed, 
calibrated and applied on a plot scale and on the European scale. The VSD model 
was  developed  as  an  extension  of  the  steady‐state  Simple Mass  Balance  (SMB) 
model that has been widely used to compute critical loads for Europe for sulphur 
(S)  and  nitrogen  (N),  i.e.  depositions  that  do  not  cause  harmful  effects  on 
ecosystems  in  the  long‐term. The VSD model has proven  to perform as well as a 
more complex model. In a detailed study for 176 sites in Switzerland it was shown 
that VSD, when fed with weathering rates calculated with the PROFILE model (a 
sub‐module  of  the  SAFE  model),  yields  results  that  are  very  similar  to  those 
obtained  with  the  one‐layer  version  of  the  more  complex  model  SAFE.  An 
advantage  of VSD  over  other models  is  its  compatibility with  the widely  used 
critical  load model  SMB;  in  steady‐state mode  VSD  reduces  to  SMB.  The  VSD 
model  is thus very suited to dynamically evaluate deposition reduction scenarios 
based on critical loads: if the deposition is reduced to critical load, the soil solution 
concentrations  simulated by VSD will  in  the  long‐run  equal  those on which  the 
critical  load  was  based.  Although  the  model  is  simple,  it  has  extended 
functionality:  it can compute  the  time  to  reach  the desired soil chemical status  if 
deposition  is  reduced  to  or  below  critical  load,  or  the  time  before  a  criterion  is 
violated  if  deposition  remains  above  critical  load:  recovery  and  damage  delay 
times. Furthermore it can be used to compute target loads. 
The graphical user interface of VSD (VSD‐Studio) has proven to be of added value. 
The  behaviour  of  single plots  in  the European  application  of VSD  can  easily  be 
examined  in detail using VSD‐Studio by extracting  the  input data  for  the model 
from  the  European  data  bases.  This  can  help  understanding  the  behaviour  of 
ecosystems or be used for illustration. This is especially true for the rather complex 
target load assessments. 
VSD  and  its  graphical  interface provide  relevant  information  for policy makers. 
For  example,  in  some  parts  of  Europe  the  proposed  emission  reductions  are 
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insufficient  to  attain  critical  loads  in  the  near  future.  For  such  areas  model 
assessments can show what  the consequences are  in  terms of prolonged elevated 
risks  for  forest  health.  For  areas  that  have  been  severely  acidified,  VSD  can 
compute  the  deposition  reduction  needed  to  attain  recovery within  a  specified 
time‐period. 
 




various  European  countries  showed  that  initial  estimates  of,  for  example, 
weathering rates for sandy soils (based on literature data) were too low. When the 
calibrated model was  applied  on  60  additional  sites,  simulated  pH  and  nitrate 
concentrations were much more  accurate  (when  compared with measurements) 
than  before  calibration,  due  to  the  improved  model  parameter  estimates.  For 
aluminium concentrations and base saturation, no gain in accuracy was achieved. 
Bayesian  calibration  is  a well‐suited method  for VSD.  For  complex models,  the 
method has the disadvantage that it relies on a large number of simulations (103 – 
104)  leading  to  time‐consuming  calibrations,  but  due  to  the  simplicity  and 
efficiency of VSD, a Bayesian  calibration using 30,000  simulations only  takes 2‐3 
minutes of CPU  time on a standard PC. Bayesian calibration has proven  to be of 
added value compared to the simple methods used to calibrate acidification model 
in  the  past,  as  it  does  not  only  provide  calibrated  parameters  but  also  their 
uncertainty. This information can be used for subsequent uncertainty analysis.  
Apart from a calibration at individual sites, a multi‐site calibration was also carried 
out  in  which  all  122  plots  were  calibrated  simultaneously,  yielding  one  joint 
posterior distribution  for model parameters per  soil group. Results  showed  that 
this calibration also improved the model’s accuracy, but when evaluated on the 60 
test  sites,  the  gain  in model  accuracy was  somewhat  less  than when  using  the 
single‐site  calibration.  This  is  not  surprising:  the multi‐site  calibration  assumes 
parameters  to  be  spatially  constant,  whereas  in  the  single‐site  calibration 
parameters are allowed to vary from plot to plot. A disadvantage of the multi‐site 




site  calibration  left  little  room  for  uncertainty  in  the  posterior  parameter 
distributions,  making  them  unfit  for  uncertainty  analysis.  Future  research  is 
needed  to  investigate how model error can be  included  in  the calibration, as  this 
Chapter 7  Discussion and conclusions 
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Since  Bayesian  calibration  provides  posterior  distributions  of model  parameters 
rather  than single values,  the results can also be used  for subsequent uncertainty 
analyses. We calibrated VSD on  the 182  forest monitoring plots and assessed  the 




types and  climatic  conditions are  included. The uncertainty  in maximum  critical 
load  for  sulphur, CLmax(S), based on a  critical value  for Al/BC  in  soil  solution  is 
determined by the parameters that describe the equilibrium between Al and H in 
the soil solution and by parameters  that determine  the  input of base cations. For 
the  maximum  critical  load  for  nitrogen,  the  denitrification  fraction  is  very 
important,  as  well  as  the  parameters  that  determine  CLmax(S).  The  median 
uncertainty  in  critical  loads  over  all  182  plots  is  about  15‐30%  after  calibration, 
depending  on  the  type  of  critical  load  and  the  soil  chemical  criterion  used. 
Comparing  the  uncertainty  in  the  calibrated model with  the  uncertainty  in  the 
uncalibrated model  (i.e.  running  the model with  parameters  sampled  from  the 
prior parameter distributions),  showed  that  calibration  substantially  reduced  the 
uncertainty  in  critical  loads. The  same  is  true  for  target  load  computations: after 
calibration  target  load  estimates  are  more  robust  than  before  calibration.  The 
uncertainty  assessments were  carried out  for  182 plots  in Europe. The next  step 
would  be  to  investigate  the  uncertainties  at  a  European  scale.  This  will  add 
additional uncertainty  sources,  including  spatial variability  in  soil  characteristics 
such  as  soil  texture. Such an  approach would also  require an  analysis of  spatial 
patterns  in  the  calibrated  parameters  and  if  these  patterns  can  be  correlated  to 




Quantification  of  the  effect  of  the  chemical  criterion  on  critical  loads:  model 
application for Europe and northern Asia 
Different soil chemical criteria lead to different critical loads. We applied the SMB 
model  (steady‐state VSD model)  to assess  critical  loads  for Europe and northern 







criteria  (the  value  of  a  alternative  criterion  that  leads  to  the  same  critical  load 
function):  for  almost  all  soils Al/Bc=1  implies  a  negative ANC  values. Very  low 
critical  loads  are  computed  if  a  critical  base  saturation  (Bsat)  of  15%  is  used. 
Computing Bsat  from Al/Bc  shows  that  in  the most  sensitive  ecosystems Al/Bc=1 
will  be  equivalent  to  base  saturations  (far)  below  15%.  To  obtain  15%  base 
saturation  in poor sandy soils requires an ANC  far above zero which  is not very 
realistic for soils that undergo natural acidification due to leaching of bicarbonates 
and organic acids; using a single Bsat criterion  for Europe as suggested by some 
authors  is  thus  not  recommended. Our  study  showed  that  as  an  alternative  to 
Al/Bc=1,  using ANC=0  is  a more  realistic  option  than  using  a  Bsat  criterion. An 
advantage  of  using  ANC  instead  of  Al/Bc  is  that  it  provides  a  more  general 
protection against acidification, not based on a weak relationship with forest health 









by  Bobbink  et  al.  (2002)  related  to  observed  vegetation  changes  in  forests  in 
western Europe than the 500 eq ha‐1 yr‐1 obtained with the limit of 0.2 mg N L‐1. For 
northern  Scandinavia  and  other  areas with  sensitive  ecosystems  such  as Alpine 
regions, the  lower critical  limit may still be applicable. The strong dependence of 













to  3.5%  in  2050.  Under  current‐legislation  deposition,  we  simulated  a  limited 
decrease  in  the  area  violating  the  ANC=0  criterion,  but  the  area  with  Al/Bc>1 
reduces to 1.6% in 2050. Areas where critical nitrogen concentrations are exceeded 
can be reduced by implementing MFR; current legislation is probably not sufficient 
to  eliminate  the  risks  of  vegetation  changes  in  forest  in  at  least  some  parts  of 
Europe. In principle, recovery of most acidified soils in Europe is possible by 2050. 
Moreover, for the most acidified areas in central Europe, target loads can be found 
that  return  the  soils  to  the desired  chemical  state by 2050. For about 30% of  the 
receptors where TL<CL, however,  the  target  load  is  lower  than  the deposition at 




adapted  to  incorporate  effects  of  changes  in  temperature  and  precipitation. 
Simulations for Europe show that climate change reduces the area where chemical 
indicators  were  exceeded  because  of  higher  weathering  rates  owing  to  higher 
temperatures and because of the higher uptake of nitrogen. However, differences 
with current climate and differences between the A1 and B2 scenario were small. 
This  shows  that  there  is  no  need  to  adapt  legislation  on  emission  reductions 
because climate is changing: the effects are too limited to cause substantial changes 
in  ecosystem  sensitivity  to  acidification.  It  should  be  noted  however,  that  this 
conclusion is based on the application of a simple model in which not all effects of 
climate  change on  forest  ecosystems  could be  incorporated. Most  important,  the 








were used  to parameterize  the model. Soil  solution measurements were used  to 
determine how well the model was able to reproduce the situation in the field. The 
analysis of the data from the large amount of plots, that have a reasonable spatial 
coverage  over  Europe,  has  proven  that  these  data  support  the  parameterisation 
and use of a model designed  for  regional assessments. Nevertheless, more plots 
with  soil  solution  measurements  in  the  southern  and  eastern  parts  of  Europe 




available  to  the  modellers.  Longer  time‐series  also  allow  a  verification  of  the 
modelled soil recovery of forest ecosystems. 
















may not be  the most  appropriate  indicator. Furthermore,  critical values  seem  to 





N  availability  and  pH  as  a  function  of N  deposition.  Linking  it  to models  that 
compute the occurrence probability of plant species as a function of such a‐biotic 
indicators could make  it a powerful  tool  for computing critical  loads  for nutrient 
N. Even though VSD may thus become more suited for evaluations related to the 
eutrophying  effect  of  N,  the  problem  of  defining  proper  limits  remains.  To 
compute  critical  loads, one would have  to define  targets  related  to plant  species 
occurrence based on biodiversity criteria or  the need  to protect  typical or red‐list 
species. Only if international agreement on such limits and harmonization between 
countries  is  achieved,  new  assessments  for  nitrogen  induced  risks  to  forest 
ecosystems in Europe can be made. 
 





loads has  lead  to deposition reductions  in  those areas where  the most vulnerable 
ecosystems  occur.  Our  model  simulations  showed  that  if  sufficient  emission 
abatement  technologies are applied, recovery  from acidification  in Europe can be 
achieved by 2050. Maybe  this successful approach could serve as an example  for 
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The  deposition  of  acidifying  compounds  has  led  to  acidification  of  soils  and 
surface waters in Europe. The large amounts of sulphur (S) and nitrogen (N) that 




for  example,  acid  and  nitrogen  induced  nutrient  imbalances. Excessive  nitrogen 
inputs  have  led  to  changes  in  vegetation  in  many  European  countries,  and  to 
eutrophication of surface waters.  
As a result of the observed relationship between air pollution and acidification of 
soils  and waters,  a  number  of  international  emission  reduction  protocols were 
signed over  the  last decades. These protocols have been  successful: compared  to 
1960,  the  European  emissions  of  SOx  have  been  reduced  by  more  than  60%, 
emissions of NOx by about 40% and those of ammonia by 17%. The protocols are, 
amongst  others,  based  on  a  comparison  of  data  on  ecosystem  vulnerability  to 
acidification and eutrophication under current deposition. Ecosystem vulnerability 
is  expressed  using  critical  loads,  i.e.  the  deposition  that  according  to  present 
knowledge and on an infinite time‐scale does not lead to significant harmful effects 
on  the ecosystem; where critical  loads are exceeded,  the ecosystem  is at  risk and 







Although  critical  loads  characterise  the vulnerability  of  ecosystems,  they do not 
provide any information on the time‐path of their recovery if deposition is reduced 
to or below critical  load. For such evaluations, dynamic soil models are required. 
In  chapter 2 of  this  thesis we describe  such a model. The Very Simple Dynamic 
(VSD) model  is  the  simplest  extension  of  the  steady‐state  Simple Mass  Balance 
(SMB)  model  into  a  dynamic  model  by  including  cation  exchange  and  time‐




can  thus  be  used  to  compute  the  time  needed  before  a  ecosystem  is  ‘safe’,  by 
computing  the  time‐trend  in  soil  chemical  criteria  such  as  the  ratio  between 
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aluminium  and  base  cations  (Al/Bc)  in  the  soil  solution,  the Acid Neutralizing 
Capacity (ANC) or the nitrate concentration.  The VSD model can also be used to 
compute  target  loads.  A  target  load  is  the  deposition  which  ensures  that  a 
prescribed chemical criterion (e.g., the Al/Bc ratio) is achieved in a given year; it is 
only  required  if  neither  the  current  deposition  nor  the  critical  load will  lead  to 
timely recovery. Target loads are stricter than critical loads because a time‐limit is 
set for recovery: the target year. VSD also comes with an extended graphical user 
interface  that  facilitates  the  use  of  all  the  above‐mentioned  functionalities  and 





The  calibration  of  VSD  is  described  in  chapter  3.  Because  VSD  simulates  soil 
solution concentrations as a  function of atmospheric  inputs and soil processes,  it 
can  be  calibrated  and/or  validated  on  plots  where  such  measurements  are 
available.  Until  recently,  calibration  of  most  dynamic  acidification  models was 
performed by fitting the simulation results to (a series of) observations by ‘trial and 
error’  procedures:  the  model  is  re‐run  with  different  settings  until  the 
observation(s)  are  reproduced well.  Sometimes  a  set  of  parameters  is  calibrated 
using  various  soil  (solution)  concentrations  simultaneously,  whereas  in  other 
studies  only  one  parameter,  such  as  the  base  saturation,  was  calibrated.  Most 
studies  did  not  consider  the  uncertainty  in  the  observations  and  model  input 
parameters:  only  the  run  that  provided  the  best  estimate  of  the  observations 
defined the calibrated parameter set. It is clear, however, that observations of soil 
solution concentrations are uncertain, mainly due to spatial variation within a plot. 
Calibration  methods  that  include  these  uncertainties  and  interactions  are  thus  
preferred  over  methods  that  use  a  simple  fit  through  a  (set  of)  observation(s) 
yielding one set of calibrated parameters without their uncertainty. In recent years, 
Bayesian calibration methods have been used for calibration of ecosystem models. 
They  combine  probability  distributions  of  model  parameters,  based  on  prior 
assumptions  about  their  magnitude  and  uncertainty,  with  estimates  of  the 
likelihood of  the simulation  results  in view of  the observed, uncertain values  for 
model  output  variables.  They  use  the  combined  information  to  quantify 
uncertainty  in parameters and  the updated parameter uncertainty can be used  to 
perform an analysis of model output uncertainty. The most important VSD model 





Prior distributions  for  the model  parameters were  based  on  available  literature. 
Since  this  literature shows a strong dependence of some VSD parameters on,  for 
example, soil texture, prior distributions were allowed to depend on soil group (i.e. 






each  soil  group,  and  all  plots  in  a  soil  group  were  calibrated  simultaneously 
yielding  one  posterior  probability  distribution.  Results  from  the  single‐site 
calibrations  showed  that  the  model  performed  much  better  after  calibration 
compared  to  a  run with  standard  input  parameters when  validated  on  the  60 
validation plots. Posterior distributions  for H‐Al equilibrium constants narrowed 
down, thus decreasing parameter uncertainty. For base cation weathering of coarse 
textured  soils  the  posterior  distribution  shifted  to  larger  values,  indicating  an 
initial  underestimation  of  the  weathering  rate  for  these  soils.  Results  for  the 
parameters  related  to  nitrogen modelling  showed  that  the  relationship  between 
nitrogen immobilization and the C/N ratio of the soil, as assumed in VSD, was not 
substantiated by  the validation. The multi‐site calibration also strongly decreased 
model error  for most model output parameters, but  it was somewhat  larger  than 
the median model error from the singe‐site calibration except for nitrate. Because 









(c)  the  value  of  the  chemical  criterion used. To  asses  the uncertainty  caused  by 
uncertainty  in  input  data  and model  parameters,  VSD was  calibrated with  the 
Bayesian approach described  in chapter 3 using prior probability  functions of all 
model  parameters.  By  sampling  the  posterior  distributions  obtained  from  the 
calibration,  uncertainty  analyses  were  carried  out.  Chapter  4  shows  which 
parameters contribute most to the uncertainty in the model output; and this varies 




the soil solution mainly determine  the uncertainty  in  the maximum critical  loads 
for S, CLmax(S), when based on  the widely used aluminium  to base cation  (Al/Bc) 
criterion.  Uncertainty  in  CLmax(S)  based  on  an  ANC  criterion  is  completely 





and  criteria. After  calibration,  the CV  for CLmax(S) was  below  0.4  for  almost  all 
plots;  however  for  CLmax(N)  high  values  occurred  for  plots  with  a  high 
denitrification  rate. Model  calibration  improved  the  robustness  of  the  need  for 
target  loads:  after  calibration,  no  target  loads  were  needed  in  any  of  the 
simulations for 40% of the plots, with the uncalibrated model there was a positive 




Quantification  of  the  effect  of  the  chemical  criterion  on  critical  loads:  model 
application for Europe and northern Asia 
In  recent years, high‐resolution data bases have become  available  for  soils,  land 
cover,  climate  and  forest  growth.  These  data  bases  provide much more  spatial 
detail  for  Europe  and  Northern  Asia  than  those  used  in  previous  studies.  In 
addition to the need to use more recent data, it has been suggested that chemical 
criteria other than the widely used Al/Bc ratio could be used for the computation of 
critical  loads  of  acidity  for  soils.  Several  national  studies  have  shown  that  the 
choice of the chemical criterion can have a strong influence on critical load values 
and on critical load exceedances. Similarly a recent study showed that the widely 
used nutrient nitrogen  limit of 0.2‐0.3 mg N L‐1  related  to vegetation  changes  in 
forests is applicable for Scandinavia but not for Western Europe.  Finally, in recent 
years  the  (mostly) Asian  part  of  the UNECE  region  –  termed  EECCA  (Eastern 
Europe, Caucasian and Central Asian) countries – as well as Cyprus and Turkey 
have  become  more  involved  in  the  work  under  the  LRTAP  Convention, 
necessitating the extension of critical load computations to these countries. Critical 
loads  for acidity and nutrient nitrogen  for  terrestrial ecosystems were  computed 
using detailed data bases for Europe and Northern Asia with VSD in steady‐state 
(SMB), while  investigating  the  sensitivity of  the  results  to  the  chemical  criterion 
used; the results are described in chapter 5.  
A  sensitivity  analysis  of  critical  loads  was  performed  by  employing  different 
chemical  criteria.  The  computed  critical  loads  were  in  accordance  with  critical 
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loads  from  previous  global  empirical  studies,  but  have  a  much  higher  spatial 
resolution. In this chapter we also introduce the concept of equivalent criteria: the 
values for the various criteria leading to the same critical load function. A critical 
limit based on  an ANC of  zero  resulted  in  critical  loads  that protect  ecosystems 
against  toxic  concentrations  of  aluminium  and  unfavourable  Al/Bc  ratios, 
suggesting  that ANC  could be  an  alternative  to  the  commonly used Al/Bc  ratio. 
Critical  loads  of  nutrient  nitrogen  are  sensitive  to  the  specified  critical  nitrate 
concentration, especially in areas with a high precipitation surplus. If limits of 3–6 
mg N L‐1 are used  for Western Europe  instead of  the widely used 0.2 mg N L‐1, 
critical loads double on average. In low precipitation areas, the increase is less than 
50%.  The  strong  dependence  on  precipitation  surplus  is  a  consequence  of  the 
simple  modelling  approach.  We  therefore  suggest  that  future  models  should 





to  change  in  the  future  and  recent  studies  have  shown  that  observed  climate 
change over the last decades accelerates and is consistent with the highest climate 
change  projections,  all  European‐wide  simulations  of  recovery  from  soil 
acidification  so  far  have  assumed  a  constant  climate.  Since  European  forest 
ecosystems have many  functions, related  to biodiversity,  forest products, ground 
water protection and carbon sequestration, it is crucial to know to what extent the 
current  legislation on air pollution control protects them against acidification and 
eutrophication  under  climate  change.  In  chapter  6  we  evaluated  the  effects  of 
sulphur and nitrogen emission  reductions on  the  recovery of acidified European 
forest  soils,  and  also  included  the  effects  of  climate  change  on  soil  solution 
chemistry,  by  modelling  temperature  effects  on  soil  chemical  processes  and 
including  temperature  and  precipitation  effects  on  nitrogen  uptake  and  on 
leaching.  It  should be noted  that  although we modified VSD  such  that  formerly 
fixed processes became climate‐dependent, the model was not explicitly developed 
to  include  (all)  climate‐sensitive processes and  therefore  final  conclusions on  the 
impact of climate change on soil acidification cannot be drawn from this study.  
The VSD model was parameterized using the results from the Bayesian calibration 
described  in  chapter  3.  Model  results  show  a  strong  effect  of  the  emission 
reduction scenarios on soil solution chemistry. Using the Current Legislation (CLE) 
scenario,  the  forest area  in Europe with soil solution Al/Bc>1 mol mol‐1  (a widely 
used critical limit) decreased from about 4% in 1990 to about 1.7% in 2050. Under 
Maximum  Feasible  Reductions  (MFR),  the  exceeded  area was  <  1%  in  2050.  In 
Summary 
199 
addition,  the  area where  limits  for  the nitrate  concentration  in  soils  are violated 
was predicted to be smaller under MFR than under CLE. Using the most stringent 
criterion  for  nitrate  ([NO3]<0.3  mg  L‐1),  the  area  with  nitrate  concentrations  in 
excess of the critical limit was about 33% in 2050 under CLE, but only 12% under 
MFR. Recovery,  i.e. attaining non‐violation of  the criterion, was also much  faster 
under MFR than under CLE. Climate change leads to higher weathering rates and 
nitrogen uptake  in  the model, but positive effects on  recovery  from acidification 
are  limited compared  to current climate, and differences between  the A1 and B2 
climate change scenarios were small. Target loads for 2050 exist for 4% of the area 
for Al/Bc=1 and for 12% of the area when using a criterion of ANC=0 for the soil 






have proven  to  be very valuable  for  calibration  of  the VSB model.  Soil  solution 
measurements were used to determine how well the model was able to reproduce 
the situation in the field. The analysis of the data from the  large amount of plots, 
that have a  reasonable  spatial  coverage over Europe, has proven  that  these data 
support  the  parameterisation  and  use  of  a  model  designed  for  regional 








simulations  show  that  if  sufficient  emission  abatement  technologies  are  applied, 
recovery  from  acidification  in  Europe  can  be  achieved  in  2050.  Maybe  this 
successful  approach  could  serve  as  an  example  for  dealing  with  other 









De  grote  hoeveelheden  zwavel  (S)  en  stikstof  (N)  die  via  de  lucht  in  de 
ecosystemen  terecht  kwamen  hebben  in  verzuringsgevoelige  gronden  een 
uitloging  van  basische  kationen  (Bc)  zoals  calcium  (Ca),  magenesium  (Mg)  en 
kalium  (K)  en  het  vrijkomen  van  toxisch  aluminium  (Al)  veroorzaakt.  In 
bosbodems nam de buffercapaciteit af en de bossen werden gevoeliger voor stress 
als gevolg van, bijvoorbeeld, verstoorde nutriëntenbalansen veroorzaakt door een 
teveel  aan  stikstof  in  de  bodem.  Deze  overmaat  aan  stikstof  veroorzaakte  ook 
veranderingen  in  natuurlijke  vegetaties  (meer  stikstofminnende  soorten).  In 
oppervlaktewater zijn duidelijke schadelijke effecten waargenomen als gevolg van 
verzuring:  in de  jaren 70 en 80 trad, vooral in Scandinavië, grote sterfte op onder 
gevoelige  vissoorten.  Overmaat  aan  stiktof  leidde  lokaal  tot  eutrofiëring  van 
oppervlaktewater 
Om  de  verzuring  van  bossen  en  oppervlaktewater  terug  te  dringen,  is  er  de 
afgelopen  decennia  een  aantal  internationale  overeenkomsten  gesloten  om  de 
uitstoot  van verzurende  stoffen  te  verminderen. Met  succes:  in vergelijking met 
1960  is de  totale  uitstoot  van  SOx  in Europa met meer dan  60%  afgenomen, de 
uitstoot  van NOx met  ongeveer  40%  en  die  van NH3  (ammoniak) met  17%. De 
internationale overeenkomsten zijn, onder andere, gebaseerd op  een vergelijking 
van  de  gevoeligheid  van  ecosystemen  voor  verzuring  en  eutrofiëring  met  de 
huidige depositie van S en N. De gevoeligheid van ecosystemen wordt uitgedrukt 
door middel van het kritisch depositieniveau: de hoeveelheid depositie die volgens 
de  huidige  kennis  en  op  een  oneindige  tijdschaal  niet  leidt  tot  significant 
schadelijke effecten. Daar waar de huidige depositie het kritische depositieniveaus 
overschrijdt,  wordt  het  ecosysteem  bedreigd  en  moet  de  depositie  worden 
verminderd.  Kritische  depositieniveaus  worden  meestal  berekend  met  een 
computermodel  dat  de  bodemverzuring  simuleert.  Aan  elk  kritisch 
depositieniveau  ligt  een  kritische  waarde  voor  een  chemisch  criterium  ten 












om  (a)  na  te  gaan  of  beschikbare  gegevens  uit  Europese  bosmonitorings‐
programma’s kunnen worden gebruikt om een eenvoudig bodemverzuringsmodel 












Dynamic)  model  is  de  eenvoudigst  denkbare  dynamische  versie  van  het  veel 
gebruikte model voor de berekening van kritische depositieniveaus, SMB (Steady 
State  Mass  Balance  model).  Door  toevoeging  van  kationuitwisseling  en 
tijdsafhankelijke  stikstofvastlegging  in  de  bodem  kunnen met  VSD  dynamische 






beneden deze kritische waarde komt  (en blijft),  is het systeem  ‘veilig’. Daarnaast 
kan VSD zogenaamde streefwaardes berekenen. Een streefwaarde is die depositie 
die  leidt  tot  het  halen  van  een  bepaald  chemisch  criterium  in  de  bodem,  zoals 
Al/Bc=1,  in een vooraf gedefinieerd  jaar. Streefwaardes zijn alleen nodig als noch 
de huidige depositie noch het kritisch depositieniveau leiden tot tijdig (chemisch) 
herstel  van  het  ecosysteem.  Streefwaardes  zijn  stringenter  dan  kritisch 
depositieniveaus omdat er een tijdslimiet voor het herstel wordt gedefinieerd: het 
streefjaar. Het VSD model heeft een uitgebreide gebruikersinterface die het gebruik 
van  alle  bovengenoemde  functionaliteit  sterk  vereenvoudigt,  en  bevat 
mogelijkheden om het model te calibreren op metingen uit het veld.  
In hoofdstuk 2 wordt een  inhoudelijke beschrijving van het VSD model gegeven, 







calibratie  is om een zo goed mogelijke  schatting  te maken van modelparameters 




kan  worden  vastgesteld  met  welke  parameterwaardes  acceptabele  simulaties 
worden  bereikt. VSD  simuleert  de  bodemvochtsamenstelling  als  functie  van  de 
aan‐  en  afvoer  van    verschillende  ionen,  en  kan  dus  worden  gecalibreerd  en 
gevalideerd  op  locaties waar  dergelijke metingen  aanwezig  zijn.    Tot  voor  kort 
werden de meeste bodemverzuringsmodellen gecalibreerd door de  simulaties  te 
fitten op een (reeks) waarnemingen via een  ‘trial‐and‐error’ procedure: het model 
werd  een groot aantal keren  toegepast met  steeds wisselende parameterwaardes 
totdat de meting(en) goed gereproduceerd werden. Soms werd een set parameters 
gelijktijdig  gecalibreerd  op  verschillende  bodemvochtconcentraties,  terwijl  in 
andere studies alleen de basenverzadiging werd gecalibreerd. In de meeste studies 
is  de  onzekerheid  in  de  metingen  buiten  beschouwing  gelaten:  de  parameter‐
waardes worden afgeleid uit die éne modeltoepassing die het beste overeenkomt 
met  de  waarnemingen.  Metingen  van  bodemvochtconcentraties  zijn  echter 
onzeker,  door  bijvoorbeeld  ruimtelijke  variatie  binnen  een  locatie. 
Calibratiemethodes  die  rekening  houden  met  deze  onzekerheid  zijn  dus  te 





gebaseerd  op  a‐priori  schattingen  van  hun  gemiddelde  en  onzekerheid,  met 
schattingen  van  de  aannemelijkheid  van  de modeluitkomsten  op  basis  van  een 
vergelijking met  (onzekere) metingen. De methode gebruikt deze gecombineerde 
informatie  om  een  uiteindelijke  a‐posteriori  verdeling  te  maken  van  de 
modelparameters inclusief de bijbehorende onzekerheid en correlaties.  
In  deze  studie  zijn  de  belangrijkste modelparameters  van  VSD  gecalibreerd  en 
gevalideerd met een Bayesiaanse methode op basis van gegevens van 182 intensief 
gemonitorde  boslocaties  in Europa  (het EU/UNECE  Forest  Intensive Monitoring 
programma). Uit deze set van 182 locaties, zijn 122 locaties gebruikt om het model 
te calibreren en de overige 60 locaties om het gecalibreerde model te valideren. A‐
priori  verdelingen  van  modelparameters  werden  vastgesteld  op  basis  van 
literatuurgegevens. Omdat  uit  de  literatuur  blijkt  dat  er  een  sterke  samenhang 
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bestaat  tussen  een  aantal  van  deze  VSD  modelparameters  en  bijvoorbeeld 
bodemtextuur,  zijn  de  a‐priori  verdelingen  gedefinieerd  als  functie  van 
bodemgroep  (zijnde  bodems  met  een  gelijke  textuur  of  koolstof/stiktof  (C/N) 
verhouding). De aannemelijkheid van de modeluitkomsten is berekend door deze 
te  vergelijken  met  gemeten  bodemvochtconcentraties  uit  de  periode  1996‐2001. 
Trekkingen  van  parameterwaardes  uit  de  meerdimensionale  parameterruimte 
verliep via een  ‘Markov Chain Monte Carlo’  (MCMC) methode. Er werden  twee 
verschillende  calibratiemethodes gebruikt.  In de  ‘single‐site’  calibratie werd  elke 
plot  afzonderlijk  gecalibreerd  en  plotspecifieke  sets  met  modelparameters 




resultaten  laten  zien  dat  het  gecalibreerde model  pH  en  de  nitraatconcentratie 
betere simuleert dan het ongecalibreerde model. De uiteindelijke kansverdelingen 
voor  de  H‐Al  evenwichtsconstante  waren  na  calibratie  aanzienlijk  smaller  dan 
ervoor:  de  onzekerheid  is  afgenomen.  De  kansverdeling  van  de  verwerings‐
snelheid  van  basische  kationen  voor  zandgronden  is  opgeschoven  naar  hogere 
waardes,  dit  betekent  dat  de  a‐priori  aangenomen  parameterwaarde  een 
onderschatting was. De resultaten van de calibratie gaven geen bevestiging van de 
in  het  oorspronkelijke  VSD  model  aangenomen  relatie  tussen  C/N  ratio  in  de 




modelfout  is  meegenomen  in  de  berekening  van  de  aannemelijkheid  van  het 





Kritische  depositieniveaus  zijn  onzeker,  vanwege  onzekerheid  in  (a)  model‐
structuur  en modelaannames  (b)  invoergegevens  en modelparameters  en  (c)  de 
waarde  van het  chemische  criterium dat wordt  gebruikt  (onzekerheid  in  b.v de 
kritische  Al/Bc  ratio).  De  onzekerheid  in  kritische  depositieniveaus  en 
streefwaardes  als  gevolg  van de  onzekerheid  in modelparameters  is  vastgesteld 
door het VSD model te calibreren met een Bayesiaanse methode zoals beschreven 
in hoofdstuk 3 en vervolgens het model  toe  te passen met parameterwaardes die 
werden  getrokken  uit  de  a‐posteriori  kansverdeling.  In  totaal werden  per  plot 
Samenvatting 
206 
30000  berekeningen  uitgevoerd  van  kritische  depositieniveaus  en  streefwaardes, 
waaruit de onzekerheid in de uitkomsten werd afgeleid. 
Hoofdstuk  4  laat  zien  welke  modelparameters  het  meest  bijdragen  aan  de 
onzekerheid in de uitkomsten; dit varieert per type kritisch depositieniveau en per 









onzekerheid  in  het  kritische  depositieniveau  voor  stikstof  gerelateerd  aan 
eutrofiëring,  CLnut(N).  Modelcalibratie  verkleint  de  onzekerheid  in  kritische 
depositieniveaus en streefwaardes: de variatiecoëfficiënt voor alle  typen kritische 
depositieniveaus  en  streefwaardes  na  calibratie  was  lager  dan  ervoor.  De 
variatiecoëfficiënt  voor  CLmax(S)  was  minder  dan  40%  voor  bijna  alle  locaties, 
behalve daar waar  een hoge denitrificatie optreedt. Modelcalibratie  leidt ook  tot 
robuustere schattingen van streefwaardes. Na calibratie bleek er voor 40% van de 
plots in geen enkele van de 30000 simulaties een streefwaarde nodig te zijn om het 
chemische criterium  in 2050  te halen,  terwijl dit vóór calibratie maar voor enkele 
locaties het geval was. De onzekerheidsanalyse  in hoofdstuk 4  is uitgevoerd voor 






bodem,  landgebruik,  klimaat  en  bosgroei.  Deze  bestanden  geven  veel  meer 
detailinformatie  dan  de  bestanden  die  eerder  zijn  gebruikt  in  studies  waarin 
kritische depositieniveaus  voor Europese  bossen werden  berekend. Daarnaast  is 
gesuggereerd om andere dan het veelgebruikte Al/Bc criterium te gebruiken voor 
het  berekenen  van  kritische  depositieniveaus  voor  verzuring. Nationale  studies 
hebben aangetoond dat de keuze van het criterium een grote invloed kan hebben 
op  de  hoogte  van  het  berekende  kritische  depositieniveau  en  de  overschrijding 
daarvan. Verder  is  een  recente  studie  aangetoond dat de veelgebruikte kritische 
waarde van 0.2‐0.3 mg L‐1 N in het bodemvocht die ervoor moet zorgen dat er geen 






de  conventie voor Long‐range Transboundary Air Pollution  (LRTAP),  zodat  een 
uitbreiding van het gebied waarvoor kritische depositieniveaus worden berekend 
nodig was. Kritische depositieniveaus voor Europa en Noord Azië voor verzuring 
en  eutrofiëring  en de  invloed daarop van het  chemische  criterium zijn berekend 
met  de  statische  variant  van  VSD,  het  SMB  model;  de  resultaten  worden 
beschreven  in hoofdstuk 5.  In hoofdstuk 5  introduceren we ook het concept van 
equivalente  criteria:  die  waardes  van  verschillende  chemische  criteria  die  tot 
dezelfde kritische depositiefunctie leiden.  
De  berekende  kritische  depositieniveaus  komen  qua  grootteorde  overeen  met 
waardes  gevonden  in  eerdere  studies,  maar  hebben  een  veel  groter  ruimtelijk 













(zoals  stikstofbeschikbaarheid)  die  een  betere  relatie  hebben  met  vegetatie‐




Hoewel  het  inmiddels  duidelijk  is  dat  het  klimaat  verandert  en  zal  blijven 
veranderen  in  de  toekomst,  en  recente  studies  laten  zien  dat  de waargenomen 
klimaatverandering  de  laatste  tientallen  jaren  versnelt  en  consistent  is  met  het 
meeste  extreme  scenario,  zijn  alle  tot  nu  toe  uitgevoerde  Europese  studies  naar 
herstel van bodemverzuring uitgegaan van een constant klimaat. Omdat Europese 
bossen  vele  functies  hebben,  gerelateerd  aan  biodiversiteit,  houtproductie, 
grondwaterbescherming en koolstofvastlegging,  is het cruciaal om te weten of de 





bosbodems  in Europa  geëvalueerd,  en  het  effect  van  klimaatverandering  hierop 
bepaald  door  het  inbrengen  van  temperatuurseffecten  op  bodemchemische 
processen  en  effecten  van  temperatuur  en  neerslagveranderingen  op  de 
uitspoeling en opname van  stikstof. Hierbij moet worden opgemerkt dat hoewel 
VSD  is  aangepast  zodat  processen  nu  klimaatafhankelijk  zijn,  het  model  niet 
expliciet  ontwikkeld  was  om  alle  klimaateffecten  op  de  bodemchemie  en 




Het  VSD  model  is  geparameteriseerd  op  basis  van  de  resultaten  van  de 
Bayesiaanse  calibratie  beschreven  in  hoofdstuk  3,  en  vervolgens  toegepast  op 
Europa. Modelresultaten laten een sterk effect zien van het emissiereductiescenario 
op  de  bodemvochtsamenstelling.  Onder  de  huidige  wetgeving  (CLE,  Current 
Legislation), zal het bosareaal in Europa waar de Al/Bc ratio de waarde van 1 mol 
mol‐1  overschrijdt,  afnemen  van  4%  in  1990  tot  ongeveer  1.7%  in  2050. Als  alle 
beschikbare  technologie  wordt  ingezet  (MFR,  Maximum  Feasible  Reductions), 
neemt het areaal met overschrijdingen af tot minder dan 1% in 2050. Daarnaast is 
het  areaal  met  overschrijding  van  de  kritische  nitraatconcentratie  onder  MFR 
kleiner dan onder CLE. Als we het meest strikte criterium gebruiken ([NO3]<0.3 mg 
L‐1), dan is het areaal waar deze waarde in 2050 nog wordt overschreden ongeveer 













De  gegevens  uit  het  gecombineerde  EU/UNECE  Forest  Intensive  Monitoring 




het  model  in  staat  was  om  waarnemingen  in  het  veld  te  reproduceren.  De 




van  het  VSD  model,  ontwikkeld  voor  het  uitvoeren  van  regionale 
beleidsevaluaties.  Omdat  meer  waarnemingen  en  langere  tijdreeksen  deze 
evaluaties  verder  zullen  versterken,  zou  het  monitorings‐programma  moeten 




gebruik  van  kritische  depositieniveaus  heeft  ertoe  geleid  dat  deze  reducties 
plaatsvonden  daar  waar  de  gevoeligste  ecosystemen  voorkomen.  Onze 
modelberekeningen  laten zien dat wanneer voldoende emissiereductietechnieken 
worden  ingezet,  herstel  van  bodemverzuring  in  Europa  in  2050  bereikt  kan 
worden.  Deze  succesvolle  benadering  kan  als  voorbeeld  dienen  voor  andere 






























































































































































































































































































































































stem growth (m3.ha-1.yr-1)  
Figure 6.4. Growth under the A1 scenario in 2050 divided by the reference growth 1961‐1990 (left) 
and cumulative frequency of modelled stem growth for two deposition (CLE, MFR) and three climate 
scenarios (His, A1,B2). 
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Figure 6.8. Percentage of forested area per EMEP grid cell with target loads < critical load (Case 2) 
for 2050 for Al/Bc=1 (left) and ANC=0 (right). 
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Figure 6.10. Average Recovery Times in central Europe for Al/Bc=1 per EMEP grid cell for the CLE 
scenario (left) and the MFR scenario (right) for those receptors for which a recovery time exists. 
 
