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Introduction
In this paper we are concerned with the number of nonnegative solutions of the elliptic system (P )
where Ω ⊂ R N is a bounded smooth domain, N ≥ 3, 2 * := 2N/(N − 2) and Q u , H u and Q v , H v are the partial derivatives of the homogeneous functions Q, H ∈ C 1 (R The function Q = Q(s, t) is a lower order perturbation term satisfying (Q 0 ) Q is q-homogeneous for some 2 ≤ q < 2 * ;
(Q 1 ) Q s (0, 1) = 0, Q t (1, 0) = 0.
In order to present our results we introduce the following numbers µ := min {Q(s, t) : s q + t q = 1, s, t ≥ 0} (1.1) and λ := max {Q(s, t) : s q + t q = 1, s, t ≥ 0} . (Ω) of problem (P ) is nonnegative if u, v ≥ 0 in Ω. If Y is a closed set of a topological space Z, we denote by cat Z (Y ) the Ljusternik-Schnirelmann category of Y in Z, namely the least number of closed and contractible sets in Z which cover Y . We are now ready to state our first result. Theorem 1.1 Suppose that H satisfies (H 0 )−(H 4 ) and Q satisfies (Q 0 )−(Q 1 ). Then there exists Λ > 0 such that the problem (P ) has at least cat Ω (Ω) nonzero nonnegative solutions provided λ, µ ∈ (0, Λ).
In the proof we apply variational methods, Ljusternik-Schnirelmann theory and a technique introduced by Benci and Cerami [3] . It consists in making precise comparisons between the category of some sublevel sets of the associated functional with the category of the set Ω. In order to overcame the lack of compactness due to the critical growth of H we use the ideas of Brezis and Nirenberg [4] , besides the paper of Morais Filho and Souto [12] , where it is proved that the number
3) plays an important role when dealing with critical systems like (P ). Actually, we use the above constant and adapt some calculations performed in Myiagaki [14] to localize the energy levels where the Palais-Smale condition fails. We would like to mention that, as a byproduct of our arguments, we extend the existence result of [12] for any subcritical degree of homogeneity of the perturbation Q (see Theorems 2.4 and 2.5).
Notice that condition (
since, in this case, Q s (0, 1) = 1. However, we can also consider this situation if the subcritical perturbation satisfies q > 2. More specifically, the following holds
Then there exists Λ > 0 such that the problem (P ) has at least cat Ω (Ω) nonzero nonnegative solutions provided λ, µ ∈ (0, Λ).
The difference when dealing with (Q 1 ) or ( Q 1 ) is just in the way we extend the function Q to the whole R 2 . Since we want to apply minimax methods this extension needs to be made in a smooth way. We refer to the beginning of the next section for more details about the possible extensions.
Concerning the class of nonlinearities we are considering, we present in Section 5 some examples of functions satisfying our hypothesis. There, we also make some comments about the possibility of proving that the solutions are positive in Ω and we state other settings in which our results hold, including the possibility of having a sum of subcritical terms with different degrees of homogeneity. As a final remark, we would like to mention that the theorems remain valid for N = 3 if the degree of homogeneity of Q satisfies 4 < q < 6 (see Remark 2.3).
The starting point on the study of the system (P ) is its scalar version
with 2 ≤ q < 2 * . In a pioneer work Brezis and Nirenberg [4] showed that, for q = 2, the existence of positive solutions is related with the interaction between the parameter θ with the first eigenvalue θ 1 (Ω) of the operator (−∆, H 1 0 (Ω)). Among other results they showed that, if q = 2, the problem has at least one positive solution provided N ≥ 4 and 0 < θ < θ 1 (Ω). They also obtained some results for the case 2 < q < 2 * . After the paper of Brezis and Nirenberg, a lot of works dealing with critical nonlinearities have been appeared. Concerning the question of multiplicity, we recall that Rey [15] and Lazzo [5] proved that, for q = 2, the problem (1.4) has at least cat Ω (Ω) positive solutions (see also the well known paper of Benci and Cerami [3] where the subcritical case was considered) provided θ > 0 is small. This result was extended for the p-Laplacian operator and p ≤ q < p * by Alves and Ding [1] . The results presented here can be viewed as versions of the papers [15, 5, 1] for the case of systems.
As far we know, the first results for homogeneous system like (P ) are due to Morais Filho and Souto [12] (see also [2] ). After this work many results have been appeared (see [6, 7, 8, 16, 11, 9, 10] and references therein). Among then, the most related with our paper if the work of Han [8] , where the author considered the case Q(s, t) = α 1 s 2 + α 2 t 2 and H(s, t) = s α t β with α + β = 2 * . His results was complemented by Ishiwata in [10, 11] , with different classes of homogeneous nonlinearities being considered. Our paper extends and/or complements the results found in [12, 2, 8, 10, 11] . Although there are some multiplicity results for systems like (P ) via Ljusternik-Schnirelmann theory, we do not know any article that relates the topology of Ω with the number of solutions and contains a general class of nonlinearities such as those considered here.
The paper is organized as follows. In Section 2 we present the abstract framework of the problem, we prove a local compactness result and obtain the existence of one nonnegative solution for (P ). Section 3 is devoted to the proof of some technical results concerned the properties of sequences which minimize S H and the asymptotic behavior of the minimax levels associated to the problem. Theorems 1.1 and 1.2 are proved in Section 4 and we devote the last section for some further remarks about examples and possible extensions of the results.
The PS condition and an existence result
We start this section fixing some notation. We denote B R (0) := {x ∈ R N : x < R} and by C 
. In order to simplify the notation, we write A f instead of A f (x)dx. We also omit the set A whenever A = Ω.
We remark for future reference that, if p ≥ 1 and F is a p-homogeneous C 1 -function, then the following holds (i) if we set M F := max{F (s, t) : s, t ∈ R, |s| p + |t| p = 1} then, for each (s, t) ∈ R 2 , we have that We proceed now with the extension of the functions Q and H. Notice that (Q 1 ) and (H 1 ) allow us to give a C 1 extension of Q and H to the whole R 2 as
where s + := max{s, 0}. In the setting of Theorem 1.2, with Q satisfying ( Q 1 ) instead of (Q 1 ), the above extension is not differentiable. So, in this case, we extend Q in the following way
where s − = max{−s, 0}. For simplicity, we shall write only H to denote the extension H. The extension of Q depends on it to satisfy (Q 1 ) or ( Q 1 ). In both cases, the extension is of class C 1 and will be denoted just by Q. By using (2.1) and well know arguments, we see that the weak solutions of (P ) are precisely the critical points of the C 1 -functional I λ,µ : X → R given by
where X is the Sobolev space
We notice that, in the definition of I λ,µ , we are denoting Q λ,µ (z) := Q(z) for z ∈ R 2 . We shall write Q λ,µ instead of Q just to emphasize that the smallness condition in the statement of the main theorems depends on the value of the parameters µ and λ defined in (1.1)-(1.2).
We introduce the Nehari manifold of I λ,µ by setting
In what follows, we present some properties of c λ,µ and N λ,µ . Its proofs can be done as in [17, Chapter 4] . First of all, we note that there exists r = r λ,µ > 0, such that
It is standard to check that I λ,µ satisfies Mountain Pass geometry. So, we can use the homogeneity of Q and H to prove that c λ,µ can be alternatively characterized by
Moreover, for each z ∈ X \ {0}, there exists a unique t z > 0 such that t z z ∈ N λ,µ . The maximum of the function t → I λ,µ (tz), for t ≥ 0, is achieved at t = t z . Let E be a Banach space and J ∈ C 1 (E, R). We say that (z n ) ⊂ E is a Palais-Smale sequence at level c ((PS) c sequence for short) if J(z n ) → c and J ′ (z n ) → 0. We say that J satisfies (PS) c if any (PS) c sequence possesses a convergent subsequence.
H . The definition of I λ,µ and (2.1) provide c 1 , c 2 > 0 such that
where hereafter o n (1) denotes a quantity approaching zero as n → ∞. The above expression implies that (z n ) ⊂ X is bounded. So, we may suppose that [12, Lemma 5] to conclude that
(2.8) This and the weak convergence of (z n ) provide
where we have used
Recalling that I ′ λ,µ (z) = 0, we can use the above equality and (2.9) to obtain
In view of the definition of S H , we have that
Taking the limit we get
which does not make sense. Hence b = 0 and therefore z n → z strongly in X.
Before presenting our next result we recall that, for each ε > 0, the function 10) where
, where S is the best constant of the Sobolev embedding
. Thus, using [12, Lemma 1] and the homogeneity of H, we obtain A, B > 0 such that
, from which it follows that
The above equality and the ideas introduced by Brezis and Nirenberg [4] are the keystone of the following result. Lemma 2.2 Suppose that Q satisfies (Q 0 ), with 2 < q < 2 * , and λ, µ defined in (1.1)-(1.2) are positive. Then,
The same result holds if q = 2 and and λ, µ ∈ (0, θ 1 (Ω)/2), where θ 1 (Ω) > 0 denotes the first eigenvalue of (−∆,
Proof. We consider a nonnegative function
where Φ ε was defined in (2.10). Since w ε 2 * = 1, we can use the homogeneity of Q and H to get, for any t ≥ 0,
We shall denote by h ε (t) the right-hand side of the above equality and consider two distinct cases.
In this case there exists t ε > 0 such that
, t ≥ 0, and notice that the maximum value of g ε occurs at the point
.
So, for each t ≥ 0,
, and therefore
We claim that, for some c 2 > 0, there holds
Indeed, if this is not the case, we have that t εn → 0 for some sequence ε n → 0 + . But it is proved in [4, (1.11) and (1.12)] that
which does not make sense. So, the claim holds and we infer from (2.13) and (2.14) that
It is proved in [14, Claim 2, p. 778] that lim ε→0 + ε (2−N )/2 w ε= +∞. Thus, we conclude from the above inequality that, for each ε > 0 small, there holds
Case 2. q = 2.
In this case we have that h ′ ε (t) = 0 if, and only if,
Since we are supposing λ < θ 1 (Ω)/2, we can use Poincaré's Inequality to obtain
Thus, there exists t ε > 0 satisfying (2.12) . By using the definition of w ε and [4, (1.12) and (1.13)] we get
Arguing as in the first case we conclude that, for ε > 0 small, there holds
where we have used (2.15) in the last inequality. This concludes the proof.
Remark 2.3
The previous lemma remains valid if we suppose that N = 3 and 4 < q < 6. Indeed, it suffices to notice that in this case, according to [14, p. 779], the function w ε above satisfies lim ε→0 + ε (2−N )/2 w ε= +∞. So, the same arguments of Case 1 hold.
As a byproduct of Lemmas 2.1 and 2.2 we obtain the following generalization of [12, Theorem 1].
Theorem 2.4
Under the hypotheses of Theorem 1.1 the problem (P ) possesses a nonzero nonnegative solution whenever 2 < q < 2 * and λ, µ > 0, or q = 2 and λ, µ ∈ (0, θ 1 (Ω)/2). The same result holds if N = 3 and 4 < q < 6.
Proof. Since I λ,µ satisfies the geometric conditions of the Mountain Pass Theorem, there exists (z n ) ⊂ X such that
It follows from Lemma 2.1 (with Remark 2.3 in the case N = 3) and Lemma 2.2 that (z n ) converges, along a subsequence, to a nonzero critical point z = (u, v) ∈ X of I λ,µ . According to (2.3) and (2.2), we have that
Since z is a critical point and the integral above vanishes, it follows that z − = 0. Hence, u, v ≥ 0 in Ω and the theorem is proved.
Theorem 2.5 Under the hypotheses of Theorem 1.2 the problem (P ) possesses a nonzero nonnegative solution whenever λ, µ > 0. The same result holds if N = 3 and 4 < q < 6.
Proof. As before, we obtain a nonzero critical point z of I λ,µ . A simple calculation shows that the extension given in (2.4) implies that Q s (s, t) ≥ 0 for s ≤ 0, and Q t (s, t) ≥ 0 for t ≤ 0. Hence, using the extension of H and arguing as in the previous theorem we obtain
and the result follows.
Some technical results
In this section we denote by M(R N ) the Banach space of finite Radon measures over R N equipped with the norm 
Lemma 3.1 Suppose that the sequence (w
and define
Moreover, if w = 0 and ν
H σ , then there exists x 0 , x 1 ∈ R N such that ν = δ x0 and σ = δ x1 .
Proof. We first recall that, in view of the definition of S H , for each nonnegative
Moreover, arguing as in [12, Lemma 5], we have that Remark 3.2 For future reference we notice that the last conclusion of the above result holds even if w ≡ 0. Indeed, in this case we can define w n := w n − w and notice that
But w n − w = w n − w and therefore σ = σ and ν = ν, where σ and ν are as in Lemma 3. Before stating one of the main results of this section we introduce the following notation. Given r > 0, y ∈ R N and a function z ∈ X, we extend z to the whole R N by setting z(x) := 0 if x ∈ R N \Ω and define z y,r ∈ H
Then there exist (r n ) ⊂ (0, ∞) and (y n ) ⊂ R N such that the sequence (z
. Moreover, as n → ∞, we have that r n → 0 and y n → y ∈ Ω.
Proof. We first extend z n by setting z n (x) := 0 if x ∈ R N \ Ω. For each r > 0 we consider F n (r) := sup
Since lim r→0 F n (r) = 0 and lim r→∞ F n (r) = 1, there exist r n > 0 and a sequence (y
Recalling that lim |y|→∞ Br n (y) H(z n ) = 0 we conclude that (y k n ) is bounded. Hence, up to a subsequence, lim k→∞ y k n = y n ∈ R N and we obtain
We shall prove that the sequences (r n ) and (y n ) above satisfy the statements of the lemma. First notice that
If we denote w n := z yn,rn n , a straightforward calculation provides
Hence, we can apply Lemma 3.1 to obtain w ∈ H 1 (R N ) × H 1 (R N ) satisfying
The second equality above implies that H(w), ν , ν ∞ ∈ [0, 1]. If one of these values belongs to the open interval (0, 1), we can use (3.6), 2/2
H w 2 and (3.7) to get
which does not make sense. Thus H(w), ν , ν ∞ ∈ {0, 1}. Actually, it follows from (3.5) that |x|>R H(w n ) ≤ 1/2 for any R > 1. Thus, we conclude that ν ∞ = 0. Let us prove that ν = 0. Suppose, by contradiction, that ν = 1. It follows from the first equality in (3.7) that S H ≤ σ . On the other hand, the first equality in (3.6) provides σ ≤ S H . Hence, we conclude that σ = S H . Since we are supposing that ν = 1 we obtain ν 2/2 * = S −1 H σ . It follows from Remark 3.2 that ν = δ x0 for some x 0 ∈ R N . Thus, from (3.5), we get
This contradiction proves that ν = 0. Since ν = ν ∞ = 0 we have that R N H(w) = 1. This and (3.6) provide
So, w 2 = S H and therefore w n → w ≡ 0 strongly in D 1,2 (R N ) × D 1,2 (R N ) and w n (x) → w(x) for a.e. x ∈ R N . In order to conclude the proof we notice that
Since (z n ) is bounded and w ≡ 0, we infer from the above equality that, up to a subsequence, r n → r 0 ≥ 0. If |y n | → ∞ we have that, for each fixed x ∈ R N , there exists n x ∈ N such that r n x + y n / ∈ Ω for n ≥ n x . For such values of n we have that w n (x) = 0. Taking the limit and recalling that x ∈ R is arbitrary, we conclude that w ≡ 0, which is absurd. So, along a subsequence, y n → y ∈ R N . We claim that r 0 = 0. Indeed, suppose by contradiction that r 0 > 0. Then, as n becomes large, the set Ω n := (Ω − y n )/r n approaches to Ω 0 := (Ω − y)/r 0 = R N . This implies that w has compact support in R N . On the other hand, since w achieves the infimum in (1.3) and H is homogeneous, we can use the Lagrange Multiplier Theorem to conclude that w = (u, v) satisfies
It follows from (H 3 ) and the Maximum Principle that at least one the functions u, v is positive in R N . But this contradicts supp w ⊂ Ω 0 . Hence, we conclude that r 0 = 0. Finally, if y ∈ Ω we obtain r n x + y n ∈ Ω for large values of n, and therefore we should have w ≡ 0 again. Thus, y ∈ Ω and the proof is finished.
We finalize this section with the study of the asymptotic behavior of the minimax level c λ,µ as both the parameters approaches zero. Proof. We first prove the second equality. It follows from λ = µ = 0 that Q 0,0 ≡ 0. If A, B, w ε , g ε and t ε are as in the proof of Lemma 2.1, we have that (t ε Aw ε , t ε Bw ε ) ∈ N 0,0 . Thus
Taking the limit as ε → 0 + and using (2.11), we conclude that c 0,0
H . In order to obtain the reverse inequality we consider (z n ) ⊂ X such that I 0,0 (z n ) → c 0,0 and I ′ 0,0 (z n ) → 0. The sequence (z n ) is bounded and therefore
Taking the limit in the inequality S H H(z n ) 2/2 * ≤ z n 2 we conclude, as in
H . Hence,
and therefore c 0,0
H . We proceed now with the calculation of lim λ, µ→0 + c λ,µ . Let (λ n ), (µ n ) ⊂ R + be such that λ n , µ n → 0 + . Since µ n defined in (1.1) is positive, we have that Q λn,µn (z) ≥ 0 whenever z is nonnegative. Thus, for this kind of function, we have that I λn,µn (z) ≤ I 0,0 (z). It follows that 
Proof of the main theorems
From now on we fix r > 0 such that the sets
are homotopic equivalents to Ω. We define the functional
where X r,rad := {(u, v) : u, v ∈ H 1 0 (B r (0)) and u, v are radial functions}. We denote by M λ,µ its associated Nehari manifold and set
According to [12, Lemma 1] the infimum S H can be attained by functions be-
rad (R N ). So, arguing as in the proof of Lemma 3.4 and Theorems 2.4 and 2.5 , we obtain the following result.
Lemma 4.1 Under the hypothesis of Theorem 1.1, the infimum m λ,µ is attained by a positive radial function z λ,µ ∈ X r,rad whenever 2 < q < 2 * and λ, µ > 0, or q = 2 and λ, µ ∈ (0, The same result hold if we assume the hypothesis of Theorem 1.2 and λ, µ > 0. Moreover, both results hold if N = 3 and 4 < q < 6.
We introduce the barycenter map β λ,µ : N λ,µ → R N as follows
This maps has the following property.
Lemma 4.2 There exists λ
Proof. Suppose, by contradiction, that there exist (λ n ), (µ n ) ⊂ R + and (w n ) ⊂ N λn,µn such that λ n , µ n → 0 + as n → ∞, I λn,µn (w n ) ≤ m λn,µn but β λm,µn (w n ) ∈ Ω + r/2 .
Standard calculations show that (w n ) is bounded in X. Moreover
As in the proof of Lemma 3.4 we have that Q λn,µn (w n ) → 0 and therefore lim n→∞ w n 2 = lim n→∞ H(w n ) = b ≥ 0. Notice that
Recalling that c λn,µn and m λn,µn both converge to Let t n := ( H(w n )) −1/2 * > 0 and notice that z n := t n w n satisfies the hypotheses of Proposition 3.3. Thus, for some sequences (r n ) ⊂ (0, ∞) and (y n ) ⊂ R N satisfying r n → 0, y n → y ∈ Ω we have that z
. The definition of z n , (4.1), the strong convergence of (z yn,rn n where α(λ, µ) := 1
we have the following.
Lemma 4.3 There exists λ * * > 0 such that,
whenever λ, µ ∈ (0, λ * * ).
Proof. Arguing by contradiction, we suppose that there exist sequences (λ n ), (
λn,µn ) such that λ n , µ n → 0 + , as n → ∞, and F λn,µn (t n , z n ) ∈ Ω + r . Up to a subsequence t n → t 0 ∈ [0, 1]. Moreover, the compactness of Ω and Lemma 4.2 imply that, up to a subsequence, β λn,µn (z n ) → y ∈ Ω + r/2 ⊂ Ω + r . We claim that α(λ n , µ n ) → 1. If this is true, we can use the definition of F to conclude that F λn,µn (t n , z n ) → y ∈ Ω + r , which does not make sense.
It remains to check the above claim. It follows from Lemma 4.1 that
As before Br (0) Q λn,µn (z λn,µn ) → 0. This, J ′ λn,µn (z λn,µn ) = 0, the above expression and the same arguments used in the proof of Lemma 4.1 imply that
The equality above and the definition of α(λ, µ) imply that α(λ n , µ n ) → 1. The lemma is proved. We omit the details.
We are now ready to prove our main results. λ,µ ) critical points of the constrained functional. If z ∈ N λ,µ is one of these critical points, the same argument of [1, Lemma 4.1] shows that z is also a critical point of the unconstrained functional, and therefore a nontrivial solution of (P ). As before, the obtained solutions are nonnegative in Ω. The results follow from Corollary 4.4.
Some further remarks
We start this last section presenting some functions which satisfy our hypotheses. We have the following example from [12] . Let 2 ≤ q < 2 * and
where α i , β i > 1, α i + β i = q and a 1 , a 2 , b i ∈ R. The following functions and its possible combinations, with appropriated choices of the coefficients a 1 , a 2 , b i , satisfy our hypotheses on Q Q(s, t) = P q (s, t), Q(s, t) = r P rq (s, t) and Q(s, t) = P r+l (s, t) P l (s, t) , with l > 0. Hence, we see that our subcritical term is more general than those of [8, 10, 11] . The form of H is more restricted due to (H 4 ). This technical condition has already appeared in [12] and it is important to guarantee that the constant S H defined in (1.3) does not depend on Ω. As quoted in [12] , the concavity
Although we have more restrictions on the shape of H, it can have the polynomial form H(s, t) = P 2 * (s, t). with a i ∈ R, α, β > 1, α + β = 2 * satisfies the hypotheses (H 0 ) − (H 4 ) for appropriated choices of the coefficients a i . We also mention that the positivity condition in (H 2 ) can holds even if some of the coefficients a i are negative. As a simple example, suppose that H is as above with a 1 , a 2 ≥ 0 and a 3 < 0. Since s α v β ≤ s 2 * + t 2 * , the condition (H 2 ) holds for a 3 > max{−a 1 , −a 2 }.
Another interesting remark is that we can obtain versions of our theorems by interchanging conditions like (Q 1 ) and ( Q 1 ) for both the functions Q and H. More specifically, let us consider the following assumption ( H 1 ) H s (0, 1) > 0 and H t (1, 0) > 0.
A simple inspection of our proofs shows that Theorem 1.1 is valid if we suppose ( H 1 ) and (Q 1 ). The same is true for Theorem 1.2. This last theorem is also true if we suppose ( H 1 ) and ( Q 1 ). The difference among these various settings relies in the form of the possible coupled terms.
A simple inspection of our proofs show that, instead of just one subcritical term, we can consider in (P ) a subcritical nonlinear term of the form
with each function Q i being q i -homogeneous, 2 ≤ q i < 2 * , and satisfying the same kind of hypotheses of Q. In this case, for each i = 1, . . . , k, we define the numbers µ i , λ i as in (1.1)-(1.2), and the results hold if max i=1,...,k {µ i , λ i } is small enough.
With some additional conditions we can assure that the solutions obtained in this paper are positive. Indeed, if we suppose that (Q 2 ) Q s (s, t) ≥ 0, Q t (s, t) ≥ 0 for each (s, t) ∈ R 2 + , we can apply the Maximum Principle in each equation of (P ). Thus, if (u, v) is a nonnegative solution, then u ≡ 0 or u > 0 in Ω, the same holding for v. We need only to discard solutions of the type (u, 0) or (0, v). This can be done if we guarantee some kind of strongly coupling for the system. In what follows, we present some situations where this can be done.
If we are under the conditions of Theorem 1.1 we assume a stronger form of (Q 1 ) and (H 1 ), namely that ∇Q ( Since from ( Q 1 ) we have that Q v (1, 0) > 0, it follows that u ≡ 0. The argument for (0, v) is analogous.
