In this paper we define the concept of D-coherent pair of linear functionals. We prove that if ðu 0 ; u 1 Þ is a D-coherent pair of linear functionals then at least one of them must be a classical discrete linear functional under certain conditions. Examples related to Meixner and Hahn linear functionals are given.
INTRODUCTION
The concepts of coherent pair and symmetric coherent pair have been introduced by A. Iserles et al. in Ref. [9] in the framework of the study of orthogonal polynomials associated with the Sobolev inner product In fact, coherence means that a relation between the MOPS (monic orthogonal polynomial sequence) fP n ðxÞg n and fT n ðxÞg n , associated with the measures m 0 and m 1 respectively, T n ðxÞ ¼ P 0 nþ1 ðxÞ n þ 1 À s n P 0 n ðxÞ n ; n ! 1;
where fs n g n is a sequence of non-zero complex numbers, is satisfied. The description of the measures satisfying the coherence condition was an open problem in Ref. [9] . A first result is given in Ref. [15] where the complete set of coherence pairs when one of the measures is a classical one (Hermite, Laguerre, Jacobi) is described. Later on, in Ref. [16] it is proved that both measures involved in a coherent pair must be semiclassical.
Finally, in Ref. [20] H. G. Meijer gave the complete classification of the coherent pairs of measures which is, essentially, the same stated in Ref. [15] . As a conclusion, the Meijer's result shows that coherent pairs of measures constitute a restrictive class, helpful in order to obtain properties of polynomials orthogonal with respect to Sobolev inner products ½14; 19; 22; 23.
The aim of this paper is to analyze the extension of the above definition of coherent pairs (based in the use of the derivative operator) to the situation when the forward difference operator D is considered. Thus, orthogonal polynomials of a discrete variable [21] appear in a natural way. Our main result states that if ðu 0 ; u 1 Þ is a D-coherent pair of linear functionals, one of them must be a classical discrete linear functional. In this situation, the support of the functional can be finite (Kravchuk, Hahn) or infinite (Meixner, Charlier) and the extension of the Meijer's result involves more than a merely formal analogy. First, the concept of weakly quasi-definite linear functional (including both finite and infinite supporting sets for the functional) is introduced in order to cover both situations. Second, using a limit process we can recover the Meijer's classification from the complete description of the D-coherent pairs which we have already stated in Ref. [5] . Third, we compare the complexity of the analysis for the D operator with the derivative operator, because the situation, in our case, is more interesting taking into account that not only quasi-definite linear functionals are involved.
The outline of the paper is as follows: in Section 2 we give the basic definitions and results which will be helpful in the following sections. In Section 3 we introduce the concept of D-coherent pair of linear functionals, and we prove that if ðu 0 ; u 1 Þ is a D-coherent pair, both u 0 and u 1 are semiclassical discrete linear functionals. In Section 4 we prove that if ðu 0 ; u 1 Þ is a D-coherent pair of linear functionals, at least one of them must be a classical discrete linear functional, where u 0 and u 1 are required to have a restriction on their orders. Finally, in Section 5 we present two examples of D-coherent pair of linear functionals related to the Meixner and the Hahn linear functional, as examples of quasi-definite and weakly quasi-definite linear functionals, respectively.
NOTATIONS AND BASIC RESULTS
Let P be the linear space of polynomials with complex coefficients and let P 0 be its algebraic dual space. We denote by hu; f i the duality bracket for u 2 P 0 and f 2 P, and we denote by ðuÞ n ¼ hu; x n i, with n ! 0, the canonical moments of u. Given a weakly quasi-definite linear functional u of order M, there exists a family of monic polynomials fP n ðxÞg M n¼0 orthogonal with respect to u, i.e. P n ðxÞ ¼ x n þ terms of lower degree, for every 0 n M, and hu; P n P m i ¼ G n d n;m , G n 6 ¼ 0, for every 0 n; m M. Such a sequence will be called monic orthogonal polynomial sequence (MOPS).
Remark 2 Given a weakly quasi-definite linear functional u of order M < 1, it is possible to build a unique finite family of monic polynomials fP n ðxÞg M þ1 n¼0 such that
hu; x n P n ðxÞi 6 ¼ 0 0 n M ; and hu; x M þ1 P M þ1 ðxÞi ¼ 0. Thus, the sequence of orthogonal polynomials is fP n ðxÞg M n¼0 . Note that this sequence of orthogonal polynomials does not generate P when M < 1.
In the most important occurrences of orthogonal polynomials, the linear functional u satisfies an extra condition [6, Note that weakly positive-definite classical discrete functionals are associated with a measure RðxÞ whose support is a countable set. In such a sense, we shall only consider here orthogonal polynomials of a discrete variable on ½a; b À 1 with weight RðxÞ,
provided that the interval ða; bÞ is contained in R and the function RðxÞ satisfies In Ref. [11] another systematic study of (positive-definite) orthogonal polynomials of a discrete variable is given from the second order linear difference equation they satisfy. Moreover, a self-contained overview of classical discrete polynomials has been done in Ref. [1] , where finite orthogonal sequences are not considered (only quasi-definite functionals are studied).
In the aforementioned classifications ½1; 11 there appear other families of orthogonal polynomials, which are outside the scope of this paper since the Hahn's property they satisfy can not be written in terms of the forward difference operator D.
Next It is possible to associate with (2.6) a nonnegative integer s ¼ maxfdegðcÞ À 1; degðfÞ À 2g, but a semiclassical discrete functional u satisfies an infinite number of equations as (2.6). It is enough to multiply both sides of (2.6) by a polynomial f with degðf Þ ¼ q and from Proposition 2.7 we have D½f ðx þ 1ÞfðxÞu ¼ ðfðxÞDf ðxÞþ f ðxÞcðxÞÞu. So u fulfills also D½f 1 ðxÞu ¼ c 1 ðxÞu, where f 1 ðxÞ ¼ f ðx þ 1ÞfðxÞ and c 1 ðxÞ ¼ fðxÞDf ðxÞ þ f ðxÞcðxÞ. From (2.6) we have s 1 ¼ maxfp 1 À 1; t 1 À 2g s þ q. Hence, we can associate with a semiclassical discrete functional u a set of nonnegative integer numbers hðuÞ. DEFINITION 2.11 Let u be a semiclassical discrete functional. The minimum of the set hðuÞ is called the class of u. When s is the class of u, then the sequence of polynomials orthogonal with respect to u is said to be of class s.
Note that classical discrete polynomials are semiclassical of class 0. In fact, a n ¼ P n ðxÞ hu; P and f a a n g M À1 n¼0 the corresponding dual bases, then D a a n ¼ Àðn þ 1Þa nþ1 , 0 n M À 1. 
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where fs n g n is a sequence of non-zero complex numbers. where ðaÞ n denotes the Pochhammer symbol [2] , which is defined by
Since Proof Let P M 1 be the space of polynomials of degree at most M 1 and let P 0 M 1 be its algebraic dual space. Equation (3.5) is a consequence of (3.1) and using that fa there exist two polynomials f 1 and c 1 , of degree at most 3 and 2, respectively, such that 
ð3:10Þ
(ii) There exist polynomials A 3 and B 2 of degree at most 3 and 2, respectively, such that Proof Let us write (3.6) using (2.7)
ð3:15Þ
For n ¼ 0 and n ¼ 1 we get in (3.15) 
In Theorem 3.4 we have proved that if ðu 0 ; u 1 Þ is a D-coherent pair of linear functionals, then both u 0 , u 1 are semiclassical discrete functionals of class at most 6 and 1, respectively. The main goal of this section is to prove that if ðu 0 ; u 1 Þ is a D-coherent pair of linear functionals then at least one of the functionals u 0 , u 1 must be a classical discrete functional under certain conditions on the order of u 0 and u 1 . The proof of this statement will consist in 3 steps. Let us denote by x and Z the zeros of the polynomial B 2 ðxÞ defined in (3.12) . In the first one, we prove that if Z ¼ x þ 1, u 0 must be a classical discrete functional (Theorem 4.2). In the second step we prove that if Z 6 ¼ x and Z 6 ¼ x þ 1 then u 1 must be a classical discrete functional (Theorem 4.6). Finally, as a remark, we prove that the case Z ¼ x can not be hold. Proof Using (3.11), (3.15) and Proposition 2.7 we obtain n P n ðxÞ hu 0 ; P
From Proposition 2.7 and (3.7) we get
and then (4.1) holds, since M 1 > 3. j Let us defineũ u ¼ ðx À xÞu 1 . From (3.7) and the definition of polynomialsf f andc c, it follows thatũ u satisfies (4.4). In Theorem 3.4 we have proved that degðf 1 Þ is at most 3, so degðf fÞ 2. Since degðc 1 Þ is at most 2, we deduce degðc cÞ 1. If we prove thatc c can not be a constant polynomial then we deduce part (i) of the Theorem. Indeed, we shall distinguish two situations: 
So, hf 1 ðxÞu 1 ; pðxÞi ¼ 0 for every p 2 P, and then u 1 should not be a weakly quasidefinite linear functional of order greater than 3. Hencec c 6 0. From the above situations we conclude that degðc cÞ ¼ 1.
Moreover, since c 1 ðxÞ ¼ c 2 ðxÞ ¼ 0 then c 1 ðxÞ divides c 2 ðxÞ. From (3.11) and (3.12) we can write
Multiplying both sides of this equality by ðx À ðx þ 1ÞÞ
À1
, and using (2.1) we obtaiñ
With
For the remaining steps described in the introduction of this section, some previous lemmas are needed. 
Proof From (3.10), Eqs. (4.7) can be written
Let us denote
and observe that h 
So from the initial problem of characterizing x 1 , x 2 , k 1 and k 2 such that (4.7) holds, we propose a new problem: determine x 1 , x 2 , k 1 and k 2 such that (4.8) holds. In order to solve it, we study a more general one: Find all m, n, d and Z such that
9Þ
n¼0 is a MOPS, it satisfies a three-term recurrence relation [6] which can be written T nþ1 ðxÞ ¼ ðx À b ð4:10Þ
Using the three-term recurrence relation for fT n ðxÞg n and (4.10) a new equation is obtained:
11Þ
Let us repeat the process from (4.9) to (4.11), but starting with (4.11) instead of (4.9). Finally, mimicking the process starting with this new last equation we find an homogeneous system of four linear equations with variables T n ðx 1 Þ, T n ðx 2 Þ, DT n ðx 1 Þ and DT n ðx 2 Þ. The determinant of the matrix of coefficients is, after replacing m ¼ 1,
Then, we need to study how are the solutions of this linear system, depending on the value of (4.12). If the determinant (4.12) is different of zero, then the solution of the linear system is
Hence it should be
n¼0 is a MOPS. Now we discuss what happens when (4.12) vanishes.
n¼0 is a MOPS these equations can not be held. Then, we can divide both members of (4.1) by x À x 1 and we obtain n P n ðxÞ hu 0 ; P with an appropriate choice of the first moments of the functionals u 0 and u 1 , which was to be proved. Furthermore, from (3.11) and (4.2) we get
Hence from (4.16) and (3.15) we obtain for 1 n minfM 0 À 1;
i.e.,
Moreover, using (4.17) the above identity becomes c n ðx À 1ÞRd x 1 ¼ 0 for every 1 n minfM 0 À 1; M 1 g. Since c 1 ðx 1 À 1Þ 6 ¼ 0 we obtain R ¼ 0 and this proves (4.14).
(ii) From the definition ofÃ AðxÞ we haveÃ Aðx 2 Þ ¼ 0 and then, using Lemma 4.5 it follows that p 1 ðx 2 Þ ¼ 0, so part (ii) of the Theorem is proved. (iii) Finally, using (4.16) with n ¼ 1,
A AðxÞDc
From the previous equation we obtain Kc 1 ðx 1 À 1Þ ¼ 0, by using (4.17) and (4.18). Since c 1 ðx 1 À 1Þ 6 ¼ 0, then K ¼ 0. Thus, the second equation in (4.18) reads as A AðxÞDu 1 ¼ p 1 ðxÞu 1 . Therefore, by using Proposition 2.7 and this last equality, we get
where degðc c 1 Þ 1. As in Theorem 4.2, we use that u 1 is weakly quasi-definite of order M 1 ! 4 to conclude degðc c 1 Þ ¼ 1, i.e., u 1 is a classical discrete linear functional. 
One of the following situations hold From the above theorem, we have obtained in Ref. [5] the classification of all D-coherent pairs for Hahn, Kravchuk, Meixner and Charlier linear functionals, which allowed us to recover the classification given by Meijer in Ref. [20] , using a limit process. By using Proposition 2.9 and (5.4), the above equation can be written as
Meixner Case
Then, from (2.1) we get
As an example, for L ¼ 0 and x ¼ 0 we shall obtain a recurrence relation for the sequences fs n g and fT n ðxÞg
n¼0 , the MOPS associated with u 1 which can be computed from Ref. [8] T n ð0Þ x M a recurrence relation for the sequence fT n ðxÞg n .
Case u
Let ðu 0 ; u 1 Þ be a D-coherent pair of linear functionals and assume that u 1 u ðg;mÞ is the Meixner linear functional. We shall consider the following three situations: Case g > 1 In this situation, from (4.23) we get
We assume that x 0 in order to obtain positive-definite linear functionals. We shall obtain a recurrence relation for the MOPS fP n ðxÞg n associated to u 0 , as well as a recurrence relation for the coherence parameters s n . The sequence fP n ðxÞg n can be computed from Ref. [8] ðx À xÞP n ðxÞ ¼ M 
as well as (5.9), (5.10) and (5.11), we obtain
with
Case g ¼ 1 Then, up to numerical factors, u 0 can be deduced from (4.23)
From Lemma 4.5, x ¼ 0 and u 0 ¼ u ð1;mÞ þ Kd 0 using (2.1). Let K > 0 and let us denote by fP n ðxÞg 1 n¼0 the sequence of polynomials orthogonal with respect to this quasi-definite linear functional u 0 (perturbation of u ð1;mÞ by a Dirac functional). These polynomials satisfy the following three-term recurrence relation [13] P nþ1 ðxÞ ¼ ðx ÀB B n ÞP n ðxÞ ÀC C n P nÀ1 ðxÞ; n ! 1; P 0 ðxÞ ¼ 1;
where a > À1, b > À1, and N 2 N, which satisfies the distributional equation If L ¼ 0 and x ¼ 0, we shall obtain a recurrence relation for the sequences fs n g and fT n ðxÞg M 1 n¼0 , the MOPS associated with u 1 which can be computed from [8] T n ð0Þ x H are non-zero real numbers.
Remark 3
Note that the classification of D-coherent pairs, assuming that one of the linear functionals u 0 or u 1 is the Charlier or the Kravchuk linear functional, can be done by using the same arguments as in the previous examples [5] .
