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Abstract
We consider two important families of BCn-symmetric polynomials, namely Okounkov’s interpolation
polynomials and Koornwinder’s orthogonal polynomials. We give a family of difference equations satisfied
by the former, as well as generalizations of the branching rule and Pieri identity, leading to a number of
multivariate q-analogues of classical hypergeometric transformations. For the latter, we give new proofs
of Macdonald’s conjectures, as well as new identities, including an inverse binomial formula and several
branching rule and connection coefficient identities. We also derive families of ordinary symmetric functions
that reduce to the interpolation and Koornwinder polynomials upon appropriate specialization. As an
application, we consider a number of new integral conjectures associated to classical symmetric spaces.
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1 Introduction
In the theory of multivariate orthogonal polynomials, the family of Koornwinder polynomials [11] has special
significance, reducing to the Askey-Wilson polynomials [1] in the univariate case, as well as to the Macdonald
polynomials for the classical root systems in appropriate limits [26]. In the present work, we prove a number of
new results on these polynomials, as well as giving new proofs of Macdonald’s “conjectures” for these polynomials
(originally proved in [27, 22]).
The proofs in the literature of the Macdonald conjectures involve heavy use of “double affine Hecke algebra”
machinery, and are thus rather far removed from the standard treatment of the Askey-Wilson case. In contrast,
we will be taking a more classical approach; just as Askey-Wilson polynomials are naturally represented and
studied as hypergeometric polynomials, we take as our starting point the multivariate analogue of this represen-
tation, namely Okounkov’s “binomial formula” [16]. To be precise, we define Koornwinder polynomials via the
binomial formula (or, equivalently, via the “evaluation” and “duality” portions of the Macdonald conjectures,
together called “evaluation symmetry” below), and show that the resulting polynomials are orthogonal with
respect to both the Koornwinder [11] and multivariate q-Racah [30] inner products. In addition to the new
results on Koornwinder polynomials that this approach allows us to prove, we will see in a follow-up paper
[17] that the hypergeometric approach generalizes to the case of elliptic hypergeometric functions, including an
elliptic analogue (biorthogonal abelian functions) of Koornwinder polynomials. (The elliptic case is also treated
in [18], using a combination of difference and (contour) integral operators.)
The binomial formula expands Koornwinder polynomials in terms of Okounkov’s BCn-symmetric interpo-
lation polynomials [16], which we must therefore study first. Our treatment of these polynomials is based on
a certain family of commuting q-difference operators; the joint eigenfunctions P¯
∗(n)
λ (; q, t, s) satisfy the “extra
vanishing property”
P¯
∗(n)
λ (µ; q, t, s) := P¯
∗(n)
λ (q
µitn−is; q, t, s) = 0 λ 6⊂ µ, (1.1)
and thus agree with Okounkov’s polynomials, up to rescaling. The resulting difference equations lead to a new
proof of the branching rule for interpolation polynomials; more generally, we obtain a “bulk” version of the
branching rule (in which some of the variables are set to v, tv, t2v,. . . ). Analogously, we also obtain a bulk Pieri
identity, containing both the known e-type Pieri identity and a new g-type Pieri identity as special cases. One
important consequence of these bulk identities is a formula for connection coefficients between interpolation
polynomials for different values of s.
One of the interpolation polynomials in the binomial formula shows up as a “binomial coefficient”:
[
λ
µ
]
q,t,s
:=
P¯
∗(n)
µ (λ; q, t, st1−n)
P¯
∗(n)
µ (µ; q, t, st1−n)
. (1.2)
If we evaluate the bulk Pieri identity at a partition, the resulting sum can be expressed in terms of binomial
coefficients, and turns out to be a multivariate q-analogue of the Saalschu¨tz summation formula for a 3F2
hypergeometric series. The symmetries of this generalized q-Saalschu¨tz formula lead to a formula for the
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inverse of the matrix of binomial coefficients, as well as the duality symmetry[
λ
µ
]
q,t,s
=
[
λ′
µ′
]
t,q,1/
√
qts
.1 (1.3)
Furthermore, the formula is general enough that a number of arguments [7, Chapter 2] lift from the univariate
case; in particular, we obtain a multivariate analogue of Watson’s transformation between a very-well-poised,
terminating 8φ7 and a balanced, terminating 4φ3.
As we mentioned, we take evaluation symmetry as the defining property of Koornwinder polynomials; this
then immediately implies a version of Okounkov’s binomial formula. Applying the difference equations to the
interpolation polynomials in this formula gives a number of new identities, notably special cases of branching
rules and connection coefficients. Moreover, we find that the corresponding difference operators act nicely on
Koornwinder polynomials, and have nice adjoints with respect to the Koornwinder inner product; these facts
combine to show that our Koornwinder polynomials are orthogonal with respect to the correct inner product,
and thus the Koornwinder polynomials as usually defined satisfy evaluation symmetry. A different approach
works in the q-Racah case; here, our generalized hypergeometric transformations can be used to directly lift
the univariate proof [7, Section 7.2]. Other consequences of our theory include an inverse to the binomial
formula (expanding an interpolation polynomial in Koornwinder polynomials), a connection coefficient formula
for Koornwinder polynomials, and a generalization of the Nasrallah-Rahman integral representation of a very-
well-poised 8φ7 [7, Section 6.3].
Most of the formulas alluded to above are expressed in terms of ordinary Macdonald polynomials; more
precisely, in terms of principal specializations of skew Macdonald polynomials. This suggests that there may be
further connections between interpolation polynomials and ordinary symmetric functions. Indeed, it turns out
that there are two four-parameter families of symmetric functions that reduce to the three-parameter family of
interpolation polynomials upon appropriate specialization. Similarly, via the binomial formula, one obtains two
seven-parameter families that reduce to Koornwinder polynomials. In addition to some curious symmetries of
these lifted Koornwinder polynomials, having no counterparts for integer n, we also obtain a refinement of the
fact that the leading terms of interpolation and Koornwinder polynomials are Macdonald polynomials, namely
that the BCn-symmetric polynomials can be expressed in the triangular form∑
µ⊂λ
cλµPµ(x
±1
1 , x
±1
2 , . . . x
±1
n ; q, t). (1.4)
We also consider the limit n→∞ of the n-variable Koornwinder polynomials.
As an application of our results, we consider a pair of “vanishing conjectures”. These are analogues for
Macdonald polynomials of the fact that the integral of a Schur function over the orthogonal (or symplectic)
group vanishes unless the corresponding irreducible representation of U(n) has a vector fixed by the orthogonal
group. More precisely, we conjecture that the integral of Pλ(; q, t) over a suitable Koornwinder weight vanishes
unless all parts of λ are even; dually, the integral over a different Koornwinder weight vanishes unless all parts
of λ′ are even. In addition to the Schur case q = t, we can prove a several other special cases, most notably that
1A number of symmetries of Koornwinder polynomials have been called “duality” in the literature; in the present work, we reserve
the term for the symmetry under conjugation of partitions, e.g., the action of Macdonald’s involution on symmetric functions.
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the first conjecture holds if either λ1 ≤ 4 or ℓ(λ) ≤ 1. The latter case involves a quadratic transformation of
basic hypergeometric series, and thus our conjectures can be interpreted as multivariate analogues of quadratic
transformations. We also give a number of analogous conjectures related to other classical symmetric spaces,
obtained by various ad hoc methods. (In fact, most of the conjectures of section 8 have since been proved; see
[19]. More precisely, that paper proves Conjectures 2, 4, and 7 using (single) affine Hecke algebra techniques;
Conjectures 1 and 6 are not amenable to that approach, but are equivalent to Conjectures 2 and 7 as shown
below.)
The paper is organized as follows. Section 2 introduces the notations for partitions and (ordinary) Mac-
donald polynomials we will need below (for basic hypergeometric series, see [7]), as well as proving a few
transformation results for principal specializations of skew Macdonald polynomials. We then introduce the
interpolation polynomials in Section 3, proving their main properties; then Section 4 treats the corresponding
hypergeometric transformations. Section 5 introduces Koornwinder polynomials and proves the main results
discussed above (in particular, the Macdonald conjectures). Sections 6 and 7 then consider the corresponding
families of symmetric functions, with special attention to the case n → ∞ of lifted Koornwinder polynomials.
Finally, Section 8 states the various vanishing conjectures, and proves the known special cases.
Acknowledgements
Throughout this work, Peter Forrester has been a very helpful sounding board and guide to the literature; many
thanks are thus due. Appreciation is also due to the organizers of the conference on Applications of Macdonald
Polynomials at the Newton Institute in April 2001, which is where the idea of looking for vanishing integrals
like those of Section 8 first arose.
2 Notation
For partitions and Macdonald polynomials, we use the notations of [12], Chapters I and VI, supplemented
as follows. First, we will denote the number of parts of λ by ℓ(λ) (being somewhat clearer than λ′1). Next,
we extend the dominance partial order ≤ to partitions not of the same size in the obvious way; note that
conjugation is no longer order-reversing (311 ≥ 22, even though both partitions are self-conjugate). We also
define relations ≺ and ≻ such that κ ≺ λ (equivalently λ ≻ κ) for two partitions iff λ/κ is a vertical strip; that
is, κi ≤ λi ≤ κi +1 for all i. We also introduce some transformations of partitions. For a partition λ, we define
partitions 2λ and λ2 by (2λ)i = 2λi, (λ
2)i = λ⌈i/2⌉. Finally, if ℓ(λ) ≤ n, mn+λ denotes the partition such that
(mn + λ)i = m + λi; if also λ1 ≤ m, mn − λ denotes the partition such that (mn − λ)i = m − λn+1−i. Note
that (mn − λ)′ = nm − λ′.
The ring Λ of symmetric functions will, unless otherwise noted, have coefficients in F = Q(q, t); we also
consider the completion Λˆ with respect to the natural grading (i.e., a sequence fk → 0 iff the degree of the
lowest degree term of fk tends to ∞). There are thus three natural types of basis: homogeneous bases,
inhomogeneous bases of Λ, and inhomogeneous bases of Λ′. In the latter two cases, we require that the leading
terms (the nonzero homogeneous components of largest/smallest degree) form a homogeneous basis. If the
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polynomials fλ form a basis, we write [fλ]g for the coefficient of fλ in the expansion of g in terms of that basis;
this notation is mildly abusive, but the specific basis meant should always be clear. A similar notation applies
to BCn-symmetric polynomials. We will also need a notation for plethystic substitution in symmetric functions;
if ck is a sequence of elements of some F-algebra and f ∈ Λ, then f([ck]) denotes the image of f under the
homomorphism pk 7→ ck.
The formulas in the sequel will frequently involve products of the form∏
(i,j)∈λ
f(i, j), (2.1)
where (i, j) ∈ λ means that 1 ≤ i and 1 ≤ j ≤ λ′i. We will also have frequent recourse to q-symbols,
(a; q)n :=
∏
0≤i<n
(1− aqi). (2.2)
If n is omitted, the product is over all i ≥ 0; also, (x1, x2, . . . xm; q)n :=
∏
1≤i≤m(xi; q)n. (A number of useful
q-symbol identities are given in [7, Appendix I].) The following identity will be useful:
Lemma 2.1. Let a, b, c, d, e be arbitrary quantities. Then
∏
(i,j)∈λ
(1− aλibjcλ′jdie) =
∏
1≤i≤j≤l
(aλibλj+1+1cjdie; b)λj−λj+1 (2.3)
=
∏
1≤i≤j≤l
(aλibλjcjdie; b−1)λj−λj+1 , (2.4)
for any l ≥ ℓ(λ). If |b| < 1, then
∏
(i,j)∈λ
(1− aλibjcλ′jdie) =
∏
1≤i≤l
(aλibcldie; b)
((ab)λib(cd)ie; b)
∏
1≤i<j≤l
(aλibλj+1cj−1die; b)
(aλibλj+1cjdie; b)
, (2.5)
while if |b| > 1, then
∏
(i,j)∈λ
(1 − aλibjcλ′jdie) =
∏
1≤i≤l
((ab)λi (cd)ie; b−1)
(aλicldie; b−1)
∏
1≤i<j≤l
(aλibλjcjdie; b−1)
(aλibλjcj−1die; b−1)
(2.6)
In particular, ∏
(i,j)∈λ
(1− bjdie) =
∏
1≤i≤l
(bdie; b)λi (2.7)
=
∏
1≤i≤l
(bλidie; b−1)λi . (2.8)
Proof. We find ∏
(i,j)∈λ
(1 − aλibjcλ′jdie) =
∏
1≤i≤l
∏
1≤j≤λi
(1− aλibjcλ′jdie) (2.9)
=
∏
1≤i≤k≤l
∏
1≤j≤λi
λ′j=k
(1 − aλibjcλ′jdie) (2.10)
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=
∏
1≤i≤k≤l
∏
λk+1<j≤λk
(1− aλibjcλ′jdie) (2.11)
=
∏
1≤i≤k≤l
(aλibλkckdie; b−1)λk−λk+1 (2.12)
=
∏
1≤i≤k≤l
(aλibλk+1+1ckdie; b)λk−λk+1 . (2.13)
If |b| < 1, then
∏
1≤i≤j≤l
(aλibλj+1+1cjdie; b)λj−λj+1 =
∏
1≤i≤j≤l
(aλibλj+1+1cjdie; b)
(aλibλj+1cjdie; b)
(2.14)
=
∏
1≤i≤l
(aλibcldie; b)
(aλibλi+1(cd)ie; b)
∏
1≤i≤j<l(a
λibλj+1+1cjdie; b)∏
1≤i<j≤l(aλib
λj+1cjdie; b)
(2.15)
=
∏
1≤i≤l
(aλibcldie; b)
(aλibλi+1(cd)ie; b)
∏
1≤i<j≤l
∏
1≤i<j≤l(a
λibλj+1cj−1die; b)∏
1≤i<j≤l(aλib
λj+1cjdie; b)
, (2.16)
and similarly if |b| > 1.
Remark. This is essentially the argument used in section VI.6 of Macdonald for the special case a = q, b = 1/q,
c = t, d = 1/t.
Three special cases are of particular importance; we define
C+λ (x; q, t) :=
∏
(i,j)∈λ
(1 − qλi+j−1t2−λ′j−ix) (2.17)
=
∏
1≤i≤l
(qλit2−l−ix; q)
(q2λit2−2ix; q)
∏
1≤i<j≤l
(qλi+λj t3−i−jx; q)
(qλi+λj t2−i−jx; q)
, (2.18)
C−λ (x; q, t) :=
∏
(i,j)∈λ
(1 − qλi−jtλ′j−ix) (2.19)
=
∏
1≤i≤l
(x; q)
(qλitl−ix; q)
∏
1≤i<j≤l
(qλi−λj tj−ix; q)
(qλi−λj tj−i−1x; q)
, (2.20)
C0λ(x; q, t) :=
∏
(i,j)∈λ
(1 − qj−1t1−ix) (2.21)
=
∏
1≤i≤l
(t1−ix; q)λi . (2.22)
Thus, for instance, we have the following expressions for standard Macdonald polynomial quantities in this
notation.
bλ(q, t) =
C−λ (t; q, t)
C−λ (q; q, t)
(2.23)
Pλ(
[
1− uk
1− tk
]
; q, t) =
tn(λ)C0λ(u; q, t)
C−λ (t; q, t)
(2.24)
〈Pλ, Pλ〉′′n =
C0λ(t
n; q, t)C−λ (q; q, t)
C0λ(qt
n−1; q, t)C−λ (t; q, t)
. (2.25)
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Again, by convention, multiple arguments before the semicolon indicate a product; e.g.,
C+λ (x, y; q, t) = C
+
λ (x; q, t)C
+
λ (y; q, t). (2.26)
We list some useful transformations of these quantities.
Lemma 2.2. For any partition λ,
C+λ (1/x; 1/q, 1/t) = (−qx)−|λ|t3n(λ)q−3n(λ
′)C+λ (x; q, t) (2.27)
C−λ (1/x; 1/q, 1/t) = (−1/x)|λ|t−n(λ)q−n(λ
′)C−λ (x; q, t) (2.28)
C0λ(1/x; 1/q, 1/t) = (−1/x)|λ|tn(λ)q−n(λ
′)C0λ(x; q, t) (2.29)
Lemma 2.3. For any partition λ,
C+λ′ (x; q, t) = C
+
λ (qtx; 1/t, 1/q) (2.30)
C−λ′ (x; q, t) = C
−
λ (x; t, q) (2.31)
C0λ′ (x; q, t) = C
0
λ(x; 1/t, 1/q) (2.32)
Lemma 2.4. For any integers m,n ≥ 0 and partition λ with ℓ(λ) ≤ n,
C+mn+λ(x; q, t)
C+mn(x; q, t)
=
C0λ(q
2mt1−nx; q, t)C+λ (q
2mx; q, t)
C0λ(q
mt1−nx; q, t)
(2.33)
C−mn+λ(x; q, t)
C−mn(x; q, t)
=
C0λ(q
mtn−1x; q, t)C−λ (x; q, t)
C0λ(t
n−1x; q, t)
(2.34)
C0mn+λ(x; q, t)
C0mn(x; q, t)
= C0λ(q
mx; q, t). (2.35)
Lemma 2.5. For any integers m,n ≥ 0 and partition λ ⊂ mn,
C+mn−λ(x; q, t)
C+mn(x; q, t)
=
C+λ (q
2m−1t−2n+3x; 1/q, 1/t)C0λ(q
m−1t2−2nx, q2m−1t2−nx; 1/q, 1/t)
C02λ2 (q
2m−1t2−2nx; 1/q, 1/t)
(2.36)
C−mn−λ(x; q, t)
C−mn(x; q, t)
=
C−λ (x; q, t)
C0λ(t
n−1x; q, t)C0λ(qm−1x; 1/q, 1/t)
(2.37)
C0mn−λ(x; q, t)
C0mn(x; q, t)
=
1
C0λ(q
m−1t1−nx; 1/q, 1/t)
(2.38)
Lemma 2.6. For any partition λ,
C+2λ(x; q, t) = C
+
λ (x, qx; q
2, t) (2.39)
C−2λ(x; q, t) = C
−
λ (x, xq; q
2, t) (2.40)
C02λ(x; q, t) = C
0
λ(x, xq; q
2, t) (2.41)
C+λ2(x; q, t) = C
+
λ (x/t, x/t
2; q, t2) (2.42)
C−λ2(x; q, t) = C
−
λ (x, xt; q, t
2) (2.43)
C0λ2(x; q, t) = C
0
λ(x, x/t; q, t
2) (2.44)
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We will also need analogous results for principal specializations of skew Macdonald polynomials.
Lemma 2.7. For any partitions κ ⊂ λ,
Pλ/κ(
[
1− u−k
1− t−k
]
; 1/q, 1/t) = (t/u)|λ/κ|Pλ/κ(
[
1− uk
1− tk
]
; q, t) (2.45)
Pλ′/κ′(
[
1− uk
1− qk
]
; t, q) = (−u)|λ/κ| bλ(q, t)
bκ(q, t)
Pλ/κ(
[
1− u−k
1− tk
]
; q, t). (2.46)
Let m,n ≥ 0 be integers. If ℓ(λ) ≤ n, then
P(mn+λ)/(mn+κ)(
[
1− uk
1− tk
]
; q, t) =
C0λ(q
m+1tn−1, tn; q, t)C0κ(q
mtn, qtn−1; q, t)
C0κ(q
m+1tn−1, tn; q, t)C0λ(qmtn, qtn−1; q, t)
Pλ/κ(
[
1− uk
1− tk
]
; q, t). (2.47)
If also λ1 ≤ m, then
P(mn−κ)/(mn−λ)(
[
1− uk
1− tk
]
; q, t) = (q/t)|λ/κ|
C0λ(q
−m; q, t)C0κ(q
1−m/t; q, t)bλ(q, t)
C0κ(q
−m; q, t)C0λ(q1−m/t; q, t)bκ(q, t)
Pλ/κ(
[
1− uk
1− tk
]
; q, t). (2.48)
Proof. The first two transformations are straightforward. For the third transformation, we claim that in fact
P(mn+λ)/(mn+κ)(; q, t) =
C0λ(q
m+1tn−1, tn; q, t)C0κ(q
mtn, qtn−1; q, t)
C0κ(q
m+1tn−1, tn; q, t)C0λ(q
mtn, qtn−1; q, t)
Pλ/κ(; q, t) (2.49)
It suffices to compare coefficients of Pµ(; q, t) for ℓ(µ) ≤ n. We have
[Pµ(; q, t)]P(mn+λ)/(mn+κ)(; q, t) = [Qmn+λ(; q, t)](Qµ(; q, t)Qmn+κ(; q, t)) (2.50)
=
〈Pmn+λ(; q, t), Qµ(; q, t)Qmn+κ(; q, t)〉′′n
〈Pmn+λ(; q, t), Qmn+λ(; q, t)〉′′n
(2.51)
=
(
C0λ(q
m+1tn−1, tn; q, t)C0κ(q
mtn, qtn−1; q, t)
C0κ(q
m+1tn−1, tn; q, t)C0λ(qmtn, qtn−1; q, t)
) 〈Pλ(; q, t), Qµ(; q, t)Qκ(; q, t)〉′′n
〈Pλ(; q, t), Qλ(; q, t)〉′′n
(2.52)
=
C0λ(q
m+1tn−1, tn; q, t)C0κ(q
mtn, qtn−1; q, t)
C0κ(q
m+1tn−1, tn; q, t)C0λ(qmtn, qtn−1; q, t)
[Pµ(; q, t)]Pλ/κ(; q, t). (2.53)
Similarly,
P(mn−κ)/(mn−λ)(; q, t) = (q/t)|λ/κ|
C0λ(q
−m; q, t)C0κ(q
1−m/t; q, t)bλ(q, t)
C0κ(q
−m; q, t)C0λ(q1−m/t; q, t)bκ(q, t)
Pλ/κ(; q, t), (2.54)
and thus the fourth claim follows.
Corollary 2.8. For any integers m,n ≥ 0 and partition λ with ℓ(λ) ≤ n, λn ≥ m,
Pλ/mn([(1 − uk)/(1− tk)]; q, t) = lim
Q→qm
C0mn(t
n, qtn−1/Q; q, t)C0λ(qt
n−1, u/Q; q, t)
C0mn(qt
n−1, u/Q; q, t)C0λ(qtn−1/Q; q, t)C
−
λ (t; q, t)
(2.55)
Similarly, if λ ⊂ mn,
Pmn/λ([(1− uk)/(1− tk)]; q, t)
Pmn([(1 − uk)/(1− tk)]; q, t) =
tn(λ)(q/u)|λ|C0λ(t
n, q−m; q, t)
C−λ (q; q, t)C
0
λ(t
n−1q1−m/u; q, t)
(2.56)
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3 Interpolation polynomials
We define a (q-)difference operator D(n)(u1, u2; q, t) acting on F[x
±1
i ]
BCn , as follows:
Definition 1. The operator D(n)(u1, u2; q, t) acts by:
(D(n)(u1, u2; q, t)f)(x1, x2, . . . xn) = (3.1)∑
σ∈{±1}n
∏
1≤i≤n
(1− u1xσii )(1− u2xσii )
(1− x2σii )
∏
1≤i<j≤n
(1− txσii xσjj )
(1− xσii xσjj )
f(x1q
σ1/2, x2q
σ2/2 . . . xnq
σn/2)
Remark. This is one of the difference operators associated to the BC/C Macdonald polynomials; in particular,
for each u1, u2, the eigenfunctions of D
(n)(u1, u2; q, t) are the Koornwinder polynomials
K(n)µ (; q, t;u1, u1
√
q, u2, u2
√
q). (3.2)
See also Lemma 5.6 below.
Now, consider the ring F[s, 1/s][x±1i ]
BCn , with basis of the form skmλ(x) for k ∈ Z and λ a partition (where
mλ(x) is the orbit sum of
∏
i x
λi
i ); we extend the dominance ordering to such “monomials” by taking
(k, λ) ≥ (l, µ) (3.3)
when λ ≥ µ, |l − k| ≤ |λ| − |µ|. Now, define a difference operator D(n)s (u; q, t) by:
(D(n)s (u; q, t)f)(x1, x2, . . . xn; s) = D
(n)(s, u/s; q, t)f(x1, x2, . . . xn; s
√
q), (3.4)
thus acting on s in addition to the x variables.
Lemma 3.1. The operator D
(n)
s (u; q, t) gives a well-defined operator on F[s, 1/s][x
±1
i ]
BCn , and acts on mono-
mials triangularly with respect to the dominance ordering. In particular,
D(n)s (u; q, t)s
kmλ = q
k/2E
(n)
λ (u; q, t)s
kmλ + dominated terms, (3.5)
with
E
(n)
λ (u; q, t) = q
−|λ|/2 ∏
1≤i≤n
(1 − qλitn−iu). (3.6)
Proof. Since
D(n)s (u; q, t)s
kf = qk/2skD(n)s (u; q, t)f, (3.7)
it suffices to consider the case k = 0. If we multiply D
(n)
s (u; q, t)mλ by the BCn-antisymmetric product∏
1≤i≤n
(xi − 1/xi)
∏
1≤i<j≤n
(xi + 1/xi − xj − 1/xj), (3.8)
the result is manifestly a polynomial; moreover, we can use the symmetry of mλ to write it as∑
σ∈{±1}n
( ∏
1≤i≤n
σiRxi(σi)
)
F (u;x1, x2 . . . xn; s)mλ(
√
qx1,
√
qx2, . . .
√
qxn;
√
qs), (3.9)
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where Rxi(±1) are the homomorphisms such that Rxi(±1)xj = xj , Rxi(±1)xi = x±1i , and where F is a Laurent
polynomial in the ring
F[u, s, 1/s][x±1i ]
Sn . (3.10)
Moreover, the monomials of F are all dominated by the monomial
xn1x
n−1
2 . . . xn + · · · , (3.11)
and thus the monomials of Fmλ are dominated by∏
i
xn+1−i+λii + · · · . (3.12)
Since the operators
∏
iRxi(σi) form a normal subgroup of BCn, the resulting sum is BCn-antisymmetric,
and we may thus divide back out the factor (3.8), to obtain a BCn-symmetric polynomial dominated by mλ.
For the leading coefficient, we compute:
[
∏
i
x
σi(n+1−i)
i ]F (u;x1, x2, . . . xn; s) = (−1)n
∏
1≤i≤n:σi=1
utn−i, (3.13)
and thus
[
∏
i
xλi+n+1−ii ]
∑
σ∈{±1}n
( ∏
1≤i≤n
σiRxi(σi)
)
Fmλ =
∑
σ∈{±1}n
(−1)n
( ∏
1≤i≤n
σiq
σiλi/2
) ∏
1≤i≤n:σi=1
utn−i (3.14)
= q−|λ|/2
∏
1≤i≤n
(1− qλiutn−i), (3.15)
as required.
Note that for generic u, the diagonal coefficients are all distinct, and thus for each (k, λ), there is a unique
eigenfunction of D
(n)
s (u; q, t) of the form skmλ+dominated terms; clearly multiplying such an eigenfunction by
sj yields another eigenfunction. It turns out that these eigenfunctions are independent of u, and are essentially
just the BC-type interpolation polynomials of Okounkov [16]. Given a polynomial p ∈ F(s)[x±1i ]BCn , we define
p(µ; s) := p(qµitn−is; s).
Theorem 3.2. The following three facts hold for all partitions λ.
a. The operators D
(n)
s (u; q, t) for different u commute on the monomials dominated by mλ, and thus have a
common eigenfunction skP¯
∗(n)
µ (; s) for each leading monomial skmµ dominated by mλ.
b. For any partition µ, P¯
∗(n)
λ (µ; s) = 0 unless λ ⊂ µ.
c. P¯
∗(n)
λ (λ; s) 6= 0.
Proof. First, fix a partition λ, and suppose that (a) holds for λ. Then we claim that (b) and (c) hold as well.
Indeed, let µ be any partition different from λ; in particular, fix l such that µl 6= λl. By inspection of the
eigenvalues, the operator
D(n)s (t
l−nq−λl ; q, t) (3.16)
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annihilates P¯
∗(n)
λ ; on the other hand, we compute
(D(n)s (t
l−nq−λl ; q, t)P¯ ∗(n)λ )(µ; s/
√
q) =
∑
ν≺µ
Cµ/ν P¯
∗(n)
λ (ν; s), (3.17)
for some coefficients Cµ/ν ; the terms not corresponding to partitions vanish, since then either σn = −1, νn = 0,
and thus (1− s/xn) = 0, or σi = −1, σi+1 = 1, νi = νi+1, and thus (1− txi+1/xi) = 0. Moreover, we compute
Cµ/µ =
∏
1≤i≤n
(1− qµi−1tn−is2)(1 − qµi−λl tl−i)
1− q2µi−1t2n−2is2
∏
1≤i<j≤n
1− qµi+µj−1t2n−i−j+1s2
1− qµi+µj−1t2n−i−js2 6= 0 (3.18)
In other words, we can expand P¯
∗(n)
λ (µ; s) in terms of the values P¯
∗(n)
λ (ν; s) for ν ( µ. By induction, we
find that P¯
∗(n)
λ (µ; s) = 0 whenever µ does not contain λ, thus proving (b). Furthermore, if P¯
∗(n)
λ (λ; s) = 0, the
induction would then prove P¯
∗(n)
λ (µ; s) = 0 for all µ, impossible since P¯
∗(n)
λ 6= 0; we thus have (c) as well.
Now, suppose that (a) (and thus (b) and (c)) holds for all µ < λ. In particular, it follows that the operators
D
(n)
s (u; q, t) commute on the space of polynomials strictly dominated by mλ, and it will thus suffice to show
that they commute on mλ. Let f(x; s) be the unique BCn-symmetric polynomial with coefficients in F(s) of
the form
f(x; s) = mλ(x) +
∑
µ<λ
cλµ(s)P¯
∗(n)
µ (x; s) (3.19)
such that f(µ; s) = 0 for µ < λ; the resulting equations for cλµ(s) are triangular with nonzero diagonal, by
claims (b) and (c).
Extend the action of D
(n)
s (u; q, t) to polynomials with coefficients in k(s) in the obvious way. The same
inner induction as before proves
(D(n)s (u; q, t)f)(µ; s) = 0 (3.20)
whenever µ < λ; it follows that D
(n)
s (u; q, t)f is proportional to f , and by comparing leading monomials, that:
D(n)s (u; q, t)f = E
(n)
λ (u; q, t)f. (3.21)
We conclude that
D(n)s (u; q, t)D
(n)
s (v; q, t)mλ = D
(n)
s (u; q, t)D
(n)
s (v; q, t)(f −
∑
µ<λ
cλµ(s)P¯
∗(n)
µ ) (3.22)
= E
(n)
λ (u; q, t)E
(n)
λ (v; q, t)f −
∑
µ<λ
cλµ(qs)E
(n)
µ (u; q, t)E
(n)
µ (v; q, t)P¯
∗(n)
µ (3.23)
= D(n)s (v; q, t)D
(n)
s (u; q, t)mλ, (3.24)
as required.
In the sequel, we will write the common eigenfunctions of D
(n)
s (u; q, t) as P¯
∗(n)
λ (; q, t, s), and refer to them
as interpolation polynomials.
Remark. In particular, it follows that these polynomials agree up to a factor in F(s) and a shifting of the
arguments with the interpolation polynomials of [16]. It was shown there that the interpolation polynomials
are not common eigenfunctions of any rational difference operators in x1 . . . xn; the loophole, of course, is that
our operators also act on s.
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Remark. The interpolation polynomials are, naturally, independent of the choice of square root of q used to
define D
(n)
s (u; q, t); the proof shows them to be characterized by the triangularity and vanishing properties,
neither of which depends on that choice.
Corollary 3.3. The operators D(n)(u1, u2; q, t) satisfy the quasi-commutation relation
D(n)(u1,
√
qu2; q, t)D
(n)(
√
qu1, u3; q, t) = D
(n)(u1,
√
qu3; q, t)D
(n)(
√
qu1, u2; q, t) (3.25)
Proof. For any function f ∈ F(s)[x±1i ]BCn , we have:
(D(n)s (u; q, t)D
(n)
s (v; q, t)f)(x1, x2, . . . xn; s) = (D
(n)(s, u/s; q, t)D(n)(s
√
q,
v
s
√
q
; q, t)f)(x1, x2, . . . xn; sq);
(3.26)
as this must be symmetric in u and v, the corrolary follows.
Corollary 3.4. The interpolation polynomials satisfy the difference equation
q−|λ|/2
( ∏
1≤i≤n
(1− qλitn−iu)
)
P¯
∗(n)
λ (x1, x2, . . . xn; q, t, s) = (3.27)
∑
σ∈{±1}n
∏
1≤i≤n
(1− sxσii )(1 − uxσii /s)
(1− x2σii )
∏
1≤i<j≤n
(1− txσii xσjj )
(1− xσii xσjj )
P¯
∗(n)
λ (x1q
σ1/2, x2q
σ2/2 . . . xnq
σn/2; q, t, s
√
q)
Two limiting cases of the theorem are of special interest. First, we find that the limit
P¯
∗(n)
λ (xi; q, t) = lims→∞
s−|λ|P¯ ∗(n)λ (xis; q, t, s) (3.28)
is well-defined, and produces an ordinary symmetric polynomial vanishing when xi = q
µitn−i for µ 6⊂ λ. We
thus recover the symmetric version of the shifted Macdonald polynomials. In this limit, our difference operators
converge to those of Knop and Sahi [10, 21]. In particular, we see immediately that the shifted Macdonald
polynomials are limits of BC/C-type Macdonald polynomials in multiple ways [4], as they are eigenfunctions of
limiting versions of D(n)(u1, u2; q, t); the action on s becomes trivial in the limit. Similarly, the “leading term”
limit
lim
a→∞
a−|λ|P¯ ∗(n)λ (axi; q, t, s) (3.29)
satisfies the difference equation of the ordinary Macdonald polynomials, and thus
lim
a→∞
a−|λ|P¯ ∗(n)λ (axi; q, t, s) = Pλ(xi; q, t). (3.30)
We will prove a refinement of this fact in Theorem 6.16 below.
We will now recall some basic properties of the interpolation polynomials. First, some symmetries:
Lemma 3.5. [16] The interpolation polynomials satisfy the identities
P¯
∗(n)
λ (x1, . . . xn; q, t, s) = P¯
∗(n)
λ (x1, . . . xn; 1/q, 1/t, 1/s) (3.31)
= (−1)|λ|P¯ ∗(n)λ (−x1, · · · − xn; q, t,−s) (3.32)
for all partitions λ.
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Next, identities for shrinking the dimension or the indexing partition:
Lemma 3.6. [16] For any partition λ,
P¯
∗(n+m)
λ (x1, . . . xn, s, st, . . . st
m−1; q, t, s) =

P¯
∗(n)
λ (x1, . . . xn; q, t, st
m) λn+1 = 0
0 λn+1 > 0
(3.33)
and
P¯
∗(n)
mn+λ(x1, x2 . . . xn; q, t, s) =
∏
(i,j)∈mn
(xi + 1/xi − qj−1s− q1−j/s)P¯ ∗(n)λ (x1, x2, . . . xn; q, t, sqm). (3.34)
Proof. In each case, both sides are monic, triangular, and vanish on the appropriate partitions, so must be the
same.
The next corollary then follows by induction.
Corollary 3.7. We have the normalization
P¯
∗(n)
λ (λ; q, t, s) = (qt
n−1s)−|λ|tn(λ)q−2n(λ
′)C−λ (q; q, t)C
+
λ (t
2n−2s2; q, t) (3.35)
Remark 1. In particular, we have:
P
∗(n)
λ (x; q, t, s) = (t
n−1s)−|λ|P¯ ∗(n)λ (xit
n−is; q, t, s), (3.36)
where P
∗(n)
λ is Okounkov’s interpolation polynomial in n variables; this also follows by comparing leading terms.
Remark 2. If we compute P¯
∗(n)
λ by solving the appropriate triangular system of equations, we find that the
denominators of the coefficients of P¯
∗(n)
λ must divide the determinant of the system, i.e.∏
µ<λ
P¯ ∗(n)µ (µ; q, t, s). (3.37)
Since the coefficients of P¯
∗(n)
λ are in F[s, 1/s], we conclude that the only possible denominator factors are q, t,
s, and (1 − qitj) for i, j ≥ 0.
We also note the following special case of the difference equation; this is of interest because the difference
operator involved is independent of s.
Corollary 3.8. The interpolation polynomials satisfy the difference equation
∑
σ∈{±1}n
∏
1≤i≤n
xσii
(1 − x2σii )
∏
1≤i<j≤n
(1− txσii xσjj )
(1− xσii xσjj )
P¯
∗(n)
λ (x1q
σ1/2, x2q
σ2/2 . . . xnq
σn/2; q, t, s)
=


q−|λ|/2
(∏
1≤i≤n(1 − qλitn−i)
)
P¯
∗(n)
µ (x1, x2, . . . xn; q, t, s
√
q) λ = 1n + µ,
0 otherwise.
(3.38)
Proof. Take u = 1 in the full difference equation, then divide both sides by
∏
1≤i≤n(xi + 1/xi − s− 1/s).
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The branching rule for interpolation polynomials extends to the following “bulk” branching rule.
Theorem 3.9. We have
P¯
∗(n+m)
λ (x1, x2, . . . xn, t
m−1v, tm−2v, . . . v; q, t, s) =
∑
µ⊂λ
ℓ(µ)≤n
ψ
(B)
λ/µ(v, vt
m; q, t, stn)P¯ ∗(n)µ (x1, x2, . . . xn; q, t, s),
(3.39)
where
ψ
(B)
λ/µ(v, v
′; q, t, s) =
C0λ(s/v; q, t)C
0
λ(t/sv
′; 1/q, 1/t)
C0µ(s/v; q, t)C
0
µ(t/sv
′; 1/q, 1/t)
Pλ/µ(
[
vk − v′k
1− tk
]
; q, t) (3.40)
Proof. Apply the difference equation with u = vs. The only terms that contribute are those with σn+i = 1 for
1 ≤ i ≤ m, in which case the difference operator simplifies to an n-dimensional operator. We thus find
q−|λ|/2
∏
1≤i≤n+m
(1− qλitn+m−ivs)P¯ ∗(n+m)λ ((xi), (tm−jv); q, t, s) = (3.41)
∏
n<i≤n+m
(1− tn+m−ivs)D(n)(tmv, s; q, t)P¯ ∗(n+m)λ ((xi), (tm−jv
√
q); q, t, s
√
q).
Now, we have an expansion of the form
P¯
∗(n+m)
λ (xi, v; q, t, s) =
∑
µ≤λ
ℓ(µ)≤n
cλµ(v; q, t, s)P¯
∗(n)
µ (xi; q, t, s), (3.42)
with unknown coefficients cλµ, since the interpolation polynomials are monic and triangular. As
D(n)(tmv, s)P¯ ∗(n)µ (xi; q, t, s
√
q) = q−|µ|/2
∏
1≤i≤n
(1− qµitn+m−ivs)P¯ ∗(n)µ (xi; q, t, s), (3.43)
we can substitute this expansion into (3.41), and compare coefficients of P¯
∗(n)
µ (xi; q, t, s). We thus find
q−|λ|/2
∏
1≤i≤n+m
(1− qλitn+m−ivs)cλµ(v; q, t, s) = q−|µ|/2
∏
1≤i≤n+m
(1− qµitn+m−ivs)cλµ(v√q; q, t, s√q), (3.44)
and by symmetry (v 7→ 1/(tm−1v)),
q−|λ|/2
∏
1≤i≤n+m
(1−qλitn+1−is/v)cλµ(v; q, t, s) = q−|µ|/2
∏
1≤i≤n+m
(1−qµitn+1−is/v)cλµ(v/√q; q, t, s√q). (3.45)
Solving these difference equations gives
cλµ(v; q, t, s) = cλµ(q, t)
∏
(i,j)∈λ(−s)−1q1−jti−n−m(1− qj−1tn+1−is/v)(1− qj−1tn+m−isv)∏
(i,j)∈µ(−s)−1q1−jti−n−m(1 − qj−1tn+1−is/v)(1− qj−1tn+m−isv)
, (3.46)
where cλµ(q, t) is independent of s and v. This remaining factor is then determined by the Macdonald polynomial
limit; we find that
cλµ(q, t) = lim
v→∞
v−|λ|+|µ|cλµ(v; q, t, s) = Pλ/µ(1, t, . . . tm−1; q, t), (3.47)
as required.
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Corollary 3.10. [16] We have
P¯
∗(n+1)
λ (x1, x2, . . . xn, v; q, t, s) =
∑
µ′≺λ′
µn+1=0
ψ
(b)
λ/µ(v; q, t, st
n)P¯ ∗(n)µ (x1, x2, . . . xn; q, t, s), (3.48)
where
ψ
(b)
λ/µ(v; q, t, s) = ψλ/µ(q, t)
∏
(i,j)∈λ/µ
(v + 1/v − qj−1t1−is− q1−jti−1/s) (3.49)
Corollary 3.11. For any partition λ and integer n ≥ ℓ(λ),
P¯
∗(n)
λ (xt
n−1s, xtn−2s, . . . xs; q, t, s) = (−stn−1)−|λ|t2n(λ)q−n(λ′)C
0
µ(t
n, 1/x, xs2tn−1; q, t)
C−µ (t; q, t)
(3.50)
Remark. Equivalently, this gives a formula for evaluating Okounkov’s original version of the interpolation
polynomials at a constant.
The bulk branching rule also implies the following connection coefficient result.
Theorem 3.12. For any partitions λ, µ,
[P¯ ∗(n)µ (; q, t, s)]P¯
∗(n)
λ (; q, t, s
′) =
C0λ(t
n; q, t)C0λ(t
1−n/ss′; 1/q, 1/t)
C0µ(t
n; q, t)C0µ(t
1−n/ss′; 1/q, 1/t)
Pλ/µ([
sk − s′k
1− tk ]; q, t). (3.51)
Proof. Both sides are rational in q, t, s, s′, so it suffices to prove this under the assumption s′ = stm for some
integer m ≥ 0. Then by Lemma 3.6 and the bulk branching rule,
P¯
∗(n)
λ (x1, . . . xn; q, t, st
m) = P¯
∗(n+m)
λ (x1, . . . xn, s, st, st
2, . . . stm−1; q, t, s) (3.52)
=
∑
µ⊂λ
ℓ(µ)≤n
ψ
(B)
λ/µ(s, s
′; q, t, stn)P¯ ∗(n)µ (x1, x2, . . . xn; q, t, s). (3.53)
The theorem follows immediately.
Remark. If we expand an interpolation polynomial using the connection coefficient identity, we cannot in
general insist that the polynomials on both sides are evaluated at a partition. A notable exception is when
ss′ = tn−1q−m, since then P¯ ∗(n)(µ; q, t, s) and P¯ ∗(n)(mn − µ; q, t, s′) are evaluated at the same point.
There is also a bulk version of the Pieri identity.
Theorem 3.13. For any integer n ≥ 0 and partition µ of length ≤ n, the following identity holds in the power
series ring F(s)[x±11 , . . . x
±1
n ][[u, v]].
∏
1≤i≤n
(vxi, v/xi; q)
(uxi, u/xi; q)
P¯ ∗(n)µ (x1, . . . xn; q, t, s) =
∏
1≤i≤n
(vqµitn−is, vq−µiti−n/s; q)
(uqµitn−is, uq−µiti−n/s; q)∑
λ⊃µ
ψ
(P )
λ/µ(u, v; q, t; st
n)P¯
∗(n)
λ (x1, . . . xn; q, t, s), (3.54)
where
ψ
(P )
λ/µ(u, v; q, t; s) =
C0µ(sv/t; q, t)C
0
µ(tu/qs; 1/q, 1/t)
C0λ(sv/t; q, t)C
0
λ(tu/qs; 1/q, 1/t)
Qλ/µ([(u
k − vk)/(1− tk)]; q, t). (3.55)
15
Proof. It suffices to consider the case u = qmv for an integer m ≥ 0. We certainly have an expansion of the
form ∏
1≤i≤n
(vxi, v/xi; q)mP¯
∗(n)
µ (x1, . . . xn; q, t, s) =
∑
λ
c
(n,m)
λµ (v; q, t, s)P¯
∗(n)
λ (x1, . . . xn; q, t, s), (3.56)
for c
(n,m)
λµ (v; q, t, s) ∈ F[s, 1/s, v]; the content of the theorem is that
c
(n,m)
λµ (v; q, t, s) = Qλ/µ([
qmk − 1
1− tk ]; q, t)v
|λ|−|µ| ∏
(i,j)∈(mn+µ)/λ
(1 − vqj−1tn−is)(1 − vqm−jti−n/s). (3.57)
By the Macdonald limit,
lim
v→0
v|µ|−|λ|c(n,m)λµ (v; q, t, s) = Qλ/µ([
qmk − 1
1− tk ]; q, t) (3.58)
lim
v→∞
v|λ|−|µ|−2mnc(n,m)λµ (v; q, t, s) = q
(m−1)(mn+|µ|−|λ|)Qλ/µ([
qmk − 1
1− tk ]; q, t), (3.59)
and thus v|µ|−|λ|c(n,m)λµ (v; q, t, s) is a polynomial of degree at most 2mn + 2|µ| − 2|λ|, with constant term
Qλµ([(q
mk − 1)/(1− tk)]; q, t).
Now, if we evaluate both sides of (3.56) at κ, the left-hand side vanishes if either µ 6⊂ κ or
v ∈ {tn−iqκi+j−ms, ti−nq1−j−κi/s : (i, j) ∈ (mn + κ)/κ}. (3.60)
Thus by induction in λ, we find v|µ|−|λ|c(n,m)λµ (v; q, t, s) vanishes if µ 6⊂ λ, and is otherwise a multiple of∏
(i,j)∈mn+µ
(i,j)/∈λ
(1− vqj−1tn−is)(1− vqm−jti−n/s). (3.61)
This has degree ≥ 2mn+ 2|µ| − 2|λ|, and thus it follows immediately that
v|µ|−|λ|c(n,m)λµ (v; q, t, s) = Qλ/µ([
qmk − 1
1− tk ]; q, t)
∏
(i,j)∈mn+µ
(i,j)/∈λ
(1− vqj−1tn−is)(1 − vqm−jti−n/s) (3.62)
as required; note that the skew Macdonald polynomial vanishes unless λ ⊂ mn + µ.
Remark. When m = 1, this is essentially the proof of [16] for the ordinary Pieri identity.
The case u = qv gives the ordinary e-type Pieri identity.
Corollary 3.14. [16] For any integer n ≥ 0 and partition µ of length ≤ n,∏
1≤i≤n
(v + 1/v + xi + 1/xi)P¯
∗(n)
µ (x1, . . . xn; q, t, s) (3.63)
=
∏
1≤i≤n
(v + 1/v + qµitn−is+ q−µiti−n/s)
∑
λ≻µ
ψ
(e)
λ/µ(v; q, t, st
n)P¯
∗(n)
λ (x1, . . . xn; q, t, s),
where
ψ
(e)
λ/µ(v; q, t, s) = ψ
′
λ/µ(q, t)
∏
(i,j)∈λ/µ
(v + 1/v + qj−1t−is+ q1−jti/s)−1. (3.64)
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We also obtain a g-type Pieri identity, by taking v = tu.
Corollary 3.15. For any integer n ≥ 0 and partition µ of length ≤ n, the following identity holds in the power
series ring F(s)[x±11 , . . . x
±1
n ][[u]].∏
1≤i≤n
(tuxi, tu/xi; q)
(uxi, u/xi; q)
P¯ ∗(n)µ (x1, . . . xn; q, t, s) =
∏
1≤i≤n
(tuqµitn−is, tuq−µiti−n/s; q)
(uqµitn−is, uq−µiti−n/s; q)∑
λ⊃µ
ϕ
(g)
λ/µ(u; q, t; st
n)P¯
∗(n)
λ (x1, . . . xn; q, t, s), (3.65)
where
ϕ
(g)
λ/µ(u; q, t; s) = ϕλ/µ(q, t)
∏
(i,j)∈λ/µ
u
(1− uqj−1t1−is)(1− uq−jti/s) (3.66)
As observed in [16], the branching rule and Pieri identity are connected via the Cauchy identity.
Theorem 3.16. [16] For any integers m, n,∑
λ⊂mn
(−1)mn−|λ|P¯ ∗(n)λ (x; q, t, s)P¯ ∗(m)nm−λ′(y; t, q, s) =
∏
1≤i≤n
∏
1≤j≤m
(xi + 1/xi − yj − 1/yj) (3.67)
Proof. By induction in n; if we multiply both sides by∏
1≤j≤m
(xn+1 + 1/xn+1 − yj − 1/yj), (3.68)
then expanding via the (e-type) Pieri identity and simplifying via the branching rule turns the resulting left-hand
side into the left-hand side of the Cauchy identity for n+ 1.
4 Hypergeometric transformations
Define the “binomial coefficients”[
λ
µ
]
q,t,s
:=
P¯
∗(n)
µ (λ; q, t, t1−ns)
P¯
∗(n)
µ (µ; q, t, t1−ns)
(4.1)
{
λ
µ
}
q,t,s
:=
〈Pµ, Pµ〉′′nP¯ ∗(n)λ (λ; q, t, t1−ns)P¯ ∗(n)mn−λ(mn − µ; q, t, q−m/s)
〈Pλ, Pλ〉′′nP¯ ∗(n)µ (µ; q, t, t1−ns)P¯ ∗(n)mn−µ(mn − µ; q, t, q−m/s)
, (4.2)
where m and n are chosen so that λ, µ ⊂ mn. Note that each binomial coefficient vanishes unless µ ⊂ λ,
and is equal to 1 when µ = λ; furthermore, each is preserved by the substitutions s 7→ −s and (q, t, s) 7→
(1/q, 1/t, 1/s). That the first binomial coefficient is independent of n and the second is independent of m
follows from Lemma 3.6; that the second is also independent of n follows from Theorem 4.5 below. First,
though, some transformations and special values.
Proposition 4.1. For any partitions µ ⊂ λ,[
λ
µ
]
q,t,s
=
[
λ
µ
]
1/q,1/t,1/s
{
λ
µ
}
q,t,s
=
{
λ
µ
}
1/q,1/t,1/s
(4.3)
[
λ
µ
]
q,t,s
=
[
λ
µ
]
q,t,−s
{
λ
µ
}
q,t,s
=
{
λ
µ
}
q,t,−s
(4.4)
For integers m,n ≥ 0 with ℓ(λ) ≤ n,[
mn + λ
mn + µ
]
q,t,s
= q−m|λ/µ|
C0λ(t
1−nq2ms2, tn−1qm+1; q, t)C0µ(t
1−nqms2, tn−1q; q, t)
C0µ(t
1−nq2ms2, tn−1qm+1; q, t)C0λ(t1−nqms2, tn−1q; q, t)
[
λ
µ
]
q,t,qms
(4.5)
{
mn + λ
mn + µ
}
q,t,s
= q−m|λ/µ|
C0λ(t
1−nq2ms2, tn−1qm+1; q, t)C0µ(t
1−nqms2, tn−1q; q, t)
C0µ(t
1−nq2ms2, tn−1qm+1; q, t)C0λ(t1−nqms2, tn−1q; q, t)
{
λ
µ
}
q,t,qms
. (4.6)
If in fact λ ⊂ mn,[
mn − µ
mn − λ
]
q,t,s
=
〈Pλ, Pλ〉′′nP¯ ∗(n)µ (µ; q, t, q−m/s)P¯ ∗(n)mn−µ(mn − µ; q, t, t1−ns)
〈Pµ, Pµ〉′′nP¯ ∗(n)λ (λ; q, t, q−m/s)P¯ ∗(n)mn−λ(mn − λ; q, t, t1−ns)
{
λ
µ
}
q,t,tn−1/qms
(4.7)
{
mn − µ
mn − λ
}
q,t,s
=
〈Pλ, Pλ〉′′nP¯ ∗(n)µ (µ; q, t, q−m/s)P¯ ∗(n)mn−µ(mn − µ; q, t, t1−ns)
〈Pµ, Pµ〉′′nP¯ ∗(n)λ (λ; q, t, q−m/s)P¯ ∗(n)mn−λ(mn − λ; q, t, t1−ns)
[
λ
µ
]
q,t,tn/qms
(4.8)
For any partition λ ⊂ mn,[
λ
0
]
q,t,s
= 1 (4.9)
{
λ
0
}
q,t,s
= (−1)|λ|tn(λ)q−n(λ′) C
+
λ (s
2; q, t)
C0λ(qs
2; q, t)
(4.10)
[
mn
λ
]
q,t,s
= (−q)|λ|tn(λ)qn(λ′)C
0
λ(t
n, q−m, qms2/tn−1; q, t)
C−λ (q, t; q, t)C
+
λ (s
2; q, t)
(4.11)
{
mn
λ
}
q,t,s
=
(−1)mntn(mn)C0mn(qms2/tn−1; q, t)(qm/tn−1)|λ|t2n(λ)C0λ(tn, q−m; q, t)C02λ2(s2q; q, t)
qn(nm)C0mn(qs
2; q, t)C−λ (q, t; q, t)C
+
λ (s
2, s2q/t; q, t)C0λ(q
m+1s2, s2q/tn; q, t)
(4.12)
When n = 1, λ = l, [
m
l
]
q,t,s
= (−1)lql(l+1)/2 (q
−m, qms2; q)l
(qls2, q; q)l
(4.13)
{
m
l
}
q,t,s
= (−1)mqlm−m(m−1)/2 (q
−m, s2; q)l(1− q2ls2)(qm+1s2; q)m
(qm+1s2, q; q)l(1− q2ms2)(s2; q)m (4.14)
If we state the bulk Pieri identity in terms of binomial coefficients, we obtain the following generalized
q-Saalschu¨tz formula.
Theorem 4.2. For any partitions κ ⊂ λ,
∑
κ⊂µ⊂λ
qn(κ
′)−n(µ′) (−1)|µ/κ|C0κ(b, c; q, t)C−µ (t; q, t)C+µ (a; q, t)
C0µ(qa/b, qa/c; q, t)C
−
κ (t; q, t)C
+
κ (a; q, t)
Pµ/κ([
1− (qa/bc)k
1− tk ]; q, t)
[
λ
µ
]
q,t,
√
a
(4.15)
= (qa/bc)|λ/κ|
C0λ(b, c; q, t)
C0λ(qa/b, qa/c; q, t)
[
λ
κ
]
q,t,
√
a
Proof. For fixed λ, κ, both sides are rational functions of b and c; moreover, if we multiply both sides by
c−|κ|, the results are well defined in the limit (b, c) → (0,∞). We may thus work in the power series ring
F(
√
a)[[b, 1/c]]. If we evaluate both sides of the bulk Pieri identity (Theorem 3.13) at a partition, substitute
(s, u, v) 7→ (t1−n√a, b/√a, q√a/c), (4.16)
and simplify, the result follows.
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One consequence is the following symmetry (“duality”).
Corollary 4.3. For any partitions µ and λ,[
λ
µ
]
q,t,s
=
[
λ′
µ′
]
t,q,1/
√
qts
(4.17)
{
λ
µ
}
q,t,s
=
{
λ′
µ′
}
t,q,1/
√
qts
. (4.18)
Proof. For the first equation, we observe that if we conjugate κ, µ, λ in the generalized q-Saalschu¨tz formula
and substitute
(q, t, a, b, c) 7→ (t, q, 1/qta, 1/b, 1/c), (4.19)
we obtain the generalized q-Saalschu¨tz formula again, except with[
λ
µ
]
q,t,
√
a
replaced by
[
λ′
µ′
]
t,q,1/
√
qta
. (4.20)
Thus both binomial coefficients satisfy the same set of recurrences, with the same initial conditions, and must
therefore be the same. This proves the first equation; the second equation follows immediately.
Remark. An alternate proof is given in Corollary 6.6 below.
The q-Saalschu¨tz formula can also be written in the following form, obtained by “reversing the order of
summation”; that is, replacing λ, µ, κ by their complements mn − λ, mn − µ, mn − κ for sufficiently large m
and n.
Corollary 4.4. For any partitions κ ⊂ λ,
∑
κ⊂µ⊂λ
qn(µ
′)−n(λ′) (−1)|λ/µ|C0µ(b, c; q, t)C−λ (t; q, t)C+λ (a; q, t)
C0λ(qa/b, qa/c; q, t)C
−
µ (t; q, t)C
+
µ (a; q, t)
Pλ/µ([
(bc/qa)k − 1
1− tk ]; q, t)
{
µ
κ
}
q,t,
√
a
(4.21)
= (bc/aq)|λ/κ|
C0κ(b, c; q, t)
C0κ(qa/b, qa/c; q, t)
{
λ
κ
}
q,t,
√
a
Our definition of the second kind of binomial coefficients is justified by the following result.
Theorem 4.5. The binomial coefficients satisfy the inversion identities
∑
κ⊂µ⊂λ
[
µ
κ
]
q,t,s
{
λ
µ
}
q,t,s
= δλκ (4.22)
and ∑
κ⊂µ⊂λ
{
µ
κ
}
q,t,s
[
λ
µ
]
q,t,s
= δλκ. (4.23)
Proof. Fix integers m,n ≥ 0, and define the matrix {λµ}′q,t,s indexed by partitions λ, µ ⊂ mn to be the inverse
of the matrix
[
µ
κ
]
q,t,s
. The theorem is then equivalent to the equation
{
λ
µ
}′
q,t,s
=
{
λ
µ
}
q,t,s
. (4.24)
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If we multiply both sides of the q-Saalschu¨tz formua by
(bc/qa)|ρ/κ|
{
ρ
λ
}′
q,t,
√
a
{
κ
ν
}′
q,t,
√
a
(4.25)
and sum over λ and κ, we find that Corollary 4.4 is satisfied by the alternate binomial coefficients as well; as
in Corollary 4.3, this implies that the two sets of binomial coefficients are the same.
Remark. When λ 6= κ both have length 1, the first sum becomes a 4φ3, summed to 0 by [7, Eq. 2.3.4]. The
second sum is a 2φ1 in the univariate case.
Together with inversion, the generalized q-Saalschu¨tz formula implies the following identity, which generalizes
the sum of a terminating very-well-poised 6φ5.
Corollary 4.6. For any partitions κ ⊂ λ,
∑
κ⊂µ⊂λ
(qa/bc)|µ/κ|
C0µ(b, c; q, t)
C0µ(qa/b, qa/c; q, t)
{
λ
µ
}
q,t,
√
a
[
µ
κ
]
q,t,
√
a
= (−1)|λ/κ|qn(κ′)−n(λ′) C
−
λ (t; q, t)C
+
λ (a; q, t)C
0
κ(b, c; q, t)
C−κ (t; q, t)C+κ (a; q, t)C0λ(aq/b, aq/c; q, t)
Pλ/κ([
1 − (qa/bc)k
1− tk ]; q, t). (4.26)
Proof. In the left-hand side, expand
(qa/bc)|µ/κ|
C0µ(b, c; q, t)
C0µ(qa/b, qa/c; q, t)
[
µ
κ
]
q,t,
√
a
(4.27)
by applying the generalized q-Saalschu¨tz formula in reverse. We can then sum over µ using inversion, obtaining
the desired sum.
Remark. This generalizes equation (2.4.2) of [7]; the above proof is a direct adaptation of the proof in the
univariate case. The special case κ = 0, λ = mn was shown in [28].
Iterating the above argument gives a generalization of Watson’s tranformation between a terminating very-
well-poised 8φ7 and a balanced terminating 4φ3.
Theorem 4.7. For any partitions κ ⊂ λ
∑
κ⊂µ⊂λ
(
a2q2
bcde
)|µ|−|κ| C0µ(b, c, d, e; q, t)
C0µ(aq/b, aq/c, aq/d, aq/e; q, t)
{
λ
µ
}
q,t,
√
a
[
µ
κ
]
q,t,
√
a
= (−1)|λ|−|κ|qn(κ′)−n(λ′) C
0
κ(b, c; q, t)C
−
λ (t; q, t)C
+
λ (a; q, t)
C0λ(aq/d, aq/e; q, t)C
−
κ (t; q, t)C
+
κ (a; q, t)∑
κ⊂µ⊂λ
C0µ(d, e; q, t)
C0µ(aq/b, aq/c; q, t)
Pλ/µ([
1− (aq/de)k
1− tk ]; q, t)Pµ/κ([
(aq/de)k − (a2q2/bcde)k
1− tk ]; q, t) (4.28)
Remark. Taking b = aq/c or d = aq/e recovers Corollary 4.6.
If we exchange c and d, the left-hand side is unchanged, thus leading to a transformation of the right-hand
side, a multivariate analogue of Sears’ transformation of a balanced terminating 4φ3.
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Corollary 4.8. For any partitions κ ⊂ λ,
∑
κ⊂µ⊂λ
C0λ(aq/b, aq/c; q, t)C
0
µ(d, e; q, t)
C0µ(aq/b, aq/c; q, t)C
0
κ(d, e; q, t)
Pλ/µ([
1− (aq/de)k
1− tk ]; q, t)Pµ/κ([
(aq/de)k − (a2q2/bcde)k
1− tk ]; q, t) (4.29)
=
∑
κ⊂µ⊂λ
C0λ(aq/b, aq/d; q, t)C
0
µ(c, e; q, t)
C0µ(aq/b, aq/d; q, t)C
0
κ(c, e; q, t)
Pλ/µ([
1− (aq/ce)k
1− tk ]; q, t)Pµ/κ([
(aq/ce)k − (a2q2/bcde)k
1− tk ]; q, t)
This implies two more transformations, the first of which is another generalized q-Saalschu¨tz formula (not
used below).
Corollary 4.9. For any partitions κ ⊂ λ,
∑
κ⊂µ⊂λ
C0µ(a; q, t)
C0µ(c; q, t)
Pλ/µ([
ak − bk
1− tk ]; q, t)Pµ/κ([
bk − ck
1− tk ]; q, t) =
C0κ(a; q, t)C
0
λ(b; q, t)
C0κ(b; q, t)C
0
λ(c; q, t)
Pλ/κ([
ak − ck
1− tk ]; q, t) (4.30)
Similarly,
∑
κ⊂µ⊂λ
C0λ(aq/b, aq/c; q, t)C
0
µ(d, e; q, t)
C0µ(aq/b, aq/c; q, t)C
0
κ(d, e; q, t)
Pλ/µ([
1− (aq/de)k
1− tk ]; q, t)Pµ/κ([
(aq/de)k − (a2q2/bcde)k
1− tk ]; q, t) (4.31)
=
∑
κ⊂µ⊂λ
C0λ(aq/d, aq/e; q, t)C
0
µ(b, c; q, t)
C0µ(aq/d, aq/e; q, t)C
0
κ(b, c; q, t)
Pλ/µ([
1− (aq/bc)k
1− tk ]; q, t)Pµ/κ([
(aq/bc)k − (a2q2/bcde)k
1− tk ]; q, t)
Proof. The first identity follows from the special case d = aq/e of Corollary 4.8; the second identity follows
from two applications of that corollary.
Remark 1. Setting κ = 0 in (4.30), multiplying both sides by Qλ(x; q, t) and and summing over λ gives a
multivariate analogue of Euler’s transformation (see [3] for an alternate proof).
Remark 2. These two identities are precisely the conditions required for the bulk branching rule (or the bulk
Pieri identity) to be self-consistent: the first allows one to combine two adjoining applications into one, while
the second allows one to exchange consecutive applications.
The case λ = mn, κ = 0 of Theorem 4.7 is of special interest:
Corollary 4.10. For any integers m,n ≥ 0,
∑
µ⊂mn
C02µ2(aq; q, t)C
0
µ(t
n, q−m, b, c, d, e; q, t)t2n(µ)(a2qm+2/tn−1bcde)|µ|
C+µ (a, qa/t; q, t)C0µ(aq/t
n, qm+1a, aq/b, aq/c, aq/d, aq/e; q, t)C−µ (q, t; q, t)
=
C0mn(aq, aq/de; q, t)
C0mn(aq/d, aq/e; q, t)
∑
µ⊂mn
C0µ(t
n, q−m, d, e, aq/bc; q, t)t2n(µ)q|µ|
C0µ(aq/b, aq/c, t
n−1q−mde/a; q, t)C−µ (q, t; q, t)
. (4.32)
For future use, we define (horizontally) nonterminating versions of these sums:
8W
(n)
7 (a; b, c, d, e, f ; q, t; z) :=
∑
ℓ(µ)≤n
C02µ2 (aq; q, t)C
0
µ(t
n, b, c, d, e, f ; q, t)t2n(µ)z|µ|
C+µ (a, qa/t; q, t)C0µ(aq/t
n, aq/b, aq/c, aq/d, aq/e, aq/f ; q, t)C−µ (q, t; q, t)
(4.33)
4Φ
(n)
3
(
a, b, c, d
e, f, g
; q, t; z
)
:=
∑
ℓ(µ)≤n
C0µ(t
n, a, b, c, d; q, t)t2n(µ)z|µ|
C0µ(e, f, g; q, t)C
−
µ (q, t; q, t)
. (4.34)
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Both sums converge if |q|, |z| < 1; in contrast, convergence of a similar vertically nonterminating sum would
require |t| > 1. When n = 1, we have
8W
(1)
7 (a; b, c, d, e, f ; q, t; z) = 8W7(a; b, c, d, e, f ; q; z) (4.35)
4Φ
(1)
3
(
a, b, c, d
e, f, g
; q, t; z
)
= 4φ3
(
a, b, c, d
e, f, g
; q; z
)
. (4.36)
Corollary 4.11. [29] If a2qm+1 = tn−1bcde, then
8W
(n)
7 (a; b, c, d, e, q
−m; q, t; q) =
C0mn(aq, aq/cd, aq/ce, aq/de; q, t)
C0mn(aq/c, aq/d, aq/e, aq/cde; q, t)
(4.37)
Remark. This generalizes Jackson’s sum of a balanced, very-well-poised, terminating 8φ7. In [17], we will
derive a version of this indexed by skew diagrams, as well as an associated analogue of Bailey’s transformation;
in particular, we obtain Warnaar’s conjectured multivariate elliptic Bailey transform, [31, Conjecture 6.1].
Warnaar also conjectured the elliptic analogue of the above sum, since proved in [20].
In the sequel, it will be useful to know how the difference equation is expressed in terms of the binomial
coefficients.
Theorem 4.12. For any partitions µ ⊂ λ,
ψ
(d)
µ/µ(u; q, t, s)
[
λ
µ
]
q,t,s
=
∑
κ≺λ
ψ
(d)
λ/κ(u; q, t, s)
[
κ
µ
]
q,t,s
√
q
(4.38)
ψ
(d)
λ/λ(u; q, t, s)
{
λ
µ
}
q,t,s
√
q
=
∑
κ≻µ
ψ
(d)
κ/µ(u; q, t, s)
{
λ
κ
}
q,t,s
, (4.39)
where
ψ
(d)
λ/κ(u; q, t, s) = (−u/t)|λ/κ|tn(κ)−n(λ)
C0λ(qts
2/u; q, t)C0κ(qu/t; q, t)
C0λ(u/t; q, t)C
0
κ(qts
2/u; q, t)∏
(i,j)∈λ
λi=κi
1− qλi+j−1t2−λ′j−is2
1− qκi−jtκ′j−i+1
∏
(i,j)∈λ
λi 6=κi
1− qλi−j+1tλ′j−i
1− qκi+j+1t1−κ′j−is2
∏
(i,j)∈κ
λi=κi
1− qλi−jtλ′j−i+1
1− qκi+jt2−κ′j−is2
∏
(i,j)∈κ
λi 6=κi
1− qλi+jt1−λ′j−is2
1− qκi−j+1tκ′j−i (4.40)
ψ
(d)
λ/λ(u; q, t, s) =
C+λ (s
2; q, t)
C+λ (s
2q; q, t)
∏
1≤i≤ℓ(λ)
1− qλit−iu
1− t−iu . (4.41)
Proof. For the first claim, multiply s and u by t−n in the difference equation, divide both sides by
P¯ ∗(n)µ (µ; q, t, t
1−ns
√
q)
∏
1≤i≤n
(1− t−iu), (4.42)
and evaluate at λ. We thus obtain an equation of the desired form; it remains to simplify the coefficients on
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the right hand side, namely
∏
i∈R′
(1− qλit2−n−is2)(1 − uqλit−i)
(1 − q2λit2−2is2)(1− ut−i)
∏
i∈R
(1− q−λiti−n)(1 − uq−λiti−2/s2)
(1− q−2λit2i−2s−2)(1− ut−i)
×
∏
i<j∈R′
(1− qλi+λj t3−i−js2)
(1− qλi+λj t2−i−js2)
∏
i∈R′,j∈R
(1 − qλi−λj tj+1−i)
(1 − qλi−λj tj−i)
∏
i<j∈R
(1 − q−λi−λj ti+j−1s−2)
(1 − q−λi−λj ti+j−2s−2) , (4.43)
where
R = {i : i ∈ {1, 2, . . . n}|λi = κi + 1} (4.44)
R′ = {i : i ∈ {1, 2, . . . n}|λi = κi}. (4.45)
We have, for instance,∏
i<j∈R(1− q−λi−λj ti+j−1s−2)∏
i≤j∈R(1− q−λi−λj ti+j−2s−2)
∝
∏
i<j∈R(1− qλi+λj t1−i−js2)∏
i≤j∈R(1− qλi+λj t2−i−js2)
(4.46)
=
∏
i∈R
∏
1≤k≤κi
∏
j∈R
λj=k
1− qλi+kt1−i−js2
1− qλi+kt2−i−js2
×
∏
1≤k
∏
κ′k<i<j≤λ′k (1− q
2kt1−i−js2)∏
κ′k<i≤j≤λ′k (1− q2kt2−i−js2)
(4.47)
=
∏
i∈R
∏
1≤k≤κi
1− qλi+kt1−λ′k−is2
1− qλi+kt1−κ′k−is2
∏
1≤k
∏
j∈R
λj=k
1
1− qλj+kt1−κ′k−js2 (4.48)
=
∏
i∈R
∏
1≤j≤κi(1 − qλi+jt1−λ
′
j−is2)∏
1≤j≤λi(1− qκi+1+jt1−κ
′
j−is2)
, (4.49)
where the constant of proportionality is∏
i<j∈R(−q−λi−λj ti+j−1s−2)∏
i≤j∈R(−q−λi−λj ti+j−2s−2)
= t|R|(|R|−1)/2
∏
i∈R
(−q2λit2−2is2). (4.50)
We thus obtain two of the factors of (4.40). Here we used the fact that i ∈ R and λi = k if and only if
κ′k < i ≤ λ′k; similarly, i ∈ R′ and λi = k if and only if λk+1 < i ≤ κ′k. The remaining simplifications are
analogous.
The second equation follows in a similar way; here we substitute (s, u) 7→ (q−m/ts, tq−m/u). Alternatively,
it follows immediately from the first via inversion.
Dualizing the difference equations (via Corollary 4.3) gives “integral equations”.
Corollary 4.13. For any partition µ ⊂ λ,
ψ
(i)
µ/µ(u; q, t, s)
[
λ
µ
]
q,t,s
√
t
=
∑
κ′≺λ′
ψ
(i)
λ/κ(u; q, t, s)
[
κ
µ
]
q,t,s
(4.51)
ψ
(i)
λ/λ(u; q, t, s)
{
λ
µ
}
q,t,s
=
∑
ν′≻µ′
ψ
(i)
ν/µ(u; q, t, s)
{
λ
ν
}
q,t,s
√
t
, (4.52)
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where
ψ
(i)
λ/κ(u; q, t, s) = (u/t)
|λ|−|κ|tn(κ)−n(λ)
C0λ(s
2qt/u; q, t)C0κ(u/t; q, t)
C0λ(u; q, t)C
0
κ(s
2qt/u; q, t)∏
(i,j)∈λ
λ′j=κ
′
j
1− qλi+j−1t−λ′j−i+3s2
1− qκi−j+1tκ′j−i
∏
(i,j)∈λ
λ′j 6=κ′j
1− qλi−jtλ′j−i+1
1− qκi+jt−κ′j−i+1s2
∏
(i,j)∈κ
λ′j=κ
′
j
1− qλi−j+1tλ′j−i
1− qκi+j−1t2−κ′j−is2
∏
(i,j)∈κ
λ′j 6=κ′j
1− qλi+jt2−λ′j−is2
1− qκi−jtκ′j−i+1 (4.53)
ψ
(i)
λ/λ(u; q, t, s) =
C0λ(u/t; q, t)
C0λ(u; q, t)
C+λ (s
2t)
C+λ (s
2)
(4.54)
Remark. These identities can be analytically continued to give a one-parameter family of integral equations
for interpolation polynomials, having the integral representation of [16] as the case u = tn, ℓ(µ) < n. In fact,
we discovered these integral equations first (in order to prove Theorem 5.20), then deduced the likely existence
of difference equations via duality. As the integral operators are rather complicated, and unnecessary for our
purposes, we omit the details, and note simply that they correspond to the operators defined in [18] via contour
integrals.
5 Koornwinder polynomials
Definition 2. The Koornwinder polynomials are the unique family of BCn-symmetric polynomials
K
(n)
λ (; q, t; t0, t1, t2, t3) (5.1)
such that
• (Triangularity) K(n)λ (; q, t; t0, t1, t2, t3) = mλ + dominated terms.
• (Evaluation symmetry) For any pair of partitions µ < λ,
K
(n)
λ (q
µitn−it0; q, t; t0, t1, t2, t3)
k0λ(q, t, t
n; t0:t1, t2, t3)
=
K
(n)
µ (qλitn−i tˆ0; q, t; tˆ0, tˆ1, tˆ2, tˆ3)
k0µ(q, t, t
n; tˆ0:tˆ1, tˆ2, tˆ3)
, (5.2)
where
tˆ0 =
√
t0t1t2t3/q; tˆi = t0ti/tˆ0, i ∈ {1, 2, 3} (5.3)
k0λ(q, t, T ; t0:t1, t2, t3) = (t0T/t)
−|λ|tn(λ)
C0λ(T, T t0t1/t, T t0t2/t, T t0t3/t; q, t)
C−λ (t; q, t)C
+
λ (T
2tˆ20/t
2; q, t)
. (5.4)
This differs from the definition in the literature (in which evaluation symmetry is replaced by orthogonality
with respect to the Koornwinder inner product); that our definition is equivalent to the usual definition will be
shown below.
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Theorem 5.1. The Koornwinder polynomials are well-defined, and are given by the expansion
K
(n)
λ (; q, t; t0, t1, t2, t3) =
∑
µ⊂λ
[
λ
µ
]
q,t,tn−1 tˆ0
k0λ(q, t, t
n; t0:t1, t2, t3)
k0µ(q, t, t
n; t0:t1, t2, t3)
P¯ ∗(n)µ (; q, t; t0). (5.5)
Proof. A monic triangular BCn-symmetric polynomial with leading term mλ is uniquely determined by its
values at qµitn−it0 for µ < λ. Indeed, we can write it as
mλ +
∑
µ<λ
cλµP¯
∗(n)
µ , (5.6)
where the coefficients cλµ are determined by a triangular system of linear equations with nonzero diagonal.
We find that, if the expansion holds for all µ < λ, then
K
(n)
λ (q
µi tn−it0; q, t; t0, t1, t2, t3)
k0λ(q, t, t
n; t0:t1, t2, t3)
=
K
(n)
µ (qλitn−i tˆ0; q, t; tˆ0, tˆ1, tˆ2, tˆ3)
k0µ(q, t, t
n; tˆ0:tˆ1, tˆ2, tˆ3)
(5.7)
=
∑
ν⊂µ
[
µ
ν
]
q,t,tn−1t0
[
λ
ν
]
q,t,tn−1 tˆ0
P¯
∗(n)
ν (ν; q, t, tˆ0)
k0ν(q, t, t
n; tˆ0:tˆ1, tˆ2, tˆ3)
(5.8)
=
∑
ν⊂λ
[
µ
ν
]
q,t,tn−1t0
[
λ
ν
]
q,t,tn−1 tˆ0
P¯
∗(n)
ν (ν; q, t, t0)
k0ν(q, t, t
n; t0:t1, t2, t3)
(5.9)
=
∑
ν⊂λ
[
λ
ν
]
q,t,tn−1t0
P¯
∗(n)
ν (µ; q, t, t0)
k0ν(q, t, t
n; t0:t1, t2, t3)
, (5.10)
where the second-to-last step follows from the fact that
k0ν(q, t, t
n; t0:t1, t2, t3)P¯
∗(n)
ν (ν; q, t, tˆ0) (5.11)
depends on t0, . . . t3 only through their pairwise products, and is thus preserved by the “hat” involution. In
particular, both sides of (5.5) are monic triangular with leading term λ, and agree at qµitn−it0 whenever µ < λ.
The identity follows.
Remark 1. This, of course, is essentially Okounkov’s binomial formula [16]; the difference is that the principal
specializations in Okounkov’s formula have been replaced with the appropriate product. Note that in the
univariate case, this is precisely the expansion of an Askey-Wilson polynomial as a 4φ3 [1].
Remark 2. We will tend to avoid the tˆi notation in the sequel, as it is really only suited to contexts in which
the parameters are fixed; in other contexts, it can lead to serious ambiguities.
Corollary 5.2. The evaluation symmetry property holds without restriction on µ and λ.
Corollary 5.3. For any partition λ, the only possible factors of the denominators of the coefficients of the
polynomial
C+λ (t
2n−2t0t1t2t3/q; q, t)K¯λ(; q, t; t0, t1, t2, t3) (5.12)
are binomials of the form 1− qitj for i, j ≥ 0.
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Proof. Taking into account the denominator factors introduced by the binomial coefficient and the interpolation
polynomial in the binomial formula, we conclude that the only possible other denominator factors are q, t, t0.
Now, the Koornwinder inner product is well-defined whenever any of q = 0, t = 0, or t0 = 0; thus Theorem 5.8
below implies that q and t and t0 are not denominator factors of K
(n).
The symmetries of interpolation polynomials induce corresponding symmetries of Koornwinder polynomials.
Corollary 5.4. For any partition λ,
K
(n)
λ (; q, t; t0, t1, t2, t3) = K
(n)
λ (; 1/q, 1/t; 1/t0, 1/t1, 1/t2, 1/t3) (5.13)
K
(n)
λ (; q, t; t0, t1, t2, t3) = (−1)|λ|K(n)λ (−x; q, t;−t0,−t1,−t2,−t3) (5.14)
(5.15)
A further symmetry follows from the q-Saalschu¨tz formula.
Theorem 5.5. For any partition λ,
K
(n)
λ (; q, t; t0, t1, t2, t3) = K
(n)
λ (; q, t; t1, t0, t2, t3). (5.16)
Thus K
(n)
λ is invariant under permutations of t0, t1, t2, t3.
Proof. For all κ, the coefficient of P
(n)
κ (; q, t; t1) in both sides is the same.
Remark. This is another multivariate analogue of Sears’ 4φ3 transformation.
We will refer to this fact as “parameter symmetry”.
Before delving further into the properties of the Koornwinder polynomials as we have defined them, we first
must justify the name. We could of course simply refer to the proofs in the literature [27, 22, 23] that the
usual Koornwinder polynomials satisfy evaluation symmetry; instead, we will give a direct proof (in particular,
avoiding any use of double affine Hecke algebra machinery). We will, in fact, give two proofs. The first uses
difference operators to show orthogonality with respect to the Koornwinder weight function, while the second
uses our generalized hypergeometric transformations to show orthogonality with respect to the q-Racah weight
function.
First, recall the difference operators D(n)(u1, u2; q, t) of Definition 1. These act on our polynomials K
(n) as
follows.
Lemma 5.6. For any integer n and partition λ with ℓ(λ) ≤ n,
D(n)(t0, t1; q, t)K
(n)
λ (; q, t; t0
√
q, t1
√
q, t2, t3) = E
(n)
λ (t0t1; q, t)K
(n)
λ (; q, t; t0, t1, t2
√
q, t3
√
q), (5.17)
where
E
(n)
λ (u; q, t) = q
−|λ|/2 ∏
1≤i≤n
(1 − qλitn−iu). (5.18)
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Proof. By the binomial formula, we have:
D(n)(t0, t1; q, t)K
(n)
λ (; q, t; t0
√
q, t1
√
q, t2, t3)
=
∑
µ⊂λ
[
λ
µ
]
q,t,tn−1
√
t0t1t2t3
k0λ(q, t, t
n; t0
√
q:t1
√
q, t2, t3)
k0µ(q, t, t
n; t0
√
q:t1
√
q, t2, t3)
D(n)(t0, t1; q, t)P¯
∗
µ (; q, t; t0
√
q) (5.19)
=
∑
µ⊂λ
[
λ
µ
]
q,t,tn−1
√
t0t1t2t3
k0λ(q, t, t
n; t0
√
q:t1
√
q, t2, t3)
k0µ(q, t, t
n; t0
√
q:t1
√
q, t2, t3)
E(n)µ (t0t1; q, t)P¯
∗
µ (; q, t; t0). (5.20)
Since
k0µ(q, t, t
n; t0
√
q:t1
√
q, t2, t3) =
E
(n)
µ (t0t1; q, t)∏
1≤i≤n(1− tn−it0t1)
k0µ(q, t, t
n; t0:t1, t2
√
q, t3
√
q), (5.21)
the result follows.
Remark. In particular, we find that the polynomials K
(n)
µ (; q, t; t0, t1, t0
√
q, t1
√
q) are eigenfunctions of the
operator D(n)(t0, t1; q, t), and thus are BCn/Cn-Macdonald polynomials. More generally, the polynomials
K
(n)
µ (; q, t; t0, t1, t2, t3) are eigenfunctions of D
(n)(t0, t1; q, t)D
(n)(q−1/2t2, q−1/2t3; q, t).
Let w
(n)
K (; q, t; t0, t1, t2, t3) denote the Koornwinder weight function [11]
w
(n)
K (x1, x2, . . . xn; q, t; t0, t1, t2, t3) =
∏
1≤i≤n
(x±2i ; q)
(t0x
±1
i , t1x
±1
i , t2x
±1
i , t3x
±1
i ; q)
∏
1≤i<j≤n
(x±1i x
±1
j ; q)
(tx±1i x
±1
j ; q)
. (5.22)
Also, for a multivariate function f analytic in a neighborhood of the unit torus (the locus in which all variables
have magnitude 1),
∫
fdT denotes the integral of f with respect to the uniform density on the torus; i.e.,∫
fdT =
∫
[−π,π]n
f(eiθ1 , eiθ2 , . . . eiθn)
∏
j
dθj
2π
(5.23)
=
∫
|xj|=1
f(x1, x2, . . . xn)
∏
j
dxj
2πixj
, (5.24)
or equivalently the constant coefficient of the Laurent expansion of f .
A straightforward adaptation of the standard adjointness argument for BCn/Cn-Macdonald polynomials
[13] proves the following.
Lemma 5.7. Let q, t, t0, t1, t2, t3 be arbitrary complex numbers of magnitude < 1. Then for any integer n
and BCn-symmetric polynomials f , g,∫
(D(n)(t0, t1; q, t)g)f w
(n)(; q, t; t0, t1, t2
√
q, t3
√
q)dT =
∫
(D(n)(t2, t3; q, t)f)g w
(n)(; q, t; t2, t3, t0
√
q, t1
√
q)dT.
Proof. Factor the two weight functions as:
w(n)(x1, x2, . . . xn; q, t; t0, t1, t2
√
q, t3
√
q) = ∆
(n)
1 (x1, x2, . . . xn)∆
(n)
1 (x
−1
1 , x
−1
2 , . . . x
−1
n ) (5.25)
w(n)(x1, x2, . . . xn; q, t; t2, t3, t0
√
q, t1
√
q) = ∆
(n)
2 (x1, x2, . . . xn)∆
(n)
2 (x
−1
1 , x
−1
2 , . . . x
−1
n ), (5.26)
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where
∆
(n)
1 (x1, x2, . . . xn) =
∏
1≤i≤n
(x2i ; q)
(t0xi, t1xi, t2
√
qxi, t3
√
qxi; q)
∏
1≤i<j≤n
(xix
±1
j ; q)
(txix
±1
j ; q)
(5.27)
∆
(n)
2 (x1, x2, . . . xn) =
∏
1≤i≤n
(x2i ; q)
(t0
√
qxi, t1
√
qxi, t2xi, t3xi; q)
∏
1≤i<j≤n
(xix
±1
j ; q)
(txix
±1
j ; q)
. (5.28)
The difference operators can then be expressed in the form
(D(n)(t0, t1; q, t)g)(x1, x2, . . . xn) =
∑
σ∈{±1}n
∏
1≤i≤n
Rxi(σi)
(∆
(n)
2 g)(
√
qx1,
√
qx2, . . .
√
qxn)
∆
(n)
1 (x1, x2, . . . xn)
(5.29)
(D(n)(t2, t3; q, t)f)(x1, x2, . . . xn) =
∑
σ∈{±1}n
∏
1≤i≤n
Rxi(σi)
(∆
(n)
1 f)(
√
qx1,
√
qx2, . . .
√
qxn)
∆
(n)
2 (x1, x2, . . . xn)
, (5.30)
where as in the proof of Lemma 3.1, Rxi(±1) are homomorphisms defined by Rxi(±1)xj = xj , Rxi(±1)xi = x±1i .
Since f , w, and dT are preserved by these operators, we find:∫
(D(n)(t0, t1; q, t)g)f w
(n)(; q, t; t0, t1, t2
√
q, t3
√
q)dT
= 2n
∫
(∆
(n)
1 f)(x
−1
1 , x
−1
2 , . . . x
−1
n )(∆
(n)
2 g)(
√
qx1,
√
qx2, . . .
√
qxn)dT (5.31)
= 2n
∫
(∆
(n)
1 f)(
√
qx1,
√
qx2, . . .
√
qxn)(∆
(n)
2 g)(x
−1
1 , x
−1
2 , . . . x
−1
n )dT (5.32)
=
∫
(D(n)(t2, t3; q, t)f)g w
(n)(; q, t; t2, t3, t0
√
q, t1
√
q)dT. (5.33)
Theorem 5.8. Let q, t, t0, t1, t2, t3 be complex numbers of magnitude at most 1. Then the polynomials
K
(n)
µ (; q, t; t0, t1, t2, t3) are orthogonal with respect to the density w
(n)
K (; q, t; t0, t1, t2, t3) on the unit torus.
Proof. On the one hand, the polynomials K
(n)
µ (; q, t; t0, t1, t2, t3) are eigenfunctions of the difference operator
D(n)(t0, t1; q, t)D
(n)(q−1/2t2, q−1/2t3; q, t), (5.34)
with generically distinct eigenvalues. On the other hand, this difference operator is self-adjoint with respect to
the Koornwinder weight. Orthogonality follows immediately.
Remark. In particular, we have shown that our Koornwinder polynomials agree with the usual Koornwinder
polynomials, and thus the latter satisfy evaluation symmetry.
We now turn to the q-Racah case. Following [30], suppose t0t1 = t
1−nq−m, and define a function ∆qR on
partitions µ ⊂ mn by
∆qR(µ) = q−2n(µ
′)t2n(µ)(t2n−2qt20)
−|µ|C
0
µ(t
n−1t0t2, tn−1t0t3; q, t)C0mn−µ(t
n−1t1t2, tn−1t1t3; q, t)〈Pµ, Pµ〉′′n
P¯
∗(n)
µ (µ; q, t, t0)P¯
∗(n)
mn−µ(mn − µ; q, t, t1)
.
(5.35)
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Aside from an overall constant, this is the weight function for the multivariate q-Racah polynomials of [30]. If
we define a linear functional on BCn-symmetric functions by
〈f〉qR =
∑
µ⊂mn
f(qµitn−it0)∆qR(µ), (5.36)
then
〈P¯ ∗(n)κ (;q, t, t0)P¯ ∗(n)mn−λ(; q, t, t1)〉qR =
∑
µ⊂mn
∆qR(µ)P¯ ∗κ (µ; q, t, t0)P¯
∗
mn−λ(m
n − µ; q, t, t1) (5.37)
=
P¯
∗(n)
κ (κ; q, t, t0)〈Pλ, Pλ〉′′n
P¯
∗(n)
λ (λ; q, t, t0)
∑
µ⊂mn
(q/t2t3)
|µ|C0µ(t
n−1t0t2, tn−1t0t3; q, t)
C0µ(t
n−1qt0/t2, tn−1qt0/t3; q, t)
{
λ
µ
}
q,t,t0tn−1
[
µ
κ
]
q,t,t0tn−1
.
(5.38)
This sums via Corollary 4.6 to give
〈P¯ ∗(n)κ (; q, t, t0)P¯ ∗(n)mn−λ(; q, t, t1)〉qR ∝
k0κ(q, t, t
n; t0, t1, t2, t3)P
∗(n)
κ (κ; q, t; tˆ0)
tˆ
|κ|
0 C
0
κ(t
n; q, t)C0κ(q
m; 1/q, 1/t)
Pλ/κ([
1− (q/t2t3)k
1− tk ]; q, t), (5.39)
where the constant of proportionality is independent of κ, and tˆ0 =
√
t0t1t2t3/q as usual. Now, from the
binomial formula, we find
〈K(n)mn−µ(; q, t; t0, t1, t2, t3)P¯ ∗(n)mn−λ(; q, t, t1)〉qR
∝
∑
κ⊂λ
P ∗(n)κ (m
n − µ; q, t, tˆ0)C
0
λ(t
n; q, t)C0λ(q
m; 1/q, 1/t)
C0κ(t
n; q, t)C0κ(q
m; 1/q, 1/t)
Pλ/κ([
tˆk0 − tˆk1
1− tk ]; q, t) (5.40)
∝ P ∗(n)λ (µ; q, t, tˆ1), (5.41)
where tˆ1 = t
1−nq−m/tˆ0, and 5.41 follows from the connection coefficient identity for interpolation polynomials.
In particular,
〈K(n)mn−µ(; q, t; t0, t1, t2, t3)P¯ ∗(n)mn−λ(; q, t, t1)〉qR = 0 (5.42)
unless λ ⊂ µ; it follows that the polynomials K(n)µ (; q, t; t0, t1, t2, t3) are orthogonal with respect to the given
inner product. If we keep track of the constants when λ = µ, we obtain the following theorem.
Theorem 5.9. [30] If t0t1 = t
1−nq−m and λ ⊂ mn, then
〈K(n)λ (; q, t; t0, t1, t2, t3)K(n)λ (; q, t; t1, t0, t2, t3)〉qR
〈1〉qR = δλµNλ(; q, t, t
n; t0, t1, t2, t3), (5.43)
where
Nλ(; q, t, T ; t0, t1, t2, t3) =
C−λ (q; q, t)C
+
λ (T
2t0t1t2t3/t
3; q, t)C0λ(T, T t0t1t2t3/t
2; q, t)
∏
0≤i<j≤3 C
0
λ(T titj/t; q, t)
C−λ (t; q, t)C
+
λ (T
2t0t1t2t3/qt2; q, t)C02λ2 (T
2t0t1t2t3/t2; q, t)
(5.44)
Remark 1. The proof of [30] was based on the usual definition of Koornwinder polynomials, and involved
showing that Koornwinder’s difference operator is self-adjoint with respect to the q-Racah inner product. One
can presumably construct a similar proof based on our difference operator.
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Remark 2. Except for the formula for the norm, we could have derived this from orthogonality with respect to
the Koornwinder weight, by reference to the results of [24].
Remark 3. The normalization 〈1〉qR can be computed using the rectangle case of the generalized 6φ5 sum: take
κ = 0, λ = mn above. (This normalization was first computed in [28] by proving this case of the 6φ5 sum.)
Remark 4. Similarly, we can express the inner product
〈P¯ ∗(n)κ (; q, t, t0)P¯ ∗(n)mn−λ(; q, t, t1)
∏
1≤i≤n
(uxi, u/xi; q)
(vxi, v/xi; q)
〉qR (5.45)
as a generalized very-well-poised 8φ7; that is, in terms of the special case
(a; b, c, d, e) 7→ (t2n−2t20; tn−1t0t2, tn−1t0t3, tn−1t0u, qt0tn−1/v) (5.46)
of Theorem 4.7. Is there a similar interpretation of this sum without the q-Racah constraint t0t1 = t
1−nq−m?
If we define the virtual Koornwinder integral
I
(n)
K (f ; q, t; t0, t1, t2, t3) := [K
(n)
0 (; q, t; t0, t1, t2, t3)]f, (5.47)
for any BCn-symmetric function f , the two orthogonality results imply the following expressions.
Corollary 5.10. For q, t, t0 . . . t3 of magnitude < 1, and all BCn-symmetric polynomials f ,
I
(n)
K (f ; q, t; t0, t1, t2, t3) = Z
−1
∫
f(x1, x2, . . . xn)w
(n)
K (x; q, t; t0, t1, t2, t3)dT, (5.48)
where
Z =
∫
w
(n)
K (x; q, t; t0, t1, t2, t3)dT. (5.49)
Similarly, if t0t1 = t
1−nq−m, then
I
(n)
K (f ; q, t; t0, t1, t2, t3) =
〈f〉qR
〈1〉qR . (5.50)
As the virtual integral is a rational function of the parameters, we also conclude:
Corollary 5.11. For all partitions λ, µ,
I
(n)
K (K
(n)
λ (; q, t; t0, t1, t2, t3)K
(n)
µ (; q, t; t0, t1, t2, t3); q, t; t0, t1, t2, t3) = δλµNλ(; q, t, t
n; t0, t1, t2, t3), (5.51)
with Nλ as above.
Remark. An alternative derivation of this (assuming evaluation symmetry) was given in [27].
The inversion formula for generalized binomial coefficients allows us to invert the binomial formula.
Theorem 5.12. For any partition λ, we have the expansion
P¯
∗(n)
λ (; q, t, t0) =
∑
µ⊂λ
{
λ
µ
}
q,t,tn−1
√
t0t1t2t3/q
k0λ(q, t, t
n; t0:t1, t2, t3)
k0µ(q, t, t
n; t0:t1, t2, t3)
K(n)µ (; q, t; t0, t1, t2, t3) (5.52)
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This has two interesting consequences. First, we obtain a connection coefficient formula for Koornwinder
polynomials, by expanding the interpolation polynomial in the binomial formula using the inverse binomial
formula.
Theorem 5.13. For any partitions κ ⊂ λ,[
K
(n)
κ (; q, t; t0, t1, t2, t3)
k0κ(q, t, t
n; t0:t1, t2, t3)
]
K
(n)
λ (; q, t; t0, t
′
1, t
′
2, t
′
3)
k0λ(q, t, t
n; t0:t′1, t
′
2, t
′
3)
=
∑
κ⊂µ⊂λ
[
λ
µ
]
q,t,tn−1
√
t0t′1t
′
2t
′
3/q
{
µ
κ
}
q,t,tn−1
√
t0t1t2t3/q
k0µ(q, t, t
n; t0:t1, t2, t3)
k0µ(q, t, t
n; t0:t′1, t
′
2, t
′
3)
. (5.53)
Remark. If t′2 = t2, t
′
3 = t3, so only t1 is changed, then the corresponding sum for Askey-Wilson polynomials
has a closed form evaluation; it turns out that something similar is true for Koornwinder polynomials, in that
the sum can be evaluated in terms of the generalized binomial coefficients of [17]. See also Theorem 5.20 below.
Second, we obtain an integral formula generalizing Kadell’s formula (and the q-analogue) for the (normalized)
integral of a Macdonald polynomial over a Jacobi ensemble.
Corollary 5.14. For any partition λ, one has the following virtual integral.
I
(n)
K (P¯
∗(n)
λ (; q, t, t0); q, t; t0, t1, t2, t3) = (−t0tn−1)−|λ|t2n(λ)q−n(λ
′)C
0
λ(t
n, tn−1t0t1, tn−1t0t2, tn−1t0t3; q, t)
C−λ (t; q, t)C
0
λ(t
2n−2t0t1t2t3; q, t)
(5.54)
This allows us to prove the following integral representation for 8W
(n)
7 series.
Theorem 5.15. Choose t0, t1, t2, t3, t4, q, t, u ∈ C such that max(|ti|, |q|, |t|) < 1. Then
I
(n)
K (
∏
1≤i≤n
(uxi, u/xi; q)
(t4xi, t4/xi; q)
; q, t; t0, t1, t2, t3) =
∏
0≤i<n
(t−iu′t′0, t
−iu′t′1, t
−iu′t′2, t
−it′0t
′
1t
′
2t
′
4; q)
(t−it′0t
′
4, t
−it′1t
′
4, t
−it′2t
′
4, t
−iu′t′0t
′
1t
′
2; q)
(5.55)
8W
(n)
7 (u
′t′0t
′
1t
′
2/q; t
′
0t
′
1, t
′
0t
′
2, t
′
1t
′
2, u
′/t′3, u
′/t′4; q, t; t
1−nt′3t
′
4),
where t′i = t
(n−1)/2ti, u′ = t(n−1)/2u.
Proof. First, suppose that t4 = q
mu. Then
∏
1≤i≤n
(uxi, u/xi; q)
(t4xi, t4/xi; q)
= (−u)mnqn(nm)
∏
1≤i≤m
1≤j≤n
(xj + 1/xj − qi−1u− q1−i/u) (5.56)
= (−u)mnqn(nm)P¯ ∗(n)mn (x; q, t, u) (5.57)
= C0mn(t
n−1t0u, u/t0; q, t)
∑
λ⊂mn
qn(λ
′)(−tn−1t0q)|λ|C0λ(q−m; q, t)P¯ ∗(n)λ (x; q, t, t0)
C0λ(t
n−1t0u, tn−1q1−mt0/u; q, t)C−λ (q; q, t)
. (5.58)
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Integrating both sides, we find that
I
(n)
K (
∏
1≤i≤n
(uxi, u/xi; q)
(qmuxi, qmu/xi; q)
; q, t; t0, t1, t2, t3)
= C0mn(t
n−1t0u, u/t0; q, t)4Φ
(n)
3
(
q−m, tn−1t0t1, tn−1t0t2, tn−1t0t3
t2n−2t0t1t2t3, tn−1t0u, tn−1q1−mt0/u
; q, t; q
)
(5.59)
=
C0mn(t
n−1ut0, tn−1ut1, tn−1ut2; q, t)
C0mn(t
2n−2ut0t1t2; q, t)
8W
(n)
7 (t
2n−2ut0t1t2/q; tn−1t0t1, tn−1t0t2, tn−1t1t2, u/t3, q−m; q, t; qmut3). (5.60)
Thus the desired formula holds when t4 = q
mu. The result follows from the fact that both sides are manifestly
analytic in the stated domain.
If we exchange t2 and t3, the integral is clearly unchanged; we thus obtain a transformation of 8W
(n)
7 series.
Similarly, permuting the parameters of the 8W
(n)
7 leads to a transformation of the integral. The resulting
symmetry groups are enlarged from S5 to the Weyl group D5, and there are thus a total of three different
expressions for the integral, corresponding to the double cosets S5\D5/S5. The remaining two are:
∏
0≤i<n
(t−iu′/t′4, t
−iu′t′4, t
−it′0t
′
1t
′
2t
′
4, t
−it′0t
′
1t
′
3t
′
4, t
−it′0t
′
2t
′
3t
′
4, t
−it′1t
′
2t
′
3t
′
4; q)
(t−it′0t
′
1t
′
2t
′
3, t
−it′0t
′
4, t
−it′1t
′
4, t
−it′2t
′
4, t
−it′3t
′
4, t
−it′0t
′
1t
′
2t
′
3t
′2
4 ; q)
8W
(n)
7 (t
′
0t
′
1t
′
2t
′
3t
′2
4 /q; t
′
0t
′
4, t
′
1t
′
4, t
′
2t
′
4, t
′
3t
′
4, t
′
0t
′
1t
′
2t
′
3t
′
4/u
′; q, t; t1−nu′/t′4),
(5.61)
subject to the convergence condition |t1−nu′/t′4| < 1, and
∏
0≤i<n
(t−it′0u
′, t−it′1u
′, t−it′2u
′, t−it′3u
′, t−it′4u
′, t−it′0t
′
1t
′
2t
′
3t
′
4/u
′; q)
(t−it′0t
′
4, t
−it′1t
′
4, t
−it′2t
′
4, t
−it′3t
′
4, t
−iu′2, t−it′0t
′
1t
′
2t
′
3; q)
8W
(n)
7 (u
′2/q;u′/t′0, u
′/t′1, u
′/t′2, u
′/t′3, u
′/t′4; q, t; t
1−nt′0t
′
1t
′
2t
′
3t
′
4/u
′),
(5.62)
subject to the convergence condition |t1−nt′0t′1t′2t′3t′4/u′| < 1. (Compare equations (6.3.7-9) of [7].)
Corollary 5.16. Let m, n be nonnegative integers. Then
I
(n)
K (
∏
1≤i≤n
(tm/2vxi, t
m/2v/xi; q)
(t−m/2vxi, t−m/2v/xi; q)
; q, t; tm/2t0, t
m/2t1, t
m/2t2, t
m/2t3)
= I
(m)
K (
∏
1≤i≤m
(tn/2vxi, t
n/2v/xi; q)
(t−n/2vxi, t−n/2v/xi; q)
; q, t; tn/2t0, t
n/2t1, t
n/2t2, t
n/2t3).
(5.63)
Proof. Expand the integrals via (5.62), and use the fact that
8W
(n)
7 (a; b, c, d, e, t
m; q, t; z) = 8W
(m)
7 (a; b, c, d, e, t
n; q, t; z). (5.64)
Remark. The Jacobi limit is implicitly used in [6, Section 15.7].
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Corollary 5.17. Let m, n be nonnegative integers, and set u = t2n+2m−2t0t1t2t3t4. Then
∏
0≤i<n
(tit0t4, t
it1t4, t
it2t4, t
it3t4; q)
(t−iu/t0, t−iu/t1, t−iu/t2, t−iu/t3; q)
I
(n)
K (
∏
1≤i≤n
(t−m/2uxi, t−m/2u/xi; q)
(tm/2t4xi, tm/2t4/xi; q)
; q, t; tm/2t0, t
m/2t1, t
m/2t2, t
m/2t3)
(5.65)
is symmetric in m, n.
Proof. The same, but using (5.61).
Remark 1. When m = 0 and thus u = t2n−2t0t1t2t3t4, we conclude
I
(n)
K (
∏
1≤i≤n
(uxi, u/xi; q)
(t4xi, t4/xi; q)
; q, t; t0, t1, t2, t3) =
∏
0≤i<n
(t−iu/t0, t−iu/t1, t−iu/t2, t−iu/t3; q)
(tit0t4, tit1t4, tit2t4, tit3t4; q)
; (5.66)
aside from the normalization of the integral, this is Theorem 2.1 of [8].
Remark 2. Formally, there is an analogous result using (5.55); this is a special case of equation (7.24) below.
Remark 3. If we were to ignore the constraints that certain ratios be integral powers of t in the above trans-
formations, we would find that our integral has symmetry group D6. It is unclear how to make this rigorous,
however, given the significant difficulties with convergence.
We conclude with some miscellaneous results.
Combining the inversion identity for binomial coefficients, the duality symmetry of binomial coefficients,
and the Cauchy identity for interpolation polynomials gives a Cauchy identity for Koornwinder polynomials.
Theorem 5.18. [14] For all integers m,n ≥ 0,∑
λ⊂mn
(−1)mn−|λ|K(n)λ (x1, . . . xn; q, t; t0, t1, t2, t3)K(m)nm−λ′(y1, . . . ym; t, q;t0, t1, t2, t3) (5.67)
=
∏
1≤i≤n
∏
1≤j≤m
(xi + 1/xi − yj − 1/yj).
The action of the difference operators on the Koornwinder polynomials (Lemma 5.6) is related via evaluation
symmetry to the following connection coefficient result.
Theorem 5.19. For any partition λ,
K
(n)
λ (; q, t; t0, t1, t2, t3)
k0λ(q, t, t
n; t0:t1, t2, t3)
=
∑
κ≺λ
ψ
(d)
λ/κ(t
nt0t1; q, t, t
n−1√t0t1t2t3/q)K(n)κ (; q, t; t0, qt1, t2, t3)
k0κ(q, t, t
n; t0:qt1, t2, t3)
(5.68)
Proof. Apply the difference equation for binomial coefficients, with parameter u = tnt0t1, and simplify the
result using the fact that
k0µ(q, t, T ; t0:t1, t2, t3)ψ
(d)
µ/µ(T t0t1; q, t, (T/t)
√
t0t1t2t3/q) = k
0
µ(q, t, T ; t0:qt1, t2, t3). (5.69)
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Dualizing (i.e., using (7.13)), or equivalently using the integral equation, gives another special connection
coefficient.
Theorem 5.20. For any partition λ,
K
(n)
λ (; q, t; t0, t1t, t2, t3)
k0λ(q, t, t
n; t0:t1t, t2, t3)
=
∑
κ′≺λ′
ψ
(i)
λ/κ(t
nt0t1; q, t, t
n−1√t0t1t2t3/q)K(n)κ (; q, t; t0, t1, t2, t3)
k0κ(q, t, t
n; t0:t1, t2, t3)
(5.70)
Proof. Take u = tnt0t1 in the integral equation, and note
k0µ(q, t, T ; t0:tt1, t2, t3)ψ
(i)
µ/µ(T t0t1; q, t, (T/t)
√
t0t1t2t3/q) = k
0
µ(q, t, T ; t0:t1, t2, t3). (5.71)
Remark. Note that this formula still depends nontrivially on t in the univariate case. Since the Askey-Wilson
polynomials are naturally independent of t, we obtain the connection coefficient formula [1, Eqs. 6.4-5] for
Askey-Wilson polynomials with only one parameter changed.
We similarly obtain the following quasi-branching rule.
Theorem 5.21. For any partition λ,
K
(n+1)
λ (x1, . . . xn, t0; q, t; t0, t1, t2, t3)
k0λ(q, t, t
n+1; t0:t1, t2, t3)
=
∑
κ′≺λ′
ℓ(κ)≤n
ψ
(i)
λ/κ(t
n+1; q, t, tn
√
t0t1t2t3/qt)
K
(n)
κ (x1, . . . xn; q, t; t0t, t1, t2, t3)
k0κ(q, t, t
n; t0t:t1, t2, t3)
(5.72)
Proof. Applying Lemma 3.6, we find that it suffices to show[
λ
µ
]
q,t,tn
√
t0t1t2t3/q
k0µ(q, t, t
n+1; t0:t1, t2, t3)
=
∑
κ⊂λ
ℓ(κ)≤n
ψ
(i)
λ/κ(t
n+1; q, t, tn−1
√
t0t1t2t3t/q)
[
κ
µ
]
q,t,tn−1
√
t0t1t2t3t/q
k0µ(q, t, t
n; t0t:t1, t2, t3)
, (5.73)
for ℓ(µ) ≤ n. Since
ψ
(i)
λ/κ(t
n+1; q, t, tn−1
√
t0t1t2t3t/q) = 0 (5.74)
for ℓ(κ) = n + 1, the restriction on the length of κ can be removed, at which point the integral equation may
be applied.
Remark 1. The special case of the integral equation used in the above proof corresponds to the integral repre-
sentation of [16].
Remark 2. This implies via the Cauchy identity a quasi-Pieri identity of the form
∏
1≤i≤n
(xi+1/xi−t0−1/t0)K(n)µ (x1, . . . xn; q, t; qt0, t1, t2, t3) =
∑
λ≻µ
ℓ(λ)≤n
cλµK
(n)
λ (x1, . . . xn; q, t; t0, t1, t2, t3), (5.75)
for suitable coefficients cλµ.
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If we combine the last two theorems, we obtain a special branching rule of the form
K
(n+1)
λ (x1, . . . xn, t0; q, t; t0, t1, t2, t3) =
∑
µ′≺κ′≺λ′
cλ/κdκ/µK
(n)
µ (x1, . . . xn; q, t; t0, t1, t2, t3), (5.76)
for certain coefficients cλ/κ, dκ/µ, thus confirming the speculation in [16] that the integral representation is
related to a branching rule for Koornwinder polynomials. In general, it follows by combining the Pieri identities
[27] and the Cauchy identity that there exists a branching rule of the form
K
(n+1)
λ (x1, . . . xn, u; q, t; t0, t1, t2, t3) =
∑
µ′⊂λ′
∃κ:µ′≺κ′≺λ′
cλ/µK
(n)
µ (x1, . . . xn; q, t; t0, t1, t2, t3), (5.77)
for suitable coefficients cλ/µ ∈ F(t0, t1, t2, t3)[u, 1/u]. The expression one obtains for these coefficients is far
from a closed form, however.
6 Symmetric functions from interpolation polynomials
It turns out that the families of interpolation and Koornwinder polynomials have natural lifts to families of
symmetric functions; in each case, one obtains two families with an additional algebraic parameter that reduce to
the given BCn-symmetric polynomials when appropriately specialized. We will first consider the interpolation
polynomial case.
The first lifting involves inverting the natural projection from Λ to F[x±1i ]
BCn given by
f 7→ f(x1, 1/x1, x2, 1/x2, . . . xn, 1/xn). (6.1)
For any n, this map is surjective, but is quite far from injective, and thus we have no way to define a unique
lifting. It turns out, however, that if we introduce an algebraic parameter T = tn, then there is a unique lifting
with coefficients in F(s, T ).
The above homomorphism acts on power-sums by
pk 7→
∑
1≤i≤n
xki + x
−k
i . (6.2)
If we evaluate this at the partition λ, we have:
∑
1≤i≤n
xki + x
−k
i =
∑
1≤i≤n
(
qkµi t(n−i)ksk + q−kµi t−(n−i)ks−k
)
(6.3)
=
∑
1≤i≤ℓ(µ)
(
(qkµi − 1)t(n−i)ksk + (q−kµi − 1)t−(n−i)ks−k
)
+
∑
1≤i≤n
(
t(n−i)ksk + t−(n−i)ks−k
)
(6.4)
=
∑
1≤i≤ℓ(µ)
(
(qkµi − 1)t−ki(sT )k + (q−kµi − 1)tki(sT )−k)+ sk 1− T k
1− tk + s
−k 1− 1/T k
1− 1/tk . (6.5)
This motivates the following definition.
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Definition 3. The lifted interpolation polynomials are the unique family of (inhomogeneous) symmetric func-
tions P˜ ∗λ (; q, t, T ; s) such that
• P˜ ∗λ (; q, t, T ; s) = mλ + dominated terms
• P˜ ∗λ (〈µ〉q,t,T ;s; q, t, T ; s) = 0 for µ < λ.
Here, for a symmetric function f , f(〈µ〉q,t,T ;s) is its image under the homomorphism such that
pk(〈µ〉q,t,T ;s) =
∑
1≤i≤ℓ(µ)
(
(qkµi − 1)t−ki(sT )k + (q−kµi − 1)tki(sT )−k)+ sk 1− T k
1− tk + s
−k 1− 1/T k
1− 1/tk . (6.6)
Theorem 6.1. The lifted interpolation polynomials are well-defined, with coefficients in F(s, T ), and have the
property that
P˜ ∗λ (x1, x
−1
1 , x2, x
−1
2 , . . . xn, x
−1
n ; q, t, t
n; s) =

P¯
∗
λ (x1, . . . xn; q, t, s) ℓ(λ) ≤ n
0 ℓ(λ) > n.
(6.7)
Moreover,
P˜ ∗λ (〈µ〉q,t,T ;s; q, t, T ; s) = 0 (6.8)
unless λ ⊂ µ, and
P˜ ∗λ (〈λ〉q,t,T ;s; q, t, T ; s) = (qsT/t)−|λ|tn(λ)q−2n(λ
′)C−λ (q; q, t)C
+
λ ((sT/t)
2; q, t) (6.9)
Proof. Suppose that the claims are known for λ < κ. Then we can write
P˜ ∗κ (; q, t, T ; s) = mκ +
∑
µ≤κ
cµP˜
∗
µ (; q, t, T ; s) (6.10)
for appropriate coefficients cµ ∈ F(s, T ); the resulting equations are triangular with nonzero diagonal by the
inductive hypothesis, and thus P˜ ∗κ is well-defined. We cannot yet rule out a pole at T = t
n, but can certainly
conclude that only finitely many such poles exist.
Now, for n ≥ ℓ(κ) not hitting such a pole,
P˜ ∗κ (x1, x
−1
1 , x2, x
−1
2 , . . . xn, x
−1
n ; q, t, t
n; s) (6.11)
is a BCn-symmetric polynomial with leading monomial mκ (since the natural projection is triangular on the
monomial functions) satisfying the necessary vanishing identities, so must therefore equal the interpolation
polynomial.
In particular, for any partition µ 6⊃ κ,
P˜ ∗κ (〈µ〉q,t,T ;s; q, t, T ; s) = 0 (6.12)
whenever T = tn for n sufficiently large. But then this identity must in fact hold in F(s, T ). Similarly, the
evaluation at µ = κ holds for sufficiently large n, and thus for all T . In particular, the diagonal coefficients in
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the equations for cµ are nonzero in F(s) for any T of the form t
n, and thus the coefficients have no poles at
such T .
Finally, we observe that for n < ℓ(κ),
P˜ ∗κ (x1, x
−1
1 , x2, x
−1
2 , . . . xn, x
−1
n ; q, t, t
n; s) (6.13)
is a BCn-symmetric polynomial vanishing at all partitions µ of length at most n, and must therefore vanish.
The next lemma indicates that the two parameters s and T give only one degree of freedom, up to homo-
morphism.
Lemma 6.2. We have the plethystic identity
P˜ ∗λ (; q, t, T ; sT
′) = P˜ ∗λ ([pk + s
k T
k − T ′k
1− tk + s
−k 1/T
k − 1/T ′k
1− 1/tk ]; q, t, T
′; sT ). (6.14)
Proof. The right hand side has leading monomial mλ and vanishes at all the appropriate partitions.
Corollary 6.3. The coefficients of (sT )|λ|P˜ ∗λ (; q, t, T ; s) lie in F[s, T ].
Proof. The coefficients of s|λ|P¯ ∗λ (; q, t, t
n; s) must lie in F[s] for n sufficiently large, since the same is true of
s|λ|P¯ ∗(n)λ (; q, t, s). In particular, the coefficients of (sT )
|λ|P¯ ∗λ (; q, t, t
n; sT/tn) lie in F[sT ]; applying the homo-
morphism
pk 7→ pk − sk t
nk − T k
1− tk − s
−k t
−nk − T−k
1− t−k (6.15)
at most enlarges the coefficient ring to F[s, T ], and produces (sT )|λ|P˜ ∗λ (; q, t, T ; s).
Remark. In fact, an examination of P˜ ∗λ (〈λ〉) and the homomorphism 〈λ〉q,t,T ;s further shows that the only
possible denominator factors are s, T , q, t, and (1− qitj) for i, j nonnegative integers, not both 0.
We now define a slight modification of the Macdonald involution. Recall that the Macdonald involution is
the homomorphism
ωq,t : pk 7→ (−1)k−1 1− q
k
1− tk pk. (6.16)
We rescale this slightly, to give:
ω˜q,t : pk 7→ (−1)k−1 q
k/2 − q−k/2
tk/2 − t−k/2 pk; (6.17)
thus this acts on ordinary Macdonald polynomials as
ω˜q,tPµ(; q, t) = bµ(q, t)
−1(t/q)|µ|/2Pµ′ (; t, q). (6.18)
Lemma 6.4. For any symmetric function f and partition µ,
(ω˜q,tf)(〈µ〉t,q,1/T ;−√qt/s) = f(〈µ′〉q,t,T ;s). (6.19)
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Proof. It suffices to prove this for the power-sum functions pk. Now, we find:
(−1)k−1 q
k/2 − q−k/2
tk/2 − t−k/2
∑
1≤i≤ℓ(µ)
(tkµi − 1)q−ki(−√qt/sT )k = 1− q
k
1− t−k
∑
1≤i≤ℓ(µ)
(tkµi − 1)(sT )−k (6.20)
= (1 − qk)
∑
(i,j)∈µ
tjk(sT )−k (6.21)
= (1 − qk)
∑
(j,i)∈µ′
tjkq−ki(sT )−k (6.22)
=
∑
1≤j≤ℓ(µ′)
(q−µ
′
j − 1)tjk(sT )−k. (6.23)
and
(−1)k−1 q
k/2 − q−k/2
tk/2 − t−k/2 (−
√
qt/s)k
1− T−k
1− qk = s
−k 1− T−k
1− t−k . (6.24)
The other two terms simplify analogously, and thus
(ω˜q,tpk)(〈µ〉t,q,1/T ;−√qt/s) = pk(〈µ′〉q,t,T ;s) (6.25)
as required.
This gives us the following result:
Theorem 6.5. The interpolation polynomials satisfy
ω˜q,tP˜µ(; q, t, T ; s) = bµ(q, t)
−1(t/q)|µ|/2P˜µ′ (; t, q, 1/T ;−
√
qt/s). (6.26)
Proof. If we evaluate the left-hand side at 〈ν〉t,q,1/T ;−√qt/s, the result is
P˜µ(〈ν〉q,t,T ;s; q, t, T ; s), (6.27)
and thus vanishes unless ν ⊃ µ. It follows that
ω˜q,tP˜µ(; q, t, T ; s) ∝ P˜µ′ (; t, q, 1/T ;−
√
qt/s), (6.28)
with some nonzero constant. Now, by triangularity, we can write
P˜µ′ (; t, q, 1/T ;−
√
qt/s) = Pµ′(; t, q) +
∑
ν<µ′
cνPν(; t, q); (6.29)
similarly, applying ω˜qt to P˜µ, we have
P˜µ′(; t, q, 1/T ;−
√
qt/s) =
∑
ν≤µ
c′νPν′ (; t, q). (6.30)
Since conjugation reverses dominance for partitions of the same size, we find that the degree |µ| portion of P˜µ′
is Pµ′ , and similarly for P˜µ. The constant then follows immediately.
Remark. In particular, we obtain a new proof of the leading term limit for interpolation polynomials.
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Corollary 6.6. For any partitions µ and λ,
P˜µ(〈λ〉q,t,T ;s; q, t, T ; s) = bµ(q, t)−1(t/q)|µ|/2P˜µ′ (〈λ′〉t,q,1/T ;−√qt/s; t, q, 1/T ;−
√
qt/s). (6.31)
In particular, [
λ
µ
]
q,t,s
=
[
λ′
µ′
]
t,q,1/
√
qts
(6.32)
{
λ
µ
}
q,t,s
=
{
λ′
µ′
}
t,q,1/
√
qts
. (6.33)
Our second lifting of interpolation polynomials to symmetric functions involves the observation that for
λ ⊂ mn,
(
∏
1≤i≤n
xmi )P¯
∗(n)
mn−λ(x1, . . . xn; q, t, s) (6.34)
is an Sn-symmetric polynomial (without negative exponents). Moreover, we have the following:
Lemma 6.7. For arbitrary positive integers m,n, and an arbitrary partition λ ⊂ mn,
lim
xn→0
(
∏
1≤i≤n
xmi )P¯
∗(n)
mn−λ(x1, . . . xn; q, t, s) =

(
∏
1≤i≤n−1 x
m
i )P¯
∗(n−1)
mn−1−λ(x1, . . . xn−1; q, t, s) λn = 0
0 λn > 0.
(6.35)
Proof. We apply the branching rule; the only term that does not vanish in the limit is the unique term in which
the degree has been reduced by m, namely
P¯
∗(n−1)
mn−1−λ(x1, . . . xn−1; q, t, s). (6.36)
With this in mind, we define:
Definition 4. The virtual interpolation polynomials are the unique symmetric functions Pˆ ∗λ (; q, t, Q; s) ∈ Λˆ
with coefficients in F(Q, s) such that
Pˆ ∗λ (x1, . . . xn; q, t, Q; s) =
∏
1≤i≤n
xmi (sxi, q
m+1xi/sQ; q)
(qxi/s, sQxi/qm; q)
P¯
∗(n)
mn−λ(x1, . . . xn; q, t, sQ/q
m) (6.37)
for all positive integers m, n such that λ ⊂ mn.
We immediately see that these are well-defined and that the leading term (now the term of smallest degree)
is again the Macdonald polynomial. The two kinds of interpolation polynomials are related via the Cauchy
identity:
Theorem 6.8. We have the following identity of symmetric functions in Λx ⊗ Λˆy:∑
λ
(−1)|λ|P˜ ∗λ (x; q, t, T ; s)Pˆ ∗λ′(y; t, q, T ; s) =
∑
λ
(−1)|λ|Pλ(x; q, t)Pλ′ (y; t, q) (6.38)
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Proof. Fix integers m, n > 0. Then we have:
∑
λ
(−1)|λ|P˜ ∗λ (x±11 , x±12 , . . . x±1n ; q, t, tn; s)Pˆ ∗λ′(y1, y2, . . . ym; t, q, tn; s)
=
∑
λ⊂mn
(−1)|λ|P¯ ∗λ (x1, x2, . . . xn; q, t, s)
∏
1≤j≤m
ynj P¯
∗
nm−λ′(y1, y2, . . . ym; t, q, s) (6.39)
=
∏
1≤j≤m
ynj
∏
1≤i≤n
1≤j≤m
(yj + 1/yj − xi − 1/xi) (6.40)
=
∏
1≤i≤n
1≤j≤m
(1− yjxi)(1 − yj/xi) (6.41)
=
∑
λ
(−1)|λ|Pλ(x±11 , x±12 , . . . x±1n ; q, t)Pλ′ (y1, . . . ym; t, q) (6.42)
The desired identity follows by rationality of coefficients.
Corollary 6.9.
ω˜q,tPˆλ(; q, t, Q; s) = bλ(q, t)
−1(t/q)|λ|/2Pˆλ′(; t, q, 1/Q;−
√
qt/s) (6.43)
Proof. In the sum
∑
λ
(−1)|λ|P˜ ∗λ′(x; t, q, Q; s)Pˆ ∗λ (y; q, t, Q; s) =
∑
λ
(−1)|λ|Pλ′(x; t, q)Pλ(y; q, t), (6.44)
apply ω˜q,t to the y variables and ω˜t,q to the x variables. We find:∑
λ
(−1)|λ|Pλ′(x; q, t)Pλ(y; t, q) =
∑
λ
(−1)|λ|bλ′(t, q)−1(q/t)|λ|/2P˜ ∗λ (x; q, t, 1/Q;−
√
qt/s)(ω˜q,tPˆ
∗
λ (y; q, t, Q; s)),
(6.45)
and thus, taking coefficients of P˜ ∗λ (x; q, t, 1/Q;−
√
qt/s) on both sides:
Pˆ ∗λ′(y; t, q, 1/Q;−
√
qt/s) = bλ′(t, q)
−1(q/t)|λ|/2(ω˜q,tPˆ ∗λ (y; q, t, Q; s)). (6.46)
The desired result is immediate.
Applying the involution to only one of the sets of variables gives another Cauchy identity:
Corollary 6.10.
∑
λ
bλ(q, t)(q/t)
|λ|/2P˜ ∗λ (x; q, t, T ; s)Pˆ
∗
λ(y; q, t, 1/T ;
√
qt/s) =
∑
λ
(q/t)|λ|/2Pλ(x; q, t)Qλ(y; q, t) (6.47)
Corollary 6.11. The virtual interpolation polynomials can be expanded in terms of Macdonald polynomials as
follows:
Pˆ ∗µ (; q, t, Q; s) =
∑
λ
(−1)|λ|−|µ|
(
[P˜ ∗µ′(; t, q, Q; s)]Pλ′ (; t, q)
)
Pλ(; q, t) (6.48)
The bulk branching rule lifts to the following result.
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Theorem 6.12. For any partition λ,
P˜ ∗λ ([pk +
uk − vk
1− tk +
u−k − v−k
1− t−k ]; q, t, T v/u; s) =
∑
µ⊂λ
ψ
(B)
λ/µ(u, v; q, t; sT )P˜
∗
µ(; q, t, T ; s), (6.49)
where ψ
(B)
λ/µ(u, v; q, t; s) is as in Theorem 3.9. Similarly, for any partition λ, we have the following identity in
Λˆ with coefficients in F(s)[[u, v]].
Pˆ ∗λ ([pk +
uk − vk
1− tk ]; q, t, Q; s) = Pˆ
∗
0 ([
uk − vk
1− tk ]; q, t, Q; s)
∑
µ⊂λ
ψˆ
(B)
λ/µ(u, v; q, t; sQ)Pˆ
∗
µ(; q, t, Q; s), (6.50)
where
Pˆ ∗0 ([
uk − vk
1− tk ]; q, t, Q; s) =
∏
j≥0
(tjus, tjqu/sQ, tjvsQ, tjqv/s; q)
(tjvs, tjqv/sQ, tjusQ, tjqu/s; q)
(6.51)
ψˆ
(B)
λ/µ(u, v; q, t; s) =
C0µ(qu/ts; q, t)C
0
µ(sv/q; 1/q, 1/t)
C0λ(qv/ts; q, t)C
0
λ(su/q; 1/q, 1/t)
Pλ/µ([(u
k − vk)/(1− tk)]; q, t). (6.52)
Corollary 3.11 (evaluation at a “constant”) has the following especially pleasing lift.
Corollary 6.13. For any partition λ,
(−√xyzt)|λ|P˜ ∗λ ([
(xk/2 − x−k/2)(yk/2 − y−k/2)(zk/2 − z−k/2)
tk/2 − t−k/2 ]; q, t, 1;
√
t/xyz) =
t−2n(λ)qn
′(λ)C
0
λ(x, y, z; 1/q, 1/t)
C−λ (1/t; 1/q, 1/t)
(6.53)
Remark. Corollary 3.11 is the special case y = tn, z = 1/(tn−1xs2).
We also note the lifted versions of the connection coefficient identity.
Theorem 6.14. For any partitions λ, µ,
[P˜ ∗µ (; q, t, T ; s)]P˜
∗
λ (; q, t, T ; s
′) =
C0λ(T ; q, t)C
0
λ(t/T ss
′; 1/q, 1/t)
C0µ(T ; q, t)C
0
µ(t/T ss
′; 1/q, 1/t)
Pλ/µ([
sk − s′k
1− tk ]; q, t). (6.54)
[Pˆ ∗λ (; q, t, Q; s)]Pˆ
∗
µ (; q, t, Q; s
′) =
C0λ(Q; 1/q, 1/t)C
0
λ(t/Qss
′; q, t)
C0µ(Q; 1/q, 1/t)C
0
µ(t/Qss
′; q, t)
Qλ/µ([
sk − s′k
1− tk ]; q, t) (6.55)
We also have a lift of the bulk Pieri identity, albeit only to the lifted polynomials (for the virtual polynomials,
there are convergence problems, even formally).
Theorem 6.15. For any partition µ, the following identity holds in (Λ⊗ F(s))[[u, v]].
(∑
κ
Qκ(
[
uk − vk
1− tk
]
; q, t)Pκ(; q, t)
)
P˜ ∗µ (; q, t, T ; s) (6.56)
=
(∑
κ
Qκ(
[
uk − vk
1− tk
]
; q, t)Pκ(〈µ〉q,t,T ;s; q, t)
)∑
λ⊃µ
ψ
(P )
λ/µ(u, v; q, t; sT )P˜
∗
λ(; q, t, T ; s),
where ψ
(P )
λ/µ(u, v; q, t; s) is as in Theorem 3.13.
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We close with the following refinement of the fact that the leading terms of the interpolation polynomials
are Macdonald polynomials.
Theorem 6.16. The lifted and virtual interpolation polynomials are triangular in the Macdonald polynomial
basis, with respect to the inclusion partial order. That is, we have the expansions
P˜ ∗λ (; q, t, T ; s) = Pλ(; q, t) +
∑
µ⊂λ
cλ/µPµ(; q, t) (6.57)
Pˆ ∗µ (; q, t, T ; s) = Pµ(; q, t) +
∑
λ⊃µ
cˆλ/µPλ(; q, t) (6.58)
for suitable constants c.
Proof. We first note that by Corollary 6.11, the first claim implies the second. Now, suppose the first claim is
false, and let λ be an inclusion-minimal partition such that P˜ ∗λ (; q, t, T ; s) is not triangular. Furthermore, let µ
be an inclusion-maximal partition not contained in λ such that
[Pµ(; q, t)]P˜
∗
λ (; q, t, T ; s) 6= 0. (6.59)
We will show that this coefficient is independent of T and s; that it is 0 (giving a contradiction) will be shown
in the proof of Theorem 7.25 below.
By Theorem 6.14, for any fixed T 6= 0, the lifted interpolation polynomials are mutually triangular with
respect to the inclusion ordering, and thus the minimality of λ implies that the coefficient is independent of s.
On the other hand,
[Pµ(; q, t)]P˜
∗
λ (; q, t, T ; s) = [Pµ(; q, t)]P˜
∗
λ ([pk + s
k T
k − 1
1− tk + s
−k 1/T
k − 1
1− 1/tk ]; q, t, 1; sT ); (6.60)
since this homomorphism is triangular in the Macdonald basis, the maximality of µ implies that
[Pµ(; q, t)]P˜
∗
λ (; q, t, T ; s) = [Pµ(; q, t)]P˜
∗
λ (; q, t, 1; sT ), (6.61)
and is thus independent of s and T as required.
Corollary 6.17. For any integer n ≥ 0,
P˜ ∗1n(; q, t, T ; s) = (en − en−2)([pk − sk
1− (T/tn−1)k
1− tk − s
−k 1− (tn−1/T )k
1− 1/tk ]), (6.62)
where e−1 = e−2 = 0.
Proof. It suffices to prove this in the case T = tn−1. Triangularity then tells us that
P˜ ∗1n(; q, t, t
n−1; s) = en +
∑
0≤m<n
cmem (6.63)
for suitable coefficients cm. On the other hand, we know that
P˜ ∗1n(x
±1
1 , x
±1
2 , . . . x
±1
n−1; q, t, t
n−1; s) = 0. (6.64)
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The only algebraic relation satisfied by the quantities
em(x
±1
1 , x
±1
2 , . . . x
±1
n−1) (6.65)
for 0 ≤ m ≤ n is that en = en−2, and thus en−en−2 is the only symmetric function satisfying both requirements.
7 Symmetric functions from Koornwinder polynomials
Via the binomial formula, the lifted interpolation polynomials lead immediately to a lifting for Koornwinder
polynomials.
Definition 5. The lifted Koornwinder polynomials are defined by the expansion
K˜λ(; q, t, T ; t0, t1, t2, t3) =
∑
µ⊂λ
[
λ
µ
]
q,t,(T/t)
√
t0t1t2t3/q
k0λ(q, t, T ; t0:t1, t2, t3)
k0µ(q, t, T ; t0:t1, t2, t3)
P˜ ∗µ (; q, t, T ; t0). (7.1)
Theorem 7.1. For any integer n > 0 and partition λ, and for generic values of the parameters,
K˜λ(x
±1
1 , . . . x
±1
n ; q, t, t
n; t0, t1, t2, t3) =

K
(n)
λ (x1, . . . xn; q, t; t0, t1, t2, t3) ℓ(λ) ≤ n
0 otherwise.
(7.2)
Proof. The claim when ℓ(λ) ≤ n is immediate from the binomial formula for ordinary Koornwinder polynomials.
Thus assume ℓ(λ) > n, and consider the term of the lifted binomial formula corresponding to a partition µ. The
only factors that can lead to a zero or pole at T = tn are the factors C0λ(T ; q, t) of k
0
λ, C
0
µ(T ; q, t) of k
0
µ(T ; q, t),
and the lifted interpolation polynomial itself. Now, when ℓ(µ) ≤ n, C0µ(tn; q, t) 6= 0 while C0λ(tn; q, t) = 0, and
thus the µ term vanishes. On the other hand, when ℓ(µ) > n, we find that
lim
T→tn
C0λ(T ; q, t)/C
0
µ(T ; q, t) (7.3)
is well-defined and nonzero. In this case, however, the interpolation polynomial itself vanishes. Thus all terms
in the expansion vanish, as required.
Remark. The genericity hypothesis is necessary when ℓ(λ) > n:
lim
T→t
K˜12(x1, 1/x1; q, t, T ; 1,−1,
√
t,−
√
t) = 1, (7.4)
not 0. However, as long as T is specialized before any of the other parameters, this will not be a problem.
Indeed, by the following corollary, the only possible problems (for generic q and t) arise when
C+λ (t
2n−2t0t1t2t3/q; q, t) = 0. (7.5)
Corollary 7.2. For any partition λ, the only possible factors of the denominators of the coefficients of the
symmetric function
t2|λ|+3n(λ)C+λ ((T/t)
2t0t1t2t3/q; q, t)K˜λ(; q, t, T ; t0, t1, t2, t3) (7.6)
are t and binomials of the form 1− qitj for i, j ≥ 0.
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Proof. If we specialize T = tn for any sufficiently large n, then we obtain an ordinary Koornwinder polynomial,
in which the only denominator factors that can appear are of the form 1 − qitj , i, j ≥ 0. Since this is true for
all sufficiently large n, the result follows.
Remark. We conjecture that, in fact,
t2|λ|+3n(λ)C−λ (t; q, t)C
+
λ ((T/t)
2t0t1t2t3/q; q, t)K˜λ([pk/(1− t)]; q, t, T ; t0, t1, t2, t3) (7.7)
has coefficients in Z[q, t, t0, t1, t2, t3, T ]. (This is true for the leading terms, as in that case it reduces to the
corresponding integrality result for Macdonald polynomials.)
Proposition 7.3. For any pair of partitions µ, λ,
K˜λ(〈µ〉q,t,T ;t0 ; q, t, T ; t0, t1, t2, t3)
k0λ(q, t, T ; t0:t1, t2, t3)
=
K˜µ(〈λ〉q,t,T ;tˆ0 ; q, t, T ; tˆ0, tˆ1, tˆ2, tˆ3)
k0µ(q, t, T ; tˆ0:tˆ1, tˆ2, tˆ3),
(7.8)
where
tˆ0 =
√
t0t1t2t3/q; tˆi = t0ti/tˆ0, i ∈ {1, 2, 3}. (7.9)
The symmetries of ordinary Koornwinder polynomials lift; in addition, we obtain new symmetries involving
T .
Proposition 7.4. For any partition λ,
K˜λ(; q, t, T ; t0, t1, t2, t3) = K˜λ(; 1/q, 1/t, 1/T ; 1/t0, 1/t1, 1/t2, 1/t3) (7.10)
K˜λ(; q, t, T ; t0, t1, t2, t3) = (−1)|λ|K˜λ([(−1)kpk]; q, t, T ;−t0,−t1,−t2,−t3) (7.11)
K˜λ(; q, t, T ; t0, t1, t2, t3) = K˜λ([pk +
(t/t0)
k + (t/t1)
k − tk0 − tk1
(1− tk) ]; q, t, T t0t1/t; t/t1, t/t0, t2, t3) (7.12)
ω˜q,t(K˜λ(; q, t, T ; t0, t1, t2, t3)) = bλ(q, t)
−1(t/q)|λ|/2K˜λ′(; t, q, 1/T ;
−√qt
t0
,
−√qt
t1
,
−√qt
t2
,
−√qt
t3
). (7.13)
Furthermore, K˜λ is invariant under permutations of t0, t1, t2, t3.
Remark. We note three particularly nice special cases of (7.12):
K˜λ(; q, t, T ;
√
t,−
√
t, t2, t3) = K˜λ(; q, t,−T ;−
√
t,
√
t, t2, t3) (7.14)
K˜λ(; q, t, T ; t,
√
t, t2, t3) = K˜λ([pk + 1]; q, t, T
√
t;
√
t, 1, t2, t3) (7.15)
K˜λ(; q, t, T ;−t,−
√
t, t2, t3) = K˜λ([pk + (−1)k]; q, t, T
√
t;−
√
t,−1, t2, t3). (7.16)
Definition 6. The virtual Koornwinder integral IK(; q, t, T ; t0, t1, t2, t3) is the linear functional on symmetric
functions defined by
IK(f ; q, t, T ; t0, t1, t2, t3) = [K˜0(; q, t, T ; t0, t1, t2, t3)]f. (7.17)
In particular, we note that when T = tn, this reduces to the virtual Koornwinder integral defined above:
I
(n)
K (; q, t; t0, t1, t2, t3) = IK(; q, t, t
n; t0, t1, t2, t3) (7.18)
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Again, the specialization of T must occur before any other specialization. For instance, the identity
I
(1)
K (e2; q, t; t0, t1, t2, t3) = 1 (7.19)
holds for all values of the parameters. On the other hand,
lim
T→t
IK(e2; q, t, T ;±1,±
√
t) = 0. (7.20)
Again, as long as q and t are generic and C+λ (t
2n−2t0t1t2t3/q; q, t) 6= 0, there is no problem.
Since the set of parameters with T = tn is Zariski dense, the orthogonality of ordinary Koornwinder poly-
nomials lifts.
Proposition 7.5.
IK(K˜λ(; q, t, T ; t0, t1, t2, t3)K˜µ(; q, t, T ; t0, t1, t2, t3); q, t, T ; t0, t1, t2, t3) = δλµNλ(; q, t, T ; t0, t1, t2, t3), (7.21)
with Nλ as above.
The symmetries of Proposition 7.4 carry over to the virtual integral.
Corollary 7.6. For any partition λ and any symmetric function f ,
IK(f ; 1/q, 1/t, 1/T ; 1/t0, 1/t1, 1/t2, 1/t3) = IK(f ; q, t, T ; t0, t1, t2, t3) (7.22)
IK(f ; q, t, T ;−t0,−t1,−t2,−t3) = IK(f([(−1)kpk]); q, t, T ; t0, t1, t2, t3) (7.23)
IK(f ; q, t, T t0t1/t; t/t1, t/t0, t2, t3) = IK(f([pk − t
k
0 + t
k
1 − (t/t0)k − (t/t1)k
(1− t) ]); q, t, T ; t0, t1, t2, t3)
(7.24)
IK(f ; t, q, 1/T ;
−√qt
t0
,
−√qt
t1
,
−√qt
t2
,
−√qt
t3
) = IK(ω˜q,tf ; q, t, T ; t0, t1, t2, t3). (7.25)
Furthermore, IK is symmetric in t0, t1, t2, t3.
The next several results are immediate lifts of the analogous results above for ordinary Koornwinder poly-
nomials.
Proposition 7.7. For any partition λ, we have the expansion
P˜ ∗λ (; q, t, T ; t0) =
∑
µ⊂λ
{
λ
µ
}
q,t,(T/t)
√
t0t1t2t3/q
k0λ(q, t, T ; t0:t1, t2, t3)
k0µ(q, t, T ; t0:t1, t2, t3)
K˜µ(; q, t, T ; t0, t1, t2, t3) (7.26)
Proposition 7.8. For any partitions κ ⊂ λ,[
K˜κ(; q, t, T ; t0, t1, t2, t3)
k0κ(q, t, T ; t0:t1, t2, t3)
]
K˜λ(; q, t, T ; t0, t
′
1, t
′
2, t
′
3)
k0λ(q, t, T ; t0:t
′
1, t
′
2, t
′
3)
=
∑
κ⊂µ⊂λ
[
λ
µ
]
q,t,(T/t)
√
t0t′1t
′
2t
′
3/q
{
µ
κ
}
q,t,(T/t)
√
t0t1t2t3/q
k0µ(q, t, T ; t0:t1, t2, t3)
k0µ(q, t, T ; t0:t
′
1, t
′
2, t
′
3)
. (7.27)
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Proposition 7.9. For any partition λ, one has the following virtual integral.
IK(P˜
∗
λ (; q, t, T ; t0); q, t, T ; t0, t1, t2, t3) = (−t0T/t)−|λ|t2n(λ)q−n(λ
′)C
0
λ(T, T t0t1/t, T t0t2/t, T t0t3/t; q, t)
C−λ (t; q, t)C
0
λ(T
2t0t1t2t3/t2; q, t)
(7.28)
Proposition 7.10. For any partition λ,
K˜λ(; q, t, T ; t0, t1, t2, t3)
k0λ(q, t, T ; t0:t1, t2, t3)
=
∑
κ≺λ
ψ
(d)
λ/κ(T t0t1; q, t, (T/t)
√
t0t1t2t3/q)
K˜κ(; q, t, T ; t0, qt1, t2, t3)
k0κ(q, t, T ; t0:qt1, t2, t3)
(7.29)
Proposition 7.11. For any partition λ,
K˜λ(; q, t, T ; t0, t1t, t2, t3)
k0λ(q, t, T ; t0:t1t, t2, t3)
=
∑
κ′≺λ′
ψ
(i)
λ/κ(T t0t1; q, t, (T/t)
√
t0t1t2t3/q)
K˜κ(; q, t, T ; t0, t1, t2, t3)
k0κ(q, t, T ; t0:t1, t2, t3)
(7.30)
Proposition 7.12. For any partition λ,
K˜λ([pk + t
k
0 + t
−k
0 ]; q, t, tT ; t0, t1, t2, t3)
k0λ(q, t, tT ; t0:t1, t2, t3)
=
∑
κ′≺λ′
ψ
(i)
λ/κ(tT ; q, t, (T/t)
√
t0t1t2t3t/q)
K˜κ(; q, t, T ; t0t, t1, t2, t3)
k0κ(q, t, T ; t0t:t1, t2, t3)
(7.31)
We next turn to the Cauchy identities.
Definition 7. The virtual Koornwinder polynomials are the basis of Λˆ given by
Kˆλ(; q, t, Q; t0, t1, t2, t3) =
∑
µ⊃λ
(−1)|µ|−|λ|
{
µ
λ
}
q,t,1/Qtˆ0
k0µ′(t, q, Q; t0:t1, t2, t3)
k0λ′ (t, q, Q; t0:t1, t2, t3)
Pˆ ∗µ (; q, t, Q; t0), (7.32)
where tˆ0 =
√
t0t1t2t3/q.
The name is justified by the following result, a straightforward verification from the binomial formula.
Theorem 7.13. If λ ⊂ mn, then
Kˆλ(x1, . . . xn; q, t, q
m; t0, t1, t2, t3) =
∏
1≤i≤n
xmi K
(n)
mn−λ(x1, . . . xn; q, t; t0, t1, t2, t3) (7.33)
The Cauchy identities follow immediately from the inversion formula for binomial coefficients and the Cauchy
identities for interpolation polynomials.
Theorem 7.14. We have the following identities in Λx ⊗ Λˆy.∑
λ
(−1)|λ|K˜λ(x; q, t, T ; t0, t1, t2, t3)Kˆλ′(y; t, q, T ; t0, t1, t2, t3) =
∑
λ
(−1)|λ|Pλ(x; q, t)Pλ′ (y; t, q) (7.34)
∑
λ
bλ(q, t)(
q
t
)|λ|/2K˜λ(x; q, t, T ; t0, t1, t2, t3)Kˆλ(y; q, t, 1/T ;
√
qt
t0
,
√
qt
t1
,
√
qt
t2
,
√
qt
t3
)
=
∑
λ
(
q
t
)|λ|/2Pλ(x; q, t)Qλ(y; q, t) (7.35)
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The special case Kˆ0 is of particular interest, as a result of the following integrals (obtained by integrating
the Cauchy identities):
Corollary 7.15.
I
(n)
K (
∏
1≤i≤n
1≤j≤m
(1− yjxi)(1 − yj/xi); q, t; t0, t1, t2, t3) = Kˆ0(y1, . . . ym; t, q, tn; t0, t1, t2, t3) (7.36)
I
(n)
K (
∏
1≤i≤n
1≤j≤m
(
√
qtyjx
±1
i ; q)
(
√
q/tyjx
±1
i ; q)
; q, t; t0, t1, t2, t3) = Kˆ0(y1, . . . ym; q, t, t
−n;
√
qt
t0
,
√
qt
t1
,
√
qt
t2
,
√
qt
t3
) (7.37)
Corollary 7.16. The following identity holds for all sufficiently small y.
Kˆ0(y; q, t, Q; t0, t1, t2, t3) =
(qy/t0Q, qy/t1Q, qy/t2Q, q
2y/t0t1t2Q; q)
(qy/t0, qy/t1, qy/t2, q2y/t0t1t2Q2; q)
8W7(
qy
t0t1t2Q2
;
q
t0t1Q
,
q
t0t2Q
,
q
t1t2Q
, yt3, 1/Q; q, qy/t3)
(7.38)
Proof. Applying Corollary 5.16 to equation (7.37), we see that the identity holds whenever Q = t−n, and thus
for all Q.
The case T = 0 of the lifted and virtual Koornwinder polynomials turns out to be especially nice. This
is somewhat surprising, considering that the binomial formula behaves very badly in that case: a rather large
amount of cancellation is required to eliminate the apparent singularities at T = 0. The key to dealing with
the T = 0 case turns out to be the inner product.
Definition 8. Let µ and σ be sequences of complex numbers, such that ℜ(σj) > 0 for all j. Then the Gaussian
functional IG(;µ;σ) is the linear functional on symmetric functions defined by
IG(f ;µ;σ) =
∫
Rdeg(f)
f
∏
1≤j≤deg(f)
(2πσj)
−1/2e−(pj−µj)
2/2σjdpj ; (7.39)
in particular, IG(1;µ;σ) = 1.
This has a probabilistic interpretation: IG(f ;µ;σ) is the expected value of f if the power sum functions
pk are independent and normally distributed random variables with mean µk and variance σk. In particular,
IG(f ;µ;σ) is polynomial in µ and σ; we extend it to arbitrary µ and σ accordingly.
Our reason for introducing Gaussian functionals is the following theorem.
Theorem 7.17. For any symmetric function f ,
IK(f ; q, t, 0; t0, t1, t2, t3) = IG(f ;µ;σ), (7.40)
where
µ2k−1 =
t2k−10 + t
2k−1
1 + t
2k−1
2 + t
2k−1
3
1− t2k−1 (7.41)
µ2k =
t2k0 + t
2k
1 + t
2k
2 + t
2k
3 − 1− tk − qk − (qt)k
1− t2k (7.42)
σk =
1− tk
1− qk . (7.43)
47
Proof. Since IK(f) is a rational function of the parameters for any f , it suffices to consider the limit
lim
n→∞Z
−1
n
∫
f(x±1i )w
(n)
K (x; q, t; t0, t1, t2, t3)dT (7.44)
after expanding the integrand as a formal power series in the parameters.
Now, if q = t = t0 = t1 = t2 = t3 = 0, w
(n)
K reduces to the distribution function for the eigenvalues of a
(Haar-distributed) random symplectic matrix. It follows from Theorem 6 of [5] (see also [2, Section 8]) that
∫
f(x±1i )w
(n)
K (x; 0, 0; 0, 0, 0, 0)dT∫
w
(n)
K (x; 0, 0; 0, 0, 0, 0)dT
= IG(f ;µ
(0), σ(0)), (7.45)
where µ
(0)
2k−1 = 0, µ
(0)
2k = −1, σ(0)k = k, for all sufficiently large n. Thus for any power series f with coefficients
in Λ, we have the formal limit
lim
n→∞
I
(n)
K (f ; 0, 0; 0, 0, 0, 0) = IG(f ;µ
(0), σ(0)). (7.46)
Now, we have
w
(n)
K (x; q, t; t0, t1, t2, t3)
w
(n)
K (x; 0, 0; 0, 0, 0, 0)
= (7.47)
(q; q)−n
∏
1≤k
exp
(
− q
k + tk
2k(1− qk)p2k(x
±1
i ) +
tk0 + t
k
1 + t
k
2 + t
k
3
k(1− qk) pk(x
±1
i )−
qk − tk
2k(1− qk)p
2
k(x
±1
i )
)
.
This combines with the Gaussian density from IG(f ;µ
(0), σ(0)) to give the desired Gaussian density.
In the sequel, we will evaluate the Gaussian integral via the following expansions.
Lemma 7.18. We have the following integrals:
IK(
∏
j,k
(txjyk; q)
(xjyk; q)
; q, t, 0; t0, t1, t2, t3)y =
∏
j<k
(txjxk; q)
(xjxk; q)
∏
j
(tx2j ; q)
(t0xj , t1xj , t2xj , t3xj ; q)
(7.48)
IK(
∏
j,k
(1 + xjyk); q, t, 0; t0, t1, t2, t3)y =
∏
j<k
(qxjxk; t)
(xjxk; t)
∏
j
(−t0xj ,−t1xj ,−t2xj ,−t3xj ; t)
(x2j ; t)
. (7.49)
Proof. Complete the square in the Gaussian integrals.
The lifted Koornwinder polynomials for T = 0 are given by the following generating function.
Theorem 7.19. We have the following identity in Λˆx ⊗ Λy.
∑
λ
Qλ(x; q, t)K˜λ(y; q, t, 0; t0, t1, t2, t3) =
∏
j,k
(txjyk; q)
(xjyk; q)
∏
j<k
(xjxk; q)
(txjxk; q)
∏
j
(t0xj , t1xj , t2xj , t3xj ; q)
(tx2j ; q)
(7.50)
Proof. It is equivalent to show that the polynomials
K ′λ(y) = [Qλ(x; q, t)]
∏
j,k
(txjyk; q)
(xjyk; q)
∏
j<k
(xjxk; q)
(txjxk; q)
∏
j
(t0xj , t1xj , t2xj , t3xj ; q)
(tx2j ; q)
(7.51)
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are orthogonal with respect to the inner product IK(; q, t, 0; t0, t1, t2, t3). Evaluating the integral
IK(
∏
j,k
(txjyk, tzjyk; q)
(xjyk, zjyk; q)
∏
j<k
(xjxk, zjzk; q)
(txjxk, tzjzk; q)
∏
j
(t0xj , t1xj , t2xj , t3xj , t0zj , t1zj , t2zj, t3zj ; q)
(tx2j , tz
2
j ; q)
; q, t, 0; t0, t1, t2, t3)y
(7.52)
using Lemma 7.18 produces the result
∏
j,k
(txjzk; q)
(xjzk; q)
=
∑
λ
Qλ(x; q, t)Pλ(z; q, t); (7.53)
it follows that
IK(K
′
λK
′
µ; q, t, 0; t0, t1, t2, t3) = δλµbλ(q, t)
−1. (7.54)
Remark 1. Note, in particular, that
Nλ(q, t, 0; t0, t1, t2, t3) = bλ(q, t)
−1 (7.55)
as required.
Remark 2. The special cases
(q, t; t0, t1, t2, t3) 7→ (q, q; 1,−1,√q,−√q) (7.56)
(q, t; t0, t1, t2, t3) 7→ (q, q; q,−q,√q,−√q) (7.57)
correspond to the Cauchy identities for orthogonal and symplectic characters, respectively; in those cases, the
lifted Koornwinder polynomials are independent of T , and equal to the “virtual characters” surveyed in section
5 of [25]. Similar comments apply to the T = 0 results below.
By duality, we obtain:
Corollary 7.20. We have the following identity in Λˆx ⊗ Λy.
∑
λ
Pλ′ (x; t, q)K˜λ(y; q, t, 0; t0, t1, t2, t3) =
∏
j,k
(1 + xjyk)
∏
j<k
(xjxk; t)
(qxjxk; t)
∏
j
(x2j ; t)
(t0xj , t1xj , t2xj , t3xj ; t)
. (7.58)
Comparing this with the Cauchy identity, we find:
Corollary 7.21. The virtual Koornwinder polynomials are, when T = 0, given by the formula
Kˆλ(x; q, t, 0; t0, t1, t2, t3) =
∏
j
(t0xj , t1xj , t2xj , t3xj ; q)
(x2j ; q)
∏
j<k
(txjxk; q)
(xjxk; q)
Pλ(x; q, t) (7.59)
Proof. Here we use the fact that if x is a formal variable, then (x; q)(x/q; 1/q) = 1.
The generating function also gives us the following branching rule.
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Theorem 7.22. For any partition λ, we have the following identity in Λx ⊗ Λy.
K˜λ(x, y; q, t, 0; t0, t1, t2, t3) =
∑
µ⊂λ
Pλ/µ(x; q, t)K˜µ(y; q, t, 0; t0, t1, t2, t3). (7.60)
Proof. We have
∑
λ
Qλ(z; q, t)K˜λ(x, y; q, t, 0; t0, t1, t2, t3) =
∑
µ
Qµ(z; q, t)Pµ(x)
∑
λ
Qλ(z; q, t)K˜λ(y; q, t, 0; t0, t1, t2, t3). (7.61)
Taking coefficients of Qκ(z; q, t) and K˜ν(y; q, t, 0; t0, t1, t2, t3) gives
[K˜ν(y; q, t, 0; t0, t1, t2, t3)]K˜κ(x, y; q, t, 0; t0, t1, t2, t3) =
∑
µ
[Qκ(z; q, t)](Qµ(z; q, t)Qν(z; q, t))Pµ(x) (7.62)
= Pκ/ν(x). (7.63)
Setting y = 0 gives us the following expansion.
Corollary 7.23. For any partition λ,
K˜λ(; q, t, 0; t0, t1, t2, t3) =
∑
µ⊂λ
Pλ/µ(; q, t)K˜µ(0; q, t, 0; t0, t1, t2, t3). (7.64)
The following is then immediate from the fact that [Pκ]Pλ/µ = 0 unless κ ⊂ λ.
Corollary 7.24. When T = 0, the lifted and virtual Koornwinder polynomials are triangular in the Macdonald
polynomial basis, with respect to the inclusion partial order.
This allows us to finish the proof of Theorem 6.16, as well as prove a corresponding result for Koornwinder
polynomials.
Theorem 7.25. The lifted and virtual Koornwinder polynomials are triangular in the Macdonald polynomial
basis, with respect to the inclusion partial order.
Proof. Let λ and µ be chosen as in the proof of Theorem 6.16. Recall that we had shown there that the
coefficient
[Pµ(; q, t)]P˜
∗
λ (; q, t, T ; s) (7.65)
is independent of s and T , and still need to show that it is 0. From the binomial formula, it follows that
[Pµ(; q, t)]K˜λ(; q, t, T ; t0, t1, t2, t3) = [Pµ(; q, t)]P˜
∗
λ (; q, t, T ; t0) (7.66)
It thus suffices to show that the left-hand-side is 0 for some value of the parameters. Taking T = 0 suffices, by
Corollary 7.24, and thus Theorem 6.16 holds. The present result follows from the binomial formulas.
The branching rule also implies the following expansion.
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Corollary 7.26. For any partition λ,
Pλ(; q, t) =
∑
µ⊂λ
IK(Pλ/µ(x; q, t); q, t, 0; t0, t1, t2, t3)K˜µ(; q, t, 0; t0, t1, t2, t3) (7.67)
Proof. We observe that∑
µ⊂λ
Pλ/µ(x; q, t)K˜µ(y; q, t, 0; t0, t1, t2, t3) = K˜µ(x, y; q, t, 0; t0, t1, t2, t3) (7.68)
=
∑
µ⊂λ
Pλ/µ(y; q, t)K˜µ(x; q, t, 0; t0, t1, t2, t3). (7.69)
Integrating the y variables gives the desired result.
The fact that the T = 0 branching rule is independent of t0, t1, t2, t3 is related to the following plethystic
symmetry, which follows easily from the generating function.
Theorem 7.27. For any partition λ,
K˜λ(; q, t, 0; t
′
0, t
′
1, t
′
2, t
′
3) = K˜λ(
[
pk +
tk0 + t
k
1 + t
k
2 + t
k
3 − t′k0 − t′k1 − t′k2 − t′k3
1− tk
]
; q, t, 0; t0, t1, t2, t3). (7.70)
In particular,
K˜λ(; q, t, 0; t
′
0, t1, t2, t3) =
∑
µ⊂λ
Pλ/µ(
[
tk0 − t′k0
1− tk
]
; q, t)K˜µ(; q, t, 0; t0; t1, t2, t3). (7.71)
Remark. The special case t′0 = t0t gives
K˜λ(; q, t, 0; t0t, t1, t2, t3) =
∑
µ⊂λ
ψλ/µ(q, t)t
|λ/µ|
0 K˜µ(; q, t, 0; t0; t1, t2, t3), (7.72)
a limiting case of Theorem 5.20. Similarly,
K˜λ([pk + t
k
0 + t
−k
0 ]; q, t, 0; t0, t1, t2, t3) =
∑
µ⊂λ
ψλ/µ(q, t)t
−|λ/µ|
0 K˜µ([pk + t
k
0 ]; q, t, 0; t0, t1, t2, t3) (7.73)
=
∑
µ⊂λ
ψλ/µ(q, t)t
−|λ/µ|
0 K˜µ(; q, t, 0; t0t, t1, t2, t3), (7.74)
a limiting case of Theorem 5.21. (In fact, these identities are what originally suggested that something like those
theorems should be true.) Compare also the plethystic symmetry of lifted Koornwinder polynomials (equation
(7.12)).
The Pieri identities are also nice when T = 0.
Theorem 7.28. For any partition λ and integer n ≥ 0,
(
∑
n
ungn)K˜λ(; q, t, 0;t0, t1, t2, t3) (7.75)
=
(tu2; q)
(t0u, t1u, t2u, t3u; q)
∑
ν≺λ
µ≻ν
u|λ|−2|ν|+|µ|ψλ/ν(q, t)ϕµ/ν(q, t)K˜µ(; q, t, 0; t0, t1, t2, t3)
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Proof. Let fλ denote the left-hand side, and consider the generating function∑
λ,µ
([K˜µ(; q, t, 0; t0, t1, t2, t3)]fλ)Qλ(x; q, t)Pµ(y; q, t). (7.76)
Writing
[K˜µ(; q, t, 0; t0, t1, t2, t3)]fλ = bµ(q, t)
−1IK(K˜µ(; q, t, 0; t0, t1, t2, t3)fλ; q, t, 0; t0, t1, t2, t3), (7.77)
we find that the generating function can be written as a Gaussian integral. Applying Lemma 7.18, we find∑
λ,µ
([K˜µ(; q, t, 0; t0, t1, t2, t3)]fλ)Qλ(x; q, t)Pµ(y; q, t)
=
(tu2; q)
(t0u, t1u, t2u, t3u; q)
∏
j
(tuxj , tuyj; q)
(uxj , uyj; q)
∑
ν
Qν(x; q, t)Pν (y; q, t). (7.78)
=
(tu2; q)
(t0u, t1u, t2u, t3u; q)
∑
ν
∑
λ≻ν
∑
µ≻ν
ψλ/ν(q, t)Qλ(x; q, t)ϕµ/ν (q, t)Pµ(y; q, t).
(7.79)
Comparing coefficients of Qλ(x; q, t)Pµ(y; q, t) on both sides gives the desired result.
Similarly,
Theorem 7.29. For any partition λ and integer n ≥ 0,
(
∑
n
unen)K˜λ(; q, t, 0; t0, t1, t2, t3) (7.80)
=
(−t0u,−t1u,−t2u,−t3u; t)
(u2; t)
∑
ν′≺λ′
µ′≻ν′
u|λ|−2|ν|+|µ|ϕ′λ/ν(q, t)ψ
′
µ/ν(q, t)K˜µ(; q, t, 0; t0, t1, t2, t3).
8 Vanishing conjectures
If we substitute (t0, t1, t2, t3) 7→ (±
√
t,±√qt) in equation (7.48), the right-hand side becomes
∏
j<k
(txjxk; q)
(xjxk; q)
. (8.1)
This is the right-hand side of a generalized Littlewood identity due to Macdonald [12, Ex. VI.7.4]; we thus
obtain the following proposition.
Proposition 8.1. For any partition λ,
IK(Pλ(; q, t); q, t, 0;±
√
t,±√qt) = 0 (8.2)
unless λ is of the form µ2, in which case
IK(Pµ2(; q, t); q, t, 0;±
√
t,±√qt) = C
−
µ (qt; q, t
2)
C−µ (t2; q, t2)
. (8.3)
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The dual identity is also related to an integral.
Proposition 8.2. For any partition λ,
IK(Pλ(; q, t); q, t, 0;±1,±
√
t) = 0 (8.4)
unless λ is of the form 2µ, in which case
IK(P2µ(; q, t); q, t, 0;±1,±
√
t) =
C−µ (q; q
2, t)
C−µ (t; q2, t)
. (8.5)
This leads us to formulate the following conjectures.
Conjecture 1. For any partition λ,
IK(Pλ(; q, t); q, t, T ;±
√
t,±√qt) = 0 (8.6)
unless λ is of the form µ2, in which case
IK(Pµ2 (; q, t); q, t, T ;±
√
t,±√qt) = C
0
µ(T
2; q, t2)C−µ (qt; q, t
2)
C0µ(qT
2/t; q, t2)C−µ (t2; q, t2)
(8.7)
Conjecture 2. For any partition λ,
IK(Pλ(; q, t); q, t, T ;±1,±
√
t) = 0 (8.8)
unless λ is of the form 2µ, in which case
IK(P2µ(; q, t); q, t, T ;±1,±
√
t) =
C0µ(T
2; q2, t)C−µ (q; q
2, t)
C0µ(qT
2/t; q2, t)C−µ (t; q2, t)
(8.9)
(Note that these conjectures are equivalent, by duality.) The vanishing of these integrals is, of course, a
natural conjecture; the nonzero values will be justified below.
Proposition 8.3. Conjecture 1 is equivalent to the following claim: For all integers n ≥ 0 and partitions λ
with ℓ(λ) ≤ 2n,
I
(n)
K (Pλ(x
±1
1 , . . . x
±1
n ; q, t); q, t;±
√
t,±√qt) = 0 (8.10)
unless λ is of the form µ2.
Proof. The given claim is the specialization T = tn of the vanishing part of Conjecture 1, and thus by rationality
is equivalent to the vanishing claim. It thus remains to show that vanishing implies
I
(n)
K (Pµ2(x
±1
1 , . . . x
±1
n ; q, t); q, t;±
√
t,±√qt) = C
0
µ(t
n; q2, t)C−µ (q; q
2, t)
C0µ(qt
n−1; q2, t)C−µ (t; q2, t)
. (8.11)
Suppose this is true for µ ( λ, and choose µ ⊂ λ so that |λ/µ| = 1. Let ν be the unique partition such that
µ2 ( ν ( λ2. Now, e1 − e2n−1 is in the kernel of the homomorphism f 7→ f(x±11 , . . . x±1n ), and thus
I
(n)
K ((e1Pν(; q, t))(x
±1
1 , . . . x
±1
n ); q, t;±
√
t,±√qt) = I(n)K ((e2n−1Pν(; q, t))(x±11 , . . . x±1n ; q, t); q, t;±
√
t,±√qt),
(8.12)
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Now, if we expand each side via the Pieri identity, only one term on each side has a nonvanishing integral; we
thus find
ψ′λ2/νI
(n)
K (Pλ2(x
±1
1 , . . . x
±1
n ; q, t); q, t;±
√
t,±√qt) = ψ′(12n+µ2)/νI(n)K (Pµ2(x±11 , . . . x±1n ; q, t); q, t;±
√
t,±√qt).
(8.13)
Solving this for
I
(n)
K (Pλ2 (; q, t)(x
±1
1 , . . . x
±1
n ); q, t;±
√
t,±√qt) (8.14)
gives the desired result.
Remark. Compare the computation of the nonzero value of the Macdonald inner product in [12, Section VI.9],
and the computation of the nonzero value of the Koornwinder inner product in [27].
For the other version of the conjecture, we have the following refinement.
Proposition 8.4. Let m be a nonnegative integer. Then the following claims are equivalent.
• Conjecture 2 holds for all partitions λ with λ1 ≤ m.
• For all integers n ≥ 0 and partitions λ ⊂ m2n,
I
(n)
K (Pλ(x
±1
1 , . . . x
±1
n ; q, t); q, t;±1,±
√
t) + I
(n−1)
K (Pλ(x
±1
1 , . . . x
±1
n−1, 1,−1; q, t); q, t;±t,±
√
t) = 0 (8.15)
unless λ is of the form 2µ.
• For all integers n ≥ 0 and partitions λ ⊂ m2n+1,
I
(n)
K (Pλ(x
±1
1 , . . . x
±1
n , 1; q, t); q, t; t,−1,±
√
t) + I
(n)
K (Pλ(x
±1
1 , . . . x
±1
n−1,−1; q, t); q, t; 1,−t,±
√
t) = 0 (8.16)
unless λ is of the form 2µ.
Proof. First, assume the vanishing portion of Conjecture 2. We cannot directly specialize T → tn, since this is
a case in which the order of specialization is important. A consideration of possible poles shows that the only
partitions for which
K˜λ(x
±1
1 , . . . x
±1
n ; q, t, t
n;±1,±
√
t) (8.17)
is ill-defined are the partitions λ = 1k for n+ 1 ≤ k ≤ 2n. In this case, we find (by the Cauchy identity, say)
that
K˜1k(; q, t, T ;±1,±
√
t) = ek (8.18)
for all k, independent of T . We thus find that
I
(n)
K (K˜1k(x
±1
1 , . . . x
±1
n ; q, t, T ;±1,±
√
t) = 0 (8.19)
unless k = 2n. It follows that for ℓ(λ) < 2n,
I
(n)
K (Pλ(x
±1
1 , . . . x
±1
n ; q, t); q, t;±1,±
√
t) = lim
T→tn
IK(Pλ(; q, t); q, t, T ;±1,±
√
t). (8.20)
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Similarly, by the plethystic symmetry of Koornwinder integrals,
I
(n)
K (Pλ(x
±1
1 , . . . x
±1
n−1, 1,−1; q, t); q, t;±t,±
√
t) = lim
T→tn
IK(Pλ([pk + 1 + (−1)k]; q, t); q, t, T ;±t,±
√
t) (8.21)
= lim
T→tn
IK(Pλ(pk; q, t); q, t, T ;±1,±
√
t), (8.22)
while for ℓ(λ) < 2n+ 1,
I
(n)
K (Pλ(x
±1
1 , . . . x
±1
n , 1; q, t); q, t; t,−1,±
√
t) = lim
T→tn+1/2
IK(Pλ(; q, t); q, t, T ;±1,±
√
t) (8.23)
I
(n)
K (Pλ(x
±1
1 , . . . x
±1
n ,−1; q, t); q, t; 1,−t,±
√
t) = lim
T→tn+1/2
IK(Pλ(; q, t); q, t, T ;±1,±
√
t). (8.24)
More generally, if λ = k2n + µ with ℓ(µ) < 2n,
I
(n)
K (Pλ(x
±1
1 , . . . x
±1
n ; q, t); q, t;±1,±
√
t) = lim
T→tn
IK(Pµ(; q, t); q, t, T ;±1,±
√
t) (8.25)
I
(n)
K (Pλ(x
±1
1 , . . . x
±1
n−1, 1,−1; q, t); q, t;±t,±
√
t) = (−1)k lim
T→tn
IK(Pµ(; q, t); q, t, T ;±1,±
√
t), (8.26)
and if λ = k2n+1 + µ with ℓ(µ) < 2n+ 1,
I
(n)
K (Pλ(x
±1
1 , . . . x
±1
n , 1; q, t); q, t; t,−1,±
√
t) = lim
T→tn+1/2
IK(Pµ(; q, t); q, t, T ;±1,±
√
t) (8.27)
I
(n)
K (Pλ(x
±1
1 , . . . x
±1
n−1,−1; q, t); q, t; 1,−t,±
√
t) = (−1)k lim
T→tn+1/2
IK(Pµ(; q, t); q, t, T ;±1,±
√
t). (8.28)
Thus the vanishing portion of Conjecture 2 is equivalent to the other two claims.
It remains to consider the nonzero values of the integrals. We consider the 2n version; the other is analogous.
It suffices to consider
I
(n)
K (Pλ(x
±1
1 , . . . x
±1
n−1, 1,−1; q, t); q, t;±t,±
√
t) (8.29)
when λ is an even partition with λ1 ≤ m, ℓ(λ) < 2n. Let µ ⊂ λ be any partition such that µ1 < m and λ/µ is a
horizontal strip. There is then a unique even partition ν such that µ/ν is a horizontal strip. Now, the function
(e|λ/µ| + e2n−|λ/µ|)Pµ(; q, t). (8.30)
is annihilated by the integral, since
(e|λ/µ| + e2n−|λ/µ|)(x
±
1 1, . . . x
±1
n−1, 1,−1) = 0. (8.31)
On the other hand, every term Pκ(; q, t) in the Pieri expansion has κ1 ≤ m, and thus the only nonvanishing
terms are
ψλ/µPλ(; q, t) + ψ(12n+ν)/µP12n+ν(; q, t) (8.32)
(plus an additional factor of 2 if |µ/ν| = n). Solving the resulting recurrence gives the desired nonzero values
of the integral.
We can show these conjectures in a number of special cases. We begin with the Schur case.
Theorem 8.5. Conjectures 1 and 2 hold when q = t.
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Proof. We apply the propositions, and observe that the resulting integrals can be expressed in terms of integrals
over classical groups. To be precise, the q = t cases of the conjectures are equivalent to the claims∫
U∈Sp(2n)
sλ(U)dU = 0 unless λ = µ
2 (8.33)∫
U∈O(n)
sλ(U)dU = 0 unless λ = 2µ, (8.34)
where the integrals are with respect to the corresponding Haar measures. These follow from the theory of zonal
polynomials [12, Chapter VI], or equivalently from the theory of symmetric spaces [9] (specifically U(2n)/Sp(2n)
and U(n)/O(n)); this also shows that the integrals are 1 when nonzero, agreeing with the general formula.
Remark. In fact, our original motivation for the above conjectures was to generalize these results to Macdonald
polynomials. The connection to generalized Littlewood identities was then suggested by the results of [2, Section
5].
The theory of zonal polynomials gives us another special case.
Theorem 8.6. Conjecture 1 holds in the case (q, t) 7→ limq→1(q2, q). Conjecture 2 holds in the case (q, t) 7→
limq→1(q, q2).
Proof. The expression of zonal polynomials in terms of Jack polynomials gives, for partitions µ with ℓ(µ) ≤ n,∫
U∈Sp(2n)
sµ2(AU) ∝ lim
q→1
Pµ(AJA
t; q, q2) (8.35)∫
U∈O(2n)
s2µ(AU) ∝ lim
q→1
Pµ(AA
tAt; q2, q), (8.36)
where J is the symplectic inner product; the integrals vanish on Schur functions not of the stated form. Now,
consider the integral ∫
U∈Sp(n)
∫
U ′∈O(2n)
sλ(UU
′). (8.37)
This vanishes unless λ has both the form 2κ and the form κ2; that is, unless λ = 2µ2 for some µ. Thus the
integrals ∫
U∈Sp(2n)
lim
q→1
Pλ(UU
t; q2, q) and
∫
U∈O(2n)
lim
q→1
Pλ(UJU
t; q, q2) (8.38)
vanish unless λ has the form µ2 and 2µ respectively. As these can be written as integrals over the spaces
Sp(2n)/U(n) and O(2n)/U(n), we can express them as limiting cases of Koornwinder integrals (more precisely,
Jacobi integrals); the theorem follows.
Remark. Since the theory of zonal polynomials extends via quantum groups to the cases Pλ(; q, q
2), Pλ(; q
2, q)
(without limits) [15], it should be possible to extend this argument accordingly.
We next turn to special cases with generic parameters, but for which λ has been constrained.
Theorem 8.7. Conjecture 1 holds if λ1 ≤ 1; Conjecture 2 holds if ℓ(λ) ≤ 1.
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Proof. We consider the second claim; the first will follow by duality. We thus need to show, for u a formal
variable:
IK(
∑
k
ukgk; q, t, T ;±1,±
√
t) =
∑
k
u2k
(T ; q2)k(qt; q
2)k
(qT/t; q2)k(q2; q2)k
= 2φ1(T
2, qt; qT 2/t; q2, u2). (8.39)
In fact, we claim that, more generally,
IK(
∑
k
ukgk; q, t, T ;±a,±
√
t) = 2φ1(T
2, qt/a2;T 2qa2/t; q2, u2a2). (8.40)
By rationality, we may assume T = tn for some integer n ≥ 0. Then
IK(
∑
k
ukgk; q, t, T ;±a,±
√
t) = I
(n)
K (
∏
j
(tux±1j ; q)
(ux±1j ; q)
; q, t;±a,±
√
t) (8.41)
= I
(1)
K (
(t(n+1)/2ux±1; q)
(t−(n−1)/2ux±1; q)
; q, t;±t(n−1)/2a,±tn/2) (8.42)
=
(T 2a2u2, T 2u2t; q2)(u2t, T a2/t; q)
(a2u2, u2t; q2)(tTu2, a2T 2/t; q)
(8.43)
8W7(tTu
2/q; tu/a,−tu/a,
√
tu,−
√
tu, T ; q, T a2b2/t2), (8.44)
as long as |a2b2T/t2| < 1. The claim follows by quadratic transformation (equation (3.5.4) of [7]).
Remark. The conjectures can thus be viewed as multivariate analogues of quadratic transformations.
The same argument shows that Conjecture 2 holds whenever λ1 ≤ 1. It turns out that we can show
something much stronger; to do so, we will need yet another equivalent form of the conjectures.
Theorem 8.8. Let m be a nonnegative integer. Then the following statements are equivalent.
• Conjecture 2 holds for all partitions λ with λ1 ≤ m.
• For all integers n ≥ 0, we have
[Pλ(x1, . . . xm; q, t)](x1 . . . xm)
n/2PDmnωm(x
−1
1 , . . . x
−1
m ; q, t) = 0 (8.45)
unless λ = µ2 for some µ, where PDmnωm(; q, t) is the Dm-type Macdonald polynomial associated to the weight
nωm = (n/2, n/2, . . . n/2). (8.46)
Proof. We will show that the second claim is equivalent to the second and third claims of Proposition 8.4. By
orthogonality of Koornwinder polynomials, these may be written in the form
[K
(n)
0 (x1, . . . xn; q, t;±1,±
√
t)]Pλ(x
±1
1 , . . . x
±1
n ; q, t)
+ [K
(n−1)
0 (x1, . . . xn−1; q, t;±t,±
√
t)]Pλ(x
±1
1 , . . . x
±1
n−1, 1,−1; q, t) = 0 (8.47)
[K
(n)
0 (x1, . . . xn; q, t; t,−1,±
√
t)]Pλ(x
±1
1 , . . . x
±1
n , 1; q, t)
+ [K
(n)
0 (x1, . . . xn; q, t; 1,−t,±
√
t)]Pλ(x
±1
1 , . . . x
±1
n ,−1; q, t) = 0 (8.48)
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(unless λ = 2µ). By the Cauchy identity for Koornwinder polynomials, we compute
[K
(n)
0 (x1, . . . xn; q, t;±1,±
√
t)]Pλ(x
±1
1 , . . . x
±1
n ; q, t)
= (−1)|λ|[Pλ′(y1, . . . ym; t, q)]
∏
1≤j≤m
ynjK
(m)
nm (y1, . . . ym; t, q;±1,±
√
t) (8.49)
[K
(n−1)
0 (x1, . . . xn−1; q, t;±t,±
√
t)]Pλ(x
±1
1 , . . . x
±1
n−1, 1,−1; q, t)
= (−1)|λ|[Pλ′(y1, . . . ym; t, q)]
∏
1≤j≤m
ynj (y
−1
j − yj)K(m)(n−1)m(y1, . . . ym; t, q;±t,±
√
t) (8.50)
[K
(n)
0 (x1, . . . xn; q, t; t,−1,±
√
t)]Pλ(x
±1
1 , . . . x
±1
n , 1; q, t) (8.51)
= (−1)|λ|[Pλ′(y1, . . . ym; t, q)]
∏
1≤j≤m
y
n+1/2
j (y
−1/2
j − y1/2j )K(m)nm (y1, . . . ym; t, q; t,−1,±
√
t)
[K
(n)
0 (x1, . . . xn; q, t; 1,−t,±
√
t)]Pλ(x
±1
1 , . . . x
±1
n ,−1; q, t) (8.52)
= (−1)|λ|[Pλ′(y1, . . . ym; t, q)]
∏
1≤j≤m
y
n+1/2
j (y
−1/2
j + y
1/2
j )K
(m)
nm (y1, . . . ym; t, q; 1,−t,±
√
t).
By the considerations of [26, Section 5.4], we find
K
(m)
nm (y1, . . . ym; t, q;±1,±
√
t) +
∏
1≤j≤m
(y−1j − yj)K(m)nm (y1, . . . ym; t, q;±t,±
√
t) = PDm2nωm(y
−1
1 , . . . y
−1
m ; t, q),
(8.53)
and similarly
∏
1≤j≤m
(y
−1/2
j − y1/2j )K(m)nm (y1, . . . ym; t, q; t,−1,±
√
t) (8.54)
+
∏
1≤j≤m
(y
−1/2
j + y
1/2
j )K
(m)
nm (y1, . . . ym; t, q;−t, 1,±
√
t) = PDm(2n+1)ω(y
−1
1 , . . . y
−1
m ; t, q).
The theorem follows.
Corollary 8.9. Conjecture 1 holds whenever ℓ(λ) ≤ 4; Conjecture 2 holds whenever λ1 ≤ 4.
Proof. By the theorem, we must show that
[Pλ(x1, . . . x4; q, t)](x1 . . . x4)
n/2PD4nω4(x
−1
1 , . . . x
−1
4 ; q, t) = 0 (8.55)
unless λ is of the form µ2. Now, the triality automorphism of D4 (which still applies in the Macdonald setting)
implies the identity
(x1x2x3x4)
n/2PD4nω4(x
−1
1 , . . . x
−1
4 ; q, t) = u
nPD4n (u, x1x2/u, x1x3/u, x1x4/u; q, t), (8.56)
= unK(4)n (u, x1x2/u, x1x3/u, x1x4/u; q, t;±1,±
√
q), (8.57)
where u =
√
x1x2x3x4. By triangularity, this is a linear combination of the polynomials
unPk((u)
±1, (x1x2/u)±1, (x1x3/u)±1, (x1x4/u)±1; q, t) (8.58)
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for k ≤ n; by symmetry, only those k having the same parity as n occur. Since for ℓ(λ) ≤ 4,
u2lPλ(x1, . . . x4) = Pl4+λ(x1, . . . x4), (8.59)
preserving the constraint λ = µ2, we find that it suffices to show that
[Pλ(x1, x2, . . . x4; q, t)]u
kPk((u)
±1, (x1x2/u)±1, (x1x3/u)±1, (x1x4/u)±1; q, t) (8.60)
for λ 6= µ2. Now, we have the generating function
∑
k
vkukPk((u)
±1, (x1x2/u)±1, (x1x3/u)±1, (x1x4/u)±1; q, t)
=
(tvx1x2x3x4, tv, tvx1x2, tvx1x3, tvx1x4, tvx2x3, tvx2x4, tvx3x4; q)
(vx1x2x3x4, v, vx1x2, vx1x3, vx1x4, vx2x3, vx2x4, vx3x4; q)
(8.61)
=
(tvx1x2x3x4, tv; q)
(vx1x2x3x4, v; q)
∑
ℓ(µ)≤2
C−µ (t; q, t
2)
C−µ (q; q, t2)
Pµ2 (x1, x2, x3, x4; q, t), (8.62)
by Macdonald’s generalized Littlewood conjecture. The factors out front have no effect on the vanishing
requirement; the corollary follows.
Remark. In particular, the conjectures hold if |λ| ≤ 5.
We observed above that the case q = t of Conjectures 1 and 2 follows from the theory of symmetric
spaces, specifically the spaces U(2n)/Sp(2n) and U(n)/O(n). It is thus natural to wonder whether one can
formulate similar conjectures for other symmetric spaces. This indeed is the case; for instance, the analogous
“conjecture” for spaces of the form G×G/G results is simply the orthogonality of the Macdonald polynomials
for the associated root system. For the other classical symmetric spaces, the situation turns out to be more
complicated, as we shall see below.
One approach to generating such conjectures is simply to make an educated guess based on the form of the
integral for q = t. For the Grassmannian U(m+ n)/U(m)× U(n) with m ≤ n, the Schur case is∫
U1∈U(m),U2∈U(n)
sλ(U1 ⊕ U2)dU1dU2 = 0, (8.63)
unless the dominant weight λ of U(m+ n) satisfies
λi + λm+n+1−i = 0, 1 ≤ i ≤ m (8.64)
λi = 0, m+ 1 ≤ i ≤ n−m, (8.65)
in which case the integral is 1. This condition can be stated more concisely as λ = µµ for ℓ(µ) ≤ m, where µν
denotes the dominant weight of U(m+ n) with positive part µ and negative part 0m+n − ν. This immediately
suggests the following conjecture. Here and for the remainder of this section, we take the convention that a
factor 1/Z in front of an integral of a Macdonald or Koornwinder polynomial over a weight function is the
constant that makes the integral 1 when the polynomial is trivial.
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Conjecture 3. Let m and n be integers with 0 ≤ m ≤ n. Then for a dominant weight µν of U(m+ n),
1
Z
∫
Pµν(x1, . . . xm, y1, . . . yn)
∏
1≤i6=j≤m
(xi/xj ; q)
(txi/xj ; q)
∏
1≤i6=j≤n
(yi/yj; q)
(tyi/yj; q)
∏
1≤i≤m
dxi
2π
√−1xi
∏
1≤i≤n
dyi
2π
√−1yi
= 0
(8.66)
unless µ = ν and ℓ(µ) ≤ m, in which case the integral is
C−µ (q; q, t)C
+
µ (t
m+n−2q; q, t)C0µ(t
n, tm; q, t)
C−µ (t; q, t)C+µ (tm+n−2t; q, t)C0µ(qtn−1, qtm−1; q, t)
. (8.67)
Remark 1. Unlike Conjectures 1 and 2 (as well as the other conjectures below), the nonzero value here has not
been computed via Pieri identities, but has merely been guessed from low-order examples.
Remark 2. There is an obvious analogue for Koornwinder polynomials (related to the Grassmannians O(m +
n)/O(m) × O(n) and Sp(2m + 2n)/Sp(2m)× Sp(2n)) but we have not been able to test it enough to justify
making a formal conjecture.
The reason why it was relatively easy to formulate conjectures for the spaces U(n)/O(n), U(2n)/Sp(2n) is
that in those cases, the rank of the smaller group is about half the rank of the bigger group. This, for instance,
is what allowed us to compute the nonzero values via Pieri identities. In the remaining cases, the rank differs, if
at all, by only 1, and thus the vanishing condition is not enough to determine the weight function. In a number
of cases, however, the small group is most naturally taken to be disconnected, and while the rank of the identity
component is indeed large, the effective rank of the nonidentity component is often much smaller.
The simplest example of this is the case U(2n)/U(n)×U(n). As the stabilizer group of a symmetric space,
U(n)× U(n) is the subgroup preserved by an involution acting on U(2n); to be precise, it is the centralizer of
the element (
In 0
0 −In
)
. (8.68)
Now, the element (
0 In
In 0
)
, (8.69)
while not preserved by the involution, is at least preserved up to sign; furthermore, it normalizes U(n)×U(n),
acting by switching the two unitary groups. If we integrate a Schur function over the corresponding coset of
U(n)×U(n), the integral vanishes on the same weights, and evaluates to ±1 where nonzero. To extend this to
the Macdonald case, we observe that the eigenvalues of an element of this coset come in ± pairs; we thus wish
an integral of the form ∫
Pµν(±√x1,±√x2, · · · ± √xn; q, t)w(x)
∏
1≤j≤n
dxj
2π
√−1xj
, (8.70)
vanishing unless µ = ν. Since
e1(±√x1,±√x2, · · · ± √xn) = 0, (8.71)
the Pieri identity argument applies here, and thus the weight function (if it exists) is unique. By examining
low-rank cases, we are led to the following conjecture.
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Conjecture 4. For any integer n ≥ 0, and any dominant weight µν of U(2n),
1
Z
∫
Pµν(±√x1,±√x2, · · · ± √xn; q, t)
∏
1≤i6=j≤n
(xi/xj ; q
2)
(t2xi/xj ; q2)
∏
1≤i≤n
dxi
2π
√−1xi
= 0 (8.72)
unless µ = ν, when the integral is
(−1)|µ|C−µ (q; q, t)C+µ (t2n−2q; q, t)C0µ(tn,−tn; q, t)
C−µ (t; q, t)C+µ (t2n−2t; q, t)C0µ(qtn−1,−qtn−1; q, t)
(8.73)
By analogy with Proposition 8.4, we would have expected the nonzero values of this integral to differ from
the nonzero values in Conjecture 3 by only a sign factor. It turns out that these values are (conjecturally)
attained by another nice integral.
Conjecture 5. For any integer n ≥ 0, and any dominant weight µν of U(2n),
1
Z
∫
Pµν(x1, . . . xn, y1, . . . yn; q, t)
∏
1≤i,j≤n
(qxi/yj, qyi/xj; q
2)
(txi/yj, tyi/xj ; q2)
∏
1≤i6=j≤n
(xi/xj , yi/yj ; q
2)
(qtxi/xj , qtyi/yj ; q2)
∏
1≤i≤n
dxi
2π
√−1xi
= 0
(8.74)
unless µ = ν, when the integral is
C−µ (q; q, t)C
+
µ (t
2n−2q; q, t)C0µ(t
n,−tn; q, t)
C−µ (t; q, t)C+µ (t2n−2t; q, t)C0µ(qtn−1,−qtn−1; q, t)
(8.75)
Remark. Note that the weight function in this case is not of a standard Macdonald or Koornwinder form. The
associated orthogonal polynomials may be of interest.
For the spaces O(2n)/O(n) × O(n) and Sp(2n)/U(n), we have the following conjecture. Here [2pk/2] rep-
resents the homomorphism such that p2k+1 → 0, p2k → 2pk; this is just the infinite variable analogue of the
specialization ±√x1,±√x2, · · · ± √xn.
Conjecture 6. For any partition λ,
IK(K˜λ([2pk/2]; q, t, T ; a,−a, b,−b); q2, t2, T ;−1,−t, a2, b2) = 0 (8.76)
unless λ is of the form 2µ, in which case the integral is
(−1)|µ|C−µ (q; q2, t)C+µ (a2b2T 2/t3; q2, t)C0µ(T,−a2T/t,−b2T/t, a2b2T/t2; q2, t)
C−µ (t; q2, t)C+µ (a2b2T 2/qt2; q2, t)C02µ(a2b2T 2/t3; q2, t2)
. (8.77)
Similarly, for the spaces O(4n)/U(2n) and Sp(4n)/Sp(2n)× Sp(2n),
Conjecture 7. For any partition λ,
IK(K˜λ([2pk/2]; q, t, T ; a,−a, b,−b); q2, t2, T ;−t,−qt, a2, b2) = 0 (8.78)
unless λ is of the form µ2, in which case the integral is
(−1)|µ|C−µ (qt; q, t2)C+µ (a2b2T 2/t4; q, t2)C0µ(T,−a2T/t,−b2T/t, a2b2T/t2; q, t2)
C+µ (a2b2T 2/qt3; q, t2)C
−
µ (t2; q, t2)C0µ2 (a
2b2T 2q/t2; q2, t2)
. (8.79)
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In these cases, we have no conjectured weight function corresponding to the values with the sign factors
removed; the problem is that the two Schur cases associated to each integral not only break the BCn symmetry,
but do so in different ways.
It turns out that Propositions 7.11 and 7.12 produce integrals associated to orthogonal group Grassmannians.
For O(2n)/O(1) ×O(2n− 1):
Proposition 8.10. For any partition λ,
IK(K˜λ([pk + t
k
0 + t
−k
0 ]; q, t, tT ; t0, t1, t2, t3); q, t, T ; t0t, t1, t2, t3) = 0 (8.80)
unless ℓ(λ) ≤ 1, in which case the integral is
t−λ10
(T t0t1, T t0t2, T t0t3, T t0t1t2t3/t; q)λ1
(qλ1−1T 2t0t1t2t3, T 2t0t1t2t3/t; q)λ1
. (8.81)
Similarly, for O(2n+ 1)/O(1)×O(2n),
Proposition 8.11. For any partition λ,
IK(K˜λ(; q, t, T ; t0t, t1, t2, t3); q, t, T ; t0, t1, t2, t3) = 0 (8.82)
unless ℓ(λ) ≤ 1, in which case the integral is
tλ10
(T, T t1t2/t, T t1t3/t, T t2t3/t; q)λ1
(qλ1−1T 2t0t1t2t3/t, T 2t0t1t2t3/t2; q)λ1
. (8.83)
Less trivially, for the nonidentity component of O(2n+ 1)/O(2)×O(2n− 1),
Theorem 8.12. For any partition λ,
IK(K˜λ([pk + a
k + (−a)k + a−k + (−a)−k]; q, t, t2T ; a,−a, b,−b); q, t, T ; at,−at, b,−b) = 0 (8.84)
unless ℓ(λ) ≤ 2 and |λ| is even, in which case the integral is generically nonzero and admits a factorization into
q-symbols.
Proof. By two consecutive applications of the quasi-branching rule, the integral evaluates to
∑
0≺κ′≺λ′
ψ
(i)
λ/κ(tT ; q, t, T
√
a2b2t/q)ψ
(i)
κ/0(tT ; q, t, T
√
a2b2/q)
k0κ(q, t, tT ; a:− at, b,−b)k0λ(q, t, t2T ;−a:a, b,−b)
k0κ(q, t, tT ;−at:a, b,−b)
.
(8.85)
This is clearly nonzero unless ℓ(λ) ≤ 2, in which case ℓ(κ) ≤ 1. The sum turns out to be proportional to a
terminating very-well-poised 8W7, summable by Equation II.16 of [7].
Finally, for the nonidentity component of O(2n+ 2)/O(2)×O(2n), a similar calculation gives
Theorem 8.13. For any partition λ,
IK(K˜λ(; q, t, T ; at,−at, b,−b); q, t, T ; a,−a, b,−b) = 0 (8.86)
unless ℓ(λ) ≤ 2 and |λ| is even, in which case the integral is generically nonzero, and admits a factorization
into q-symbols.
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It is likely that there are a number of other “nice” integrals satisfying appropriate vanishing conditions,
but a more systematic method of construction will likely be needed to find them. It is, however, unclear to
what extent our existing conjectures can be systematized, especially given the multiple (untwisted) integrals
associated to U(2n)/U(n)× U(n).
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