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RE´SUME´
Cette the`se s’inte´resse a` la mode´lisation magne´tohydrodynamique des e´coulements
de fluides conducteurs d’e´lectricite´ multi-e´chelles en mettant l’emphase sur deux ap-
plications particulie`res de la physique solaire: la mode´lisation des me´canismes des
variations de l’irradiance via la simulation de la dynamo globale et la reconnexion
magne´tique.
Les variations de l’irradiance sur les pe´riodes des jours, des mois et du cycle
solaire de 11 ans sont tre`s bien explique´es par le passage des re´gions actives a` la
surface du Soleil. Cependant, l’origine ultime des variations se de´roulant sur les
pe´riodes de´cadales et multi-de´cadales demeure un sujet controverse´. En particulier,
une certaine e´cole de pense´e affirme qu’une partie de ces variations a` long-terme doit
provenir d’une modulation de la structure thermodynamique globale de l’e´toile, et
que les seuls effets de surface sont incapables d’expliquer la totalite´ des fluctuations.
Nous pre´sentons une simulation globale de la convection solaire produisant un cy-
cle magne´tique similaire en plusieurs aspects a` celui du Soleil, dans laquelle le flux
thermique convectif varie en phase avec l’e´nergie magne´tique. La corre´lation positive
entre le flux convectif et l’e´nergie magne´tique supporte donc l’ide´e qu’une modulation
de la structure thermodynamique puisse contribuer aux variations a` long-terme de
l’irradiance. Nous analysons cette simulation dans le but d’identifier le me´canisme
physique responsable de la corre´lation en question et pour pre´dire de potentiels effets
observationnels re´sultant de la modulation structurelle.
La reconnexion magne´tique est au coeur du me´canisme de plusieurs phe´nome`nes
de la physique solaire dont les e´ruptions et les e´jections de masse, et pourrait expliquer
les tempe´ratures extreˆmes (T ∼ 106K) caracte´risant la couronne. Une correction aux
trajectoires du sche´ma semi-Lagrangien classique est pre´sente´e, qui est base´e sur la
solution a` une e´quation aux de´rive´es partielles nonline´aire du second ordre: l’e´quation
de Monge-Ampe`re. Celle-ci pre´vient l’intersection des trajectoires et assure la stabilite´
nume´rique des simulations de reconnexion magne´tique pour un cas de magne´to-fluide
relaxant vers un e´tat d’e´quilibre.
Mots-cle´s: Soleil, fluides, turbulence, magne´tisme, irradiance, convection,
reconnexion, simulation, semi-Lagrangien, Monge-Ampe`re.
ABSTRACT
This thesis concentrates on magnetohydrodynamical modeling of multiscale con-
ducting fluids with emphasis on two particular applications of solar physics: the
modeling of solar irradiance mechanisms via the numerical simulation of the global
dynamo and of magnetic reconnection.
Irradiance variations on the time scales of days, months, and of the 11 yr solar cycle
are very well described by changes in the surface coverage by active regions. However,
the ultimate origin of the long-term decadal and multi-decadal variations is still a
matter of debate. In particular, one school of thought argues that a global modulation
of the solar thermodynamic structure by magnetic activity is required to account
for part of the long-term variations, in addition to pure surface effects. We hereby
present a global simulation of solar convection producing solar-like magnetic cycles,
in which the convective heat flux varies in phase with magnetic energy. We analyze
the simulation to uncover the physical mechanism causing the positive correlation
and to predict potential observational signatures resulting from the flux modulation.
Magnetic reconnection is central to many solar physics phenomena including flares
and coronal mass ejections, and could also provide an explanation for the extreme
temperatures (T ∼ 106K) that charaterize the coronna. A trajectory correction to
the classical semi-Lagrangian scheme is presented, which is based on the solution to
a second-order nonlinear partial differential equation: the Monge-Ampe`re equation.
Using the correction prevents the intersection of fluid trajectories and assures the
physical realizability of magnetic reconnection simulations for the case of a magneto-
fluid relaxing toward an equilibrium state.
Keywords: Sun, fluids, turbulence, magnetism, irradiance, convection, reconnection,
simulation, semi-Lagrangian, Monge-Ampe`re.
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Chapitre 1
INTRODUCTION
Les e´toiles sont des corps gazeux stratifie´s, bien repre´sente´s par l’e´quilibre hydro-
statique, dans lequel le gradient de pression oppose la force gravitationnelle cherchant
a` les contracter. Ce gradient existe graˆce aux conditions de tempe´rature, pression et
densite´ re´sultant de l’e´volution physico-chimique du plasma, laquelle est de´termine´e
par les divers stades de nucle´osynthe`se se succe´dant a` tour de roˆle tout au long de
leur vie. Du fait de sa proximite´, le Soleil est l’e´toile pour laquelle nous posse´dons
le plus d’information. Sa structure interne est domine´e par le transport radiatif de
l’e´nergie via l’e´change de photons dans la portion r < 0.71R, qui comprend le
coeur ou` l’e´nergie est produite via la chaˆıne de re´action p-p (r < 0.3R). A` environ
r = 0.71R on assiste a` une augmentation avec le rayon de l’opacite´ associe´e aux
e´le´ments H, He, C, N et O, qui provoque une transition a` un mode de transport
e´nerge´tique domine´ par la convection plutoˆt que la radiation [22, 37, 188]. Ce mode
persiste dans les 29% exte´rieurs de l’enveloppe du Soleil formant la zone convective
(ZC), qui est caracte´rise´e par un re´gime hautement turbulent du plasma magne´tise´.
L’analyse des ondes acoustiques internes via l’he´liosismologie a re´ve´le´ une zone radia-
tive caracte´rise´e par une rotation solide, alors que la zone convective est marque´e par
une rotation diffe´rentielle ayant des pe´riodes de ∼ 26 et de ∼ 35 jours a` l’e´quateur et
pre`s des poˆles, respectivement [97]. L’interface entre ces deux re´gions, connue sous le
nom de tachocline, ainsi que la couche situe´e imme´diatement sous la surface, corre-
spondent a` des zones marque´es par d’intenses gradients de la rotation diffe´rentielle,
qui sont associe´es a` un tre`s fort cisaillement du fluide. C’est via l’action du ci-
saillement que s’effectue la re´ge´ne´ration du champ magne´tique du Soleil [132]. En
particulier, la sensibilite´ de ce processus au couplage entre la convection et la rotation
2explique la grande disparite´ entre les diffe´rentes manifestations du magne´tisme stel-
laire [51]. La chute rapide de la densite´ dans la partie supe´rieure de la ZC (> 0.97R)
conduit a` une re´duction de la taille caracte´ristique des cellules convectives. Contraire-
ment au de´placement du plasma occupant la ZC, cet e´coulement, appele´ granulation,
est visible a` la base de la photosphe`re (r = R), ou` l’e´nergie s’e´chappe sous forme
de radiation e´lectromagne´tique. Encore plus haut dans la chromosphe`re et dans la
couronne, on observe le prolongement des structures magne´tiques, qui e´mergent a`
la photosphe`re au fur et a` mesure qu’elles sont engendre´es et de´truites par l’action
continuelle du fluide et par la reconnexion des lignes de champ. L’interaction en-
tre le plasma solaire et son champ magne´tique est de´crite par les e´quations de la
magne´tohydrodynamique (MHD), qui re´sultent de la fusion des e´quations de Maxwell
de l’e´lectromagne´tisme et de la me´canique des fluides.
1.1 L’activite´ solaire
Les multiples processus MHD caracte´risant l’environnement solaire donnent nais-
sance a` des transients d’activite´ de dure´es beaucoup plus courtes que celle des temps
e´volutifs associe´s au bruˆlage thermonucle´aire de ses e´le´ments. On donne le nom
d’activite´ solaire a` l’ensemble des processus physiques non stationnaires et hors
e´quilibre, qui diffe`rent de l’e´tat pre´dit par la the´orie de l’e´volution stellaire classique
(sans champ magne´tique). Ces phe´nome`nes comprennent aussi bien les e´ve`nements
de tre`s courtes dure´es tels les e´ruptions (secondes et minutes), les e´jections de masse
(quelques heures a` un jour), le passage des taches solaires a` la surface du disque so-
laire (de quelques jours a` quelques mois), ainsi que ceux se de´roulant sur les pe´riodes
de´cadales et multi-de´cadales correspondant a` l’e´volution aux grandes e´chelles des
structures magne´tiques en surface [192].
Les taches solaires correspondent a` des concentrations de forts champ magne´tiques
(∼ 1000 Gauss) posse´dant des tempe´ratures moins e´leve´es (∼ 4000 K ) que le reste
3de la photosphe`re (∼ 5700 K ), d’ou` leur e´missivite´ re´duite par rapport au reste
du disque. La figure 1.1 montre trois photographies de la surface visible du Soleil
prise a` partir du Solar Dynamics Observatory (SDO), correspondant chacune a` une
portion diffe´rente du spectre e´lectromagne´tique. L’image a` l’extreˆme droite de la
figure 1.1 montre la photosphe`re dans le domaine de la lumie`re visible, ou` l’on peut
observer deux principaux groupes de taches situe´s dans chaque he´misphe`re. Les
Figure 1.1. Images instantane´es de la surface du Soleil prises par le Solar Dynamics
Observatory (SDO) correspondant aux longueurs d’onde 304A˚ (a` gauche), 171A˚
(au centre) et a` l’intensite´ lumineuse inte´gre´e dans le domaine visible du spectre
e´lectromagne´tique (a` droite); voir http://sdo.gsfc.nasa.gov/gallery/main/item/96.
taches sont compose´es d’une partie centrale appele´e l’ombre et sont parfois entoure´es
d’une pe´nombre. On peut e´galement constater la pre´sence de petites structures plus
4brillantes que l’ensemble du disque nomme´es facules, qui sont re´parties autour des
taches.
L’image du centre montre l’e´mission venant de la raie de fer-9 (Fe IX) du domaine
de l’extreˆme ultraviolet (EUV). Cette raie est forme´e plus haut dans la couronne a` une
tempe´rature d’environ 600 000 K et permet d’identifier les structures magne´tiques
en forme d’arcades appele´es boucles coronales, qui sont ici le´ge`rement plus froides
que le reste du plasma de la couronne se situant entre 1 000 000 K et 2 000 000
K [70]. A` gauche comple`tement on peut voir l’e´mission due a` la raie d’he´lium-2
(He-II) produite dans la zone de transition et la chromosphe`re a` environ 50 000 K.
Cette image met en e´vidence un nuage de gaz diffus a` l’extre´mite´ du disque appele´
protube´rance tranquille. Ce type de protube´rance correspond a` une concentration de
gaz se mettant a` couler vers la chromosphe`re sous l’effet de la gravite´, apre`s avoir e´te´
refroidi en e´tant confine´ a` une boucle coronale. Le terme re´gion active est utilise´ afin
de de´signer les re´gions du disque associe´es a` un niveau de magne´tisme important.
En particulier, on peut observer que les re´gions de la figure 1.1 correspondant aux
taches/facules et aux boucles co¨ıncident spatialement, d’ou` l’utilite´ du-dit terme.
Les boucles coronales ont des dure´es de vie allant de quelques heures a` plus d’un
jour, au bout desquelles elles peuvent se de´stabiliser et ainsi mener a` la formation
d’une e´jection de masse coronale (EMC) [95, 159]; voir l’image de gauche de la figure
1.2. Une EMC typique relaˆche plusieurs milliards de tonnes de plasma solaire dans le
milieu interplane´taire et peut eˆtre accompagne´e d’un bref sursaut d’intensite´ appele´
e´ruption solaire, qui correspond a` l’acce´le´ration de particules charge´es (e´lectrons et
ions) du plasma a` des vitesses avoisinant celle de la lumie`re; voir l’image de droite de la
figure 1.2. Lorsque le mate´riel en provenance d’une EMC rencontre la magne´tosphe`re
terrestre, il peut y avoir formation d’un orage ge´omagne´tique, qui est caracte´rise´
par l’induction de puissants courants e´lectriques dans l’atmosphe`re, lesquels peuvent
endommager les lignes de transmissions et perturber de fac¸on significative l’activite´
humaine. Les EMC et les e´ruptions pre´sentent e´galement un danger pour la sante´
5Figure 1.2. E´jection de masse coronale (a` gauche a` 304 A˚) et e´ruption so-
laire (a` droite a` 131 A˚); voir http://sdo.gsfc.nasa.gov/gallery/main/item/193 et
http://sdo.gsfc.nasa.gov/gallery/main/item/165
des astronautes et le bon fonctionnement des satellites de te´le´communication en or-
bite, les communications radio, ainsi que la planification des vols d’avions de ligne,
qui utilisent le syste`me GPS. Par conse´quent, la compre´hension et la pre´diction
de ces deux phe´nome`nes demeurent un enjeu crucial pour l’application de mesures
pre´ventives ne´cessaires a` la se´curite´ des infrastructures technologiques.
L’e´volution spatio-temporelle du champ magne´tique est re´gie par le cycle d’activite´
magne´tique du Soleil, dont l’indicateur le plus notable est le nombre de taches so-
laires Rs (voir la figure 1.3). Le nombre de taches solaires est construit a` partir des
observations faites par diffe´rents observateurs depuis le de´but du 17e sie`cle et corre-
spond a` un estime´ repre´sentatif des nombres de taches individuelles et de groupes de
taches pour un jour donne´. Les fluctuations les plus frappantes de Rs sont associe´es
au fameux cycle solaire de 11 ans, dont l’enveloppe est elle-meˆme module´e par des
variations de plus longue dure´e, incluant d’autres cyclicite´s ainsi que des pe´riodes de
6Figure 1.3. Nombre de taches solaires mensuel. La courbe rouge repre´sente
le nombre taches solaires de Wolf pour la pe´riode (1600-1749); voir
http://www.esrl.noaa.gov/.
tre`s faible activite´, aussi appele´s grands minima d’activite´. En particulier, la pe´riode
allant de 1645 a` 1715 est marque´e par une quasi-absence de taches a` la surface du
disque, et est connue sous le nom de Minimum de Maunder (MM). De fac¸on assez
intriguante, l’intervalle de temps associe´ au MM est aussi caracte´rise´ par une e´poque
de refroidissement terrestre connue sous le nom de Petit Aˆge Glaciaire, et met en
e´vidence l’impact potentiel de l’activite´ solaire sur le climat de la Terre via la modu-
lation de l’irradiance [1, 69, 182]; voir la section 1.1.1.
La figure 1.4 montre la fraction d’aire occupe´e par les taches par bande latitudinale
(image du haut) et par rapport au disque complet (image du bas) en fonction du temps
et moyenne´e sur un jour pour la pe´riode 1870-2014. Ce portrait de l’activite´ est connu
sous le nom maintenant tre`s ce´le`bre de ‘diagramme papillon’, en raison du caracte`re
de l’e´volution des taches, qui apparaissent d’abord aux moyennes latitudes et migrent
vers l’e´quateur tout au long du cycle de 11 ans, donnant ainsi un comportement qui
a l’apparence d’ailes de papillon.
Historiquement, la nature magne´tique des taches fuˆt de´couverte par George Ellery
7Figure 1.4. Pourcentage de l’aire totale par bande de latitude constante occupe´e
par les taches solaires en fonction de la latitude et du temps (image du haut) et
pourcentage d’aire occupe´e par rapport au disque complet (image du bas); voir
http://solarscience.msfc.nasa.gov/images/bfly.gif
Hale a` l’aide de l’effet Zeeman [93]. Des magne´togrammes (cartes de la composante
verticale du champ magne´tique a` la surface du Soleil) sont ge´ne´re´s sur une base
re´gulie`re depuis 1970 a` partir des donne´es de l’Observatoire National de Kitt Peak en
Arizona, et mettent en e´vidence le sche´ma de propagation des taches visibles dans le
diagramme papillon lorsqu’ils sont inte´gre´s dans un magne´togramme synoptique; voir
la figure 1.5. Un magne´togramme synoptique est obtenu en moyennant individuelle-
ment chaque magne´togramme sur l’espace d’une rotation solaire et en portant cette
moyenne en fonction de la latitude et du temps. Les taches apparaissent toujours en
paires de composantes pre´ce´dentes et ante´ce´dentes par rapport au sens de la rotation
solaire ayant des polarite´s magne´tiques ne´gatives et positives dans un he´misphe`re
8Figure 1.5. Magne´togramme synoptique: composante radiale du
champ magne´tique en surface moyenne´e sur une rotation solaire; voir
http://science.nasa.gov/media/medialibrary
et de sens oppose´ dans l’autre, et subissant une inversion a` chaque de´but de cycle.
Ces lois de polarite´, qui sont dues a` Hale [94], sont compatibles avec l’organisation
d’une composante toro¨ıdale du champ magne´tique aux grandes e´chelles de l’inte´rieur
solaire, qui est antisyme´trique par rapport a` l’e´quateur et change de signe dans les
deux he´misphe`res a` chaque de´but de cycle. On note e´galement l’accumulation aux
poˆles d’une concentration de champ de meˆme polarite´ que la tache ante´ce´dente, dont
l’e´volution montre un de´phasage temporel de pi/2 par rapport au cycle magne´tique
associe´ aux taches. Ce sche´ma de propagation cyclique et spatialement bien organise´
des structures magne´tiques est le produit d’une se´rie de proce´de´s inductifs MHD dont
la mode´lisation doit e´ventuellement pouvoir mener a` la reproduction des aspects cle´s
sus-mentionne´s [27]; voir la section 1.2.
Mis-a`-part les statistiques correspondant a` l’e´volution des taches, il existe aussi
d’autres indicateurs pouvant renseigner sur le niveau d’activite´ a` court et a` long
9terme. Le flux radio correspondant a` la longueur d’onde de 10.7 cm, aussi connu sous
le nom de F10.7, est duˆ principalement a` l’e´mission venant des transitions atomiques
libre-libre du plasma coronal et a` l’e´mission synchrotron au-dessus des re´gions actives.
Bien que l’aire totale occupe´e par les taches corre`le de fac¸on excellente avec Rs, on
trouve toutefois un moins bon degre´ de corre´lation entre F10.7 et ce dernier, ce qui
montre que F10.7 n’est pas directement relie´ aux taches. Deux autres indicateurs
importants fournissant des mesures du niveau de magne´tisme en surface sont les
indices Ca-II-K et le ratio Mg II. L’un des indicateurs les plus importants faisant
l’objet des chapitres 4 et 5 de cette the`se et qui est essentiel a` la compre´hension de
l’impact de l’activite´ solaire sur le climat terrestre est bien-suˆr l’irradiance.
1.1.1 Les variations de l’irradiance
L’irradiance spectrale est de´finie comme le flux monochromatique de radiation e´lectro-
magne´tique rec¸u a` la surface d’un de´tecteur situe´ a` une unite´ astronomique du Soleil
Fλ ≡
∫
Ω
IλdΩ , (1.1)
ou` Iλ est la radiance e´mise par un e´le´ment de la surface du disque solaire et Ω est
l’angle solide forme´ par le disque a` la Terre. L’irradiance solaire totale (IST) est
mesure´e en W ·m−2 et correspond a` l’irradiance spectrale inte´gre´e sur tout le spectre
en longeurs d’onde [74]. Les premie`res mesures de l’IST remontent a` celles effectue´es
par Claude Pouillet et John Herschel au 19e sie`cle. Une illustration montrant le
concept de l’appareil utilise´ par Pouillet, le pyrhe´liome`tre, apparaˆıt a` la figure 2 de
[103]. L’instrument en question consiste en un re´servoir d’eau cylindrique monte´
sur un axe contenant un thermome`tre pointe´ en direction du Soleil. Connaissant la
chaleur spe´cifique de l’eau et le volume du re´servoir, on obtient un estime´ de l’IST en
mesurant son taux de refroidissement une fois l’instrument place´ a` l’abri du Soleil. Les
valeurs obtenues inde´pendemment par Pouillet et Herschel sont, respectivement, de
1.7633 cal·cm−2·min−1 (1228.4 W·m−2) et 1.44 cal·cm−2·min−1 (1003.2 W·m−2) [103].
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En particulier, l’estime´ obtenu par Pouillet se situe tre`s pre`s de la valeur absolue de
l’IST pre´sentement accepte´e (1360.8 W ·m−2) [107]. Les mesures effectue´es plus tard
par l’Astrophysical Observatory du Smithsonian Institution entre 1902 et 1962 ne
purent mettre en e´vidence avec certitude l’existence d’une corre´lation entre l’activite´
solaire et l’IST en raison de l’interfe´rence cause´e par l’atmosphe`re terrestre [98]. Entre
autres, c’est pour cette raison qu’a` l’origine l’IST fut nomme´e constante solaire, et
qu’on l’a longtemps conside´re´e comme e´tant invariante, a` l’exception des changements
se produisant sur les e´chelles de temps e´volutives de l’e´toile.
C’est seulement avec l’ave`nement des observations continues a` partir de l’espace
au de´but des anne´es 1980 que la variabilite´ de l’irradiance en lien avec l’activite´
solaire a pu eˆtre e´tablie hors de tout doute. On sait maintenant que l’IST varie
sur les e´chelles des minutes, des jours et des mois, incluant celle du cycle solaire
de 11 ans [74]. L’image du haut de la figure 1.6 montre les diffe´rentes mesures de
l’IST qui ont e´te´ prises a` l’aide de radiome`tres place´s en orbite autour de la Terre,
tandis que l’image du bas montre l’e´volution du nombre de taches solaires. Chaque
instrument montre clairement un signal de´cadal d’amplitude ∼ 0.1% variant en phase
avec le nombre de taches solaires, ainsi que de plus courtes fluctuations allant de
quelques jours a` quelques mois ayant des amplitudes plus e´leve´es (∼ 0.3%), et dont
l’enveloppe est elle-meˆme module´e par le signal du cycle de 11 ans. La grande disparite´
existant entre les valeurs absolues de l’IST associe´es a` chaque instrument est due a`
des diffe´rences inhe´rentes entres les me´thodes de calibration qui sont utilise´es par
chaque appareil. En tenant compte des effets dus a` la calibration, a` la de´gradation
et aux pe´riodes d’interruption de chaque instrument, il est possible de construire
un composite d’irradiance combinant l’ensemble des mesures de l’IST recueillies par
chaque expe´rience. Trois diffe´rents composites existent pre´sentement: PMOD (voir
la figure 1.7), ACRIM, et IRMB. Les fluctuations a` court terme et la relation de
phase du signal de 11 ans avec le cycle des taches sont bien reproduites par chaque
composite. Toutefois, il existe des de´saccords entre les valeurs de l’IST au creux de
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Figure 1.6. Mesures de l’irradiance solaire totale par diffe´rents instruments orbitaux
(image du haut) et nombre de taches solaires (bas); voir la figure 1 de [73]. Les
donne´es couvrent les cycles solaires 21, 22 et 23, ainsi que le de´but du nouveau cycle
24.
chaque minimum d’activite´, lesquels sont repre´sente´s par les symboles Min 20/21, Min
21/22, Min 22/23 et Min 23/24 dans la figure 1.7, lesquelles peuvent eˆtre attribue´s
a` l’utilisation d’approches diffe´rentes pour la construction du composite a` partir des
donne´es originelles.
1.1.1.1 Me´canismes physiques: les deux e´coles de pense´e
Il existe pre´sentement un concensus sur la nature des me´canismes physiques cau-
sant les variations de l’IST sur les pe´riodes des jours et des mois. Celles-ci sont
bien repre´sente´es par les effets d’assombrissement et d’e´claircissement cause´s, re-
spectivement, par le passage des taches et des facules a` la surface du disque sur
la pe´riode de la rotation solaire (∼ 1 mois) [66]. Ces effets surfaciques re´ussissent
e´galement a` expliquer en grande partie les variations a` long-terme associe´es au cycle
12
Figure 1.7. Le composite PMOD de l’irradiance solaire totale; voir la figure 2 de
[73].
de 11 ans, qui correspondent a` l’exce`s d’irradiance totale observe´ au maxima du cy-
cle d’activite´. Ce dernier s’explique par une surcompensation de l’assombrissement
ge´ne´ral duˆ aux taches par l’e´claircissement provoque´ par la pre´sence accrue de facules
et autres structures magne´tise´es de tailles plus petites a` la surface [67, 68]. En par-
ticulier, ces deux explications sont bien supporte´es par les reconstructions venant de
mode`les empiriques de l’irradiance incluant uniquement les effets lie´s au magne´tisme
de surface [38, 109, 172]. En particulier, les mode`les les plus sophistique´s peuvent re-
produire jusqu’a` 97% des variations de l’IST sur la pe´riode d’un cycle, et jusqu’a` 92%
de la variabilite´ durant la pe´riode allant de 1974 a` 2009 [4]. Ne´anmoins, la possibilite´
que des sources d’irradiance autres que celles e´tant relie´es au magne´tisme en surface
puissent e´galement apporter leur contribution aux changements de l’irradiance a e´te´
e´voque´e au fil des anne´es, et forme la base d’un de´bat opposant deux e´coles de pense´e
sur l’origine ultime des variations de l’IST. Ces sources spe´culatives font intervenir
des modifications de la structure thermique globale du Soleil et non pas seulement
que les effets relie´s au magne´tisme de surface.
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La premie`re e´cole de pense´e pre´tend que la couverture surfacique par les struc-
tures magne´tiques (taches, facules et re´seau) est suffisante pour expliquer la totalite´
des variations de l’IST, c’est-a`-dire a` court et a` long-terme. L’apparition et la mi-
gration pe´riodique de ces structures a` la surface, telle que mise en e´vidence par les
magne´togrammes (fig. 1.5), est cause´e par l’e´mergence de flux magne´tique a` la pho-
tosphe`re, qui elle-meˆme de´pend ultimement de deux processus distincts d’induction
MHD, aussi connus sous le nom de dynamos. La premie`re dynamo est de nature glo-
bale et ope`re possiblement a` la tachocline [28]. Celle-ci produit les taches et les facules
formant les re´gions actives en surface et re´gule par le fait meˆme toute l’activite´ solaire
(voir la section 1.1). La deuxie`me dynamo est de nature turbulente et se situe pre`s de
la surface, et ge´ne`re le flux magne´tique aux petites e´chelles spatiales du disque [132].
Selon le paradigme de dynamo globale actuel, des tubes de flux magne´tique seraient
d’abord emmagasine´s et amplifie´s dans la zone stable sous la tachocline jusqu’a` ce
qu’ils deviennent sujets a` des instabilite´s de flottaison et remontent a` la surface pour
donner naissance aux re´gions bi-polaires constituant les taches et les facules. Les
structures magne´tiques aux petites-e´chelles seraient quant-a`-elles produites par la
fragmentation et l’e´rosion des re´gions actives suivant leur apparition a` la surface, et
possiblement aussi via l’action de la dynamo turbulente [38].
Mis-a`-part leur roˆle dans la ge´ne´ration de structures magne´tiques en surface, ces
meˆmes processus d’induction peuvent e´galement affecter le transport de la chaleur
par l’e´coulement du plasma via la force e´lectromagne´tique de Lorentz. De meˆme,
la ge´ne´ration et la destruction du champ magne´tique, qui requiert la conversion de
l’e´nergie thermique produite au coeur en e´nergie magne´tique et vice-versa, contribuent
soit a` une source ou un puit d’e´nergie pouvant moduler le transport de la chaleur vers
la surface [78, 173]. Les re´percussions possibles de tels effets pourraient se manifester
par des changements dans la structure thermodynamique globale comme, par exem-
ple, des variations de la tempe´rature effective et du rayon solaire, lesquels pourraient
a` leur tour affecter le flux de radiation e´mergent a` la surface. Par conse´quent, selon la
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deuxie`me e´cole de pense´e, la contribution de ces me´canismes au budget d’irradiance
doit eˆtre prise en compte afin de repre´senter correctement toutes les variations de
l’IST [110, 116, 171, 180].
Diverses observations ont tente´ de de´celer de potentielles variations de la tempe´rature
effective. Une technique particulie`re consiste a` mesurer les fluctuations temporelles du
rapport des profondeurs de deux raies spectroscopiques que l’on croˆıt eˆtre exemptes de
l’influence de structures magne´tiques en surface. Typiquement, les observations de ces
raies se basent soit sur l’irradiance inte´gre´e sur tout le disque solaire ou au centre du
disque, la` ou` les re´gions actives s’introduisent tre`s rarement [196]. Gray & Livingston
ont fait l’e´tude des variations des rapports de la profondeur de la raie de carbone C I
5380 A˚ a` celles des raies Fe I 5379 A˚ et Ti II 5381 A˚ pour la pe´riode 1978-1992 [89].
En utilisant un ensemble d’e´toiles similaires au Soleil ils ont pu de´terminer la sensi-
bilite´ de la tempe´rature effective δTeff au changement du rapport des profondeurs de
chaque raie δrD, qui s’exprime selon la relation δTeff = CoδrD/rD, ou` rD est le rapport
de la profondeur centrale de C I 5380 A˚ a` celle de Fe I a` 5379 A˚ ou Ti II a` 5381 A˚,
et Co est le facteur exprimant la sensibilite´ en tempe´rature [88]. Leurs re´sultats se
basent sur l’irradiance inte´gre´e sur le disque complet et montrent une le´ge`re fluctua-
tion de δrD variant en phase avec le cycle d’activite´, qui e´quivaut a` une diffe´rence en
tempe´rature de 1.5 K entre maximum et minimum d’activite´. Ceux-ci mentionnent
e´galement une tre`s faible augmentation continue de la tempe´rature d’environ 0.01 K
par an sur la meˆme pe´riode (1978-1992). Cependant, une e´tude approfondie de la
relation entre δTeff et δrD a par la suite de´montre´ que Co de´pendait de la gravite´ de
surface des e´toiles utilise´es dans la calibration de [88], et que la correction associe´e
menait a` une variation cyclique d’amplitude ∼ 3 K [26]. De plus, il s’est ave´re´ que les
raies utilise´es par Gray & Livingston n’e´taient pas comple`tement libres de l’influence
des re´gions actives, et qu’une mode´lisation de l’impact du magne´tisme en surface sur
la profondeur de chaque raie e´tait ne´cessaire afin d’obtenir un estime´ valable de δTeff
[145]. Une reconstruction du comportement cyclique des raies en question montre en
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effet que celles-ci sont influence´es par les re´gions actives, bien qu’une partie de leur
variation doive eˆtre explique´e par un phe´nome`ne de nature diffe´rente. Une analyse
inde´pendante effectue´e par Livingston & Wallace utilisant les valeurs de l’irradiance
au centre du disque ne re´ve`le pas de variation cyclique dans les rapports des raies
observe´es par Gray & Livingston, bien qu’ils trouvent eux aussi une augmentation
graduelle d’environ 0.1 K par an durant la pe´riode 1978-1992 [120]. La grandeur ex-
acte des variations de la tempe´rature effective demeure donc incertaine, e´tant donne´
la difficulte´ des mesures associe´es a` leur tre`s faible amplitude (environ 0.01% sur un
cycle complet) [66].
Des variations latitudinales de la structure thermique solaire ont souvent e´te´
e´voque´es dans les mode`les essayant d’expliquer le sche´ma de rotation diffe´rentielle
de´duit par he´liosismologie [104, 130, 154, 174]. D’apre`s les estime´s the´oriques, ces vari-
ations spatiales sont probablement de tre`s faible amplitude, impliquant un exce`s de
tempe´rature aux poˆles de quelques degre´s par rapport a` l’e´quateur, ce qui complique
encore une fois leur de´tection instrumentale. Comme c’e´tait le cas pour la tempe´rature
effective, plusieurs mesures ont tente´ de de´tecter des variations latitudinales d’origine
purement thermique. Les mesures photome´triques du limbe mentionnent un exce`s
d’irradiance aux poˆles correspondant a` une diffe´rence d’environ 1.5− 2.5 K par rap-
port a` l’e´quateur, bien que cette variation puisse eˆtre sujette a` une contamination par
des structures magne´tiques; voir [153] pour une revue des diverses mesures effectue´es.
La de´pendance temporelle de ces variations, comme leur amplitude et leur degre´ de
corre´lation avec le cycle d’activite´, sont toujours me´connues [112, 198].
Malgre´ le fait que les mesures des variations de la tempe´rature en surface soient
inconclusives, il est possible de de´tecter les variations internes de la tempe´rature
indirectement via l’he´liosismologie. En effet, un changement dans la distribution
en tempe´rature provoque´ par le de´placement du fluide peut changer la fre´quence
d’oscillation des ondes internes acoustiques (modes-p), qui est relie´e a` la tempe´rature
via la vitesse locale du son (cs ∝ T 1/2). Chaque mode peut eˆtre exprime´ en terme
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d’une fonction d’onde δpnml(r, θ, φ, t) = <[δpnlY ml (θ, φ)ei2piνnmlt], ou` δpnl est la fonc-
tion d’onde radiale comportant n modes, Y ml (θ, φ) est une harmonique sphe´rique de
degre´ l et d’ordre m, et νnml est la fre´quence du mode. Pour un degre´ l donne´, le point
de rebroussement supe´rieur du mode se situe de plus en plus profonde´ment pour des
modes de fre´quences de plus en plus basses, ce qui fait que les fluctuations des modes
a` haute fre´quence sont indicatives de perturbations se produisant pre`s de la surface;
voir la section 7.5 de [71]. En particulier, les observations ont de´montre´ l’existence
d’une corre´lation positive entre les fre´quences des modes-p et plusieurs indicateurs du
cycle d’activite´ [11, 117, 197]. L’amplitude de la signature du cycle de 11 ans dans les
changements en fre´quence augmente rapidement avec la fre´quence du mode observe´,
ce qui sugge`re donc une perturbation dans la structure thermique qui se situerait pre`s
de la surface (quelques centaines de kilome`tres sous la photosphe`re), bien que cela
n’exclut pas de possibles modulations structurelles loge´es plus profonde´ment dans la
zone convective. Un signal d’une pe´riode de 2 ans a aussi e´te´ observe´ dans les varia-
tions en fre´quence, dont la source se situerait a` environ 1000 km sous la surface [65].
On retrouve e´galement la signature de ce cycle plus court dans d’autres indicateurs
d’activite´ magne´tique [10, 135, 193]
Une autre cate´gorie d’observations comprend les mesures du diame`tre solaire et
de l’asphe´ricite´ du disque. La de´finition la plus utilise´e du rayon solaire est celle du
point d’inflexion du profil d’intensite´ du limbe a` une longueur d’onde donne´e [183]. La
figure 1.8 montre les profils d’intensite´ au limbe du disque e´tant associe´s a` la portion
continue du spectre (trait plein) et a` la raie d’absorption FeI (trait pointille´) calcule´s
a` l’aide d’un mode`le d’atmosphe`re. Les diffe´rents mode`les utilise´s sont ceux corre-
spondant a` un minimum d’activite´ (‘quiet Sun’), a` la pre´sence d’une tache, et a` une
plage chromosphe´rique. La profondeur ge´ome´trique a` partir de laquelle chaque profil
est mesure´ est celle correspondant a` la profondeur optique τ500 = 1 a` 500 nanome`tres.
Les points d’inflexion des raies de FeI sont situe´s a` une distance plus grande de la
base de l’atmosphe`re que ceux du spectre continu en raison du fait que le centre de
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Figure 1.8. Positions du point d’inflexion du limbe a` diffe´rentes longueurs d’ondes;
voir la figure 1 de [183].
formation d’une raie a son origine pre`s de la surface tandis que l’e´mission du continu
(ailes de la raie) provient de couches plus profondes. On observe que la pre´sence d’une
tache donne un rayon plus petit dans les deux cas, qui correspond a` la de´pression de
la photosphe`re provoque´e par la baisse des tempe´rature, densite´ et pression a` cet en-
droit; cet effet est aussi connu sous le nom de ‘de´pression de Wilson’ [126]. De meˆme,
on assiste a` une augmentation du rayon par rapport au continu dans les re´gions corre-
spondant aux plages. Par conse´quent, la pre´sence de structures magne´tiques change
la structure thermique de l’atmosphe`re et les proprie´te´s du transfert radiatif, ce qui
modifie la position du point d’inflexion. En mesurant la distance entre les points
d’inflexion situe´s de part et d’autre du disque sur une ligne passant par son centre
on obtient une mesure du diame`tre solaire qui de´pend de la longueur d’onde. La
de´tection d’une variation en diame`tre a` l’exte´rieur des taches et des facules montrant
une corre´lation avec le niveau d’activite´ serait donc en faveur d’une modulation de
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la structure thermique globale de l’e´toile cause´e par des processus autres que ceux
e´tant relie´s a` l’e´mergence de flux magne´tique en surface, d’ou` l’importance de cette
mesure pour l’identification des me´canismes de variation de l’irradiance.
Des mesures du diame`tre ont e´te´ effectue´es depuis environ 350 ans et contin-
uent jusqu’a` aujourd’hui, mais un concensus ge´ne´ral sur l’amplitude et la relation
de phase des variations observe´es avec l’activite´ solaire n’existe toujours pas. Les
me´thodes utilise´es pour mesurer le diame`tre comprennent (1) la mesure des points
de contact du limbe lors du mouvement apparent du Soleil dans le plan me´ridien,
(2) le chronome´trage des transits de la plane`te Mercure, (3) les e´clipses solaires, (4)
l’astrolabe, (5) l’imagerie optique du limbe et (6) l’he´liosismologie ; voir [183] pour une
description de chaque me´thode et des re´sultats associe´s. Les re´sultats d’observations
au 17e sie`cle, qui sont base´es sur les me´thodes (1), (2) et (3), sugge`rent un diame`tre
solaire plus grand d’environ 5′′ (1′′ ≈ 725km) au Minimum de Maunder par rap-
port a` la valeur pre´sentement accepte´e d’environ 1920′′ [55, 114, 157], qui correspond
a` une anti-corre´lation du rayon avec l’activite´. D’autres e´tudes ne supportent pas
cette conclusion, et attribuent soit la majeure partie, ou la totalite´ de cette variation
a` des effets instrumentaux relie´s a` la diminution des effets d’aberration associe´s a`
l’augmentation de la taille des te´lescopes avec les anne´es [143, 184]. L’e´tude effectue´e
par Gilliland (1981) mentionne une le´ge`re variation se´culaire du diame`tre de −0.1′′
a` −0.2′′ par sie`cle, ainsi qu’une modulation d’une pe´riode de 76 ans anti-corre´le´e
avec le cycle d’activite´ de Gleissberg [77]. Les re´sultats des 30 dernie`res anne´es sont
e´galement controverse´s, avec certaines observations montrant des variations hors-
phase avec l’activite´ [56], alors que d’autres sugge`rent une relation de phase positive
[6, 137, 190]. Le manque de concordance entre les donne´es observationnelles obtenues
a` partir du sol est souvent attribue´ a` l’interfe´rence due a` l’atmosphe`re terrestre. En
particulier, l’impact de l’activite´ solaire sur la turbulence atmosphe´rique pourrait
induire une variation apparente du diame`tre, meˆme en l’absence de vraies variations.
Les me´thodes photome´triques fournissent une mesure directe de la variation du
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diame`tre via le profil d’intensite´ au limbe du disque. Cependant, il est aussi pos-
sible d’obtenir un estime´ indirect en utilisant la notion de diame`tre ‘sismique’ via
l’observation des fre´quences des modes fondamentaux (modes-f), qui correspondent
a` des ondes de gravite´ sensibles aux perturbations dans les couches situe´es sous la
photosphe`re (a` environ 1000-2000 km de profondeur) [19, 54]. Cette me´thode de
de´termination du diame`tre re´fe`re a` un rayon mate´riel correspondant a` une surface
de densite´ constante, contrairement aux me´thodes optiques, qui utilisent la de´finition
du point d’inflexion du profil d’intensite´ lumineuse dans une certaine bande spectrale
[160]. Les modes-f ont e´te´ mesure´s par l’instrument MDI abord du satellite SOHO,
et ont permis l’e´tablissement de bornes supe´rieures sur les amplitudes des variations
du diame`tre d’environ 21 millie`mes de seconde d’arc (environ 15km), sans toutefois
donner d’informations conclusives quant a` leur relation de phase avec l’activite´ [2, 59].
Ces re´sultats sont compatibles avec les mesures photome´triques de Kuhn et al. 2004,
qui ont e´te´ faites a` l’aide du meˆme instrument [111].
L’augmentation de la pre´cision des me´thodes et des instruments avec le temps,
ainsi que l’ave`nement des observations a` partir de l’espace, ont donne´ des valeurs
de plus en plus petites pour de potentielles variations du diame`tre avec l’activite´
solaire. Les complications associe´es aux diffe´rences entre les de´finitions du diame`tre
utilise´es par diffe´rents observateurs, a` la stabilite´ thermique et me´canique de chaque
instrument, a` leur calibration spectrale et a` l’interfe´rence atmosphe´rique empeˆchent
toute conclusion de´finitive quant a` la nature des variations du diame`tre solaire [183].
La mission satellite SPHERIS est une expe´rience qui a pour but d’e´tudier les varia-
tions des proprie´te´s globales telles le rayon, l’asphe´ricite´, les variations latitudinales
de la tempe´rature en surface, ainsi que l’irradiance sur une pe´riode de 3 ans pre`s
d’un minimum d’activite´ [113]. En particulier, l’APT (Astrometric and Photometric
Telescope) a` bord de SPHERIS a e´te´ conc¸u pour de´terminer le rayon et l’asphe´ricite´
avec, respectivement, des sensibilite´s de 0.2 et 0.1 milliarcsecondes, ce qui surpasse
la pre´cision du te´lescope MDI par au moins un ordre de grandeur.
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En de´pit des nombreux proble`mes associe´s a` leur de´tection observationnelle, de
possibles variations de la structure thermodynamique globale du Soleil avec l’activite´
magne´tique continuent d’eˆtre invoque´es dans la litte´rature, en particulier lorsqu’il
s’agit d’expliquer la cause de variations se´culaires re´elles ou hypothe´tiques [98, 180].
Par exemple, Harder et al. 2009 sugge`rent que les tendances a` long-terme observe´es
dans l’irradiance mesure´e avec l’instrument SIM abord du satellite de la mission
SORCE sont compatibles avec un changement dans le gradient de tempe´rature pho-
tosphe´rique augmentant l’irradiance a` certaines longueurs d’ondes et la diminuant a`
d’autres, qui pourrait eˆtre cause´ par une le´ge`re augmentation de l’efficacite´ du trans-
port convectif au maximum d’activite´ [96]. De meˆme, Fro¨hlich 2009 rapporte une
baisse significative de l’IST pendant le minimum prolonge´ d’activite´ solaire de 2008,
qui n’est pas observe´e dans les autres indicateurs d’activite´, et propose une diminu-
tion correspondante de la tempe´rature effective afin d’expliquer l’effet. Les variations
se´culaires probablement les plus significatives sont celles correspondant aux grands
minima d’activite´. En particulier, les tempe´ratures anormalement basses observe´es
durant le Petit Aˆge Glaciaire sugge`rent l’existence d’une valeur substantiellement plus
basse de l’IST a` cette e´poque, qui est compatible avec l’absence de taches solaires
pendant le Minimum de Maunder [1]. De fac¸on assez inte´ressante, la disparition des
re´gions actives a e´te´ juge´e insuffisante pour tenir compte du refroidissement clima-
tique associe´ a` cette pe´riode, et une diminution additionelle de la contribution des
e´le´ments du re´seau a` l’irradiance a e´te´ propose´e pour expliquer l’anomalie du climat
terrestre. Toutefois, les incertitudes lie´es a` la quantification de la contribution du
re´seau magne´tique a` l’irradiance posent certains doutes quant a` la validite´ de cette
explication [69]. Il est pre´sentement impossible de dire si une diminution de l’efficacite´
convective aurait pu eˆtre a` l’origine de la valeur re´duite de l’IST, par exemple.
Faute d’observations ayant la pre´cision ne´cessaire pour mesurer les changements
structuraux, la compre´hension de tels effets doit passer par une exploration the´orique
des sce´narios physiques envisageables. Lorsque l’e´toile est en e´quilibre thermody-
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namique, la luminosite´ L(r) est de´termine´e par le flux radiatif en surface. Le temps
caracte´ristique sur lequel une perturbation au flux d’e´nergie thermique applique´e a`
un rayon r a des re´percussions sur la luminosite´ L(R) en surface et la structure
thermodynamique de l’enveloppe allant de r jusqu’a` R est donne´ par
τ(r) ≡ U(r)/L(r) ≈ 1
L
∫ R
R−r
4pir′2ud r′ , (1.2)
ou` L est la luminosite´ au rayon r, U(r′) est le contenu en e´nergie thermique de
l’enveloppe, et u = γ(γ − 1)−1P/ρ est l’e´nergie thermique (enthalpie) par unite´ de
volume pour un gaz parfait [173]. En raison de la tre`s forte stratification de l’inte´rieur
solaire, τ(r) augmente rapidement avec la profondeur en passant de quelques heures
a` environ 2000 km sous la surface a` une valeur de l’ordre de 105 anne´es a` la base de
la zone convective. Le flux d’irradiance a` la photosphe`re est donc beaucoup plus sen-
sible aux perturbations situe´es pre`s de la surface qu’aux changements en profondeur.
Cependant, la validite´ de ce mode`le repose sur l’ide´e que la perturbation ne modifie
pas L(r) de fac¸on substantielle, et que le taux auquel la structure thermique s’ajuste
au changement est de´crit correctement par l’approximation des flux convectifs tur-
bulents par un processus de diffusion. Autrement dit, la convection turbulente est
approxime´e par un flux proportionnel au gradient d’entropie via un coefficient de dif-
fusion turbulente. Cet argument ‘diffusif’ a longtemps e´te´ utilise´ par les adhe´rents a`
la premie`re e´cole de pense´e pour rejeter la contribution d’une possible modulation du
flux de chaleur convectif par l’activite´ magne´tique aux variations de l’irradiance [66].
Toutefois, les simulations nume´riques ont mis en e´vidence le caracte`re extreˆmement
non local de la convection turbulente (a` l’oppose´ de la diffusion, qui de´pend du gra-
dient local de la tempe´rature). En particulier, les plumes thermiques ge´ne´re´es aux
frontie`res du domaine peuvent parcourir plusieurs hauteurs de colonne en densite´
avant de de´poser leur contenu calorifique dans le fluide environnant, posant ainsi cer-
taines limites quant a` l’applicabilite´ de l’approximation par la diffusion (voir la section
1.3.1). La situation est e´galement complique´e par l’action de la force de Lorentz sur
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l’e´coulement, qui introduit des temps caracte´ristiques additionnels dans le syste`me.
Par conse´quent, e´valuer de fac¸on de´taille´e l’impact du cycle d’activite´ sur l’amplitude
du flux de chaleur dans toute l’e´paisseur de la zone convective ne´cessite d’abandonner
l’approximation diffusive et d’e´tudier l’interaction nonline´aire du plasma avec son
champ magne´tique, ce qui nous me`ne a` la re´solution des e´quations MHD pour un
fluide conducteur d’e´lectricite´. Pour ce faire, nous utilisons EULAG-MHD, un code
informatique de haute performance pour la simulation des e´coulements HD/MHD
multi-e´chelles [165].
1.2 La mode´lisation MHD
Les e´quations MHD re´sultent de la fusion des e´quations de Maxwell de l’e´lectromagne´-
tisme et de la me´canique des fluides pour un plasma non relativiste globalement neutre
et domine´ par les collisions entre ses constituants microscopiques [46, 84]. Pour le cas
d’un gaz stratifie´ contenu dans une e´toile en rotation, les e´quations MHD solutionne´es
par EULAG prennent la forme suivante
du
dt
= −∇pi′ − g Θ
′
Θo
+ 2u×Ω + 1
µρo
B · ∇B +Dv , (1.3)
dΘ′
dt
= u · ∇Θe − αΘ′ +H(Θ′) , (1.4)
dB
dt
= B · ∇u−B∇ · u +DB , (1.5)
∇ · ρou = 0 , (1.6)
∇ ·B = 0 , (1.7)
ou` u et B sont les vecteurs de champ de vitesse et de champ magne´tique, Θ est la
tempe´rature potentielle, qui e´quivaut a` l’entropie spe´cifique via dS = cpd ln Θ. Les
ope´rateurs de la de´rive´e mate´rielle (d/dt) et (∇) ont leur signification habituelle, telle
que d/dt := ∂/∂t+ u ·∇. Aussi, les symboles Ω et µ repre´sentent, respectivement, la
vitesse angulaire du syste`me de re´fe´rence en rotation et la perme´abilite´ magne´tique
du vide. Dans l’e´quation du mouvement, pi′ est une densite´ normalise´e qui inclut les
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pressions gazeuses et magne´tiques, ainsi que le potentiel associe´ a` la force centrifuge.
Les e´quations (1.3)-(1.7) sont ici exprime´es dans leur version ane´lastique, qui permet
de repre´senter les effets de la stratification sans avoir a` re´soudre les ondes acous-
tiques [119]; voir la section 1.3.1. L’e´tat de re´fe´rence de l’expansion asymptotique
ane´lastique est sans champ magne´tique, en rotation rigide, isentropique (c’est-a`-dire
Θo =constant) et satisfait la balance hydrostatique avec l’acce´le´ration gravitation-
nelle diminuant avec le rayon |g(r)| ∝ r−2, ce qui de´finit la densite´ correspondant
a` l’e´tat de re´fe´rence ρo. Les ope´rateurs D apparaissant au coˆte´ droit des e´quations
(1.3) et (1.5) repre´sentent les Laplaciens vecteurs ou scalaires qui sont utilise´s pour
mode´liser la dissipation visqueuse/magne´tique. Dans l’e´quation pour la tempe´rature
potentielle (1.4), seule la diffusion radiative est conside´re´e, apre`s quoi
H(Θ′) ≡ Θo
ρoTo
∇ ·
(
κrρo∇ To
Θo
Θ′
)
, (1.8)
ou` κr est la diffusivite´ radiative. Les apostrophes de´notent les perturbations par rap-
port a` un e´tat ambiant arbitraire (repre´sente´ par la lettre souscrite ‘e’), qui correspond
a` une solution particulie`re du syste`me ane´lastique.
Dans le contexte actuel de simulations de magne´toconvection solaire se de´roulant
sur des pe´riodes de´cadales et multi-de´cadales, l’e´tat ambiant repre´sente une solu-
tion moyenne´e sur la sphe`re et sur une pe´riode suffisamment longue correspondant
a` l’e´quilibre thermodynamique global compatible avec la pre´diction d’un mode`le de
la structure solaire. Des exemples typiques d’e´tats ambiants incluent les e´quilibres
ge´ostrophiques [87, 167] et thermiques [195] pour les e´coulements ge´ophysiques a`
l’e´chelle globale. En appliquant un tel ope´rateur de moyenne au syste`me (1.3)-(1.7),
on arrive aux conditions de compatibilite´ suivantes
0 = − ∂
∂r
(
p?e − po
ρo
)
+ g
Θe −Θo
Θo
, (1.9)
0 = H(Θe) +H? , (1.10)
ou` p?e inclut les flux de Reynolds ∼ uˇruˇr et ∼ BˇrBˇr re´sultant des corre´lations entre
les composantes radiales de la vitesse et du champ magne´tique, et H? de´note la
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contribution hypothe´tique due au flux de chaleur uˇrΘˇ. Ici, les variables de´note´es par
.ˇ. repre´sentent les de´viations par rapport a` la moyenne sphe´rique et temporelle. En
soustrayant (1.9) de l’e´quation ge´ne´rique pour la quantite´ de mouvement on obtient
directement (1.3), tandis que (1.4) est obtenue de fac¸on similaire; voir l’annexe B pour
la de´rivation de (1.4) et de (1.10). Le terme H? ne peut pas eˆtre calcule´ explicitement
faute de ne pas connaˆıtre les de´viations par rapport a` l’e´quilibre global. Le terme de
refroidissement Newtonien −αΘ′ apparaissant au membre de droit de (1.4) a pour
but de mode´liser l’action de H?, qui sert a` balancer la contribution de H(Θe) dans
(1.10). Celui-ci a pour effet d’amortir les perturbations d’entropie Θ′ sur une e´chelle
de temps beaucoup plus longue que celle qui est associe´e aux plumes convectives.
La forme perturbative des e´quations (1.3)-(1.7) posse`de certains avantages par
rapport a` l’approche conventionnelle utilise´e dans les simulations de convection, qui
consiste a` laisser un e´quilibre dynamique se de´velopper a` partir de Θe = Θo via
l’imposition de flux de chaleur aux frontie`res du domaine. Premie`rement, elle re´duit
la de´pendance de la solution nume´rique sur de potentielles incertitudes lie´es a` la
spe´cification des conditions initiales et aux frontie`res. Avec l’imposition de flux
de chaleur nuls aux frontie`res, l’e´coulement convectif puise son e´nergie du terme
de refroidissement Newtonien, qui oppose l’action de la convection cherchant a` ho-
moge´ne´iser la distribution de Θ, en forc¸ant le profil moyen d’entropie vers celui de
l’e´tat ambiant superadiabatique. L’approche perturbative re´duit aussi la de´pendance
de la solution sur le caracte`re de la dissipation de l’algorithme, puisqu’elle est ex-
prime´e en termes de fluctuations (section 1.3.1). Ceci permet l’atteinte d’e´quilibres
dynamiques qui n’auraient pas pu eˆtre reproduits en supposant Θe = Θo et en im-
posant des flux thermiques a` la base et a` la surface du domaine.
Pour permettre l’utilisation d’une maille nume´rique adaptive et pour faciliter
la spe´cification de conditions aux frontie`res dans les ge´ome´tries euclidiennes (e.g.
carte´siennes, sphe´riques, cylindriques, etc.) possiblement de´pendantes du temps,
EULAG re´sout chacune des e´quations (1.3)-(1.7) dans un espace computationnel
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(t¯, x¯) diffe´rent de l’espace physique (t,x) dans lequel la solution est recherche´e [149].
La transformation de coordonne´es unissant les deux syste`mes, qui est repre´sente´e
par (t¯, x¯) = (t, F (t,x)), est base´e sur le choix de coordonne´es (t,x) orthogonales et
stationnaires pour le syste`me de base et adopte des coordonne´es horizontales trans-
forme´es (x¯, y¯) inde´pendantes de la coordonne´e verticale z. Les expe´riences de con-
vection globale qui sont pre´sente´es dans cette the`se utilisent une transformation F
stationnaire correspondant au syste`me ge´osphe´rique standard
(t¯,x) = (t,F(x)) , (1.11)
ou` x = Rλ, y¯ = Rφ et z¯ = z, et avec λ, φ et z de´notant, respectivement, les
longitude, latitute et hauteur verticale a` partir de la base du domaine. Les e´quations
(1.3)-(1.7) prennent alors la forme
du
dt¯
= −G˜∇pi′ − g Θ
′
Θo
+ 2u×Ω +M(u,u)
+
1
µρo
B
∗ · ∇B− 1
µρo
M(B,B) +Dv , (1.12)
dΘ′
dt¯
= u∗ · ∇Θe − αΘ′ +H(Θ′) , (1.13)
dB
dt¯
= B
∗ · ∇u−B 1G˜∇ · G˜u +M(u,B)−M(B,u) +DB , (1.14)
1
ρ∗
∇ · ρ∗u∗ = 0 , (1.15)
1
G˜∇ · G˜B
∗
= 0 , (1.16)
La de´rive´e mate´rielle au coˆte´ droit de (1.12)-(1.14) est maintenant donne´e par d/dt¯ =
∂/∂t¯ + u∗ · ∇, ou` u∗ = dx/dt¯ est la vitesse contravariante dans l’espace transforme´
et ∇ ≡ (∂/∂x¯, ∂/∂y¯, ∂/∂z¯) est le gradient par rapport aux coordonne´es x. Dans
l’e´quation pour les composantes de la vitesse (1.12), G˜ repre´sente la matrice de
Jacobi associe´e a` la transformation (1.11), tandis que les termesM(., .) au coˆte´ droit
de (1.12) et (1.14) correspondent aux forces fictives apparaissant dans le syste`me de
coordonne´es transforme´es; voir l’annexe A de [165] pour leur forme de´taille´e. Le fait
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que les e´quations (1.12) et (1.14) soient formule´es pour les composantes physiques
des vecteurs u et B a l’avantage de ne pas ajouter de termes me´triques associe´s a`
la transformation de coordonne´es (c’est-a`-dire, qui sont proportionnels aux produits
des vecteurs contravariants u∗ et B
∗
). Une relation tre`s utile permet d’exprimer les
composantes physiques en termes de composantes des vecteurs contravariants
u∗ = G˜Tu , B
∗
= G˜TB . (1.17)
Dans l’e´quation de conservation de la masse (1.15) apparaˆıt une densite´ ge´ne´ralise´e
ρ∗ ≡ Gρo, ou` G repre´sente le jacobien de la transformation (1.11). Nous renvoyons
le lecteur a` [149, 165] pour plus de de´tails concernant la formulation tensorielle des
e´quations (1.12)-(1.16).
1.2.1 Le re´gime MHD ide´al
En faisant le choix de grandeurs caracte´ristiques B0, U0 et L0 pour l’e´coulement et en
supposant une conductivite´ uniforme, l’e´quation d’induction (1.5) peut s’e´crire sous
la forme adimensionnelle
∂B∗
∂t
= ∇∗ × (u∗ ×B∗) +R−1m ∇∗2B∗ , (1.18)
ou` B ≡ B0B∗, u ≡ U0u∗, ∇ ≡ L−10 ∇∗, η = 1/(µσ) est la diffusivite´ magne´tique
(m2s−1) et σ la conductivite´ e´lectrique du plasma. Le rapport des premier et deuxie`me
termes au coˆte´ droit de (1.18)
Rm ≡ U0L0
η
, (1.19)
est le nombre de Reynolds magne´tique, qui permet de mesurer l’importance relative
des termes d’induction et de diffusion. Lorsque Rm  1, le terme d’induction est
ne´gligeable et (1.18) devient une simple e´quation de diffusion
∂B
∂t
= η∇2B . (1.20)
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Le temps caracte´ristique sur lequel le champ magne´tique est dissipe´ est alors donne´
par le temps de diffusion τd ≡ L20/η. A` l’inverse, lorsque Rm  1 (1.18) devient
∂B
∂t
= ∇× (u×B) , (1.21)
qui correspond au re´gime MHD ide´al. Dans ce re´gime, les effets lie´s a` la dissipation
ohmique sont ne´gligeables et le flux magne´tique a` travers une surface mate´rielle trans-
porte´e par le fluide est constant (the´ore`me d’Alfve´n) [63]. Ce re´sultat a l’interpre´tation
intuitive que les lignes de champ sont ‘fige´es’ dans le plasma. Un corrolaire au
the´ore`me d’Alfve´n est que la topologie du champ magne´tique est invariante (i.e les
lignes de champ ne peuvent pas eˆtre brise´es). Une analyse similaire pour le cas de (1.3)
permet d’e´valuer l’importance relative des forces inertielles et des forces visqueuses
au moyen du nombre de Reynolds
Re ≡ U0L0
ν
(1.22)
ou` ν est la viscosite´ cine´matique du fluide. Le tableau 1.1 fournit une liste des
parame`tres caracte´risant diffe´rentes portions de l’enveloppe du Soleil et les nombres
de Reynolds qui leur sont associe´s.
Le fait que Rm  1 dans chacune de ces re´gions implique que les lignes de champ
aux grandes e´chelles sont fige´es dans le fluide a` un tre`s bon degre´ d’approximation.
Par exemple, le temps de diffusion associe´ a` une boucle coronale d’envergure L0 ∼
1000km est de τd ∼ 30 000 ans, et donc son de´placement sur les pe´riodes de rotation
et du cycle d’activite´ est bien de´crit par (1.21). Cependant, une exception a` cette
re`gle s’applique lors de la ge´ne´ration de nappes de courant, a` l’inte´rieur desquelles la
dissipation ne peut plus eˆtre ne´glige´e (section 1.3.2). De plus, la magnitude de Re
te´moigne du re´gime extreˆmement turbulent caracte´risant l’enveloppe solaire, puisque
la transition du re´gime laminaire au re´gime turbulent se produit a` Re ∼ 2000. En par-
ticulier, la vaste gamme d’e´chelles spatio-temporelles caracte´risant l’activite´ solaire
est une conse´quence directe de la nonline´arite´ des termes d’advection et d’induction.
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Re´gion L0[m] U0[m s
−1] ν[m2s−1] η[m2s−1] Re Rm
Zone radiative 107 0.1 16× 10−2 2.0 6× 108 5× 105
ZC (base) 108 50 15× 10−2 2.5 3× 1011 2× 108
ZC (milieu) 108 100 6.7× 10−2 8.5 1013 109
ZC (granulation) 106 2000 1× 10−1 6.9× 103 2× 1012 3× 105
Couronne 107 104 108 1 1012 − 1014 1011
Table 1.1. Parame`tres physiques associe´s a` diffe´rentes re´gions du Soleil. Les valeurs
utilise´es pour la zone radiative et la zone convective (ZC) sont extraites de la p.138
de [161] et ont e´te´ obtenues a` partir d’un mode`le de structure interne, avec des
viscosite´s ν et diffusivite´s magne´tiques η calcule´es en faisant l’hypothe`se d’un gaz
d’hydroge`ne comple`tement ionise´.
Des exemples sont la rotation diffe´rentielle et l’organisation des champs magne´tiques
aux grandes e´chelles de la zone convective, qui sont ultimement le produit de cascades
e´nerge´tiques ayant leur origine a` des e´chelles spatiales beaucoup plus petites que L0
(section 1.3.1). Une importance particulie`re doit donc eˆtre accorde´e au traitement
nume´rique des processus physiques ope´rant a` ces petites e´chelles.
D’autre part, la tre`s faible magnitude des potentielles variations en tempe´rature
et en diame`tre sugge´re´e par les observations impose des crite`res tre`s exigeants sur les
me´thodes nume´riques et les ressources informatiques. En effet, le sche´ma nume´rique
doit pouvoir rester stable sur les e´chelles de temps de´cadales et multi-de´cadales tout
en respectant le crite`re de Courant (section 1.2.2.1) ou de non intersection des tra-
jectoires (section 1.2.2.2) correspondant a` une maille relativement modeste, laquelle
est ne´cessaire afin de limiter le temps de calcul. De meˆme, la dissipation nume´rique
implicite associe´e aux termes de troncature du sche´ma doit eˆtre minimale dans le but
de repre´senter correctement des phe´nome`nes de modulation structuraux ayant une
tre`s petite amplitude, et pour s’approcher autant que possible du re´gime MHD ide´al
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turbulent propre au Soleil.
1.2.2 Approximations nume´riques
En utilisant l’e´quation de conservation de la masse (1.15), les e´quations e´volutives
(1.12)-(1.14) peuvent eˆtre re´crites sous la forme de la loi de conservation ge´ne´ralise´e
∂ρ∗Ψ
∂t¯
+∇ · (V∗Ψ) = ρ∗R , (1.23)
ou` Ψ ≡ {u,Θ′,B}T et R ≡ {Ru, RΘ′ ,RB}T de´notent, respectivement, les vecteurs
des variables prognostiques de´pendantes et des termes de forc¸age correspondants,
avec V∗ ≡ ρ∗u∗ symbolisant le vecteur de la quantite´ de mouvement responsable du
transport de Ψ par l’e´coulement. Les forces de Lorentz et d’induction apparaissant
dans (1.12) et (1.14) peuvent aussi eˆtre e´crites sous forme conservative via (1.16)
B
∗ · ∇B = 1G∇ · GB
∗
B , B
∗ · ∇u = 1G∇ · GB
∗
u . (1.24)
Dans l’approche Eule´rienne, (1.23) est inte´gre´e localement aux points de maille xi a`
l’aide des flux aux faces de chaque cellule; voir la section 1.2.2.1.
Alternativement, le syste`me (1.12)-(1.14) peut s’e´crire sous sa forme Lagrangienne
e´volutive
dΨ
dt¯
= R , (1.25)
ou` d/dt¯ de´note la de´rive´e totale le long de la trajectoire d’un e´le´ment de fluide T :
(x0, t0) → (xi, t) ayant son point de de´part x0 au temps t0 et son point d’arrive´e a`
xi au temps t. De ce point de vue, l’obtention de Ψ(xi, t) a` chaque pas de temps via
l’inte´grale de (1.25) le long des trajectoires des parcelles de fluide conduit directement
aux me´thodes semi-Lagrangiennes; voir la section 1.2.2.2.
Dans un cas ou dans l’autre, EULAG effectue l’inte´gration de (1.23) ou (1.25) via
l’approximation de diffe´rences finies amont non-oscillatoires (‘non-oscillatory forward-
in-time’ - NFT)
Ψni = LEi(Ψ˜) + 0.5∆tR
n
i ≡ Ψ̂i + 0.5∆tRni , (1.26)
30
ou` la solution Ψni est calcule´e au point (xi, t); Ψ̂ ≡ Ψn−1 + 0.5∆tRn−1, et LE de´note
un sche´ma a` deux niveaux temporels, qui correspond soit a` un ope´rateur de trans-
port Eule´rien ou a` un ope´rateur semi-Lagrangien non-oscillatoire. Le terme ‘non-
oscillatoire’ se rattache aux me´thodes monotoniques telles que TVD (‘total variation
diminishing’), FCT (‘flux-corrected transport’), ainsi qu’aux diffe´rentes me´thodes
base´es sur la limitation des flux advectifs ou la pre´servation du signe de la vari-
able transporte´e, qui e´liminent/re´duisent/controˆlent les oscillations nume´riques car-
acte´risant les sche´mas haute-re´solution [170]; tandis que ‘diffe´rences finies amont’
de´signe une classe de me´thodes Lax-Wendroff ge´ne´ralise´es [39, 163, 185]. L’algorithme
(1.26) est implicite par rapport a` chaque variable prognostique, et doit eˆtre inverse´
alge´briquement tout en e´tant sujet aux formes discre`tes correspondant aux contraintes
(1.15) et (1.16). Pour y parvenir, (1.26) est e´crit sous la forme ite´rative a` point fixe
Ψn,νi = Ψ̂i + 0.5∆tL(Ψ)
n,ν
i + 0.5∆tN(Ψ)
n,ν−1
i − 0.5∆tG˜∇Φ|n,νi , (1.27)
ou` le terme de forc¸age R(Ψ) a e´te´ se´pare´ en parties line´aire L(Ψ) et nonline´aire
N(Ψ) par rapport a` Ψ. Pour compenser les erreurs de troncature responsables
de la violation de (1.16), un terme auxiliaire de la forme −G˜∇pi∗ est ajoute´ au
coˆte´ droit de (1.14). Ce dernier est compris dans le dernier terme au coˆte´ droit
de (1.27), qui inclut e´galement le gradient de la pression −G˜∇pi′ dans (1.12), avec
Φ ≡ (pi′, pi′, pi′, 0, pi∗, pi∗, pi∗). Le fait de de´caler le terme nonline´aire N(Ψ) par rapport
aux autres termes permet d’obtenir une expression sous forme ferme´e de la solution
Ψn,νi = [I− 0.5∆tL]−1i
( ̂̂
Ψ− 0.5∆tG˜∇Φn,ν
)
, (1.28)
ou`
̂̂
Ψ = Ψ̂ + 0.5∆tN(Ψ)n,ν−1. L’application des analogues discrets des contraintes
(1.15) et (1.16) a` (1.28) produit deux syste`mes line´aires tridiagonaux (ou penta-
diagonaux, selon les de´tails de la discre´tisation des ope´rateurs diffe´rentiels) et ge´ne´ra-
lement nonsyme´triques, qui sont ensuite inverse´s pour obtenir pi′ et pi∗ en utilisant
l’algorithme du gradient conjugue´ ge´ne´ralise´ pre´conditionne´ (GCR) [57, 181]. Les
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forces dissipatives Du et DB des e´quations (1.12) et (1.14), ainsi que les termes de
diffusion radiative H(Θ′) et de refroidissement Newtonien −αΘ′ dans (1.13) peu-
vent eˆtre traite´s de fac¸on similaire aux termes nonline´aires, ou eˆtre inte´gre´s ex-
plicitement au premier ordre dans le temps. Dans ce dernier cas, la structure de
l’inte´grale trape´zoidale (1.26) est reproduite en incorporant les termes dissipatifs
dans l’argument de l’ope´rateur de transport, tel que Ψ˜ ≡ Ψ + 0.5∆t(R + 2R˜), ou`
R˜ incorpore les termes dissipatifs en question. Une fois la solution Ψn,ν obtenue,
la somme des termes de forc¸age implicites RI := L − ∇Φ est donne´e par RIn =
(0.5∆t)−1(Ψn,ν − ̂̂Ψ), tandis que la somme des termes explicites RE := N(Ψ) + R˜
s’obtient via la de´finition de chaque terme. E´tant donne´ que dans le contexte des
simulations de magne´toconvection les temps caracte´ristiques associe´s a` la diffusion
radiative et au forc¸age Newtonien surpassent grandement le temps de retournement
des cellules convectives, chacun d’eux est inte´gre´ explicitement au premier ordre.
1.2.2.1 L’approche Eule´rienne
Dans l’approche Eule´rienne, l’ope´rateur LE dans (1.26) symbolise l’inte´gration au
deuxie`me ordre dans le temps et dans l’espace de l’e´quation de transport homoge`ne
pour Ψ˜ — i.e. R = 0 au coˆte´ droit de 1.23 — en utilisant le sche´ma MPDATA (‘Mul-
tidimensional positive definite advection transport algorithm’) [164]. Afin d’illustrer
les proprie´te´s de base de MPDATA, on conside`re le cas uni-dimensionel et a` vitesse
constante de (1.26) pour la quantite´ ψ avec ρ∗ = 1 et R = 0, qui me`ne a` l’e´quation
d’advection constante
∂ψ
∂t
+
∂
∂x
(uψ) = 0 . (1.29)
De fac¸on purement ge´ne´rale, il est possible d’approximer (1.29) via l’expression
ψni = ψ
n−1
i − [Fc(ψn−1i , ψn−1i+1 , Ci+1/2)− Fc(ψn−1i−1 , ψn−1i , Ci−1/2)] , (1.30)
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ou` la fonction de flux Fc est de´finie en termes du nombre de Courant local C =
u∆t/∆x selon l’expression
Fc(ψL, ψR, C) ≡ [C]+ψL + [C]−ψR , (1.31)
avec [C]+ ≡ 0.5(C + |C|) et [C]− ≡ 0.5(C − |C|). Les indices entiers et demi-entiers
correspondent ici aux centres et aux parois des cellules des volumes finis, respective-
ment. Une premie`re e´valuation de (1.30) re´sulte en une approximation du second
ordre en ∆x et ∆t de l’e´quation de diffusion
∂ψ
∂t
= − ∂
∂x
(uψ)− ∂
∂x
(
−K∂ψ
∂x
)
, (1.32)
ou` K ≡ ∆x2/(2∆t)(|C| − C2), tel que le de´montre une analyse de troncature de
(1.30). Le concept cle´ de MPDATA consiste a` rede´finir le flux diffusif a` l’inte´rieur
de la divergence correspondant au deuxie`me terme au coˆte´ droit de (1.32) en termes
d’un flux advectif
−K∂ψ
∂x
≡ udψ
=
(
∆x2
2∆t
(|C| − C2) 1
ψ
∂ψ
∂x
)
ψ , (1.33)
ou` ud est une pseudo-vitesse. Puis, une re´e´valuation de (1.30) utilisant cette fois la
vitesse anti-diffusive ua ≡ −ud a` la place de u et la valeur de ψ mise a` jour dans la
premie`re ite´ration suffit a` compenser le terme diffusif du premier ordre au coˆte´ droit de
(1.32). La stabilite´ de l’ite´ration corrective est assure´e, e´tant donne´ l’approximation
de ua selon
1
ψ
∂ψ
∂x
≈ 2
∆x
ψn−1i+1 − ψn−1i−1
ψn−1i+1 + ψ
n−1
i−1 + ε
, (1.34)
pour ε > 0 et |C| ≤ 1. L’extension de MPDATA a` plusieurs dimensions spatiales
s’obtient via la meˆme approche en tenant compte des termes de troncature com-
prenant les de´rive´es mixtes de ψ. De meˆme, la stabilite´ des ite´rations est garantie en
bornant les nombres de Courant associe´s a` chaque dimension.
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1.2.2.2 L’approche semi-Lagrangienne
Il est utile d’examiner l’approche semi-Lagrangienne du point de vue de l’inte´grale de
chemin de la loi e´volutive (1.25) le long de la trajectoire T et de son approximation
correspondante (1.26). En conside´rant une composante particulie`re de (1.25) — par
ex. dψ/dt = R — on a
ψni = ψ0 +
∫
T
Rd t ≈ ψ0 + 0.5∆t(R0 +Rni )
≈ (ψ + 0.5∆tR)0 + 0.5∆tRni , (1.35)
ou` (.)0 de´note la variable au point de de´part de la trajectoire (x0, t0) et la deuxie`me
approximation tient compte de la nonline´arite´ de l’ope´rateur LE. L’avancement de
la solution au temps t = t0 + ∆t s’effectue en trois e´tapes distinctes. Dans un
premier temps, les trajectoires arrivant aux points de maille xi sont e´value´es via
l’approximation a` l’inte´grale
x0 = xi −
∫ t
t0
u(x(τ), τ) d τ , (1.36)
de la relation cine´matique dx/dt¯ = u. Deuxie`mement, les variables prognostiques
sont obtenues aux points de de´part des trajectoires Ψ˜(x0, t0)→ Ψ˜(xi, t0) en utilisant
un sche´ma d’interpolation [166]. Troisie`mement, les contributions aux termes de
forc¸age sont inte´gre´es le long des trajectoires selon (1.35) [60, 169, 175, 178, 199].
La formulation Lagrangienne conduit a` l’interpre´tation d’un continuum fluide
dans lequel l’e´volution d’un e´le´ment de fluide infinite´simal est de´crite par la formule
d’expansion d’Euler
d ln J
dt
= ∇ · u , (1.37)
ou` J := det(∂x/∂x0) est le Jacobien de l’e´coulement, qui s’interpre`te comme le
rapport des volumes des e´le´ments de fluide correspondant aux points d’arrive´e et de
de´part de la trajectoire. Lorsque combine´e avec la forme e´volutive de l’e´quation de
conservation de la masse
dρ
dt
= −ρ∇ · u , (1.38)
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la formule d’Euler donne la forme Lagrangienne de l’e´quation de conservation de la
masse
ρ(xi, t) = Ĵρ(x0, t0) , (1.39)
ou` Ĵ := det(∂x0/∂x) est le Jacobien inverse de l’e´coulement. Par conse´quent,
l’e´valuation nume´rique des points de de´part induit des erreurs dans Ĵ , et peut mener
a` une violation de la compatibilite´ des inte´grales (1.35) et (1.36) avec (1.39). Dans
le cas d’un fluide incompressible, la contrainte ∇ · u = 0 impose un volume constant
aux parcelles de fluide et on a
Ĵ = 1 . (1.40)
Pour que l’e´coulement soit physiquement re´alisable, l’algorithme nume´rique ne doit
pas ge´ne´rer d’intersections entre les trajectoires des parcelles de fluide. Cette pro-
prie´te´ implique que Ĵ doit eˆtre positif et borne´ (0 < Ĵ < ∞), d’ou` l’importance
d’assurer la satisfaction de (1.39) [168].
1.2.3 Repre´sentation des processus physiques a` l’e´chelle sous-maille
Puisque les e´chelles plus petites que l’espace ∆X entre deux points de maille conse´cutifs
ne peuvent eˆtre repre´sente´es explicitement sur la maille discre`te, on a recours a` une
de´composition de chaque variable de´pendante ψ ≡ 〈ψ〉+ ψ˜ en parties ‘re´solues’ 〈ψ〉 et
‘non re´solues’ ψ˜. La partie re´solue est e´value´e en appliquant un filtre a` ψ (symbolise´
par l’ope´rateur 〈..〉) pour en e´liminer les e´chelles spatiales non re´solues. L’application
d’un tel ope´rateur a` l’e´quation du mouvement (1.3) pour une composante de la vitesse
ui donne
D〈ui〉
Dt
= −∂〈pi
′〉
∂xi
+ . . .+
1
ρo
∂τRij
∂xj
, (1.41)
ou` ‘. . .’ repre´sente la somme des termes de forc¸age re´solus et τRij ≡ ρo[〈ui〉〈uj〉−〈u˜iu˜j〉]
est le tenseur des stress re´siduels, qui de´pend des composantes non re´solues de la
vitesse u˜i. L’apparition de la divergence du tenseur des stress sous-maille au coˆte´ droit
de (1.41) est une conse´quence directe de la nonline´arite´ du terme d’advection u·∇u de
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la de´rive´e mate´rielle, qui est a` l’origine du proble`me de la fermeture des e´quations de
la me´canique des fluides. En ge´ne´ral, ce terme ne peut pas eˆtre calcule´ explicitement
lors de l’inte´gration nume´rique en raison de la pre´sence des composantes non re´solues,
et son effet sur les e´chelles re´solues doit eˆtre mode´lise´. Le concept fondamental d’une
LES (‘large-eddy simulation’) est de parame´triser l’effet des e´chelles non re´solues sur
les e´chelles re´solues en exprimant τRij en terme des variables 〈ψ〉. L’une des me´thodes
les plus populaires consiste a` supposer
τRij := 2ρoνt〈Sij〉+
1
3
δijτ
R
kk , (1.42)
ou` Sij = 0.5(∂ui/∂xj + ∂uj/∂xi) est le tenseur des de´formations du fluide et νt est la
viscosite´ turbulente (‘eddy-viscosity’): un parame`tre libre pouvant varier spatialement
et dont le choix se base souvent sur des conside´rations e´tant inspire´es par la the´orie de
la longueur de me´lange [47]. Un autre mode`le est celui de Smagorinsky, selon lequel
la viscosite´ turbulente de´pend des composantes re´solues de la vitesse via le tenseur
des de´formations
νt ≡ C2sL2(2〈Sij〉〈Sij〉)1/2 , (1.43)
ou` Cs ∼ 0.1 est le coefficient de Smagorinsky et L ∼ ∆X. Le mode`le de Smagorin-
sky est largement utilise´ en me´te´orologie et reproduit tre`s bien les proprie´te´s de
la turbulence isotrope. Historiquement, c’est le fait de vouloir dissiper l’e´nergie
cine´tique aux petites e´chelles de la maille dans le but d’assurer la stabilite´ du sche´ma
nume´rique et non pas la repre´sentation des processus aux petites-e´chelles qui a motive´
le de´veloppement des mode`les des stress sous-maille. Cependant, la dissipation intro-
duite par ceux-ci peut s’ave´rer inade´quate pour repre´senter correctement les processus
de transfert de l’e´nergie extreˆmement non locaux ope´rant dans l’inte´rieur solaire et
dans la couronne. Aussi, il existe d’autres moyens plus efficaces et plus avantageux
pour mode´liser les effets des e´chelles non re´solues.
L’approche d’une ILES (‘Implicit Large-Eddy Simulation’) consiste a` ne´gliger
comple`tement τRij dans (1.41) et a` laisser aux termes de troncature du sche´ma nume´rique
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le soin de dissiper l’e´nergie aux petites e´chelles. Puisque les termes de troncature
des sche´mas NFT conservatifs ont la forme de la divergence d’un tenseur de sec-
ond ordre, ceux-ci peuvent eˆtre utilise´s pour mode´liser l’effet du tenseur des stress
sous-maille sans avoir recours aux mode`les sous-maille conventionnels [168]. En par-
ticulier, les ILES utilisant MPDATA pour un cas de convection dans la couche-limite
plane´taire donnent des re´sultats tre`s similaires a` ceux d’expe´riences utilisant des
parame´trisations explicites des stress sous-maille [125]. Des expe´riences de turbu-
lence incompressible et homoge`ne e´voluant librement (i.e. sans forc¸age) ont e´galement
de´montre´ que les algorithmes MPDATA et semi-Lagrangien e´taient capables de pour-
suivre les calculs nume´riques en l’absence de viscosite´ explicite (ν = 0); un re´gime ou`
la formation de vortex de tailles toujours plus petites provoque l’instabilite´ nume´rique
de la me´thode pseudo-spectrale. Ces re´sultats illustrent le caracte`re adaptatif de la
dissipation introduite par la me´thode NFT, qui s’ajuste aux gradients des vitesses
pour produire un comportement de l’e´coulement similaire a` celui re´sultant des parame´-
trisations explicites (voir le paragraphe pre´ce´dent). Dans le contexte des simulations
de turbulence homoge`ne et incompressible sans viscosite´ explicite, la me´thode NFT
ajoute une viscosite´ effective pouvant eˆtre estime´e indirectement a` partir du champ
de vitesse calcule´ [49]. Margolin et Rider sont parvenus a` une interpre´tation physique
des termes responsables de la dissipation implicite introduite par MPDATA en faisant
l’analyse de son e´quation modifie´e (i.e. l’expression re´sultant de l’expansion en se´rie
de Taylor de l’algorithme nume´rique), puis en comparant les termes de troncature du
sche´ma aux e´quations de Navier-Stokes de´crivant la dynamique de volumes finis de
fluide (NSF) pour le cas des e´quations de Burgers 2D [124]. Cette analyse montre
que le succe`s de MPDATA est duˆ au fait que ses termes de troncature s’expriment
comme la divergence d’un tenseur de second ordre ayant les meˆmes proprie´te´s de base
que le tenseur des stress de l’e´quation NSF. L’option semi-Lagrangienne d’EULAG
a e´galement e´te´ utilise´e avec succe`s dans une ILES de la turbulence induite par des
ondes de gravite´ dans l’atmosphe`re terrestre [168]. Cependant, aucune the´orie com-
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parable a` celle de [124] n’a e´te´ e´labore´e pour le cas de l’algorithme semi-Lagrangien.
1.3 Deux applications
La possibilite´ d’adopter diffe´rents types de ge´ome´tries et diverses approximations aux
e´quations compressibles (e.g. ane´lastique, Boussinesq, incompressible), de meˆme que
la robustesse du solveur elliptique et celle des sche´mas NFT minimalement dissipat-
ifs font d’EULAG un outil approprie´ pour la solution des proble`mes MHD multi-
e´chelles rencontre´s en physique solaire. Les travaux effectue´s dans le cadre de cette
the`se portent sur deux applications particulie`res, soit la simulation de la dynamo glo-
bale et la reconnexion magne´tique. La premie`re s’inse`re dans le contexte de l’e´tude
des me´canismes physiques a` l’origine des variations de´cadales et multi-de´cadales de
l’irradiance solaire totale (section 1.1.1.1), alors que la deuxie`me est le fruit du
de´veloppement d’une correction a` la trajectoire des e´le´ments de fluide du sche´ma
semi-Lagrangien (section 1.2.2.2). Les sous-sections 1.3.1 et 1.3.2 font une bre`ve ex-
position des dernie`res avance´es scientifiques propres a` chaque application dans le but
de mieux situer les pre´sents travaux de recherche par rapport aux pre´ce´dents.
1.3.1 La simulation de la dynamo globale
Les processus inductifs responsables de l’organisation du champ magne´tique aux
grandes e´chelles sont tous base´s sur l’amplification d’un champ pre´existant via l’e´tirement
des lignes de champ par l’e´coulement turbulent chaotique et/ou` la rotation diffe´rentielle
caracte´risant la portion convective de l’enveloppe du Soleil [27, 132]. En particulier,
la production d’e´nergie magne´tique a` partir de l’e´nergie cine´tique des mouvements
du fluide doit eˆtre maintenue contre la dissipation du champ magne´tique due a` la
re´sistivite´ pour pouvoir achever la formation des structures observe´es. L’e´nergie
cine´tique est elle-meˆme injecte´e aux grandes e´chelles via le flux radiatif a` la base de
la ZC puis est en partie transforme´e en e´nergie interne via les dissipations visqueuse
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et magne´tique et la diffusion radiative. En supposant que le transfert de l’e´nergie
cine´tique des grandes aux petites e´chelles de la ZC peut eˆtre approxime´ par une cas-
cade directe et autosimilaire telle qu’observe´e en turbulence homoge`ne et isotrope,
on obtient en utilisant les valeurs du tableau 1.1 et la de´finition de Kolmogorov
l0 ∼ R−3/4e L0 ∼ 1− 0.01 m pour l’e´chelle de dissipation visqueuse, ce qui correspond
a` un facteur l0/L0 ∼ 108 − 1010 entre la plus grande et la plus petite e´chelle! [147].
A` cette e´norme disparite´ spatiale vient aussi s’ajouter la vaste gamme d’e´chelles
temporelles allant des minutes (oscillations acoustiques) a` plusieurs sie`cles pour les
variations se´culaires associe´es a` l’activite´ solaire.
A` l’heure actuelle, aucun ordinateur n’est capable de simuler la ZC en re´solvant
toutes les e´chelles participant a` sa dynamique. Malgre´ ces limitations, les simulations
MHD de la ZC n’ont cesse´ de de´montrer leur utilite´ en tant qu’outils de ve´rification et
de validation des concepts visant a` expliquer sa dynamique globale. Les expe´riences
pionnie`res de Gilman et Miller en re´gime Boussinesq re´ussissent a` produire des com-
posantes toro¨ıdales et polo¨ıdales pour le champ magne´tique bien de´finies aux grandes
e´chelles, antisyme´triques et de signe oppose´ dans chaque he´misphe`re [79, 81]. La po-
larite´ des deux composantes change sur une pe´riode d’environ 1 an, soit une dure´e 11
fois plus courte que celle du vrai cycle solaire. Chaque composante migre vers les poˆles
suite a` son apparition pre`s de l’e´quateur et donc dans le sens oppose´ a` celui infe´re´
par les magne´togrammes et les observations de taches solaires (fig. 1.4 et 1.5). Une
deuxie`me se´rie d’expe´riences est effectue´e avec le mode`le MHD de Glatzmaier (1984)
base´ sur les e´quations ane´lastiques [80, 82, 83], qui permet d’utiliser une stratifica-
tion ayant environ sept hauteurs de colonne depuis le bas de la zone stable jusqu’en
surface. Les inte´grations ane´lastiques des e´quations MHD ont e´galement l’avantage
de ne pas eˆtre contraintes par les ondes acoustiques, lesquelles imposent autrement
des limites se´ve`res sur le pas de temps maximal des simulations. Des viscosite´s, dif-
fusivite´s thermiques et magne´tiques turbulentes de´pendantes du rayon sont utilise´es
pour dissiper l’e´nergie a` l’e´chelle de la maille, et emploient des valeurs ∼ 1012cm2s−1
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beaucoup plus grandes que celles des coefficients mole´culaires dans le but d’assurer
la stabilite´ nume´rique du sche´ma. Les re´sultats obtenus sont tre`s similaires a` ceux de
Gilman (1983) et exhibent le meˆme type de propagation des composantes toro¨ıdales et
polo¨ıdales. Toutefois, la composante polo¨ıdale montre une le´ge`re tendance de migra-
tion e´quatoriale a` basse latitude, similaire a` ce qui est observe´ sur le Soleil. Seulement
la moitie´ d’un cycle magne´tique est simule´, lequel on estime avoir une pe´riode de 2
ans.
Les simulations de Gilman [79] et Glatzmaier [83] e´taient contraintes par les
mesures des vitesses en surface via l’effet Doppler, mais elles ne be´ne´ficiaient pas
des informations sur la structure de l’e´coulement interne; voir la figure 1.9. Les
donne´es fournies par l’he´liosismologie au de´but des anne´es 1990 montre que les pro-
fils de la rotation diffe´rentielle ge´ne´re´s par les simulations (image de droite) sont en
de´saccord avec ceux provenant des observations (image de gauche); la raison e´tant
que la vitesse angulaire est pratiquement constante en fonction du rayon aux mi-
latitudes (profils coniques), tandis que les profils simule´s montrent des isocontours
e´tant presque paralle`les a` l’axe de rotation (profils cylindriques).
L’ave`nement des plate-formes multi-processeurs permet le de´veloppement de mode`les
nume´riques pouvant atteindre des re´gimes beaucoup plus turbulents que ceux des
expe´riences pre´ce´dentes. Vers la fin des anne´es 1990, le mode`le pseudo-spectral et
semi-implicite ‘Anelastic Spherical Harmonic’ (ASH) fut de´veloppe´ a` partir de celui
de Glatzmaier (1984) et optimise´ de fac¸on a` pouvoir tirer avantage des communica-
tions inter-processeurs et ainsi augmenter la quantite´ d’e´chelles re´solues. Les effets
sous-maille dans ASH sont aussi parame´trise´s a` l’aide de viscosite´s et de diffusivite´s
magne´tiques et thermiques turbulentes de´pendantes du rayon (voir la section 1.2.3).
Les toutes premie`res simulations effectue´es avec ASH incluent la pe´ne´tration con-
vective dans la zone stable sous la base de la zone convective mais n’ont pas de
champ magne´tique. Celles-ci posse`dent des isocontours de vitesse angulaire mon-
trant de le´ge`res de´viations par rapport a` l’alignement le long de cylindres, et se rap-
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Figure 1.9. A` gauche: Rotation diffe´rentielle de l’inte´rieur solaire (tire´ de la fig-
ure 1 de [128]). A` droite: Profils de vitesse angulaire par rapport au syste`me de
re´fe´rence tournant et profils d’he´licite´ cine´tique (tire´ de la figure 2 de [83]). Les
isolignes continues et pointille´es correspondent a` des valeurs positives et ne´gatives,
respectivement.
prochent ainsi un peu plus pre`s des profils de´duits par he´liosismologie [23, 58, 131].
L’analyse des flux de moment angulaire de´montre que la rotation diffe´rentielle pro-
grade (dans le sens de la rotation solaire) pre`s de l’e´quateur est cause´e par le transport
de moment angulaire vers l’e´quateur via les stress de Reynolds, tandis que la circula-
tion me´ridienne produit l’effet oppose´ et tend a` acce´le´rer la rotation pre`s des poˆles.
L’e´coulement convectif dans ces simulations est caracte´rise´ par un arrangement de
larges cellules de fluide ascendant, autour desquelles se dessine un re´seau e´troit de
courants descendants. La figure 1.10 montre des cartes de la composante radiale de la
vitesse a` diffe´rentes profondeurs dans une simulation a` tre`s haute re´solution de la ZC
[129]. L’asyme´trie entre courants ascendants et descendants existe en raison des effets
de flottaison lie´s a` la stratification en densite´, qui sont capte´s par l’approximation
ane´lastique. L’augmentation de la densite´ a pour effet de comprimer les parcelles de
fluide descendantes, qui doivent acce´le´rer leur rotation (due a` la force de Coriolis) pour
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Figure 1.10. Cartes de la vitesse verticale dans une simulation a` haute re´solution
(tire´ de la figure (2) de [129]). Les images (a), (b), (c) et (d) correspondent, re-
spectivement, aux altitudes 0.98R, 0.92R, 0.85R et 0.71R. Les couleurs
claires et fonce´es correspondent a` des vitesses radiales positives (courants ascen-
dants) et ne´gatives (courants descendants), respectivement.
conserver leur moment angulaire. Ce me´canisme produit donc des structures he´licales
(plumes convectives) ayant des vorticite´s cycloniques (rotation dans le sens antiho-
raire) dans l’he´misphe`re nord et anticycloniques (rotation horaire) dans l’he´misphe`re
sud pouvant demeurer cohe´rentes sur toute l’e´paisseur de la zone convective (voir
les courants descendants isole´s dans l’image (d) de la figure 1.10 montrant le bas de
la zone convective). L’inclinaison de ces structures par rapport a` l’axe du rayon se
traduit par des corre´lations entres les composantes radiale et latitudinale de la vitesse,
qui forment les stress de Reynolds. La croyance est qu’en atteignant de plus hautes
re´solutions spatiales et des re´gimes de plus en plus turbulents, les stress de Reynolds
induits par ces structures pourront briser la forme cylindrique des isocontours de
la vitesse angulaire et les rendre davantage paralle`les au rayon a` mi-latitude [23].
Pre`s des re´gions e´quatoriales des images (b) et (c) on aperc¸oit e´galement des cellules
posse´dant un alignement distinctif nord-sud aussi connues sous le nom de ‘banana
cells’, qui sont typiques de ce type de simulations en ge´ome´trie sphe´rique. Notam-
ment, les he´licite´s cine´tiques induites par les plumes convectives et ce type de cellules
convectives sont principalement de signes ne´gatif et positif dans les he´misphe`res nord
et sud, respectivement, et constituent des e´le´ments essentiels au fonctionnement des
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dynamos de type alpha-ome´ga (voir la partie (b) de l’image de droite de la figure 1.9)
[21].
D’un autre point de vue, si les amplitudes des stress de Reynolds, de la force de
Lorentz, et de la dissipation visqueuse sont suffisament petites par rapport a` celles des
forces de Coriolis, alors en e´tat stationnaire l’e´quation de conservation du moment
angulaire prend la forme
∂〈S〉
∂θ
=
2rcp
g
Ω0 · ∇〈uφ〉 , (1.44)
ou` S est l’entropie spe´cifique, Ω0 est la vitesse angulaire du syste`me en rotation, cp
est la chaleur spe´cifique a` pression constante, g est l’acce´le´ration gravitationnelle, uφ
est la vitesse zonale par rapport a` ce syste`me, et 〈·〉 repre´sente une moyenne zonale
et temporelle . En l’absence de variations latitudinales de l’entropie (i.e. le terme
baroclinique ∂〈S〉/∂θ = 0 dans (1.44)), on retrouve l’alignement des isocontours
de vitesse angulaire le long de cylindres paralle`les a` l’axe de rotation (the´ore`me de
Taylor-Proudman). Il est donc possible de briser cet arrangement si une diffe´rence de
tempe´rature poˆle-e´quateur est induite, par exemple via un flux de chaleur latitudinal
[58, 104, 129, 130, 154].
L’e´tude de la dynamo est reprise la` ou` l’avait laisse´e Glatzmaier environ 20 ans plus
toˆt avec l’inclusion du traitement de l’e´quation d’induction dans ASH [21] (ci-apre`s
BMT04). Quatre composantes ne´cessaires au fonctionnement de la dynamo de type
‘interface’ sont identifie´es: (1) la ge´ne´ration d’un faible champ polo¨ıdal par la turbu-
lence cyclonique dans la zone convective ou par la de´sinte´gration de re´gions actives
en surface, (2) le transport turbulent du champ polo¨ıdal dans la tachocline depuis la
re´gion ou` il est ge´ne´re´, (3) l’organisation et l’amplification d’un champ magne´tique de
nature toro¨ıdale par la rotation diffe´rentielle (par exemple, dans la tachocline) et (4)
le transport du champ magne´tique toro¨ıdal vers la surface via la force de flottaison
soit pour eˆtre de´truit puis recycle´ par les forts cisaillements pre´sents dans la zone
convective ou` pour percer la photosphe`re sous forme de re´gions actives [139]. Con-
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trairement aux simulations de Glatzmaier [82, 83], les auteurs choisissent de ne pas
mode´liser la transition a` la zone radiative au bas de la zone convective et explorent
uniquement le roˆle joue´ par l’amplification due a` la turbulence cyclonique dans la
ZC. Chaque simulation MHD est initialise´e avec un faible champ magne´tique dipo-
laire et a` partir d’une solution aux e´quations sans champ magne´tique posse`dant de´ja`
une rotation diffe´rentielle de type solaire. Les expe´riences re´ussissant a` soutenir une
production de l’e´nergie magne´tique face a` la dissipation ohmique turbulente ge´ne´rent
un champ magne´tique domine´ par des structures aux petites e´chelles ayant un faible
niveau d’organisation global. En particulier, l’e´nergie contenue dans la composante
nonaxisyme´trique du champ est plus grande par un ordre de grandeur que celle e´tant
associe´e a` la composante axisyme´trique. Meˆme si l’he´licite´ cine´tique est principale-
ment ne´gative dans l’he´misphe`re nord et positive dans l’he´misphe`re sud, l’e´volution
temporelle des composantes polo¨ıdales et toro¨ıdales deumeure chaotique tout au long
des simulations; voir la figure 1.11.
Figure 1.11. E´volution de la composante toro¨ıdale du champ magne´tique moyenne´e
en longitude (Figure 13 tire´e de [21]).
Les simulations de BMT04 produisaient un champ aux petites e´chelles via les effets
cycloniques de l’e´coulement turbulent de la zone convective. Pour inclure les effets (2)
44
et (3), Browning et al. (2006) ajoutent une zone de stratification sous-adiabatique au
bas de la zone convective dans le code ASH afin de mode´liser la pe´ne´tration convective
a` l’inte´rieur de la zone radiative [20]. Ainsi, la rotation diffe´rentielle maintenue par
la convection disparaˆıt dans la couche stable et une zone de fort cisaillement est
cre´e´e a` l’interface avec la zone convective. Deux effets artificiels sont introduits afin
d’accentuer le cisaillement entre la zone stable et la zone instable. Premie`rement,
une force de traˆıne´e est applique´e a` r = 0.66R pour empeˆcher les mouvements
convectifs de se re´pandre dans la zone stable. Deuxie`mement, un gradient latitudinal
d’entropie est spe´cifie´ de fac¸on a` forcer un profil de rotation diffe´rentielle de type
solaire [23, 58, 154]. La figure 1.12 montre les projections longitude-latitude de la
composante toro¨ıdale du champ magne´tique dans la zone convective (lettre a) et
dans la zone stable (lettre b) ainsi que le profil rayon-latitude de la meˆme composante
moyenne´e en longitude et sur une pe´riode de 220 jours (lettre c). Contrairement au
champ de la zone convective, qui s’organise principalement de fac¸on chaotique aux
petites e´chelles, une importante composante magne´tique toro¨ıdale antisyme´trique par
rapport a` l’e´quateur semble persister dans la zone stable. Meˆme si aucune inversion
de polarite´ n’est observe´e, les re´sultats de´montrent l’importance que peut avoir un
fort cisaillement pour l’organisation d’un champ aux grandes e´chelles. Brown et al
Figure 1.12. Projection Mollweide du champ toro¨ıdal dans une simulation MHD de
la zone convective (a) dans la zone instable et (b) dans la zone stable. Projection
rayon-latitude du champ toro¨ıdal moyenne´ sur une pe´riode de 220 jours (Figure 2
tire´e de [20]).
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(2010) explorent l’action de la dynamo turbulente en performant des simulations
a` trois fois le taux de rotation moyen du Soleil en ne mode´lisant cette fois que la
zone convective [16]. Leurs simulations produisent de larges bandes magne´tiques de
polarite´ oppose´e persistant dans chaque he´misphe`re sur des pe´riodes correspondant
a` plusieurs rotations solaires.
Environ au meˆme moment, deux types de simulations commencent a` produire
des champs aux grandes e´chelles munis d’inversions de polarite´ re´gulie`res [76, 100].
La figure 1.13A montre l’e´volution en fonction du temps des composantes toro¨ıdales
et polo¨ıdales moyenne´es en longitude a` l’interface des zones radiatives et convectives
dans une simulation ILES effectue´e avec EULAG [76] (ci-apre`s GCS10). A` l’exception
de leur re´solution nume´rique, qui est beaucoup moins e´leve´e dans ce cas-ci (Nr = 47,
Nθ = 64, Nφ = 128), les simulations effectue´es avec EULAG sont semblables en
plusieurs points a` celles de Browning et al. (2006): elles incluent une zone sta-
ble (0.61 − 0.71R) situe´e sous une zone instable (0.71 − 0.96R) et utilisent un
re´fe´rentiel tournant au taux de rotation solaire moyen (∼ 28 jours). Contrairement
aux simulations ASH, qui emploient des viscosite´s et diffusivite´s turbulentes pour dis-
siper l’e´nergie aux petites e´chelles, EULAG utilise un traitement purement implicite,
dans lequel MPDATA se charge d’effectuer la dissipation aux e´chelles du maillage
nume´rique; voir la section 1.2.3. La simulation atteint un re´gime le´ge`rement plus
turbulent que celles qui sont produites par ASH a` en juger par l’allure ge´ne´rale des
vitesses radiales (e.g. comparer les figures 1 de GCS10 et de BMT04). L’e´volution
de la composante magne´tique toro¨ıdale en fonction de la latitude a` l’interface (lettre
A) montre que le champ s’organise en bandes azimutales antisyme´triques par rapport
a` l’e´quateur, soit de fac¸on similaire a` ce qui avait e´te´ observe´ dans les expe´riences
de Browning et al. (2006), mais ou` les bandes e´taient confine´es a` la zone stable
(fig. 1.12). En revanche, il se produit ici une inversion de polarite´ des composantes
toro¨ıdale et polo¨ıdale a` chaque ∼ 30 ans (compare´ a` 11 ans pour le Soleil). Le
champ toro¨ıdal montre e´galement une le´ge`re propagation vers l’e´quateur au cours
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Figure 1.13. E´volution spatio-temporelle du champ magne´tique aux grandes e´chelles
d’une simulation MHD effectue´e avec EULAG: (A) Projection latitude-temps de
la composante azimutale (toro¨ıdale) du champ magne´tique moyenne´e en longi-
tude a` l’interface entre zones stables et instables; (B) Se´ries temporelles des flux
magne´tiques toro¨ıdaux (lignes continues) et flux magne´tiques radiaux inte´gre´s sur
les calottes polaires (tirets) dans chaque he´misphe`re; (C) Projection rayon-temps
de la composante du champ toro¨ıdal moyenne´e en longitude a` mi-latitude dans
l’he´misphe`re sud. L’interface entre zones stables et instables (ligne a` long traits)
est situe´e a` r = 0.718R. (Figure 4 tire´e de [76]).
des 30 ans du demi-cycle magne´tique, ce qui est en accord avec les cartes de la com-
posante radiale correspondantes (fig. 1.5), compte-tenu du fait que l’e´mergence des
re´gions bipolaires en surface est attribue´e a` la remonte´e par flottaison magne´tique
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de tubes de flux magne´tique depuis la base de la zone convective. Des diffe´rences
notables entre la simulation de GCS10 et le vrai cycle solaire sont (1) l’apparition
des composantes toro¨ıdales aux hautes-latitudes a` chaque de´but de cycle (contraire-
ment a` l’apparition aux mi-latitudes pour le vrai cycle) et (2) une variation en phase
des composantes toro¨ıdales et polo¨ıdales (a` l’oppose´ du de´phasage de pi/2 mis en
e´vidence par les magne´togrammes). D’un autre coˆte´, Ka¨pyla¨ et al. (2010) simulent
la convection MHD force´e thermiquement avec une zone stable dans une coquille
sphe´rique limite´e en longitude en utilisant le code PENCIL; un mode`le a` diffe´rences
finies utilisant des viscosite´s/diffusivite´s explicites. Leurs expe´riences ge´ne`rent des
composantes toro¨ıdales cycliques aux grandes e´chelles et asyme´triques par rapport
a` l’e´quateur montrant une propagation vers les poˆles [100]. Toutefois, en utilisant
le meˆme mode`le mais sans zone stable Ka¨pyla¨ et al. (2012) trouvent une branche
de propagation e´quatoriale de´butant aux mi-latitudes et une branche de propagation
polaire de la composante toro¨ıdale, en bon accord avec les magne´togrammes du cycle
solaire [101]. Des cycles apparaissent e´galement dans le code ASH, mais a` des taux
de rotations de 3 a` 5 fois plus e´leve´s que celui du Soleil [17, 136]. Re´cemment, Fan
et Fang (2014) trouvent des inversions de polarite´ semi-re´gulie`res du champ moyen
toro¨ıdal dans une simulation de la zone convective a` taux de rotation solaire [61].
1.3.2 La reconnexion magne´tique
On sait aujourd’hui que les e´ruptions et les e´jections de masse (figure 1.2) tirent
leur puissance de l’e´nergie magne´tique associe´e a` la configuration du champ coro-
nal [3]. En particulier, la conversion d’e´nergie magne´tique en e´nergie cine´tique peut
s’effectuer soit par des processus ide´aux (ds = 0) ou non ide´aux (ds > 0), qui im-
pliquent e´galement la conversion de l’e´nergie magne´tique en e´nergie interne. La figure
1.14 montre un exemple de processus MHD ide´al dans lequel le fluide est acce´le´re´ a`
partir d’un e´tat au repos (u = 0). Le champ magne´tique de l’e´tat initial (a` gauche)
est un tube de flux avec une he´licite´ magne´tique non nulle (i.e. A · B 6= 0). Cette
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Figure 1.14. Instabilite´ Kink re´alise´e avec l’option d’advection semi-Lagrangienne
d’EULAG-MHD. Les images de gauche et de droite montrent, respectivement,
les lignes de champ magne´tique dans leur configuration initiale et apre`s la
de´stabilisation. L’intensite´ de la composante verticale du champ magne´tique est
repre´sente´e a` l’aide d’un fonction d’opacite´.
configuration est instable en raison du fait que la tension magne´tique azimutale (i.e.
dans le plan perpendiculaire a` l’axe vertical du cylindre) exce`de grandement la ten-
sion exerce´e par la composante verticale du champ, qui a pour effet de stabiliser
le tube de flux en maintenant son alignement dans l’axe. Par conse´quent, l’ajout
d’une perturbation de faible amplitude provoque la de´formation du tube (a` droite)
en transformant une fraction de l’e´nergie magne´tique initiale en e´nergie cine´tique. Ce
processus est une forme d’instabilite´ kink, qui tend a` convertir la torsion des lignes
de champ en torsion du tube; voir e.g. [118].
Puisque le temps caracte´ristique associe´ a` la dissipation des structures magne´tiques
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aux grandes e´chelles comme les boucles coronales est de τd ≈ 30 000 anne´es, la dif-
fusion magne´tique a` ces e´chelles est insuffisante pour pouvoir expliquer la libe´ration
de l’e´nergie durant les e´ruptions et les e´jections de masse, qui ont des temps car-
acte´ristiques de l’ordre des secondes et des heures. Cependant, il est possible d’accroˆıtre
l’efficacite´ de la diffusion si on peut trouver un me´canisme physique permettant de
re´duire conside´rablement l’e´chelle spatiale caracte´ristique a` laquelle elle ope`re. La
figure 1.15 montre deux configurations magne´tiques 2D de type ‘point-X’ donne´es
par B = (y, β2x), avec les parame`tres β = 1 (a` gauche) et β = 1.8 (a` droite). Ici,
Figure 1.15. Effondrement d’un point X magne´tique. Les lignes continues
repre´sentent des lignes de champ magne´tique dans le voisinage d’un point nul (cen-
tre). Les fle`ches blanches et rouges repre´sentent, respectivement, la direction et la
magnitude relative des forces dues a` la pression et a` la tension magne´tique telles
qu’applique´es aux e´le´ments de fluide (A) et (B). La largeur de la fle`che de´note la
magnitude relative de chaque force (Adapte´ a` partir de la figure 2.1 de [30]).
les fle`ches blanches et rouges montrent, respectivement, la direction et la magnitude
relative des forces associe´es a` la pression et a` la tension magne´tique s’exerc¸ant sur les
e´le´ments de fluide A et B (rectangles noirs). En e´valuant l’expression pour la force
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de Lorentz on a
F ≡ J×B
=
1
µ
(−∇(B2/2) + B · ∇B)
=
1
µ
((1− β2)β2x, (β2 − 1)y) , (1.45)
ou` les forces dues a` la pression et a` la tension magne´tique apparaissent dans les
premiers et deuxie`mes termes de la deuxie`me e´galite´. Par conse´quent, le cas β = 1
donne F = 0 et l’e´quilibre entre les deux forces est atteint pour la configuration
de gauche de la figure 1.15. En modifiant le´ge`rement cette configuration on obtient
celle de droite (β = 1.8), dans laquelle l’e´quilibre des forces est perdu (i.e F 6= 0).
En particulier, le gradient de pression magne´tique (fle`che blanche) exce`de la tension
magne´tique (fle`che rouge) au point (A) et une force re´sultante vers la droite est
ressentie par l’e´le´ment de fluide. L’effet contraire se produit en (B), ou` c’est la tension
magne´tique qui domine sur le gradient de pression. Ces deux forces ont pour effet
de comprimer d’avantage les lignes de champ dans la direction horizontale et de les
e´tirer dans la direction verticale, faisant ainsi augmenter β. Si la mobilite´ du champ
n’est pas contrainte par les conditions aux frontie`res, alors β continue d’augmenter
et la densite´ de courant J = µ−1∇ × B = µ−1(β2 − 1)zˆ, qui e´tait nulle au de´part,
augmente e´galement. Il est possible de montrer formellement que l’e´quilibre de de´part
avec β = 1 est instable et que le point X doit s’effondrer suite a` une perturbation
[30]. Cependant, la solution pour des conditions aux frontie`res arbitraires et pour des
temps finis doit eˆtre obtenue nume´riquement.
Le rapprochement de lignes de champ de sens oppose´s, comme dans le cas de
l’effondrement d’un point X, me`ne a` la formation d’une re´gion de forte densite´ de
courant dans laquelle la diffusion magne´tique joue un roˆle important, de sorte que le
the´ore`me d’Alfve´n ne s’applique plus. Cette re´gion, que l’on nomme nappe de courant,
est repre´sente´e par la zone hachure´e dans la figure 1.16 pour le cas d’effrondrement
du point X (figure 1.15). Ici, les fle`ches pleines de´notent le sens des forces re´sultantes
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Figure 1.16. Formation d’une nappe de courant (re´gion hachure´e) dans le voisinage
d’un point X.
applique´es sur le fluide, tandis que les fle`ches a` trait simple indiquent le sens de B.
La compression du champ fait en sorte que lignes de´note´es par b+d (a` gauche) et par
a+c (a` droite) se rapprochent l’une de l’autre jusqu’a` ce qu’elles entrent dans la zone
correspondant a` la nappe de courant. Une fois qu’elles ont pe´ne´tre´ a` l’inte´reur de cette
zone, la diffusion magne´tique est libre de modifier leur connectivite´, conduisant ainsi
a` un changement de topologie. Les lignes b+ d et a+ c sont d’abord brise´es en paires
de segments disjoints (b, d) et (a, c). Ensuite, les segments a et b sont fusionne´s pour
former la ligne de champ a+b, qui est expulse´e vers le haut par la tension magne´tique.
De meˆme, les segments c et d sont fusionne´s pour former la ligne de champ c+ d, qui
est expulse´e vers le bas. Cette reconnexion des lignes de champ permet au syste`me de
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transiter vers un e´tat d’e´nergie mininal via la conversion de l’e´nergie magne´tique en
e´nergies cine´tiques et internes a` un taux caracte´ristique τ−1d ∼ (δ2/η)−1  (L2/η)−1,
ou` δ est l’e´paisseur de la nappe de courant et L0  δ est l’e´tendue spatiale du point
X.
Contrairement aux processus ide´aux, la reconnexion magne´tique n’est pas con-
trainte par l’invariance topologique, ce qui permet l’acce`s a` de plus grands re´servoirs
d’e´nergie magne´tique et des me´canismes beaucoup plus efficaces pour libe´rer cette
e´nergie. Selon l’ide´e originale propose´e par Parker, la cre´ation continuelle de nappes
de courant provoque´e par l’agitation des points d’ancrage des boucles coronales
a` la photosphe`re permettrait de chauffer la couronne aux tempe´ratures extreˆmes
(T > 106K) qui sont observe´es [140, 141]. Pour qu’un me´canisme de chauffage soit
valable, celui-ci doit (1) rester inactif sur une pe´riode de temps assez longue pour baˆtir
les stress magne´tiques ne´cessaires au de´clenchement de l’instabilite´, (2) proce´der as-
sez rapidement une fois qu’il est amorce´ et (3) libe´rer assez d’e´nergie pour pouvoir
expliquer les observations [43, 45]. Comme dans le cas de la dynamo globale (sec-
tion 1.3.1), la mode´lisation nume´rique fait face a` la grande disparite´ des e´chelles
spatiales implique´es dans le me´canisme de reconnexion. Par exemple, l’e´paisseur car-
acte´ristique d’une nappe de courant associe´e avec une e´ruption de dure´e τd ∼ 100s est
de seulement δ ∼ (ητd)1/2 ∼ 10m, alors que les boucles coronales ont des tailles car-
acte´ristiques de quelques milliers de kilome`tres et plus. Dans le sce´nario propose´ par
Parker, ces e´chelles doivent eˆtre traite´es simultane´ment puisque le forc¸age par la con-
vection en surface constitue la source d’e´nergie pour la reconnexion et la dissipation
ohmique. Aussi, la dissipation implicite de l’algorithme doit eˆtre minimale pour per-
mettre une amplification suffisante du re´seau de stress magne´tiques imme´diatement
avant le de´clenchement de l’instabilite´ menant a` la reconnexion.
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1.4 Projet de doctorat
Ce projet de doctorat comporte deux volets. Le premier porte sur l’e´laboration
d’une correction aux estime´s des points d’origine des trajectoires du sche´ma semi-
Lagrangien base´e sur l’e´quation de conservation de la masse (section 1.2.2.2). La
correction est une ide´e originale de mon co-directeur de recherche et collaborateur
le Dr. Piotr Smolarkiewicz, et requiert la re´solution d’une e´quation aux de´rive´es
partielles nonline´aire d’ordre deux: l’e´quation de Monge-Ampe`re. La me´thode de
re´solution et les re´sultats font l’objet de deux articles publie´s dans des journaux avec
comite´ de lecture. Le premier article, qui apparaˆıt dans la revue Computers & Fluids
et constitue le Chapitre 2 de cette the`se, pre´sente les re´sultats pre´liminaires de tests
d’advection de scalaires et de simulations de turbulence isotrope et homoge`ne en
2D [34]. Le deuxie`me article fait l’objet du Chapitre 3 et a e´te´ publie´ dans la revue
Journal of Computational Physics [35]. Des solutions exactes a` l’e´quation de MA pour
des exemples d’e´coulements 2D de rotation et de de´formation pure sont pre´sente´es,
avec une exposition de´taille´e de la me´thode de re´solution ainsi que les re´sultats de
simulations MHD pour des cas 2D et 3D de relaxation a` l’e´quilibre impliquant la
formation de nappes de courant et la reconnexion magne´tique (section 1.3.2). Mes
contributions personnelles a` ces deux ouvrages incluent la re´daction de chaque article
en temps que premier auteur, la de´rivation des solutions analytiques a` l’e´quation de
MA, l’e´laboration et l’ajout de l’algorithme de solution a` l’inte´rieur d’EULAG, ainsi
que la conception et la re´alisation de toutes les expe´riences nume´riques.
Le deuxie`me volet porte sur l’e´tude des me´canismes de modulation de la struc-
ture thermique globale du Soleil par le cycle d’activite´ magne´tique en lien avec les
variations de l’irradiance solaire totale (section 1.1.1) et les deux e´coles de pense´e
(1.1.1.1). L’e´tude se base sur une simulation MHD globale de la convection solaire
produite au sein du Groupe de Recherche en Physique Solaire de l’Universite´ de
Montre´al. Cette simulation ge´ne`re un cycle magne´tique similaire en plusieurs aspects
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a` celui du Soleil, et montre un flux convectif thermique variant en phase avec l’e´nergie
magne´tique. Par conse´quent, la corre´lation positive entre le flux convectif et l’e´nergie
magne´tique de cette simulation supporte la the`se de´fendue par la deuxie`me e´cole de
pense´e. Les re´sultats pre´liminaires montrant la corre´lation positive entre le flux et
l’e´nergie magne´tique font l’objet d’une lettre a` Astrophysical Journal Letters consti-
tuant le Chapitre 4 [33]. Une analyse approfondie des re´sultats de cette simulation
est pre´sente´e au Chapitre 5 et constitue le mate´riel d’un futur article (Cossette &
al. 2014, ApJ, en pre´paration). Mes contributions personnelles a` ces deux articles
incluent leur re´daction en tant que premier auteur et la mise au point des me´thodes
d’analyse pour l’identification du me´canisme de modulation.
Tous les travaux ont e´te´ effectue´s sous la supervison et avec la collaboration du
Dr. Smolarkiewicz et de mon directeur de recherche le Professeur Paul Charbonneau.
Chapitre 2
A MONGE-AMPE`RE ENHANCEMENT FOR
SEMI-LAGRANGIAN METHODS
Cet article a e´te´ publie´ comme l’indique la re´fe´rence bibliographique
Cossette, J.-F. et Smolarkiewicz, P.K. 2011, A Monge-Ampe`re enhancement
for semi-Lagrangian methods, dans Computers and Fluids, vol. 46, pages
180-185.
Cet ouvrage fait l’exposition d’une me´thode nume´rique pour corriger les trajec-
toires du sche´ma semi-Lagrangien classique (section 1.2.2.2), qui requiert la solu-
tion a` une e´quation aux de´rive´es partielles nonline´aire d’ordre deux: l’e´quation de
Monge-Ampe`re. Ce de´veloppement est motive´ par le fait que les approximations
aux trajectoires des e´le´ments de fluide (1.36) introduisent des erreurs dans le Jaco-
bien de l’e´coulement, qui peuvent mener a` une violation de la forme Lagrangienne
de l’e´quation de conservation de la masse (1.39). Des re´sultats sont obtenus dans le
contexte de l’advection passive d’un scalaire et d’expe´riences de turbulence homoge`ne
et isotrope en 2D. Ces derniers ont e´te´ pre´sente´s dans le cadre des confe´rences in-
ternationales suivantes: First Eulag Model User’s Workshop, Bad To¨lz, Allemagne,
2008 et Institute for Computational Fluid Dynamics Conference on Numerical Fluid
Dynamics, Reading, Angleterre, 2010.
Abstract
Demanding the compatibility of semi-Lagrangian trajectory schemes with the funda-
mental Euler expansion formula leads to the Monge-Ampe`re (MA) nonlinear second-
order partial differential equation. Given standard estimates of the departure points
of flow trajectories, solving the associated MA problem provides a corrected solution
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satisfying a discrete Lagrangian form of the mass-continuity equation to round-off
error. The impact of the MA enhancement is discussed in two diverse limits of fluid
dynamics applications: passive tracer advection in a steady cellular flow and in fully
developed turbulence. Improvements of the overall accuracy of simulations depend
on the problem and can be substantial.
2.1 Introduction
The research on the Monge-Ampe`re equation (hereafter the MA equation or MAE)
extends over more than two centuries [134]. Nowadays, MAE is at the core of many
theoretical and computational applications deriving from functional and geometric
analysis, geophysical fluid dynamics, cosmology, optimization and imaging technol-
ogy; see [15, 40, 41, 64, 127, 202] and references therein. Here, we arrive at MAE while
examining the impact of enforcing the compatibility of the trajectory schemes with
mass/volume continuity in semi-Lagrangian (SL) integrations of equations governing
fluid dynamics [60, 169, 178]. These equations can be written compactly as
x0 = xi −
∫ t
t0
v(x(s), s)d s , (2.1)
ρ(xi, t) = Ĵρ(x0, t0) , (2.2)
ψ(xi, t) = ψ(x0, t0) +
∫
T
Rdt , (2.3)
where positions (xi, t) and (x0, t0) are, respectively, the arrival (grid) and depar-
ture points taken along a parcel trajectory T , ρ denotes the density, Ĵ ≡ J−1 =
det{∂x0/∂x} is the inverse flow Jacobian and ψ symbolizes a specific fluid variable
(e.g., temperature or a velocity component) with R indicating its associated forcing.
Although SL schemes are established in CFD, and used operationally in numerical
weather prediction [177], approximations to the trajectory integrals (2.1) are typically
incompatible with the fundamental Euler expansion formula — d ln J/dt = ∇·v, with
d/dt denoting the total derivative along T — that underlies the Lagrangian form of the
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mass continuity equation (2.2)1. In particular, for incompressible fluids considered in
this paper the volume of each fluid element remains constant, upon which the relation
Ĵ = 1 becomes a necessary condition for the scheme compatibility.
On the basis that vortical motions do not induce any change in the volume of
fluid elements, we correct the estimated path-mean velocity
v˜ ≈ (∆t)−1
∫ t
t0
v(x(s), s)d s , (2.4)
in the discretized counterpart of (2.1) with the gradient of a potential φ
(x0)C = xi −∆t
(
v˜ −∇φ) , (2.5)
such that the resulting set of departure points (x0)C satisfies
det
{
∂(x0)C
∂x
}
= 1 , (2.6)
which happens to be a form of the MAE.2 An exact-projection-type solver capable
of delivering round-off error accurate solutions to (2.6) has been developed, and its
technical exposition will be given elsewhere. Here it is used to show the impact of
(2.5) in two diverse applications on periodic domains: a 3D passive tracer advection in
a steady cellular flow, and a freely evolving 2D turbulence — archetypes of pollution
transport and large-scale atmospheric circulations, respectively. In section 2.2 we
discuss the derivation of MAE, its physical interpretation in terms of flow rotation
and deformation, and the implementation of the MAE solver in the context of a semi-
Lagrangian scheme. Numerical results are presented in section 2.3 and remarks in
section 2.4 conclude the paper.
1 This contrasts with Eulerian finite-volume methods, in which advecting velocities most often
comply with the discrete mass continuity.
2 It may be tempting to argue for (2.5) in terms of the Helmholtz decomposition of vector fields [15],
yet in terms of numerics ∇φ has a simple interpretation of the path-integrated implicit pressure
correction to the explicit estimate v˜.
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2.2 The Monge-Ampe`re equation
2.2.1 Interpretation in terms of flow shear
Here we present the 2D case of (2.6), the archetype of which is considered in section
IV.3 of [36]. For any ∆t > 0, the insertion of (2.5) into (2.6) leads to
Aφxx + 2Bφxy + Cφyy + E(φxxφyy − φ2xy) +D = 0 , (2.7)
where subscripts x and y denote the respective partial differentiations. The coeffi-
cients of (2.7) depend only on partial derivatives of v˜ = (u˜, v˜), such that A = 1−∆tv˜y,
B = 1/2 ∆t(u˜y + v˜x), C = 1−∆tu˜x, D = −u˜x − v˜y −∆t(u˜yv˜x − u˜xv˜y) and E = ∆t.3
To develop an intuition for properties of (2.7) in terms of fluid flow, we consider
the Euler-forward approximation for (2.4) (i.e. v˜ = v) and examine the behavior of
the MAE’s solution in the neighborhood of stationary points (xo, yo), where ∇φ = 0,
in the context of the elemental pure-rotational and pure-deformational incompressible
flows vR = (−y, x) and vD = (y, x), respectively. Accordingly, the vorticity Ωik
(
=
1/2 (∂ui/∂xk−∂uk/∂xi)
)
and deformation Dik
(
= 1/2 (∂ui/∂xk +∂uk/∂xi)
)
tensors
have constant entries (Ω12 = −Ω21 = −1, Ω11 = Ω22 = 0, D = 0) and (D12 =
D21 = 1, D11 = D22 = 0, Ω = 0). Figure 2.1 shows, for each type of flow, the
result of hypothetical trajectory estimates in the vicinity of (xo, yo) = (0, 0). Arrival
points, shown as black dots, lie on an exact flow trajectory (solid lines) and are
linked to their respective departure points (open circles) by a straight line segment
that represents the estimated trajectory. The set of all departure points (dashed
line) and its corresponding set of arrival points (solid line) therefore may be regarded
as the boundaries of the initial and final fluid elements, respectively. Note that the
standard trajectory estimation fails, in each case, to preserve the area of the fluid
3 It can be shown that for L := ∆t ‖ ∂v˜/∂x ‖< 1 (the so called Lipschitz number condition [169])
AC − B2 − DE ( = 1 − 0.25∆t2(∂u˜/∂y − ∂v˜/∂x)2) > 0; that is, the assumption of the Rellich
theorem for the solution existence [36] is satisfied.
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elements and therefore is incompatible with (2.6). Using the correction (2.5), to be
found by solving (2.6) for φ, amounts to displacing the estimated departure points
x0 → (x0)C , in the direction indicated by the arrows, which are everywhere parallel to
∇φ. Thus, figure 2.1 shows that φ compensates, via the action of ∇φ, the anomalous
fluid contraction/expansion.
Figure 2.1. Anomalous fluid contraction/expansion and the MAE correction in the
vicinity of the stationary point (xo, yo) = (0, 0). Solid lines denote exact trajec-
tories, whereas dashed lines mark the hypothetical set of the estimated departure
points. Straight line segments exemplify the trajectories that link particular arrival
points (black dots) to their respective departure points (open circles) and arrows
indicate the direction of the applied MAE correction. The left plate corresponds
to vR, while the two cases of vD are shown with non-intersecting (middle) and
intersecting estimated trajectories (right).
To show how this corresponds to a solution of (2.7), we select a set of coordinate
axes corresponding to the directions of the principal curvatures λ1 and λ2 of φ at
(xo, yo). This allows to set φxy = 0, λ1 = φxx and λ2 = φyy (cf. section 8 in [53])
4,
whereupon (2.7) becomes
(1−∆tD22)λ1 + (1−∆tD11)λ2 + ∆tλ1λ2 =
D11 +D22 −∆tD11D22 + ∆t(D212 − Ω212) . (2.8)
4 We make the assumption that λ1 6= λ2.
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Equation (2.7) constrains λ1 and λ2, and provides information on the type of the
stationary point that must be either a maximum (λ1 < 0, λ2 < 0), a saddle point
(λ1λ2 < 0) or a minimum (λ1 > 0, λ2 > 0). Substituting the components of Ω and
D respective to each elemental flow into (2.8) reveals that only maxima (exemplified
in the left plate of fig. 2.1) and saddle points are possible when v ≡ vR; whereas,
v ≡ vD allows for both minima and maxima (exemplified in the middle and right
plates of fig. 2.1), in addition to saddle points. This categorization is consistent with
pure rotation acting as a source of anomalous contraction only, and pure deformation
acting as a source of both anomalous contraction and expansion. While elemental
flows illustrate the mechanics of the MAE enhancement to the SL schemes, assessing
its utility in the general case of arbitrary Ω and D requires the use of a numerical
solver.
2.2.2 Numerics
Equation (2.3) is integrated in time using the nonoscillatory forward-in-time algo-
rithm — embedded in the general-purpose hydrodynamical simulation code EULAG,
see [150] for a review —
ψn+1i = LEi(ψ˜) + 0.5∆tR
n+1
i ≡ ψ̂i + 0.5∆tRn+1i . (2.9)
where ψn+1i is the solution sought at the grid point (t
n+1,xi), ψ˜ ≡ ψn + 0.5∆tRn,
and LE denotes, a two-time-level either advective semi-Lagrangian [169] or flux-
form Eulerian [164] nonoscillatory two-time level transport operator (viz. advection
scheme).
Standardly for semi-Lagrangian calculations, we approximate path integrals (2.1)
by the second-order accurate mid-point rule
xν+10 = xi −
1
2
∆t(v(xν0, t0) + v(xi, t)) , ν = 0, . . . ,m ; (2.10)
with the first-order estimate of the initial iterate x00 = xi−∆tv(xi, t). Two iterations
of (2.10) suffice for a second-order accuracy, while its convergence is assured for the
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Lipschitz number L smaller than unity [169].5 First-order linear extrapolation of
v(xi, t0) gives an estimate of v(xi, t) and a monotone interpolation procedure is used
to map the former velocity field to the foot of the estimated trajectory v(xi, t0) →
v(xν0, t0) [166].
Once the estimated departure points are obtained from (2.10), they are corrected
according to (2.5); (x0)C = x
m+1
0 +∆t∇φ. A Jacobian-Free Newton-Krylov approach
[48, 106] is used to solve the sparse system of nonlinear equations that results from
(2.6) and its discretization with centered derivatives. The frequency of the MA-solver
application is recognizably inherent to the design of semi-Lagrangian codes; i.e., once
for steady flows, but otherwise once per model time step.
2.3 Results
2.3.1 Passive advection in a cellular flow
Figure 2.2 shows isosurfaces of tracer distributions ψ(x, y, z) = c, identifiable with
the boundaries of fluid elements, after they have been advected with the flow deriving
from the stream-function Ψ(x, y, z) =
(
0, 0, sin(x) sin(y)
)
; (x, y, z) ∈ [0, 2pi]× [0, 2pi]×
[0, 2pi]. The initial distribution is given by the family of concentric spheres
ψ(x, y, z) = max
(
0, 1−
√
(x− xc)2/X2 + (y − yc)2/Y 2 + (z − zc)2/Z2
)
,
with X = Y = Z = 0.4pi and xc = yc = zc = 3pi/2. The latter choice concentrates ψ
near the center of the vortex at (xc, yc, zc), where flow trajectories are close to circles.
The left and right pictures are shown at t = 30P and correspond, respectively, to
the standard SL and MA-enhanced advection, with P = 4F (pi/2|m) denoting the
period of the closed trajectory that passes through the point (x, yc, zc) = ψ
−1(0.383),
expressed in terms of the elliptic integral of the first kind F and the amplitude
5 Here, L = ∆tmax
i
(∑
i,j |vi,j |
)
, where the superscript i identifies a component of the velocity
vector and the subscript j refers to spatial differentiation.
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Figure 2.2. Passive tracer isosurface c = 0.383 in the cellular flow at t = 30P
resulting from the standard SL (left) and MA-enhanced advection (right).
m = 1 − sin(x)2 sin(y)2 [176]. Both simulations were performed at Courant number
3.76 with the second-order monotone interpolation scheme, using a uniform 1283 grid.
The difference between the two solutions appears significant. The isosurface produced
by standard SL advection seems to differ from the initial sphere by its aspect ratio
and volume, whereas the compatible one is hardly distinguishable from it. This is
substantiated in figure 2.3, the left and right plates of which show the corresponding
cross-sections of the isosurface ψ(x, y, z) = c, before and after advection (dashed and
solid contours, respectively).
Table 2.1 compares error norms of a series of MA-enhanced calculations against
the standard SL scheme; the calculations employ various permutations of the second-
and fourth-order-accurate representations of the Jacobian and the interpolator [166].
The second and third columns list, respectively, the order of accuracy of the inter-
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Figure 2.3. Passive tracer cross-sections of the isosurface c = 0.383 at y = 3pi/2
in the cellular flow at t = 0 (thick dashed line) and at t = 30P (thick solid)
resulting from run SLa (left) and run MAa (right).
run O(I) O(J) |J − 1|∞ δψ
SLa 4 2 3.43× 10−4 −0.139
SLb 2 2 3.43× 10−4 −0.135
MAa 4 2 2.96× 10−6 0.020
MAb 2 2 2.98× 10−6 0.024
MAc 2 4 2.96× 10−7 0.003
MAd 4 4 1.18× 10−7 −0.001
Table 2.1. Error norms of tracer advection in the cellular flow on a uniform 1283
grid.
polation scheme O(I) and of the finite-difference flow Jacobian operator O(J) used
in each run. The flow Jacobian error and the total mass(volume) conservation error,
evaluated in the usual Eulerian sense, are shown in the last two columns. The stan-
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dard SL algorithm with O(I) = 4 and O(J) = 2 loses 14% of the total initial mass
content while it gains merely 2% for the MA-enhanced scheme of the same accuracy
(run MAa). Using the O(J) = 4 Jacobian operator reduces this mass excess by an
order of magnitude (run MAd), whereas using the O(I) = 2 interpolator appears less
significant (runs SLb, MAb and MAc).
2.3.2 Freely evolving turbulence
The behavior of standard SL and MA-enhanced algorithms is studied for a freely
evolving constant-density turbulent fluid in two spatial dimensions. The experiments
are performed in the spirit of implicit large-eddy simulation, with modeling the dis-
sipative action of small scales on the large ones by the truncation terms of monotone
interpolation schemes; cf. [52, 150] and references therein. The model domain is a
periodic square with edge size L = 2pi and a uniform grid NX×NY = 1282. The ini-
tial condition uses a fully developed turbulent velocity field, the power spectrum6 of
which agrees well with the power law E(k) = C ′η−2/3k−3, where k is the wavenumber,
η is the enstrophy time rate of change and C ′ is a constant [108].
Figure 2.4 shows the evolution of the kinetic energy, enstrophy, Courant and
Lipschitz numbers, all as a function of a time normalized by the eddy turn-over time
τ ,7 for two simulations using the fourth-order monotone interpolation [166]. The first
experiment (solid curve) employs the standard SL algorithm and the second (dashed
curve) employs the MA-enhanced algorithm. Figure 2.5 displays the error in the flow
Jacobian e = J − 1 in terms of the infinity norm |e|∞ (thick curve) and the error
standard deviation (thin curve) for both experiments, where a maximal absolute error
e = 1 × 10−8 has been enforced for the MA run. While both experiments share the
6 The 2D discrete Fourier transform is performed for each component of the velocity field, after
which the quantity uˆ(kx, ky)uˆ(kx, ky)
∗ + vˆ(kx, ky)vˆ(kx, ky)∗ resulting from standard and MA-
enhanced advections is summed over shells of constant k ≡ |k| =
√
k2x + k
2
y.
7 τ ≡ L/√< v2 >, where < · > denotes the domain average and v is the initial velocity.
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Figure 2.4. Left, normalized kinetic energy and enstrophy (K, E); right, Courant and
Lipschitz numbers (C, L), as a function of the time normalized by eddy turn-over
time, for the standard SL (solid) and MA-enhanced algorithms (dashed).
same numerical stability, as evidenced by the similarities in the evolution of their
respective Courant and Lipschitz numbers, the MA-enhanced algorithm dissipates
kinetic energy at a somewhat higher rate than does the standard SL scheme. As well,
the growth of small eddies into larger structures that is characteristic of 2D geometries
is seen from the initial and final vorticity fields associated with each simulation, shown
in figures 2.6 and 2.7, respectively.
Figure 2.8 shows the power spectra E(k) at different times in the course of the
standard SL (left plate) and MA-enhanced (right plate) simulations. Overall, both
spectra move downward at a similar rate while maintaining a k−3 power law depen-
dence in the inertial subrange. However, in the later stage, t > 3, the MA-enhanced
solution exhibits a more regular spectrum than the SL solution that has a substantial
energy deficit in large-scale eddies with 2 < k < 5. This result is not sporadic but is
reproducible with different initial conditions and the second-order interpolator. Fur-
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Figure 2.5. Flow Jacobian error infinity norm (thick curve) and standard deviation
(thin curve) for the standard SL and MA-enhanced algorithms.
thermore as the resolution increases both solutions converge to a correct result (not
shown), consistent with the footnote 2 interpreting ∇φ in (2.6) as a path integrated,
O(∆t), implicit pressure correction to the explicit estimate of v˜. The implication
of these results is that the energy transfer from the small to the large scales of the
flow is more efficient when compatibility is enforced. One such possible mechanism
is the stretching of material line elements, the effectiveness of which depends upon
whether or not the volume of the fluid elements is conserved. Figure 2.9 shows the
evolution of the standard deviation of the off-diagonal strain distribution σ for both
runs and, indeed, σ in the interval t ∈ [2, 3.5] for the MA algorithm is higher than its
SL counterpart.
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Figure 2.6. Initial vorticity field for the standard SL and MA-enhanced simulations
at 1282 resolution.
2.4 Remarks
Together, the analysis in terms of the elemental flows carried in section 2.2 and the
cellular-flow advection experiments support the importance of enforcing the compat-
ibility of semi-Lagrangian trajectory schemes with the Euler expansion formula. The
advection experiments have shown that both the shape of the fluid elements and the
total mass are better preserved by the MA-enhanced algorithm. Furthermore, the
experiments with freely evolving 2D turbulence have documented the better repre-
sentation of the inverse energy cascade, arguably in response to an increased level of
strain due to the volume preservation of fluid elements.
The present paper introduces the MA enhancement in semi-Lagrangian simula-
tions of fluids. To maximize the accuracy of physical insight (not to minimize the
computational cost), the current study employs an advanced Newton-Krylov MA
solver with round-off error convergence threshold. However, since in standard semi-
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Figure 2.7. Vorticity fields for the standard SL (left) and MA-enhanced (right)
simulations at 1282 resolution taken at t ≈ 4.0.
Lagrangian calculations little attention is given to the behavior of the flow Jacobian
(and thus to the topological realizability of the computed trajectories) only a few con-
verging iterations of a simple MA scheme, based on the Gauss-Seidel or Richardson
methods, may benefit practical applications.
The incompressible-flow context of this paper has been employed mostly for the
transparency of the presentation. The same compatibility concept can be extended
to anelastic and compressible flows, by deriving a discrete MAE from the general
form of the Euler expansion formula in lieu of (2.6). Notably, either anelastic or
compressible systems can employ (2.2) directly with disregard to the compatibility of
the calculated trajectories (cf. section 5a in [169]). Furthermore, without the com-
patibility enforcement, semi-Lagrangian methods relying on conservative mappings
can assure mass conservation with large errors of the flow Jacobian. The impact of
MA enhancements in such cases is far from obvious and warrants further study.
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Figure 2.8. Evolution of the power spectrum E(k) for standard SL (left) and MA-
enhanced algorithms (right).
Figure 2.9. Standard deviation of the off-diagonal strain distribution as a function
of dimensionless time for the SL (solid line) and MA algorithms (dashed line).
70
Acknowledgments
The discussions with Paul Charbonneau are gratefully acknowledged. Comments
from two anonymous referees helped to improve the presentation. This work was
supported in part by the DOE award DE-FG02-08ER64535. The National Center for
Atmospheric Research is sponsored by the National Science Foundation.
Chapitre 3
THE MONGE-AMPE`RE TRAJECTORY CORRECTION
FOR SEMI-LAGRANGIAN SCHEMES
Cet article e´te´ publie´ comme l’indique la re´fe´rence bibliographique
Cossette, J.-F., Smolarkiewicz, P.K. et Charbonneau, P. 2014, The Monge-
Ampe`re trajectory correction for semi-Lagrangian schemes, dans Journal of
Computational Physics, vol. 274, pages 208-229.
et constitue le coeur du premier volet de cette the`se portant sur la correction de
trajectoire du sche´ma semi-Lagrangien d’EULAG. L’article s’ajoute a` la contribution
pre´ce´dente (Chapitre 2) et pre´sente des solutions exactes a` l’e´quation de Monge-
Ampe`re, ainsi que la formulation du solveur nume´rique utilise´ pour trouver sa solu-
tion dans le contexte d’e´coulements de fluides incompressibles arbitraires utilisant des
conditions aux frontie`res pe´riodiques. La correction de la trajectoire est applique´e
a` des expe´riences impliquant la formation de nappes de courant et la reconnexion
magne´tique des lignes de champ (section 1.3.2). Les re´sultats ont e´te´ pre´sente´s dans
le cadre des confe´rences internationales suivantes: Second EULAG Model Users Work-
shop, Sopot, Pologne, 2010 ; 13th European Turbulence Conference, Warsaw, Poland ;
Third International EULAG Workshop on Eulerian/Lagrangian methods for fluids,
Loughborough, Angleterre; Workshop on Large-Eddy simulations of MHD turbulence,
Boulder (CO), USA.
Abstract
Requiring that numerical estimates of the flow trajectories comply with the funda-
mental Euler expansion formula that governs the evolution of a volume of fluid leads
to a second-order nonlinear Monge-Ampe`re partial differential equation (MAE). In
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[Cossette and Smolarkiewicz, Comput Fluids 46, 180 (2011); CS11], a numerical al-
gorithm based on solving the MAE with an inexact Newton-Krylov solver has been
developed and used to correct standard estimates of the departure points of flow
trajectories provided by a classical semi-Lagrangian scheme in the context of an in-
compressible fluid. Here we extend the theoretical analysis of the elemental rotational
and deformational motions presented in [CS11]. In particular, closed-form analytic
solutions are derived for both cases that serve to illustrate the mechanics of the
enhanced trajectory scheme and to address the issues of existence and uniqueness.
Scalar advection shows that the MA correction improves mass conservation substan-
tially by suppressing anomalous fluid contraction. The impact of the MA correction
on complex flows is studied in the framework of an ideal magneto-fluid in which the
formation of current sheets leads to topological changes and reconnection of field
lines. The use of the MA correction improves the numerical stability of the solutions
and prevents trajectory intersections as well as the spurious growth of the magnetic
energy. 2D and 3D examples are presented and the computational performance of
the solver is documented.
3.1 Introduction
Discretizing analytical fluid PDEs into a form that is amenable to numerical integra-
tion has to take into account the key aspects of stability, consistency, accuracy and
efficiency. Depending upon the physical application and the aim of the user, specific
features that are inherent to the analytical model may or may not be incorporated
into the architecture of the numerical algorithm. Such properties are, for instance,
conservation laws, monotonicity, positive-definiteness of the scheme, total-variation
diminishing constraints, or some form of compatibility [158]. In the brief proceed-
ings paper [34], the Monge-Ampe`re (hereafter, MA) trajectory correction for semi-
Lagrangian (SL) integration schemes was introduced as a means to enforce a type of
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compatibility based on the Lagrangian form of the mass continuity equation in the
context of incompressible fluids. The execution of the MA correction requires solv-
ing a diagnostic nonlinear second-order PDE, the Monge-Ampe`re equation (MAE),
to some approximation at each model time step. To interpret the MA correction in
physical terms, we developed in [34] its theoretical analysis for elemental rotational
and deformational motions. Here, we extend this analysis by providing closed-form
analytic solutions for both elemental flows. These solutions illustrate the mechanics of
the trajectory corrections and substantiate the arguments on the solution existence
and uniqueness. The impact of the enhancement on scalar advection is revisited
and its performance in the context of complex flows is assessed using a problem of
relaxation to equilibrium in the ideal classical magnetohydrodynamical (MHD) ap-
proximation. What follows briefly summarizes the framework of SL methods before
introducing the MA correction.
SL discretization schemes arise from a path integration
ψ(x, t) = ψ(x0, t0) +
∫
T
Rd t (3.1)
of a Lagrangian evolution equation
dψ
d t
= R , (3.2)
in which d/dt denotes the total derivative along the flow trajectory T : (x0, t0) →
(xi, t), ψ is an arbitrary intensive fluid variable (e.g., temperature, chemical concen-
tration or velocity component), and R symbolizes the associated right-hand side (e.g.,
heat sources, chemical reactions, or pressure gradient force, respectively). Assuming
the availability of ψ at all grid points xi at the instant t0, advancing the solution to
t = t0 + ∆t invokes three distinct steps. First, trajectories arriving at the grid points
xi at t are evaluated backward by approximating the path integral
x0 = xi −
∫ t
t0
v(x(τ), τ) d τ , (3.3)
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of the kinematic relation dx/dt = v. Second, the advected dependent variable
ψ(xi, t0) is mapped to the set of the departure points ψ(xi, t0)→ ψ(x0, t0) by means
of interpolation. Third, contributions from forcings are accounted for as integrals
along the trajectories [60, 169, 175, 178, 199].
SL methods are widely acknowledged for being superior in computational effi-
ciency and stability relative to Eulerian schemes since they are not subject to the CFL
condition. A major drawback of the classical SL approach is its lack of mass conser-
vation, although improvements exist and are still being explored [156, 177, 194, 201].
Many applications of SL schemes are found in numerical weather prediction (e.g. see
[177] and references therein) and in the modeling of plasma dynamics, e.g. [75, 123].
Intimately linked to the Lagrangian formulation of fluid mechanics is the interpre-
tation of flows in terms of a space-time continuum, where the volume of fluid elements
evolves in accordance with the Euler expansion formula
d ln J
dt
= ∇ · v , (3.4)
with J := det(∂x/∂x0) denoting the flow Jacobian [29, 187]. The flow Jacobian has
the interpretation of the ratio of final (evolved) to initial infinitesimal fluid parcel
volumes (e.g. see [115], chapter I.14). Together with the evolutionary form of the
mass continuity equation
d ρ
d t
= −ρ∇ · v , (3.5)
the Euler formula (3.4) constitutes the base of the Lagrangian form of the mass
conservation law
ρ(xi, t) = Ĵρ(x0, t0), (3.6)
where Ĵ ≡ J−1 = det(∂x0/∂x) is the inverse flow Jacobian [138]. Consequently,
truncation errors in the evaluation of the departure points induce errors in the flow
Jacobian, and so the compatibility of discrete counterparts of the integrals (3.1) and
(3.3) with (3.6) is not ensured. This contrasts with Eulerian finite-volume methods,
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in which advecting velocities most often comply with the discrete mass continuity. In
particular, for incompressible fluids the volume of each fluid element remains constant,
whereupon the relation
Ĵ = 1 (3.7)
becomes a necessary condition for the scheme’s compatibility. We wish to emphasize
that (3.7) alone is not sufficient to ensure the compatibility since it does not take
into account the remapping step, which also participates in the numerical realization
of (3.6). To the authors’ knowledge, the extent to which both aspects affect the flow
physics remains an open question. In this paper, we shall focus on the Lagrangian
aspect of the compatibility, namely (3.7), and examine the impact of incompatible
integrations on the observed flow features.
Specifically, we will enforce (3.7), by correcting the estimated departure points x˜0
according to (x˜0)C = x˜0 + (t − t0)∇φ, with (x˜0)C denoting the corrected departure
points. The potential φ satisfies the PDE implied by
det
{
∂(x˜0)C
∂x
}
= 1 , (3.8)
which happens to be a form of MAE. The latter appears in the fields of mathematical
physics [13, 31, 36, 62], differential geometry [146], image registration [92], grid gener-
ation [25, 48, 179], fluid dynamics [9, 24, 40, 41, 50], magnetohydrodynamics [200] and
cosmology [202]. Seminal work on the MAE goes back to Monge [134], who first
posed the problem of optimal mass transport. Questions of existence and uniqueness
of solutions to the MAE has been addressed in numerous works, e.g. [15, 91, 127].
In general the MAE can have more than one solution, and convexity of the solution
becomes a necessary condition for uniqueness. In cases where the MAE is solved
numerically, convexity can either be enforced through the problem discretization or
by the design of the numerical solver [8, 72].
The paper is organized as follows: In section 3.2 we focus on the 2D case of (3.8)
and study the impact of the MA trajectory correction on the anomalous fluid motions
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that result from numerical approximations. Toward this goal, we use examples of pure
rotation and pure deformation to find closed-form solutions to the associated MAEs
that help assess questions of existence and uniqueness of their implied corrections.
Section 3.3 introduces the numerical framework of the MHD flow solver and MA-
enhanced trajectory algorithm to be used in the experiments in sections 3.4 and 3.5.
Section 3.4 illustrates the effect of the enhanced SL scheme on scalar advection and
mass conservation. In section 3.5 we consider the relaxation of an ideal magnetofluid
in 2D and 3D periodic domains, wherein the formation of current sheets leads to
changes of the magnetic field’s topology. Section 3.6 summarizes the main results
and concludes the paper.
3.2 The Monge-Ampe`re correction
3.2.1 Preliminaries
A wide class of ODE-like discretizations of the trajectory integral (3.3) arise as par-
ticular cases of the general linear formula (2.4.22) in [85], the two-point subcase of
which is particularly relevant to our SL scheme approximation considered here and
can be written as
x˜0 = xi −∆t Φ(t0, t; x˜0,xi) , (3.9)
with t = t0 + ∆t and
Φ = c0 v(t0, x˜0) + c v(t,xi) ≡ v˜ . (3.10)
Here, the weights c + c0 = 1, together with the algorithm used to solve the implicit
system of nonlinear equations (3.9) for the unknowns x˜0, determine the form of the
discrete integral, whereupon v˜ is identifiable with a path-mean velocity.
From (3.4), it can be seen that the vortical part of the velocity does not induce any
change in the volume of a fluid element. Consequently, this motivates a correction to
the estimated velocities in (3.10) as the gradient of a scalar potential, so that (3.9)
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results in
(x˜0)C = xi −∆t
(
v˜ −∇φ) . (3.11)
Notably, the estimated velocity v˜ constructed from fields that satisfy the Eulerian
form of the mass-continuity equation (3.5) on the grid does not ensure (3.6). In
particular, the compatibility of (3.1) and (3.3) with (3.6) demands that both Eulerian
and Lagrangian forms of the mass continuity equation be fulfilled simultaneously. For
an incompressible fluid, this requires that both the prognostic velocity field v, which
is used to construct v˜, satisfies (3.5) and that (3.11) satisfies (3.8). Therefore, (3.11)
has the interpretation of a path integrated implicit pressure correction to the explicit
estimate of v˜.
Focusing, hereafter, the attention on incompressible flows, the enforcement of the
compatibility of (3.11) with (3.6) amounts to substituting (3.11) in (3.8). This leads
readily to a MA equation for the potential φ. For simplicity we discuss the 2D case
considered in section IV.6.3 of [36]. For any ∆t > 0, the resulting MAE can be
written compactly as
Aφxx + 2Bφxy + Cφyy + E(φxxφyy − φ2xy) +D = 0 , (3.12)
where subscripts x and y denote the respective partial differentiations. Given (3.11),
the coefficients of (3.12) depend only on partial derivatives of v˜ = (u˜, v˜), such that
A = 1−∆tv˜y
B = 1/2 ∆t(u˜y + v˜x)
C = 1−∆tu˜x
D = −u˜x − v˜y −∆t(u˜yv˜x − u˜xv˜y)
E = ∆t . (3.13)
Solutions to (3.12) fall into either one of two categories given the discriminant
Λ ≡ AC −B2 −DE > 0 , (3.14)
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everywhere inside the domain Ω. Solutions of the first type obey the inequalities
Eφxx + C > 0 , Eφyy + A > 0 ; (3.15)
whereas, those of the second type satisfy
Eφxx + C < 0 , Eφyy + A < 0 , (3.16)
which are referred to as the type-1 and type-2 solutions, respectively [36]. In par-
ticular, the MAE (3.12) is elliptic if and only if both (3.14) and (3.15) are fulfilled,
which is necessary to ensure the uniqueness of solutions to (3.12). Importantly, the
Lipschitz condition
L ≡ ∆tmax
i
(∑
i,j
|vi,j |
)
< 1 , (3.17)
which assures non-intersection of the estimated flow trajectories (3.9) guarantees
(3.14). Here, the superscript i identifies a component of the velocity vector and the
subscript j refers to spatial differentiation [169]. We refer the reader to appendices A
and B for further discussion on the existence and unicity of both types of solutions.
3.2.2 Elemental flows; closed-form solutions.
To develop an intuition for properties of (3.12) in terms of fluid flow, we examine
some of its solutions in the context of the Euler-forward approximation for (3.9)
(i.e. c0=0 and c = 1 in (3.10)) applied to the elemental incompressible pure-
rotational vR = α(−y, x) and pure-deformational vD = α(y, x) flows, where α = 1s−1
denotes the flow’s amplitude — see fig.3.1. Accordingly, the tensors of rotation
Ωik = 1/2 (∂ui/∂xk − ∂uk/∂xi) and the strain rate Dik = 1/2 (∂ui/∂xk + ∂uk/∂xi)
have the constant entries (Ω12 = −Ω21 = −α, Ω11 = Ω22 = 0, D ≡ 0) for vR and
(D12 = D21 = α, D11 = D22 = 0, Ω ≡ 0) for vD.
MAEs associated with vR and vD are given by, respectively,
φxx + φyy + ∆t(φxxφyy − φ2xy) + α2∆t = 0 (3.18)
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Figure 3.1. Examples of incompressible, pure-rotational (left) and pure-
deformational flows (right) vR and vD.
and
φxx + 2α∆tφxy + φyy + ∆t(φxxφyy − φ2xy)− α2∆t = 0 . (3.19)
3.2.2.1 Pure rotation
One can exploit the rotational symmetry of vR to find solutions to (3.18) of the form
φ(x, y) = F (ξ) ≡ F (x2 + y2). Substituting F into (3.18) and using the chain rule
yields the second order nonlinear ODE
4Fξ(1 + ∆tFξ) + 4ξFξξ + 8∆tξFξFξξ + α
2∆t = 0 . (3.20)
Let G(ξ) = Fξ, so that (3.20) becomes
− 4(1 + 2∆tG)
4G(1 + ∆tG) + α2∆t
dG =
dξ
ξ
, (3.21)
which has the general solution
G =
−1± (1−∆t2α2 − Csξ−1)1/2
2∆t
, (3.22)
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where Cs > 0 is an integration constant. Derivatives of F will be real outside the
circle x2 + y2 = ξ = Cs/β centered about the origin, where β = (1 − α2∆t2)1/2.
Therefore, we let Cs → 0, which yields the particular solutions
F± = − ξ
2∆t
(1∓ β) + C± , (3.23)
together with the associated trajectory corrections
(x˜0)C,± = x˜0 + ∆tFξ∇ξ = x˜0 − (1∓ β)xi . (3.24)
For the purely rotational flow the discriminant (3.14) becomes
Λ = 1− α2∆t2 = β2 > 0 ; (3.25)
the type-1 solution satisfies
Eφxx + C = ∆tφxx + 1 > 0, Eφyy + A = ∆tφyy + 1 > 0 , (3.26)
and the type-2 solution is such that
Eφxx + C = ∆tφxx + 1 < 0, Eφyy + A = ∆tφyy + 1 < 0 . (3.27)
Indeed, we find
Fxx,± = − 1
∆t
(1∓ β) (3.28)
and therefore one has Fxx,+ > −1/∆t and Fxx,− < −1/∆t. A similar expression
yields Fyy,+ > −1/∆t and Fyy,− < −1/∆t. Thus, F+ and F− qualify as the type-1
and type-2 solutions, respectively. Observe that for (3.24) to be well-defined, (3.25)
must be satisfied, for otherwise the correction would have an imaginary part.
The left and right panels of figure 3.2 illustrate, respectively, the effect of the type-
1 and type-2 trajectory corrections implied by (3.24) for the choice α∆t = 0.85, which
assures (3.25). Arrival points xi (squares), lie on an exact flow trajectory (solid line)
and are linked to their respective departure points x0 (diamonds) by the thick red
lines. Likewise, the xi are linked to their corresponding estimated departure points x˜0
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(circles) by straight line segments that represent the associated estimated trajectories.
The set of all estimated departure points (dashed line) and its corresponding set of
arrival points therefore may be regarded as the boundaries of initial and final fluid
elements, respectively. Black dots show the position of the trajectory correction
(3.11), which amounts to the displacement x˜0 → (x˜0)C, everywhere parallel to ∇φ
(arrows). Notably, the Euler-forward prediction xi → x˜0 deviates away from the exact
departure point x0 given by (3.3) and fails to preserve the volume (area in 2D) of the
fluid elements. The flow Jacobian associated with the latter is Jˆ = 1 + (α∆t)2 > 1
and indicates that the volume of initial fluid parcels is always larger than that of final
elements, which is consistent with the expansion of solid circles into dashed circles
seen in fig. 3.2. The flow Jacobian that corresponds to the forward-in-time motion
(i.e. x˜0 → xi), is therefore J = Jˆ−1 = 1/(1 + (α∆t)2) < 1 and implies that the
trajectory estimates cause final fluid parcels to contract relative to the initial ones.
From this perspective — the one that we shall consider in this paper — trajectory
errors that arise from pure rotation are responsible for the anomalous contraction of
fluid parcels.
Observe that the corrected departure points all lie somewhere on the exact flow
trajectory for both type-1 and type-2 solutions, so that anomalous contraction is
avoided. Also, the corrected departure points lie much closer to the exact solution in
the type-1 case than in the type-2 case. Although it is volume-preserving, the type-2
correction lies farther away from the exact solution than the original estimate.
3.2.2.2 Pure deformation
We now consider solutions to (3.19), for which no obvious symmetries can be directly
determined from the flow geometry, as was the case for vR. We will attempt to find
exact solutions to (3.19) by making the assumption that φ exists such that (x˜0)C ≡ x0,
i.e. the trajectory correction yields the exact departure point, which is given by the
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Figure 3.2. Anomalous fluid contraction and the type-1 (left) and type-2 (right) MA
corrections in the vicinity of the stationary point (xo, yo) = (0, 0) for the pure
rotational flow. Solid lines denote exact trajectories, whereas; dashed lines mark the
set of the departure points. Straight line segments represent computed trajectories
that link particular arrival points (squares) to their respective standard departure
points (open circles). Arrows indicate the direction of the applied correction that
gives the corrected trajectory estimates (black dots).
hyperbolic rotationx0
y0
 =
 cosh(α∆t) − sinh(α∆t)
− sinh(α∆t) cosh(α∆t)
x
y
 ,
where (x, y) = xi and (x0, y0) = x0. This allows one to construct solutions to (3.19)
from the first order linear PDEs implied by (3.11)
x0 − xi + ∆t(v −∇φ) = 0 , (3.29)
from which we find that
φ(x, y) =
(
x2 + y2
2∆t
)
(cosh(α∆t)− 1)− xy
∆t
(sinh(α∆t)− α∆t) + C , (3.30)
where C is a constant of integration. Substituting (3.30) into (3.19) shows that it
corresponds to a MAE solution with associated trajectory correction given by
(x˜0)C = x˜0 + x(cosh(α∆t)− 1)− y(sinh(α∆t)− α∆t) ,
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(y˜0)C = y˜0 + y(cosh(α∆t)− 1)− x(sinh(α∆t)− α∆t) . (3.31)
One can easily verify that (3.30) satisfies φxx, φyy > 0 for α∆t > 0 and therefore that
it corresponds to a type-1 solution. Effects of (3.31) for α∆t = 0.7 and α∆t = 1.7
are illustrated, respectively, in the left and right panels of figure 3.3.
Figure 3.3. Anomalous fluid expansion (left) and trajectory intersections (right)
with their respective MA correction in the vicinity of the stationary point
(xo, yo) = (0, 0) for the pure deformational flow.
In this case, the mapping x˜0 → xi has the Jacobian J = (1 − (α∆t)2)−1, which
increases monotonically for 0 < α∆t < 1, becomes singular at α∆t = 1 and is
strictly negative for α∆t > 1. Thus, x˜0 is responsible for anomalous expansion when
0 < α∆t < 1 (i.e. J > 1 or 0 < Jˆ < 1) and trajectory intersections when α∆t > 1 (i.e.
J < 0, Jˆ < 0), as shown by the left and right panels of fig. 3.3, respectively. Unlike
(3.24), (3.31) remains well-defined for all timesteps that violate (3.17), as shown by
the case of intersecting flow trajectories depicted here. For instance, the vD flow
gives L = 2(1.7) = 3.4 > 1 for α∆t = 1.7, thereby violating (3.17). However, its
associated MAE (3.19) yields Λ = 1 > 0, so that (3.14) is satisfied regardless of the
value of α∆t, a special case illustrating that (3.17) is only sufficient for (3.14) to be
applicable.
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A straightforward computation reveals that (3.29) has no solution when v = vR,
which implies that solutions to (3.18) yielding (x˜0)C ≡ x0 do not exist. Furthermore,
∇× (x0 − x˜0) = 0 for the v = vD case, and ∇× (x0 − x˜0) 6= 0 for v = vR, meaning
that the Helmholtz decomposition of the truncation error for the case of pure rotation
has a non-vanishing curl component. Thus, by design, the MA correction is unable
to compensate for this part of the trajectory error, which, however, does not produce
any change in the parcels’ volume — see fig. 3.2. This property is also what restricts
the existence of (3.24) to cases where (3.25) is satisfied.
The analysis in terms of the elemental flows shows that anomalous fluid contrac-
tion and expansion due to Euler-forward trajectory approximations can be attributed
to, respectively, pure rotation and pure deformation. In particular, the case of pure
deformation shows that the physical realizability of the flow can be compromised by
trajectory intersections arising from the anomalous motions if (3.8) is not ensured.
The example of pure rotation has shown that either type-1 or type-2 solutions were
possible candidates for a trajectory correction. The type-2 trajectory correction pro-
vided a less accurate (although volume-preserving) estimate than the prediction given
by the Euler-forward scheme, whereas; the type-1 correction was both more accurate
and volume-preserving.
In general the shear ∇u = Ω + D is a combination of rotation and deformation.
Thus, although elemental flows provide insight into the mechanics of the MAE en-
hancement of the standard SL scheme, assessing the impact of (3.11) on the physics
of fluids requires the use of a numerical solver.
3.3 Numerical implementation
3.3.1 MHD solver
To assess the impact of the MA trajectory correction onto the flow solution we con-
sider the physical system studied in [12], which consists of the perfectly conduct-
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ing, constant density magneto-fluid described by the classical MHD incompressible
Navier-Stokes equations
dv
dt
= −∇pi′ + 1
ρoµo
B · ∇B + ν∇2v , (3.32)
dB
dt
= B · ∇v, (3.33)
∇ · ρov = 0 , (3.34)
∇ ·B = 0 , (3.35)
where B is the magnetic field vector (in Tesla units) and pi′ incorporates both a
density-normalized pressure perturbation and magnetic pressure [165]. Here we use
ρo = 1kg m
−3 and µo = 1N A−2, with ν = 0.0039m2 s−1 denoting a uniform, constant
kinematic viscosity.
Using (3.35), the Lorentz force B · ∇B and magnetic induction B · ∇v terms are
further written in conservative form
B · ∇BI = ∇ · (BBI), B · ∇vI = ∇ · (BvI) , (3.36)
where I stands for the Ith components of (3.32) and (3.33).
To outline numerical approximations for the system (3.32)-(3.35) it is useful to
symbolize the prognostic equations of the system in the form of (3.1)
dΨ
d t
= R , (3.37)
where Ψ = {v,B}T and R = {Rv,RB}T denote, respectively, the vectors of prog-
nosed dependent variables and associated forcings on the rhs of (3.32) and (3.33).
The equations (3.37) are integrated using the MHD extension of the EULAG
model, a general-purpose simulation code built on the non-oscillatory forward-in-time
algorithms — see [165] for a detailed exposition —
Ψni = LEi(Ψ˜) + 0.5∆tR
n
i ≡ Ψ̂i + 0.5∆tRni , (3.38)
86
where Ψni is the solution sought at the grid point (t
n,xi), Ψ˜ ≡ Ψn−1+0.5∆tRn−1, and
LE denotes a two-time-level, optionally advective semi-Lagrangian [169] or flux-form
Eulerian [164] nonoscillatory transport operator (viz. advection scheme). Because
of the focus of the current paper on the semi-Lagrangian integrations of the govern-
ing equations such as (3.32)-(3.35), the template algorithm (3.38) is thought as a
realization of the trapezoidal approximation of the path integral (3.1).
To allow for such features as grid adaptivity and to facilitate the implementation
of boundary conditions in the possibly time-dependent geometries (e.g. spherical,
cylindrical, etc.) that some problems dictate, EULAG performs all computations
(3.38) in a computational space (t¯, x¯), distinct, in general, from the physical space
(t,x), in which the solution is sought [149]. Here we shall restrict ourselves to the
impact of the MA correction in the context of static and uniform Cartesian meshes,
in which case both spaces are identical (t¯, x¯) ≡ (t,x).
The template algorithm (3.38) is implicit with respect to all prognosed dependent
variables and must be inverted algebraically subject to the discrete forms of the
divergence constrains (3.34) and (3.35). To achieve this, (3.38) is written as a fixed-
point iteration
Ψn,νi = Ψ̂i + 0.5∆tL(Ψ)
n,ν
i + 0.5∆tN(Ψ)
n,ν−1
i − 0.5∆t∇Φ|n,νi , (3.39)
that separates R into terms that are linear L(Ψ) and nonlinear N(Ψ) with respect
to Ψ as well as a gradient of the potential Φ = (pi′, pi′, pi′, pi∗, pi∗, pi∗) that incorporates
the physical pressure gradient of (3.32) together with ∇pi∗, an auxiliary perturbation
added to the rhs of (3.33) that compensates truncation error departures from (3.35)
at each outer iteration ν of (3.39). Lagging the nonlinear term behind all the other
terms in (3.39) enables one to recover a closed form expression for Ψn,νi linear in Φ
n,ν
i
Ψn,νi = [I− 0.5∆tL]−1i
( ̂̂
Ψ− 0.5∆t∇Φn,ν
)
, (3.40)
where
̂̂
Ψ = Ψ̂+0.5∆tN(Ψ)n,ν−1. Acting on (3.40) with the discrete analogs of (3.34)
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and (3.35) produces two large sparse linear, generally nonsymmetric systems which
are then inverted for pi′ and pi∗ by using the preconditioned generalized conjugate
residual (GCR) method [57], highlighted in the next section. The trapezoidal integral
in (3.39) assumes that all contributions to R are treated to second-order accuracy.
However, here we treat the Fickian diffusion term on the rhs of (3.32), which we
denote by R˜, separately from other forcings by reproducing the Euler forward integral
structure in the argument of the transport operator LE in (3.38): Ψ˜ ≡ Ψn−1 +
0.5∆t(R + 2R˜). Upon recovery of Ψn,ν , the total implicit forcing RI = LΨ−∇Φ is
returned as RIn = (0.5∆t)−1(Ψn,ν − ̂̂Ψ); whereas, the total explicit forcing REn =
N(Ψ) + R˜ is obtained from its definition using the updated solution Ψn,ν .
In the actual implementation, the sequence of steps that leads from Ψn,ν−1 to
Ψn,ν consists of two consecutive blocks that amount to, respectively, the solution of
(3.32)-(3.34) and (3.33)-(3.35). Each step in the sequence ν = {1, . . . , ν?} uses the
most current update of the velocity and magnetic field, whenever those are made
available inside each block. The first block begins with finding a first guess for the
magnetic field through the inversion of the evolutionary form of (3.33)
B
ν−1/2
i = B̂i + 0.5∆t(B
ν−1/2 · ∇vν−1)i , (3.41)
in which an O(∆t2) estimate of the velocity v0 = 2vn−1 − vn−2 is used at ν = 1.
Here the superscript ν − 1/2 means that (3.41) is half-way from the completion of
the outer iteration. Together, v̂i and (3.41) produce the explicit part of (3.40), which
now becomes available for the solution of the elliptic problem for pi′
vνi = v̂i +
0.5∆t
ρoµo
(∇ ·BB)ν−1/2i − 0.5∆t∇pi′|νi
1
ρo
(∇ · ρov)νi = 0 . (3.42)
The second block begins with finding a new solution to (3.41) using the updated
velocity
B
ν−1/4
i = B̂i + 0.5∆t(B
ν−1/4 · ∇vν)i , (3.43)
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to be used in the elliptic problem for pi∗
Bνi = B̂i + 0.5∆t(∇ ·Bν−1/4vν)i − 0.5∆t∇pi∗|νi
(∇ ·B)νi = 0 , (3.44)
the solution of which completes the outer iteration. Typically, two or three iterations
are sufficient for a practically converged solution, and so here we use ν? = 2 [165].
3.3.2 Trajectory schemes
We approximate path integrals (3.3) by selecting either of c0 = 0 and c1 = 1 or
c0 = c1 = 1/2 in (3.10). The former gives the Euler-forward approximation to (3.3)
x˜00 ≡ xi −∆tv(x˜i, t) (3.45)
that either provides the final approximation or the initial iterate for the second-order-
accurate mid-point rule
x˜κ0 = xi −
1
2
∆t(v(x˜κ−10 , t0) + v(xi, t)) , κ = 1, . . . , κ
∗ , (3.46)
that arises from the latter choice of coefficients. Two iterations of (3.46) suffice
for a second-order accuracy, while its convergence is assured provided the Lipschitz
constant L (3.17) is smaller than unity [169]. First-order linear extrapolation of
v(xi, t0) gives an estimate of v(xi, t) and a fourth-order-accurate monotone interpo-
lation procedure is used to map the former to the footpoint of the estimated trajectory
v(xi, t0)→ v(x˜κ−10 , t0) [166].
Once the estimated departure points are obtained from (3.45) or (3.46), they are
corrected according to (3.11);
(x˜0)C = x˜
κ∗
0 + ∆t∇φ, κ∗ = 0, 1, 2, . . . . (3.47)
To obtain φ, we solve approximately the nonlinear boundary value problem given by
substitution of (3.47) into (3.8)
F(φ)i ≡ det
{
∂(x˜0)C
∂x
}
i
− 1 = 0 , (3.48)
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where ∂/∂x symbolizes centered finite-differences. For simplicity, we employ periodic
boundary conditions for the trajectory correction, ∇φ, in (3.11) and use a Jacobian-
Free Newton-Krylov (JFNK) approach to find a solution to (3.48) [106, 121, 200].
Under condition (3.17), periodicity implies that the only admissible solutions are
type-1 — see the discussion in appendices A and B.
JFNK methods derive from the expansion of (3.48) into a multivariate Taylor
series
Fi(φm+1) = Fi(φm) + (J (φm)δφm)i + H.O.T. (3.49)
where J = ∂F/∂φ is the N ×N Jacobi matrix of F with N representing the number
of grid points, δφm = φm+1 − φm and H.O.T. denote the higher-order terms of the
expansion. Neglecting H.O.T. and setting Fi(φm+1) = 0 gives rise to the classical
Newton’s method: for any initial guess φ0,
For m = 0, 1, 2, · · · until convergence do :
Solve (J (φm)δφm)i + Fi(φm) = 0 for δφmi , (3.50)
Set φm+1i = φ
m
i + δφ
m
i , (3.51)
Exit if ||rm+1||/||r0|| ≤ ε , (3.52)
enddo.
where || · || is a user-defined norm, rm = F(φm) is the residual and ε < 1. Using a
direct method to solve (3.50) requires explicit evaluation and storage of J ’s entries.
However, in problems arising from physical applications, obtaining an analytical ex-
pression for J may not always be practical or possible. In particular, the cost of
storing matrix entries when the number of unknowns is large (N ≈ 106 − 107 in this
study) may become prohibitively expensive memory-wise. Instead, we solve (3.50)
approximately using an iterative Krylov method until the following convergence cri-
terion is satisfied
||J (φm)δφm + F(φm)|| ≤ ηm||F(φm)|| , (3.53)
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where ηm is the so-called forcing term, which controls the accuracy of the linearized
problem (3.50) [18]. The forcing term must be chosen such as to avoid solving (3.50)
with unnecessary accuracy (viz. oversolving) and to assure quadratic convergence of
the Newton iteration when sufficiently close to the solution. This is done using the
approach discussed in section 6.3 of [102], in which
ηm = min(ηmax,max(η
C
m, 0.5τt/||F(φm)||)) , (3.54)
ηCm =

ηmax, m = 0
min(ηmax, η
A
m), m > 0, γη
2
m−1 ≤ 0.1
min(ηmax,max(η
A
m, γη
2
m−1)), m > 0, γη
2
m−1 > 0.1
(3.55)
and ηAm = γ(||F(φm)||/||F(φm−1)||)2 and τt = τa + τr||F(φ0)||. In contrast to [102],
where || · || denotes the Euclidean norm in RN (e.g. L2), here it represents the L∞
norm.
To reduce the effort in coding and because of our own experience with the numer-
ical machinery already imbedded in the EULAG-MHD model, we seek the solution
of (3.50) by employing the GCR algorithm, the use of which is first and foremost
intended for the solution of elliptic problems (3.42) and (3.44). For the reader’s con-
venience, here we outline GCR as customized for (3.50). Toward this end, we write
the linear system (3.50) as
L(δφm) = Q , (3.56)
where L(δφm) ≡ J (φm)δφm and Q ≡ −F(φm). As a result of its use in all-scale
atmospheric applications on the sphere, the formulation of the GCR solver in EULAG-
MHD allows for operator preconditioning. Left-preconditioning is assumed, which
consists in replacing (3.56) with the alternate problem
P−1[L(δφm)−Q] = 0 , (3.57)
where P is the preconditioning operator. Under this assumption, augmenting (3.56)
with a kth-order damped oscillation equation and using variational arguments that
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determine the parameters of its discretization to assure the minimization of the resid-
ual errors 〈aa〉 in the norm defined by the inner product 〈··〉 leads to the following
algorithm for the progression of the solution [181]. For any initial guess δφm,0, set
a0i = L(δφm,0)−Qi, p0i = P−1i (a0); then iterate:
For i = 1, 2, · · · until convergence do
for j = 0, · · · , k − 1 do
β = − 〈a
jL(pj)〉
〈L(pj)L(pj)〉 ,
δφm,j+1i = δφ
m,j
i + βp
j
i ,
aj+1i = a
j
i + βLi(pj) ,
exit if ||aj+1|| ≤ ηm||rm|| ,
qi = P−1i (aj+1) ,
Evaluate Li(q) ,
∀l=0,j αl = 〈L(q)L(p
l)〉
〈L(pl)L(pl)〉 ,
pj+1i = a
j+1
i +
j∑
l=0
αlp
l
i ,
Li(pj+1) = Li(aj+1) +
j∑
l=0
αlLi(pl) ,
end do ,
reset [δφm, a, p,L(p)]ki to [δφm, a, p,L(p)]0i ,
end do .
Only one matrix-vector operation per solver iteration is needed in the above pro-
cedure, which we approximate as
Li(q) = (J (φm)q)i ≈ Fi(φ
m + (φm, q)q)−Fi(φm)
(φm, q)
, (3.58)
whereupon no knowledge of the Jacobi matrix itself is needed, hence the name
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‘Jacobian-Free’. To ensure that φm is properly perturbed each time (3.58) is evalu-
ated, the increment  is scaled according to
(φ, q) := max(|〈φmq〉|/||q||2, 1.)sgn(〈φmq〉)h/||q||2 , (3.59)
where || · ||2 symbolizes the L2 norm; see [18] for a detailed discussion on the defi-
nition of (3.59). Since (3.58) is O()-accurate, h must be larger than the machine
epsilon mach to prevent contamination by cancellation errors. In our double-precise
calculations we have used h = O(√mach) = 1×10−7[102]. Our solver uses δφm,0 = 0,
initializes φ0 with the solution from the previous timestep and employs parameters
k = 2, γ = 0.9, ηmax = 0.5, τa = 1 × 10−15 and τr = 1 × 10−4 for the absolute and
relative error tolerances, respectively.
The GCR solver used for the solution of elliptic problems (3.42) and (3.44) em-
ploys a line-relaxation preconditioner based on an implicit Richardson iteration [181].
Although one could devise a similar approach for (3.48) and incorporate it into the
JFNK framework, here we do not study the impact of left-preconditioning on the
convergence of the solution and chose P = I ≡ the identity matrix.
Mappings of Ψ˜ variables to the departure points given by either of (3.45), (3.46) or
(3.47) are carried out with the fourth-order-accurate monotone interpolation scheme
and give the output of the LE operator in (3.38).
3.4 Scalar advection
Scalar advection experiments were first used in [34] to demonstrate the benefit of
the MA trajectory correction for mass and shape preservation. In this section we
use similar experiments to analyze the impact of the solver’s accuracy and to present
a concrete example of anomalous fluid contraction produced by standard trajectory
estimates (cf. section 3.2.2.1). Solutions are sought for two different initial scalars
using a cellular flow given by the stream-function ζ = sin(x) sin(y), with (x, y) ∈
[−pi, pi]×[−pi, pi]. The first scalar is specified as ψ1 = max(0, 2|ζ−7|); sine hills located
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at the center the flow’s vortices, whereas; the second uses the same distribution shifted
to the right by δx = 0.25pi (hereafter, ψ2). Each panel of figure 3.4 shows isolines
of initial/evolved scalars in a single cell [0, pi] × [0, pi] at a time t? = t/τ , where t
is physical time and τ ≡ pi/1 ms−1 ≈ 3.14s is defined as the cell’s turn-over time.
The latter is displayed at the top of each figure, along with the minimum (mn) and
maximum (mx) of the advected scalar. Arrows mark flow trajectories and indicate the
flow magnitude and direction across the domain. Table 3.1 shows statistics of scalar
advection experiments using either of ψ1 or ψ2 as initial condition. Each row displays,
from left to right, the identifier of the experiment, the L∞ norm of the MA solver
residual, its variance σ, the time t? at which the data has been taken, and finally
the first and second moments of the conservation error δψ ≡ ∫
Ω
ψ(t) d V/
∫
Ω
ψ(t =
0) d V − 1 and δψ2 ≡ ∫
Ω
ψ(t)2 d V/
∫
Ω
ψ(t = 0)2 d V − 1. The first slot in the identifier
of each experiment corresponds to the initial condition used (i.e. i = {1, 2} for ψi),
next comes the order of accuracy of the trajectory scheme that is employed (i.e. first-
order or second-order) and finally the logarithm to the base 10 of the convergence
threshold ε, with zero meaning that no correction has been applied.
Isolines of ψ1, shown as solid lines in the top-left panel of fig. 3.4, are, to a con-
stant, identical to the streamlines and therefore v ·∇ψ1 = 0 implies that ∂ψ1/∂t = 0.
Top-right and bottom-left panels show, respectively, the evolved ψ1 scalar distribu-
tion resulting from the uncorrected scheme (run 1-1-0) and the solution obtained by
applying the MA trajectory correction using ε = 1 × 10−2 (run 1-1-2) at t? = 6.38.
Scalar isolines, also identifiable with boundaries of fluid elements, have moved in-
wards toward the center of the vortex in the solution using the uncorrected scheme as
a result of the anomalous fluid contraction, whereas; those of the MA-enhanced solu-
tion appear almost unchanged by the revolutions — see figure 3.2 for an illustration
of anomalous fluid contraction produced by first-order-accurate trajectory estimates.
While the former has lost more than 98% of its total mass and 33% of its amplitude
after ≈ 6 revolutions, the latter only suffered 0.2% mass and 2% amplitude losses
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SL run |Jˆ − 1|∞ σ t? δψ(t) δψ2(t)
1-1-0 4.00× 10−2 4.00× 10−2 6.38 -0.9759 -0.9813
1-1-2 1.37× 10−4 9.20× 10−5 6.38 -0.0021 -0.0105
1-1-4 1.98× 10−6 1.98× 10−6 6.38 0.0062 -0.0010
1-2-0 4.03× 10−4 3.95× 10−4 6.38 -0.0214 -0.0320
1-2-2 1.37× 10−7 1.37× 10−7 6.38 0.0053 -0.0009
1-2-0 4.03× 10−3 3.95× 10−4 315.29 -0.8101 -0.8728
1-2-2 1.37× 10−7 1.37× 10−7 315.29 0.1014 0.0347
2-1-0 4.00× 10−2 4.00× 10−2 6.38 -0.9087 -0.9685
2-1-2 1.37× 10−4 9.20× 10−5 6.38 -0.0372 -0.2327
Table 3.1. Results of scalar advection experiments. The first integer in the first
column indicates which initial condition is used (i.e. ψ1 or ψ2), the second stands
for the order of accuracy of the trajectory scheme and the third is the base-10
logarithm of ε (zero means no correction is performed). The second and third
columns show, respectively, the L∞ norm and variance of the inverse flow Jacobian
residual. The fourth column displays the non-dimensional time corresponding to
the first and second moments of the conservation error, which are shown in the fifth
and sixth columns, respectively.
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Figure 3.4. Initial and evolved passive scalars for selected runs displayed in table
3.1. Each panel shows a snapshot of a tracer’s isolines, where arrows denote the
magnitude of the constant flow velocity along a panel’s diagonal. The time at which
each snapshot is taken, along with the minimum and maximum of the advected
scalar are displayed at the top of each panel. The upper left panel shows the initial
condition for theψ1-experiments. Classical SL (run 1-1-0) and MA-enhanced results
(run 1-1-2) are plotted, respectively, after 6.4 turn-over times in the top-right and
bottom-left panels. The bottom-right panel shows the solution of run 1-2-0 at the
same instant.
— see table 3.1. Imposing ε = 1 × 10−4 (run 1-1-4) instead produces a 0.6% mass
increase and improves the conservation of δψ2 by a factor of 10 with respect to run 1-
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1-2. The solution of run 1-2-0 (bottom right panel), which uses second-order-accurate
uncorrected trajectory estimates, can hardly be distinguished from the MA-enhanced
solution of run 1-1-2 by its isolines, apart from a 10 times larger mass loss.
The top-left panel of fig. 3.5 shows the tracer that results from corrected second-
order-accurate trajectory estimates (run 1-2-2). Its solution is qualitatively similar to
Figure 3.5. Evolved passive scalars for run 1-2-2 at t? = 6.38 (top left), run 1-2-0
at t? = 315.29 (top right), run 1-2-2 at t? = 315.29 (bottom left) and run 2-1-2
at t? = 6.38, which uses ψ2 (pale dotted lines) as initial condition (bottom right).
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those of runs 1-1-2 and 1-2-0, as far as its shape is concerned. However, it loses 4 times
less mass than run 1-2-0 and has a δψ2 smaller by two orders of magnitude. Notably,
runs 1-2-2 and 1-1-4 give basically the same statistics. Top right and bottom left
panels show, respectively, the solutions of runs 1-2-0 and 1-2-2 after ≈ 315 turn-over
times, at which point the MA-enhanced solution still gives a result that looks very
similar to the tracer obtained after only six turn-over times, whereas; the classical SL
solution exhibits noticeable anomalous contraction of the fluid elements. Thus, even
when employing a second-order-accurate trajectory scheme, the standard SL solution
loses 81% of its total mass after a very long time; whereas, the MA-enhanced run
gains a mere 10%.
The bottom-right panel of figure 3.5 shows the result of MA-enhanced advection
for the ψ2 scalar (run 2-1-2), where the initial scalar is represented by the pale dotted
lines. Unlike ψ1, ψ2 does not satisfy v · ∇ψ2 = 0 at t? = 0 and transport occurs per-
pendicular to the isolines, thereby leading to the formation of filamentary structures
that prevent an equally accurate treatment by the interpolation algorithm. Conse-
quently, the MA-enhanced run loses ≈ 15 times more mass when evolving ψ2 than
ψ1 (run 1-1-2). Nevertheless, this loss is still only 4%, as opposed to 91% for the
uncorrected scheme (run 2-1-0). Thus, even though runs 1-1-2 and 2-1-2 both use
the same set of corrected departure points, the accuracies to which they effectively
enforce (3.6) differs entirely as a result of interpolation.
The analysis of the 2D MAEs in section 3.2 shows that type-1 and type-2 solu-
tions are the only possible candidates for a trajectory correction if (3.14) is satisfied.
Moreover, the type-1 solution turned out to be the most accurate for the case of
pure rotation. The discussion in appendix B further shows that type-2 solutions are
forbidden by periodic boundary conditions if (3.17) is satisfied. Table 3.2 displays the
properties of MAE solutions that were found in the context of scalar advection tests,
for which L ≈ 0.4 < 1. The first column shows the identifier of each MA-enhanced
run, the second shows the minimum of the discriminant Λ in (3.14); whereas, third
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SL run min{Λ} min{Eφxx + C} min{Eφyy + A}
1-1-2 0.9200 0.5934 0.5935
1-1-4 0.9200 0.5934 0.5935
1-2-2 0.1939 0.8168 0.8168
Table 3.2. Properties of MAE solutions found for scalar advection tests. The first
column displays the run’s identifier, the second displays the minimum on the grid of
the discriminant Λ in (3.14), and the last two columns show the minima of functions
Eφxx+C and Eφyy+A that are used to discriminate between type-1 and type-2
solutions, as per inequalities (3.15) and (3.16).
and fourth columns show the minima of functions Eφxx + C and Eφyy + A that are
used to discriminate between type-1 and type-2 solutions based on (3.15) and (3.16),
respectively. Since (3.14) and (3.15) are fulfilled by all three solutions, they are all
type-1, which is in accordance with the theoretical predictions.
Scalar advection tests demonstrate that the MA-enhanced solutions supersede
those of the standard SL scheme with respect to the accuracy to which (3.6) is
enforced. The impact of the MA enhancement of the estimated departure points
on conservativity, however, is ultimately controled by interpolation, which becomes
a key player in the numerical realization of (3.6) whenever sharp gradients appear in
the solution — recall the discussion in the introduction.
3.5 Relaxation of an ideal magneto-fluid
The zero-resistivity plasma described by equations (3.32)-(3.35) belongs to ideal
MHD, a special case of the general MHD approximation. In this regime, the mag-
netic flux through a material fluid surface is constant and the field lines are said to be
‘frozen’ into the fluid, as per Alfve´n’s theorem [63]. Consider the situation where fluid
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motions have brought into contact two surfaces having zero normal magnetic flux,
or simply flux surfaces. If the tangential component of B at their common interface
changes direction discontinuously as one moves across it, we say that a tangential
discontinuity (TD) has formed. By Ampe`re’s law (∇ × B = µoj), a TD implies the
existence of a thin layer of increased current density j, or current sheet (CS) [142].
For this reason, the terms TD and CS refer to the same physical entity and they
may be used interchangeably. In a real plasma with finite but small resistivity, the
enhanced dissipation of magnetic energy (ME) within the CS can lead to a local
breakdown of the frozen-in condition thereby allowing field lines pertaining to each
flux surface to reconnect [12]. Consequently, reconnection is accompanied by a re-
lease of ME into other forms of energy, such as kinetic and internal energies. It is
fundamental to explaining phenomena such as solar coronal mass ejections, flares,
and geomagnetic substorms [86, 105, 189]. The heating that results from Joule dis-
sipation also makes it a likely candidate that could account for the million-degree
temperatures observed to characterize the solar corona [44, 141, 152]. The ubiquitous
nature of reconnection may be understood as a manifestation of the tendency for
fields in a close-to-ideal MHD regime to spontaneously develop TDs. In particular,
analytical studies show that the topology of continuous fields in a static equilibrium
(i.e. for which −∇pi′ +∇ · (BB)/(µ0ρ0) = 0 in (3.32)) is not compatible, in general,
with that of an arbitrary, non-equilibrium configuration [99]. The only way for the
system to attain such an equilibrium is therefore to modify its topology by means of
reconnection.
Under the frozen-in condition, TD formation may be captured by following the
evolution of pairs of flux surfaces, collectively represented by sets of level surfaces
S1(x, t) and S2(x, t), also called Euler potentials
DS1/Dt = 0 , (3.60)
DS2/Dt = 0 . (3.61)
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Since the field is tangent to the flux surfaces, it must be everywhere parallel to their
intersection
B = W (S1, S2)∇S1 ×∇S2 , (3.62)
where W (S1, S2) controls the field amplitude. Together with (3.62), (3.60) and (3.61)
completely determine the evolution of B [12]. However, the possibility of infinitely
long field lines or torsion limits the description in terms of Euler potentials to the
case of zero magnetic helicity
H ≡
∫
Ω
A ·B d V = 0 , (3.63)
where A is the magnetic vector potential [12, 122].
Here we will assess the impact of the MA correction on the evolution of a relaxing
magneto-fluid by solving (3.32)-(3.35). In this system, total energy decreases mono-
tonically as the viscous force drags the fluid toward a state of minimum magnetic en-
ergy with v = 0 (i.e. the total energy rate-of-change χ = dE/dt ≤ 0) [12]. Moreover,
the finite resistivity that is necessary to achieve topological change must arise from
the truncation terms of numerical approximations (3.38). The initial condition for
the velocity and magnetic field are given by v = 0 and (3.62) with S1 = cos
2(y) sin(x),
S2 = z and W = 1. In addition to (3.32)-(3.35), (3.60) and (3.61) are integrated in
time and space as Snj i = LEi(Ŝj), j = {1, 2} to recover the Euler potentials, which
are useful for the identification of TDs. This approach obviates the need to integrate
B to obtain S1 and S2 and therefore eliminates errors that come along with such a
procedure. Although the approach consisting of (3.60), (3.61) and (3.62) could be
used as a alternative to the algorithm exposed in section 3.3, it is less general than
the latter and involves errors of its own, e.g. see [14]. However, in the present context
it provides a convenient means of assessing the uncertainty of numerical solutions and
the enforcement of the frozen-in condition, as will be shown shortly.
Before the start of each simulation, the field resulting from the finite-difference
operators used to evaluate (3.62), which is denoted by Ba, undergoes divergence
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cleaning through the elliptic problem for pi∗: ∇·B = ∇·(Ba−∇pi∗) = 0 to ensure the
discrete form of (3.35) to a round-off error. The pressure perturbation pi′ is set to zero
initially, thereby setting up an imbalance in (3.32), (i.e. −∇pi′+∇·(BB)/(µ0ρ0) 6= 0).
We shall describe the system’s evolution using the non-dimensional time t? = t/tA,
where t is simulated physical time and tA ≡ 2pi/vA ≈ 6.28s is the typical time it takes
for a magnetic disturbance to cross the system, also called dynamical time. Here
vA = (B0/
√
µ0ρ0) is the Alfve´n velocity and B0 = 1T is the maximal strength of the
initial field. The timestep size is ∆t = 8×10−3s or, equivalently, 1.27×10−3 dynamical
times, which is five times smaller than the maximal timestep required for the stability
of viscous dissipation and 15 times smaller than the timescale of reconnection (based
on the shortest timescale of magnetic energy release in a reconnection event from
our 2D experiments). We begin by considering a 2D setup and then move on to 3D
analogs of the same experiment.
3.5.1 2D magneto-fluid
Analyzed in this section are an uncorrected classical SL and a MA-enhanced solution
using ε = 1×10−2 in (3.52), both of which employ a second-order-accurate trajectory
scheme. The domain is a doubly-periodic square box of size [−pi, pi] × [−pi, pi] and a
uniform grid resolution NX = NY = 256 is used.
Figure 3.6 shows the magneto-fluid at various times during its evolution for the
experiment using the MA trajectory correction. Each panel displays isolines of the
Euler potential S1 (white lines), which are superposed over a color map of the verti-
cal component of the current density (jz). Since the fluid is 2D, the isolines can be
identified with individual magnetic field lines as long as the frozen-in condition holds
to a satisfactory degree. Black arrows show randomly selected magnetic field lines
constructed from the prognosed field and indicate the sense of B. The alignment be-
tween isolines and random field lines therefore provides a measure of the enforcement
of the frozen-in condition.
102
Figure 3.6. Relaxation of a magneto-fluid into equilibrium. Each panel shows a color
map of the vertical component of the current density, over which are superposed
isolines of the Euler potential S1 along with randomly selected magnetic field lines
(arrows). The upper-left panel shows the initial (un-balanced) condition. Other
panels correspond to snapshots taken at non-dimensional times t? = 5.6 (top-
right), t? = 12.74 (bottom-left) and t? = 51 (bottom-right). Note the widely
differing ranges of scales of the current density in all four panels.
The initial state at t? = 0 (upper-left panel) consists of six sub-systems of closed
field lines, or ‘magnetic islands’. Islands to the left of the x = 0 axis have counter-
clockwise oriented field lines and therefore a positive current density pointing into
the plane of the figure at their center, whereas; those to the right have a clockwise
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orientation and a corresponding negative current density. This state is unstable as
a result of its unbalanced magnetic stresses and so it will seek an equilibrium in
which the balance of forces is met. At t? = 5.6 (upper-right panel), the islands al-
ready have contracted horizontaly and expanded vertically so that they now press
against each other across the former neutral lines at y = ±0.5pi. Observe that the
horizontally component of B abruptly changes sign across those two lines and that
CSs have formed in these regions, also called magnetic X-points, which have been
labeled by letters a,b,c and d. In particular, the level curves S1 = ±0.0345, which
used to represent closed field lines at t? = 0, now extend from y = −pi to y = +pi
as a result of their reconnection across the y = ±0.5pi lines. TDs appear here as
cusps in the isolines where the field lines are non-differentiable. This quasi-static flow
configuration (or quasi-static state) persists until t? ≈ 10, when it finally destabilizes
as islands on each side of CSs at c and d are propelled towards each other by the
tension of the reconnected field lines and begin merging into larger structures — see
the lower-left panel of fig. 3.6 (t? = 12.74). Only three subsystems out of six remain
at t? = 51, where the system appears to have attained another quasi-static state —
see the lower-right panel of fig. 3.6. Apart from slight misalignments between isolines
and field lines taking place close to the O-shaped current-carrying regions at c and b
in the final state, the agreement between the field predicted from the Euler potentials
and the one obtained from the integration of (3.32)-(3.35) throughout the rest of the
evolution is remarkable. The process depicted by fig. 3.6 and by which reconnected
field lines evolve from the harmonic into the subharmonic mode is known as the co-
alescence instability and has been widely studied both analytically and numerically
[42, 148, 162].
Histories of the normalized total kinetic energy (KE) and total magnetic energy
(ME) corresponding to the time sequence displayed in figure 3.6 appear in the top
panel of figure 3.7, where they are displayed by black and red curves, with continu-
ous and dotted curves corresponding to runs using the classical SL and MA-enhanced
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Figure 3.7. Top: Kinetic energy (black) and magnetic energy (red) for the classical
SL solution (continuous) and for the MA-enhanced solution (dots). 2nd panel from
the top: Total energy rate-of-change for standard (black continuous line) and MA-
enhanced runs (red dots). 3rd panel from the top: Cross-helicity for the classical SL
(black continuous) and MA-enhanced solutions (red dots). Bottom panel: Minimum
(continuous) and maximum of Jˆ (dots) for the classical SL (black) and MA-enhanced
solutions (red). The time axis is non-dimensional time t?.
algorithms, respectively. The panel immediately below shows the total energy rate-of-
change χ, where black continuous and red dotted curves correspond to the standard
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SL and MA-enhanced SL runs. The KE first increases from zero to reach approxi-
mately 4% of the total initial ME as the islands are set into motion and as X points
are formed, only to fall back down near zero around t? ≈ 3 under the action of the
viscous force. This period is characterized by a magnetic back-reaction causing a
short feedback of KE into ME. The latter is not the result of reconnection but rather
is the effect of an Alfve´n wave propagating throughout the domain; see the animation
in the supplementary material online. Notably, both solutions remain identical until
the quasi-static state is reached at t? ≈ 3, when a KE burst associated with χ > 0
(i.e. an increase of the total energy E) appears for the first time — see the insets
showing a close-up view of the interval 〈2, 4〉. The latter therefore clearly is a non-
ideal effect that can be attributed to a reconnection event taking place at a magnetic
X point. KE bursts keep occurring during the quasi-static state until the onset of
the merging process at t? ≈ 10, during which more than 30% of both solutions’ total
ME is converted into KE. Remarkably, violations of χ ≤ 0 are about 10 times larger
in the standard than in the MA-enhanced run during the merging phase and those
are much more frequent when the MA correction is not applied. In the MA-enhanced
solution, the KE is almost completely dissipated by viscous forces to produce the
quasi-static state at t? ≈ 50. This is not the case for the classical SL run, however,
in which both KE and ME start to increase unboundedly past t? ≈ 22, dramatically
violating conservation of the total energy. Consequently, the standard SL run was
terminated shortly after t? ≈ 24.
The third panel of figure 3.7 shows the histories of cross-helicities
H ≡
∫
Ω
v ·B d V , (3.64)
associated with the standard SL (continuous curve) and MA-enhanced solutions (dot-
ted curve). Cross-helicity is an invariant of ideal MHD without dissipation that pro-
vides a measure of linkage between vortex and magnetic field lines [133]. Since v = 0
initially, departures from H = 0 indicate changes in the flow/field topology that are
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either due to reconnection or viscous losses. The inset indicates that the first depar-
ture coincides with the KE burst attributed to the first reconnection event at t? ≈ 3.
Both MA-enhanced and classical SL solutions compare well during the quasi-static
state prior to t? ≈ 10; whereas, they begin to diverge past this time as the island
coalescence takes its course. This phase is characterized by large fluctuations in the
classical SL solution, the most dramatic being the erratic growth seen to occur in
the interval t? ∈ 〈22, 24〉 and simultaneously with the spurious generation of ME —
compare with the top panel. Fluctuations and departures from H = 0 occurring in
the MA-enhanced run are, on the other hand, much more tempered.
Histories of min{Jˆ} and max{Jˆ} are displayed by solid and dotted curves for the
classical SL (black curves) and MA-enhanced solutions (red curves) in the bottom
panel of figure 3.7, respectively. A dashed line has been drawn that marks the ordinate
where Jˆ = 0 on the scale of the classical SL solution. As it was the case for H, the
largest departures from (3.8) are observed during the coalescence phase, with the
classical SL solution exhibiting singular mappings (Jˆ ≤ 0) as its magnetic energy
starts to grow spuriously. The MA-enhanced solution, on the other hand, shows
departures from (3.8) no greater than 1% throughout the whole evolution.
Left and right panels of figure 3.8 show, respectively, snapshots of S1 isolines
superposed over color maps of jz and Jˆ immediately before the termination of the
classical SL run at t? = 24. Although islands appear to have merged as in the MA-
enhanced solution, field lines pertaining to the bundle at (c) are quite distorted and
the alignment between the isolines of S1 and the field lines is lost. Interestingly,
the intense and spatially complex current distribution observed at c in the left panel
corresponds to the region where the largest Jˆ errors appear (right panel). Those errors
can be attributed to both anomalous contraction (Jˆ > 1) and anomalous expansion
(Jˆ < 1).
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Figure 3.8. Anomalous fluid expansion and contraction in a classical SL solution
at t? = 24, immediately before its termination. Left and right snapshots show,
respectively, S1 isolines superposed over a color map of the jz and a color map of
Jˆ.
3.5.2 3D magneto-fluid
The fact that most natural systems evolve in more than two space dimensions de-
mands further assessment of the MA-enhanced scheme in a 3D environment. Hence,
we further explore its comparison with the classical SL scheme using 3D analogs of
the experiments of section 3.5.1. Here the domain is a triply-periodic box [−pi, pi] ×
[−pi, pi] × [0, pi/4] with grid resolution NX = NY = 256, NZ = 32 and initial con-
ditions are given as before by v = 0, (3.62), S1 = cos
2(y) sin(x), S2 = z, W = 1.
Thus, field lines at t? = 0 all lie in horizontal planes with the configuration shown
in the top-left panel of figure 3.6. We begin by comparing results from second-order-
accurate uncorrected and corrected trajectory schemes. The MA-enhanced run uses
ε = 1× 10−2 in (3.52).
The upper graph of figure 3.9 shows histories of the KE and of the ratio of volume-
integrated vertical ME to total ME (< B2z > / < B
2 >) for the first 10 dynamical
times of each run. The lower graph shows, snapshots of field lines in the region
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−pi < x, y < 0 for standard SL (top panels) and MA-enhanced runs (bottom panels)
at various times during their evolution (from left to right). As in the 2D solution, KE
Figure 3.9. Top graph: Kinetic energy (black curves) and ratio< B2z > / < B
2 >
(red curves) histories for the classical SL solution (continuous curves) and for the
MA-enhanced solution (dots). Lower graph: color rows show consecutive snapshots
of the magnetic field lines in classical SL (top) and MA-enhanced runs (bottom)
taken at, respectively, t? = 3.82, t? = 5.09 and t? = 10.19.
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initially grows out from the instability that leads to the formation of the four X-points
and a quasi-static state; see the two leftmost snapshots in the lower graph. Here,
however, an infinitesimal but non-zero amount of ME lies in the vertical magnetic field
at t? = 0 as a result of the enforcement of (3.35) for the initial condition. The latter
eventually settles into a phase of exponential increase that lasts until t? ≈ 3, when
a first KE burst appears due to reconnection, causing it to jump by several orders
of magnitude almost instantaneously. Notably, the first reconnection event occurs at
the same instant as in the 2D runs at t? ≈ 3, prior to which the flow evolution is
purely 2D, with only a billionth of the total ME residing in Bz. Profuse liberation of
ME into KE takes place shortly after, only to be dissipated away by viscous forces.
The growth of the main KE peak at t? ≈ 5 is accompanied by significant build up
of vertical ME that shows up as kinking of the field lines in the central regions of
the islands — see central panels of the lower graph, corresponding to t? = 5.09. By
t? = 10, the vertical magnetic field contains ≈ 15% of the total ME and the field itself
has become chaotic, as shown by the two rightmost panels. Thus, the growth of Bz
overwhelms the 2D state before the islands can complete merging together and, as a
result, the state of the 3D solution at t? = 10 is very different from the one obtained
at t? = 51 in the 2D experiments — compare with the bottom-right panel of fig. 3.6.
Noteworthy, experiments that have been studying the growth of 3D modes starting
from a 2D static equilibrium containing magnetic islands also report a diminished role
of the coalescence instability [42]. In particular, 3D modes are observed to grow faster
than any of the 2D modes associated with the relaxation of the reconnected field into
the subharmonic mode and so field lines move out of their respective planes quicker
than they reconnect, thereby preventing the merging of the islands.
Histories of cross-helicity H (3.64) and the current helicity
Hc ≡
∫
Ω
(∇×B) ·B d V , (3.65)
are shown in the top panel of figure 3.10 with black and red curves, respectively.
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Unlike H, Hc is not an MHD invariant and instead gives a measure of torsion in the
field lines. Both quantities are well conserved for the classical SL (solid curve) and
MA-enhanced run (dotted curve) prior to the onset of reconnection. However, jumps
appear in their evolution in the classical SL run which coincide with the first KE
burst — see the inset showing a magnification of interval t? ∈ 〈2.8, 4〉. Those jumps
are, on the other hand, smaller in amplitude by at least an order of magnitude in
the MA-enhanced run. Moreover, H grows linearly at a higher rate in the classical
SL than in the MA-enhanced run during the dynamical time following t? ≈ 3. In
contrast, nothing precise can be said about the behavior of both schemes with respect
to conservation of both quantities past t? ≈ 4 as the flow becomes chaotic. Histories
of min{Jˆ} and max{Jˆ} for the classical (black curves) and MA-enhanced runs (red
curves) are shown in the bottom panel. Observe that the largest errors take place
in the classical SL run simultaneously with the large jumps in H and Hc at t
? ≈ 3.
Notably, departures from Jˆ = 1 only appear during the brief interval t? ∈ 〈3, 5〉
and diminish as the flow transits toward a 3D configuration and a chaotic state. By
contrast, they persisted over a much longer period of time in the 2D experiments, in
which reconnection kept on going for several dynamical times as a result of island
coalescence; cf. bottom panel of fig. 3.7.
Table 3.3 provides a quantitative measure of fluctuations of H and Hc occurring
at the beginning of the brief reconnection phase by displaying total time variations
∆H ≡ ∫ |dH/d t| dt and ∆Hc ≡ ∫ |dHc/d t| dt. Using timeseries data of H and Hc,
we computed δH ≡∑i |Hi+1−Hi| and δHc ≡∑i |(Hc)i+1−(Hc)i| for the interval t? ∈
〈2.8, 4〉 for runs that employ various accuracies of the inverse flow Jacobian. The first
column identifies each run, with an integer corresponding to the base-10 logarithm
of ε. The normalized time-to-solution (wallclock time) relative to the standard SL
run t/tstandard is displayed in the last column. The classical SL experiment (run 0)
indeed possesses the largest of all variations. In particular, δH appears to converge
to a value δH ≈ 2.5 after the residual has been decreased by 2 orders of magnitude;
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Figure 3.10. Top: Cross-helicity (black curves) and current helicity histories (red
curves) for the classical SL (continuous curve) and MA-enhanced solutions (dotted
curve). Bottom: Histories of minimum (continuous lines) and maximum (dots) of
the (time-independent) inverse flow Jacobian taken over the computational grid for
the classical SL (black curves) and MA-enhanced solutions (red curves).
whereas δHc converges to δHc ≈ 0.5 after a 3 orders-of-magnitude decrease.
Fluctuations of H and Hc taking place for t
? > 4 are, by opposition, far greater
and are especially strong during the growth of Bz and transition to chaos; see the
central panels of both solutions in the lower graph of fig. 3.9. The fact that no
systematic impact due to the use of the MA correction can easily be discerned from
histories of H and Hc in this time period either points to interpolation errors smearing
out the effect of the trajectory correction (recall the discussion in the last paragraph
of section 3.4) or simply to the chaotic flow behavior that prevails past t? ≈ 4.
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SL run δH[×103] δHc[×103] t/tstandard
0 4.66 8.40 1.00
1 1.74 0.96 0.97
2 2.55 1.27 1.03
3 2.52 0.51 1.27
4 2.53 0.54 1.68
Table 3.3. Sensitivity to Jacobian residual and performance of the 3D solver. The
first column identifies the experiment, where the integer denotes the base-10 loga-
rithm of the MA solver convergence threshold ε. Second and third columns display
the time variations δH and δHc for the interval t
? ∈ 〈2.8, 4〉, while the last col-
umn indicates the total wallclock time normalized with respect to the standard SL
scheme.
Notheworthy, discrepancies in the current-helicities predicted by corrected and
uncorrected schemes will manifest themselves as differing amounts of twist in fields
of both solutions. This would appear to be consistent with the observed differences
between the morphologies of field lines from each run (fig. 3.9)
3.6 Summary
We studied the impact of incompatible integrations of the equations of incompressible
fluid and magneto-fluid dynamics using the semi-Lagrangian approximation. A nec-
essary condition for the compatibility of an SL scheme has been defined through the
solution of (3.8) using the fundamental Euler expansion formula and the mass con-
tinuity equation. Closed-form solutions to the MAEs arising from purely rotational
and deformational elemental flows have shown that the anomalous contraction and
expansion resulting from Euler-forward trajectory approximations to the trajectory
integrals (3.3) are eliminated by the MA trajectory correction. Scalar advection ex-
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periments using the MA correction support the theoretical results from section 3.2 by
removing a substantial part of the anomalous contraction introduced by the standard
trajectory estimates and by improving mass conservation.
Magnetic relaxation experiments have provided an extreme example where the
consequences of breaking the flow topology and neglecting to enforce (3.8) altogether
can be disastrous to the numerical solution. In particular, enforcing (3.8) has proven
to be crucial for assuring the physical realizability and nonlinear stability of the 2D
experiments, in which the lack of MA correction leads to unbounded growth of the
total energy and trajectory intersections. Applying the MA correction in 2D and
3D experiments further has improved the conservation of the cross-helicity MHD
invariant during phases of reconnection.
Future studies of the impact of compatibility on the flow features could be ex-
tended to stratified flows in more complex geometries (with suitable boundary condi-
tions) by deriving corresponding generalized MAEs from (3.6), such as, for instance,
global MHD simulations of the solar convection zone [7, 33, 76, 151].
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Appendix A: Ellipticity of the 2D MAE
Let Ω be a convex domain in which the MAE solution is sought and ∂Ω its boundary.
A nonlinear PDE in M variables of the form
P (x1, . . . , xM , φ, φ1, . . . , φMM) = 0 , (3.66)
is said to be elliptic if the quadratic form
M∑
i,k=1
∂P
∂φik
θiθk , (3.67)
is positive-definite in the parameters θ for all x1, x2, . . . , xM in Ω and all values of
the other arguments of P (cf. section IV.6.2 of [36]); here φi ≡ ∂φ/∂xi and φik ≡
∂2φ/∂xi∂xk. Therefore, the quadratic form associated to (3.12) may be expressed as
Q(θ1, θ2) ≡ (Eφyy + A)θ21 − 2(Eφxy −B)θ1θ2 + (Eφxx + C)θ22 , (3.68)
and is positive-definite provided (θ1, θ2) = (0, 0) is a minimum. This is the case if
the discriminant Λ ≡ 0.25(Qθ1θ1Qθ2θ2 − Q2θ1θ2) > 0, Qθ1θ1 > 0 and Qθ2θ2 > 0. Using
(3.12), we find that the condition for ellipticity is given by
Λ = (Eφyy + A)(Eφxx + C)− (Eφxy −B)2 = AC −B2 −DE > 0 , (3.69)
and
Eφxx + C > 0 , Eφyy + A > 0 . (3.70)
On the other hand, a negative-definite Q is defined by Λ > 0, Qθ1θ1 < 0 and
Qθ2θ2 < 0, which implies
Eφxx + C < 0 , Eφyy + A < 0 . (3.71)
Importantly, Q is either positive-definite or negative-definite given (3.69), whereby φ
must fall into either one of the two solution classes defined by (3.70) and (3.71). For
the special case where A = B = C = D = 0, (3.70) and (3.71) imply, respectively,
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convexity and concavity of the MAE solution φ, whereby (3.12) is elliptic if and
only if φ is convex [8, 72]. In general, however, one cannot expect the MAE solution
to be either convex or concave. Consequently, in this paper we shall simply refer
to solutions satisfying (3.70) and (3.71) as the type-1 and type-2 solutions. Hence,
(3.12) is elliptic if and only if φ is a type-1 solution.
To obtain an interpretation of (3.69) in terms of fluid flow, we substitute (3.13)
into (3.69), and express the latter in terms of the derivatives of the path-mean velocity
v˜. This leads readily to Λ = 1− (0.5∆t(u˜y − v˜x))2 = 1− (0.5∆tω˜)2 > 0, whereupon∣∣∣∣ ω˜∆t2
∣∣∣∣ < 1 (3.72)
becomes both the necessary and sufficient condition for (3.69). Furthermore, the
inequality (3.72) is closely linked to the Lipschitz condition
L := ∆t
∣∣∣∣∣∣∣∣∂v˜∂x
∣∣∣∣∣∣∣∣ < 1 , (3.73)
which gives a measure of convergence/divergence of the estimated flow trajectories
(3.9) and suffices for preventing their intersections, where the velocity field is assumed
to be at least C(1) [169]. Now, rearranging (3.73) gives
1 > L := ∆t
(|v˜x|+ |u˜y|+ |v˜y|+ |u˜x|)
≥ ∆t(|v˜x − u˜y|+ |v˜y|+ |u˜x|)
≥ ∆t|v˜x − u˜y|
≥ 0.5∆t|v˜x − u˜y| = 0.5∆t|ω˜| . (3.74)
Thus, L < 1 is sufficient for (3.72) and therefore also (3.69).
Appendix B: Unicity of MAE solutions
To determine the unicity of solutions to (3.12), one must have some knowledge of
the imposed boundary conditions. For instance, the Dirichlet problem for the MAE
consists in finding a solution to (3.12) in a domain Ω with specified solution at the
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boundary ∂Ω, e.g. φ|∂Ω = Γ, where Γ is a known function of the coordinates. At most
two solutions to the Dirichlet problem exist, which assume the same boundary values
Γ, given the non-negative discriminant (3.14). This result, known as the Rellich
theorem, follows from the demonstration that for specified Γ the type-1 and type-2
solutions are unique (cf. appendix A and section IV.6.3 of [36]). For example, it is
possible to choose the constants C+ and C− in (3.23) such that F+(ξ?) ≡ F−(ξ?) = Γ
on a circle of radius R =
√
ξ? centered at the origin, whereby F+ and F− are unique
for a given Γ.
Moreover, for arbitrary boundary conditions, a solution to (3.12) is either type-1
or type-2 if (3.14) is satisfied, although the authors know of no corresponding proof
of uniqueness. In such a case, however, the type of solution can be verified once a
particular solution has been found, for instance with the use of a numerical solver;
see sections 3.3.2 and 3.4.
Substituting (3.13) in the left inequalities of (3.15) and (3.16) implies, respectively,
∆tφ{1}xx > ∆tu˜x − 1 ≥ −∆t|u˜x| − 1 > −L− 1 > −2 (3.75)
and
∆tφ{2}xx < ∆tu˜x − 1 ≤ ∆t|u˜x| − 1 < L− 1 < 0 , (3.76)
where φ
{1}
xx and φ
{2}
xx correspond to the type-1 and type-2 solutions. Similarly, φ
{1}
yy >
−2/∆t and φ{2}yy < 0. This last property imposes severe constraints on solutions of
the second type, namely, that they possess only one stationary point (a maximum).
If periodic boundary conditions are assumed for all prognosed dependent variables
the trajectory correction, ∇φ, in (3.11) must also be periodic, whereupon one has the
additional constraint
0 = φx|X − φx|0 =
∫ X
0
φxx , (3.77)
and similarly for φyy. This clearly forbids the existence of type-2 solutions, as per
inequality (3.76) and the associated upper bound on φyy.
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The above argument can also be applied to a bounded domain Ω, since in this
case one would have φx|0 = φx|X = 0 in (3.77) as a result of prescribing zero normal
velocity on ∂Ω. In this situation, observing (3.17) would also assure that the departure
points remain inside the domain, since fluid elements from its interior could not leave
Ω without intersecting trajectories of the elements moving alongside ∂Ω. Generally,
for problems with the normal components of the trajectory displacements specified
at the domain boundary, boundary conditions for (3.12) may be derived from (3.11),
which naturally leads to a Neumann problem for the MAE [9, 48, 186, 191].
Chapitre 4
CYCLIC THERMAL SIGNATURE IN A GLOBAL MHD
SIMULATION OF SOLAR CONVECTION
Cette lettre a e´te´ publie´e comme l’indique la re´fe´rence bibliographique
Cossette, J.-F.,Charbonneau, P. et Smolarkiewicz, P.K. 2013 , Cyclic thermal
signature in a global MHD simulation of solar convection, dans Astrophysical
Journal Letters, vol. 777, L29.
Les re´sultats pre´sente´s dans cet article re´sultent d’une analyse pre´liminaire de la
modulation du transport convectif observe´e dans une simulation de convection so-
laire MHD ge´ne´re´e par EULAG. Les fondements d’une analyse approfondie de cette
simulation sont pre´sente´s au Chapitre 5, qui fait partie d’un article en pre´paration
pour l’Astrophysical Journal (Cossette & al. 2014, ApJ). Ces deux analyses sont au
coeur du deuxie`me volet de cette the`se portant sur l’origine des variations de´cadales
et multi-de´cadales de l’irradiance (section 1.1.1) et mettent en e´vidence pour la toute
premie`re fois une signature cyclique du flux convectif variant en phase avec le cycle
magne´tique produit par une simulation MHD globale (section 1.3.1). Ces re´sultats
ont e´te´ pre´sente´s dans le cadre des confe´rences internationales suivantes: Workshop
on Large-Eddy simulations of MHD turbulence, Boulder (CO), E´tats-Unis ; SORCE
science meeting, Cocoa Beach, Florida, E´tats-Unis, 2014.
Abstract
Global magnetohydrodynamical simulations of the solar convection zone have recently
achieved cyclic large-scale axisymmetric magnetic fields undergoing polarity reversals
on a decadal time scale [7, 76, 151]. In this Letter, we show that these simulations
also display a thermal convective luminosity that varies in-phase with the magnetic
119
cycle, and trace this modulation to deep-seated magnetically-mediated changes in
convective flow patterns. Within the context of the ongoing debate on the physical
origin of the observed 11-year variations in total solar irradiance, such a signature
supports the thesis according to which all, or part of the variations on decadal time
scales and longer could be attributed to a global modulation of the Sun’s internal
thermal structure by magnetic activity.
4.1 Irradiance variations and the solar dynamo
Total solar irradiance (TSI) has been measured almost continuously by earth-orbiting
satellites for more than three decades and is now known to vary on time scales from
minutes to days and months as well as on the longer time scale of the 11-year solar-
cycle; see [74, 107]. Perhaps the most striking feature that emerges from observational
measurements is the slight increase of the TSI (≈ 0.1%) at solar activity maxima rel-
ative to its value at solar minima. Models that include the contributions of sunspots,
faculae and magnetic network to reconstruct irradiance time series succeed very well
at reproducing the observations on the short, intra-cycle time scales (e.g. shorter
than a year). So far, however, pin-pointing the source of the longer decadal fluctu-
ations has remained the subject of controversy. In particular, one school of thought
argues that surface magnetism alone is sufficient to explain the entire TSI variance
(Foukal et al. 2006; Lean et al. 1998); whereas, the other emphasizes the effect of a
global modulation of thermal structure by magnetic activity (Sofia & Li 2006; Li et
al. 2003). Within a broader context, establishing the contribution of a global thermal
modulation to TSI variability relative to that of emerging magnetic flux structures
at the solar surface is valuable for quantifying the coupling between periods of quiet
surface magnetism and the Earth’s climate, such as the postulated relationship be-
tween the Maunder Minimum and the Little Ice Age (Foukal et al. 2011). It is the
potential for the occurence of such changes which we consider in this Letter.
120
In principle, magnetically-modulated global structural changes could take place
through the action of the Lorentz force onto the large-scale heat-carrying convective
flows, which would then affect temperature and pressure conditions throughout the
solar interior. Evidence for such a hypothetical mechanism is partly supported by
helioseismic observations that show a positive correlation between low-degree p-mode
acoustic oscillations frequencies and the TSI cycle, as well as recent evidence for a
long-term trend in the TSI record that is not seen in indicators of surface magnetism;
(Fro¨hlich 2013; Bhatnagar et al. 1999; Woodward 1987). Other observations docu-
ment possible variations of the surface temperature and changes in the solar diameter;
(Harder et al. 2009; Thuillier et al. 2005; Gray & Livingston 1997; Kuhn et al. 1988).
Notably, structural models of the Sun have shown that by incorporating the ef-
fect of a magnetically-modulated turbulent mechanism into the 1D stellar structure
equations, it is possible to reproduce the time-dependence of the observed p-mode
frequency oscillations along with the expected variations in solar radius, luminosity
and effective temperature (Sofia & Li 2006; Li et al. 2003). However, these models
relied upon an ad-hoc parametrization of the alleged process and therefore solving
the full set of equations governing the self-consistent evolution of the solar plasma
remains necessary to obtain a complete physical picture of the mechanism at the
origin of the modulation.
Fortunately, global magnetohydrodynamical (MHD) simulations of the solar con-
vection zone (SCZ) have recently been able to produce regular, solar-like magnetic cy-
cles undergoing hemispheric polarity reversals on a decadal time scale [7, 76, 100, 151],
and therefore offer the opportunity for the search and investigation of potential global
structural changes. In this paper we report on a global MHD simulation of the SCZ
that shows a modulation of the convective heat flux by a solar-like cyclic large-scale
magnetic field. In section 4.2 we briefly document the physical setup of our experi-
ment and describe the main results. In section 4.3, we further explore the simulation
data in search of plausible physical mechanisms that could explain the observed ther-
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modynamic signal and we conclude the paper in section 4.4 by pointing out a few
possible observational signatures.
4.2 Results: Modulation of the convective heat flux
We solve the anelastic form of the ideal MHD equations for momentum, poten-
tial temperature fluctuations (tantamount to fluctuations of specific entropy) and
magnetic induction inside a thick spherical shell of electrically-conducting fluid ex-
tending from r = 0.602R to r = 0.96R in radius, rotating at the solar rate
Ω = 2.69× 10−6rad s−1 and spanning 3.4 density scale-heights. Rather than forcing
convection by applying large-amplitude solar heating and cooling fluxes at bottom and
top boundaries, as it is customary in simulations of stellar convection, a Newtonian-
cooling term in the potential temperature equation damps naturally-occuring depar-
tures from an ambient state representative of the current-day Sun on a user-defined
time scale τ . The ambient state is subadiabatically-stratified in the lower portion
of the shell corresponding to the radiative interior (0.602R ≤ r ≤ 0.71R) and is
weakly superadiabatic in the range associated with the bulk of the convective layer
(0.71R ≤ r ≤ 0.96R). This approach has lead to convective dynamo solutions
exhibiting a number of solar-like properties, the most prominent of which is a large-
scale axisymmetric magnetic field component undergoing polarity reversals about the
equatorial plane on a 40-year time scale; see the following publications for an in-depth
exploration of various solar-like features found to this day: [7, 76, 151]. Solutions are
generated with the MHD-extended version of the EULAG model [165], an all-scale
high-performance hydrodynamical code used primarily in atmospheric and climate
research (Prusa et al. 2008). We hereby focus on a recent simulation covering 32
magnetic polarity reversals (similar in design and the resulting flow regime to the
one presented in Ghizaru et al. 2010) in which global structural changes have been
observed.
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Convection and Newtonian cooling are the dominant modes of thermal energy
transport in the unstable layer and nearly cancel each other out to yield a quasi-
stationnary turbulent state, with the contribution from radiation being negligible.
The means by which we quantify the efficiency of convective energy transfer is the
convective heat flux, or enthalpy flux, which in the anelastic approximation is given
by F ≡ cpρourT˜ , where cp is the specific heat at constant pressure, ρo is the density
associated with the reference state of the approximation, ur is the vertical component
of the velocity and T˜ is the temperature perturbation with respect to the mean
horizontal state. The convective luminosity is the integrated flux F over a spherical
surface Lcv ≡
∫
F dσ.
The top and bottom panels of figure 4.1 show, respectively, a snapshot of F in a
Mollweide projection (longitude vs latidude) at r = 0.87R and a correlation plot of
F versus ur at the same height, with numbers indicating the fraction of points con-
tained in each quadrant. The two dashed lines in the top plot delimit, respectively,
the inside and the outside regions (hereafter, the mid/high latitudes) of the equato-
rial band comprised between the latitude circles θ = ±30o. Notably, the flux at the
mid/high latitudes is spatially very intermittent, despite the low grid resolution of the
experiment (Nφ×Nθ ×Nr = 128× 64× 47), where Nφ, Nθ and Nr stand for, respec-
tively, the number of grid points in the longitudinal, latitudinal and radial directions.
In particular, the strongest heat fluxes (i.e. F ≥ 1.5 × 107 W · m−2) appear in the
form of localized concentrations or ‘hot spots’; whereas, cooling regions (i.e. F < 0)
correspond to the weaker fluxes that are interspersed among the latter. By contrast,
the equatorial band is dominated by North-south positive and negative flux lanes,
which are the thermal signature of the convective modes commonly known as ‘ba-
nana cells’ and are characteristic of flows in a rotating spherical shell (see Miesch and
Toomre 2009 for an in-depth discussion of global convective dynamics). The bottom
plot shows that approximately 70% of upflows and downflows contribute to positive
fluxes, while the remaining 30% is responsible for cooling by fluid entrainment; a
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landmark of flows operating in a highly turbulent regime. Here the asymmetry be-
tween distributions associated with ur > 0 and ur < 0 can be traced back to the
pattern of broad upflows and narrow downflow lanes typical of thermal convection in
a density-stratified environnement; see, e.g., fig. 1 of [76] and fig. 2 of [132].
Figure 4.2 displays time-latitude plots of the zonally-averaged toroidal component
of the magnetic field (top panel) and zonally-averaged deviation about the temporal
mean of F at r = 0.87R (bottom) for a segment of the simulation spanning slightly
more than 150 years. The axisymmetric toroidal field is clearly antisymmetric about
the equator and is split into a large-scale component at mid/high latitudes reversing
polarities on a period varying between 30 and 40 years and another flux concentra-
tion located in the equatorial band evincing a shorter, 3 to 5 year oscillatory signal.
Interestingly, helioseismic frequency analysis and indicators of geomagnetic activity
suggest the presence of a short-term magnetic cycle operating inside the Sun, in ad-
dition to the well-known 11-year signal [65, 135]. The bottom plot shows the global
thermal modulation. In particular, at mid/high latitudes, the convective heat flux
is temporally well correlated with the absolute value of the zonally-averaged toroidal
magnetic field. Likewise, the signature of the short-term magnetic cycle can be seen
in the flux comprised within the equatorial band, although it appears to be in anti-
phase with the flux variation at the mid/high latitudes. Here, however, we postpone
a thorough discussion of the short-term magnetic signal to a future publication and
focus on changes related to the long-term cycle.
The top panel of fig. 4.3 displays histories of both the unstable layer’s normalized
total magnetic energy E?m ≡ Em/max(Em) (black curve) and temporal perturbation
of the normalized convective luminosity ∆L?cv ≡ (Lcv − L¯cv)/L¯cv at r = 0.87R (red
curve) and its 5-year running mean (yellow curve), where the maximum of magnetic
energy is taken over the full time-sequence of the simulation and L¯cv is the time-
averaged convective luminosity. Thus, the combination of the mid/high latitudes
in-phase flux modulation and the equatorial band’s signal gives a total convective
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Figure 4.1. A simulation snapshot: Mollweide projection of the convective heat flux
F (θ, φ) at r = 0.87R (top) and its correlation with the vertical flow velocity at
the same height (bottom). Each diamond corresponds to the value of F at a grid
point on the spherical shell, and the numbers give the fraction of grid point values
appearing in each quadrant.
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Figure 4.2. Temporal evolution: Zonally-averaged toroidal component of the mag-
netic field (top) and zonally-averaged deviation of the convective heat flux F (bot-
tom) at r = 0.87R. At mid/high latitudes, the absolute value of the zonally-
averaged toroidal field has a period and phase comparable to that of the flux vari-
ation.
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flux variation that has the same phase as Em. Its amplitude is of the order of 10% of
L¯cv, which itself only reaches 3% of the true solar luminosity L at this given height,
thereby yielding a modulation of amplitude 0.003L. Although the amplitude of the
modulation is comparable to that of the actual decadal TSI fluctuations, it must be
kept in mind that this specific simulation is quite subluminous, with Lcv peaking
at ≈ 0.1L at mid-depth of the domain. We shall comment further on this issue in
section 4.4. Nevertheless, the sign of the correlation between E?m and ∆L
?
cv is positive
(r = +0.63) and therefore consistent with an increase of TSI at solar maxima, as
shown by the bottom panel, in which ∆L?cv is plotted as a function of E
?
m. Notably,
the scattering of points along the vertical axis can be attributed to the influence
of the short-term magnetic cycle on the total convective luminosity. The fact that
convective heat transport correlates positively with magnetic activity forcibly points
to an intricate interplay between the flow and magnetic field topologies, since the
presence of a magnetic field generally tends to inhibit, rather than enhance, the flow
of an electrically conducting fluid, at least in the parameter regime relevant to solar
interior conditions.
4.3 The hunt for the physical mechanism
As a first step towards the identification of the physical mechanism causing the ob-
served modulation, we shall examine how strongly the convective flux at each grid
point is modulated by the magnetic field. The top panel of figure 4.4 shows cumu-
lative convective heat flux PDFs corresponding to, respectively, every minima (black
continuous curve) and maxima (red dashed curve) of the simulation for the spher-
ical surface located at r = 0.87R; cf. fig. 4.1. Observe that at peak time of the
magnetic cycle, the amount of flux values corresponding to the hot spots increases
with respect to its value at minimum time; whereas, the opposite phenomenon char-
acterizes the negative flux values. The bulk of the positive flux distribution (i.e.
127
Figure 4.3. Top: Histories of normalized total magnetic energy (black curve) and
temporal perturbation of the normalized convective luminosity (red curve) with its
5-year running mean (yellow curve). Bottom: Correlation between the temporal
perturbation of convective luminosity and magnetic energy.
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Figure 4.4. Top: Cumulative convective heat flux PDFs corresponding to, respec-
tively, every minima (black continuous curve) and maxima (red dashed curve) of the
simulation at grid points located at r = 0.87R. Here, maxima and minima are
defined as extremal points in time of magnetic energy. Bottom: The black curves
show the correlation coefficient of each bin of the convective heat flux’s PDF with
the time series of total magnetic energy for regions consisting of the full spherical
shell (solid curve), the equatorial band (dotted curve) and the mid/high latitudes
(dashed curve). Red curves display the correlation coefficient of each bin’s associ-
ated luminosity input variation with total magnetic energy.
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0 ≤ F < 1.5 × 107 W ·m−2), on the other hand, shows no obvious change. To sub-
stantiate this, we have computed the correlation coefficient of the time sequence of
each of the convective heat flux PDF’s histogram bins with the time series of Em for
grid points on the full spherical shell (black continuous curve), the equatorial band
(black dotted curve) and the mid/high latitudes (black dashed curve) and plotted
the result in the bottom panel of fig. 4.4. Each bin contributes to some fraction of
the total convective luminosity variation (cf. fig. 4.3), and red curves display their
correlation with Em. The correlation analysis confirms what could already be in-
ferred from the cumulative PDFs, namely, that there is a significant modulation of
hot spot and negative flux populations by the magnetic cycle. Notably, the strong
anti-correlation (r ≈ −0.6) of the mid/high latitudes negative fluxes with Em is the
sign of a pronounced diminution of fluid entrainment at peak cycle time, which could
be due to the suppression of turbulence by the intensification of the magnetic field.
The bulk of the positive flux distribution does show a weak positive correlation with
Em, even though this change cannot be easily detected in the minima-maxima PDFs.
Interestingly, this fluctuation translates into a decrease of the luminosity at cycle
maximum, as shown by the anti-correlation with Em near F = 0, and therefore im-
plies a corresponding decrease of the filling factor of the associated flux regions. The
means and variances of the luminosity variations implied by hot spots, elements from
the bulk of the positive flux distribution and negative flux elements are, respectively,
as expressed in terms of fractions of L¯cv: (0.320; 0.039), (0.781; 0.024) and (−0.102;
0.007). The PDF of vertical velocities (not shown), on the other hand, is invariant
with respect to magnetic energy and therefore implies that the action of the Lorentz
force on the flow is not simply a straightforward suppression of buoyancy-driven flows
by the magnetic field, which again suggests that the interplay between flow and field
topologies is magnetohydrodynamically complex.
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4.4 Remarks
We have presented a basic analysis of a global MHD simulation of solar convection
evincing a modulation of thermal structure by regular, solar-like, large-scale cyclic
magnetic fields undergoing polarity reversals. Most importantly, the convective lu-
minosity correlates positively with the magnetic cycle, which is consistent with the
enhanced value of the TSI observed at solar maxima. The time analysis of the dis-
tribution of convective heat fluxes on a spherical surface allows to classify each flow
feature according to the size of its contribution to the variance of the luminosity
modulation; the most important effect being associated with the intense and local-
ized positive flux elements known as hot spots, followed by a luminosity deficit coming
from the bulk of the positive flux distribution, and a positive contribution due to a
diminution of cooling via fluid entrainment. The latter may be attributed, for in-
stance, to the suppression of turbulence by the enhanced magnetic field; whereas,
the other two could be interpreted as manifestations of the flow’s response to the
modulation of turbulent entrainment by the cycle (recall the strong anti-correlation
r ≈ −0.6) while simultaneously satisfying the constraint of mass conservation and
energy transport requirement imposed by the thermal forcing of the system. If such
a speculative mechanism turned out to be real, it could well explain the weaker cor-
relation of positive flux values with magnetic energy.
We have carried out our analysis of the flux variation at the given height 0.87R,
and find that the amplitude of the luminosity fluctuations implied by the modulation
at this specific level is of the order of 0.3% of the true solar luminosity. However,
the mean convective luminosity at this spherical shell is only of the order of 0.03L
and the fact that our domain stops below the photosphere limits the type of com-
parisons that can be made with respect to the real Sun. For instance, the amplitude
of the TSI variation implied by the global modulation may vary depending upon the
subphotospheric layers’ ability to store/release the heat flowing up from below as a
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result of the deep-seated flux signal (Foukal et al. 2006). Moreover, the use of an
impenetrable velocity boundary condition at the top of our model, a common feature
of global MHD simulations, suppresses convective motions in the outer layers and
therefore prevents one from making accurate predictions as to potential impacts of
the flux modulation on the upper SCZ’s dynamics. Nevertheless, our observation of a
positive correlation between convective energy transport efficiency and magnetic en-
ergy suggests that magnetically-modulated global structural changes could contribute
to an enhancement of the TSI at peak cycle time. A quantitative estimate of the cor-
responding amplitude contribution will require further modeling of the upper SCZ’s
physical connection to the photosphere as well as carrying out a similar analysis at
higher luminosity.
We are currently engaged in a detailed analysis of the modulation and its under-
lying physical mechanism, briefly discussed in this Letter. The overarching aim is
to assess the implications that these results might have for the existence of activity
cycle-driven structural changes inside the Sun, and predict potential observational sig-
natures. In this respect, the results presented here already indicate that the response
of the convective flux to the magnetic activity cycle shows a significant latitudinal
dependency, which could translate in cyclic variations of the surface pole-to-equator
temperature contrast (viz. Rast et al. 2008; Kuhn et al. 1988), and/or asphericity
of the solar photosphere (Thuillier et al. 2005).
Comments from an anonymous referee helped to improve the presentation. The
numerical simulations reported in this paper were carried out primarily on the com-
puting facilities of Calcul Que´bec, a member of the Compute Canada consortium.
This work is supported by Canada’s Foundation for Innovation, Natural Sciences
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the NSERC Graduate Fellowship Program (JFC). PKS is supported by the Euro-
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Chapitre 5
MODULATION DU TRANSPORT CONVECTIF
Les re´sultats re´cents de simulations MHD globales de la convection solaire pro-
duisant des cycles magne´tiques similaires a` ceux qui sont observe´s sur le Soleil mon-
trent un flux convectif thermique variant en phase avec l’e´nergie magne´tique, et
sugge`rent donc que des changements de la structure globale de l’e´toile pourraient
apporter leur contribution aux variations a` long terme de l’irradiance (Chapitre 4).
Dans ce chapitre, nous pre´sentons une analyse approfondie du me´canisme physique
de modulation e´tant a` l’origine de la signature thermique rapporte´e dans [33]. Dans
un premier temps, nous discutons des proprie´te´s des variations de la luminosite´ con-
vective en relation avec les cycles magne´tiques (section 5.1). Deuxie`mement, nous
explorons en de´tail les caracte´ristiques de l’e´coulement causant cette modulation dans
le but d’identifier le me´canisme physique en question (section 5.2). Les conclusions
et les re´sultats pre´sente´s dans cette section font partie d’un article en pre´paration
(Cossette & al. 2014, ApJ).
5.1 Cycles magne´tiques et variations de la luminosite´
Cette e´tude e´labore l’analyse de l’expe´rience MHD conside´re´e dans [33]; une simula-
tion a` basse re´solution (Nφ ×Nθ ×Nr = 128× 64× 47) de la zone convective solaire
couvrant 1380 ans. Cette basse re´solution permet d’utiliser un pas de temps assez
long (∆t = 30 min.), ce qui permet d’effectuer de longues inte´grations temporelles
en maintenant un temps de calcul relativement bas. Le panneau du haut de la figure
5.1 montre l’e´volution de la composante zonale du champ magne´tique moyenne´e en
longitude pre`s du bas de la zone convectivement instable en fonction de la latitude
et pour l’intervalle complet de la simulation. Les panneaux du milieu et du bas
montrent, respectivement, une vue e´largie du champ toro¨ıdal moyen en projections
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latitude vs. temps et rayon vs. temps pour l’interval (480, 560) ans. La simulation
Figure 5.1. E´volution de la moyenne zonale du champ toro¨ıdal en fonction de la
latitude a` la base de la zone instable (panneaux du haut et du centre) et en fonction
du rayon a` la latitude θ = 50o (panneau du bas). L’interface coeur-enveloppe est
ici repre´sente´ par la ligne noire pointille´e. Les courbes blanches continues et les
tirets de´notent les maximum et minimum de l’e´nergie magne´tique totale.
produit des cycles magne´tiques tre`s similaires a` ceux du Soleil, comme les simulations
pre´ce´dentes [7, 76, 151]. En particulier, l’intensite´ du champ toro¨ıdal atteint son max-
imum a` mi-latitude (≈ θ = 50o) et imme´diatement sous l’interface entre la zone stable
et la zone instable (voir le panneau du bas), ou` celui-ci s’organise en paires de bandes
aux grandes e´chelles aligne´es en longitude, qui sont antisyme´triques par rapport a`
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l’e´quateur et dont la polarite´ subit des inversions sur une pe´riode d’environ 40 ans
[144]. Ces proprie´te´s constituent des ingre´dients essentiels a` la dynamo de type in-
terface, dans laquelle l’amplification et l’emmagasinage des tubes de flux magne´tique
a` l’inte´rieur de la couche stable, et leur de´stabilisation subse´quente et remonte´e a` la
surface par effet de flottaison magne´tique conduit a` l’e´mergence de re´gions bipolaires
en surface obe´issant aux lois de polarite´ de Hale (voir la section 1.1). Notamment,
la partie supe´rieure de chaque bande migre le´ge`rement vers l’e´quateur au cours de
chaque moitie´ de cycle. Cependant, celles-ci apparaissent a` trop haute latitude par
rapport aux re´gions actives observe´es a` l’aide des magne´togrammes.
Les panneaux du haut et du bas de la figure 5.2 montrent, respectivement, les
composantes zonales et radiales du champ pre`s de la surface du mode`le. Le demi-cycle
Figure 5.2. E´volution de la moyenne zonale des composantes toro¨ıdales (haut) et
radiales (bas) du champ magne´tique a` la surface du mode`le (r = 0.96R).
de 40 ans est bien visible aux moyennes et aux hautes latitudes, tandis qu’un signal
de pe´riode variant entre 3 et 5 ans est pre´sent a` basse latitude. Remarquablement,
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les indicateurs d’activite´ ge´omagne´tique et les fre´quences he´liosismiques des modes-p
supportent aussi l’existence d’une double pe´riodicite´ dans le vrai Soleil [10, 65, 135].
Le champ moyen radial, qui est de nature dipolaire et concentre´ pre`s des poˆles, change
de polarite´ en phase avec le champ toro¨ıdal a` la base de la zone convective (cf. fig.
5.1), contrairement au champ radial a` la surface du Soleil, qui est de´phase´ de pi/2
avec le champ toro¨ıdal profond (voir la figure 1.5).
La rotation diffe´rentielle joue un roˆle crucial dans l’organisation du champ aux
grandes e´chelles. Le panneau de gauche de la figure 5.3 montre une section du profil
de la vitesse angulaire moyenne´e en longitude ω ≡ 〈uφ〉/(r cos θ) pour les latitudes
pertinentes aux observations he´liosismiques (ici, |θ| ≤ 75o). La vitesse angulaire
Figure 5.3. Vitesse angulaire par rapport au re´fe´rentiel en rotation (a` gauche) et
perturbation en tempe´rature moyenne´es en longitude (a` droite).
est aussi marque´e par une acce´le´ration e´quatoriale et un contraste fre´quentiel poˆle-
e´quateur de ∼ 40 nHz. Cependant, les isolignes de ω sont trop aligne´es avec l’axe
de rotation aux basses latitudes, ce qui est typique de ce type de simulations de con-
vection; voir [7, 90, 131, 151] et la section 1.3.1. L’interface coeur-enveloppe (de´note´e
par la ligne a` tirets), est marque´e par une transition rapide a` une rotation solide,
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qui peut eˆtre attribue´e a` l’acroissement de la subadiabaticite´ dans la zone stable,
et a` la tre`s faible dissipation introduite par l’algorithme nume´rique; voir la section
3.3. L’analyse des perturbations en vitesse angulaire a e´galement re´ve´le´ la pre´sence
d’un signal d’oscillations torsionnelles bien de´fini et similaire en plusieurs aspects
a` celui du Soleil [7]. Les perturbations de la tempe´rature moyenne´e en longitude
(panneau de droite) sont positives pre`s de la surface du mode`le et diminuent de
fac¸on monotone vers la base de la couche instable ou` elles deviennent ne´gatives suite
a` l’homoge´ne´isation du champ de tempe´rature par la convection, qui tend a` pro-
duire un profil de tempe´rature se rapprochant du profil adiabatique. Un contraste
en tempe´rature poˆle-e´quateur existe ici aussi, qui a la forme d’un gradient latitudi-
nal concentre´ dans la portion supe´rieure de la couche instable re´sultant en des poˆles
le´ge`rement plus chauds que l’e´quateur. Notamment, des variations latitudinales de
l’entropie impliquent l’existence d’un terme de forc¸age baroclinique dans l’e´quation
de la vorticite´, qui pourrait briser l’e´quilibre de Taylor-Proudman e´tant responsable
de la forme cylindrique des profils de la vitesse angulaire; voir [130, 155] et la section
1.3.1.
En plus de ces caracte´ristiques tre`s similaires a` celles du Soleil, la simulation com-
prend e´galement une luminosite´ convective thermique variant en phase avec le cycle
magne´tique [33]. Celle-ci re´sulte des corre´lations entre la vitesse et la tempe´rature,
qui produisent un flux convectif de chaleur, aussi appele´ flux d’enthalpie
Fe ≡ cpρourT˜ , (5.1)
ou` ur est la composante radiale de la vitesse et T˜ est la de´viation par rapport a` la
tempe´rature moyenne´e sur une surface sphe´rique (c’est-a`-dire, a` une altitude con-
stante). La figure 5.4 montre l’e´nergie magne´tique totale (courbe noire continue) et
le flux d’enthalpie inte´gre´ sur une surface sphe´rique a` r = 0.87R (ci-apre`s, la lu-
minosite´ enthalpique), avec la ligne jaune repre´sentant sa moyenne courante sur une
pe´riode de 5 ans. Ici, ∆Le = (Le − L¯e)/L¯e repre´sente la de´viation par rapport a` la
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Figure 5.4. E´nergie magne´tique totale (courbe noire) et luminosite´ enthalpique a`
r = 0.87R (courbe rouge), avec la courbe jaune correspondant a` la moyenne
courante sur 5 ans.
moyenne temporelle de la luminosite´ enthalpique L¯e normalise´e par L¯e. L’analyse
dans [33] s’est concentre´e uniquement sur les variations au niveau r = 0.87R; la` ou`
l’amplitude de la modulation est de ∆Le ∼ 0.1 et L¯e est environ 3% de la luminosite´
solaire. Cependant, la figure 5.5 montre que la modulation s’e´tend dans la majeure
partie de la zone instable, et que son amplitude est proportionnelle a` L¯e. Les trian-
gles noirs et rouges de´notent, respectivement, la luminosite´ moyenne´e par rapport a`
chaque minimum et chaque maximum de l’e´nergie magne´tique totale, et la ligne noire
continue correspond au coefficient de corre´lation de Le avec l’e´nergie magne´tique pour
chaque niveau du domaine. Cette dernie`re est maximale dans la portion supe´rieure
de la zone instable en-dessous du rayon 0.92R, alors que plus haut les mouvements
convectifs sont atte´nue´s rapidement a` mesure qu’ils atteignent la surface du mode`le,
et fluctuent de manie`re erratique a` des rayons plus petits que ∼ 0.82R. Meˆme si le
flux d’enthalpie est pre`s de ze´ro dans la zone stable, celui-ci semble eˆtre anticorre´le´
avec le cycle dans une petite re´gion situe´e tout pre`s de l’interface avec la zone instable.
Comprendre la cause des variations de la luminosite´ requiert l’e´tude des changements
dans les caracte´ristiques de l’e´coulement induits par l’activite´ magne´tique, lesquels
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Figure 5.5. Profils de la luminosite´ enthalpique. Les triangles rouges et noirs
de´notent la luminosite´ moyenne´e par rapport aux maxima et aux minima. La
ligne solide repre´sente le coefficient de corre´lation entre la luminosite´ et l’e´nergie
magne´tique totale de la simulation.
doivent ultimement pointer vers le me´canisme physique de la modulation.
5.2 Caracte´risation de l’e´coulement
La figure 5.6 montre une vue instantane´e de la composante radiale de la vitesse
(range´e du haut) et de la de´viation par rapport a` la tempe´rature moyenne´e sur une
surface sphe´rique aux profondeurs 0.96R, 0.92R, 0.87R et 0.72R (de gauche
a` droite, respectivement). Pre`s de la surface du mode`le a` 0.96R aux moyennes et
aux hautes latitudes on observe le re´seau de larges courants ascendants et de courants
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Figure 5.6. Vitesse radiale (range´e du haut) et perturbation en tempe´rature par
rapport a` la moyenne sur une surface sphe´rique (range´e du bas) aux profondeurs
0.96R, 0.92R, 0.87R et 0.72R (de gauche a` droite, respectivement).
descendants e´troits, qui sont typiques de la convection dans un environnement stratifie´
en densite´. En particulier, certains des courants les plus forts demeurent cohe´rents sur
toute l’e´paisseur de la zone convective depuis la surface en allant jusqu’a` la base de la
zone convective a` ∼ 0.72R. Les basses latitudes sont quant-a`-elles domine´es par un
re´seau de grandes cellules convectives ayant un alignement distinctif nord-sud. Ces
dernie`res sont les fameuses ‘cellules banane’, qui sont confine´es a` une re´gion de´finie
par le cylindre tangent a` la base de la zone convective et qui sont aligne´es selon l’axe
de rotation (e.g. Miesch & al. 2000). La comparaison entre les range´es du haut et
du bas de la figure 5.6 re´ve`le que les forts courants ascendants sont associe´s au fluide
chaud, tandis que les courants descendants transportent le fluide froid vers l’inte´rieur
(voir [132] pour une discussion approfondie de la dynamique convective globale).
Le flux d’enthalpie correspondant aux courants ascendants et descendants est
repre´sente´ par la carte de couleur apparaissant a` la figure 5.7 pour la portion d’une
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moitie´ de la sphe`re a` la profondeur 0.87R. La signature thermique des cellules
Figure 5.7. Carte de couleur du flux convectif a` r = 0.87R. Les courbes continues
et pointille´es repre´sentent les isolignes des vitesses radiales positives et ne´gatives.
bananes apparaˆıt clairement a` basse latitude sous la forme de rouleaux convectifs
contribuant a` des flux positifs (rouge) et ne´gatifs (bleu). Puisque les perturbations en
tempe´rature pre`s de l’e´quateur sont plus uniforme´ment distribue´es et plus froides qu’a`
haute latitude (cf. fig. 5.6), les cellules bananes ne transportent que tre`s peu de flux
net vers le haut du domaine. A` plus haute latitude le re´seau de courants ascendants
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et descendants contribue a` un flux positif net, excepte´ pour les re´gions de flux ne´gatif
occupant une aire plus petite, qui sont le re´sultat de l’entraˆınement turbulent par
le fluide. Notamment, les e´le´ments de flux les plus intenses (i.e. Fe ≥ 2 × 107 W ·
m−2) sont tre`s localise´s spatialement et sont presque tous associe´s avec des courants
ascendants; tandis que le reste des e´le´ments de flux moins intenses sont constitue´s
autant par des courants ascendants que des courants descendants. Ces proprie´te´s
sont explicite´es par la figure 5.8, qui montre les diffe´rentes corre´lations entre les
perturbations en tempe´rature, vitesses radiales, et les flux d’enthalpie sur des surfaces
sphe´riques situe´es a` diffe´rentes profondeurs. Les panneaux de gauche montrent que
les perturbations en tempe´rature et les vitesses sont corre´le´es, ce qui est compatible
avec le re´seau de courants chauds ascendants et courants froids descendants observe´
a` haute latitude dans la figure 5.6. Cependant, certains courants ascendants sont
associe´s a` des perturbations ne´gatives, tandis que certains courants descendants ont
des perturbations positives. Ces deux derniers correspondent au transport de la
chaleur vers l’inte´rieur du domaine (Fe < 0) cause´ par l’entraˆınement turbulent, qui
occupe une plus petite fraction de l’aire totale de la sphe`re compare´ aux valeurs
de flux positives. L’asyme´trie entre les distributions des flux associe´s aux vitesses
positives et ne´gatives (panneaux du centre), re´sulte de la stratification en densite´,
et se traduit aussi par une distribution de tempe´rature asyme´trique (panneaux de
droite).
Chaque caracte´ristique de l’e´coulement contribue a` une certaine fraction δLe de la
luminostie´ enthalpique Le a` une altitude donne´e. La table 5.1 montre les contributions
δLe a` la luminosite´ totale Le de chacune des caracte´ristiques mentionne´es au para-
graphe pre´ce´dent pour l’ensemble des minima et des maxima d’e´nergie magne´tique
compris dans la simulation. Les premie`re et deuxie`me colonnes identifient, respec-
tivement, le type de caracte´ristique et la re´gion a` laquelle elle appartient sur la
sphe`re, qui est soit la bande e´quatoriale comprise entre les latitudes −20o et +20o,
ou le comple´ment de cette re´gion (i.e. les mi/hautes latitudes). Le type de car-
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Figure 5.8. Corre´lations entre les perturbations en tempe´rature et la vitesse radiale
(a` gauche); entre le flux d’enthalpie et la vitesse radiale (au centre); entre le flux
d’enthalpie et la perturbation en tempe´rature (a` droite) aux profondeurs 0.76R
(range´e du bas), 0.82R (range´e du milieu) et 0.87R (range´e du haut).
acte´ristique est quant-a`-lui de´finit par une combinaison des signes de la perturba-
tion en tempe´rature et de la vitesse radiale, tel qu’indique´ par les troisie`me et qua-
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Caracte´ristique Re´gion T˜ ur δLe(min) δLe(max) δA(min) δA(max)
c. asc. chaud mi/ht lat. > 0 > 0 0.6356 0.7212 0.2934 0.2895
c. asc. froid mi/ht lat. < 0 > 0 −0.0024 −0.0028 0.0245 0.0245
c. des. chaud mi/ht lat. > 0 < 0 −0.0316 −0.0281 0.1162 0.1114
c. des. froid mi/ht lat. < 0 < 0 0.2284 0.2570 0.2290 0.2377
c. asc. chaud basses lat. > 0 > 0 0.0403 0.0303 0.0565 0.0498
c. asc. froid basses lat. < 0 > 0 −0.0439 −0.0431 0.1172 0.1219
c. des. chaud basses lat. > 0 < 0 −0.0011 −0.0009 0.0109 0.0095
c. des. froid basses lat. < 0 < 0 0.1231 0.1176 0.1524 0.1557
total all < 0 < 0 0.9483 1.0512 1.0000 1.0000
Table 5.1. Contributions de chaque type de caracte´ristique d’e´coulement a` la lu-
minosite´ a` r = 0.87R moyenne´es sur l’ensemble des minima et des maxima du
cycle magne´tique. La premie`re colonne indique le type de caracte´ristique, qui est
donne´ par une combinaison de courant ascendant (c. asc.) ou courant descendant
(c. des.) chaud ou froid, avec la deuxie`me colonne indiquant la re´gion de la sphe`re a`
laquelle appartient l’e´le´ment en question, qui est soit la bande e´quatoriale comprise
entre les latitudes −20o et +20o (basses lat.), ou le comple´ment de cette re´gion
correspondant aux mi/hautes latitudes (mi/ht lat.).
trie`me colonnes. Les cinquie`me et sixie`me colonnes correspondent, respectivement,
aux contributions associe´es a` un type donne´ de caracte´ristique lorsque moyenne´es sur
l’ensemble des minima (δLe(min)) et sur l’ensemble des maxima (δLe(max)) a` la pro-
fondeur r = 0.87R. Les septie`me et huitie`me colonnes montrent la fraction moyenne
de l’aire totale occupe´e par les e´le´ments de flux associe´s. La plus grande contribu-
tion provient des courants ascendants chauds aux mi/hautes latitudes, d’ou` provient
e´galement la majeure partie de l’augmentation en luminosite´ en allant de minimum
a` maximum. En comparaison, les courants descendants froids contribuent trois fois
moins que ces derniers au minimum du cycle. Une re´duction de l’entraˆınement tur-
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bulent est aussi pre´sente dans les courants chauds descendants, qui pourrait eˆtre
due a` la supression de la turbulence par le champ magne´tique, tel que sugge´re´ dans
[33]. Cependant, les donne´es ici recueillies montrent que cette suppression a un effet
ne´gligeable sur la modulation observe´e. Notamment, l’accroissement de la luminosite´
due aux cellules bananes aux basses latitudes est beaucoup plus petite (∼ 0.02L¯e) en
comparaison a` celui venant du re´seau de cellules convectives aux mi/hautes latitudes
(∼ 0.1L¯e).
Les images de gauche et de droite de la figure 5.9 montrent, respectivement,
des vues de profil instantane´es de la composante de la vorticite´ paralle`le a` l’axe de
rotation et du flux d’enthalpie moyenne´ zonalement. Les courbes continues et les
tirets dans l’image de gauche correspondent aux parties ne´gatives et positives de la
composante de la vitesse verticale (paralle`le a` l’axe de rotation). On observe que
la vorticite´ s’organise en colonnes co¨ıncidant spatialement avec les courants ascen-
dants et descendants, lesquels sont responsables du transport de la chaleur via le
flux d’enthalpie. En particulier, le fait que ces colonnes soient presques paralle`les
a` l’axe de rotation a` basse latitude explique en partie pourquoi les cellules bananes
transportent peu de flux net dans la direction radiale par rapport aux cellules situe´es
aux mi/hautes latitudes. L’image de droite montre en effet que la majeure partie du
flux enthalpique est concentre´ a` mi/haute latitude. De plus, le calcul de la diffe´rence
entre les flux d’enthapie au maxima et minima du cycle montre que l’exce`s de flux
aux maxima est aussi concentre´ a` haute latitude.
La figure 5.10 montre les fonctions de densite´ de probabilite´ correspondant aux
flux d’enthalpie, a` la perturbation en tempe´rature et a` la vitesse radiale a` diverses
hauteurs dans la couche instable. Les courbes rouges et noires repre´sentent, respec-
tivement, les densite´s de probabilite´ moyennes associe´es aux maxima et minima du
cycle. La modulation de flux la plus importante prend place a` l’inte´rieur des ailes des
distributions via l’accumulation d’e´le´ments avec Fe > 1−2×107 W·m−2 au maximum
de chaque cycle (comparer avec les figures 4.1 et 4.4 du Chapitre 4). Au contraire,
145
Figure 5.9. Carte de couleur de la composante de la vorticite´ paralle´le a` l’axe de
rotation (a` gauche) et flux d’enthalpie moyenne´ en longitude (a` droite). Les courbes
continues et les tirets dans l’image de gauche correspondent aux parties positives
et ne´gatives de la composante de la vitesse paralle`le a` l’axe de rotation.
les distributions des vitesses sont a` toute fin pratique invariantes, a` l’exception d’une
re´duction des populations des vitesses les plus e´leve´es (voir en particulier les ailes des
distributions a` r = 0.76R et a` r = 0.82R). Par conse´quent, la modulation des flux
ne peut pas eˆtre due simplement a` une modulation correspondante de l’e´coulement
induit par la force de flottaison via la force de Lorentz. Au contraire des vitesses
radiales, des variations substantielles se produisent dans les distributions des pertur-
bations en tempe´rature. En particulier, a` r = 0.76R c’est le nombre de perturbations
ne´gatives (T . −0.5K) qui augmente au maximum du cycle, alors que le reste de la
distribution demeure identique. L’effet contraire se produit a` r = 0.87R, ou` on assite
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Figure 5.10. Fonctions de densite´ de probabitlite´ correspondant au flux d’enthalpie
(colonne de droite), a` la perturbation en tempe´rature (colonne du milieu) et a`
la vitesse radiale (colonne de gauche) aux profondeurs 0.76R (range´e du bas),
0.82R (range´e du milieu) et 0.87R (range´e du haut) moyenne´es par rapport a`
chaque minimum (courbe noire) et chaque maximum (courbe rouge).
a` une augmentation significative des perturbations positives (T & 0.5K), tandis qu’a`
r = 0.82R les populations positives et ne´gatives augmentent toutes les deux. Une
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comparaison avec les panneaux de droite de la figure 5.8, re´ve`le que les perturbations
telles que (|T | & 0.5K) sont toutes associe´es avec des flux Fe > 1−2×107 W·m−2. Par
conse´quent, la modulation du flux s’effectue via une redistribution des perturbations
en tempe´rature au maximum de chaque cycle, qui re´chauffe/refroidit les courants
ascendants/descendants les plus intenses.
Le me´canisme physique responsable de la modulation doit donc pouvoir expliquer
la concentration de perturbations positives dans les courants ascendants dans la partie
supe´rieure de la zone instable et la concentration de perturbations ne´gatives dans les
courants descendants dans la partie infe´rieure. Un tel me´canisme pourrait ope´rer
de la manie`re suivante: en sachant que la conservation du flux magne´tique en MHD
ide´ale implique la relation suivante
B1A1 = B2A2 , (5.2)
ou` A1 et A2 correspondent aux aires d’une surface mate´rielle avant et apre`s le
de´placement du fluide et B1 et B2 sont les champs magne´tiques associe´s a` A1 et
A2, respectivement (on a ici suppose´ des champs B1 et B2 uniformes a` l’inte´rieur de
chaque surface). L’intensification du flux magne´tique au maximum du cycle d’activite´
pourrait, par exemple, mener a` une re´duction de l’aire occupe´e par les courants ascen-
dants chauds (i.e. ur > 0, T˜ > 0), laquelle aurait l’effet d’augmenter la concentration
en tempe´rature, et par le fait meˆme le flux d’enthalpie. On voit en effet d’apre`s la
table 5.1 que l’aire occupe´e par ces courants diminue au maximum du cycle, ce qui
serait en faveur du me´canisme propose´ ici. Cependant, une analyse plus de´taille´e de
la morphologie de l’e´coulement devra eˆtre effectue´e afin de confirmer la robustesse de
cette explication.
Chapitre 6
DISCUSSION ET CONCLUSION
Cette the`se s’est concentre´e sur la mode´lisation nume´rique des e´coulements magne´to-
hydrodynamiques multi-e´chelles de la physique solaire. Les nombres de Reynolds gi-
gantesques caracte´risant le plasma du Soleil compliquent la solution aux e´quations
MHD, de sorte que l’influence des termes nonline´aires domine largement celle des
termes dissipatifs associe´s a` la diffusion microscopique. En raison des limitations
informatiques, les simulations nume´riques doivent avoir recours a` des diffusivite´s ef-
fectives explicites beaucoup plus grandes que les valeurs microscopiques caracte´risant
le plasma solaire. L’approche ILES a pour principe d’abandonner le traitement
explicite de la dissipation pour de´le´guer son action aux termes de troncature du
sche´ma nume´rique, permettant ainsi l’atteinte d’un re´gime maximalement turbu-
lent a` re´solution fixe. Seules certaines classes d’algorithmes se preˆtent a` l’approche
ILES, comme les me´thodes NFT, qui ont de´montre´ pouvoir repre´senter l’effet des
e´chelles non re´solues de l’e´coulement sur les e´chelles re´solues sans l’utilisation d’un
mode`le sous-maille explicite. Les expe´riences pre´sente´es dans cette the`se ont toutes
e´te´ re´alise´es avec le mode`le EULAG, qui est base´ sur des ope´rateurs de transport
Eule´rien et semi-Lagrangien NFT.
Le travail effectue´ dans le cadre du premier volet consistait a` de´velopper une
correction aux estime´s de trajectoire du sche´ma semi-Lagrangien pour satisfaire la
forme Lagrangienne de l’e´quation de la conservation de la masse dans le contexte
d’un fluide incompressible. Cette correction requiert la solution a` une e´quation
de Monge-Ampe`re a` chaque pas de temps, qui est calcule´e au moyen d’un algo-
rithme de type Newton-Krylov. Les re´sultats pre´sente´s dans les Chapitres 2 et
3 de´montrent l’ame´lioration de la conservation de la masse due a` l’application de
la correction pour les cas de traceurs passifs. Celle-ci a e´galement e´te´ applique´e
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avec succe`s a` des cas de turbulence isotrope et homoge`ne, ainsi qu’a` la formation
de nappes de courant dans un sce´nario de magne´to-fluide relaxant vers un e´tat
d’e´quilibre. En particulier, les expe´riences de reconnexion magne´tique en 2D mon-
trent que la me´thode ame´liore de fac¸on spectaculaire la stabilite´ du sche´ma semi-
Lagrangien classique, en e´liminant la ge´ne´ration artificielle d’e´nergie magne´tique et
l’intersection des trajectoires des e´le´ments de fluide. Cette avance´e ouvre donc la
voie a` la mode´lisation de sce´narios d’e´coulements MHD auparavant inaccessibles avec
l’approche semi-Lagrangienne, comme les cas de reconnexion magne´tique pre´sente´s
au Chapitre 3.
La deuxie`me partie de cette the`se concerne l’origine des me´canismes des variations
de l’irradiance et la de´couverte de la modulation du transport thermique convectif par
le cycle d’activite´ produit dans une simulation MHD globale de la convection solaire;
une ILES a` basse re´solution effectue´e avec le sche´ma Eule´rien MPDATA (Chapitre
4). La corre´lation positive de la luminosite´ avec l’e´nergie magne´tique observe´e dans
cette simulation supporte l’ide´e qu’une modulation globale de la structure thermo-
dynamique solaire puisse contribuer aux variations de l’irradiance, et s’ajouter aux
effets de surface purs re´sultant du couvrage surfacique par les taches, facules et re´seau
magne´tique. Le fait que l’amplification du champ magne´tique me`ne a` l’accroissement
de la luminosite´ et donc de l’efficacite´ du transport convectif au maximum du cy-
cle est contre-intuitif, puisqu’en ge´ne´ral on s’attend a` ce que l’intensification du
champ contribue a` inhiber le de´placement d’un fluide conducteur d’e´lectricite´ (comme
pour le cas de la convection de type Rayleigh-Be´nard, par exemple). Les analyses
pre´liminaires de cette simulation ont re´ve´le´ que la majeure partie de la modulation de
la luminosite´ provient des structures de flux intenses et tre`s localise´es spatialement,
qui correspondent aux forts courants ascendants appartenant au re´seau de cellules
convectives concentre´ aux moyennes et aux hautes latitudes (voir le Chapitre 5).
L’absence de modulation significative de la composante radiale de la vitesse te´moigne
e´galement de la complexite´ du me´canime physique responsable de la variation de la
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luminosite´, qui n’est pas simplement une modulation de l’e´coulement propulse´ par la
force de flottaison. La nature du me´canisme en question semble plutoˆt reposer sur
une redistribution des perturbations en tempe´rature par l’e´coulement au maximum
du cycle, de telle sorte que la quantite´ de chaleur nette transporte´e par le re´seau
de courants ascendants/descendants aux moyennes et hautes latitudes se trouve aug-
mente´e. Des analyses pre´sentement en cours doivent identifier l’aspect de la force de
Lorentz menant a` cette redistribution et e´ventuellement mettre en e´vidence le proces-
sus physique via lequel la modulation s’effectue. Les re´sultats de ces travaux feront
l’objet d’un article en pre´paration (Cossette & al. 2014, ApJ), qui est base´ sur les
re´sultats pre´liminaires inclus dans le Chapitre 5.
Les me´thodes NFT Eule´riennes et semi-Lagrangiennes font d’EULAG-MHD un
outil unique pour la mode´lisation des e´coulements MHD multi-e´chelles ou` les effets
nonline´aires dominent la dissipation. La production de cycles magne´tiques simi-
laires en plusieurs aspects a` celui du Soleil rend de´sormais possible l’exploration
des me´canismes de modulation structuraux de l’irradiance sur les e´chelles de temps
de´cadales et multi-de´cadales. Les travaux futurs pourront tester la robustesse des
solutions cycliques en variant la re´solution de la maille nume´rique et en explorant
l’espace des parame`tres de forc¸age de la luminosite´ en ayant pour but ultime la
pre´diction de potentielles signatures observationnelles re´sultant de la modulation du
flux convectif. En particulier, l’expe´rience SPHERIS, qui doit e´tudier les variations
des proprie´te´s globales telles le rayon et l’asphe´ricite´ avec un degre´ de pre´cision sans
pre´ce´dent, permettra de mieux contraindre les mode`les.
Il sera e´galement inte´ressant d’e´tudier l’impact des algorithmes MPDATA et du
sche´ma semi-Lagrangien ame´liore´ avec la correction de Monge-Ampe`re dans le con-
texte d’expe´riences re´alistes de reconnexion magne´tique dans la couronne, dans le but
d’approfondir notre connaissance des me´canismes de chauffage et de production des
e´ruptions et des e´jections de masse.
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Annexe A
E´QUATION D’E´NERGIE INTERNE
L’e´quation pour l’e´volution de l’e´nergie interne dans sa forme standard utilisant
l’entropie est donne´e par
ρT
(
∂S
∂t
+ v · ∇S
)
= ∇ ·
(
κrρcp∇T
)
+∇ ·
(
κρT∇S
)
, (A.1)
ou` κr regroupe les diffusivite´s thermiques associe´es a` la radiation et a` la conduction
et κ de´note la diffusivite´ turbulente (en m2s−1) [32]. En utilisant la relation entre
l’entropie spe´cifique et la tempe´rature potentielle dS = cpd ln Θ on obtient
cp
ρT
Θ
(
∂Θ
∂t
+ u · ∇Θ
)
= ∇ ·
(
κrcpρ∇T
)
+∇ ·
(
κcp
ρT
Θ
∇Θ
)
. (A.2)
La forme ane´lastique s’obtient en faisant l’expansion de chaque variable thermody-
namique en une se´rie de puissance autour d’un e´tat de re´fe´rence et en supposant que
les de´viations par rapport a` cet e´tat deumeurent suffisament petites [5, 32, 119], ce
qui permet d’e´crire (A.2) sous la forme
DΘ
Dt
=
Θo
ρoTo
[
∇ ·
(
κrρo∇T
)
+∇ ·
(
κ
ρoTo
Θo
∇Θ
)]
. (A.3)
Annexe B
E´TAT AMBIANT
Dans le but d’illustrer le concept d’e´tat ambiant on utilise des coordonne´es
carte´siennes (x, y, z), avec z ≡ r − rb la hauteur mesure´e a` partir de la base rb
du domaine physique et r le rayon, ce qui permet d’e´viter les complications re´sultant
des facteurs me´triques propres a` la ge´ome´trie sphe´rique. De plus, on utilise des con-
ditions aux frontie`res pe´riodiques dans les deux directions horizontales en analogie
avec les simulations globales effectue´es dans une coquille sphe´rique; voir la section
1.3.1. On conside`re l’ope´rateur de moyenne spatio-temporelle suivant
〈Ψ〉 ≡ 1
XY T
∫ t+T/2
t−T/2
∫ X
0
∫ Y
0
Ψ dx dy dτ , (B.1)
qui agit sur la variable Ψ(x, y, z) de´finie dans le domaine carte´sien [0, X] × [0, Y ] ×
[0, Z]. Ici, T correspond a` un temps a` la fois beaucoup plus long que les pe´riodes
caracte´ristiques associe´es a` l’activite´ solaire et beaucoup plus petit que le temps car-
acte´ristique correspondant aux changements structuraux re´sultant du bruˆlage ther-
monucle´aire (e.g. le temps de Kelvin-Helmholtz pour le Soleil TKH ∼ 107 anne´es).
Nous faisons ici l’hypothe`se que 〈Ψ〉 est une solution stationnaire (i.e. ∂〈Ψ〉/∂t = 0),
et qu’elle correspond elle-meˆme a` une solution particulie`re du syste`me d’e´quations
ge´ne´rique.
Pour obtenir l’e´quation gouvernant l’e´volution des perturbations d’entropie (1.4),
on e´crit d’abord (A.3) sous forme conservative en utilisant (1.6)
∂ρoΘ
∂t
+∇ · (ρouΘ) = Θo
To
[
∇ · (κrρo∇Θ To
Θo
) +∇ · (κρoTo
Θo
∇Θ)
]
. (B.2)
En appliquant (B.1) a` (B.2), la de´rive´e partielle par rapport au temps dans la de´rive´e
Lagrangienne disparaˆıt et on obtient l’expression
d
dz
ρo〈uzΘ〉 = Θo
To
[
d
dz
(
κrρo
d
dz
To
Θo
〈Θ〉
)
+
d
dz
(
κ
ρoTo
Θo
d
dz
〈Θ〉
)]
, (B.3)
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ou` uz est la composante verticale de la vitesse. En exprimant uz et Θ en fonction de
leur moyennes 〈..〉 et perturbations .ˇ. associe´es
Θ = 〈Θ〉+ Θˇ ,
uz = 〈uz〉+ uˇz , (B.4)
on peut re´crire le terme advectif au coˆte´ gauche de (B.3) sous la forme
d
dz
ρo〈uzΘ〉 = d
dz
ρo
(
〈uz〉〈Θ〉+ 〈uˇzΘˇ〉
)
. (B.5)
En appliquant (B.1) a` l’e´quation de conservation de la masse dans l’approximation
ane´lastique (1.6) on trouve 〈uz〉 = 0 et en divisant (B.3) par la densite´ on a
0 =
Θo
ρoTo
[
d
dz
(
κrρo
d
dz
To
Θo
Θe
)
+
d
dz
(
κ
ρoTo
Θo
d
dz
Θe
)]
+H? , (B.6)
ou` Θe ≡ 〈Θ〉 est la tempe´rature potentielle de´finissant l’e´tat ambiant et H? ≡
−d/dr(ρo〈uˇzΘˇ〉). La dernie`re e´galite´ exprime l’e´tat stationnaire en e´quilibre thermo-
dynamique global auquel correspond a` l’e´tat ambiant, qui est la condition de com-
patibilite´ (1.10) recherche´e pour l’e´quation gouvernant les perturbations d’entropie
(1.4). Cette dernie`re s’obtient d’abord en posant Θ ≡ Θe + Θ′ puis en soustrayant
(B.6) de (B.2), d’ou` on a
∂Θ′
∂t
+ u · ∇Θ′ = −u · ∇Θe +H(Θ′) +H? , (B.7)
ou` on a suppose´ une diffusivite´ turbulente nulle (κ = 0) et H(Θ′) est donne´ par
(1.8). En ge´ne´ral, le terme H? ne peut pas eˆtre calcule´ explicitement puisque Θ n’est
pas connue a priori. Dans les expe´riences de convection MHD globales pre´sente´es
aux Chapitres 4 et 5, son action est mode´lise´e au moyen d’un terme de relaxation
Newtonienne −αΘ′, qui force la solution vers l’e´tat ambiant sur une e´chelle de temps
τα = α
−1 beaucoup plus grande que le temps de retournement caracte´ristique τt des
cellules convectives (e.g. τt ∼ 20 jours a` la base de la zone convective).
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L’e´tat ambiant est approxime´ par un ensemble de polytropes obe´issant la loi des
gaz parfaits et satisfaisant l’e´quilibre hydrostatique
p = Kρ1+
1
m , (B.8)
p = ρRT , (B.9)
dp
dr
= −ρg , (B.10)
ou` m est l’indice polytropique, R = k/(µmH) = nR
?, µ est le poids mole´culaire
moyen, n est le nombre de moles par unite´ de masse, R? = 8.314472 J ·mole ·K−1 est
la constante des gaz parfaits, et g = gb(rb/r)
2 est l’acce´le´ration gravitationnelle. En
substituant (B.8) et (B.9) dans (B.10) on obtient la relation
dT
dr
= − g
(1 +m)R
, (B.11)
Finalement, en inte´grant (B.11) de r a` r + ∆r tout en supposant un m constant on
arrive aux expressions suivantes pour les tempe´rature, densite´, et pression
Tr+∆r = Tr
[
1− r
(m+ 1)Hr
(
1− r
r + ∆r
)]
, (B.12)
ρr+∆r = ρr
[
1− r
(m+ 1)Hr
(
1− r
r + ∆r
)]m
, (B.13)
pr+∆r = pr
[
1− r
(m+ 1)Hr
(
1− r
r + ∆r
)]m+1
, (B.14)
ou` Hr ≡ pr/(ρrgr) = RTr/gr est la hauteur de colonne en pression. Les expressions
(B.12)-(B.14) peuvent eˆtre re´solues re´cursivement pour donner les profils ambiants
Te(r), pe(r) and ρe(r) pour des conditions initiales spe´cifie´es a` un rayon arbitraire
r = rb, tandis que la tempe´rature potentielle est obtenue via sa de´finition
Θe ≡ Te
(
pb
pe
)R/cp
, (B.15)
Selon le crite`re de Schwarschild pour la stabilite´ convective, une situation dans laquelle
dΘe/dr > 0 implique la stabilite´, tandis que dΘe/dr < 0 correspond au cas convective-
ment instable. Par conse´quent, l’index m est utilise´ pour prescrire, respectivement,
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des stratifications convectivement stables et instables dans les re´gions correspondant
a` l’inte´rieur radiatif (r ≤ ri) et a` la zone convective (r > ri), ou` ri = 0.718R de´note
la position de l’interface coeur-enveloppe et rb = 0.61R correspond a` la base de la
zone stable. Dans la zone stable, m de´croˆıt line´airement jusqu’a` r = ri
m(r) = mb − (mb −mad) r − rb
ri − rb . (B.16)
Les transitions de la stratification subadiabatique a` superadiabatique a` l’interface
coeur-enveloppe et de superadiabatique a` subadiabatique pre`s de la surface sont
mode´lise´es en utilisant une combinaison de fonctions hyperboliques
m(r) = mad +
1
2
(mad −mcv)
(
tanh
[
ϕ− r − ri
δ
]
+ tanh
[
r − rt
δ
+ ϕ
])
, (B.17)
ou` mcv < mad, et δ et ϕ sont des parame`tres controˆlant la largeur de la transition.
Pour un gaz parfait monoatomique avec trois degre´s de liberte´ γ = 5/3 et mad =
3/2. La figure B.1 montre Θe et le profil de l’indice polytropique re´sultant des choix
mb = 2.6 et mcv = 1.4999945 correspondant a` une forte sous-adiabadicite´ pour la
zone stable et un profil le´ge`rement superadiabatique pour la zone instable.
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Figure B.1. Profils de la tempe´rature potentielle (ligne continue) et de l’indice poly-
tropique (tirets) associe´s a` l’e´tat ambiant, avec la ligne verticale a` tirets indiquant
la position de l’interface coeur-enveloppe. Le graphique inse´re´ montre une vue
rapproche´e de chaque profil a` l’inte´rieur de la zone instable.
