A recently proposed adaptive control scheme with mixing involves the use of precalculated candidate controllers whose output is weighted based on the parameter estimates generated by an on-line parameter estimator. It has been shown analytically and demonstrated in simulations that adaptive control with mixing exhibits good performance for the regulation case in the presence of modeling errors, disturbances and time delays. The transient performance however depends on the initial conditions of the parameter estimator and for some initial conditions the transient oscillations may not be acceptable in certain applications. In this paper we combine the controller mixing strategy with a multiple parameter estimation architecture plus a hysteresis switching logic selecting the parameter estimates that generate the smaller estimation errors to decide the mixing of the controllers. We show analytically that this approach, referred to as multi estimator adaptive mixing control (Multi-AMC), achieves stability and stability robustness and we demonstrate using extensive simulations that the scheme achieves consistently better transient performance than the original AMC. In addition we extend the design and analysis to be applicable to the tracking case where the output is required to track a non zero reference signal. The stability and performance of the proposed scheme in the presence of unmodeled dynamics and bounded disturbances has also been analyzed and demonstrated using a numerical example.
INTRODUCTION
A practical control design must be able to maintain performance and stability as well as be robust with respect to plant uncertainties such as unmodeled dynamics and bounded disturbances. In addition it should be able to handle large parametric uncertainties due to unknown values of the physical variables of the plant dynamics. When the model uncertainties are sufficiently small, robust linear time invariant (LTI) control theories, e.g., H ∞ and µ-synthesis, can ensure satisfactory closed-loop objectives. However, failure or degradation of components or unexpected changes typically lead to a large parametric uncertainty, with the result that a single fixed LTI controller may no longer achieve satisfactory closed-loop behavior. Adaptive control was motivated to meet the challenge of handling parametric uncertainties much larger than those that robust control can 3
NOTATION AND PRELIMINARIES
Given the vector-valued time sequence v ∈ R n , v t denotes the time truncation of the sequence v up to time t then the L 2δ norm of v t is: (1) where δ > 0 is a constant, and |v| the Euclidean norm. By v t 2 we mean v k 2δ with δ = 0, and we say that v ∈ L e 2 if v k 2 exists ∀t ∈ R + . Let v ∈ L e 2 , and consider the set
for a given constant µ, where c 0 , c 1 ≥ 0 are some finite constants independent of µ. We say that v is µ-small in the mean square sense (m.s.s.) if v ∈ S(µ). Let H(s) be the transfer function of some LTI system. If 
PROBLEM FORMULATION: UNCERTAIN PLANT
Consider the uncertain LTI SISO plant
where G Even if, for the sake of simplicity, only the case of input disturbance with multiplicative perturbation is considered, the scheme can be easily be applied and analized, with slight modifications in the stability proof, to linear systems with jointly input and output bounded disturbances and additive/multiplicative perturbations. We use the following plant assumptions:
P1. The degree n of D 0 (s, θ * ) is known.
P2. The plant is strictly proper, i.e., m ≤ n − 1.
P3. M ∆ (s) is proper, rational, and analytic in ℜ[s] ≥ −δ 0 /2 for some known δ 0 > 0.
P4. θ * ∈ Ω for some known compact convex set Ω ⊂ R n+m+1 .
Assumption P1-P4 are the standard in adaptive pole-placement control and include both unstable and nonminimum phase plants.
In order to extend the AMC scheme for the tracking case, an internal model principle is used to include the tracking of a certain class of reference signals. In this case the control objective is to choose the plant input u so that the plant output y follow a certain class of reference signals y m ∈ L ∞ that satisfy in order to avoid marginally stable cancellations between the plant zeros and the poles of the controller which will include the internal model.
The control objective is to choose the plant input u so that the plant output y (in the regulation case) or the tracking error e 1 := y − y m (in the tracking case) is regulated to zero. The problem that motivates the use of the proposed control scheme is having an uncertainty set Ω so large that to single fixed controller coming from a robust control synthesis is able to achieve the desired control objectives.
MULTICONTROLLER AND MIXER
Since we suppoesed that no single fixed controller can meet the control objectives over the whole uncertainty set Ω, we handle the large parametric uncertainty is by dividing the parameter set Ω into N smaller not disjunctive subsets
, where I denotes the index set {1, . . . , N }, is developed such that each parameter subset Ω i is compact and Ω ⊂ ∪ i∈I Ω i . For each subset Ω i a LTI controller with rational transfer function C i (s) is synthesized, using for example robust control methods, such that the control law u = −C i (s)y yields a stable closed-loop system that meets the performance requirements in the subset Ω i .
Given the family of N candidate controllers C := {C i (s)} i∈I , a multicontroller C(β) is constructed from C. The multicontroller is a dynamical system capable of generating each candidate control laws, as well as a mix of candidate control laws. Construction of the multicontroller involves interpolation of the candidate controllers over the parameter overlaps. Numerous controller interpolation approaches have been proposed in the context of gain scheduling. These methods interpolate controller poles, zeros, and gains [22] ; solutions of the Riccati equations for an H ∞ design [23] ; state and observer gains [25] ; controller output blending [9] , i.e., u = N i=1 β i u i , where u i = −C i (s)y is the output of the i-th controller. The multicontroller depends on the mixing signal β = [β 1 , . . . , β N ] T which determines the participation level of the candidate controllers. In the regulation case, for fixed values of β the multicontroller u = −C(s; β)y has the transfer function form:
In order to solve the tracking problem, we include the internal model Q m (s) into the controller design. For fixed values of β the multicontroller u = −C(s; β)(y − y m ) has the transfer function:
In this way the tracking problem can be recast as a regulation problem [12] . The multicontroller depends on a mixing signal β = [β 1 , . . . , β N ] T ∈ R N which determines the participation level of each of the candidate controllers, according to the parameter estimate provided by the adaptive law. The mixer implements the mapping β : Ω → B θ , where Ω is the set where the parameter estimate lies and B θ is the set of admissible mixing values. The set of admissible mixing values is designed in such a way that C(s; e i ) = C i (s), where e i ∈ R N is the i-th standard basis vector. This can be achieved by defining the following set of all admissible mixing values in θ ∈ Ω
C2. For all θ * ∈ Ω, let β * := β(θ * ); then C(s; β * ) internally stabilizes the plant G 0 (s; θ * ).
Property M1, together with C1 will ensure that if the parameter estimate is tuned slowly then the closed-loop system will vary slowly. This characteristic will allow the closed-loop system be a slow time-varying system, so that stability results for this kind of systems can be used. Property C2 ensures that C(β) is a certainty equivalence stabilizing controller. As in gain scheduling, interpolation methods may not satisfy the point-wise stability requirement C2 (cf. the counter example of [25] ) and should be previously verified. In [16] the stability preserving interpolation method of [25] is used in order to construct a multicontroller ensuring property C2.
MULTIPLE PARALLEL ESTIMATORS
The adaptive mixing law approach replaces θ * with its estimate θ. Because of the presence of multiplicative uncertainty M ∆ (s) and disturbance d, we use a robust on-line parameter estimator to generate θ at each time t. As an example of a robust on-line parameter estimator, a gradient law based on integral cost with dynamic normalization signal and parameter projection [12] is considered:
where θ(0) ∈ Ω, δ 0 is the known stability margin of the multiplicative perturbation, Pr stands for the projection operator that forces the estimated parameters to stay within the specified convex set, ǫ is the normalized estimation error, λ > 0 is the forgetting factor in order to discount older data, Γ > 0 is the adaptive gain. The quantities
are, respectively, the observation and the regressor vector of the linear in the parameter model of the nominal plant (5) . Λ p is a Hurwitz polynomial of degree n. The adaptive law (10)-(15) guarantees:
where
is the modelling error due to the presence of bounded disturbances and unmodeled dynamics, and S The properties E1, E2 of the adaptive law are sufficient to guarantee signal boundedness of the AMC scheme presented in [16, 6] for the regulation case. The transient performance however depends on several design parameters the important one being the initial condition of the estimated parameters. If the initial parameter estimate deviates considerably from the actual one that will affect the transient behavior as initially the wrong controllers will be switched on. On the other hand these transients create a level of excitation that aids adaptation leading to more accurate parameter estimates. One way to deal with initial parameter estimate conditions and improve performance is to use multiple parameter estimators with different initial conditions and choose the output of those that give the best estimate. In particular, every parameter estimator differs from the others for its initial condition θ(0), and for the subset in which the parameter estimate is projected. Using a gradient law based on integral cost, the parallel parameter estimators have the form, i ∈ İ
with Q(t), R(t) and m 2 s (t) defined as in (12)- (15). If necessary, different values of Γ and λ can be chosen for each estimator. It results that the parameter uncertainty subset Ω i is both the subset in which the estimate of the i-th estimator is projected and the set in which the mixing function β i , associated to the i-th controller, is different than zero. Now the problem is to choose which is the best estimate among the N estimated parameters vectors
When unmodeled dynamics and disturbances are present, the performance signals (20) must be substituted by
At each time t a supervisory logic compares the N performance signals J (t) :
, and selects, at each time t, the estimate θ σ(t) := θ σ (t) of index σ via the following hysteresis switching logic:
where t − 1 stands for the previous integration step, ψ(J ) stands for the least integer j ∈ I such that J j ≤ J i , ∀i ∈ I, and h, a (typically small) positive real, is the hysteresis constant. The next Hysteresis Switching Logic (HSL) lemma, whose proof can be found in [19] , establishes the limiting behavior of the switching system arising from (22) and (23) .
Let S denote the class of all possible switching sequences σ(·). Consider the assumptions:
A1. For each σ(·) ∈ S and i ∈ I, J i (t) admits a limit (which may be infinite) as t → ∞;
A2. For each σ(·) ∈ S , there exist integers µ ∈ I such that J µ (·) is bounded.
HSL Lemma [19] Let σ be the switching sequence resulting from (22) and (23) . Then, if A1 and A2 hold, there is a finite time t * ∈ Z + , after which no more switching occurs. Moreover,
The HSL Lemma is used to establish the following Theorem:
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Theorem 1
Consider the parallel robust adaptive laws given by (18)- (19) and (12)- (15) and hysteresis switching logic (22)- (23) with performance signals (20)- (21). Then, the resulting multiple estimator resulting from the interconnection of the parallel adaptive laws with the hysteresis switching logic satisfies
Proof -See the Appendix
From a theoretical point of view the multiple estimator scheme guarantees the same convergence properties of the single estimator, at the price of increasing the complexity of the estimation architecture. The bigger computational intensity of running parallel estimators is compensated by the advantage of having faster adaptation respect to non-zero initial conditions and respect to initializations of the parameter estimates which are far from the true unknown parameter vector. Such improvements may be demonstrated just from a simulative point of view: theoretical analysis in order to show such improvements is difficult, if at all possible. The above properties of the multiple estimator are used to establish stability and stability robustness of the overall control scheme in the following section.
STABILITY AND STABILITY ROBUSTNESS OF MULTIPLE-ESTIMATOR ADAPTIVE MIXING CONTROL
The structure of the Multi-AMC is shown in Fig. 1 . The novelty of the new architecture is the combination of the controller mixing with multiple parameter estimators. The supervisor comprises of various subsystems: the parallel on-line parameter estimators generate real-time estimates θ i (t), i = 1, . . . , N of the unknown parameter vector θ * . Each parameter estimator has a different initial condition and project its estimate in a subset of the whole uncertainty set. A switching logic orchestrates the decision of which is, at each time t, the best estimate among all the parallel parameter estimates. In order to perform this task the switching logic uses performance signals based on the past and present estimation error, and a hysteresis to prevent chatter. Finally, the mixer determines the participation level of each candidate controller based on the selected estimate θ(t). The stability and stability robustness properties of the Multi-AMC scheme described by equations (8) , (9), (18)- (19), (12)- (15) and (22)- (23), and shown in Fig. 1 are described by the following Theorem.
Theorem 2
Let the unknown plant be given by (3)-(5) satisfy the plant assumptions P1-P4. Consider the adaptive mixing controller with the multicontroller C(β) given by (8) and satisfying assumptions C1-C2; the mixer (9) satisfying M1; the parallel robust adaptive laws given by (18)- (19) and (12)- (15) and hysteresis switching logic (22)- (23) . Then the following results hold:
and c > 0 a finite constant, then the adaptive mixing control scheme guarantees φ, u, y, e 1 ∈ L ∞ and
Proof -See the Appendix
Remark 1
The stability and robustness results are conceptually similar to those in robust adaptive control [12, 26, 11] . The advantage of AMC in comparison with conventional robust adaptive control is that for the proposed scheme the stabilizability of the estimated plant is no longer an issue in calculating on-line the controller parameters. In addition, it allows well developed results from robust control to be incorporated in the design. In fact, thanks to the modularity of the design, the analysis of the overall system relies on certain properties of its individual parts. Furthermore, the Multi-AMC can handle controllers that are not directly parameterized by the unknown plant parameters, e.g. H ∞ or µ-synthesized robust controllers, extending the class of feedback adaptive control systems.
Remark 2
In the absence of any persistently exciting signals it cannot be guaranteed that the estimated parameters converge to the true parameter values and therefore that the AMC or Multi-AMC scheme converges to the appropriate robust controller. If the reference input signal is sufficiently rich then the parameter estimates converge to the true values in the ideal case and close to the true values in the non ideal case. Such a proof follows using a similar procedure as in [12, 11] .
Remark 3
Equation (24) is a mean square condition: it does not guarantee that the tracking error will be bounded from above by the modeling error bound at all times. As in conventional adaptive control, a phenomenon known as 'bursting' [1] , where the tracking error assumes large values over short intervals of time, cannot be excluded by the mean square bound. One way to get rid of bursting is to use a dead zone to switch-off adaptation when convergence to steady state values is achieved [27] .
Despite the results of Theorem 2, establishing analytically that the Multi-AMC scheme will guarantee better transient performance than other adaptive schemes is difficult if at all possible. The time varying nature of adaptive control loops prevents a clear characterization of transient performance and no analytical results exist in this direction despite occasional claims for improvements based on simulations rather than analysis. Therefore the only way to deal with such issue is to develop schemes that intuitively suggest improvements in transient performance and use extensive numerical simulations to demonstrate it. This is the approach we followed in the paper and the following section is devoted to simulation testing of the proposed Multi-AMC scheme. 
NUMERICAL EXAMPLE
Simulation results demonstrate that the AMC with a single estimator compares favourably with traditional robust adaptive control schemes as well as some of the multiple model schemes developed in literature [16, 4] . In this section we use a numerical example to demonstrate that the proposed Multi-AMC scheme has even better transient performance than the single estimator based AMC scheme. The two carts system, shown in Fig. 2 , proposed both as a benchmark problem for robust control [28, 13, 7] and in the context of switching supervisory control [20, 2] , is composed of two masses . The input disturbance is chopped between ±3σ in order to obtain a bounded noise. The control objective is to control the position of the second cart applying a force to the first cart. The reference y m to be tracked is a square-wave of amplitude between 0 and 1 and with period 60 s. In the simulations reported hereafter we consider M = 1 and b = 0. The unknown constant stiffness θ * is restricted to the compact set
We consider the family of θ * (s) was selected as the one among all stabilizing controllers C θ * (s) = S θ * (s)/R θ * (s) satisfying the weighted H ∞ mixed-sensitivity criterion [17] : 
The mixer is constructed on the basis of the smooth bump function ψ(x) = e − 1 1−x 2 if |x| < 1, and ψ(x) = 0 otherwise. Because of the scalar nature of the uncertainty set, consider the pre-normalized weights, i = 1, . . . , 7β
where U i and L i are the upper and lower bound, respectively, of the subset
The mixing signal β(θ) is generated by normalizingβ = [β 1 . . .
The parameter subsets Ω i , i ∈ 1, . . . , 7, are: The subsets have been found by a trial and error procedure, taking into account the stability intervals in Table I . Please note that the plant is harder to control as the uncertain stiffness is small. This is reflected by the stability intervals of each controller which are not equally distributed over the whole uncertainty set: in particular, in the interval [1.30, 3.5] one controller is sufficient to control the plant, while in the interval [0.04, 1.70] 6 controllers are needed. The mixing function β(θ) derived from the described procedure is shown in Fig. 3 . The multicontroller has been constructed using output blending, i.e. u = 7 i=1 β i u i , since this approach has been verified to satisfy assumption C2. The robust adaptive laws are based on the integral cost (10)- (15), with parameter projection and dynamic normalization. The design parameters have been chosen as follows:
The initial condition for each estimator has been chosen as the middle point of the subset Ω i . The design parameters of the hysteresis logic are The Multi-AMC is compared with the AMC scheme that uses a single parameter estimator [16] , also based on the integral cost, with the same design parameters as the parallel adaptive laws, and initial condition θ 0 = (3.50 + 0.04)/2 = 1.77, which is the center of the overall parameter interval Ω. For a comparison with a conventional adaptive controller, a pole-placement adaptive controller (APPC) is implemented, using the same single adaptive law as in the single estimator based AMC scheme. The pole-placement is designed to place the closed-loop poles at the roots of • The root mean square (RMS) tracking error over the first 50 seconds. This criterion is used to evaluate transient and tracking error performance; • The average time it takes for the scheme to converge to the final controller without any further switching.
The last two criterion is used in the comparison of the single estimator based AMC and Multi-AMC.
The results are given in Table II for the ideal case (d = 0, τ = 0), and in Table III for the noisy nonideal case (τ = 0.1 s). A consistent tracking error RMS improvement of the Multi-AMC scheme can be seen not only with respect to the APPC scheme, but also with respect to the AMC with a single estimator. The column next to the tracking error RMS values evaluates the percentage RMS improvement of the Multi-AMC over the other two schemes. For example the percentage RMS improvement of Multi-AMC over single estimator based AMC is calculated as
and analogously for percentage RMS improvement of Multi-AMC over APPC. As expected, the RMS improvements are more drastic when the initial parameter estimate is further away from the true unknown parameter. There is no improvement between Multi-AMC and AMC in the case θ * = 2.0, because both approaches start with an initial parameter estimate corresponding to the selection of the stabilizing candidate controller C 7 without subsequent switching. In other words 12 S. BALDI, P.A. IOANNOU & E. B. KOSMATOPOULOS for this case both the AMC with one estimator and the Multi-AMC select the same controller and there is no additional switching.
Let us discuss now the second performance criterion, shown in the last two columns of Tables II  and III . The second last column is the mean time, calculated among all the simulations, after which: for the Multi-AMC scheme, no more switching occurs, or, for single estimator based AMC, the weight β j associated to the final selected controller C j remains in the interval [0.95, 1]. After every simulation such a time is evaluated for both mixing schemes and an arithmetic mean is performed for every nominal value of the unknown stiffness. The last column of Tables II and III checks the instability of the frozen-time APPC closed loop, as soon as the Multi-AMC has performed the final switching, in order to see, whenever we switch adaptation off, if the APPC scheme has converged to a stabilizing controller or not. Thanks to the discontinuous adaptation orchestrated by the switching logic, the Multi-AMC convergence to the final controller is faster than the AMC employing a single estimator, as demonstrated in the second last column of Tables II and III: even if, from a theoretical point of view, no estimation of when the final switching time is going to happen can be made, from a practical point of view the Multi-AMC final switching time occurs sensibly before the single estimator based AMC has converged to its final controller. The APPC convergence to a stabilizing controller is slower, and it can be seen that in most cases, when the Multi-AMC has already converged, the frozen-time APPC closed loop is still unstable. On the other hand the APPC scheme has the advantage of not requiring knowledge of the parameter sets, avoiding any a priori information about the partition of the uncertain set. Among all the performed simulations, two particular scenarios have been chosen to graphically show and compare the behavior of the different adaptive schemes. One scenario involves no noise or unmodeled dynamics, with a value of the uncertain stiffness corresponding to θ * = 0.3. The other scenario considers the noisy situation with unmodeled delay τ = 0.1 s, with uncertain stiffness θ * = 0.1. Fig. 4 (a) and 6(a) show the output responses for the three adaptive schemes, for the two scenarios. In Fig. 4 (b) and 6(b) the evolution of the parameter estimate is shown. Fig. 5 (a)-5(b) and 7(a)-7(b) show the AMC mixer weights. In both cases it is possible to see that the Multi-AMC scheme exhibits a smaller transient when compared with both the APPC scheme and the single estimator AMC scheme. The Multi-AMC estimated parameter converges to the true value θ * much faster that In order to clarify how the proposed adaptive method acts in the cases in which the unknown parameters belongs to overlapping sets, two more scenarios are shown, corresponding to θ * = 0, 8 with no noise or unmodeled dynamics ( Fig. 8(a) ), and θ * = 0, 18 with input noise and unmodeled delay τ = 0.1 s (Fig. 10(a) ). Such scenarios, as well other stiffness values belonging to overlapping sets are not shown in Tables II and III both the the sake of compactness of the Tables and because  the The Multi-AMC stabilty analysis, as well the shown simulations, have been performed under the assumption of having an unknown, but fixed-in-time parameter. The parameter time-varying case requires a different design and different analysis [27] and it is outside the scope of this paper. Hereafter we demostrate via a simulative experiment that the Multi-AMC may work for slowly time variations of the uncertain plant. As shown in [21] , the performance functionals (20) are not suitable for a time-varying setting, because they consider an infinite memory, and must be substituted by the performance signals:
which include an exponential forgetting of older data. Using the mathematical tools of Theorem 2 no stability analysis can be performed with such performance signals: stability of the scheme in a time-varying setting is just demostrated using simulations. A sinusoidal variation it considered, with frequency 0.02 rad/s, spanning the set {0.04 ≤ θ * ≤ 1.5}. This set has been considerd, because it is the most interesting for the control objective, since it requires 6 candidate controllers to achieve stability. The design parameters in (33) are α = 0.5, β = 1, ρ = 0.85. The output response of the three schemes is given in Fig. 12(a) . In Fig. 12(b) the evolution of the parameter estimate is shown, as well as the sinusoidal evolution of the unknown parameter. It can be seen that the Multi-AMC scheme achieves a better tracking of the time-varying parameter respect to the AMC with a single estimator and the APPC scheme. The RMS values of the tracking error during the entire simulation are show in Table IV , from which we can see the improvement of Multi-AMC over the other two schemes.
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CONCLUSIONS
A new multiple model adaptive mixing control (Multi-AMC) architecture has been developed, employing a bank of parallel parameter estimators, in order to achieve faster learning and better transient performance. A key contribution is the stability analysis of the adaptive mixing scheme with multiple parameter estimators that covers both the regulation and tracking case and the demonstration via Monte Carlo simulations that the proposed scheme provides consistent improvements of transient performance over AMC employing a single estimator. For the nominal and noiseless case, it was shown that the proposed Multi-AMC scheme drives the tracking error to zero. In the presence of unmodeled dynamics and bounded disturbances that satisfy specified bounds, it was shown that the closed-loop states remain bounded and the tracking error is of the order of the modeling error. While these results are qualitatively similar to standard adaptive pole placement schemes which do not encounter stabilizability problems during estimation and to AMC with a single estimator, intuition suggests that due to the multiple estimator the proposed Multi-AMC will improve transient performance considerably. A two carts system was used to demonstrate, via Monte Carlo simulations, the effectiveness of the proposed Multi-AMC in consistently improving the transient behavior when compared with standard adaptive pole placement and a single estimator AMC scheme.
