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Abstract
In this paper we characterize the genera of those quotient curves Hq/G of the Fq2-maximal
Hermitian curve Hq for which G is contained in the maximal subgroup M1 of Aut(Hq) fixing
a self-polar triangle, or q is even and G is contained in the maximal subgroup M2 of Aut(Hq)
fixing a pole-polar pair (P, ℓ) with respect to the unitary polarity associated to Hq. In this
way several new values for the genus of a maximal curve over a finite field are obtained. These
results together with [38] leave just two open cases to provide the complete list of genera of
Galois subcovers of the Hermitian curve; namely, the open cases in [4] when G fixes a point
P ∈ Hq(Fq2) and q is even, and the open cases in [39] when G ≤M2 and q is odd.
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1 Introduction
Let q be a power of a prime p, Fq2 be the finite field with q
2 elements, and X be a projective,
absolutely irreducible, non-singular algebraic curve defined over Fq2 . The curve X is called Fq2-
maximal if the number |X (Fq2)| of its Fq2-rational points attains the Hasse-Weil upper bound
q2 + 1 + 2gq, where g denotes the genus of X . Maximal curves have been investigated for their
applications in Coding Theory; see [42,46]. Surveys on maximal curves are found in [16–18,20,45]
and [29, Chapter 10].
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A well-known and important example of an Fq2-maximal curve is the Hermitian curve Hq. It
is defined as any Fq2-rational curve which is projectively equivalent to the plane curve X
q+1 +
Y q+1 + Zq+1 = 0. For fixed q, the curve Hq has the largest genus g(Hq) = q(q − 1)/2 that an Fq2-
maximal curve can have. The automorphism group Aut(Hq) is defined over Fq2 and isomorphic to
the projective general unitary group PGU(3, q), the group of projectivities of PG(2, q2) commuting
with the unitary polarity associated with Hq. The automorphism group Aut(Hq) has size bigger
than 16g(Hq)
4, while any curve of genus g ≥ 2 not isomorphic to the Hermitian curve has less than
16g4.
By a result commonly referred to as the Kleiman-Serre covering result (see [34] and [35, Proposi-
tion 6]) a curve X defined over Fq2 and Fq2-covered by an Fq2-maximal curve is Fq2-maximal as well.
In particular, Fq2-maximal curves can be obtained as Galois Fq2-subcovers of an Fq2-maximal curve
X , that is, as quotient curves X/G where G is a finite Fq2-automorphism group of X . Most of the
known maximal curves are Galois covered by the Hermitian curve; see for instance [9,22,23,39,40]
and the references therein.
A challenging open problem is the determination of the spectrum Γ(q2) of genera of Fq2-maximal
curves, for given q; some values in Γ(q2) arise from Fq2-maximal curves which are not covered or
Galois covered by the Hermitian curve. The first example of a maximal curve not Galois covered by
the Hermitian curve was discovered by Garcia and Stichtenoth [21]. This curve is F36-maximal and
it is not Galois covered by H27. It is a special case of the Fq6-maximal GS curve, which was later
shown not to be Galois covered byHq3 for any q > 3, [25,36]. Giulietti and Korchma´ros [24] provided
an Fq6-maximal curve, nowadays referred to as the GK curve, which is not covered by the Hermitian
curve Hq3 for any q > 2, like some of its Galois subcovers [26, 44]. Two generalizations of the GK
curve were introduced by Garcia, Gu¨neri and Stichtenoth [19] and by Beelen and Montanucci
in [5]. Both these two generalizations are Fq2n-maximal curves, for any q and odd n ≥ 3. Also,
they are not Galois covered by the Hermitian curve Hqn for q > 2 and n ≥ 5, see [5, 14]; the
Garcia-Gu¨neri-Stichtenoth’s generalization is also not Galois covered by H2n for q = 2, see [25].
Apart from the examples listed above, most of the known values in Γ(q2) have been obtained
from quotients curves Hq/G of the Hermitian curve, which have beed investigated in many papers.
Therefore, towards the determination of Γ(q2) it is important to study the genera g(Hq/G) for all
G ≤ Aut(Hq). We list some known partial results:
• g(Hq/G) for some G fixing a point of Hq(Fq2); see [2, 4, 22].
• g(Hq/G) when G normalizes a Singer subgroup of Aut(Hq) fixing three non-collinear points
of Hq(Fq6) \ Hq(Fq2); see [8, 9, 22].
• g(Hq/G) when G has prime order; see [9].
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• g(Hq/G) when G fixes neither points nor triangles in PG(2, F¯q2); see [38].
Only the following cases for G ≤ Aut(Hq) still have to be analyzed:
1. G fixes a self-polar triangle in PG(2, q2),
2. G fixes an Fq2-rational point P /∈ Hq.
3. G fixes a point P ∈ Hq(Fq2), p = 2 and |G| = p
ℓd where pℓ ≤ q and d | (q − 1).
We observe that some partial results are known in the literature for the cases 1 and 2. In this paper
a complete analysis of Case 1 is given, as well as a complete analysis of Case 2 when p = 2. More
precisely, this paper is organized as follows. Section 2 recalls necessary preliminary results on the
Hermitian curve and its automorphism group. In Section 3 a complete analysis of Case 1 is given.
Section 4 contains a complete analysis of Case 2 under the assumption p = 2. Finally, Section 5
collects some new genera of maximal curves obtained for fixed values of q.
2 Preliminary results
Throughout the paper p is a prime number, n is a positive integer, q = pn, and Fq is the finite field
with q elements. The Deligne-Lusztig curves defined over Fq were originally introduced in [12].
Other than the projective line, there are three families of Deligne-Lusztig curves, named Hermitian
curves, Suzuki curves and Ree curves. The Hermitian curve Hq arises from the algebraic group
2A2(q) = PGU(3, q) of order (q
3+1)q3(q2−1), that is, Aut(Hq) = PGU(3, q). It has genus q(q−1)/2
and is Fq2-maximal. Three Fq2-isomorphic models of Hq are given by the following equations:
Xq+1 + Y q+1 + Zq+1 = 0; (1)
Y qZ + Y Zq −Xq+1 = 0; (2)
XY q −XqY + ωZq+1 = 0, (3)
where ω ∈ Fq2 satisfies ω
q+1 = −1. The curves (1) and (2) are known as the Fermat and the Norm-
Trace model of the Hermitian curve, respectively. The action of Aut(Hq) on the set Hq(Fq2) of all
Fq2-rational points of Hq is equivalent to the 2-transitive permutation representation of PGU(3, q)
on the isotropic points with respect to the unitary form. The combinatorial properties of Hq(Fq2)
can be found in [31]. The size of Hq(Fq2) is equal to q
3 + 1, and a line of PG(2, q2) has either 1 or
q + 1 common points with Hq(Fq2), that is, it is either a tangent line or a chord of Hq(Fq2).
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The following classification of maximal subgroups of the projective special subgroup PSU(3, q)
of PGU(3, q) goes back to Mitchell and Hartley; see [37], [28], [30]. Actually, in [33] it is possible
to find a classification of maximal subgroups of PSU(n, q), n ≥ 3, in the context of Aschbacher’s
classes of subgroups, after the theorem of classification for finite simple groups. Here we prefer
to go back to the results of Mitchell and Hartley where it is more readable the relation between
subgroups and action on PG(2, F¯q2) and Hq.
Theorem 2.1. Let d = gcd(3, q + 1). Up to conjugacy, the subgroups below give a complete list of
maximal subgroups of PSU(3, q).
(i) the stabilizer of an Fq2-rational point of Hq. It has order q
3(q2 − 1)/d;
(ii) the stabilizer of an Fq2-rational point off Hq (equivalently the stabilizer of a chord of Hq(Fq2)).
It has order q(q − 1)(q + 1)2/d;
(iii) the stabilizer of a self-polar triangle with respect to the unitary polarity associated to Hq(Fq2).
It has order 6(q + 1)2/d;
(iv) the normalizer of a (cyclic) Singer subgroup. It has order 3(q2 − q + 1)/d and preserves a
triangle in PG(2, q6) \PG(2, q2) left invariant by the Frobenius collineation Φq2 : (X,Y, T ) 7→
(Xq
2
, Y q
2
, T q
2
) of PG(2, F¯q);
for p > 2:
(v) PGL(2, q) preserving a conic;
(vi) PSU(3, pm) with m | n and n/m odd;
(vii) subgroups containing PSU(3, pm) as a normal subgroup of index 3, when m | n, n/m is odd,
and 3 divides both n/m and q + 1;
(viii) the Hessian groups of order 216 when 9 | (q + 1), and of order 72 and 36 when 3 | (q + 1);
(ix) PSL(2, 7) when p = 7 or −7 is not a square in Fq;
(x) the alternating group A6 when either p = 3 and n is even, or 5 is a square in Fq but Fq
contains no cube root of unity;
(xi) an extension of order 720 of A6, when p = 5 and n is odd;
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(xii) the alternating group A7 when p = 5 and n is odd;
for p = 2:
(xiii) PSU(3, 2m) with m | n and n/m an odd prime;
(xiv) subgroups containing PSU(3, 2m) as a normal subgroup of index 3, when n = 3m with m odd;
(xv) a group of order 36 when n = 1.
We also need the classification of subgroups of the projective general linear group PGL(2, q):
Theorem 2.2. (see [13, Chapt. XII, Par. 260], [32, Kap. II, Hauptsatz 8.27], [29, Thm. A.8])
The following is the complete list of subgroups of PGL(2, q) up to conjugacy:
(i) the cyclic group of order h with h | (q ± 1);
(ii) the elementary abelian p-group of order pf with f ≤ n;
(iii) the dihedral group of order 2h with h | (q ± 1);
(iv) the alternating group A4 for p > 2, or p = 2 and n even;
(v) the symmetric group S4 for 16 | (q
2 − 1);
(vi) the alternating group A5 for p = 5 or 5 | (q
2 − 1);
(vii) the semidirect product of an elementary abelian p-group of order pf by a cyclic group of order
h, with f ≤ n and h | gcd(pf − 1, q − 1);
(viii) PSL(2, pf ) for f | n;
(ix) PGL(2, pf ) for f | n.
In our investigation it is useful to know how an element of PGU(3, q) of a given order acts
on PG(2, F¯q2), and in particular on Hq. This can be obtained as a corollary of Theorem 2.1, and
is stated in Lemma 2.2 with the usual terminology of collineations of projective planes; see [31].
In particular, a linear collineation σ of PG(2, F¯q2) is a (P, ℓ)-perspectivity if σ preserves each line
through the point P (the center of σ), and fixes each point on the line ℓ (the axis of σ). A (P, ℓ)-
perspectivity is either an elation or a homology according to P ∈ ℓ or P /∈ ℓ, respectively. A
(P, ℓ)-perspectivity is in PGL(3, q2) if and only if its center and its axis are in PG(2,Fq2).
Lemma 2.3 gives a classification of nontrivial elements in PGU(3, q), we will refer to throughout
the paper.
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Lemma 2.3. ([40, Lemma 2.2]) For a nontrivial element σ ∈ PGU(3, q), one of the following cases
holds.
(A) ord(σ) | (q + 1) and σ is a homology, whose center P is a point of PG(2, q2) \ Hq and whose
axis ℓ is a chord of Hq(Fq2) such that (P, ℓ) is a pole-polar pair with respect to the unitary
polarity associated to Hq(Fq2).
(B) p ∤ ord(σ) and σ fixes the vertices P1, P2, P3 of a non-degenerate triangle T ⊂ PG(2, q
6).
(B1) ord(σ) | (q+1), P1, P2, P3 ∈ PG(2, q
2)\Hq, and T is self-polar with respect to the unitary
polarity associated to Hq(Fq2).
(B2) ord(σ) | (q2 − 1), ord ∤ (q + 1), P1 ∈ PG(2, q
2) \ Hq, and P2, P3 ∈ Hq(Fq2).
(B3) ord(σ) | (q2 − q + 1), and P1, P2, P3 ∈ Hq(Fq6) \ Hq(Fq2).
(C) ord(σ) = p and σ is an elation, whose center P is a point of Hq(Fq2) and whose axis ℓ is
tangent to Hq at P such that (P, ℓ) is a pole-polar pair with respect to the unitary polarity
associated to Hq(Fq2).
(D) wither ord(σ) = p with p 6= 2, or ord(σ) = 4 with p = 2; σ fixes a point P ∈ Hq(Fq2) and
a line ℓ which is tangent to Hq at P , such that (P, ℓ) is a pole-polar pair with respect to the
unitary polarity associated to Hq(Fq2).
(E) ord(σ) = p · d, where 1 6= d | (q +1); σ fixes two points P ∈ Hq(Fq2) and Q ∈ PG(2, q
2) \Hq;
σ fixes the line PQ which is the tangent to Hq at P , and another line through P which is the
polar of Q.
From Function Field Theory we need the Riemann-Hurwitz formula; see [42, Theorem 3.4.13].
Every subgroup G of PGU(3, q) produces a quotient curve Hq/G, and the cover Hq → Hq/G
is a Galois cover defined over Fq2 . Also, the degree ∆ of the different divisor is given by the
Riemann-Hurwitz formula, namely
∆ = (2g(Hq)− 2)− |G|(2g(Hq/G) − 2).
On the other hand, ∆ =
∑
σ∈G\{id} i(σ) where i(σ) ≥ 0 is given by the Hilbert’s different formula
[42, Thm. 3.8.7], namely
i(σ) =
∑
P∈Hq(F¯q2 )
vP (σ(t)− t), (4)
where vP (·) denotes the valuation function at P and t is a local parameter at P , i.e. vP (t) = 1.
By analyzing the geometric properties of the elements σ ∈ PGU(3, q), it turns out that there
are only a few possibilities for i(σ). This is obtained as a corollary of Lemma 2.3.
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Theorem 2.4. ([40, Theorem 2.7]) For a nontrivial element σ ∈ PGU(3, q), one of the following
cases occurs.
1. If ord(σ) = 2 and 2 | (q + 1), then σ is of type (A) and i(σ) = q + 1.
2. If ord(σ) = 3, 3 | (q + 1), and σ is of type (B3), then i(σ) = 3.
3. If ord(σ) 6= 2, ord(σ) | (q + 1), and σ is of type (A), then i(σ) = q + 1.
4. If ord(σ) 6= 2, ord(σ) | (q + 1), and σ is of type (B1), then i(σ) = 0.
5. If ord(σ) | (q2 − 1) and ord(σ) ∤ (q + 1), then σ is of type (B2) and i(σ) = 2.
6. If ord(σ) 6= 3 and ord(σ) | (q2 − q + 1), then σ is of type (B3) and i(σ) = 3.
7. If p = 2 and ord(σ) = 4, then σ is of type (D) and i(σ) = 2.
8. If p 6= 2, ord(σ) = p, and σ is of type (D), then i(σ) = 2.
9. If ord(σ) = p and σ is of type (C), then i(σ) = q + 2.
10. If ord(σ) = p · d where d is a nontrivial divisor of q + 1, then σ is of type (E) and i(σ) = 1.
Remark 2.5. With a small abuse of notation, in the paper we denote by σ the element σ¯ =
σZ(GU(3, q)) ∈ GU(3, q)/Z(GU(3, q)) = PGU(3, q).
3 G stabilizes a self-polar triangle T ⊂ PG(2, q2) \ Hq
In this section we take G to be contained in the maximal subgroup M of PGU(3, q) stabilizing
a self-polar triangle T = {P1, P2, P3} with respect to the unitary polarity associated to Hq(Fq2).
Recall that M ∼= (Cq+1 × Cq+1) ⋊ S3, where Cq+1 × Cq+1 is the pointwise stabilizer of T and S3
acts faithfully on T . We denote by GT = G ∩ (Cq+1 × Cq+1) the pointwise stabilizer of T in G.
We use the plane model (1) of Hq. Up to conjugation in PGU(3, q), we can assume that T is
the fundamental triangle with P1 = (1, 0, 0), P2 = (0, 1, 0), P3 = (0, 0, 1). For each σ ∈ Cq+1×Cq+1
we will consider as a representative of σ the diagonal matrix having (q+1)-th roots of unity in the
diagonal entries and 1 in the third row and column. We can choose as complement S3 the monomial
group made by matrices with exactly one nonzero entry equal to 1 in each row and column; any
other complement S3 has (q + 1)-th roots of unity as nonzero entries.
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Partial results when the order of G is coprime to p were obtained in [41] for the Fermat curve
Fm : X
m + Y m + Zm = 0 with p ∤ m.
Each result in Sections 3.1 to 3.4 is stated as follows: firstly, sufficient numerical conditions for
the existence of groups G with a certain action on T are given, and the genus of Hq/G is provided;
secondly, it is shown that groups G with that given action on T satisfy those numerical conditions.
In our investigation, the numerical conditions arise as necessary by the analysis of a putative group
G with a given action on T , and in a second moment they also appear as sufficient; neverthless,
we choose to start the exposition of each result with the numerical conditions, showing firstly that
they are sufficient and then that they are necessary, in order to make the proofs shorter and to
highlight the purely numerical characterization that we obtained.
3.1 G stabilizes T pointwise
In this section G = GT , that is, G ≤ Cq+1 × Cq+1.
Theorem 3.1. Let q + 1 =
∏ℓ
i=1 p
ri
i be the prime factorization of q + 1.
(i) For any divisors a =
∏ℓ
i=1 p
si
i and b =
∏ℓ
i=1 p
ti
i of q + 1 (0 ≤ si, ti ≤ ri), let c =
∏ℓ
i=1 p
ui
i
be such that, for all i = 1, . . . , ℓ, we have ui = min{si, ti} if si 6= ti, and si ≤ ui ≤ ri if
si = ti. Define d = a + b + c − 3. Let e =
abc
gcd(a,b) ·
∏ℓ
i=1 p
vi
i , where for all i’s vi satisfies
0 ≤ vi ≤ ri−max{si, ti, ui}. We also require that, if pi = 2 and either 2 ∤ abc or 2 | gcd(a, b, c),
then vi = 0. Then there exists a subgroup G of Cq+1 ×Cq+1 such that
g(Hq/G) =
(q + 1)(q − 2− d) + 2e
2e
. (5)
(ii) Conversely, if G ≤ Cq+1×Cq+1, then the genus of Hq/G is given by Equation (5), where e =
|G| and d is the number of elements of type (A) in G; d, e satisfy the numerical assumptions
in point (i), for some a, b, c.
Proof. If G ≤ Cq+1 × Cq+1 has order e and contains exactly d homologies, then any other σ ∈ G
satisfies i(σ) = 0 by Theorem 2.4; hence, Equation (5) follows from the Riemann-Hurwitz formula.
Thus, the claim is proved once we characterize the possible values of d and e. To this aim, we first
study the subgroup K of G which is generated by the homologies of G; then we characterize the
order of G/K such that G contains no homologies out of K.
(i): let the parameters a, b, c, e be as in point (i). Define A = {diag(λ, 1, 1) | λa = 1}, B =
{diag(1, λ, 1) | λb = 1}, and C = {diag(λ, λ, 1) | λc = 1}. For any i = 1, . . . , ℓ, let mi =
8
max{si, ti, ui}, and λi, µi ∈ Fq2 have order o(λi) = p
vi
i and o(µi) = p
vi+mi
i . Define Hi ≤ Cq+1×Cq+1
by
Hi =


〈diag(µi, λi, 1)〉 if mi = si > 0;
〈diag(λi, µi, 1)〉 if mi 6= si, mi = ti > 0;
〈diag(λiµi, λ
−1
i µi, 1)〉 otherwise.
Now choose G = ABC ·
∏ℓ
i=1Hi. It is not difficult to check that the homologies in G are exactly
the nontrivial elements of (A ∪ B ∪ C) \ {id} and their number is d = a + b + c − 3. Also, the
order of K = ABC is abcgcd(a,b) . The order of
G
K is
∏ℓ
i=1 p
vi
i , since |Hi| = p
vi+mi
i and |Hi ∩K| = p
mi
i .
Hence, G has order e and contains exactly d homologies; the first part of the claim is then proved.
(ii): let G ≤ Cq+1 × Cq+1 with |G| = e. Define the subgroups A = {σ ∈ G | σ =
diag(λ, 1, 1), λq+1 = 1}, B = {σ ∈ G | σ = diag(1, µ, 1), µq+1 = 1}, and C = {σ ∈ G | σ =
diag(ν, ν, 1), νq+1 = 1} of G, of order a =
∏ℓ
i=1 p
si
i , b =
∏ℓ
i=1 p
ti
i , and c =
∏ℓ
i=1 p
ui
i , respectively.
Since |A|, |B|, and |C| divide q + 1, we have si, ti, ui ≤ ri. The homologies of G are exactly the
nontrivial elements of A ∪B ∪ C, and their number is d = a+ b+ c− 3. We have gcd(a, b) | c, so
that min{si, ti} | ui. If si 6= ti, say for instance si < ti, then ui = si; otherwise, BC would contain
a subgroup of A of order p
min{ti,ui}
i > p
si
i , a contradiction. Thus, a, b, c satisfy the restrictions of
point (i). Consider the group G/K, where K = ABC has order abcgcd(a,b) . Let i ∈ {1, . . . , ℓ} be such
that vi > 0, and Pi be a Sylow pi-subgroup of G/K, of order |Pi| = p
vi
i .
• Suppose pi ∤ abc and pi 6= 2. Then Pi is also a Sylow pi-subgroup of G. If vi > ri, then Pi is
not cyclic and contains a subgroup Cpi × Cpi ; hence |Pi ∩K| ≥ p
2
i , a contradiction. Hence,
vi ≤ ri = ri −max{si, ti, ui}.
• Suppose pi = 2 ∤ abc. Then Pi is a Sylow 2-subgroup of G having trivial intersection with K
and containing an involution σ. By Theorem 2.4, σ is a homology, a contradiction.
• Suppose pi | abc and pi 6= 2. Let αK ∈ G/K be a pi-element, say o(αK) = p
f
i . We can
assume that α is a pi-element. In fact, if α
pfi = βγ with β a pi-element and pi ∤ o(γ), then
choose γ¯ ∈ K with γ¯p
f
i = γ−1 and replace α with αγ¯; now, αp
f
i = β where β ∈ K is a
pi-element.
We show that o(β) = pmii , where mi = max{si, ti, ui}. Let o(β) = p
ni
i , and suppose by
contradiction that ni < mi. If mi = min{si, ti, ui}, that is si = ti = ui, then K contains all
pi-elements of Cq+1×Cq+1 of order smaller than or equal to p
mi
i , a contradiction to α
pf−1i /∈ K.
If mi > min{si, ti, ui}, then K contains all pi-elements of Cq+1×Cq+1 of order smaller than or
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equal to p
min{si,ti,ui}
i , and hence mi > ni > min{si, ti, ui}. Let δ ∈ K have order o(δ) = p
mi
i .
Then the elements δp
mi−ni−1
i ∈ K and αp
f−1
i /∈ K satisfy o(δp
mi−ni−1
i ) = o(αp
f−1
i ) = pni+1i ,
δp
mi−ni−1
i /∈ 〈αp
f−1
i 〉, and αp
f−1
i /∈ 〈δp
mi−ni−1
i 〉. This implies that 〈δp
mi−ni−1
i , αp
f−1
i 〉 ∼= C
p
ni+1
i
×
C
p
ni+1
i
by direct counting on the number of elements of order pni+1i . Thus, G contains all pi-
elements of order at most pni+1i , a contradiction to ni > min{si, ti, ui}. Therefore, o(β) = p
mi
i .
We show that Pi is cyclic. Suppose by contradiction that this is not the case, so that Pi has
a subgroup α1K × α2K ∼= Cpi × Cpi . As above, we can assume that o(α1) = o(α2) = p
mi+1
i .
Also, α1 /∈ 〈α2〉 and α2 /∈ 〈α1〉. Hence, G has a subgroup 〈α1, α2〉 ∼= Cpmi+1i
× C
p
mi+1
i
, a
contradiction to mi + 1 > min{si, ti, ui}. Therefore, Pi is cyclic. Let α be a generator of
Pi. As shown above, α
p
vi
i has order pmii . Since the Sylow pi-subgroup of Cq+1 × Cq+1 has
exponent prii , this proves that 0 ≤ vi ≤ ri −mi.
• Suppose pi = 2 | abc and 2 ∤ gcd(a, b, c). Then 2 divides exactly one between a, b, and c.
Arguing as in the previous point, one can show that the Sylow 2-subgroup of G is cyclic of
order 2vi+max{si,ti,ui} with 0 ≤ vi ≤ ri −max{si, ti, ui}.
• Suppose pi = 2 | abc and 2 | gcd(a, b, c). Arguing as above, one can show that the Sylow 2-
subgroup Pi ofG/K is cyclic and generated by αK where α ∈ G is a 2-element; if αK has order
2f , then α2
f
has maximal order in the Sylow 2-subgroup of K. Let γ = α2
f−1
= diag(λ, µ, 1).
Suppose si = ti = ui. If o(µ) ≤ 2
si , then σ = diag(1, µ−1, 1) ∈ K and γσ is a homology of
order 2si+1, a contradiction; analogously if o(λ) ≤ 2si . Then o(λ) = o(µ) = 2si+1, so that
µ = λi with i odd. Hence, o(λ1−i) ≤ 2si and σ = diag(1, λ1−i, 1) ∈ K; thus, γσ is a homology
of order 2si+1, a contradiction.
Suppose that si, ti, ui are not equal, so that two of them are equal and smaller than the third
one, say si = ti < ui. As shown above, this implies that γ
2 is a homology and γ2 ∈ C;
otherwise, new homologies arise. Then λ2 = µ2 and hence µ = −λ, as γ is of type (B1). Since
σ = diag(1,−1, 1) ∈ K, γσ is a homology of order 2ui+1 in G, a contradiction. The argument
is analogous if max{si, ti, ui} = si or max{si, ti, ui} = ti.
Remark 3.2. From the proof of Theorem 3.1 it follows that the group-theoretic structure of G
is uniquely determined by the parameters e = |G|, a = |{diag(λ, 1, 1) ∈ G for some λ}|, b =
|{diag(1, λ, 1) ∈ G for some λ}|, and c = |{diag(λ, λ, 1) ∈ G for some λ}|.
10
In fact, write G as a direct product H1 × · · · ×Hℓ of its Sylow subgroups. If pi divides at most
one between a, b, and c, then Hi is cyclic, of order p
vi+max{si,ti,ui}
i . Otherwise, pi divides a, b, and
c; in this case, Hi is the direct product C1 × C2 of two cyclic groups of order p
vi+max{si,ti,ui}
i and
p
min{si,ti,ui}
i .
3.2 The pointwise stabilizer of T has index 2 in G
In this section [G : GT ] = 2. We consider separately the cases q even and q odd.
Proposition 3.3. Let q be even.
(i) Let a, c, and e be positive integers satisfying e | (q + 1)2, c | (q + 1), a | c, ac | e, ea | (q + 1),
and gcd
(
e
ac ,
c
a
)
= 1. Then there exists a subgroup G ≤ (Cq+1 × Cq+1) ⋊ S3 of order 2e such
that |GT | = e and
g(Hq/G) =
(q + 1)
(
q − 2a− c− ec + 1
)
+ 3e
4e
. (6)
(ii) Conversely, if G ≤ (Cq+1 ×Cq+1)⋊ S3 and GT has index 2 in G, then the genus of Hq/G is
given by Equation (6), where: e = |G|/2; without loss of generality, a − 1 is the number of
homologies in G with center P1, which is equal to the number of homologies in G with center
P2, and c − 1 is the number of homologies in G with center P3; a, c, e satisfy the numerical
assumptions in point (i).
Proof. (i): let a, c, e be positive integers satisfying the assumptions in point (i). Choose λ, µ, ρ ∈ Fq2
such that o(λ) = a, o(µ) = c, and o(ρ) = e/a. Define A = 〈diag(λ, 1, 1)〉, C = 〈diag(µ, µ, 1)〉,
D = 〈diag(ρ, ρ−1, 1)〉, S = ACD, and
β =

 0 γ 0γ−1 0 0
0 0 1

 ,
for some γ ∈ Fq2 with γ
q+1 = 1. Let G = 〈S, β〉. Note that S ∼= A × CD, G ≤ PGU(3, q), G
stabilizes T , and GT = S. By direct checking, the assumptions imply that β normalizes S, so that
G ∼= S ⋊ 〈β〉. The order of G is 2e. We show that g(Hq/G) is given by Equation (6).
The homologies of S are contained in K = A×C and their number is (a− 1)+ (a− 1)+ (c− 1)
(note that S has the role of G in Theorem 3.1, where b = a). By Theorem 2.4, we have 2a+ c− 3
elements σ ∈ S such that i(σ) = q + 1; for any other σ ∈ S, i(σ) = 0. Let σ ∈ S, σ = diag(δ, ǫ, 1).
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If ǫ = δ−1, then o(σβ) = 2; by Theorem 2.4, i(σβ) = q + 2. If ǫ 6= δ−1, then o(σβ) = 2d where d is
a nontrivial divisor of q + 1; by Theorem 2.4, i(σβ) = 1.
The number of elements σ = diag(λµ, µ, 1) ∈ K such that µ = (λµ)−1 is equal to a; it follows
that the number of elements σ = diag(δ, ǫ, 1) ∈ S such that ǫ = δ−1 is equal to a · [S : K] = ec ,
because any element of S/K is of type σK with σ ∈ D. Thus, by the Riemann-Hurwitz formula,
q2 − q − 2 = 2e(2g(Hq/G) − 2) + ∆, where
∆ = (2a+ c− 3)(q + 1) +
e
c
(q + 2) +
(
e−
e
c
)
· 1. (7)
Equation (6) now follows by direct computation.
(ii): let G ≤ PGU(3, q) stabilize T with [G : GT ] = 2. Let e be the order of GT . Since GT has
odd order, GT has a complement in G, say G = GT ⋊ C2 with C2 = 〈β〉. Without restriction, we
assume that β stabilizes P3 and interchanges P1 and P2, so that
β =

 0 γ 0γ−1 0 0
0 0 1

 ,
with γq+1 = 1. For any σ = diag(δ, ǫ, 1) ∈ GT , we have β
−1σβ = diag(ǫ, δ, 1) ∈ GT . Hence, the
subgroup A ≤ GT of elements of type diag(λ, 1, 1) has the same order a | (q + 1) of the subgroup
B = β−1Aβ ≤ GT made by the elements of type diag(1, λ, 1). The order c | (q+1) of the subgroup
C ≤ GT of elements of type diag(λ, λ, 1) is a multiple of a; note that C is the center of G. The
number of homologies in GT is d = 2a+ c− 3, and the homologies generate K = ABC = A× C.
Let p¯ be a prime divisor of |GT /K| = p¯
vf with p¯ ∤ f . As in the proof of Theorem 3.1, the
Sylow p¯-subgroup P¯ of GT /K is cyclic; P¯ = 〈αK〉, where α = diag(δ, ǫ, 1) ∈ GT is a p¯-element and
o(αp¯
v
) = p¯m is maximal in the Sylow p¯-subgroup of K. We can also assume o(δ) = o(α) = p¯v+m
and ǫ = δj for some j ∈ {2, . . . , p¯v+m−1}; otherwise, o(ǫ) = o(α), δ = ǫj , and analogous arguments
hold. The element β−1αβ = diag(δj , δ, 1) must be contained in 〈α〉; otherwise, 〈α, β−1αβ〉 is a
subgroup Cp¯v+m ×Cp¯v+m of G containing homologies out of K, a contradiction. Thus, β
−1αβ = αk
for some k ∈ {2, . . . , p¯v+m − 1}, that is, δk = δj and δjk = δ. This implies k = j = p¯v+m − 1 and
α = diag(δ, δ−1, 1).
Hence, 〈α〉 has order a divisor of q + 1; the same argument for all prime divisors p¯ of |GT /K|
proves that ea | (q+1). Also, no nontrivial power α
r = diag(δr, δ−r, 1) 6= id of α can be contained in
C. Hence, gcd(o(α), a) = gcd(o(α), c); otherwise, the product 〈α〉·C would contain new homologies
in A whose order does not divide a, a contradiction. Therefore, gcd( eac ,
c
a) = 1.
Now the value of ∆ is computed as in Equation (7) and provides Equation (6), that is the
thesis.
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Proposition 3.4. Let q be odd.
(i) Let ℓ, a, c, and e be positive integers satisfying e | (q + 1)2, c | (q + 1), ℓ | c, a | c, ac | e,
e
a | (q + 1), and gcd(
e
ac ,
c
a) = 1. If 2 | a or 2 ∤ c, we also require that 2 ∤
e
ac . Then there exists
a subgroup G ≤ (Cq+1 ×Cq+1)⋊ S3 of order 2e such that |G ∩ (Cq+1 × Cq+1)| = e and
g(Hq/G) =
(q + 1) (q − 2a− c+ 1− h)− 2k + 4e
4e
, (8)
where
(h, k) =


(
e
c ,
e
2
)
if 2a ∤ (q + 1) ;(
e
c , 0
)
if 2a | (q + 1), 2a ∤ c ;
(0, e) if 2a | c, 2ℓ ∤ (q + 1) ;
(0, 0) if 2a | c, 2ℓ | (q + 1), 2ℓ ∤ c ;(
2e
c , 0
)
if 2a | c, 2ℓ | c .
(ii) Conversely, if G ≤ (Cq+1 × Cq+1) ⋊ S3 and G ∩ (Cq+1 × Cq+1) has index 2 in G, then the
genus of Hq/G is given by Equation (8), where: e = |G|/2; without loss of generality, a − 1
is the number of homologies in G with center P1 which is equal to the number of homologies
in G with center P2, and c− 1 is the number of homologies in G with center P3; ℓ =
o(β)
2 for
some β ∈ G \GT ; ℓ, a, c, e satisfy the numerical assumptions in point (i).
Proof. (i): let ℓ, a, c, e be positive integers satisfying the assumptions in point (i). Choose λ, µ, ρ ∈
Fq2 such that o(λ) = a, o(µ) = c, and o(ρ) = e/a. Define A = 〈diag(λ, 1, 1)〉, C = 〈diag(µ, µ, 1)〉,
D = 〈diag(ρ, ρ−1, 1)〉, S = ACD = (A× C)D, and
β =

0 t 01 0 0
0 0 1

 ,
where t ∈ Fq2 has order ℓ. Let G = 〈S, β〉. We have that G ≤ PGU(3, q), G stabilizes T , and
GT = S. The numerical assumptions imply that, β
2 = diag(t, t, 1) ∈ C, β normalizes GT , and
|G| = 2e. The homologies in GT are in K = A × C, and their number is 2a + c − 3; any other
nontrivial element in GT is of type (B1). Let σ ∈ G \ GT , which is uniquely written as τβ with
τ ∈ GT . We have τ = ζαξ, where ζ ∈ D, α is a fixed element of A and ξ is a fixed element of
C; write α = diag(λr, 1, 1) and ξ = diag(µs, µs, 1), where r ∈ {0, . . . , a− 1} and s ∈ {0, . . . , c − 1}
are uniquely determined. By direct checking, σ2 = diag(λrµ2st, λrµ2st, 1). Hence, σ is either of
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type (A), or (B1), or (B2), according to λrµ2st = 1, or 1 6= o(λrµ2st) | q+12 , or o(λ
rµ2st) ∤ q+12 ,
respectively. Note that the type of σ does not depend on ζ. Thus, to find the number of elements
σ = τβ ∈ G \GT of a certain type, we must count the number of elements τ ∈ K such that σ is of
that type, and then multiply this number by the index eac of K in GT ; to this aim, we distinguish
different cases arising from the numerical conditions on ℓ, a, c. Recall that β is fixed as above.
• a ∤ q+12 : this implies c ∤
q+1
2 . The number of elements of type (B2) in G \ GT is equal to
a
2 · c ·
e
ac =
e
2 . In fact, if ℓ |
q+1
2 , then o(λ
rµ2st) ∤ q+12 if and only if r is odd; if ℓ ∤
q+1
2 , then
o(λrµ2st) ∤ q+12 if and only if r is even.
Suppose ℓ ∤ q+12 and r is even, or ℓ |
q+1
2 and r is odd. As already observed, σ is of type
(A) if and only if µ2s = (λrt)−1. Thus, G \ GT has
a
2 · 2 ·
e
ac =
e
c elements of type (A), and
a
2 · (c− 2) ·
e
ac elements of type (B1).
• a | q+12 and a ∤
c
2 : in this case o(λ
rµ2st) | q+12 and G \GT has no elements of type (B2). For
any ℓ there exist exactly a2 values of r such that o((λ
rt)−1) | c2 (as above, we consider the
cases r even and r odd separately) and there are exactly 2 values of s for which λrµ2st = 1.
In this way we get a2 · 2 ·
e
ac =
e
c elements of G\GT are of type (A), the other ones are of type
(B1).
• a | c2 and ℓ ∤
q+1
2 : in this case o(λ
rµ2st) ∤ q+12 since o(λ
rµ2s) | q+12 and o(t) ∤
q+1
2 ; hence, all
elements of G \GT are of type (B2).
• a | c2 and ℓ |
q+1
2 and ℓ ∤
c
2 : in this case o(λ
rµ2st) | q+12 and o(λ
rµ2s) 6= o(t), so that λrµ2st 6= 1.
Hence all elements of G \GT are of type (B1).
• a | c2 and ℓ |
c
2 : in this case o(λ
rµ2st) | q+12 and G \ GT contains no elements of type (B2).
Also, o((λrt)−1) | o(µ2) and G \GT contains exactly a · 2 ·
e
ac =
2e
c elements of type (A).
Denote by h and k the number of elements of G \GT of type (A) and (B2), respectively. By direct
checking, the Riemann-Hurwitz formula and Theorem 2.4 provide the value given in Equation (8)
for the genus of Hq/G.
(ii): let G ≤ PGU(3, q) stabilize T with [G : GT ] = 2. Put e = |GT |. For any β ∈ G \ GT ,
β2 ∈ GT , and we can assume without loss of generality that β stabilizes P3 and interchanges P1
and P2, so that
β =

 0 γ1 0γ2 0 0
0 0 1


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for some γ1, γ2 with γ
q+1
1 = γ
q+1
2 = 1. With same arguments as in the proof of Proposition
3.3, one can show that: the number of homologies with center P1, say a − 1, is equal to the
number of homologies with center P2; the number of homologies with center P3, say c− 1, satisfies
a | c and c | (q + 1); the subgroup of GT generated by the homologies of GT is K = A × C,
where A and C are given by the identity together with the homologies having center P1 and P3,
respectively; from K ≤ GT follows that ac | e;
e
a | (q + 1); and gcd(
e
ac ,
c
a) = 1. Since there are
no homologies in GT \K, same arguments as in Theorem 3.1 give 2 ∤
e
ac when 2 | a or 2 ∤ c. The
element β2 = diag(γ1γ2, γ1γ2, 1) is either trivial or a homology with center P3; hence, β
2 ∈ C and
ℓ := o(γ1γ2) =
o(β)
2 is a divisor of c. Now the value of ∆ in the Riemann-Hurwitz formula
2g(Hq)− 2 = |G|(2g(Hq/G)− 2) + ∆
can be computed as above and provides Equation (8), so that the claim follows.
3.3 The pointwise stabilizer of T has index 3 in G
In this section [G : GT ] = 3. We consider the cases 3 ∤ (q + 1) and 3 | (q + 1) separately.
Proposition 3.5. Let q be such that 3 ∤ (q + 1).
(i) Let a and e be positive integers satisfying e | (q + 1)2, a2 | e, ea | (q + 1), 2 ∤
e
a2 , and
gcd( ea2 , a) = 1. We also require that there exists a positive integer m ≤
e
a2 such that
e
a2 |
(m2 −m + 1). Then there exists a subgroup G ≤ (Cq+1 × Cq+1) ⋊ S3 of order 3e such that
|G ∩ (Cq+1 × Cq+1)| = e and
g(Hq/G) =
(q + 1)(q − 3a+ 1) + 2e
6e
. (9)
(ii) Conversely, if G ≤ (Cq+1 × Cq+1) ⋊ S3 and G ∩ (Cq+1 × Cq+1) has index 3 in G, then the
genus of Hq/G is given by Equation (9), where: e = |G|/3; the number of homologies in G
with center Pi is a − 1 for i = 1, 2, 3; there exists m such that a, e,m satisfy the numerical
assumptions in point (i).
Proof. (i): let a, e, and m satisfy the assumptions in point (i). Define the following elements and
subgroups of PGU(3, q): K = {diag(λ, µ, 1) | λa = µa = 1}, α = diag(ρ, ρm, 1) where ρ ∈ Fq2 is an
element of order e
a2
, S = 〈K,α〉 = K × 〈α〉 as gcd
(
e
a2
, a
)
= 1,
β =

0 1 00 0 1
1 0 0

 ,
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and G = 〈S, β〉 ≤ PGU(3, q). Note that S stabilizes T pointwise, β has order 3, acts on T , and
normalizes K. Also, β−1αβ = α−m, so that β normalizes S. Thus, GT = S has order e, and
G = S ⋊ 〈β〉 has order 3e.
We show that g(Hq/G) is given by Equation (9). The subgroup K contains exactly 3(a − 1)
elements of type (A); the other nontrivial elements of K are of type (B1). Suppose that GT 6= K,
that is, α is not trivial. Let σ ∈ GT \ K and write σ = diag(λρ
j , µρjm, 1) with λa = µa = 1
and 0 < j < e
a2
. The element σ is of type (A) if and only if either λρj = 1, or µρjm = 1, or
λρj = µρjm. By direct checking using the numerical conditions on the parameters, none of these
conditions holds. Therefore, every element in GT \K is of type (B1).
Let σ ∈ G \ GT , so that σ = diag(δ, ǫ, 1) · β or σ = diag(δ, ǫ, 1) · β
2 for some (q + 1)-th roots
of unity δ and ǫ. By direct checking σ has order 3. If 3 | (q − 1), then σ is of type (B2). If 3 | q,
then σ is of type (D), because no element of type (C) can act transitively on the vertices of T
(as it stabilizes each line through its center). Equation (9) now follows from Theorem 2.4 and the
Riemann-Hurwitz formula. In fact G has 3(a− 1) elements of type (A), e− 3a+2 elements of type
(B1), and 2e elements of type either (B2) or (D) according to 3 | (q − 1) or 3 | q, respectively.
(ii): let G ≤ PGU(3, q) stabilize T with [G : GT ] = 3, e be the order of GT , and β be an element
of G \GT . Then β acts transitively on T and we can assume that
β =

0 γ1 00 0 γ2
1 0 0


for some (q + 1)-th roots of unity γ1, γ2. The element β has order 3 and normalizes GT , so that
G = GT ⋊ 〈β〉. Since β is a 3-cycle on T , the number of elements of type (A) with center Pi is
the same for i = 1, 2, 3, say a − 1; clearly, a divides q + 1. Then the elements of type (A) in GT
generate the subgroup K = {diag(λ, µ, 1) | λa = µa = 1} of order a2; this implies a2 | e. From the
proof of Theorem 3.1 applied to GT follows that
e
a | (q + 1),
e
a2
is odd, and GT /K is cyclic; say
GT /K = 〈αK〉.
Suppose that |GT /K| =
e
a2
6= 1, that is, α /∈ K and α is of type (B1). We can assume
that α = diag(ρ, ρm, 1) with o(α) = o(ρ) = ea2 and 1 < m <
e
a2 . If d = gcd(o(ρ), |K|), then
αd ∈ K because K contains all elements of order d in Cq+1 × Cq+1. Thus, we can replace α
with αd and assume that gcd(o(α), |K|) = 1; hence, gcd( e
a2
, a) = 1 and GT = K × 〈α〉. Consider
α˜ = β−1αβ = diag(ρ−m, ρ1−m, 1) ∈ GT . If α˜ /∈ 〈α〉, then as in the proof of Theorem 3.1 we have
that 〈α, α˜〉 ∼= C e
a2
×C e
a2
contains elements of type (A) not in K, a contradiction. Hence, α˜ = αj for
some j with 1 < j < ea2 . By direct computation, this is equivalent to require that j =
e
a2 −m and
e
a2
| (m2 −m+ 1). The same condition is required for (β2)−1αβ2 ∈ 〈α〉. Now the same argument
16
as in point (i) provides the type of the elements of G and therefore the genus of Hq/G by means
of Theorem 2.4 and the Riemann-Hurwitz formula.
Proposition 3.6. Let q be such that 3 | (q + 1).
(i) Let a, e, and ℓ be positive integers satisfying e | (q + 1)2, a2 | e, ea | (q + 1), 2 ∤
e
a2
,
gcd( e
a2
, a) = 1, and ℓ | (q + 1). We also require that there exists a positive integer m ≤ e
a2
such that e
a2
| (m2 −m+ 1). Then there exists a subgroup G ≤ (Cq+1 × Cq+1) ⋊ S3 of order
3e such that |G ∩ (Cq+1 × Cq+1)| = e and
g(Hq/G) =
(q + 1)(q − 3a+ 1) + h · e
6e
, with h =


2 if a ∤ q+13 ,
0 if a | q+13 , ℓ ∤
q+1
3 ,
6 if a | q+13 , ℓ |
q+1
3 .
(10)
(ii) Conversely, if G ≤ (Cq+1 × Cq+1) ⋊ S3 and G ∩ (Cq+1 × Cq+1) has index 3 in G, then the
genus of Hq/G is given by Equation (10), where: e = |G|/3; the number of homologies in
G with center Pi is a − 1 for i = 1, 2, 3; there exist ℓ and m such that a, e, ℓ,m satisfy the
numerical assumptions in point (i).
Proof. (i): let a, e, ℓ,m satisfy the assumptions in point (i). Define K,α, S as in the proof of
Proposition 3.5 and β ∈ PGU(3, q) by
β =

0 t 00 0 1
1 0 0

 ,
where t ∈ Fq2 has order ℓ. Let G = 〈S, β〉. Arguing as in the proof of Proposition 3.5 we have
that S = GT has order e, G = GT ⋊ 〈β〉 has order 3e, GT has 3(a − 1) elements of type (A) and
any other nontrivial element of GT is of type (B1). Also, every element σ ∈ G \ GT has order 3
and can be uniquely written as σ = καjβ or σ = καjβ2, where κ = diag(λ, µ, 1) ∈ K and αj =
diag(ρj , ρjm, 1). The element σ has exactly 3 fixed points in PG(2, F¯q2), namely (x¯, (tλρ
j)−1x¯2, 1)
where x¯3 = tλµρj(m+1). If the fixed points of σ are Fq2-rational then σ is of type (B1), otherwise
σ is of type (B3). Then σ is either of type (B1) or of type (B3), according to o(tλµρj(m+1)) | q+13
or o(tλµρj(m+1)) ∤ q+13 , respectively. If 3 | o(ρ) =
e
a2
, then 3 | (m2 −m+ 1) and hence 3 | (m+ 1),
so that o(ρj(m+1)) | q+13 ; if 3 ∤ o(ρ), then again o(ρ
j(m+1)) | q+13 . In any case, σ is of type (B1) or
(B3) according to o(tλµ) | q+13 or o(tλµ) ∤
q+1
3 , respectively. We make clear now the type of σ in
relation to the assumptions on a and ℓ.
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• If a | q+13 and ℓ |
q+1
3 , then the 2e elements of G \GT are all of type (B1).
• If a | q+13 and ℓ ∤
q+1
3 , then the 2e elements of G \GT are all of type (B3).
• If a ∤ q+13 , then G \GT contains
a2
3 · [GT : K] · 2 =
2e
3 elements of type (B1) and 2e−
2e
3 =
4e
3
elements of type (B3). This number can be obtained counting the elements of type (B1) as
follows. Consider a primitive (q + 1)-th root of unity ǫ and write t = ǫr, λµ = ǫs. Then σ is
of type (B1) if and only if s ≡ −r (mod 3). When s is given, we have a3 choices for s such
that s ≡ −r (mod 3). Hence, we have a
2
3 choices for the couple (λ, µ) such that σ is of type
(B1).
Then Equation (10) follows by Theorem 2.4 and the Riemann-Hurwitz formula.
(ii): let G ≤ PGU(3, q) stabilize T with [G : GT ] = 3 and |GT | = e. Then we can argue as in
the proof of Proposition 3.5 to prove that G = GT ⋊ 〈β〉 with
β =

0 γ1 00 0 γ2
1 0 0


and ℓ := o(γ1γ2) | (q + 1), GT = K × 〈α〉 where K is the subgroup generated by the elements
of type (A), |K| = a2, α = diag(ρ, ρm, 1), and the parameters e, a,m, ℓ satisfy the assumptions in
point (i). Now the genus of Hq/G is obtained as in point (i) by means of Theorem 2.4 and the
Riemann-Hurwitz formula.
3.4 The pointwise stabilizer of T has index 6 in G
In this section [G : GT ] = 6.
Proposition 3.7. (i) Let a be a divisor of q + 1. We choose e = a2 if 3 ∤ (q + 1) or 3 | a;
e ∈ {a2, 3a2} if 3 | (q+1) and 3 ∤ a. Then there exists a subgroup G ≤ (Cq+1×Cq+1)⋊S3 of
order 6e such that |G ∩ (Cq+1 × Cq+1)| = e and
g(Hq/G) =
(q + 1)(q − 3a+ 1− 3ea )− 2r − 3s − t+ 12e
12e
, (11)
where
r =


7e
2 if q ≡ 0 or 1 (mod 3), q is odd, a ∤
q+1
2 ,
3e
2 if q ≡ 2 (mod 3), q is odd, a ∤
q+1
2 ,
2e if q ≡ 0 or 1 (mod 3), either q is even or a | q+12 ,
0 if q ≡ 2 (mod 3), either q is even or a | q+12 ;
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s =
{
4e
3 if q ≡ 2 (mod 3) and a ∤
q+1
3 ,
0 otherwise;
t =
{
0 if q is odd,
3e if q is even.
(ii) Conversely, if G ≤ (Cq+1 × Cq+1) ⋊ S3 and G ∩ (Cq+1 × Cq+1) has index 6 in G, then the
genus of Hq/G is given by Equation (11), where: e = |G|/6; the number of homologies in G
with center Pi is a− 1 for i = 1, 2, 3; a and e satisfy the numerical assumptions in point (i).
Proof. (i): let a and e satisfy the numerical assumptions in point (i). In PGU(3, q) define
K =



λ 0 00 µ 0
0 0 1

 : λa = µa = 1

 , ϕ =

0 1 00 0 1
1 0 0

 , ψ =

0 1 01 0 0
0 0 1

 , C = 〈ϕ,ψ〉 ∼= S3.
If e = 3a2, define α = diag(ρ, ρ−1, 1) ∈ PGU(3, q) with ρ3 = 1 and S = 〈K,α〉 ∼= K ×〈ρ〉; if e = a2,
define S = K. Let G = 〈S,C〉. By direct checking, ϕ and ψ normalize K and α, so that G is a
semmidirect product S ⋊ C. Also, GT = S and GT has index 6 in G.
As usual, we count the elements of different type in G as described in Lemma 2.3. The subgroup
GT contains exactly 3(a − 1) elements of type (A); any other nontrivial element of GT is of type
(B1). The elements in G \ GT are contained in subgroups L such that either [L : GT ] = 2 or
[L : GT ] = 3; here, L ∩ (Cq+1 × Cq+1) = GT . Thus, we can apply either Propositions 3.3 and
3.4, or Propositions 3.5 and 3.6. Equation (11) then follows by the Riemann-Hurwitz formula and
Theorem 2.4.
(ii): let G ≤ PGU(3, q) stabilize T with [G : GT ] = 6 and |GT | = e | (q +1)
2. The factor group
G/GT acts faithfully on T , hence G/GT ∼= S3. Let G/GT = 〈ϕGT 〉⋊ 〈ψGT 〉 where ϕ,ψ ∈ G \GT
satisfy ϕ3 ∈ GT and ψ
2 ∈ GT . We can assume that
ϕ =

0 δ1 00 0 δ2
1 0 0

 and ψ =

 0 γ1 0γ2 0 0
0 0 1


for some (q + 1)-th roots of unity δ1, δ2, γ1, γ2. As (ψ
−1ϕψ)GT = ϕ
−1GT , we have that γ := γ1γ2
and δ :=
δ21γ2
δ2γ21
are a-th roots of unity. Then diag(1, γ−1, 1) ∈ GT ; hence, we can replace ψ with
diag(1, γ−1, 1) · ψ and assume that γ2 = γ
−1
1 . and δ1δ2 =
δ3
1
γ3
1
δ
. This yields C = 〈ϕ,ψ〉 ∼= S3 is a
complement for GT and G = GT ⋊ C.
From ϕ−1GTϕ = GT follows as in the proof of Proposition 3.5 that the elements of type (A) in
GT with center P1, P2, P3 are in the same number a−1, a | (q+1), and generate a subgroupK ≤ GT
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of order |K| = a2. Suppose that there exists α ∈ GT \K, that is,
e
a2
> 1. From ψ−1GTψ = GT
follows as in the proof of Proposition 3.3 that α = diag(λ, λ−1, 1) for some λ with λe = 1. From
ϕ−1GTϕ = GT follows as in the proof of Proposition 3.5 that
e
a2 | (ℓ
2 − ℓ+ 1) with ℓ = −1. Hence
o(α) = 3, e = 3a2, and 3 ∤ a, since there are no elements of order 3 in (Cq+1 × Cq+1) \K if 3 | a.
Since now the structure of G has been determined, the genus of Hq/G can be computed arguing
as above. Here, use the following fact: if 3 | (q + 1) and a | q+13 , then o(δ1δ2) |
q+1
3 ; if 3 | (q + 1)
and a ∤ q+13 , then o(δ1δ2) ∤
q+1
3 .
4 G stabilizes a point P ∈ PG(2, q2) \ Hq with q even
In this section q is even and G is supposed to be contained in the maximal subgroupM of PGU(3, q)
of order |M | = q(q−1)(q+1)2 stabilizing a pole-polar pair (P, ℓ) with respect to the unitary polarity
associated to Hq(Fq2); here P ∈ PG(2, q
2) \ Hq and |ℓ ∩Hq| = |ℓ ∩Hq(Fq2)| = q + 1.
Following [9, Section 3], we use the plane model (3) of Hq and assume up to conjugation in
PGU(3, q) that P = (0, 0, 1) and ℓ is the line at infinity Z = 0. Note that the Fq-rational points of
Hq are exactly the q + 1 points of ℓ ∩Hq. Then
M =



a b 0c d 0
0 0 1

 | a, b, c, d ∈ Fq2 , acq − aqc = 0, bdq − bqd = 0, bcq − aqd = −1, adq − bqc = 1

 .
If σ ∈M , we denote by det(σ) the determinant of the representative of σ with entry 1 on the third
row and column; see Remark 2.5. Let
H =



a b 0c d 0
0 0 1

 ∈M | a, b, c, d ∈ Fq, ad− bc = 1

 ≤M, Ω =



λ 0 00 λ 0
0 0 1



 ≤M.
The group H is isomorphic to SL(2, q), and its action on ℓ∩Hq is equivalent to the action of SL(2, q)
in its usual permutation representation on Fq. The group Ω is cyclic of order q + 1 and made by
the homologies of PGU(3, q) with center P . As q is even, H ∩ Ω is trivial and hence
M = H × Ω.
Let G ≤ M , G(H) = G ∩H, and G(Ω) = G ∩ Ω. Then G/G(Ω) acts faithfully on ℓ ∩ Hq and is
isomorphic to a subgroup of PSL(2, q). Throughout this section, we will denote by ω | (q + 1) the
order of G(Ω).
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Remark 4.1. Let G ≤ M be such that G/G(Ω) is generated by elements whose order is coprime
to q + 1. Then G = G(H)×G(Ω).
Proof. Let α1G(Ω), . . . , αrG(Ω) be generators of G/G(Ω) of order o1, . . . , or, respectively. Then
β1 = α
q+1
1 , . . . , βr = α
q+1
r have the same orders o1, . . . , or; also, det(β1) = · · · = det(βr) = 1
and hence βi ∈ H for all i’s. The subgroup L = 〈β1, . . . , βr〉 of G induces the whole group
〈α1 . . . , αr〉 = G/G(Ω) and L ∩ G(Ω) = {id}, so that L ∼= G/G(Ω). Thus, L = G(H) and claim
follows.
We now compute the genus of Hq/G for any G ≤ M , using Theorem 2.2 for G/G(Ω); recall
that SL(2, q) ∼= PGL(2, q) ∼= PSL(2, q) since q is even.
If G = G(Ω), then g(Hq/G) is computed in Theorem 3.1 (see also [22, Theorem 5.8]) as
g(Hq/G) = 1 +
(q+1)(q−|G|−1)
2|G| ; hence, in the following we will assume that G/G(Ω) is not trivial.
Let G/G(Ω) be cyclic of order a divisor of q + 1, say G/G(Ω) = 〈αG(Ω)〉 with αq+1 ∈ G(Ω).
From Lemma 2.3, α is either of type (A) or of type (B1). If α is of type (A), then the center of α is
a point of ℓ, because α /∈ G(Ω) and α commutes with G(Ω) elementwise. In any case, α stabilizes
pointwise a self-polar triangle {P0, P1, P2} ⊂ PG(2, q
2) \ Hq. For any β ∈ G we have β = α
dg¯
for some integer d and some g¯ ∈ G(Ω); hence, β stabilizes {P0, P1, P2} pointwise. Therefore, the
groups G ≤M such that |G/G(Ω)| | (q+1) are exactly the groups considered in Theorem 3.1, and
the genus of Hq/G is characterized by Equation (5).
Proposition 4.2. Let G ≤M be such that G/G(Ω) ∼= PSL(2, 2). If n is even, then
g(Hq/G) =
q2 − ωq − 3q + 4ω − 4
12ω
.
If n is odd, either
g(Hq/G) =
(q + 1)(q − ω − 8) + 9ω
12ω
, (12)
or
g(Hq/G) =
(q + 1)(q − 2 · 3k − ω − 2) + 9ω
12ω
(13)
where 3k is the maximal power of 3 dividing ω and k ≥ 1. Both cases (12) and (13) occur for some
G ≤M with G/G(Ω) ∼= PSL(2, 2).
Proof. Suppose that 3 | (q − 1), i.e. q is an even power of 2. Then G = G(H) × G(Ω) with
G(H) ∼= PSL(2, 2) ∼= S3. By Lemma 2.3, the nontrivial elements of G are as follows: 2ω elements
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of order 3 times a divisor of ω, of type (B2); 3 involutions, of type (C); ω − 1 elements in G(Ω),
of type (A); 3(ω − 1) elements of order 2 times a nontrivial divisor of ω, of type (E). The claim
follows from the Riemann-Hurwitz formula and Theorem 2.4.
Suppose that 3 | (q + 1), i.e. q is an odd power of 2. The group G/G(Ω) ∼= PSL(2, 2) ∼= S3
contains a cyclic normal subgroup 〈αG(Ω)〉 of order 3. Since G(Ω) is central in G, 〈α〉 is normal
in G. As α3 ∈ G(Ω) and α fixes P , Lemma 2.3 implies that o(α) | (q + 1) and α is of type (A)
or (B1). We show that α is of type (B1). Suppose by contradiction that α is of type (A). As
α /∈ Ω, the axis of α passes through P and the center of α lies on ℓ. Hence, α has exactly 2 fixed
points Q and R on ℓ, and Q,R /∈ Hq; we can assume that PQ is the axis and R is the center
of α. Let β be an involution of G (for instance, choose β = γq+1 for any involution γG(Ω) of
G/G(Ω)). Then β(Q) = R and β(R) = Q, so that β−1αβ has type (A) with axis PR and center
Q; this is a contradiction, because β normalizes α and α does not contain elements of type (A)
with center different from R. Thus, α is of type (B1). Hence, G acts on the self-polar triangle
T ⊂ PG(2, q2) \ Hq fixed pointwise by α, and the pointwise stabilizer of T in G has index 2 in G.
Then g(Hq/G) can be computed by means of Proposition 3.3.
If G = G(H) ×G(Ω), then we apply Proposition 3.3 (ii), where a = 3, c = ω, e = 3ω. In fact,
c = |G(Ω)|, and a = 3 because the elements of type (A) with axis passing through P are obtained
as the product of an element of order 3 in G(H) by an element of order 3 in G(Ω).
If G 6= G(H)×G(Ω), then 3 | |G(Ω)| and G = (C3k+1 ⋊C2)×Cω/3k , where: 3
k is the maximal
power of 3 which divides ω; C3k is generated by an element of type (B1) and order 3
k whose
cube lies in G(Ω); C2 is generated by any involution of G; Cω/3k is the subgroup of G(Ω) of order
ω
3k
. Such a group G actually exists in M . To see this fact, let Hq have equation (1) and assume
P = (0, 0, 1), ℓ : Z = 0; define in M the elements
α =

λµ 0 00 λ−1µ 0
0 0 1

 , β =

 0 ρ 0ρ−1 0 0
0 0 1

 , δ =

ξ 0 00 ξ 0
0 0 1

 ,
with o(λ) = 3, o(µ) = 3k+1, o(ρ) | (q + 1), o(ξ) = ω
3k
. Then G = 〈α, β, δ〉 ∼= (C3k+1 ⋊C2)×Cω/3k is
the desired group. We apply Proposition 3.3 (ii), where a = 3k, c = ω, e = 3ω.
Apart from the cases considered above of G/G(Ω) cyclic of order dividing q+1 and G/G(Ω) ∼=
PSL(2, 2), we will find that the subgroup G/G(Ω) of PSL(2, q) is generated by elements of order
coprime to q+1. Hence, in the proofs of Propositions 4.3 to 4.9 we make use of Remark 4.1 to get
G = G(H)×G(Ω).
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Proposition 4.3. Let G ≤M be such that G/G(Ω) is cyclic of order d | (q − 1). Then
g(Hq/G) =
(q + 1)(q − ω − 1) + 2ω
2dω
.
Proof. We have G = G(H) ×G(Ω) with G(H) cyclic of order d. From Theorem 2.4, G has ω − 1
elements of type (A) and (d − 1)ω elements of type (B2). By the Riemann-Hurwitz formula,
(q + 1)(q − 2) = dω(2g(Hq/G) − 2) + ∆ with ∆ = (q + 1)(ω − 1) + 2(d− 1)ω.
Proposition 4.4. Let G ≤ M be such that G/G(Ω) is elementary abelian of order 2f , f ≤ n.
Then
g(Hq/G) =
(q + 1)(q − ω − 2f ) + ω(2f + 1)
2f+1ω
.
Proof. We have G = G(H)×G(Ω) with G(H) elementary abelian of order 2f . A nontrivial element
σ ∈ G is of type (C) if o(σ) = 2, of type (A) if o(σ) | (q + 1), and of type (E) if o(σ) is 2 times
a nontrivial divisor of q + 1. The claim follows from the Riemann-Hurwitz formula and Theorem
2.4.
Let G ≤M be such that G/G(Ω) is dihedral of order 2d with d | (q+1). We have G = G(H)×
G(Ω), where G(H) = 〈α〉⋊ 〈β〉 is dihedral of order 2d, o(α) = d, o(β) = 2. Since β−1αβ = α−1, we
have that α is of type (B1) and stabilizes pointwise a self-polar triangle {P0, P1, P2}, while β is of
type (C), fixes P0, and interchanges P1 and P2. Therefore G is already considered in Proposition
3.3 and the genus of Hq/G is given by Equation (6), with a = 1, c = ω, e = dω.
Proposition 4.5. Let G ≤M be such that G/G(Ω) is dihedral of order 2d with d | (q − 1). Then
g(Hq/G) =
q2 − qω − qd+ ωd+ ω − d− 1
4dω
.
Proof. We have G = G(H)×G(Ω) with G(H) dihedral of order 2d. From Lemma 2.3, the nontrivial
elements of G are as follows: (d− 1)ω elements of order a divisor of q2− 1 but not of q+1, of type
(B2); ω − 1 elements in G(Ω) of order a divisor of q + 1, of type (A); d involutions, of type (C);
d(ω− 1) elements of order 2 times a nontrivial divisor of q+1, of type (E). Then the claim follows
from the Riemann-Hurwitz formula and Theorem 2.4.
Proposition 4.6. Let G ≤M be such that G/G(Ω) ∼= A4, with n even. Then
g(Hq/G) =
q2 − qω + 4ω − 3q − 4
24ω
.
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Proof. We have G = G(H) × G(Ω) with G(H) ≤ H, G(H) ∼= A4. By Lemma 2.3, G contains 3
elements of type (C), 8ω elements of type (B2), ω − 1 elements of type (A), and 3(ω − 1) elements
of type (E). The claim follows from the Riemann-Hurwitz formula and Theorem 2.4.
The case G/G(Ω) ∼= S4 does not occur, since 16 ∤ (q
2 − 1).
Proposition 4.7. Let G ≤M be such that G/G(Ω) ∼= A5, with n even. Then
g(Hq/G) =
(q + 1)(q − ω − 16) + 65ω − 48ǫ
120ω
,
where
ǫ =


ω if 5 | (q − 1);
0 if 5 | (q + 1), 5 ∤ ω;
q + 1 if 5 | ω.
Proof. Since p = 2, the assumption for n to be even is equivalent to require 5 | (q2 − 1), so that
PSL(2, q) admits a subgroup isomorphic to A5 by Theorem 2.2. We have G = G(H)×G(Ω) with
G(H) ∼= A5. By Lemma 2.3, G contains: 15 elements of order 2, which are of type (C); 20ω
elements of order 3 times a divisor of q+1, which are of type (B2); ω−1 nontrivial elements in GΩ,
which are of type (A); 24 elements of order 5 in G(H), which are of type (B1) if 5 | (q + 1) and of
type (B2) if 5 | (q − 1); 24(ω − 1) elements of order divisible by 5 in G \ (G(H) ∪G(Ω)). Consider
the 24(ω − 1) elements σi of order 5 in G \ (G(H) ∪ G(Ω)). If 5 | (q − 1), then all σi’s are of type
(B2); if 5 | (q + 1) and 5 ∤ ω, then all σi’s are of type (B1). Suppose that 5 | ω. Let σi = αiβi with
α ∈ G(H), o(αi) = 5, βi ∈ G(Ω)\{id}. Using the plane model (1) we can assume up to conjugation
that αi and βi stabilize pointwise the reference triangle, αi = diag(λ, λ
−1, 1) where λ5 = 1, and
βi = diag(µ, µ, 1). The type of σi is either (A) or (B1), and when α is given there are exactly 2
choices of βi for which σi is of type (A), namely βi = diag(λ, λ, 1) or βi = diag(λ
−1, λ−1, 1). Then
24 · 2 elements are of type (A), and 24(ω − 3) are of type (B1). Now the claim follows from the
Riemann-Hurwitz formula and Theorem 2.4.
Proposition 4.8. Let G ≤ M be such that G/G(Ω) is the semidirect product of an elementary
abelian 2-group of order 2f by a cyclic group of order d, with f ≤ n and d | gcd(2f −1, q−1). Then
g(Hq/G) =
(q + 1)(q − ω − 2f ) + ω(2f + 1)
2f+1dω
.
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Proof. We have G = G(H)×G(Ω) with G(H) ≤ H and G(H) = E2f ⋊Cd, where E2f is elementary
abelian of order 2f and Cd is cyclic of order d. By Lemma 2.3, G contains: 2
f−1 involutions, which
are of type (C); ω− 1 nontrivial elements of GΩ, which are of type (A); (2
f − 1)(ω− 1) elements of
order 2 times a nontrivial divisor of q + 1, which are of type (E); 2f (d− 1)ω elements whose order
divides q2 − 1 but does not divide q + 1, which are of type (B2). Then the claim follows from the
Riemann-Hurwitz formula and Theorem 2.4.
Proposition 4.9. Let G ≤M be such that G/G(Ω) ∼= PSL(2, 2f ) with f | n and f > 1. Then
g(Hq/G) =
(q + 1)
[
q − ω − 2f (2f − 1) gcd(2f + 1, ω)− 2f
]
+ (2f + 1)ω(22f − 2f + 1)
2f+1(2f + 1)(2f − 1)ω
if n/f is odd, while
g(Hq/G) =
(q + 1)(q − 22f − ω)− ω(2 · 23f − 22f − 2 · 2f − 1)
2f+1(2f + 1)(2f − 1)ω
+ 1
if n/f is even.
Proof. From Theorem 2.2 follows that the elements in PSL(2, 2f ) of order coprime to |G(Ω)| gen-
erate PSL(2, 2f ); hence G = G(H) × G(Ω), where G(H) ∼= PSL(2, 2f ). Now we use the order
statistics and the subgroup lattice of PSL(2, q), as decribed in [32, Chapter II.8].
• G(Ω) contains ω − 1 elements of type (A).
• PSL(2, 2f ) contains exactly (2f − 1)(2f + 1) elements of order 2, which are of type (C). The
product of one of them with a nontrivial element of G(Ω) has order 2 times a nontrivial
divisor of q + 1; thus, we have (2f − 1)(2f + 1)(ω − 1) elements of type (E).
• PSL(2, 2f ) contains exactly
(
2f+1
2
)
(2f − 2) = 2
f (2f+1)(2f−2)
2 nontrivial elements whose order
divides 2f − 1 and hence also q − 1. The product of one of them with a nontrivial element
of G(Ω) has order a divisor of q2 − 1 not dividing q + 1. Thus, we have 2
f (2f+1)(2f−2)
2 · ω
elements of type (B2).
• PSL(2, 2f ) contains exactly 2
f (22f−2f )
2 nontrivial elements whose order divides 2
f + 1.
Suppose that n/f is odd. Then 2f + 1 divides q + 1. Since H contains no elements of type
(A), any such element is of type (B1). Together with the identity, they form 2
2f−2f
2 distinct
cyclic groups of order 2f + 1 which intersect pairwise trivially. Consider a cyclic subgroup
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C ≤ G(H) of order 2f + 1. We use the plane model (1) of Hq, and assume up to conjugacy
that the self-polar triangle fixed pointwise by C is the reference triangle and the center of the
homologies in G(Ω) is (0, 0, 1). In this way, C = 〈α = diag(λ, λ−1, 1)〉 with o(λ) = 2f + 1,
while G(Ω) = 〈β = diag(µ, µ, 1)〉 with o(µ) = ω. The element αiβj is either of type (A) or of
type (B1); for given αi, αiβj is of type (A) if and only if µj = λ or µj = λ−1. Hence, there
are exactly
(
gcd(2f + 1, ω)− 1
)
· 2 elements of type (A) in C × G(Ω) \ G(Ω), and exactly
22f−2f
2 ·
(
gcd(2f + 1, ω)− 1
)
· 2 elements of type (A) in G \G(Ω). If n/f is even, then 2f + 1
divides q − 1; hence, all the 2
f (22f−2f )ω
2 elements in this class are of type (B2).
In the Riemann-Hurwitz formula (q+1)(q− 2) = |G|(2g(Hq/G)− 2)+∆, we have by Theorem 2.4
that
∆ = (ω − 1)(q + 1) + (2f − 1)(2f + 1)(q + 2) + (2f − 1)(2f + 1)(ω − 1) · 1
+
2f (2f + 1)(2f − 2)ω
2
· 2 + δ,
where
δ = (22f − 2f )
(
gcd(2f + 1, ω) − 1
)
· (q + 1),
if n/f is odd, while
δ =
2f (22f − 2f )ω
2
· 2,
otherwise. The claim follows by direct computation.
The case G/G(Ω) ∼= PGL(2, 2f ) is given by Proposition 4.9, since PGL(2, q) ∼= PSL(2, q) when
q is even.
5 New genera for maximal curves
The results of Sections 3 and 4 provide many genera for maximal curves over finite fields. It is
possible to compare these values with the ones previously given in [1, 3, 4, 6–11, 15, 19, 22]. We list
here some new genera, for some values of q.
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Table 1: New genera g for Fq2-maximal curves
q g
13 1
25 20, 55
27 22, 133, 287, 420, 903, 904
35 10, 161, 280, 590, 1180, 2420
37 91, 1457, 24661, 49595, 99190, 198926
53 17, 39, 46, 63, 91, 134, 210, 211, 273, 274, 369, 630, 631, 861
Remark 5.1. Table 1 gives a partial answer to [3, Remark 4.4]; namely, Propositions 3.5 and 3.7
yield examples of F132-maximal curves of genus 1.
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