Press and Teukolsky famously introduced the concept of a black hole bomb system: a scalar field scattering a Kerr black hole confined inside a mirror undergoes superradiant amplification that keeps repeating due to the reflecting boundary conditions at the mirror. A similar charged black hole bomb system exists if we have a charged scalar field propagating in a Reissner-Nordström black hole confined inside a box. We point out that scalar fields propagating in such a background are unstable not only to superradiance but also to a mechanism known as the near-horizon scalar condensation instability. The two instabilities are typically entangled but we identify regimes in the phase space where one of them is suppressed but the other is present, and vice-versa (we do this explicitly for the charged but non-rotating black hole bomb). These 'corners' in the phase space, together with a numerical study of the instabilities allow us to identify accurately the onset of the instabilities. Our results should thus be useful to make educated choices of initial data for the Cauchy problem that follows the time evolution and endpoint of the instabilities. Finally, we use a simple thermodynamic model (that makes no use of the equations of motion) to find the leading order thermodynamic properties of hairy black holes and solitons that should exist as a consequence (and that should be the endpoint) of these instabilities. In a companion publication, we explicitly solve the Einstein-Maxwell-scalar equations of motion to find the properties of these hairy solutions at higher order in perturbation theory. * Electronic address: ojcd1r13@soton.ac.uk † Electronic address: rmg1e15@soton.ac.uk 1 arXiv:1801.10176v1 [gr-qc]
I. INTRODUCTION
The black hole bomb system was envisaged by Press and Teukolsky more than 4 decades ago [1, 2] . This is a setup whereby superradiant scalar waves continuously extract energy and angular momentum from a Kerr black hole that is placed in the interior of a reflecting wall (mirror) 1 . This occurs as long as the frequency ω, azimuthal angular momentum m ϕ and Kerr angular velocity satisfy the superradiant condition ω < m ϕ Ω H [3] [4] [5] and until the confining box can no longer hold the radiation pressure [1] (see [6] for a review).
The typical instability timescales of this black hole bomb system are known [7] [8] [9] [10] . However, the time evolution and endpoint of the black hole bomb instability are still missing. Yet we have some hints of the answer from other systems that mimic this setup. Actually, these partner black hole bomb systems turn out to provide more natural reflecting boundary conditions. These are rotating black holes placed inside global AdS (initially discussed in [11, 12] ) and rotating black holes scattered by massive bosonic fields (e.g. scalar, Proca), as initially proposed in [13, 14] . In the former case, the global AdS boundary is timelike (it is conformal to the Einstein static universe) and if we impose boundary conditions that do not deform this asymptotic boundary, there is no flux of energy and angular momentum: superradiant waves get confined and increasingly amplified after each reflection at the boundary. In the latter case, the mass of the bosonic field effectively provides a potential barrier that traps the bosonic waves near the horizon. From the superradiant studies in rotating AdS black holes it is conjectured that superradiant instabilities should evolve following one of two possible scenarios [12, [15] [16] [17] [18] [19] [20] .
Namely, it should evolve: 1) towards a singular solution reached in finite time which implies cosmic censorship violation or, most probably, 2) towards the excitation of higher and higher m ϕ modes until the cosmic censorship conjecture is eventually violated. In the sense that as m ϕ → ∞, the small lengthscales that are reached should signal a breakdown of classical gravity [15] [16] [17] [18] [19] [20] . This suggests that the original Press-Teukolsky black hole bomb system might have the same fate. However, a final answer is still awaiting for a full time evolution of the system.
We can also have non-rotating superradiant black hole bomb systems, as long as the system has electric charge [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] . Indeed, a scalar field with charge q scattering a charged black hole with chemical potential µ can also be superradiantly amplified if the wave frequency ω satisfies the bound ω < qµ. For example, this can be the charged partner of Press-Teukolsky's system − a Reissner-Nordström black hole placed inside a box with a complex scalar field [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] (see also [37] [38] [39] [40] )− or a Reissner-Nordström black hole in global AdS [41] [42] [43] [44] [45] . These charged systems are interesting on their own and because they can provide insights for the endpoint of the rotating superradiant instability. 2 In such cases, the endpoint of the superradiant instability is either known or we have already good hints of what it might be. Indeed, in global AdS, the time simulations of [46, 47] confirmed that the endpoint of charged superradiance is one of the hairy black holes of [42] [43] [44] [45] . Similarly, for charged superradiance on Reissner-Nordström black holes with a mirror, recent time simulations indicate that the endpoint is again a charged hairy black hole of Einstein-Maxwell theory [32] [33] [34] .
In this paper, and in a companion manuscript [48] , we study the Reissner-Nordström black hole bomb system in more detail. We have two main goals: 1) perform a detailed study of the linear mode instability problem (in this manuscript), and 2) find the regular and asymptotically flat charged hairy black holes of the theory that describe the endpoint of the instability (in the companion manuscript [48] ).
Previous literature already addressed several aspects of our linear mode stability problem (and even its nonlinear evolution) [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] . Our aim is to complement and complete these studies in three main directions. First we want to point out that the system is unstable to superradiance but also to the near-horizon scalar condensation instability [49] [50] [51] (Section III). The latter source of instability seems to have been missed in previous studies of the black hole bomb mirror system. Essentially, this instability is present because a scalar field can violate the Breitenlöhner-Freedman [52] bound associated with the AdS 2 × S 2 near-horizon geometry of the extremal Reissner-Nordström configuration 3 . Thus it has a different nature than the superradiant instability. These two instabilities are typically entangled. However, there are two limits (which we will identify) where they disentangle and expose their different nature: in units of the box radius, large caged Reissner-Nordström black holes only have the near-horizon instability, while small caged Reissner-Nordström black holes are unstable only to superradiance. 2 In spite of the close connection between the rotating and static-charged superradiant systems there is also a fundamental distinction. In the latter case, q is fixed once we choose the theory and thus the associated hairy black holes are not further unstable to superradiance (except if we introduce a second scalar field with charge q 2 ). On the other hand, the hairy black holes that emerge from the onset of the rotating superradiant instability have a particular m ϕ and are still unstable to superradiant modes with higher m ϕ . 3 This is the very same instability that ignited the holographic AdS/condensed matter correspondence programme [49] [50] [51] .
Built on these considerations, we will then proceed to our second main aim (Section IV). Namely, we find the onset surface for instability in the Reissner-Nordström−mirror system and key properties of the instability. To begin, we find the critical scalar field charge, as a function of the horizon radius and chemical potential, above which the system is unstable. The exact identification of this onset surface is absent in previous literature and proves useful, for example, to identify good initial data for time evolution simulations. Our results are exact and considerably sharpen (and testify) the analytical bounds necessary for the existence of instability given in [23, 35] . For this exercise we use a scaling symmetry of the system to fix the mirror at radius R = 1 (Section II). Reissner-Nordström black holes are parametrized by two parameters, e.g. the (dimensionless) horizon radius R + and the chemical potential µ. The horizon must then be inside the mirror, i.e. with radius R + < 1. The extremality condition µ = µ ext determines a 1-parameter family of Reissner-Nordström black holes that have zero temperature. The onset curve e onset (R + ) − to be displayed in Fig. 2 − describes the minimal scalar field (dimensionless) electric charge above which extremal Reissner-Nordström black holes are unstable (non-extremal black holes are unstable above even higher charges e onset (R + , µ) that are also identified in Section IV). We also study exhaustively the frequency spectrum of the instability. In particular, we show that the most unstable modes are those described by a spherical harmonic with angular quantum number = 0, in agreement with the time domain analysis of [25] (note that the frequency-domain study of [23] just considered the = 1 harmonic). Our third goal is to use the properties of the linear instability problem to infer the existence and properties of hairy black holes that should bifurcate (in a phase diagram of solutions of the theory) from the Reissner-Nordström family at the onset of the instability (Section V). Without the box, no-hair theorems forbid the existence of regular asymptotically flat solitons and black holes [53] [54] [55] [56] . Essentially, this is because a linearized scalar field that extends all the way up to asymptotic infinity, when back-reacted on the gravitoelectric fields, sources terms that diverge logarithmically as the radius grows large (see Appendix A). However, this nohair theorem can be evaded if we confine the scalar field inside a box. In these conditions it should be possible to have asymptotically flat solutions that are regular everywhere. Then the theory should have a hairy charged soliton (aka boson star) that is the back-reaction of a normal mode in a box. Assuming this, we can use a simple non-interacting thermodynamic model [15, 17, 18, 42, 43, 45] to predict the leading order thermodynamics (in a small mass and charge expansion) of the hairy black holes. This thermodynamic model assumes that the hairy black hole can be constructed placing a small Reissner-Nordström black hole on top of the soliton (aka boson star) of the theory, subject to the condition that they have the same chemical potential. The soliton is just a regular asymptotically flat horizonless solution with scalar hair that results from the back-reaction of a scalar field normal mode of a Minkowski box. Interestingly, this thermodynamic model does not make use of the equations of motion. Yet, it does yield the correct leading order thermodynamics of the charged hairy black hole. This will be explicitly confirmed in our companion manuscript [48] where we find the charged hairy black holes solving explicitly the equations of motion. To be clear, these are regular asymptotically flat black hole solutions of the Einstein-Maxwell theory with a scalar field confined in a reflecting box.
II. REISSNER-NORDSTRÖM BLACK HOLE BOMB SYSTEM
Einstein-Maxwell theory is described by the action
where R is the Ricci scalar, A is Maxwell's potential and F = dA is Maxwell's field strength. We fix Newton's constant as G 4 ≡ 1. The Reissner-Nordström black hole (RN BH) family of solutions of this theory is a two-parameter family that we can take to be the horizon radius r + and the chemical potential µ = A(∞) − A(r + ). In the gauge where A(r + ) = 0 this solution is described by
with dΩ 2 2 being the metric for the unit 2-sphere and
3)
The ADM mass, electric charge, entropy, and temperature of the RN BH are
, so RN BHs exist for µ ≤ √ 2. RN BHs are known to be linear mode stable to gravitoelectromagnetic perturbations but also to scalar field perturbations. However, we will be interested in placing an asymptotically flat RN BH inside a box Σ of radius r = L > r + . In this case, a test scalar field φ with charge q and mass m can drive the system unstable. Such a complex scalar field obeys the Klein-Gordon equation, 5) where D µ = ∇ µ − iqA µ is the gauge covariant derivative. We consider potentials that have the expansion V (η) = m 2 η + O(η 2 ) such that m is the scalar field mass. Most of our physical discussions will apply to a generic case m. However, for concreteness, our numerical results will restrict to the massless case m = 0.
The boxed RN BH system has the scaling symmetry (x = cos θ and ϕ are the polar and azimuthal angles of the S 2 ):
{t, r, x, ϕ} → {λ 1 t, λ 1 r, x, ϕ}, {f, g, A, ϕ} → {f, g, A, ϕ},
which rescales the line element and the gauge field 1-form as ds 2 → λ 2 1 ds 2 and Adt → λ 1 Adt but leaves the action (equations of motion) invariant. We can use this scaling symmetry to work with dimensionless coordinates and measure thermodynamic quantities in units of L (effectively this sets L ≡ 1), The box is now at R = 1 and the condition that the BH is inside the box constrains the adimensional horizon radius to be R + < 1. In terms of the adimensional ADM mass and electric charge, RN BHs with R + < 1 and 0 ≤ µ ≤ √ 2 are those in the shaded region of Fig. 1 . The (lower) black line corresponds to extremality (µ = √ 2) and the upper red line has R + = 1. To solve the Klein-Gordon equation (2.5) as a well-posed boundary value problem we must specify the boundary conditions that the scalar field must obey. We want the scalar field to vanish at the box location Σ and outside it, φ(R ≥ 1) = 0. This implies we impose the outer boundary condition
and we define the amplitude of the scalar field to be given by the value of its normal derivative at the box, φ in R=1 − ≡ ε. At the inner boundary, R = R + , the scalar field must be regular in Eddington-Finkelstein coordinates (which are appropriate to extend the background solution across the horizon). The scalar equation (2.5) is a second order PDE so there are two integration constants when we do a Taylor expansion about R = R + . Regularity then requires that one of these constants (proportional to a divergent contribution) vanishes and we are left with the arbitrary constant φ 0 (say), to be determined by the equation of motion, such that the scalar field behaves as
In one of our discussions we will also be interested in the zero horizon radius limit, R + → 0 of the boxed RN BH. In this case, the system reduces to a scalar field perturbation of Minkowski spacetime inside a box. The inner boundary is then the origin, and regularity at this boundary requires that the scalar field behaves as φ R=0 = φ 0 + O(R), where the integration constant φ 0 is determined once (2.5) subject to (2.8) is solved.
III. SUPERRADIANT AND NEAR-HORIZON INSTABILITIES OF A RN BOMB
It is well-known that a charged scalar field perturbation in a boxed RN BH drives the system superradiantly unstable. However, one of our main results is the observation that this boxed RN system is also unstable to a second instability, namely the near-horizon scalar condensation instability (first identified in AdS BHs in the context of the holographic superconductor programme). Typically, these two instabilities co-exist i.e. they are entangled. However, we will show that in special limits of the parameter space they disentangle since one of the instabilities is suppressed. Thus, these special limits reveal their different nature. Each of these two limits will give analytical expressions for the onset of the instabilities. In the next section we will solve the Klein-Gordon equation numerically and find that the numerical solution for the instability onset indeed approaches these analytical results.
In this section, we start by revisiting the origin and main properties of the superradiant instability (subsection III A). Then, in subsection III B, we will explain why boxed RN BHs should also be unstable to the near-horizon scalar condensation instability A. Normal modes of flat spacetime with a box and superradiance in a boxed RN It is enlightening to start our discussion with the case where we have a charged scalar field perturbation confined inside a box Σ placed at R = 1 (i.e. r = L) in Minkowski space with a constant Maxwell field. Naturally, this confinement condition, φ(R ≥ 1) = 0, and regularity at the origin quantize the frequency spectrum of the scalar perturbations.
The electrovacuum background is time independent and axisymmetric. Therefore, we can Fourier expand our massive scalar field perturbation along the Killing directions T and ϕ. This introduces the adimensional frequency Ω = ωL and the azimuthal quantum number m ϕ . Moreover, in a linear mode analysis, we assume a separation ansatz for the radial and polar angle dependence. Altogether one has
where Y mϕ = e i mϕϕ P mϕ (x) is a representation of the spherical harmonics, with P mϕ (x) being the associated Legendre polynomials ( essentially gives the number of zeros of the eigenfunction along the polar direction). Using this ansatz, we can solve the Klein-Gordon equation (2.5) in Minkowski spacetime with gauge field A = µ dT . The most general solution is
2) where J ν (z) and Y ν (z) are the Bessel functions of the first and second kind, respectively, and β 1 , β 2 are arbitrary constants. We now have to impose the boundary conditions. Regularity of the solution at the origin, R = 0, requires that we set β 2 = 0 to avoid a divergence of the type R − −1 . On the other hand, at the location of the box, R = 1, we want the scalar field to vanish; see (2.8) . For ν ∈ R, the Bessel function J ν (z) has an infinite number of simple zeros that we denote by j ν,n , i.e. n ∈ N identifies the particular zero we look at. The boundary condition ψ(R = 1) = 0 then quantizes the frequency Ω in terms of the scalar field charge e and black hole potential µ. Altogether, the Klein-Gordon solution that obeys the required boundary conditions is
with the frequency spectrum
Without loss of generality in what concerns the main physical results, onwards we restrict our attention to the spherically symmetric case, = 0, and we consider the solution with lowest frequency (i.e. with lowest energy) which amounts to consider the first simple zero i.e. n = 1.
4
Additionally, we will consider a massless scalar field, m φ = 0. With these choices (3.4) reads
Condition (3.5) gives the lowest frequency for a scalar field that can fit inside a box with radius R = 1 in Minkowski spacetime. If this box is placed instead in a RN black hole background, the frequency spectrum will change. However, if the black hole is small, R + 1, the frequency can be approximated by a series expansion in R + with the leading order term being (3.5). Borrowing results from a scalar field in AdS [42, 45] we expect that, at higher orders in the R + expansion, the frequency correction receives an imaginary contribution. From the results of [42, 45] , we further expect this imaginary contribution to be proportional to Ω 1 . Therefore, much like in the AdS case, the system should be unstable to superradiance for Ω 1 < 0 (i.e. for e ≥ π/µ). In particular, for an extremal RN BH the chemical potential is µ = √ 2. It then follows that a small extremal RN BH should be unstable to superradiance for scalar field charges that obey the bound
This bound can be expanded in a series expansion in R + and away from extremality. It is enlightening to illustrate explicitly this expansion. In particular, the next-to-leading order correction of this expansion will later be useful to interpret our numerical results (see green dashed line in Fig. 2 ). We expand the scalar field and the frequency as
4 One has j 1 2 ,n = nπ. In Fig. 7 we will also display, as green diamonds at R + = 0, the information relative to = 1 and = 2 modes with n = 1 and m φ = 0. 5 Note that we can use a U (1) gauge transformation, φ = |φ|e iϕ → |φ|e i(ϕ+e χ) , A t → A t + ∇ t χ to move to a frame where the frequency vanishes by choosing the chemical potential to be µ = where the superscript (R) indicates whether we are considering the near-region ( (R)=near ) or far-region ( (R)=f ar ) to be discussed next. The leading order solution is given by (3.3)-(3.5) with Ω 0 ≡ Ω 0,1 (again we consider the ground state solution with n = 1). Unfortunately, the higher order solutions are harder to get because we cannot solve analytically the expanded equation of motion (2.5). Therefore, to be able to solve analytically the equations of motion we resort to a matched asymptotic expansion, similar to the one done in a similar context in AdS backgrounds in [15, [41] [42] [43] 57] . Essentially, we divide the region inside the box into two subregions, namely the near region r + ≤ r L ( near ) and the far region where r + r < L ( f ar ). Considering small black holes with r + /L 1, these near and far regions have an overlapping zone, r + r L. In this overlapping region, we match the set of independent parameters that are generated by solving the perturbative equations of motion in the near and far regions. We have to be careful with the fact that in the near region, R + ≤ R 1, Taylor expansion terms in R + 1 can be of similar order as R. This is closely connected with the fact that the far region solution breaks down when R/R + ∼ O(1). This indicates that in the near region analysis we should first introduce a new radial, y, and time, τ , coordinates as
Now, the near region corresponds to 1 ≤ y R −1
+ . If we further require that R + 1 (as is necessarily the case in our perturbative expansion) one concludes that the near region corresponds to R + 1 ≤ y. In particular, Taylor expansions in R + 1 can now be safely done since the radial coordinate y and the horizon radius R + have a large hierarchy of scales.
6
Further physical insight is gained if we rewrite the RN solution (2.3) in the new coordinate system (3.8):
The explicit factor of R + 1 in A τ (y) shows that in the near region the electric field is weak. Thus, at leading order, the gauge field is suppressed in the equations of motion and the system is to be seen as a small perturbation around the neutral solution.
In these conditions, we want to solve the Klein-Gordon equation (2.5) in the RN background, subject to the boundary condition (2.8) at the box location R = 1 and to regularity at the horizon, R = R + . To impose smoothness of the perturbations at the horizon boundary it is a good idea to work with the ingoing Eddington-Finkelstein coordinate
We illustrate this procedure at leading order (k = 0), i.e. we recover (3.5) this time using the matching expansion procedure. The most general solutions in the near and far regions are, respectively,
for arbitrary integration constants {σ 1 , σ 2 } and {η 1 , η 2 }. Regularity of the near region solution at y = 1, requires that we eliminate the logarithmic divergence log(y − 1) by setting σ 2 = 0. Requiring the boundary condition (2.8) at the box, φ| R=1 = 0, fixes
Moreover, we fix our perturbation expansion parameter ε to be such that φ R=1 ≡ ε (at all orders) which implies
Next, we match the far and near regions. A small R 1 Taylor expansion of the far region yields a 1/R term. We have to eliminate this contribution that is not present in φ near = σ 1 . This fixes the frequency to be Ω 0 = π − eµ. Matching the O(1) near and far region contributions then fixes σ 1 = ε e i eµ . Altogether, after imposing boundary and matching conditions one has:
As it should, this value for Ω 0 ≡ Ω 0,1 agrees with the value (3.5) we obtained solving exactly the leading order system. This is the lowest frequency that can fit inside a box in Minkowski space.
The same matching asymptotic procedure with similar steps can be applied at next order, O(R + ). The expressions are now long and not very illuminating, so we immediately give the final value for the frequency correction Ω 1 :
where γ ∼ 0.577216 is Euler's constant and Ci(x) = − ∞ x cos z z dz is the cosine integral function. We could now proceed with the expansion to higher order O R k + , to find the successive frequency corrections Ω k for k ≥ 2. However, we do not do it here since we will solve the KleinGordon equation numerically in the next section to get the full frequency. For our purposes, the correction Ω Ω 0 + Ω 1 R + is already enough. In the gauge we work, the onset of superradiance occurs when Ω = 0. We can then use the condition Ω 0 +Ω 1 R + + O R k + = 0 to find the electric charge of the scalar field, e onset as a function of the horizon radius and chemical potential, above which the system is unstable to superradiance. This gives:
In Section IV we will solve numerically the linearised Klein-Gordon equation to find the linear instabilities of a RN BH in a box. With a numerical analysis we will confirm that, in the small horizon radius limit and for RN black holes near extremality, the system indeed becomes unstable if (3.6) and (3.14) are obeyed. In particular, in Fig. 2 , the green dashed straight line is given by (3.14) when we set the chemical potential to its extreme value, µ = √ 2.
B. The origin of the near-horizon instability of RN black holes in a box
It was first found in the context of holographic superconductors [49, 50, 58] in planar AdS spacetimes that charged near extremal black holes can be unstable to near horizon scalar condensation. It was then understood that this instability is a generic feature of near extremal black holes in asymptotically AdS spacetimes [51] . Since a box in asymptotically flat spacetimes has confining/reflecting boundary conditions similar to those of asymptotically AdS spacetimes, it is natural to ask whether this near horizon instability is also present in the setup we are considering.
To address this question in generic conditions, consider a scalar field with mass m and charge q (we find it convenient to restore the dimensionful quantities in this discussion). Stability conditions in flat spacetime require the mass m to be non-negative, m ≥ 0. We can follow the original analysis in asymptotically AdS spacetimes [43, 45, 51] to find the near horizon geometry of an extremal, asymptotically flat RN black hole. Consider the RN metric (2.3), we introduce the new coordinates {τ,ρ}, 15) and take the near horizon limit λ → 0. At leading order the metric takes the form
Thus the near horizon geometry is the direct product of an AdS 2 geometry with an S 2 . This is still a solution of (2.1) i.e. of Einstein-Maxwell theory 7 . The Klein Gordon equation (2.5) in a static background of the form (2.2) can be written as :
To capture the time dependence information, the frequencyω in the near-horizon geometry is related to ω as:
which follows from the identification e −iωt ≡ e −iωτ . Taking the near horizon limit λ → 0 of the Klein Gordon equation one gets
A Taylor expansion of this equation at largeρ yields 20) with an effective mass for the scalar field given by 
Therefore, it is natural to expect that extremal RN BHs confined in a box might be unstable to scalar condensation when their scalar field charge is large enough, namely when
Now we reintroduce the dimensionless quantities R + = r + /L, e = qL and m φ = mL. For large black holes inside the box, a Taylor expansion of (3.23) about R + ∼ 1 yields
On the other hand, for small black holes (3.23) has the expansion,
Thus, for small black holes R + 1, we see that the near horizon instability is suppressed. However, near horizon condensation is certainly present for large black holes (when compared with the box radius). In particular in the limit R + → 1, and for massless scalar fields that is our main focus, the instability is present for charges
This is in contrast with the superradiant instability that is present for small black holes and suppressed for large black holes. The near horizon procedure strictly applies to extremal black holes. However, continuity suggests that this instability is present away from extremality.
In the next section we will compute numerically the timescales of linear instabilities of a RN BH in a box. We will find that as the system approaches extremality and R + → 1, the instability indeed has a near horizon condensation origin since its onset will be given by (3.23) (see the right panel of Fig. 2 and Fig. 7) .
IV. TIMESCALE FOR SUPERRADIANT AND NEAR-HORIZON INSTABILITIES
In this section we compute numerically the frequencies of a massless scalar field confined inside a box in a RN background. In particular, we find the scalar field charge above which linear mode instabilities appear. This problem was already addressed in previous literature for particular values of the parameters involved in the problem. However, here we want to complement these available results with sharper statements about the region in phase space where the solutions are unstable. For example, for a given scalar field mass 8 we want to identify the critical scalar field charge e onset (R + , µ) above which instabilities are present. More importantly, we want to point out that RN BHs are linearly unstable not only to the superradiant instability but also to the near-horizon scalar condensation instability. Previous studies missed the existence of the latter instability. The two instabilities are usually highly entangled (which justifies why previous numerical studies missed identifying the existence of the near-horizon instability) but near extremality they disentangle. In this regime, we can explicitly check that the numerical onset curve e onset (R + , µ) approaches the analytical expression for superradiance (3.6) and the analytical expression (3.26) for the near-horizon instability in the appropriate limits, namely for small and large horizon radius R + , respectively (see the right panel of Fig.  2 ).
Consider the Klein-Gordon equation (2.5) in the RN spacetime (2.2)-(2.3). Like in the Minkowski background, we can assume the separation ansatz (3.1) for the scalar field, φ(T, R, x, ϕ) = e −i Ω T e i mϕϕ P mϕ (x) ψ(R). Due to spherical symmetry of the background, the azimuthal number m ϕ does not contribute to the radial equation. Recall that Ω = ωL is the dimensionless frequency 9 . In these conditions, solving the Klein-Gordon equation boils down to solving the radial ODE,
with f (R) and A t (R) being the RN background functions defined in (2.3). We are mostly interested in the most unstable mode which happens to be the one with = 0 that preserves the spherical symmetry. We will confirm this is indeed the case. This equation has to be solved subject to appropriate boundary conditions. A Taylor expansion of the Klein-Gordon equation about the horizon yields the two linearly independent solutions:
Regularity of the perturbation in Eddington-Finkelstein coordinates (3.10) requires that we choose the boundary condition β out = 0 (this effectively discards outgoing modes and keeps the ingoing waves).
8 For concreteness, in the presentation of our results, we will fix the scalar field mass to zero, but the computation can be repeated for different masses m. In all cases, the onset curve e onset (R + , µ; m) for the instability approaches the analytical limiting values (3.6) and (3.26). 9 Note that ω is the frequency in the gauge of (2.3) whereby the gauge potential A t R+ = 0 and A t R→∞ = µ.
Alternatively, it is also common to choose the gauge A t = −µR + /R in which case A t vanishes asymptotically and the associated scalar field frequency ω is related to ω by ω = ω − qµ. Later, we will find that the system is unstable when Re ω < 0 which corresponds to Re ω < qµ.
On the other hand, a Taylor expansion around the location R = 1 of the box yields:
We want the scalar field to vanish at the location of the box so we impose the Dirichlet boundary condition ψ 0 = 0. In order to solve numerically equation (4.1) we introduce the new function p(R) as
In addition, we find it convenient (it yields a Neumann boundary condition at the horizon) to work with the new radial variable
Coordinate y ranges between y = 0 (i.e. R = R + ) and y = 1 (i.e. R = 1). In terms of the new function p(y), the boundary conditions read simply as
The ODE (4.1) and the boundary conditions (4.6) yield a quadratic eigenvalue problem in the frequency Ω, for a given e. Interestingly, if we we want to find the onset of an instability (i.e. which has Ω = 0), it is also a quadratic eigenvalue problem in the electric scalar field charge e. We will explore both perspectives in our analysis.
For the numerical discretization scheme of y ∈ [0, 1] we use pseudo-spectral methods with a Chebyshev grid (see details e.g. in [59] ). We solve for the eigenvalue and associated eigenfunction using one of two methods. In one method, we make use of the fact that the equation at hand is a quadratic eigenvalue problem, which can thus be solved using Mathematica's built-in routine Eigensystem (see e.g. [59, 60] for details). The second method is based on an application of the Newton-Raphson root-finding algorithm, and is detailed in [17, 59] . The advantage of the first method is that it gives many modes simultaneously (i.e. many radial overtones), allowing for an easy identification of the spectra. The second method computes a single mode family at a time, and can be used when we have an educated guess for a seed sufficiently close to the true answer. Yet, this method is computationally more efficient, and can be used to push the numerics to extreme regions of the parameter space. Details of these numerical methods and discretization scheme can be found in the review [59] . Numerical convergence tests are presented in Appendix B.
We can now discuss the results. The system is unstable when the imaginary part of the frequency Ω = ωL is positive. An indication of the onset of the instability is given when we encounter what are called the zero-modes which correspond, in our gauge choice, to Ω = 0, i.e. Re Ω = 0 = Im Ω (see footnote 9). In fact, as discussed above, we can set Ω = 0 and solve (4.1) and (4.6) as an eigenvalue problem for the scalar field charge e ≡ e onset . This determines a surface expanded by the chemical potential and the horizon radius. Instead of displaying a 3-dimensional plot, we find more enlightening to pick different values of the chemical potential µ and plot the dependence of the onset charge e onset as a function of the horizon radius R + . This plot is shown in the left panel of Fig. 2 . The curves with the dots describe the onset The magenta diamonds pinpoint three particular RN BHs: in the right panel of Fig. 3 we explicitly show that Im Ω changes sign precisely at e = e onset identified in this figure. Right panel: Similar to left panel but this time we just plot the onset curve (dots) with µ = √ 2(1 − 10 −8 ) (closest to extremality), and we add the analytical curves (3.14) (dashed green straight line with negative slope) and (3.23) (dashed blue curve).
charge e onset as a function of the horizon radius for a given choice of chemical potential µ. More concretely, we consider 5 values for µ. Namely, we set µ = √ 2(1 − 10 −n ) and from the top (black curve) to the bottom (red curve) the 5 curves have n = 1, 2, 3, 4, 8.
To further interpret the left panel of Fig. 2 , note that, previously in the literature (first for a scalar field in a Kerr box [7, 10] and then for a charged scalar field in a RN box [23, 35] ) it was found that, for a given scalar field charge, there is a minimum critical radius where the mirror can be placed to have an instability. If the mirror is placed below this critical radius there is no instability, that is to say, would-be unstable modes cannot fit inside the box. The superradiant condition allows a straightforward interpretation of this result: recalling footnote 9, in the gauge where the gauge potential vanishes asymptotically, superradiant modes have a maximum frequency, Re ω < qµ. Superradiant modes thus have a minimum wavelength and the mirror must be placed at a radius larger than this wavelength if we want to have unstable modes. Now, in our study we use a scaling symmetry of the system to fix the mirror at the dimensionless radius R = 1. It follows that the above conclusion restates as follows: for a given RN BH (i.e. for a given {R + , µ}) unstable modes are present if and only if the scalar field charge is above a critical value e > e onset (R + , µ). Fig. 2 precisely displays these critical curves e onset (R + , µ) for selected values of µ. These curves are exact (for m φ = 0) and sharpen onset bounds given previously in [23, 35] . ) and constant horizon radius: R + = 0.1 (black), R + = 0.5 (red) and R + = 0.9 (blue). The magenta diamonds correspond precisely to the onset charge e = e onset already identified in Fig. (2) .
In the left panel of Fig. 2 , the lowest numerical (red) curve has µ = √ 2(1 − 10 −8 ) i.e. it is extremely close to the extremal RN solution which has µ = √ 2. This curve is particularly enlightening to understand the underlying physical nature of the unstable modes, and how the origin of the instability changes as we go from small to large radius black holes (in units of the mirror radius). For this discussion, in the right panel of 2 we take the bottom curve of the left panel with µ = √ 2(1 − 10 −8 ) and we add two analytical curves. The dashed green straight line with negative slope (starting at R + = 0 and e onset = π/ √ 2 ∼ 2.22) is the superradiant instability curve (3.14), which is valid for small R + . On the other hand, the blue dashed curve (starting on the right at R + = 1 and e onset = 1 2 √ 2 ∼ 0.354) corresponds to the near-horizon instability curve (3.23) with m φ = 0, e onset = (2 √ 2R + ) −1 . We conclude that as extremality (µ = √ 2) is reached, the onset curve approaches the critical values predicted by the analytical expressions (3.14) and (3.23) (with m φ = 0 and µ = µ ext = √ 2). This is a check of our numerical results. More importantly, it clearly demonstrates one of our main results: RN BHs in a box are not only afflicted by the superradiant instability (as studied in previous literature) but also by the near-horizon scalar condensation instability. For a generic RN BH these two instabilities are entangled but in the RN extremal limit they disentangle and their different nature unravels: the superradiant instability is present for small black holes but suppressed for large black holes while the near-horizon instability has the opposite behavior (it is supressed for small black holes as indicated by (3.25) ). The information in Fig. 2 is complemented by Fig. 3 . In the left panel, on the horizontal axis we have the dimensionless ADM charge Q/L of the RN BH. On the vertical axis, we have the mass difference ∆M/L = (M − M ext )/L between a RN BH and the extremal RN BH that has the same electric charge Q/L. So extremal RN BHs are represented by the horizontal line with ∆M = 0. We display several curves in the main left panel plot. Each curve corresponds to a fixed value for the onset charge e onset (i.e. an horizontal line in Fig. 2 ): the top curve starts with e onset = 4 and then we go down in steps of δe onset = −0.1 to the curve in the bottom that has e onset = 2.2. For each e onset curve, RN BHs below the onset curve are unstable. We see that, starting from Q = 0, as Q grows so does the region that is unstable: black holes with larger M/L that are further away from extremality become unstable. However, for each e onset curve, ∆M/L attains a maximum around Q/L ∼ 0.2. For larger Q/L, ∆M/L starts decreasing monotonically and approaches zero as Q/L approaches its maximum value ∼ 0.7, which corresponds to R + → 1.
It is often stated that a RN in a Minkowski box resembles a RN in global anti-de Sitter (AdS) spacetime: reflecting boundary conditions at the timelike boundary of AdS mean that AdS effectively behaves as a box with AdS radius L (set by the cosmological constant Λ = −3/L 2 ). Although this statement is generically correct, there are also important differences between the two systems. Notably, the box in the RN BH is at a finite proper distance from the horizon, while in AdS the asymptotic timelike boundary is at an infinite proper distance. This key difference manifests in properties of the instabilities. This is particularly clear when we compare the behaviour displayed in Fig. 3 with its AdS counterpart. In AdS, all onset curves e onset are monotonic: larger Q/L corresponds to larger ∆M/L (below which the system is unstable) and there is no bound for the electric charge Q/M (neither for M/L); see [43] for the corresponding plot for RN-AdS 5 BHs. For small RN BHs inside a box, the system behaves similarly to the AdS one only for small Q/L: initially ∆M/L of the onset curve indeed increases as Q/L grows. However, unlike in AdS, here the e onset curve has a maximum ∆M/L and, for that start at the extremal curve. To check independently that the onset curves (surface) in Fig. 2 indeed signal the onset of the instability we have computed the quasinormal mode frequencies Ω = ωL: above the onset surface the imaginary part of Ω becomes positive. For a simple check, we chose specific values of the horizon radius R + and chemical potential µ and compute the imaginary part of the frequency Im Ω as a function of the scalar field charge e = qL. We show three of these curves in the right panel of Fig. 3 . All these curves have µ = √ 2(1 − 10 −1 ) but different horizon radius, R + = {0.1, 0.5, 0.9}. These particular RN BHs correspond to the magenta diamonds pinpointed in the upper curve of the left panel of Fig. 2 . That is to say, at the value e = e onset identified in the left plot of Fig. 2 the imaginary part of the frequency becomes zero in Fig. 3 (magenta dots in each curve) which is a check to our numerics as these are two independent computations.
For completeness, in Fig. 4 we fix the scalar field charge e = 3.5 and we show a complete 3D plot of both the imaginary and real parts of the dimensionless frequency Ω = ωL as a function of the horizon radius R + and chemical potential µ. The instability is present when Im Ω > 0. As a non-trivial test of our computations we have checked that the instability onset curve for e onset = 3.5 in the left panel of Fig. 3 coincides with the onset curve in this 3D plot: dotted green curves with Im Ω = 0 and Re Ω = 0. Values of e above π/ √ 2 ∼ 2.221 − see (3.14) and Fig. 2− typically give plots qualitatively similar to those of Fig. 4 . Namely, the instability is present from R + = 0 all the way up to a maximum R + < 1, as long as we are sufficiently close to extremality.
On the other hand, scalar field charges in the range π/ √ 2 < e < 1/(2 √ 2) ∼ 0.354 − see (3.14), (3.26) and Fig. 2 − give plots qualitatively similar to those in Fig. 5 . In this figure, we fix e = 1.9 and plot the imaginary and real parts of the frequency as a function of the horizon radius R + and chemical potential µ. For this range of e, the instability is present only in a window of R + (so starting at R + = 0), and when we are close to extremality. (for larger µ see Fig. 2 ). We see that as we move away from extremality and as the box approaches the horizon, it becomes considerably more difficult to drive the system unstable. In the sense that a higher e > e onset is required to make the system unstable.
So far all our data refers to modes with = 0. This is always the most unstable mode since it is the mode that: 1) requires a smaller e onset , 2) is unstable for a wider range of black hole parameters {R + , µ} (given a e), and 3) it is the mode that has the fastest growth rate, (smaller timescale τ = 1/Im(ωL)).
Property 1) is illustrated in Fig. 7 where we show the minimal onset charge e onset (R + ) (that is reached at extremality) for the = 1 (left panel) and = 2 (right panel) modes. This is
Onset charge e onset as a function of R + for three chemical potentials, µ = √ 2(1 − 10 −n ) with n = 1, 4, 8 from top (black) to bottom (red). Left panel: = 1 mode. The green diamond is at {R + , e onset } = {0, 3.17732} and the dashed blue curve is the near horizon prediction (3.24). Right panel: = 2 mode. The green diamond is at {R + , e onset } = {0, 4.07538} and the dashed blue curve is the near horizon prediction (3.24) .
to be compared with the similar plot for the = 0 mode shown in Fig. 2 . Also shown in Fig. 7 are the analytical superradiant (section III A) and near-horizon (III B) predictions. We conclude that they are also extremely sharp for higher modes. Refs. [23, 35] have given lower analytical bounds for e onset ; see in particular (44) of [35] . They are indeed obeyed by our data but they are not sharp, in the sense that they can be well below (in some cases by factors of 2 and 10) the true onset charge.
On the other hand, properties 2) and 3) are illustrated, for e = 3.5, in Fig. 8 which plots Im(ωL) as a function of R + and µ for the = 0 mode (left panel) and for the = 1 harmonic (right panel). The left panel is just a zoom in of the unstable region of Fig. 4 . The = 0 mode is indeed unstable in a wider range of phase space and its maximum Im(ωL) is considerably larger. This is in agreement with the time domain analysis of [25] (note that the frequencydomain study of [23] just considered the = 1 harmonic). This trend continues for higher . For e = 3.5 we find that the maximum of the instability for the first three harmonics are
These properties are similar for other values of e. As a final example, for e = 1.9 (the case whose = 0 data is plotted in Fig. 5 ) the maximum of the instability for the two first harmonics is In this case the instability shuts down for = 2 except on a very small corner around µ ∼ µ ext and R + ∼ 1. At least for the values we considered, we find that the instability strength grows with e.
V. NON-INTERACTING THERMODYNAMIC MODEL FOR HAIRY BLACK HOLES
In previous sections we have seen that a RN BH with a charged scalar field confined inside a box is linearly unstable to the superradiant and near-horizon scalar condensation instabilities. This suggests that a RN BH inside a box should evolve to a different configuration that should have scalar hair (floating above the horizon and confined inside the box) that is stable to the original mechanisms that drive RN unstable. In the limit where the amplitude of the scalar hair vanishes, such hairy black hole should merge with the RN family at the onset of the instability.
On the other hand, a scalar field inside a box in Minkowski space has its linear spectrum of frequencies quantized as we saw in Section III A. Borrowing ideas from similar AdS and massive systems with confined potentials, it is natural to expect that such a normal mode of the scalar field can be back-reacted to higher order in perturbation theory (with the expansion parameter being the amplitude of the scalar field). That is to say, beyond linear order, the scalar field sources the gravitoelectric field but it should be possible to do so while keeping the solution asymptotically flat and regular everywhere (in particular, at the origin) and with the scalar hair confined inside the box. This should then yield a new horizonless solution of Einstein-Maxwell-scalar theory (with the confinement condition imposed) that is a boson star oscillating with frequencyω (if we work in a gauge where the scalar field is complex with time dependence e iωt ) or, equivalently after a gauge transformation, a static soliton (with no time dependence and chemical potential µ =ω/q).
Again borrowing ideas from similar confined systems, it is also natural to expect that we can place a standard RN BH on top of this soliton to generate a hairy black hole. This hairy black hole family whose zero-horizon radius is the soliton of the theory should then be the same hairy black hole that connects (in a phase diagram of solutions) to the RN BH family at the onset of the instability discussed above.
Such hairy solitons and black holes would have a charged scalar condensate floating above the origin/horizon, with the electromagnetic repulsion balancing the gravitational collapse of the scalar condensate. For these ideas to be correct, in the case of the hairy black hole, we further expect that hairy black holes have higher entropy than the RN BH with the same mass and electric charge (when they coexist).
To prove these ideas correct, we have to solve the Einstein-Maxwell-scalar equations of motion in a confined box and find the proposed asymptotically flat solutions. We will do this in a companion publication [48] . However, here we want to derive heuristically the leading order thermodynamic properties of such hairy solutions using a simple non-ineracting thermodynamic model that does not make use of the equations of motion. This model proved to capture the correct leading order physics of charged and rotating AdS systems [15, 17, 18, 42, 43, 45] .
At leading order, a charged soliton (boson star) is just a normal mode of the ambient background (whose frequencyω is then corrected as we climb the perturbation expansion ladder). This is a 1-parameter family of solutions with mass M sol = µ Q sol + O(Q 2 ) with µ =ω q (we are interested in the soliton with lowest energy which has µ = π/e). This soliton further obeys the first law, dM sol = µ dQ sol .
The non-interacting thermodynamic model of [15, 17, 18, 42, 43, 45] assumes that we can place a small RN BH on top of this soliton to get a 2-parameter family of hairy BHs (the parameters being the mass and the charge). It further assumes that, at leading order (and certainly only at this order), the system can be considered as a non-interacting mixture of a soliton and a RN BH at its core in the sense that the mass and the charge of the hairy BH are given by the direct sum of the mass and charge of the RN BH and the soliton,
The soliton carries no entropy, so the entropy S of the hairy BH simply reads
The hairy BH can partition its charge Q and mass M between the RN BH and soliton components. On physical grounds one expects this distribution to be such that, for fixed mass M and charge Q, the entropy S is maximised, dS = dS RN = 0, while respecting the first law of thermodynamics dM = T H dS + µdQ. The maximisation of the entropy turns out to imply [43, 45] µ RN = µ sol ≡ µ and
i.e. , not surprisingly, the two mixed constituents must be in thermodynamic equilibrium to yield a hairy BH. The mass and charge of the soliton are related by M sol = µQ sol , while the mass and charge of the RN BH are given by (2.4) . Using these relations together with the non-interacting relation (5.1) and equilibrium conditions (5.3), we can express the leading order thermodynamic quantities of the hairy black hole (and of its two constituents) in terms of its mass M, charge Q and chemical potential µ:
The domain of existence of the hairy black hole can be inferred from this analysis. In one extremum, the soliton constituent is absent and all the mass and charge of the hairy BH is carried by the RN component. This describes the hairy BH that merges with the RN BH at the zero-mode of its linear instability. On the opposite extremum configuration, the RN BH constituent is absent and the soliton component carries all the mass and charge of the solution. This is the zero-radius or zero-entropy limit of the hairy black hole. It follows that the hairy black hole mass must be within these two boundaries:
Equating the two extrema configurations, yields an interval of existence for the chemical potential: 6) where in the last relation we used that for the ground state solution the leading order potential is µ =ω/e = π/e + O(R + ): see (3.5) and footnote 9. The lower bound for e in (5.6) is precisely the leading term in (3.14) when we set the chemical potential to its extreme value, µ = √ 2. The above leading order thermodynamic analysis must be considered with a few grains of salt. Indeed, first note that a theory can have hairy black holes that do not have a zeroradius limit, i.e. a solitonic limit (see e.g. [43] ). Second, there is no reason why the noninteracting mixture assumption (5.1) should hold, even at leading order. Nevertheless, in a companion publication [48] , we will solve the equations of motion to find the hairy BHs and we will confirm that the thermodynamic model indeed captures the correct leading order thermodynamics (5.4)-(5.6) of the system.
A final important observation is in order. To keep the scalar field of the asymptotically flat hairy black hole confined inside the box (i.e. φ(R ≥ 1) = 0), the latter must have a certain Lanczos-Darmois-Israel surface stress tensor [61] [62] [63] [64] . That is to say, the induced gravitoelectric fields are continuous at the thin layer surface that confines the scalar hair but the extrinsic curvature is discontinuous. The above thermodynamic model is completely blind to this information. It is too simple for that; yet it yields the correct leading thermodynamics. In the aforementioned companion publication [48] , we will emphasize the importance of using the Brown-York quasilocal formalism [65] to appropriately discuss hairy black holes contained inside a box. For the difference between the Brown-York tensor outside and inside the box surface layer yields precisely the Lanczos-Darmois-Israel surface stress tensor [61] [62] [63] [64] that describes the energy-momentum content of the box [65] . The leading order thermodynamic analysis that we do in the present manuscript is valid for R + 1, that is to say, for small mass and charge BHs. In this regime, the ADM mass M and charge Q are the same as the Brown-York quasilocal mass M and charge Q.
10 Yet, this is no longer the case at higher orders. For this reason, and to keep notational consistency with the discussions of the companion publication, in the analysis of this section we have used the calligraphic letters M and Q when referring to the mass and charge of the solution.
VI. CONCLUSIONS
In this manuscript we have considered the Reissner-Nordström−mirror system, aka charged black hole bomb system. We pointed out that this system is unstable not only to superradiance but also to the near-horizon scalar condensation instability. These two observations and some numerical analysis allow to identify with great accuracy the black hole and scalar field parameters that are required to have instability. This should be of valuable use to choose initial data in Cauchy studies of the evolution of the instability. From our findings and from [51] , it follows that the near-horizon scalar condensation instability should co-exist with the superradiant instability also in the original Kerr black hole bomb system of Press and Teukolsky [1] . This, and other implications of our observation are currently under investigation.
We also studied the properties, namely the quantized spectrum and growth rates, of these instabilities in detail. Finally, we pointed out that, in a phase diagram of solutions of the theory, the onset of the instability should signal a branching-off to a new family of solutions that describe charged hairy black holes with scalar hair floating above the horizon. Electric repulsion should balance the system against gravitational collapse. Without using the equations of motion, we can predict the leading order thermodynamics of these charged hairy black holes. For that, we used a non-interacting thermodynamic model that assumes that, at leading order in perturbation theory, the hairy black hole can be seen as a small Reissner-Nordström black hole placed at the core of the caged soliton of the theory, as long as these two constituents are in thermodynamic equilibrium (i.e. if they have the same chemical potential).
Confirmation that these hairy solutions do indeed exist beyond linear order in perturbation theory will be given in the companion manuscript [48] , where we explicitly find these solutions solving the equations of Einstein-Maxwell theory with a complex scalar field that is confined inside a box. We will find that our hairy black holes always have higher entropy than caged Reissner-Nordström black holes with the same energy and electric charge. Therefore, they are the natural candidates for the endpoint of charged superradiance in the ReissnerNordström−mirror system. In previous literature boxed hairy black holes were already considered. However these studies differ from ours in two main aspects. The hairy black holes of [28, 30, 31] are regular in the inner boundary but the gravitoelectric fields diverge logarithmically in the asymptotic region: they are not asymptotically flat. On the other hand, Ref. [29] focused its attention on describing the solution in the interior of the box. In [48] we will describe the hairy black hole in the interior and exterior regions. In particular, this will require studying the Israel junction conditions at the location of the box and discuss the surface stress tensor that this surface layer must have to obey the energy conditions as required in a physical system. perturbation theory to be the first derivative of the scalar field at the box,
Also following [28, 30, 31] , we further require that the gravitational, Maxwell and scalar fields are regular at the origin or horizon (but we do not require the solutions to be asymptotically flat). In these conditions we look for an hairy soliton that has the perturbative expansion:
The leading order Maxwell potential is π/e because, after a U (1) gauge transformation, this corresponds to pick the normal mode with lowest frequency as a linear seed for the scalar field. At order O(ε) we have to solve the Klein-Gordon equation for the scalar field φ 1 about the Minkowski spacetime. The most general solution is:
Regularity at the origin implies β 2 = −2iπβ 1 , while at the two conditions at the box fix
. At order O(ε 2 ), the O(ε) scalar field sources a back-reaction on the gravitoelectric fields. Solving the equations of motion for A 2 and f 2 we obtain: 
We can fix two integration constants by imposing regularity at the origin: C 
We see that the two fields diverge as the log R, and we cannot fix any integration constant to eliminate these divergences. These logarithmic divergences are sourced by the O(ε) scalar field (that is to say, the two homogeneous solutions of the O(ε 2 ) equations of motin behave as a constant and 1/R as R → ∞). This is a consequence of not requiring that the scalar field vanishes outside the box.
Hairy black hole solutions can be constructed using a similar perturbative scheme, this time using a double parameter expansion (ε and the horizon radius R + ). Thus, with the conditions proposed by [28, 30, 31] , the black hole fields will have the same logarithmic divergence observed in (A5).
The logarithmic divergence of the fields already at order O(ε 2 ) explains why the solitons and hairy black holes of [28, 30, 31] are not asymptotically flat. Note that 'no-hair' theorems typically have two golden assumptions: 1) the solutions should be regular everywhere and, in particular, at the inner boundary, and 2) the solutions should be asymptotically flat [53, 55] . The solutions of [28, 30, 31] (further discussed in [33, 34] ) violate the latter assumption so it comes without surprise that they also evade the 'no-hair' theorems.
In a companion publication [48] , we will however find hairy solitons and black holes that are regular everywhere and asymptotically flat. For that, we will follow strictly the spirit of the charged black hole bomb and require that the scalar field vanishes at, but also outside, the box. The leading order thermodynamics of such hairy solutions is already given in Section V.
Appendix B: Numerical convergence tests
For the numerics in Section IV we have used both a generalised eigenvalue problem scheme (see Section III.C in [59] ) and a Newton-Raphson scheme (see Section III.C and VI.A in [59] ).
To determine the number of points in the Chebysehv grid that are required to get accurate results, we have done convergence tests to find the number of grid points N that we should use and to confirm that our numerical code is delivering the exponential convergence as required when pseudospectral discretization is used. In order to measure the accuracy of the numerical results in Section IV we define the error as a function of the number of points N as:
where λ N is the eigenvalue obtained with a grid of N points and ∆N is the increase of the number of points; in the examples of Fig. 9 , ∆N = 5. One of the convergence tests for the onset of instability Fig. 2 is shown in Fig. 9 . We have done similar tests for various horizon radius and determined the number of grid points that satisfies the error bounds we wish: Our e onset 's and ω's are accurate up to at least the 8 th decimal digit. For example, we required an error smaller than 10 −10 for the curves with chemical potential µ = √ 2(1 − 10 −5 ). N = 81 is enough to fulfill this requirement. However, in order to satisfy the same error for chemical potentials nearer to extremality we have increased the number of points to N = 251 in Fig. 2 for µ = √ 2(1 − 10 −n ) with n > 5. As an example of our convergence tests, in the left panel of Fig. 9 we display the error as a function of the number of grid points N for the chemical potential µ = √ 2(1 − 10 −1 ) and horizon radius R + = 0.4. The error follows the expected exponential decay for pseudospectral methods in a Chebyshev grid. On the right plot we display the same quantities but this time for the chemical potential µ = √ 2(1 − 10 −1 ) and horizon radius R + = 0.98. This curve has higher error, as expected, since we are approaching the limiting case R + = 1.
We have performed convergence tests also for the frequency computations of Section IV. However, in general the most challenging computations were those associated to Fig. 2 (hence our choice of presenting the convergence tests for this computation). This is expected since in . The latter, being closer to the box radius requires higher resolution to achieve similar accuracy. Higher resolution is also typically required as we approach extremality.
this case we had to consider the most extreme situations: we had to approach extremality by tuning the chemical potential and also the limiting cases R + = 0 and R + = 1.
