This paper generalizes existing approaches for free-surface wave damping via momentum sinks for flow simulations based on the Navier-Stokes equations. It is shown in 2D flow simulations that, to obtain reliable wave damping, the coefficients in the damping functions must be adjusted to the wave parameters. A scaling law for selecting these damping coefficients is presented, which enables similarity of the damping in model-and full-scale. The influence of the thickness of the damping layer, the wave steepness, the mesh fineness and the choice of the damping coefficients are examined. An efficient approach for estimating the optimal damping setup is presented. Results of 3D ship resistance computations show that the scaling laws apply to such simulations as well, so the damping coefficients should be adjusted for every simulation to ensure convergence of the solution in both model and full scale. Finally, practical recommendations for the setup of reliable damping in flow simulations with regular and irregular free surface waves are given.
Introduction
In free surface flow simulations based on the Navier-Stokes equations, it is often required to model an infinite domain while choosing the solution domain as small as possible in order to lower the computational effort. In such cases, the elimination of wave reflections at the domain boundaries can be achieved by setting up a damping layer (also called sponge layer, absorbing layer, damping zone, porous media layer), which is a zone next to the boundaries, in which source terms are added to the governing equations to damp the waves travelling through the zone. This paper discusses momentum source terms based on linear or quadratic damping functions as defined in Sect. The nomenclature from Sect. 4 is used throughout the work. For all simulations in this study, the damping function from Choi and Yoon (2009) is used, since it is rather generic and can be set up to act similar to the other approaches mentioned. Thus the results are easily applicable to all damping approaches used in other CFD codes which can be generelized as described in Sect. 3 . Although widely used, much about the damping functions remains unknown at the time of writing. It has been observed that the coefficients in the damping functions are case-dependent. For example, the ANSYS Fluent manual (release 14.5) states: '[...] a default value of 10 was satisfactory, but this value is case specific and should be tuned to get better results with minimal reflection'. In the above mentioned codes, these damping coefficients can be modified by the user. However, no guidelines seem to exist for this. Thus in practice, either the default settings or values from experience are used as coefficients in the damping functions. If during or after the simulation it is observed that the damping does not work satisfactorily, then the damping coefficients are modified by trial and error and the simulation is restarted. This procedure is repeated until acceptable damping is obtained, a process which requires human interaction and can cost considerable additional time and computational effort. Especially in the light of the increased automation of CFD computations, it would be preferable to be sure about the damping quality before the simulation. Similar to wave damping in experiments, where according to Lloyd (1989) seldom data on beach performance is published, also with CFD simulations, the performance of the wave damping is often not sufficiently accounted for. Thus with most CFD publications, it is difficult to judge on the damping quality even if the damping setup is given.
The aim of the present work is to clarify how the damping functions work, on which factors the damping quality depends and how reliable wave damping can be set up case-independently, so that no more fine-tuning of the damping coefficients is necessary.
In Sect. 3, the generalized forms of linear and quadratic damping functions are given. In the following Sect. 4, the damping approach used in this work is described. Moreover, it is shown exemplarily for two widely used damping functions how these can be generalized to to the equations given in Sect. 3 and how results from one implementation can be transferred to another.
Starting from the analogy of the damped harmonic oscillator, Sect. 5 attempts to show similarities to damping phenomena outside the hydrodynamics field and constructs scaling laws for wave damping based on this information. These scaling laws are fully formulated and verified in Sects. 13 and 14. Furthermore, recommendations for selecting the damping coefficients are given.
Sections 8 to 12 investigate via 2D flow simulations how the damping quality and behavior is influenced by the choice of the coefficients in the damping functions, the thickness of the damping layer, the computational grid and the wave steepness. As the investigations so far have been mainly concerned with regular, monochromatic waves, recommendations for the damping for irregular waves are given in Sect. 15 and illustrated with simulation results.
Since wave damping is also widely used to speed up convergence for example in ship resistance computations, it is verified in Sect. 16 via 3D flow simulations that the presented scaling laws hold for such cases as well.
Governing Equations and Solution Method
The governing equations for the simulations are the Navier-Stokes equations, which consist of the equation for mass conservation and the three equations for momentum conservation:
Here V is the control volume (CV) bounded by the closed surface S, v is the velocity vector of the fluid with the Cartesian components u i , n is the unit vector normal to S and pointing outwards, t is time, p is the pressure, ρ and µ are fluid density and dynamic viscosity, τ ij are the components of the viscous stress tensor, i j is the unit vector in direction x j , g comprises the body forces and q i is an optional momentum source term. For the present simulations, the reference atmospheric pressure was set to 10 5 Pa and the only body force considered was the gravitational acceleration, i.e. g= (0, 0, −9.81
T . Only incompressible Newtonian fluids are considered in this study. Thus τ ij takes the form
No turbulence modeling was applied to the above equations since, unless waves break, the flow inside them can be considered practically laminar and all structures of interest can be resolved with acceptable computational effort. The volume of fluid (VOF) method implemented in the STAR-CCM+ software is used to account for the two phases (air and water). Further details on the method can be found in Muzaferija and Perić (1999).
General Formulation for Linear and Quadratic Damping
Linear wave damping is obtained by inserting the momentum source term q
with coefficient C i,lin , which usually depends on the spatial location. C i,lin firstly regulates the strength of the damping. Secondly, C i,lin is used to provide a smooth blending-in of the damping, by increasing the amount of damping from weak damping where the waves enter the damping layer to strong damping at the end of the damping layer. This is necessary to prevent undesired reflections at the entrance to the damping layer as shown in Sects. 8 and 9. Commonly, the blending-in is realized in an exponential or quadratic fashion. The amount of damping is directly proportional to the fluid velocity.
Quadratic wave damping takes the form
with coefficient C i,quad , which regulates strength and blending-in of the damping. Equation (4) corresponds to Eq. (3) weighted by the magnitude of the corresponding velocity component |u i |, so fluid particles with higher velocities experience disproportionately high damping. In most CFD codes, C i,lin and C i,quad can be adjusted by the user. Usually, but not necessarily, the momentum source terms are only applied to the equation for the vertical velocity component.
Common Implementations of Linear and Quadratic Wave Damping
A widely used approach is the one in Choi and Yoon (2009), which is e.g. implemented in the commercial software code STAR-CCM+ by CD-adapco. It features a combination of linear and quadratic damping, which allows the use of either one or a combination of both approaches. Taking z as the vertical direction (i.e. perpenticular to the free surface) and w as the vertical velocity component, then the following source term appears for q i in Eq. (2):
Here x stands for the wave propagation direction with x sd being the start and x ed the end x-coordinate of the damping layer, thus the thickness of the damping layer x d = |x ed − x sd |. f 1 , f 2 and n are parameters of the damping function. f 1 is the damping constant for the linear part and f 2 is the damping constant for the quadratic part of the damping term. The default values are f 1 = 10.0 and f 2 = 10.0 according to the STAR-CCM+ manual (release 8.02.008). The term
blends in the damping term, i.e. it is zero at the boundary between damping layer and the rest of the domain, and it equals one at the end of the damping layer, where the damping is strongest. κ describes via n the character of the blending functions, i.e. for n = 1 the blending is nearly linear. When increasing n, the blending becomes smoother at the entrance to the damping layer and at the same time more abrupt at the boundary of the damping region to the solution domain boundary, see Another widely used approach was presented by Park et al. (1999) , which is implemented in ANSYS Fluent.:
with damping constant f 3 , κ as given in Eq. (6) with n = 2, vertical coordinate z and z-coordinates of the domain bottom z b and the free water surface z fs . The default value for f 3 is 10.0. This approach can be generalized to a quadratic damping function according to Eq. (4). It corresponds to the quadratic part of Eq. (5), except for a quadratic instead of exponential blending in x-direction and an added vertical fade-in. The latter term is a linear fade between domain bottom, where no damping is applied, to free surface level, where full damping is applied; for practical deep water conditions of several wavelengths water depth, the influence of the z-fading term on the applied damping becomes small, since most wave energy is concentrated in the vicinity of the free surface. Thus for such cases, this damping approach can be modeled using Eqs. (5) and (6) with accordingly adjusted coefficients. In a similar manner, also the other damping functions mentioned in Sect. 1 can be modeled. Thus in the following, only the approach by Choi and Yoon (2009) will be considered to study wave damping. It is obvious at this point that the findings in this work can easily be transferred to other damping approaches.
Dependence of Damping Coefficients
From the analogy of the linearly damped harmonic oscillator (DHO) some characteristics about the damping can be deduced. The general formulation for a DHO describes the damping of a harmonic oscillation over time:
with oscillating quantity χ(t), time t, oscillation frequency of the undamped system and damping ratio ζ, which are defined as
with spring constant σ, mass Γ and damping constant ∆. The damping ratio ζ characterizes the damping behaviour of the system:
The system is not damped and oscillates with .
• 0 < ζ < 1: The system is underdamped: it oscillates with diminishing amplitude and the lower frequency d = 1 − 2ζ 2 .
• ζ = 1: The system is critically damped: it returns without oscillating as fast as possible to equilibrium.
• ζ > 1: The system is overdamped: it returns without oscillating to equilibrium. The larger ζ, the longer it takes for the system to reach equilibrium.
The further ζ deviates from 1, the longer the oscillation takes to decay, and the less effective the damping becomes. Thus for a given oscillation frequency, there is only one set of coefficients σ, Γ and ∆ which provides optimal damping, i.e. ζ = 1. To obtain similar damping for different oscillation frequencies, these coefficients have to be adjusted to maintain the same value of ζ. Assume a mass free to oscillate connected to a spring and a linear damper so that the damping ratio is ζ = 1. If the system oscillation frequency is changed by changing the spring constant σ, then, to retain ζ = 1, the damper has to be changed to one with a damping constant ∆ according to Eqs. (8) to (10) after the following law:
Thus the damping constant ∆ is directly proportional to the oscillation frequency when the mass Γ is constant. A detailed description of the DHO can be found in various textbooks, such as Ghosh et al. (2008) or Jha (2005) . The characteristic behaviour for the DHO suggests that similarities will exist in the behaviour for the linear damping of free surface waves.
In linear wave theory, fluid particles in waves perform perfect orbital motions. Via the orbital motion, energy is constantly carried into the damping layer. The motion can be viewed as coupled transversal and longitudinal harmonic oscillation around a corresponding fixed center, so that damping of one oscillation also damps the other 2 . The oscillation amplitude for each particle remains constant over time. The energy extraction in the damping layer results in a diminishing of amplitude over space. Therefore all particle motions in the damping region can be considered to be similar, but with different oscillation amplitudes and phase shifts. The spatial decrease in wave energy can thus be interpreted like a temporal decrease in kinetic and spring energy of a DHO, meaning that a damped harmonic oscillator could be constructed which provides the same decrease in energy as the wave energy in the damping layer. Through this analogy, characteristics of the damped harmonic oscillator can be transferred to free surface wave damping approaches 2 Therefore free surface waves can already be damped by introducing momentum sinks in only one of the three momentum conservation equations, as done in Eq. (5). However, if no such coupling exists (as e.g. with pressure waves), then the momentum sinks have to be applied to the equation/s for momentum conservation in wave propagation direction.
Thus for linear damping according to Eq. (3): For two waves with same steepness but different wave frequency, to obtain similar damping, i.e. similar decrease in wave energy and amplitude, the thickness of the damping zone x d and the rest of the fade-in terms have to be scaled to be geometrically similar. The damping coefficient f 1 has to be scaled directly proportional to the wave frequency. This hypothesis is investigated in Sect. 13.
For quadratic damping: x d scales as described above for linear damping. Quadratic damping as formulated in Eq. (4) can be seen as velocity-weighted linear damping. If one ignores the fluctuating and z-dependent parts, particle velocity in waves depends linearly on wave frequency ω and wave height H according to linear wave theory. Assuming that, when changing the scale of the wave with constant steepness, the height is either accounted for in the scaling of x d or is not relevant, then damping coefficient f 2 has to be scaled directly proportional to the wave frequency squared. This hypothesis is investigated in Sect. 14.
However, there is a difference which impedes the construction of a DHO with a completely similar behavior as wave damping: In contrast to the DHO, for which the damping withdraws energy from a single oscillator over time, the fluid particles in free surface waves can be seen as a large number of harmonic oscillators, for which the damping diminishes the oscillations over space. Whereas no reflections back in time are possible, in space waves can be reflected not only at the domain boundary, to which the damping zone is attached, but also at the entrance to the damping zone as described in Sect. 7 and illustrated in Sects. 8 and 9. This phenomenon is not yet fully understood. However, this work will investigate whether the proportionality can still be transferred. Figure 2 shows the solution domain, a 2D deep water wave tank with length L x = 6 λ and height L z = 4.5 λ, given in relation to wavelength λ. It is filled with water to a depth of d = 4 λ, the rest of the tank is filled with air. The origin of the coordinate system is set in the bottom left front corner of the tank in Fig. 2 . The top boundary (i.e. z = L z ) is a pressure outlet boundary, i.e. the pressure there is set constant and equal to atmospheric pressure. This corresponds to an open water tank, where air can flow in and out through the tank top. The x = L x boundary is a pressure outlet, where volume fraction and pressure are prescribed for an undistrubed free surface.
Numerical Simulation Setup
The waves are generated by prescribing velocities and volume fraction of a 5 th -order Stokes waves according to Fenton (1985) at the x = 0 boundary. The wave damping layer extends over a distance of x d = 2 λ in boundarynormal direction from the x = L x boundary. Thus the waves are created at x = 0, propagate in x-direction, enter the damping layer at x = L x − x d , are subjected to damping until x = L x is reached, where the remaining waves are reflected and, while further subjected to damping, propagate back to
If the damping was set up correctly, then the reflected waves are either completely damped or their height is decreased so much, that their influence on the simulation results can be neglected. Otherwise they will be evident in the simulation results as additional error, which can be substantial as will be shown in the following sections. Local mesh refinement is used, so that the grid is finest in the vicinity of the free surface, where the waves are discretized by roughly 100 cells per wavelength and 16 cells per wave height, as seen in Fig. 3 . The temporal discretization involved more than 500 time steps per wave period T . Waves were generated for over 12 wave periods with 8 iterations per time step and under-relaxation of 0.4 for pressure and 0.9 for all other variables. The discretization is based on the grid convergence study conducted by Perić (2013) . For all simulations, the software STAR-CCM+ 8.02.008 was used.
The governing equations are applied to each cell and discretized according to the Finite Volume Method (FVM). All integrals are approximated by the midpoint rule. The interpolation of variables from cell center to face center and the numerical differentiation are performed using linear shape functions, leading to approximations of second order. The integration in time is based on assumed quadratic variation of variables in time, which is also a second-order approximation. Each algebraic equation contains the unknown value from the cell center and the centers of all neighboring cells with which it shares common faces. The resulting coupled equation system is then linearized and solved by the iterative STAR-CCM+ implicit unsteady segregated solver, using an algebraic multigrid method with Gauss-Seidl relaxation scheme, V-cycles for pressure and volume fraction of water, and flexible cycles for velocity calculation. For each time step, one iteration consists of solving the governing equations for the velocity components, the pressure-correction equation (using the SIMPLE method for collocated grids to obtain the pressure values and to correct the velocities) and the transport equation for the volume fraction of water. For further information on the discretization of and solvers for the governing equations, the reader is referred to Ferziger and Perić (2002) or the STAR-CCM+ software manual. The numerical setup is the same for all simulations in this study, only that the scale, wave and damping parameters are varied. Variations of the setup are mentioned where they occur.
Assessing the Damping Performance for Regular, Monochromatic Waves
When wave reflections occur within a damping zone, then the waves will be partly reflected, i.e. they will propagate back into the solution domain with a diminished height. Due to the resulting superposition of the partly reflected wave and the original wave, the original wave will seem to grow and shrink in a time-periodic fashion. For regular, monochromatic waves, this occurs uniformly in all parts of the domain where the two wave systems are superposed as seen later e.g. in Sect. 11 from Fig. 9 . In the present work, this phenomenon is called a partial standing wave, since the more the damping deviates from the optimal value, the more does the phenomenon resemble a standing wave, until for the bounding cases (i.e. zero damping or infinitely large damping) there is 100% reflection, and a standing wave occurs.
Assessing the amount of reflections for regular monochromatic waves is an intricate issue. Since only a single wave period occurs, a wave spectrum cannot be constructed. Thus from the recordings of a single wave probe, the height of the reflected wave cannot be determined. However, the surface elevation in close vicinity to the boundary to which the damping zone is attached shows how much of the incident wave reaches the domain boundary despite the damping, since a maximum amplification occurs at the domain boundary when the wave is reflected.
Thus in this study, firstly the free surface elevation is recorded at x = 5.75λ, i.e. next to the domain boundary. The average wave height at this location is obtained and plottet in relation to the average wave height of the undamped wave, to show how much the wave height is reduced after propagating from the entrance to the outer boundary of the damping layer. As shown in Sects. 8 and 9, this is a good criterion for insufficient to optimal wave damping, where wave reflections occur mainly at the outer boundary of the damping layer, at x = L x ; however, this criterion will not detect reflections if the damping is too strong, since then the waves will be reflected at the entrance to the damping layer.
Therefore, secondly a reflection coefficient C R is computed as proposed by Ursell et al. (1960) . C R corresponds to the ratio of the heights of the incident wave to the reflected wave. It can be written as
where H max is the maximum and H min the minimum value of the wave height envelope. It holds 0 ≤ C R ≤ 1, so that C R = 1 for perfect wave reflection and C R = 0 for no wave reflection. As explained above, the wave height for a partial standing wave is not constant, but oscillates around a mean value. This occurs uniformly in all domain parts where the partial standing wave has fully developed. Thus H max and H min are obtained in the following fashion in this work: The free surface elevation in the whole tank is recorded at 40 evenly timed instances per wave period starting at 10 periods simulation time for 2 wave periods. For each recording j, the average wave heightH j is calculated for the interval 2λ ≤ x ≤ 4λ, which is adjacent to the damping zone but not subject to wave damping and sufficiently away from the inlet; furthermore, the partial standing wave at this location is fully developed during this time interval, while wave rereflections at the wave-maker have not yet developed significantly. Therefore, the maximumH max and minimumH min of allH j values can be taken as H max and H min , respectively. This approach detects all wave reflections that propagate back into the solution domain. The evaluation of the mean heights was done with computer programs. The accuracy of the scheme can be increased if the surface elevation in the tank is recorded in smaller time intervals, however this also increases the computational effort significantly. Overall, this procedure is rather effortful, which explains why C R is rarely computed in practice.
With the two presented approaches, it is possible to distinguish between those wave reflections, which occur mainly at the entrance to the damping zone, and those reflections which occur mostly at the boundary to which the damping zone is attached. Furthermore, the influence of wave reflections on the solution can be quantified.
Variation of Damping Coefficient for Linear Damping
To investigate which range for the linear damping coefficient according to Eq. Fig. 4 show that the damping is strongly influenced by the choice of f 1 , while the wave phase and period remain nearly unchanged. Figure 5 shows how a variation of f 1 affects the reflection coefficient C R , which describes the amount of reflected waves that are present in the solution domain outside of the damping zone, and the mean measured wave height H mean recorded in close vicinity to the boundary to which the damping layer is attached.
• For smaller damping coefficients (f 1 20), wave reflections occur mainly at the domain boundary to which the damping zone is attached. Here, the both techniques correspond well in their prediction, with C R < H mean /(2H) since the reflected waves loose further height until they leave the damping zone at x = 4λ. For f 1 < 1.25, the influence of the damping is so small that a partial standing wave (as described in Sect. 7) higher than the initial wave appears even inside the damping layer.
• For stronger damping (f 1 > 20), wave reflection occurs mainly at the entrance to the damping zone. Thus H mean continually decreases when increasing f 1 , since less of the incoming wave can pass through the damping zone, so the water surface will be virtually flat near the domain boundary. This is also visible later in Figs. 13 from Sect. 13. The aforementioned increase in the amount of wave reflections detectable in the solution domain can be seen in the curve for C R . This shows that, for a given fade-in function and damping layer thickness, there is an optimum for f 1 so that the wave reflections propagating back into the solution domain are minimized. The best damping was achieved for f 1 = 10, in which case the effects of wave reflections on the wave height within the solution domain are less than 0.7%. This provides the following conclusions: H mean is not a suitable indicator for damping quality if the damping is stronger than optimal, however it is useful to characterize where the reflections originate from: if C R shows that noticeable reflections are present within the solution domain, while at the same time H mean is negligibly small, then the reflections cannot occur at the domain boundary, but must occur closer to the entrance to the damping layer. Significant reflections (C R > 2%) in form of partial standing waves appear for roughly f 1 < 5 and f 1 > 80. The height of the partial standing wave increases the more f 1 deviates from the regime where satisfactory damping is observed; however, the increase is slower if the damping is stronger than optimal instead of weaker.
Variation of Damping Coefficient for Quadratic Damping
To investigate which range for the quadratic damping coefficient according to Eq. (5) produces satisfactory wave damping, waves with wavelength λ = 4 m and height 0.16 m are investigated. Only quadratic damping is considered, so f 1 = 0. Simulations are performed for damping coefficient f 2 between f 2 ∈ [0.625, 10240]. The recorded surface elevations near the end of the damping layer in Fig. 6 show that the damping is strongly influenced by the choice of f 2 , while the wave phase and period remain nearly unchanged. Figure 7 shows how a variation of f 2 affects the reflection coefficient C R and the mean wave height H mean recorded in close vicinity to the boundary to which the damping layer is attached.
The results show the same trends as the ones in Sect. 8. For the given fade-in function and damping layer thickness, there is an optimum for f 2 so that the wave reflections propagating back into the solution domain are minimized. The best damping was achieved for f 2 = 160, in which case the effects of wave reflections on the wave height within the solution domain are less than 0.7%. The effects of wave reflections increase the further f 2 deviates from the optimum. For smaller f 2 values, the waves are reflected mainly at the domain boundary, for larger f 2 values the reflection occurs mainly at the entrance to the damping zone. Significant reflections (C R > 2%) in form of partial standing waves appear for roughly f 2 < 80 and f 2 > 640. Compared to the linear damping functions from the previous section, the use of quadratic damping functions does not offer a significant improvement in damping quality. With an optimal setup, both approaches provide roughly the same damping quality if the setup is optimized. However, the range of wave frequencies that are damped satisfactorily is narrower for quadratic damping.
Influence of Computational Mesh on Achieved Damping
The simulations from Sect. 8 are rerun with same setup except for a grid coarsened by factor 2. Thus whereas the fine mesh simulations discretize the wave with 100 cells per wavelength and 16 cells per wave height, the coarse mesh simulations have 50 cells per wavelength and 8 cells per wave height. All coarse grid reflection coefficients differ from their corresponding fine grid reflection coefficient by C R, coarse = C R, fine ± 0.8%. This is also visible in Fig. 8 . Thus the damping behavior can be assumed grid independent for the investigated cases. 
Influence of the Thickness of the Damping Layer
The simulation for λ = 4.0 m, H = 0.16 m and f 1 = 10 from Sect. 8 is repeated for x d = 0λ, 0.25λ, 0.5λ, 0.75λ, 1.0λ, 1.25λ, 1.5λ, 2.0λ, 2.5λ with otherwise the same setup. The evolution of the free surface elevation in the tank over time in Fig. 9 shows that x d has a strong influence on the achieved damping. Setting x d = 0λ deactivates the damping and produces at first a nearly perfect standing wave, which then degenerates due to the influence of the pressure outlet boundary, since prescribing hydrostatic pressure establishes an oscillatory in-/outflow of water through this boundary which disturbs the standing wave. For x d = 0.5λ, a strong partial standing wave occurs, and for x d = 1.0λ only slight reflections are still observable C R ≈ 1.6%. For larger x d , the influence of wave reflections continues to decrease. This is evident from the plot of C R for the simulations shown in Fig. 10 . Subsequently, the simulations from Sect. 8 have been rerun with the damping thickness set to x d = 1λ. Comparing the resulting curves for C R over f 1 shows that increasing x d not only improves the damping quality; it also widens the range of damping coefficients for which satisfactory damping is obtained; thus the wave damping then becomes less sensitive to ω the more x d increases. However, this also increases the computational effort. The results show that, if the damping coefficients are set up close to the optimum and it is desired that C R < 2%, then x d = 1λ suffices. This knowledge is useful, since by reducing x d the computational domain can be kept smaller and thus the computational effort can be reduced. However, if better damping is desired or when complex flow phenomena are considered, especially when irregular waves or wave reflections from bodies are present, then the damping layer thickness should be increased to damp all wave components successfully. The present study suggests that a damping layer thickness of 1.5λ ≤ x d ≤ 2λ can be recommended.
Influence of Wave Steepness on Achieved Damping
The simulations in this section are based on those from Sect. 8 As can be seen from Figure 12 , the influence of the increased wave steepness is comparatively small, except for the cases with significantly smaller than optimum damping (f 1 ≤ 2.5). For the rest of the range, i.e. 5 ≤ f 1 ≤ 1000, the difference in reflection coefficients is only C R (H/λ = 0.1) = C R (H/λ = 0.04) ± 1.7%. Therefore, although the damping performs slightly better for waves of smaller steepness, the influence of wave steepness can be assumed negligible for most practical cases. If stronger wave steepness is considered and less uncertainty is required, then the thickness of the damping layer can be further increased to decrease C R . 
The Scaling Law for Linear Damping
In order to verify the assumed scaling law for linear damping from Sect. 5, the simulation setup with the best damping performance (f 1 = 10.0) from Sect. 8 was scaled geometrically and kinematically so that the generated waves are completely similar, for wavelengths λ = 0.04 m, 4 m, 400 m and thus corresponding heights of H = 0.0016 m, 0.16 m, 16 m. This corresponds to a realistic scaling, since geometrically scaling by 1 : 100 is common in both experimental and computational model-and full scale investigations. As necessary requirement to obtain similar damping (i.e. similarity of C R and surface elevation), the damping length x d is scaled directly proportional to the wavelength, according to Eq. (13) .
At first, the simulations are run with no scaling of f 1 , so that f 1 = 10 in all cases. Figure 13 shows the free surface in the tank after the simulations. In the vicinity of the inlet (0 < x/λ < 1) the effects of wave reflections have not yet fully established, thus the differences between the curves are small. This shows that the wave-maker generated similar waves in the three simulations. As the plot shows an arbitrarily selected time instant, the effects of wave reflections cannot be judged from it, since the partial standing waves were not captured at their maximum amplification. Therefore, for λ = 400 m no noticeable difference to the reference case λ = 4 m is seen outside the damping zone (0 < x/λ < 4), whereas obvious reflections are visible for λ = 0.04 m. However regarding the surface elevation within the damping zone (4 < x/λ < 6), the three curves differ considerably, so the surface elevations are not similar, and thus the wave damping also does not act in a similar fashion. Therefore without adjusting f 1 , it is not possible to obtain similar damping in model-and full scale. Table 1 compares the reflection coefficients C R for both unscaled and correctly scaled f 1 . When f 1 is held constant, an up-or down-scaling of the wave with factor 100 will lead to a significant increase in reflections. If instead f 1 is scaled according to Eqs. (13) and (14), C R stays nearly the same; slight fluctuations of C R are due to the scheme for obtaining C R . Therefore, the damping quality can be reliably reproduced when the scaling law is applied. This is even evident in the C R values for fixed f 1 : For the scaled waves considered, f 1 is either roughly 10 times larger (λ = 400 m) or smaller (λ = 0.04 m) than the optimum value; compared with the 10 times larger or smaller than optimal f 1 values from Fig. 5 , the C R values coincide. Thus to achieve similar damping when changing scale and/or wave, it is necessary to:
Scaling Law for Linear Damping 1. set the damping thickness x d so that it is geometrically similar to the damping layer thickness x d,ref of the reference case (i.e. scale x d with the percentual change in wavelength)
2. scale f 1 with the change of wave frequency ω
with wave frequency ω ref of the reference case. This holds for all damping formulations that can be generalized by Eq. (3).
When using linear damping according to Eqs. (5) and (6), the following damping setup can be recommended based on the results from Sects. 8 to 15:
with Ψ 1 = π, wave frequency ω, f 2 = 0, x d = 2λ and n = 2. Since changes in wavelength by a factor of 100 are common when performing model-and fullscale simulations, the present results show that if the damping parameters are not adjusted for such simulations, then unsatisfactory damping can be expected.
The Scaling Law for Quadratic Damping
In order to verify the assumed scaling law for quadratic damping from Sect. 5, the simulation setup with the best damping performance (f 2 = 160.0) from Sect. 9 was scaled geometrically and kinematically so that the generated waves are completely similar, for wavelengths λ = 0.04 m, 4 m, 400 m and thus corresponding heights of H = 0.0016 m, 0.16 m, 16 m. As in the previous section, the damping length x d is scaled directly proportional to the wavelength, according to Eq. (16) .
At first the simulations are run with no scaling of f 2 , so that f 2 = 160 in all cases. Figure 15 shows the free surface in the tank after the simulations. As in the previous section, the partial standing waves were not captured at their maximum amplification so the effects of wave reflections cannot be judged from it alone. Yet it is obvious that the surface elevations are not similar. Especially within the damping zone (4 < x/λ < 6), the three curves differ considerably. Therefore without adjusting f 2 , it is not possible to obtain similar damping in model-and full scale. Subsequently, based on the findings in Sect. 5, the simulations are rerun with f 2 scaled with wave frequency ω squared according to Eq. (17), based on reference case λ = 4 m. It is apparent from Fig. 16 , that the surface elevations are similar everywhere in the tank and that the proposed scaling law is correct. Table 2 compares the reflection coefficients C R for both unscaled and correctly scaled f 2 . When f 2 is held constant, an up-or down-scaling of the wave with factor 100 will lead to a significant increase in reflections. If instead f 2 is scaled according to Eqs. (13) and (14), C R stays nearly the same; slight fluctuations of C R are due to the scheme for obtaining C R . This shows that the damping quality can be reliably reproduced when the scaling law is applied. This is even evident in the C R values for fixed f 2 : For the scaled waves considered, f 2 is either roughly 100 times larger (λ = 400 m) or smaller (λ = 0.04 m) than the optimum value; compared with the 100 times larger or smaller than optimal f 2 values from Fig. 5 , the C R values coincide. 
0.04 m 65.9% 1.1% 4 m 0.6% 0.6% 400 m 17.7% 0.5% Thus to achieve similar damping when changing scale and/or wave, it is necessary to:
Scaling Law for Quadratic Damping 1. set the damping thickness x d so that it is geometrically similar to the damping layer thickness x d,ref of the reference case (i.e. scale x d with the percentual change in wavelength)
2. scale f 2 with the change of wave frequency ω to the power of two
with wave frequency ω ref of the reference case. This holds for all damping formulations that can be generalized by Eq. (4).
When using quadratic damping according to Eqs. (5) and (6), the following damping setup can be recommended based on the results from Sect. 9:
with Ψ 2 = π 2 , wave frequency ω, f 1 = 0, x d = 2λ and n = 2. The present results show that if the damping parameters are not adjusted when performing model-and full-scale simulations, then unsatisfactory damping can be expected.
Compared to linear wave damping, quadratic damping has a narrower range of wave frequencies for which satisfactory damping is obtained. This is due to the quadratic dependence of the damping coefficient f 2 on the wave frequency ω. Therefore, since the damping performance is more sensitive to changes in wave frequency for quadratic (or higher order) damping functions, and since with optimum set up the damping performance is the same as with linear damping, it is recommended to use linear damping functions. For this reasons, only linear damping was examined in the following Sects. 15 and 16.
Damping of Irregular Free-Surface Waves
The previous results indicate that, to simulate irregular waves, the damping setup should be based on the wave component with the longest wavelength. If the damping setup is optimal for the longest wave component, then on the one hand the damping coefficient for all shorter wave components will be smaller then optimal, which has a negative effect on the damping performance for the corresponding wave component as seen in Sect. 8. On the other hand, the damping layer thickness relative to the wavelength will be larger for these wave components, which has a positive effect on the damping performance as shown in Sect. 11. From the previous results, the latter effect is expected be the prevailing influence on the damping quality. Furthermore, the shorter wave components are discretized with less cells per wavelength, so the discretization errors are stronger for these wave components, which provides a faster wave energy dissipation for these components which is also beneficial in this respect.
Exemplarily, linear damping of three superposed wave components with same steepness
= 0.03 and wavelengths differing by 400% is demonstrated in the following:
with surface elevation η(t), wave height H i , wave frequencies ω i , phase shifts φ i and time t. The actual parameters are shown in Table 3 . The damping setup is based on the wave component with the longest wavelength according to Eq. (15): The damping layer thickness is x d = 2λ 1 and the damping coefficients are f 1 = 20 and f 2 = 0. With this setup, all wave components were damped satisfactorily without noticeable reflections. As can be seen from Fig. 17 , the waves enter the damping layer at x = 4 m and after propagating a distance of 2λ 1 into the damping layer, the wave height is reduced by two orders of magnitude. Thus linear damping seems well suited for the damping of irregular waves. Although the approach from Sect. 5 to determine C R cannot be applied in this case, the results from Sect. 8 show that for all wave components reflections will mostly occur at the domain boundary, and not at the entrance to the damping layer. Thus in this case, measuring the surface elevation in close vicinity to the corresponding domain boundary is enough to evaluate the damping performance. However, for realistic wave spectra the above approach is not feasible, as these consist of an infinitely many wave components over a broad range of wavelengths. Thus selecting the component with the longest wavelength for the damping zone setup would not be practical, since this would require a very large damping zone and increase the total amount of grid cells and computational effort substantially (possibly one or more orders of magnitude if the mesh size is not changed).
For practical purposes, an efficient approach is outlined in the following. According to Lloyd (1989) , most realistic sea spectra are narrow banded. This means that most wave energy is concentrated in a narrow band of wave frequencies around a peak frequency. Although larger wavelengths occur as well, these carry a comparatively small amount of energy. Thus we propose to set up the wave damping based on the peak wave frequency. As seen in Sect. 11 the range of frequencies that are damped can be modified with the damping zone thickness, so the broader-banded the spectrum is, the larger has x d to be.
Exemplarily, this approach is investigated for the widely used JONSWAP spectrum, which was originally developed by Hasselmann et al. (1973) . In this work, the formulation according to the rules in Det Norske Veritas (2007) is used to prescribe irregular waves at the inlet boundary, with parameters peak wave period T p = 1.6 s, significant wave height H s = 0.12 m, peak shape parameter γ = 3.3, the corresponding Pierson-Moskowitz spectrum S PM (ω), spectral width parameter σ = 0.07 for ω ≤ ω p and σ = 0.09 for ω > ω p . The wave spectrum was discretized into 100 components.
The choice of x d = 2λ peak , with wavelength λ peak corresponding to the peak wave frequency, seems adequate for such cases. No visible disturbance effects were noted in the simulation. The wave heights over time are shown recorded close to the wave-maker in Fig. 18 and recorded close to the boundary to which the damping zone is attached in Fig. 19 . This shows that the average wave height is reduced by roughly two orders of magnitude. From the surface elevation in the tank in Fig. 20 no undesired wave reflections can be noticed. Although a more detailed study of the error of this approximation regarding different parameters of the spectrum was not possible in the scope of this study, the proposed approach seems to work reasonably well for practical purposes. Further research in this respect is recommended to reduce uncertainties regarding the reflections. . For detailed information on the setup and discretization, the reader referred to Enger et al. (2010) . In the following, only a brief overview of the setup and differences to the original simulations are given for the sake of brevity. The present model scale simulations differ only in the damping setup. The KCS is fixed in its floating position at zero speed. To simulate the hull being towed at speed U , this velocity is applied at the inlet domain boundaries and the hydrostatic pressure of the undisturbed water surface is applied at the outlet boundary behind the ship. The domain is initialized with a flat water surface and flow velocity U for all cells. As time accuracy is not in the focus here, first-order implicit Euler scheme is used for time integration. Apart from the use of the k-turbulence model by Launder and Spalding (1974) , the computational setup is similar to the one used in the rest of this work. The computational grid consists of roughly 3 million cells. For comparability, we compare only the pressure components of the drag and vertical forces, which are obtained by integrating the x-component for the drag and z-component for the vertical component of the pressure forces over the ship hull. The simulation starts at 0 s and is stopped at t max = 90 s simulation time. Wave damping according to Eqs. 5 and 6 has been applied to inlet, side and outlet boundaries with parameters x d = 2.3λ t , f 1 = 22.5, f 2 = 0, and n = 2, with the wavelength of the ship-evoked transversal wave λ t ≈ 3.1 m. This setup provided satisfactory convergence of drag and vertical forces in model scale. The wake pattern for the finished simulation is shown in Fig. 21 Table 4 . The grid is similar to the one for the model scale simulation except scaled with factor 31.6. Assuming similar damping can be obtained with the presented scaling laws, x d was scaled according to Eq. 13 by factor 31.6 as well. Otherwise the setup corresponds to the one from the model scale simulation. Figure 22 shows drag and vertical forces over time when both model and full scale simulations are run with the same value for damping coefficient f 1 . In contrast to the model scale forces, the full scale forces oscillate in a complicated fashion. Therefore without a proper scaling of f 1 , no converged solution can be obtained for the full scale case. If the scaling law from Eqs. 13 and 14 hold, then the full scale value of f 1 = 22.5 should, if scaled according to Eq. 14, produce unsatisfactory damping for the model scale simulation. Thus the model scale simulation is repeated with f 1, model = f 1, full · ω model /ω full = 22.5 · √ 31.6 ≈ 126, where
describes the ratio of model to full scale wave frequency, which can easily be computed as √ 31.6 due to the Froude similarity. Figure 23 compares the forces for this case to the forces for the full scale simulation with f 1 = 22.5. In both cases, the forces do not converge and oscillate in a similar fashion. Thus the unsatisfactory damping can be reproduced on a different scale using Eqs. 13 and 14. Finally, the full scale simulation is rerun with f 1 scaled according to Eq. 14 to obtain similar damping as in the model scale simulation with f 1 = 22.5. The correctly scaled value for the full scale simulation is thus f 1, full = f 1, model · ω full /ω model = 22.5 · 1/ √ 31.6 ≈ 4. The resulting drag and vertical forces in Fig. 24 show that indeed similar damping is obtained, since in both cases the forces converge in a similar fashion. 
Discussion and Conclusion
Sections 8, 9, 13 and 14 show that, in order to obtain reliable wave damping, the damping coefficients must be adjusted according to the wave parameters. It is described in Sect. 7 that the procedure to quantify the damping quality is quite effortful, and thus it is seldom carried out in practice. This underlines the importance of the present findings for practical applications, since unless the damping quality can be reliably set to ensure that the influence of undesired wave reflections are small enough to be neglected, a large uncertainty will remain in the simulation results. The optimum values for damping coefficients f 1 and f 2 do not depend on computational grid, wave steepness, thickness x d of the damping layer as shown in Sects. 10, 11 and 12. As shown in Sect. 11, the damping layer has the strongest influence on the damping quality. If it increases, the range of waves that will be damped satisfactorily broadens and the reflection coefficient for the optimum setup shrinks; unfortunately, the computational effort increases at the same time as well, thus optimizing the damping setup is important. In contrast, Sect. 12 shows that the wave steepness has a smaller effect on the damping, with the tendency towards better damping for smaller wave steepness. For sufficiently fine discretizations, Sect. 10 shows that the damping can be considered not affected by the grid. A practical approach for efficient damping of irregular waves has been presented in Sect. 15 .
The scaling laws and recommendations given in Sects. 13 and 14 provide a reliable way to set up optimum wave damping for any regular wave. This ensures that undesired wave reflection effects have a negligible effect on the results, which decreases the uncertainty of the simulation results. Therefore for every simulation, the coefficients in the damping functions should be adjusted, otherwise the damping may not work satisfactorily. Moreover, similarity of the wave damping can be guaranteed in model-and full-scale simulations as shown in Sects. 13, 14 and 16. The findings can easily be applied to any implementation of wave damping which accords to Sect. 3.
