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0P r e f a c e
This are the notes of a course, given by the first author for the Graduiertenkol-
legs (= graduate students) at the Ruhr-University of Bochum, in December, 1997.
Previously, shorter courses were given in Go¨teborg, Warsaw and Bonn.
These lectures pursued two main tasks:
First— to give a systematic and self-contained introduction to the Gromov theory
of so-called pseudoholomorphic curves (a term which will be completely eliminated
in these notes). This is handled in Chapters I,II,III.
Second — to explain our joint results on envelopes of meromorphy of real two-
spheres in complex two-dimensional manifolds, which we obtained using Gromov
theory. We do this in Chapter IV.
It was impossible, of course, to omit the original motivation of Gromov in the
development of the subject:
- in Appendix III, §A3.5, we explain the Gromov’s idea how to attach an analytic
disk to a Lagrangian submanifold in Cn;
- in §8.5 we give the proof of his “non-squeezing theorem”;
- in §8.6 we study exeptional spheres in symplectic 4-manifolds.
In Appendix V, following S. Nemirovski, we discuss one more approach to the
problem of constructig envelopes of meromorphy of spheres. This approach uses
Seiberg-Witten theory. As an example if his results
- we prove that a complex disk cannot be attached from the outside to the strictly
pseudoconvex domain in C2, which is diffeomorphic to the ball.
The authors would like to give their thanks to Alan Huckleberry, the head of
Graduiertenkolleg program at the Ruhr-University and to SFB-236 for the constant
support of our joint research. We would like also to give our thanks to Barbara
Huckleberry for the uncountable number of grammatical corrections.
Sergei and Seva, November 1999.
Bochum — Lille — Lviv.
1Chapter I. Local Properties of Complex Curves.
In this chapter we shall concentrate on local properties of complex curves in
almost-complex manifolds.The first lecture is very basic and mainly defining. Its
aim is to introduce a couple of notions and recall a few standard facts. In the
second one we prove, following Vekua and Sikorav, the existence of J-complex curves
(locally through any point and any direction) for any almost-complex structure J
of smoothness C1,α, α > 0. One more principal result here is the so-called first
a priori estimate in §2.4. The third lecture, as well as Appendix 2, is devoted
to the deeper study of complex curves in real 4-dimensional manifolds. We shall
prove the positivity of intersections and the Adjunction Formula, showing that local
properties of complex curves in nonintegrable almost-complex structures are similar
to that in integrable ones.
Lecture 1
Complex Curves in Almost-Complex Manifolds.
1.1. Almost-Complex Manifolds, Hermitian Metrics, Associated (1,1)-forms.
Let X be a real manifold, and TX its tangent bundle.
Definition 1.1.1. A continuous endomorphism J : TX → TX such that J2 =−Id
is called an almost-complex structure on X. A pair (X,J) is called an almost-
complex manifold.
Exercise. Prove that locally one can always find vector fields e1, e2, ..., e2n−1, e2n
such that Je2k−1 = e2k,k = 1, ...,n. In particular, X is even-dimensional.
Examples. 10. (R2n,Jst). Denote by e1, ..., e2n the standard basis in R
2n. Define
a standard complex structure Jst in R
2n by Jst(e2k−1) = e2k.
If (V,J) is an R-linear space endowed with an endomorphism J , such that J2 =
−Id, then a structure of a C-linear space on V is defined by z · v = (x+ iy) · v :=
x ·v+y ·Jv. In the case (R2n,Jst) this gives Cn.
20. Let x0 ∈ (X,J). By an affine change of coordinates in some chart U ∋ x0 we
can always suppose that x0 = 0 and J(0) = Jst in basis
∂
∂x1
, ..., ∂∂x2n . One can now
put yj = x2j in order to have J(0)
∂
∂xj
= ∂∂yj .
30. Complex manifolds. By definition, a complex manifold is an almost-complex
manifold (X,J) such that in the neighborhood of any point x0 ∈ X a coordinate
system x1,y1, ...,xn,yn can be found such that J
∂
∂xj
= ∂∂yj everywhere in this
neighborhood.
Equivalently there is in a neighborhood of each point a C1-diffeomorphism ϕ
into (R2n,Jst) such that its differential is (J,Jst)-linear. The latter means that
dϕ◦J = Jst ◦dϕ as mappings TX → R2n.
Definition 1.1.2. Such an almost-complex structure is called complex.
40. Riemann surfaces. Riemann surfaces are oriented, connected two-dimensional
manifolds. Fix some Riemannian metric g on such S. For v ∈ TS define Jv = {
rotation of v in positive direction onto 90◦}. J is an almost-complex structure on
S. If g1 = λg is another, conformally equivalent to g metric, then this construction
leads to the same almost-complex structure.
2Vice-versa, given J on S , denote by JC the C-linear extension of J onto the
complexified tangent bundle TCS := TS⊗C. Here JC is defined by JC(v⊗λ) =
Jv⊗λ for v ∈ TS and λ ∈ C. Take an eigenvector w of JC in TCS with an eigenvalue
−i. Write w = u+ iv, with u,v ∈ TS (more accurately w = u⊗1+ v⊗ i), and put
g(u,v) = 0, g(u) = g(v) = 1. This defines a Riemannian metric, which corresponds
to J . The statement JCw =−iw = v− iu means that Ju= v,Jv =−u.
The freedom in choosing w here permits us to define g up to a real factor, i.e. ,
J corresponds to a class of conformally equivalent metrics.
Exercise. Prove the last assertion. More precisely: if λw is another eigenvector
of JC with an eigenvalue −i and a metric gλ is constructed from λw as g from w
above, then g = |λ|2gλ.
We shall see later in Corollary 2.2.2 that any almost-complex structure on the
Riemann surface is complex.
Definition 1.1.3. J-Hermitian metric on X is a R-bilinear form h : TX×TX→ C
such that
(a) h(Ju,v) = h(v,Ju) = ih(u,v);
(b) h(u,u)> 0 for u 6= 0.
Decompose h(u,v) = gh(u,v)− iωh(u,v). Then :
Exercise. (a) gh is a Riemannian metric on X and ωh is an exterior 2-form.
(b) gh(u,v) = ωh(u,Jv) and thus h(u,v) = ωh(u,Jv)− iωh(u,v). More over, one
has ωh(Ju,Jv) = ωh(u,v).
(c) ωh(u,v) =−gh(u,Jv).
Definition 1.1.4. The form ωh is called a (1,1)-form associated to h.
Conversely,
Definition 1.1.5. An exterior 2-form ω on X is called J-calibrated if
(a) ω(Ju,Jv) = ω(u,v);
(b) ω(u,Ju)> 0 for u 6= 0.
Thus, ω clearly defines a J-Hermitian metric hω(u,v) = ω(u,Jv)− iω(u,v).
A triple (X,J,h), where h is J-Hermitian is called an almost-Hermitian manifold.
We shall not use this term in these notes.
Example. To explain the coefficient −i chosen in the decomposition h(u,v) =
g(u,Jv)− iω(u,v) consider (R2n,ωst,Jst). Here ωst =
∑n
j=1 dxj ∧dyj is a standard
symplectic form in R2n. The Hermitian metric here is hst =
∑n
j=1 dzj ⊗ dz¯j =∑n
j=1(dxj⊗dxj+dyj⊗dyj)− i
∑n
j=1(dxj⊗dyj−dyj⊗dxj) = gst− iωst.
Thus ωst =−Imhst is a canonical expression for a Ka¨hler form of the Hermitian
metric.
Definition 1.1.6. We say that an exterior 2-form ω on X tames an almost-complex
structure J if ω(v,Jv)> 0 for v 6= 0.
Remark. Here and later we will use the convention that for forms f and h on the
vector space V the exterior product is defined as f∧g := f⊗g−g⊗f , i.e. , without
coefficient 12 .
31.2. Existence of Calibrating and Tame Structures.
Here we shall prove here the following simple but very important statement:
Proposition 1.2.1. Let X be a real manifold and ω a nowhere degenerate exterior
2-form on X, i.e. , ωn 6= 0, where 2n = dimRX. On the open subset U ⊂ X a
ω-calibrating almost-complex structure J is given. Then for any relatively compact
open U1 ⋐ U there exists a ω-calibrating almost-complex structure J1 on the whole
X such that J1 |U1= J |U1 .
Proof. Consider a Riemannian metric g(u,v) := ω(u,Jv) on U . Find a Riemannian
metric g1 on X such that g1 |U1= g |U1 . Since ω is not degenerate, there exists a
(unique!) isomorphism A1 : TX→ TX such that
ω(u,v) = g1(A1u,v) (1.2.1)
for all u,v ∈ TX . Further, ω is antisymmetric, so
g1(A1u,v) = ω(u,v) =−ω(v,u) =−g1(A1v,u) =−g1(u,A1v).
Thus A∗1 = −A1. So A∗1A1 = A1A∗1 = −A21 is positively definite and self-adjoint
w.r.t. g1. Let Q1 :=
√
−A21 be a positive square root of −A21. Put
J1 = A1Q
−1
1 . (1.2.2)
J1 is an almost-complex structure. Indeed
J21 =A1Q
−1
1 A1Q
−1
1 =A
2
1(Q
−1
1 )
2 =A21(−A−21 ) =−Id.
Let us check that on U1 one has J1 = J . In fact, on U1 we have g = g1 and so
ω(Ju,Jv) = ω(u,v) = g(A1u,v) = ω(A1u,Jv),
and thus A1 = J on U1. So Q1 =
√
−A21 = Id. From here we have J1 = A1Q−11 =
A1 = J on U1.
Remark. Note that at this point of the proof we construct a correspondence
P : g→ J , which maps a Riemannian metric g to an ω-calibrated a.-c. structure J
with g(u,v) = ω(u,Jv). This correspondence is obviously a continuous map from
the space of metrics to the space of structures. Moreover, note that if g appears as
g = gJ(u,v) = ω(u,Jv) for some ω-calibrated J , then P (gJ) = J .
Let us now check that ω is J1-calibrated. First:
ω(J1u,J1v) = g1(A1J1u,J1v) = g1(A
2
1Q
−1
1 u,J1v) = g1(Q1u,−J1v) =
=−g1(Q1u,J1v) =−g1(u,Q1J1v) =−g1(u,A1v) =−g1(A1v,u) =−ω(v,u) =
= ω(u,v).
Second:
ω(u,J1u) = g1(A1u,J1u) = g1(A1u,A1Q
−1
1 u) =
= g1(u,u)> 0
4for nonzero u. 
This remark leads to the following
Corollary 1.2.2. Let (X,ω) be as above. Then:
1. There exists a ω-calibrating almost-complex structure on X.
2. The space of ω-calibrating almost-complex structures is contractible.
Proof. The first statement of this corollary is a particular case of the proposition
when U =∅.
To prove the second one, we fix some calibrating structure J0. Denote by gJ0
the corresponding Riemannian metric on X , i.e. , gJ0(u,v) = ω(u,J0v). The space
of Riemannian metrics is a convex cone C in HomR(TX,T
∗X). Therefore there
exists a contraction Ψ : C× [0,1] → C to gJ0 , i.e. , Ψ(·,0) = Id, Ψ(·,1) ≡ gJ0 and
Ψ(gJ0 , t)≡ gJ0 .
Consider the following map Φ : Jcω → C from the space of ω-calibrating structures
to the space of metrics:
Φ(J)(u,v) = gJ(u,v) = ω(u,Jv).
In the proof of Proposition 1.2.1 (see Remark there) we showed that
P ◦Φ= Id : Jcω → Jcω.
Now P ◦Ψ(·, t)◦Φ will be a contraction of Jcω to J0. 
Let us prove the following
Proposition 1.2.3. For any symplectic manifold (X,ω), the set Jω of ω-tame
almost complex structures on X is a non-empty contractible manifold.
The proposition follow immediately from the following result from linear algebra.
Lemma 1.2.4. Let V be a (finite-dimensional) real vector space and ω a linear
symplectic form on V . Then the set Jω of ω-tame linear complex structures on V
is a non-empty open contractible subset in the set J of all linear complex structures
on V .
Proof. Step 1. The linear version of the Darboux theorem states that there exists
a basis (x1, . . . ,xn,y1, . . . ,yn) of V such that for corresponding linear coordinates
(x1, . . . ,xn,y1, . . . ,yn) on V
ω =
n∑
i=1
dxi∧dyi. (1.2.3)
Set J0(xi) := yi, J0(yi) := −xi. It is easy to see that J0 is a linear complex
structure on V . Moreover, the C-valued linear functionals zi := xi+ iyi induce the
isomorphism ϕ : (V,J0)∼= (Cn,Jst), Jst := i, of complex linear spaces, such that the
given symplectic form ω on V is mapped into the standard sympletic form ωst on
Cn given by the same formula (A.T.1), i.e. ϕ∗ωst = ω. Thus we can conclude that
there exists a J0-Hermitian metric h on V with the following properties:
i) g(v,w) := Reh(v,w) is a symmetric positively definite form on V such that
h(v,w) = g(v,w)+ iω(v,w) for any v,w ∈ V ;
ii) g(J0v,J0w) = g(v,w) and ω(J0v,J0w) = ω(v,w).
iii) g(v,w) = ω(v,J0w) and ω(v,w) = g(J0v,w) for any v,w ∈ V .
5In particular, ω(v,J0w) is positive definite, i.e. J0 ∈ Jω. This shows that J is
non-empty.
Step 2. For any J ∈ Jω the operator J+J0 is invertible. Really, otherwise we have
Jv = −J0v for some non-zero v ∈ V and then 0 < ω(v,Jv) = −ω(v,J0v) < 0, a
contradiction.
For J ∈ J with J + J0 invertible we set L(J) := −(J − J0)(J + J0)−1. The
equivalent definitions are
L(J)=−(J−J0)(J+J0)−1 =−
(
(J−J0)J0
) · ((J+J0)J0)−1
= (1l+JJ0)(1l−JJ0)−1 = (1l−JJ0)−1(1l+JJ0).
(1.2.4)
Step 3. If J +J0 is invertible, then W = L(J) is J0-antilinear, i.e. WJ0 = −J0W .
Really,
WJ0= −(J −J0)(J+J0)−1J0= (1l−JJ0)−1(1l+JJ0)J0=
(1l−JJ0)−1(J0−J)= −(1l−JJ0)−1J(1l+JJ0)=
(1l−JJ0)−1J−1(1l+JJ0)= (J −J2J0)−1(1l+JJ0)=
(J0+J)
−1(1l+JJ0)=
(
(1l−JJ0)J0
)−1
(1l+JJ0)=
J−10 (1l−JJ0)−1(1l+JJ0)= −J0(1l−JJ0)−1(1l+JJ0)=−J0W
Step 4. J ∈ Jω implies 1l−W tW ≫ 0 for W = L(J), i.e. the operator 1l−W tW is
positively definite, g(v,v) > g(Wv,Wv) for any non-zero v ∈ V . The conjugation
of W ∈ End(V ) is done using the metric g.
First we note that J t0 = J
−1
0 = −J0. Since 1l−JJ0 is invertible, the positivity of
1l−W tW is equivalent to the positivity of (1l−JJ0)t(1l−W tW )(1l−JJ0). Comput-
ing this operator we obtain
(1l−JJ0)t(1l−W tW )(1l−JJ0) = (1l−JJ0)t(1l−JJ0)−
(1l−JJ0)t
(
(1l+JJ0)(1l−JJ0)−1
)t(
(1l+JJ0)(1l−JJ0)−1
)
(1l−JJ0) =
(1l−JJ0)t(1l−JJ0)− (1l+JJ0)t(1l+JJ0) =
(1l+J0J
t)(1l−JJ0)− (1l−J0J t)(1l+JJ0) =
1l+J0J
t−JJ0−J0J tJJ0−1l+J0J t−JJ0+J0J tJJ0 =
2(J0J
t−JJ0).
Now, writing any non-zero v ∈ V as v = J0w, we obtain
g(v,(J0J
t−JJ0)v) = g(J0w,(J0J t−JJ0)J0w) =
g(J0w,J0J
tJ0w)+g(J0w,Jw)= g(w,J
tJ0w)+g(J0w,Jw) =
g(Jw,J0w)+g(J0w,Jw) = 2ω(w,Jw)> 0.
Thus L maps Jω into the set
W := {W ∈ End(V ) : WJ0 =−J0W, 1l−W tW ≫ 0}. (1.2.5)
6It is easy to see that W is contractible. Thus it is sufficient to show that L : Jω →
W is a diffeomorphism. Explicit calculations show that the inverse map should be
given by
J = K(W ) := J0(1l+W )(1l−W )−1 = J0(1l−W )−1(1l+W ) = J0 1l+W
1l−W (1.2.6)
Step 5. Let W ∈ W. Then J = K(W ) = J0 1l+W1l−W is well-defined and J2 = −1l.
Really, the condition 1l−W tW ≫ 0 implies that 1l±W is invertible, and then
J2=−J0(1l+W )(1l−W )−1J−10 (1l+W )(1l−W )−1
=−(1l+J0WJ−10 )(1l−J0WJ−10 )−1(1l+W )(1l−W )−1
=−(1l−W )(1l+W )−1(1l+W )(1l−W )−1 =−1l
Step 6. Let W ∈W and J = K(W ). Then J +J0 is invertible and J ∈ Jω. In fact,
J +J0 = J0
(
1l+ 1l+W
1l−W
)
= 2J0
1l−W is invertible. Now, repeating argumantations from
Step 4 the positivity of 1l−W tW is equivalent to the positivity of J0J t−JJ0, which
means the tameness of J .
The lemma is proved. 
Remark. One can consider K : W→ Jω ⊂ J a generalized Cayley transformation
defined on a bounded domain W in the complex linear space EndC(V,J0) of J0-
antilinear endomorphisms of V .
1.3. Almost-Complex Submanifolds, Complex Curves, Energy and Area.
Let J be some linear complex structure on R2n, i.e. , J ∈ End(R2n),J2 = −Id.
Let h be some J-Hermitian metric on R2n, ω = ωh its associated (1,1)-form and
g = gh corresponding Riemannian metric. Put σk =
1
k!ω
k.
Wirtinger Inequality. For any g-orthonormal system v1, ..., v2k in R
2n one has
|σk(v1, ..., v2k)|6 1, (1.3.1)
with equality taking place iff the subspace 〈v1, ..., v2k〉 is J - invariant.
Remark. We shall also call J-invariant subspaces J-complex.
Proof. We shall prove (1.3.1) by induction on k.
Let k = 1. Then |ω(v1, v2)| = |g(v1,Jv2)| 6 ‖v1‖g · ‖Jv2‖g = ‖v1‖g · ‖v2‖g, with
equality iff v1 and Jv2 are collinear. Thus the subspace 〈v1, v2〉 is J-invariant.
Now let V be a subspace of dimension 2k. Put ω′ = ω |V . Find a g-orthonormal
base e1, ..., e2k of V , s.t. ω
′ = λ1e1 ∧ e2 + ...+ λke2k−1 ∧ e2k. By the case k = 1
we have |ω′(e2p−1, e2p)| = |ω(e2p−1, e2p)| = |λp| 6 1, with equality taking place iff
e2p =
+
−Je2p−1. So, for σ
′
k = σk |V we obtain
|σ′k(e1, ..., e2k)|= |
1
k!
ωk(e1, ..., e2k)|= |λ1...λk|6 1,
with equality iff e2p =
+
−Je2p−1 for all 16 p6 k. 
7A submanifold Y of an almost-complex manifold (X,J) is called an almost-
complex (or J-complex) if the tangent spaces to Y are J-invariant.
Definition 1.3.1. Nowhere degenerate exterior two-form ω on X is called sym-
plectic if dω = 0.
A pair (X,ω) is called a symplectic manifold.
Corollary 1.3.1. Let (X,w,J) be a symplectic manifold with w being J-calibrated.
Then J-complex submanifolds are minimal and their volume is given by
vol2k(Y ) =
1
k!
∫
Y
wk. (1.3.2)
Proof. Let Y be a J-complex submanifold of X , and Y1 some submanifold of
dimension 2k as well as Y . Suppose ∂Y = ∂Y1 and Y ∪ (−Y1) ∼ 0. Denote by dy
and dy1 the volume forms of Y and Y1 with respect to metric g(u,v) = ω(u,Jv).
Then we have
0 =
∫
Y ∪(−Y1)
σk =
∫
Y
σk−
∫
Y1
σk =
∫
Y
σk(TY )dy−
∫
Y1
σk(TY1)dy1 >
>
∫
Y
dy−
∫
Y1
dy1 = vol(Y )−vol(Y1),
with equality taking place if and only if σk(TpY1) = 1 for all p ∈ Y1, i.e. , when Y1
is also J-complex. 
Definition 1.3.2. A C0 ∩L1,2-map u : (Y,JY )→ (X,JX) is called holomorphic if
for a.-a. x ∈ Y
dux ◦JY (x) = JX(u(x))◦dux (1.3.3)
as mappings TxY → Tu(x)X.
Exercise. Check that for complex valued functions, i.e. , u : (R2, i) → (R2, i),
(1.3.3) is a Cauchy-Riemann equation.
Sometimes one calls such u a (JY ,JX)-holomorphic map. In the special case
when (Y,JY ) is a Riemann surface (S,JS), one calls (S,JS ,u) a parameterized JX -
complex curve. Its image u(S) one simply calls a JX -complex curve.
If some J-calibrated exterior 2-form ω on an almost-complex manifold (X,J) is
chosen, one defines the ω-area of a J-complex curve u : (S,JS)→ (X,J) as
area[u(S)] =
∫
S
u∗ω. (1.3.4)
Remark that if ω is symplectic, then by Corollary 1.3.1 this area coincides with
g-area for the metric g(·, ·) = ω(·,J ·) and J-complex curves are g-minimal surfaces.
Remark also that for a J-complex curve u : (∆,Jst)→ (X,J), parameterized by
a standard unit disk, one has∫
∆
u∗ω =
∫
∆
ω(du(
∂
∂x
),du(
∂
∂y
))dx∧dy =−
∫
∆
1
2
g(du(
∂
∂x
),Jdu(i
∂
∂x
))dx∧dy =
8=−
∫
∆
1
2
g(du(
∂
∂x
),J2du(
∂
∂x
))dx∧dy =
∫
∆
1
2
g(
∂u
∂x
,
∂u
∂x
))dx∧dy = 1
2
‖∂u
∂x
‖2L2(∆,X).
Thus ∫
∆
u∗ω = ‖∂u
∂x
‖2L2(∆,X)+‖
∂u
∂y
‖2L2(∆,X). (1.3.5)
The right hand side of (1.3.5) is called an energy of a C0∩L1,2-map (not necessary
holomorphic!) from ∆ to a Riemannian manifold (X,g). Thus, (1.3.5) tells us that,
for holomorphic maps, energy and the area of the image, taken with multiplicities,
are equal.
Remark.
Let g be a Riemannian metric on C compatible with jC , h a Riemannian metric
on X , and u : C→X a J-holomorphic immersion. Then ‖du‖2L2(C) is independent
of the choice of g and coincides with the area of the image u(C) w.r.t. the metric
hJ (·, ·) := 12 (h(·, ·)+h(J ·,J ·)). The metric hJ here can be seen as a “Hermitization”
of h w.r.t. J . The independence of ‖du‖2L2(C) of the choice of a metric g on C in
the same conformal class is a well-known fact, see, e.g. , [S-U]. Thus we can use
the flat metric dx2+dy2 to compare the area and the energy. For a J-holomorphic
map we get
‖du‖2L2(C) =
∫
C
|∂xu|2h+ |∂yu|2h =
∫
C
|∂xu|2h+ |J∂xu|2h =
∫
C
|du|2hJ = areahJ (u(C)),
where the last equality is another well-known result, see, e.g. , [G]. Since we consider
changing almost complex structures on X , it is useful to know that we can use any
Riemannian metric on X having a reasonable notion of area.
1.4. Symplectic Surfaces.
First we recall some elementary facts about orthogonal complex structures in
R4.
In R4 with coordinates x1,y1,x2,y2 consider the standard symplectic form ωst =
dx1∧dy1+dx2∧dy2 and the standard complex structure Jst defined by the operator
Jst =

0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0
 .
Let J denote the set of all orthogonal complex structures in R4 giving R4 the same
orientation as Jst. Orthogonality here means just that J is an orthogonal matrix.
The same orientaion means that for any pair x1,x2 of J-independent vectors the
basis x1,Jx1,x2,Jx2 gives the same orientation of R
4 as Jst.
Exercise. Prove that this orientation does not depend on the particular choice of
x1,x2 and coincides with the orientation given by ω
2
st.
The following lemma summarizes the elementary facts which we need for the
sequel.
9Lemma 1.4.1. The elements of J have the form
Js =

0 −s c1 c2
s 0 c2 −c1
−c1 −c2 0 −s
−c2 c1 s 0
 , (1.4.1)
with c21+ c
2
2+s
2 = 1. One also has for x ∈ R4
ωst(x,Jsx) = s‖x‖2. (1.4.2)
We remark that the set J is a unit two-dimensional sphere S2 in R3 with co-
ordinates c1, c2, s. We note also that the number ωst(x,Jsx) does not depend on
the choice of a unit vector x. One also remarks that the standard structure corre-
sponds to the north pole of S2 and structures tamed by ωst constitute the upper
half-sphere.
Exercise. 1. Note that J = {J ∈ O(4) : J2 = −E} = {J : J t = J−1 = −J}. Prove
that condition J t =−J implies that
J =

0 −s c1 c2
s 0 c3 c4
−c1 −c3 0 −t
−c2 −c4 t 0
 ,
for some s, t, ci, i= 1, ...,4.
2. Denote by C the matrix
c1 c2
c3 c4
. Prove that condition J2 =−E implies that:
a)
C =
(±c1 c2
∓c2 c1
)
with c21+ c
2
2 = 1−s2;
b) |t|= |s|;
c) and, finally, that s = t and for s 6= ±1 the matrix 1√
1−s2 ·C lies in O−(2) (the
set of orthogonal 2×2-matrices with determinant −1) iff the structure
Js :=

0 −s c1 c2
s 0 c3 c4
−c1 −c3 0 −s
−c2 −c4 s 0

defines the same orientation of R4 as Jst = J1.
3. Check finally that ωst(x,Jsx) = s · ‖x‖2.
Let M1 and M2 be two smooth oriented surfaces in the unit ball B ⊂ R4 with
zero as a common point. Let v1,w1 and v2,w2 be oriented bases of T0M1 and
T0M2, respectively. Suppose that M1 and M2 intersect transversally at zero, i.e. ,
v1,w1, v2,w2 is the basis of R
4. We say that they intersect positively if this basis
gives the same orientation of R4 as the standard one.
Let (X,ω) be a manifold with nowhere degenerate exterior 2-form ω.
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Definition 1.4.1. An immersion u : S → X of a real surface S into X is called
ω-positive if u∗ω never vanishes.
If ω is symplectic we call such immersions symplectic.
Definition 1.4.2. An almost-complex structure J is said to be tamed by an exterior
2-form ω if ω(u,Ju)> 0 for any nonzero u ∈ TX .
In the following lemma we suppose for simplicity of proof that dimRX = 4.
Lemma 1.4.2. Let M be a ω-positive compact surface immersed into (X,ω) with
only double positive local self-intersections, and let U1 ⊂⊂ U be neighborhoods of
M . Then for any given ω-tamed a.-c. structure J there exists a smooth family
{Jt}t∈[0,1] of almost-complex structures on X such that:
a) J0 is the given structure J on X;
b) for each t ∈ [0,1] the set {x ∈X : Jt(x) 6= J0(x)} is contained in U1;
c) M is J1-holomorphic;
d) all {Jt} are tamed by the given form ω, i.e. , ω(v,Jtv)> 0 for every nonzero
v ∈ TX.
Proof. Let N be a normal bundle to M in X and V1 a neighbourhood of the zero
section in N . Shrinking V1 and U1 we can assume that U1 is an image of V1 under
an exp-map in J-Hermitian metric h associated to ω. More precisely, one should
take the Riemannian metric associated to h, i.e. g = Reh. Shrinking V1 and U1 once
more, if necessary, we can extend the distribution of tangent planes to M = (zero
section of N) to the distribution {Lx}x∈V1 of ω-positive planes on V1. Here we do
not distinguish between ω and its lift onto V1 by exp. Denote by Nx the subspace
in TxV1 which is g-orthogonal to Lx. Perturbing g we can choose the distribution
{Lx} in such a way that if exp(x) = exp(y) for some x 6= y from V1 then dexpx(Lx) =
dexpy(Ny) and dexpy(Ly) = dexpx(Nx). In particular, we suppose thatM intersects
itself g-orthogonally. For every x ∈ V1 choose an orthonormal basis e1(x), e2(x) of
Lx such that ωx(e1(x), e2(x))> 0, and an orthonormal basis e3(x), e4(x) of Nx such
that the basis e1(x), e2(x), e3(x), e4(x) gives the same orientation of TxV1 as ω
2.
Define an almost complex structure J1 on U1 by J
1e1 = e2, J
1e3 = e4. Then
J1 depends smoothly on x, even when ej(x) are not smooth in x. Furthermore, we
have ωx(e1(x),J
1
xe1(x)) > 0 and thus from Lemma 1.1.1 we see that the relation
ωx(e3(x),J
1
xe3(x)) > 0 is also satisfied. This means that our J
1 is tamed by ω.
Note also that M is J1-holomorphic.
Denote by Jx the sphere of g-orthogonal complex structures on TxX as in Lemma
1.4.1. Let γx be the shortest geodesic on Jx joining J(x) - our given integrable
structure, with J1x . Put Jt(x) = J
1
γx(t·‖γx‖·ϕ(x)). Here ‖γx‖ denotes the length of
γx, ϕ is smooth on X with support in U1 and identically one in the neighborhood
of M . The curve {Jt} satisfies all the conditions of our lemma. 
Lemma 1.4.3. Under the conditions of Lemma 1.4.2 the structure J1 can be made
complex in the neighborhood of M .
The proof is left to the reader.
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1.5. Adjunction Formula for Immersed Symplectic Surfaces.
Let us now prove the Adjunction Formula for immersed symplectic surfaces. Let
u :
⊔d
j=1Sj → (X,ω) be a reduced compact symplectic surface (see Definition 1.4.1)
immersed into a symplectic four-dimensional manifold. Let gj denote the genus
of Sj and Mj = u(Sj). Put M :=
⋃d
j=1Mj and denote by [M ]
2 the homological
self-intersection number of M . Define a geometrical self-intersection number δ of
M in the following way. Perturb M to obtain a symplectic surface M˜ with only
transversal double points. Then δ will be the sum of indices of the intersection over
those double points. Those indices can be equal to 1 or −1.
Exercise. Let P be an oriented plane in R4. Call P symplectic if ωst(P ) > 0.
Find two symplectic planes P1,P2 ∈ R4 which intersect transversally at origin with
intersection index −1.
Let J be some almost complex structure which is tamed by ω, i.e. , ω(ξ,Jξ)> 0
for any nonzero ξ ∈ TX . Denote by c1(X,J) the first Chern class of X with respect
to J . Since, in fact, c1(X,J) does not depend on continuous changes of J and since
the set of ω-tamed almost complex structures is contractible, we usually omit the
dependence of c1(X) on J .
Lemma 1.5.1. Let M =
⋃d
j=1Mj be a compact immersed symplectic surface in
four-dimensional symplectic manifold X. Then
d∑
j=1
gj =
[M ]2− c1(X)[M ]
2
+d− δ. (1.5.1)
Proof. By replacing every Mj by its small perturbation, we can suppose that Mj
has only transversal double self-intersection points. Let Nj be a normal bundle to
Mj and let M˜j denote the zero section of Nj . Also let expj be the exponential map
from a neighborhood Vj of M˜j ⊂Nj onto the neighborhood Wj of Mj . Lift ω and
J onto Vj . Since M˜j is embedded to Vj , we can apply Lemma 1.4.2 to obtain the
ω-tame almost complex structure Jj on Vj such that M˜j is Jj-holomorphic.
For every j we now have the following exact sequence of complex bundles:
0−→ TSj du−→Ej pr−→Nj −→ 0 (1.5.2)
Here Ej = (u
∗TX)
Sj
is endowed with complex structure given by Jj . Since du
is nowhere degenerate complex linear morphism, Nj := Ej/du(TMj) is a complex
line bundle over Sj . From (1.5.2) we get
c1(Ej) = c1(TSj)+ c1(Nj). (1.5.3)
Observe now that c1(Ej) = c1(X)[Mj] and that c1(TS) =
∑d
j=1 c1(TSj) =∑d
j=1(2− 2gj) = 2d− 2
∑d
j=1 gj. Furthermore, c1(Nj) is the algebraic number of
zeros of a generic smooth section of Nj . To compare this number with the self-
intersection of Mj in X , note that if we move Mj generically to obtain M
′
j , then
the intersection number int(Mj ,M
′
j) is equal to the algebraic number of zeros of
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generic section of Nj plus two times the sum of intersection numbers of Mj in
self-intersection points, i.e. , [Mj ]
2 = c1(Nj)+2δj . So
c1(X)[Mj] = 2−2gj+[Mj]2−2δj . (1.5.4)
Now it only remains to take the sum over j = 1, . . . ,d and to remark that the
intersection points of Mi with Mj for i 6= j make a double contribution to [M ]2.

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Appendix 1
Chern Class and Riemann-Roch Formula
A1.1. First Chern Class.
Let L→M be a complex line bundle over a real manifoldM . One of the possible
definitions consists of taking a real rank two bundle over M with an operator
J ∈ End(L), satisfying J2 = −IdL. One can than locally find a frame e1(x), e2(x)
with Je1(x) = e2(x). This gives a covering {Uα} of M together with isomorphisms
of complex line bundles ϕα : L |Uα→ Uα×C, i.e. , a standard definition of a complex
line bundle. Sometimes we shall mark as eJ1 , e
J
2 ,ϕ
J
α the corresponding objects to
underline their dependence on J .
Denoting by A = AM and by A
∗ = A∗M the sheaves of complex valued (resp.
complex valued nonvanishing) functions on M , we observe the following exact se-
quence
0→ Z i−→A exp(2πi·)−→ A∗→ 0. (A1.1.1)
Here i is an imbedding of the sheaf of locally constant integer valued functions
into A, end exp(2iπ·) : f → e2iπf . The sequence(A1.1.1) gives rise to the following
long exact sequence of Cˇech cohomologies
0 = H1(M,A)
exp(2iπ·)−→ H1(M,A∗ δ−→ H2(M,Z)→ H2(M,A) = 0. (A1.1.2)
Equalities H1(M,A) = H2(M,A) = 0 follow from the fact that the sheaf A admits
a partition of unity.
Classes from H1(M,A∗) are the defining cocycles of complex line bundles - one
more possible definition of the line bundle. In terms of local trivializations {ϕα}
such cocycles can be obtained as ϕα,β = ϕα ◦ϕ
−1
β : (Uα∩Uβ)×C→ (Uα∩Uβ)×C,
i.e. , ϕα,β ∈A∗Uα∩Uβ .
Definition A1.1.1. If {ϕα,β} ∈ H1(M,A∗) is a defining cocycle of a complex line
bundle L, then δ({ϕα,β}) ∈ H2(M,Z) is called the first Chern class of L and is
usually denoted as c1(L).
For the complex bundle E of complex rank r the first Chern class is defined as
c1(Λ
rE). If E = TX , the tangent bundle to an almost-complex manifold X , then
one simply writes c1(X) or c1(X,J) if an almost-complex structure is needed to be
specified.
If an almost-complex structure J on the real bundle E varies continuously, then
the corresponding trivializations {ϕα} above (on ΛrE) can be obviously chosen to
also vary continuously. Thus c1(E,J) varies continuously. But c1(E,J) ∈ H2(M,Z),
i.e. , takes values in a discrete group. So, it does not change at all. This simple
but important observation together with Corollary 1.2.2 leads to the following
Corollary A1.1.1. Let ω be a nondegenerate exterior two-form on the even-
dimensional real manifold X. Then c1(X,J) does not depend on the choice of
ω-calibrating (and even ω-compatible) almost-complex structure J .
A1.2. Riemann-Roch Formula and index of ∂-type operators.
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For the holomorphic bundle E of complex rank r over a compact Riemann surface
S denote by OE the sheaf of its holomorphic sections. In a usual way one defines
the cohomology groups H0(S,OE and H
1(S,OE). Denote h
i = dimCH
i. By g we
denote the genus of S and
c1 =
∫
S
c1(E).
These numbers are related by the classical
Riemann-Roch Formula. For a holomorphic bundle E over a Riemann surface
S one has
h0−h1 = c1+ r · (1−g). (A1.2.1)
This formula can be interpreted as the formula for the index of some operators
acting on the spaces of smooth sections of E. On the sheaf of smooth sections of
a holomorphic bundle over a Riemann surface, or more generally over a complex
manifold, one can define ∂-operators. Those are C-linear operators ∂ : Γ1,p(S,E)→
Γp0,1(S,E) satisfying
∂(f ·σ) = ∂Sf ⊗σ+f ·∂σ. (A1.2.2)
Here by Γ1,p(S,E) we denote the Sobolev space of (1,p)- smooth sections of E,
and by Γp0,1(S,E) the space of (0,1) L
p-integrable forms with coefficients in E. ∂S
is a canonical ∂-operator on S.
If one additionally fixes some Hermitian metric on E, then such an operator is
determined uniquely if one imposes the additional condition to preserve the scalar
product, see [G-H] Ch.0 for details.
The operator ∂ being elliptic is Fredholm and its index is defined as ind∂ :=
dimKer∂−dimCoker∂. Remark that ind∂ = h0−h1 and so by the Riemann-Roch
formula
ind∂ = c1+ r · (1−g). (A1.2.3)
Definition A1.2.1. An R-linear operator D : ∂ : Γ1,p(S,E) → Γp0,1(S,E) which
can be represented as ∂ +R with R ∈ C0(S,HomR(E,Λ0,1⊗E)) shall be called a
∂-type operator.
This is again an elliptic (Fredholm) operator, which is homotopic to ∂. So by
the homotopy invariance of the index we have that for any ∂-type operator D
indRD = 2 · (c1+ r · (1−g)). (A1.2.4)
The reader should take into account that since D is real, the real dimensions in the
last formula are considered. That is why the number 2 appears.
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Lecture 2
Local Existence of Curves
2.1. Sobolev Imbeddings, Cauchy-Green Operators, Calderon-Zygmund In-
equality.
For a natural k and a real p > 1 the Sobolev space Lk,p(∆,Cn) consists of
functions f ∈ Lp(∆,Cn) such that their derivatives up to the order k are also in
Lp(∆,Cn). One puts ‖f‖k,p := Σ06|i|6k‖Dif‖p.
For 0< α < 1 one considers also the Ho¨lder spaces Ck,α(∆,Cn). Ck,α(∆,Cn) is
the space of f ∈ Ck(∆) such that
‖f‖k,α := ‖f(x)‖Ck + supx6=y
‖Dkf(x)−Dkf(y)‖
|x−y|α <∞.
Where Dkf denotes the vector of derivatives of f of order k.
One has the following important
Sobolev Imbeddings.
(a) For 16 p < 2 and 16 q 6 2p
2−p
Lk,p(∆,Cn)⊂ Lk−1,q(∆,Cn); (2.1.1)
(b) for 2< p6∞ and 06 α 6 1− 2p
Lk,p(∆,Cn)⊂ Ck−1,α(∆,Cn). (2.1.2)
Moreover, the imbedding (2.1.1) is a bounded operator and imbedding (2.1.2) is
compact.
Existence of such imbeddings means, in particular, the existence of universal
constants Cq and Cα s.t. ‖f‖Lk−1,q(∆) 6 Cq · ‖f‖Lk,p(∆) and ‖f‖Ck−1,α(∆) 6 Cα ·
‖f‖Lk,p(∆). This is the most frequently used form of Sobolev Imbedding Theorem.
In the Schwartz spaces S(C,Cn) and S′(C,Cn) consider the operators ∂ = ∂
∂z
,
∂ = ∂∂z¯ and T = TCG =
1
2πiz ∗ (·), T¯ = 12πiz¯ ∗ (·). Note that Cauchy-Green operators
T and T¯ act from S only to S′. Nevertheless one has the following identities on S,
on Lp(C) and on S′:
∂ ◦T = T ◦∂ = Id, (2.1.3)
and
∂ ◦ T¯ = T¯ ◦∂ = Id.
Recall also the
Calderon-Zygmund Inequality. For all 1 < p <∞ there is a constant Cp such
that for all f ∈ Lp(C,Cn)
‖(∂ ◦T )(f)‖Lp 6 Cp · ‖f‖Lp (2.1.4)
and
‖(∂ ◦ T¯ )(f)‖Lp 6 Cp · ‖f‖Lp.
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This implies that for f ∈ Lp(C,Cn) and g = Tf (or g = T¯ f) one has g ∈
Lploc(C,C
n) and ‖dg‖Lp(C,Cn) 6 (1+Cp)‖f‖Lp(C,Cn). For the proof of (2.1.4) we
refer to [Mc-Sa].
Properties (2.1.3) and (2.1.4) also imply that the Cauchy-Green operator T is a
bounded linear operator from Lk,p(Ω,Cn) to Lk+1,p(Ω,Cn) if Ω ⋐ C. The same is
true in Ho¨lder spaces Ck,α.
We shall repeteadly use
Ho¨lder Inequality. Let p,q > 1 and let 1p +
1
q =
1
r . Then for all f ∈ Lp(∆),
g ∈ Lq(∆) we have that fg ∈ Lr(∆) and
‖fg‖Lr(∆) 6 ‖f‖Lp(∆) · ‖g‖Lq(∆). (2.1.5)
The behavior of Lp-norms under dilatations is also frequently used.
Lemma 2.1.1. Let h ∈ Lp(∆), τ > 0 and πτ : ∆ → ∆ denotes the contraction
πτ : z → τz. Put π∗τh(z) = h(πτ (z)) = h(τz) and ∆τ = πτ (∆) = {z ∈ C : |z| < τ}.
Then
‖π∗τh‖Lp(∆) = τ−
2
p · ‖h‖Lp(∆τ ). (2.1.6)
Proof.
‖π∗τh‖Lp(∆) =
(∫
∆
|h(τz)|pdz∧dz¯) 1p = (∫
∆τ
|h(w)|p 1
τ2
dw∧dw¯) 1p = τ− 2p ·‖h‖Lp(∆τ ),
where w = τz. 
2.2. Local Existence of Curves
Proposition 2.2.1. (Local existence of curves) Let (X,J) be an almost-complex
manifold with J of class Ck,α,k > 1,α > 0, and x0 ∈ X. Then for every v ∈
Tx0X small enough there exists a J-complex curve u : (∆,0) → (X,x0) such that
du(0)( ∂∂x ) = v.
Proof. Take a chart B ∋ x0 with x0 = 0 and J(0) = Jst. Denote by z = x+ iy
the coordinate in ∆, and by u1, ...,u2n the coordinates in B. The Cauchy-Riemann
equation for u : (∆,J∆)→ (B,J) has, in our local coordinates, the form
∂u
∂y
+J(u)du(J∆
∂
∂y
) = 0,
where J∆ denotes the canonical a.-c. structure in ∆, i.e. , a multiplication by i.
Using the fact that J∆(
∂
∂y ) =− ∂∂x , one obtains
∂u
∂y
−J(u)∂u
∂x
= 0.
This is equivalent to
∂u
∂z¯
−Q(u)∂u
∂z
= 0, (2.2.1)
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where Q(u) = [Jst+J(u)]
−1 ◦[Jst−J(u)].
After rescaling, i.e. , considering Qt(u) :=Q(tu) and ut,τ (z) := t
−1u(τz), we can
assume that ‖Q‖C1 is sufficiently small. Note also, that (2.2.1) is equivalent to the
holomorphicity of h= (Id−T [Q(u) ∂
∂z
])u.
Consider a C1-mapping
Φ :]−1,1[×C1,α(∆,B)→ C1,α(∆,Cn)
given by
Φ(t,u) = (Id−T [Q(tu) ∂
∂z
])u. (2.2.2)
Note that Φ(0,u) = Id(u) = u. Thus, the Implicit Function Theorem tells us that
there exists a t0 > 0, such that for |t| < t0 the map Φ(t, ·) is a C1-diffeomorphism
of the neighborhood of zero in C1,α(∆,B) onto the neighborhood of zero V in
C1,α(∆,Cn).
For w ∈ Cn small enough, a holomorphic function hw(z) := z · w belongs
to V . Put ut,w = Φ(t, ·)−1(hw). Then tut,w is J-holomorphic. In fact, hw =
Φ(t, ·)[ 1
t
ut,w] =
1
t
[Id−TQ(ut,w) ∂∂z ]ut,w. Moreover u0,w = hw, so than du0,w(0) = w-
linear map from C to Cn. This shows that for t > 0 small enough w→ dut,w(0)( ∂∂x )
is a diffeomorphism between the neighborhoods of zero in Cn. 
We immediately obtain the following
Corollary 2.2.2. Every almost complex structure on a Riemann surface is com-
plex.
2.3. Generalized Calderon-Zygmund Inequality.
Consider a continuous linear complex structure J(z) on the trivial bundle C×
R2n → C, i.e. , J(z) is a continuous family of endomorphisms R2n → R2n with
J(z)2 =−Id. Define an operator ∂J : S′(C,R2n)→ S′(C,R2n) by the formula
(∂Jf)(z) =
1
2
[∂xf(z)+J(z)∂yf(z)].
If J0 is another continuous complex structure on C×R2n, then for f ∈ Lp(C,R2n)
it holds that
‖(∂J ◦T −∂J0 ◦T )f‖Lp(C) 6 ‖J −J0‖L∞(C) · ‖d(Tf)‖Lp(C) 6
6 ‖J −J0‖L∞(C)(1+Cp)‖f‖Lp(C). (2.3.1)
If we take J0(z) ≡ Jst, the standard structure in Cn, then as was remarked above,
∂J0 ◦T : L
p(C,Cn) → Lp(C,Cn) is an identity. So from (2.3.1) we see that there
exists εp =
1
1+Cp
such that if ‖J−Jst‖< εp, then ∂J ◦T : Lp(C,Cn)→ Lp(C,Cn) is
an isomorphism. Moreover, since ∂J ◦T = ∂Jst ◦T +(∂J −∂Jst)◦T , we have
(∂J ◦T )
−1 = (Id+(∂J −∂Jst)◦T )−1 = Σ∞n=0(−1)n[(∂J −∂Jst)◦T ]n. (2.3.2)
This shows, in particular, that (∂J ◦T )
−1 does not depend on p > 1. Now we
shall prove the following statement, which can be viewed as a generalization of the
Calderon-Zygmund estimate.
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Lemma 2.3.1. For any u ∈ L1,2(C,R2n) with compact support, any continuous J
with ‖J −Jst‖L∞(C,End(R2n)) < εp the condition ∂Ju ∈ Lp(C,R2n) implies
‖du‖Lp(C) 6 C · ‖∂Ju‖Lp(C) (2.3.3)
with some C = C(p,‖J −Jst‖L∞(C)).
Proof. Put v = u−T ◦∂Jstu. Then ∂Jstv = 0. So v is holomorphic and descends
at infinity. Thus v = 0, which implies u = (T ◦∂Jst)u. By the Calderon-Zygmund
inequality, to estimate ‖du‖Lp(C) it is sufficient to estimate ‖∂Jstu‖Lp(C). We have
(∂J ◦T )◦∂Jstu = ∂Ju ⊂ Lp(C)∩L2(C). From (2.3.2) we obtain ∂Jstu ∈ Lp(C)∩
L2(C) with an estimate
‖∂Jstu‖Lp(C) 6
∞∑
n=0
‖(∂J −∂Jst)◦T‖np · ‖∂Ju‖Lp(C) 6 C · ‖∂Ju‖Lp(C),
where C = C(p,‖J − Jst‖L∞) =
∑∞
n=1 (|J−Jst|L∞(1+Cp))n, provided that ‖J −
Jst‖L∞ < εp = 11+Cp .
This yields (2.3.3). 
Corollary 2.3.2. If u ∈ (L1,2∩C0)(∆,Rn) is J-holomorphic for a continuous a.-c.
structure J belongs to L1,ploc(∆,R
2) for all 2< p <∞.
2.4. First A priori Estimate.
Let (X,J0) be an almost complex manifold, and the tensor J0 is supposed to be of
class C0 (i.e. continuous) only. Let K ⋐ X be some compact in X . We fix some
Riemannian metric h on X and denote by µ(J0) the module of continuity of J0.
All norms and distances are taken with respect to h.
Recall that for a map u : X → Y into a metric space an oscillation of u on a
subset D ⊂X is defined as osc(D,u) := sup{dY (u(x),u(y)) : x,y ∈D}.
Lemma 2.4.1. (First a priori estimate). For every 2 < p < ∞ there exists
an ε1 = ε1(p,µ(J0),K,h) and Cp = C(p,µ(J0),K,h) such that for any J ∈ C0,
||J−J0||C0(K) < ε1 and every J-holomorphic map u ∈ C0∩L1,2(∆,X) with u(∆)⊂
K, satisfying ‖du‖L2(∆) < ε1 the following holds
‖du‖Lp( 12∆) 6 Cp · ‖du‖L2(∆). (2.4.1)
Proof. This will be done in several steps.
Step 1. We prove first the inequality (2.4.1) for the case when K ⋐ U ⊂ Cn,
h Euclidean metric, J0 the standard complex structure in C
n = R2n, and ‖J −
J0‖L∞ < εp for εp from Lemma 2.3.1.
Note that in this case the condition that ‖du‖L2(∆) should be small is not needed.
To prove the first step consider a J-holomorphic map u : ∆→ (R2n,J), u(∆)⊂K
and ‖J−Jst‖< εp. Define on ∆×R2n a linear complex structure J(z) = (u∗J)(z).
Then u defines a J-holomorphic section of (∆×R2n,J) with ‖J −Jst‖L∞(∆) < εp.
Extend J onto C×R2n with the same estimate.
19
Let ψ be a non-negative cut-off function supported in ∆3/4 and equal to one
on ∆1/2. Put u1 = uψ. Then u1 ∈ L1,2(∆) (because u ∈ L1,2(∆)) and ∂Ju1 =
u∂Jψ ∈ Lp(C) with ‖∂Ju1‖Lp(∆) = ‖u∂Jψ‖Lp(∆) 6 C‖du‖L2(∆) for any p by the
Sobolev imbedding L1,2(∆,C) → Lp(∆,C) for all p < ∞. Now the generalized
Calderon-Zygmund estimate (2.3.3) applies in obtaining an estimate of Step 1.
Using the Sobolev imbedding L1,p ⊂ C1− 2p and obvious properties of Lp-norms
with respect to dilatations, one easily derives from Step 1 the following
Step 2. Fix 2 < p <∞. There exists ε2 = ε2(p,µ(J0),K,h)> 0 such that for every
J with ‖J−J0‖L∞ < εp and any J-holomorphic u with osc(u,∆(x,r))6 ε2 on any
∆(x,r)⊂∆ it holds that
osc(u,∆(x,
r
2
))6 Cr
2
p
−1 · ||du||L2(∆(x,r)), (2.4.2)
and
‖du‖Lp(∆(x,r/2)) 6 Cp · ‖du‖L2(∆(x,r)).
In fact,
osc(u,∆(x,
r
2
))6 C1||du||Lp(∆(x,r/2)) = C(
∫
∆(0, r2 )
‖du‖pdxdy) 1p =
= C(
∫
∆(0, 12 )
‖du(rw)1
r
‖p) 1p = d(rw)d(rw)) 1p = r 2−pp ‖dur‖Lp(∆(0, 12 ))
for ur(w) = u(rw).
Furthermore, if ε2 > 0 is such that ‖J(x)−J(y)‖< εp for h(x,y)< ε2, x,y ∈K,
then applying Step 1 to ur we get
r
2−p
p ‖dur‖Lp(∆(0, 12 )) 6 Cr
2−p
p ‖dur‖L2(∆(0,1)) = Cr
2−p
p ‖du‖L2(∆(0,r)).
Let α > 0 be the following continuous function: α ≡ 1 for t6 12 and α(t)≡ 0 for
t> 3/4. On the interval 12 6 t6
3
4 ,α(t) = 3−4t. Put for x ∈∆
f(x) := max{t : 06 t6 1
8
,osc(u,∆¯(x,t ·α(|x|)))6 ε2}.
Clearly f is continuous and f ≡ 1
8
for 3
4
6 |x|< 1.
Step 3. There exists an ε1 = ε1(p,J0,K,h)> 0 such that f(x)≡ 18 .
Suppose that there is an x0 with f(x0) = min{f(x) : x ∈∆}< 18 . It is clear that
f(x0)> 0.
Take the disc ∆(x0,a),a := f(x0)α(|x0|). Note that
osc(u,∆(x0,a)) = ε2 (2.4.3)
Condition (2.4.2) together with the Sobolev embedding L1,4(∆) ⊂ C0, 12 (∆) tells
us (because osc(u,∆(x0,a)) = ε2) that osc(u,∆(x0,
a
2 )) 6 C · ||du||L2(∆(x0,a)). Take
a point x1 ∈ ∆(x0,a) on the distance not more then 34a from x0. We have from
f(x0) =
a
α(|x0|) that f(x1) >
a
α(|x0|) and thus f(x1)α(|x0|) > a. At the same time
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α(|x1|)> α(|x0|)−3a, so f(x1)α(|x1|)> a−3a·f(x1)> a2 , because f(x1)6 18 . That
means that osc(u,∆(x1,
a
2
)) 6 ε2 and thus osc(u,∆(x1,
a
4
)) 6 C · ||du||L2(∆(x1, a2 )).
Thus, osc(u,∆(x0,a))6 4C · ||du||L2(∆). If ε1 were taken smaller than ε24C , then we
would obtain a contradiction with (2.4.3). Step 3 is proved.
This means that osc(u,∆(x, 18 )) 6 ε2 for any x ∈ 12∆. Therefore, Step 2 with
r = 1
8
gives us the conclusion of the Lemma. 
This statement can be used to prove once more the following statement, which
was already proved in Corollary 2.3.2:
Corollary 2.4.2. A J-holomorphic map u : ∆→ (X,J) is L1,p-continuous for any
p <∞, provided J is of class C0.
Proof. Note that uε(z) := u(εz) is also J-holomorphic and ‖duε‖L2(∆(0,1)) =
‖du‖L2(∆(0,ε)). For ε small enough we shall have ‖duε‖L2(∆(0,1)) = ‖du‖L2(∆(0,ε)) <
ε1 - from Lemma 2.4.1. Now estimate (2.4.1) gives us L
1,p-continuity of uε and
thus of u in the neighborhood of zero.
2.5. Convergence outside of a finite set of points.
Another immediate consequence of the a priori estimate (2.4.1) is the following
Corollary 2.5.1. Let {Jn} be a sequence of continuous almost complex structures
on X such that Jn → J in C0-topology on X. Let un ∈ C0 ∩ L1,2loc(∆,X) be a
sequence of Jn-holomorphic maps such that ‖dun‖L2(∆) 6 ε1. Then there exists a
subsequence unk which L
1,p
loc-converge to a J-holomorphic map u∞ for all p> 2.
Proof. The main estimate together with the Sobolev imbedding L1,p ⊂ C1− 2p
gives us a subsequence {unk} which converges to u∞ in Cα(∆) for any α < 1. Take
ϕ ∈ C∞0 (∆), ϕ |∆(r)≡ 1 and consider ∂Jnk (ϕunk) = ∂x(ϕunk)+Jnk(unk)∂y(ϕunk) =
(∂xϕ+Jnk(unk)∂yϕ)unk , which is C
0 and thus Lp-convergent for any p > 2. The
a priori estimate for ∂J -operator (i.e. Calderon-Zygmund inequality 2.3.1) gives us
L1,ploc-convergency of {unk}. 
This corollary implies another one:
Corollary 2.5.2. Let {Jn} be a sequence of continuous almost-complex structures
on X such that Jn → J ∈ C0 in C0-topology on X. Let un ∈ C0 ∩L1,2loc(∆,X) be
a sequence of Jn- holomorphic maps such that ‖dun‖L2(∆) 6 C. Then there exists
a subsequence {unk} and a finite set of points {x1, ...,xl} in ∆, such that {unk} is
L1,ploc-convergent on compacts in ∆\{x1, ...,xl} for all p> 2. Moreover l 6 3Cε1 .
Proof. For any n ∈ N, cover our disk ∆ by a finite number of disks of radii 1n in
such a way that no point in ∆ belongs at the same time to more than 3 of them.
Then there is at most [ 3Cε1 disks, on which the energy of our maps (after going
to a subsequence) is more then ε1. Thus, on the complement to those disks the
Corollary 2.5.1 applies.
Taking n bigger and bigger (and passing to a subsequence) we obtain the desired
result. 
One can prove also the following regularity statements about j-holomorphic
maps:
Lemma 2.5.3. a) If the structure J is Lipschitz then J-holomorphic maps are of
class C1;
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2) If J ∈ Ck then J-holomorphic maps are in Ck,α for all α < 1.
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Lecture 3
Positivity of Intersections of Complex Curves.
3.1. Unique Continuation Lemma.
We start with a unique continuation-type lemma for ∂-unequalities, namely with
Lemma 3.1.1 (compare with [Ar] and [Hr-W]). In the proof we shall use the following
special version of the theorem of Harvey and Polking [Ha-Po]:
Theorem of Harvey-Polking. Let f : ∆→ Cn be locally L2-integrable. Assume
that for some g ∈ L1loc(∆,Cn) the equation ∂f = g holds (in the weak sence) in the
punctured disc ∆ˇ. Then ∂f = g holds in the whole disc ∆.
Lemma 3.1.1. Suppose that the function u ∈ L2loc(∆,Cn) is not identically 0,
∂u ∈ L1loc(∆,Cn) and satisfies a.e. the inequality
|∂u|6 h · |u| (3.1.1)
for some nonnegative h ∈ Lploc(∆) with 2< p <∞. Then
i) u ∈ L1,ploc(∆), in particular u ∈ C0,αloc (∆) with α := 1− 2p ;
ii) for any z0 ∈∆ such that u(z0) = 0 there exists µ ∈ N—the multiplicity of zero
of u in z0—such that u(z) = (z−z0)µ · g(z) for some g ∈ L1,ploc(∆) with g(z0) 6= 0.
Proof. Statement i) is easily obtained by increasing the smoothness argument.
Let us for the methodological reasons give it in full details.
Step 0. u is in Lp0loc for p0 := p > 2.
From (3.1.1) and the Ho¨lder inequality we see that h|u| ∈ L
1
1
2
+ 1
p
loc = L
2p
p+2
loc .
Therefore one obtains ∂¯u ∈ L
2p
p+2
loc (∆). Consequently, u ∈ L
1, 2p
p+2
loc (∆) due to el-
lipticity of ∂ and because 2pp+2 > 1. By the Sobolev imbedding we have that
u ∈ L
2
2p
p+2
2−
2p
p+2
loc = L
p
loc(∆).
Thus we proved that u ∈ Lp0loc for p0 := p > 2.
Step 1. u is in Lp1loc for p1 :=
2p
4−p > p0.
Again, |∂u|6 h|u| ∈ L
1
1
p
+ 1
p
loc = L
p
2
loc. Therefore u ∈ L
1, p2
loc ⊂ L
p
2−
p
2
loc = L
2p
4−p
loc .
Step n. There exists r > 1 such that u ∈ Lpnloc, where pn > rpn−1 for all n.
u ∈ Lpn−1 implies |∂u|6 h|u| ∈ L
1
1
p
+ 1
pn−1 = L
ppn−1
p+pn−1 . Therefore u ∈ L1,
ppn−1
p+pn−1 ⊂
L
2ppn−1
2p+2pn−1−ppn−1 = Lpn with pn =
1
1
p
+ 1
pn−1
− 12
. One easily checks that pn
pn−1
> r > 1,
which does not depend on n.
Step ∞. u is in C0,α with α= 1− 2p .
When pn → ∞ |∂u| 6 h|u| ∈ L
1
1
p
+ 1
pn = Lq, where q ∼ p, because 1
pn
∼ 0.
Therefore u ∈ L1,q with q > 2 close to p. Sobolev Imbedding tells in this case that
L1,q ⊂ C0,β with β = 1− 1q . Finally we see that ∂u ∈ Lp, therefore u ∈ C0,α.
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ii) Now suppose that u(z0) = 0. Then, due to the Ho¨lder continuity, we have
|u(z)|6 C|z−z0|α for z close enough to z0 and consequently u1(z) := u(z)/(z−z0)
is from L2loc(∆). The theorem of Harvey-Polking provides that ∂u1 ∈ L1loc(∆) and
u1 also satisfies inequality (3.1.1). In particular, u1 is also continuous. Iteration
of this procedure gives the possibility of defining the multiplicity of zero of u in z0
provided we show that after a finite number of steps we obtain the function uN
with uN (z0) 6= 0. To do this we may assume that z0 = 0. Let πτ (z) := τ · z for
0< τ < 1. Then uτ := π
∗
τ (u) satisfies the inequality |∂uτ |6 τπ∗τh · |uτ |. Since
‖τπ∗τh‖Lp(∆) = τ1−2/p · ‖h‖Lp(πτ (∆)),
we can also assume that ‖h‖Lp(∆) is small enough. Fix a cut-off function φ ∈ C∞0 (∆)
which is identically 1 in 12∆, the disk of radius
1
2 . Then
‖φu‖Lp(∆) 6 C1 · ‖φu‖
L
1,
2p
2+p (∆)
6 C2 · ‖∂(φu)‖
L
2p
2+p (∆)
6
6 C2 · (‖φ∂u‖
L
2p
2+p (∆)
+‖∂φu‖
L
2p
2+p (∆)
)6 C2 · (‖φhu‖
L
2p
2+p (∆)
+‖∂φu‖
L
2p
2+p (∆)
6
6 C3(‖φu‖Lp(∆) · ‖h‖Lp(∆)+‖u‖Lp(∆\ 12∆) · ‖∂φ‖L2(∆\ 12∆)).
Here we used the fact that the support of ∂φ lies in ∆\ 12∆. Since ‖h‖Lp(∆) is
small enough we obtain the estimate
‖u‖Lp( 13∆) 6 C · ‖u‖Lp(∆\ 12∆)
with the constant C independent of u. Thus if the multiplicity of zero of u in z0 = 0
is at least µ, then
‖z−µu‖Lp( 13∆) 6 C · ‖z
−µu‖Lp(∆\ 12∆))
which easily gives
‖u‖Lp( 13∆) 6 C
(
2
3
)−µ · ‖u‖Lp(∆\ 12∆)).
Now one can easily see that either u has isolated zeros of finite multiplicity, or u is
identically zero. Yet the last case is excluded by the hypothesis of the lemma. 
Lemma 3.1.2. Under the hypothesis of Lemma 3.1.1 suppose additionally that u
satisfies a.e. the inequality
|∂u(z)| 6 |z−z0|νh(z) · |u(z)|, (3.1.2)
with z0 ∈∆, ν ∈ N, and h ∈ Lploc(∆), 2< p <∞. Then
u(z) = (z−z0)µ
(
P (ν)(z)+(z−z0)νg(z)
)
, (3.1.3)
where µ ∈ N is the multiplicity of u in z0, defined above, P (ν) is a polynomial
in z of degree 6 ν with P (ν)(z0) 6= 0, g ∈ L1,ploc(∆,Cn) →֒ C0,α, α = 1− 2p , and
g(z) =O(|z−z0|α).
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Proof. The proof uses the same idea as in the previous lemma. Define u0(z) :=
u(z)
(z− z0)µ
and h1(z) := h(z) · |u0(z)|. Due to Lemma 3.1.1, u0 ∈ C0,α, u0(z0) 6= 0,
h1 ∈ Lploc, and u0 satisfies a.e. the inequality |∂u0(z)|6 |z−z0|νh1(z).
Set a0 = u0(z0). Since u0(z)−a0 =O(|z−z0|α), we have u1 := u0(z)−a0
z− z0
∈ L2loc.
Applying the theorem of Harvey-Polking once more, we obtain |∂u1|6 |z−z0|ν−1h1,
and consequently u1 ∈ C0,α, u1(z)−u1(z0) =O(|z−z0|α). Repeating this procedure
ν times, we obtain the polynomial
P (ν)(z) = a0+(z−z0)a1+ · · ·+(z−z0)νaν
with
ak := lim
z→z0
u(z)−
∑k−1
i=0 (z− z0)
iai
(z− z0)k
, 06 k 6 ν,
and the function
g(z) :=
u(z)−P (ν)(z)
(z− z0)ν
,
which satisfies the conclusion of the lemma. 
Corollary 3.1.3. Let J be a Lipschitz-continuous almost complex structure in a
neighborhood U of 0 ∈ Cn such that J(0) = Jst, the standard complex structure in
Cn. Suppose that u : ∆ → U is a J-holomorphic C1-map with u(0) = 0. Then
there exist uniquely defined µ ∈ N and a (holomorphic) polynomial P (µ−1) of degree
6 µ−1 such that u(z) = zµ ·P (µ−1)+z2µ−1v(z) with v(0) = 0 and v ∈ L1,p(∆,Cn)
for any p <∞.
Proof. In fact, by the hypothesis of the lemma du+J(u)◦du◦J∆ = 0 and hence
|∂u|= ∣∣1
2
(du+Jst ◦du◦J∆)
∣∣= ∣∣1
2
(Jst−J(u))◦du◦J∆
∣∣6 ‖J‖C0,1(B) · |u| · |du|.
(3.1.4)
Thus by Lemma 3.1.1, u(z) = zµw(z) with some µ ∈ N and w ∈ L1,ploc(∆,Cn) for any
p <∞. If µ = 1 we are done. Otherwise du(z)/zµ−1 = µwdz+ zdw ∈ Lploc(∆,Cn)
for any p <∞. Thus, the corollary follows now from Lemma 3.1.2. 
Corollary 3.1.4. Let u : S→ (X,J) be a J-holomorphic map. Then for any p ∈X
the set u−1(p) is discrete in S, provided that J is Lipschitz-continuous.
Proof. Take an integrable complex structure J1 in some neighborhood U of p ∈X ,
such that J(p) = J1(p). Take also J1-holomorphic coordinates w1, . . . ,wn in U ,
such that wi(p) = 0. Then the statement follows easily from Corollary 3.1.3.

3.2. Inversion of ∂J +R and L
k,p-topologies.
Now suppose that J ∈ C0(∆,EndR(R2n)) satisfies the identity J2 ≡ −1,i.e. , J
is a continuous almost complex structure in the trivial R2n-bundle over ∆. Define
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the R-linear differential first order operator ∂J : L
1,p(∆,R2n) → Lp(∆,R2n) by
setting
∂J(f) =
1
2
(
∂f
∂x
+J
∂f
∂y
)
. (3.2.1)
For example, for J ≡ Jst, the standard complex structure in R2n = Cn, the operator
∂J is a usual Cauchy-Riemann operator ∂. The operator ∂J is elliptic and possesses
nice regularity properties in Sobolev spaces Lk,p with 1< p <∞ and Ho¨lder spaces
Ck,α with 0 < α < 1. The following two statements are typical for (nonlinear)
elliptic PDE and produces a result which we need for the purpose of this paper.
Lemma 3.2.1. Let J be Ck-continuous with k > 0 and ∂J be as above. Also let R
be an End(R2n)-valued function in ∆ of class Lk,p with 1< p <∞. If k = 0, we also
assume that p > 2. Suppose that for ∂Jf +Rf ∈ Lk,p for some f ∈ L1,1(∆,R2n).
Then f ∈ Lk+1,ploc (∆,R2n) and for r < 1
i) ‖f‖Lk+1,p(∆(r)) 6 C1(J,‖R‖Lk,p,k,p,r)
(‖∂Jf +Rf‖Lk,p(∆)+‖f‖L1(∆))
If, in addition, J and R are Ck,α-smooth with 0< α < 1, then f ∈ Ck+1,αloc (∆,R2n)
and
ii) ‖f‖Ck+1,α(∆(r)) 6 C2(J,‖R‖Ck,α,k,α,r) ·
(‖∂Jf +Rf‖Ck,α(∆)+‖f‖L1(∆).)
If, additionally, ‖J−Jst‖Ck(∆)+‖R‖‖Lk,p(∆) (resp., ‖J−Jst‖Ck,α(∆)+‖R‖Ck,α(∆))
is small enough, then there exists a linear bounded operator TJ,R : L
k,p(∆,R2n)→
Lk+1,p(∆,R2n) (resp., TJ,R : C
k,α(∆,R2n) −→ Ck+1,α(∆,R2n) ) such that (∂J +
R)◦TJ,R ≡ Id and TJ,R(f)|z=0 = 0.
Proof. The estimates i) and ii) of the theorem are obtained from the ellipticity of
∂J by standard methods. See [Mo] for the case of general elliptic systems or [Sk]
for the direct proof. We note only that for J being only continuous the constant C1
in i) crucially depends on the modulus of continuity of J , whereas in all the other
cases of the theorem the dependence is essentially only on the corresponding norm
of J .
Let T be a composition ∂∂z ◦G where G(f) is the solution of the Poisson equation
∆u= f with the Dirichlet boundary condition on ∂∆. Then for J ≡ Jst and R≡ 0
we can define TJst,0(f) := T (f)−T (f)(0). In the general case we set
TJ,R =
∞∑
n=0
(−1)nTJst,0 ◦
(
(∂J −∂Jst +R)◦TJst,0
)n
.
Due to the Sobolev imbedding theorem, the series converges in an appropriated
norm, provided ‖J−Jst‖+‖R‖ is small enough. 
Remark. The last statement of this lemma Implies that for ‖J−Jst‖+‖R‖ small
enough Lk+1,p(∆,R2n) =H
∂J+R
⊕TJ,R(Lk,p(∆,R2n)) where H∂J+R = Ker (∂J+R).
This will be used later in the proof of Lemma 6.3.4.
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Corollary 3.2.2. Let k ∈ N, q > 2, and J a Ck-smooth almost complex structure
in X. Also let (S,JS) be a complex curve. Suppose that L
1,q-map u : S → X
satisfies the equation
du+J ◦du◦JS = 0.
Then u is Lk+1,p-smooth for any p < ∞. If, in addition, J is Ck,α-smooth with
0< α < 1, then u is Ck+1,α-smooth.
Let J (n) (resp. J
(n)
S ) be a sequence of almost complex structures on X (resp. on
S), which Ck-converges to J (resp. to J
(n)
S ) and let un : S → X be a sequence
of (J
(n)
S ,J
(n))-holomorphic maps. Then the C0-convergence un −→ u implies the
Lk+1,p-convergence for any p <∞, and Ck+1,α-convergence if (J (n)S ,J (n)) converge
to (JS,J) in C
k,α, 0< α < 1.
Proof. The map u is continuous and in local coordinates w1, . . . ,w2n on X and
z = x+ iy on S the equation has the form
du(z)+J(u(z))◦du◦JM = 0,
which is equivalent to ∂J◦uu = 0. Using Lemma 3.2.1 and induction in k
′ = 0 . . .k,
one can obtain the regularity of u.
Similarly, for J (n) and u(n) satisfying the hypothesis of the corollary one gets
∂J◦u(u
(n)−u) = (∂J◦u−∂J(n)◦u(n))u(n) −→ 0 in Lk
′,p
loc (resp. in C
k′,α
loc )
by induction in k′ = 0 . . .k. 
Remark. The corollary implies that for a compact Riemann surface S the topology
in the space P of (JS,J)-holomorphic maps u : S → X is independent of the
particular choice of the functional space Lk
′,p(S,X) ⊃ P with 1 6 k′ 6 k+ 1,
1< p <∞, and kp > 2, provided JS and J are changing Ck-smoothly. In the same
way, Lemma 3.2.1 implies that for J ∈ Ck with k > 1 the differential structure on
P is also independent of the particular choice of a functional space Lk
′,p(S,X) with
16 k′ 6 k, 1< p <∞ and k′p > 2.
Lemma 3.2.3. For any natural numbers µ > ν > 0 and real numbers p > 2, α < 2p
and γ > 0 there exists C = C(µ,ν,α,p,γ) > 0 with the following property. Let J
be an almost complex structure in B ⊂ Cn with J(0) = Jst and let u : ∆ → B
be a J-holomorphic map of the form u(z) = zµ(P (z) + zνv(z)), where P (z) is
some (holomorphic) polynomial of the degree ν and v ∈ L1,p(∆,Cn) with v(0) = 0.
Suppose that ‖J −Jst‖C1(B) 6 γ and ‖u‖L1,p(∆) 6 γ. Then for any 0< r < 12∥∥zdv∥∥
C0(∆(r))
+
∥∥zdv∥∥
L1,p(∆(r))
6 C · rα · ‖u‖L1,p(∆), (3.2.2)
In particular, du(z) = d(zµP (z))+o(|z|µ+ν−1+α) for any α < 1.
Proof. For 0 < r < 34 we define the map πr : B → B, setting πr(w) := rµw. We
also set J (r) := π∗rJ , u
(r)(z) := π−1r ◦u(rz), P
(r)(z) := P (rz) and v(r)(z) = rνv(rz).
Then J (r) is an almost complex structure in B with ‖J (r)− Jst‖C1(B) 6 rµ‖J −
Jst‖C1(B), and u(r) ≡ zµ(P (r)(z)+zνv(r)(z)) is a J (r)-holomorphic.
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Without losing generality, we can suppose that α > 0. Set β := 1+α− 2p and
q := 21−β . Then α < β < 1, β +
2
p − 1 = α, and q > 2. Lemma 3.1.3 implies
that ‖v‖C0,β(∆(2/3)) + ‖dv‖Lq(∆(2/3)) 6 C1 · ‖u‖L1,p(∆). Here the constant C1, as
well as the constants C2, . . . ,C6 below, depend only on µ,ν,p,α, and γ, but are
independent of r. Consequently,
‖u(r)−zµP (r)(z)‖L1,q(∆) 6 C2 · rν+β · ‖u‖L1,p(∆).
Furthermore, due to Corollary 3.2.2, we have ‖u(r)‖L2,p(∆) 6 C3 · ‖u‖L1,p(∆). Thus
‖∂Jst(u(r)−zµP (r)(z))‖L1,p(∆) = ‖(∂Jst −∂J(r)◦u(r))(u(r))‖L1,p(∆) 6
6 C4 · rµ · ‖u‖L1,p(∆).
Applying Lemma 3.2.1, we obtain∥∥zdv(r)∥∥
L1,p(∆(2/3))
6 C5 · rν+β · ‖u‖L1,p(∆), (3.2.3)
which is equivalent to∥∥zdv∥∥
L1,p(∆(2r/3))
6 C5 · rβ+2/p−1 · ‖u‖L1,p(∆).
On the other hand, (3.2.3) implies that∥∥zdv(r)∥∥
C0(∆(2/3))
6 C6 · rν+β · ‖u‖L1,p(∆),
and consequently ∥∥zdv∥∥
C0(∆(2r/3))
6 C6 · rβ · ‖u‖L1,p(∆).

3.3. Perturbing Cusps of Complex Curves.
For understanding the rest of this lecture the reader should consult §6.2 and §6.3
for the definition and some elementary properties of Gromov’s ∂-operator.
Lemma 3.3.1. For a given p, 2 < p < ∞, and γ > 0 there exist constants
ε = ε(p,γ) and C = C(p,γ) with the following property. Suppose that J is a C1-
smooth almost complex structure in the unit ball B ⊂ Cn with ‖J−Jst‖C1(B) 6 ε and
u ∈ L1,p(∆,B(0, 1
2
)) is a J-holomorphic map with ‖u‖L1,p(∆) 6 γ. Then for every
almost complex structure J˜ in B with ‖J˜−J‖C1(B) 6 ε there exists a J˜-holomorphic
map u˜ : ∆→B with
‖u˜−u‖L1,p(∆) 6 C · ‖J˜−J‖C1(B)
such that u˜(0) = u(0).
Proof. Let Jt be a curve of C
1-smooth almost complex structures in B starting at
J0 = J and depending C
1-smoothly on t ∈ [0,1]. Consider an ordinary differential
equation for ut ∈ L1,p(∆,B) with the initial condition u0 = u and
28
dut
dt
=−TJt◦ut,Rt
(
dJ
dt
◦dut ◦J∆
)
,
where Rt is defined by the relation DJt,ut = ∂Jt,ut + Rt. (See paragraph
6.2). Since J0 and R0 satisfy the hypothesis of Lemma 3.2.1 and Rt depends
Lp-continuously on Jt ∈ C1 and ut ∈ L1,p, the solution exists in some small interval
06 t6 t0. For such a solution using (6.3.1) one has∥∥∥dut
dt
∥∥∥
L1,p
+
∥∥∥dRt
dt
∥∥∥
Lp
6 C · (‖ut‖L1,p+‖Jt−Jst‖C1) ·
∥∥∥dJt
dt
∥∥∥
C1
.
This implies the existence of the solution of our equation for all t ∈ [0,1], provided∫ 1
t=0
∥∥∥dJt
dt
∥∥∥
C1
dt6 ε.

In this paragraph we suppose that some p with 2< p <∞ is fixed.
Lemma 3.3.2. For every γ > 0 and every pair of integers ν > 1, µ > 1 there
exists an ε = ε(µ,ν,γ) > 0 such that for an almost complex structure J0 in B with
‖J0−Jst‖C1(B) 6 ε, J0(0) = Jst, and for a J0-holomorphic map u0 : ∆ → B(0, 12 )
with ‖u0‖L1,p(∆) 6 γ and with the multiplicity µ at 0 ∈∆ the following holds:
i) If ν 6 2µ−1, then for every almost complex structure J in B with J(0) = Jst
and for every v ∈ L1,p(∆,Cn) with ‖v‖L1,p(∆) + ‖J − Jst‖C1(∆) 6 ε there exists
w ∈ L1,p(∆,Cn) with w(0) = 0, satisfying
∂J (u0+z
ν(v+w)) = 0 (3.3.1)
and
‖w‖L1,p(∆) 6 C ·
(‖v‖L1,p(∆)+‖J −J0‖C1(∆)) . (3.3.2)
ii) If ν > 2µ, then for every v ∈ L1,p(∆,Cn) with ‖v‖L1,p(∆) 6 ε there exists
w ∈ L1,p(∆,Cn) with w(0) = 0, satisfying
∂¯J0(u0+z
ν(v+w)) = 0 (3.3.3)
and
‖w‖L1,p(∆) 6 C · ‖v‖L1,p(∆). (3.3.4)
Proof. If ν 6 2µ− 1, we fix a curve Jt, t ∈ [0,1], of C1-smooth almost complex
structures in B, which starts in J0, finishes in J and satisfies the conditions Jt(0) =
Jst and
∫ 1
t=0
‖J˙t‖C1(B)dt6 2ε, where J˙t := dJt/dt. If ν > 2µ, we simply set Jt ≡ J0.
As in the previous lemma, we want to find a needed w by solving for t ∈ [0,1]
and wt ∈ L1,p(∆,Cn) the equation
z−ν∂Jt(u0+z
ν(t ·v+wt)) = 0.
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However, this time we need to consider the fact that now we are dealing with
different (almost) complex structures on B, namely Jst and Jt for any fixed t ∈ [0,1].
Thus, we write the last equation in the more correct form:
(x+yJst)
−ν∂Jt(u0+(x+yJst)
ν(t ·v+wt)) = 0. (3.3.5)
The differentiation of (3.3.5) with respect to t gives
(x+yJst)
−νDut,Jt((x+yJst)
ν(v+ w˙t))+(x+yJst)
−ν J˙t ◦dut ◦J∆ = 0, (3.3.6)
where ut := u0 + (x+ yJst)
ν(t · v+wt) and Jst also denotes the pull-back of the
standard complex structure on E := u∗tTB ∼= Cn.
First we show that the operator (x+ yJst)
−ν ◦Dut,Jt ◦(x+ yJst)
ν has the form
∂
J
(ν)
t
+R
(ν)
t for an appropriate (almost) complex structure J
(ν)
t in E
∼= Cn and
R-linear operator R
(ν)
t . In fact, the explicit formula (6.2.5) for Du,J shows that
taking the standard connection ∇ in TB ∼= Cn and identifying Λ(0,1)∆ ∼= C one
gets
Dut,Jt(v) =
1
2
(
∂
∂x
v+Jt
∂
∂x
v
)
+R
(0)
t (v)
with R
(0)
t ∈ C0(∆,EndR(Cn)). Moreover, the formula (6.3.1) implies that
‖R(0)t ‖Lp(∆) 6 ‖Jt‖C1(B) · ‖dut‖Lp(∆).
Hence
2(x+yJst)
−ν ◦Dut,Jt ◦(x+yJst)
ν =
[
∂
∂x
+(x+yJst)
−ν ◦Jt ◦(x+yJst)ν
∂
∂y
]
+
+
[
ν · (x+yJst)−ν ◦(1+Jt ◦Jst)◦(x+yJst)ν−1+2(x+yJst)−ν ◦R(0)t ◦(x+yJst)ν
]
=
= 2∂
J
(ν)
t
+2R
(ν)
t .
One has the obvious identities (J
(ν)
t )
2 ≡−1,
‖J (ν)t −Jst‖C0(∆) = ‖(x+yJst)−ν ◦(Jt−Jst)◦(x+yJst)ν‖C0(∆) = ‖Jt−Jst‖C0(B),
and
‖(x+yJst)−ν ◦R(0)t ◦(x+yJst)ν‖Lp(∆) = ‖R(0)t ‖Lp(∆).
Furthermore, 1 + Jt(0)Jst = 0; hence
∥∥〉|z|−1(1+ JtJst)∥∥C0(∆) 6 ‖Jt− Jst‖C1(B).
This gives the estimate
‖R(ν)t ‖Lp(∆) 6
(
C1 ·ν+C2 · ‖dut‖Lp(∆)
) · ‖Jt−Jst‖C1(B).
To show the existence of the solution of (3.3.5) for all t ∈ [0,1], we need the
estimate∥∥∥z−ν · J˙t(u0+zνw)◦d(u0+zνw)∥∥∥
Lp(∆)
6 C1(µ,ν) · ‖u0‖2L1,p(∆) · ‖J˙t‖C1(B) (3.3.7)
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for all sufficiently small w ∈ L1,p(∆,Cn). The estimate trivially holds for ν > 2µ,
because in this case J˙t ≡ 0. Otherwise for λ := min{µ,ν} from Corollary 3.1.3. one
obtains∥∥z−λ(u0+zνw)∥∥L∞(∆)+∥∥z−λ+1d(u0+zνw)∥∥Lp(∆) 6 C2(µ,ν) ·‖u0‖L1,p(∆) (3.3.8)
which gives the estimate (3.3.7).
Now consider the ordinary differential equation for wt ∈ L1,p(∆,B) with the
initial condition w0 ≡ 0 and
dwt
dt
=−T
J
(ν)
t ,R
(ν)
t
(
z−ν · J˙t ◦dut ◦J∆+v
)
. (3.3.9)
As in Lemma 3.3.1 one has the estimate∥∥∥∥dwtdt
∥∥∥∥
L1,p(∆)
+
∥∥∥∥dR(ν)tdt
∥∥∥∥
Lp(∆)
6
6 C · (‖ut‖L1,p(∆)+‖Jt−Jst‖C1(B)) ·
(∥∥dJt
dt
∥∥
C1(B)
+
∥∥v∥∥
L1,p(∆)
)
,
which implies the existence of the solution of (3.3.9) for all t ∈ [0,1]. 
3.4. Primitivity.
We need to study first the notions of primitivity and distinctness of complex
curves in C1-smooth nonintegrable structures. Let us start with the following
Definition 3.4.1. Two J-holomorphic maps u1 : (S1, j1)→X and u2 : (S2, j2)→
X with u1(a1) = u2(a2) for some ai ∈ Si are called distinct in (a1,a2) if there are
no neighborhoods Ui ⊂ Si of ai with u1(U1) = u2(U2). We call ui : (Si, ji) → X
distinct if they are distinct for all pairs (a1,a2) ∈ S1×S2 with u1(a1) = u2(a2).
Definition 3.4.2. A J-holomorphic map u : (S,j)→X is called primitive if there
are no disjoint non-empty open sets U1,U2 ⊂ S with u(U1) = u(U2). Note that u
must be nonconstant.
An important regularity property of a J - complex curve with J ∈ C1 is contained
in the following
Theorem 3.4.1. Let (S1, j1) and (S2, j2) be smooth connected complex curves and
ui : (Si, ji) → (X,J) non-constant J-holomorphic maps with J ∈ C1. If there are
non-empty open sets Ui ⊂ Si with u1(U1) = u2(U2), then there exists a smooth
connected complex curve (S,j) and a J-holomorphic map u : (S,j)→ (X,J) such
that u1(S1)∪u2(S2) = u(S) and u : S→X is primitive.
Moreover, maps ui : Si → X factorize through u : S → X, ı.e., there exist
holomorphic maps gi : (Si, ji)→ (S,j) such that ui = u◦gi.
Proof.
Step 1. For every J-holomorphic imbedding u : ∆ → (X,J) with J ∈ C1 and for
every p ∈ ∆ there exist a neighborhood U ⊂ X of u(p), a C1-smooth integrable
complex structure J1 in U and J1-holomorphic coordinates (w1, . . . ,wn) = (w1,w
′)
(i.e. w′ = (w2, . . . ,wn)) in U such that u(∆)∩U = {(w1,w′) ∈ U : w′ = 0} and
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J |u(∆) = J1|u(∆). In particular w1|u(∆) is a holomorphic coordinate in u−1(U)⊂∆
and
|J(w1,w′)−J1(w1,w′)|6 C(|w′|). (3.4.1)
For the proof take any J-Hermitian metric h on X . Let N1 denote the normal
bundle u∗1TX/du(TS1) with fiber N1,z over z ∈ S1. Then the exponential map
ϕ : ξ ∈N1,z 7→ expu1(z)(ξ) is a local diffeomorphism in some neighborhood V of the
zero section of N1 over S1. Note that along the zero section we can identify ϕ with
u1.
EquipN1 with a canonical holomorphic structure of the quotient u
∗
1TX/du(TS1).
Since h was chosen J-Hermitian, the operator of the complex structure JN1 coin-
cides along zero section with the structure ϕ∗J ≡ u∗1J . Note that JN1 is integrable
in V .
Step 2. (“Unique Continuation Lemma”). Let the open subset U ⊂ X, C1-smooth
complex structure J1 in U , and J1-holomorphic coordinates (w1, . . . ,wn) = (w1,w
′)
be as in the previous step. Set C := {(w1,w′) ∈ U : w′ = 0}. Let v : ∆ → U be a
J-holomorphic map. Then either v(∆)⊂ C or v−1(C) is discrete.
To show this, we use (w1,w
′) as complex coordinates and consider U as an open
subset of Cn, so that J1 = Jst. Set v
′ := w′ ◦v, ı.e., v′ is obtained from v by
forgetting the first component. Then v−1(C) = v′−1(0). Furthermore,
|∂Jstv′(z)| 6 |∂Jstv(z)|= |∂J1v(z)|= |∂Jv(z)−∂J1v(z)|6
6 ‖dv‖L∞ · |J(v′(z))−J1(v′(z))|,
which means that locally |∂Jstv′|6 C|v′|. By Lemma 3.1.1 either v′−1(0) is discrete,
or v′ is identically zero. 
Remarks. 1. Note that, in the latter case, v : ∆→ C is holomorphic.
2. The “Unique Continuation Lemma” remains true for Lipschitz J (ı.e., J ∈ C0,1)
but not for Ho¨lder and continuous J (ı.e., J ∈ C0,α with 06 α < 1). To see this, we
note that if J ∈ C0,α with 0 < α 6 1, then any J-holomorphic map u : ∆→ (X,J)
is C1-smooth by standard regularity for the elliptic equation ∂Ju = 0. If u is an
immersion, then du : T∆→ u∗TX is an imbedding of complex (not holomorphic!)
bundles, and N := u∗TX/du(T∆) has a canonical complex structure. Equip N
with any holomorphic structure compatible with the complex one. Then Step 1
from above goes through and we can locally construct J1, which coincides with J
along some neighborhood of a given point p ∈∆. Instead of (1) we obtain
|J(w1,w′)−J1(w1,w′)|6 C(|w′|α). (3.4.2)
Thus the “similarity principle” and Step 2 are applicable if α = 1 (Lipschitz case)
but fail if α < 1 (Ho¨lder case).
Exercise. Construct a counter example to “unique continuation lemma” for the
Ho¨lder J in the following way. Take two different smoothly imbedded disks which
coincide along some open subset, and try to construct a complex structure J to make
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both J - complex . It appears that for appropriately chosen disks one succeeds with
J ∈ C0,α for at least some 0< α < 1.
Step 3. Proof of the Theorem in the case when ui : (Si, ji)→ (X,J) are immersions.
Consider set A of those V such that V is an open subset in one of Si and
ui : V →X is injective. Equip every V ∈A with the complex structure and with a
J-holomorphic map u˜ : V →X induced from Si. Define the equivalence relation ∼
on the disjoint union ⊔V ∈AV , identifying points p′ ∈ V ′ and p′′ ∈ V ′′ if there exist
V ∈A and p ∈ V such that u˜(V )⊂ u˜(V ′)∩ u˜(V ′′) and u˜(p) = u˜(p′) = u˜(p′′).
Set S :=
(⊔V ∈AV )/ ∼ with projection π : ⊔V ∈AV → S. Induce the quotient
topology on S declaring {π(V ) : V ∈ A} as the basis of the topology. Then u˜
induces the map u : S → X which is holomorphic. We shall show that S and
u obey the desired properties. The main point at this step is to show that the
quotient topology on S is Hausdorff.
Let p′ and p′′ be two distinct points on S. If u(p′) 6= u(p′′), then there exist
disjoint neighborhoods u(p′) ∈ U ′ ⊂ X and u(p′′) ∈ U ′′ ⊂ X and their pre-images
V ′ := u−1(U ′) and V ′′ := u−1(U ′′) are disjoint neighborhoods of p′ and p′′. It
remains to consider the case when u(p′) = u(p′′).
Let p˜′ ∈ V˜ ′ and p˜′′ ∈ V˜ ′′ be representatives, ı.e., V˜ ′, V˜ ′′ ∈ A, π(p˜′) = p′,
and π(p˜′′) = p′′. Shrinking V˜ ′, if needed, we may assume that for u˜(V˜ ′) there
exists a neighborhood U ⊂ X , an (integrable) complex structure J1 in U and J1-
holomorphic coordinates (w1,w
′) in U with the properties of Step 1. Shrinking
V˜ ′′, we may assume that u˜(V˜ ′′) is also contained in U . Using Step 2, we may
additionally assume that u(p′) = u(p′′) is the only intersection point of u˜(V˜ ′) and
u˜(V˜ ′′). Then π(V˜ ′) and π(V˜ ′′) are disjoint neighborhoods of p′ and p′′. This shows
that S is Hausdorff.
By assumption, maps ui : Si → X are immersions. Thus every Si can be
covered by open sets V ⊂ Si such that restrictions ui|V are imbeddings. Every
such V belongs to the atlas A, and the canonical projection π : V → S is a
holomorphic imbedding. By the definition of the equivalence relation ∼, these local
maps π : V ⊂ Si→ S can be glued together to holomorphic maps gi : Si→ S. One
can see that the constructed (S,j), u : S → X , and gi : Si → S have the desired
properties.
Non immersed case. Here we consider the case where ui : (Si, ji)→ (X,J) are
not necessarily immersions.
From Proposition 6.3.2 of Lecture 6, maps ui define bundle homomorphisms
dui : TSi→ Ei := u∗i (TX) which are holomorphic w.r.t. the canonical holomorphic
structure on Ei. This implies that the zero set Ai := {y ∈ Si : dui(y) = 0} is
discrete in Si. In particular, every ui is an immersion outside Ai.
Set Sˇi := Si\Ai. Then ui : Sˇi→X are immersions, and the previous arguments
remain valid. Let (Sˇ, ˇ), uˇ : Sˇ→X , and gˇi : Sˇi→ Sˇ be the corresponding objects.
Numerate points in A1 in any order, A1 = {a1,a2, . . .}.
Step 4. We state that for k = 1,2, . . . there exist Riemann surfaces S(k) and holo-
morphic maps g
(k)
1 : S
(k)
1 → S(k) such that S(k)1 := Sˇ1∪{a1, . . .ak}, g(k)1 |Sˇ = gˇ1, and
S(k) = Sˇ ∪g(k)1 ({a1, . . .ak}).
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In other words, at the k-th step we add to S
(k−1)
1 the point ak, and extend
g
(k−1)
1 : S
(k−1)
1 → S(k−1) through ak holomorphically, adding, if needed, some new
point to S(k−1).
The proof of this statement proceeds inductively. For a given k take a sufficiently
small neighborhood Vk ⊂ S1 of ak which contains no other points of A1. Set
Vˇk := Vk\{ak}. If the restriction g(k−1)1 |Vˇk : Vˇk → S(k−1) extends to a holomorphic
map g
(k)
1 |Vk : Vˇk→ S(k−1), one has nothing to do but set S(k) := S(k−1).
Otherwise we set S(k) := S(k−1) ⊔ {bk} and g(k)1 (ak) = bk. We must prove
existence of appropriate topology and complex structure on the constructed S(k).
We give a proof of these properties in full detail.
Choose C2-smooth local complex (not holomorphic) coordinates (w1, . . . ,wn)
in a neighborhood of u1(ak) ∈ X such that a complex structure J ′ defined by
(w1, . . . ,wn) coincides with J in u1(ak). Let z be a local complex coordinate on S1
in a neighborhood of ak. We may assume that (w1, . . . ,wn) (resp. z) are centered
in u1(ak) (resp. in ak). Lemma 3.1.1 provides that in these coordinates the map
u1 : S1 →X has the form u1(z) = zl · (v1(z), . . . , vn(z)) with ~v = (v1, . . . , vn) ∈ L1,p
and ~v(0) 6= 0.
Choose a coordinate wp such that the corresponding component vp does not
vanish at z = 0, vp(0) 6= 0. Then there exists the l-th root of this vp, ı.e., vp(z) =
(f(z))l for some continuous non-vanishing function f(z). Since vp(z) is L
1,p-smooth,
so is f(z). Shrinking our neighborhood Vk, if needed, we may assume that f(z)
is not vanishing in Vk. Thus for an appropriate neighborhood U of u1(ak) there
exists a C2-smooth map wp : U → C such that hp := wp ◦u1(z) = (zf(z))l for some
L1,p-smooth non-vanishing function f(z) defined in a neighborhood of ak. We may
additionally assume that
|f(z)−f(0)|6 ε << 1 for all z ∈ Vk. (3.4.3)
Note that for every sufficiently small b ∈ C we have at least one solution z ∈ Vk
of the equation hp(z) = b with |zf(0)|l 6 2|b|. In order to see this, one considers
hp-images of circles γt := {|zf(0)|l = t|b|}. Then due to (3.4.3), the image hp(γ 1
2
)
lies in the disk ∆(|b|), whereas hp(γ2) lies outside of ∆(|b|). Homotopy argument
shows that b ∈ ψ(γt) for some t ∈] 12 ,2[. Similarly, one obtains the estimate
c · |hp(z)| 1l 6 |z| 6 C · |hp(z)| 1l for z ∈ Vk (3.4.4)
with some constants c and C. Take a sufficiently small disk ∆(r) in C (range of
hp(z) = ωp ◦u1(z)) and consider the set V
′
k := {z ∈ Vk : |z|l < 2r|f(0)|l , |hp(z)| < r}.
Consider a sequence zi ∈ V ′k such that hp(zi) converges to some b ∈ ∆(r). Then
some subsequence of zi converges to z
∗ with |z∗| 6 2r|f(0)|l . But then |hp(z∗)| =
|z∗f(z∗)|l = |b| which implies |z∗|l = |b||f(z∗)|l < 2r|f(0)|l , so that z∗ ∈ V ′k. This shows
that the map hp : Vk →∆(r) is proper. By (4), hp(z) = 0 for z ∈ V ′k implies z = 0.
Thus, for Vˇ ′k := {z ∈ V ′k : z 6= 0}= V ′k\{ak} the map hp : Vˇ ′k → ∆ˇ(r) is also proper.
Recall that the bundle homomorphism du1 : TS1 → E1 := u∗1TX is holomorphic
with respect to the canonical holomorphic structure on E1. Thus, in V
′
k we can
represent du1 in the form du1(z) = z
l−1 ·s(z) with s(z) also holomorphic and s(0) 6=
34
0. This implies that for z 6= 0 ∈ V ′k sufficiently close to 0 the image du1(TzS1) of the
tangent space TzS1 is close to a real 2-dimentional space Cs(0)⊂ E1|0 = Tu1(ak)X .
This is a complex line in Tu1(ak)X generated by s(0). We may assume that the
coordinates (w1, . . . ,wn) were chosen in such a way that the p-th component of the
vector s(0) is non-zero. This means that the linear map dwp|du1(ak) : Tu1(ak)X → C
is not degenerated Cs(0) ⊂ Tu1(ak)X . Thus, for any b sufficiently close to u1(ak),
and for any real 2-dimensional space L⊂ TbX sufficiently close to Cs(0) the linear
map dwl|b : TbX →C is not degenerated on L.
Hence we can conclude that hp : Vˇ
′
k → ∆ˇ(r) is not degenerated provided r was
chosen sufficiently small. This means that hp : Vˇ
′
k → ∆ˇ(r) is a covering. Note that
π1(∆ˇ(r)) = Z and that π1(Vˇ
′
k) contains Z as a subgroup generated by a small circle
{|z| = ρ}. From inclusion (u1)∗ : π1(Vˇ ′k) →֒ π1(∆ˇ(r)) we conclude that π1(Vˇ ′k) = Z,
and that hp : Vˇ
′
k → ∆ˇ(r) is a finite covering. Since a small circle {|z| = ρ} around
ak ∈ V ′k is a generator of π1(Vˇ ′k), we conclude that V ′k is a disk and Vˇ ′k is a punctured
disk.
Now recall that the map hp : Vˇ
′
k → ∆ˇ(r) can be seen as a composition of
g(k−1) : Vˇ ′k → S(k−1) with a coordinate function wp restricted on uˇ1(Vˇ ′k). Set
Wˇk := g
(k−1)(Vˇ ′k) and consider a holomorphic map g
(k−1) : Vˇ ′k → Wˇk. Then this
map is again proper and non-degenerate and therefore is also a finite covering. This
implies that Wˇk is also a punctured disk.
Let ψˇ : Wˇk → ∆ˇ be a biholomorphism which can be seen as a local chart on
Wˇk ⊂ S(k−1). Define holomorphic structure on S(k) = S(k−1)⊔{bk} in the following
way. Interpret bk as a puncture point of Wˇk, set Wk := Wˇk ⊔ {bk}, extend ψˇ to
the map ψ : Wk → ∆ setting ψ(bk) := 0. Extend the topology on S(k) in such a
way that ψ :Wk →∆ becomes a homeomorphism. Declare ψ to be a holomorphic
coordinate on S(k). Note that the composition ψˇ ◦g(k−1) : Vˇ ′k → ∆ˇ is bounded;
thus it extends to a holomorphic map from V ′k to ∆. Consequently, ψˇ
−1 : ∆ˇ →
Wˇk ⊂ S(k−1) cannot be holomorphically extended to ψ−1 : ∆ → S(k−1), because
otherwise this would mean holomorphic extensibility of g(k−1) : S(k−1)1 → S(k−1)
through ak. This property insures that S
(k) is Hausdorff. Thus constructed, S(k)
and g(k) : S
(k)
1 → S(k) obey the desired properties.
Setting S′ := ∪kS(k) we obtain the minimal extension of Sˇ such that the map
gˇ1 : Sˇ1 → Sˇ extends holomorphically to g′1 : S1 → S′. A similar construction should
be done to extend gˇ2 : Sˇ2 → S′ to a holomorphic map g2 : S2 → S. This finishes
the proof of the theorem . 
In the spirit of Theorem 3.4.1 one obtains the following result.
Proposition 3.4.2. Let (X,J) be an almost complex manifold with J ∈ C1. Then
any primitive J-holomorphic map u : (S,j)→X with connected irreducible (S,j) is
injective outside some countable subset A⊂ S. Moreover, A can be chosen in such
a way that for any compact K ⋐ S the intersection A∩K is finite.
Proof. We have shown that A1 := {a ∈ S : du(a) = 0} is discrete; therefore it is
countable. Set Sˇ := S \A1. Consider the set A2 := {(a,b) ∈ Sˇ× Sˇ : u(a) = u(b)}.
We state that A2 is discrete in Sˇ× Sˇ \∆, where ∆ is a diagonal. Otherwise there
must exist a sequence (an, bn) converging to some pair (a
∗, b∗) ∈ Sˇ × Sˇ. Take a
sufficiently small neighborhood V ⊂ Sˇ of a∗ and find a neighborhood U ⊂ X of
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u(a∗), which obeys the properties of Step 1 from the previous proof. Note that
obviously u(b∗) = u(a∗). Now we obtain a contradiction with argumentations from
Step 2 above. This shows that A2 must be discrete in Sˇ× Sˇ∆.
Thus it is also countable. Let A3 be the projection of A2 onto the first Sˇ. Then
A :=A1∪A2 obeys the desired properties. 
Remark. In fact, positivity of the intersection of J - complex curves with J ∈
C1 provides that there exists a discrete subset A ⊂ S fulfilling the condition of
Proposition 3.4.2. We will prove this in next section.
3.5. Positivity of Intersection.
Let us first recall the notion of the intersection number (index) of two surfaces
in R4. Let M1 andM2 be two-dimensional, oriented, smooth surfaces in R
4 passing
through the origin. We suppose further that both M1,M2 intersect the unit sphere
S3 transversally by curves γ1 and γ2, respectively, and that γ1 and γ2 do not
meet one another. Let M˜i be small perturbations of Mi making them intersect
transversally.
Definition 3.5.1. The intersection number of M1 and M2 is defined to be the
algebraic intersection number of M˜1 and M˜2. If M1,M2 intersect only at zero, we
also say that the number just defined is the intersection index of M1 and M2 at
zero. It will be denoted by δ0(M1,M2) or δ0.
Remark. This number is independent of the particular choice of perturbations
M˜i. We shall use the fact that the intersection number of M1 and M2 is equal to
the linking number l(γ1,γ2) of the (reducible in general) curves γi on S
3, see [Rf].
In the following theorem the structure J is supposed to be of class C1.
Theorem 3.5.1. Let ui : ∆ → (R4,J), i = 1,2 be two primitive distinct J -
complex disks such that u1(0) = u2(0). Set Mi := ui(∆). Let Q =M1∩M2 be the
intersection set of the disks. If J is C1-smooth, then the following is true.
i) The set {(z1, z2) ∈∆×∆ : u1(z1) = u2(z2)} is a discrete subset of ∆×∆. In
particular, u1(∆)∩u2(∆) is a countable set;
ii) The intersection index in any such point of Q is strictly positive. Moreover,
if µ1 and µ2 are the multiplicities of u1 and u2 in z1 and z2, respectively, with
u1(z1) = u2(z2) = p, then the intersection number δp of branches of M1 and M2 at
z1 and z2 is at least µ1 ·µ2;
iii) δp = 1 iff M1 and M2 intersect at p transversally.
Proof. Case 1. The map u1 has no critical points. Thus u1 : ∆ → R4 is an
immersion. Take any (a1,a2) ∈ ∆×∆ with u1(a1) = u2(a2). In a neighborhood
of u1(a1) ∈ R4 we find local coordinates (w1,w2) with the properties from Step 1
of the proof of Theorem 3.4.1. We may assume that in these coordinates the map
u1 has the form u1(z) = (z,0) and that a1 is the point with z = 0. Choose the
local coordinate z on the second disk such that z = 0 is the point a2. Consider
representation of the map u2 : ∆ → R4 in coordinates (w1,w2) such that u2(z) =
(w1(z),w2(z)). From the inequality (3.4.1) and Lemma 3.1.1 we conclude that
w2(z) = z
νb(z) for some b ∈ L1,p with b(0) 6= 0. This implies that the only
intersection point of images of small neighborhoods of a1 and a2 is u1(a1) = u2(a2) =
36
p, and its intersection index is ν. This provides the properties i) – iii) for the case
when one of the maps u1 or u2 is an immersion.
Case 2. Both u1 and u2 are immersions outside 0 ∈ ∆, but du1(0) = 0 = du2(0).
Moreover, u1(0) = u2(0).
First we collect some information about the local behavior of ui at 0 ∈ ∆. We
consider only the map u1; the same procedure should be done for u2.
Without loss of generality we may assume that the point u1(0) = u2(0) is the cen-
ter of coordinates in R4. We may also assume that the standard complex structure
Jst in R
4 coincides with the given structure J in the point P . Let (w1,w2) be the
standard complex coordinate in (R4,Jst) = C
2. To avoid possible confusion, denote
by u˜= u˜(z) the representation of u in coordinates (w1,w2). Then u˜1(z) = z
µ1v1(z)
with v1 ∈ L1,p and v1(0) 6= 0 by the “similarity principle”.
Now consider the bundle E1 := u
∗
1TR
4 over ∆. Two complex structures in
R4, J and Jst, induce two complex structures in E1, u
∗
1J and u
∗
1Jst. We always
equip E1 with the co-structure u
∗
1J ; otherwise the contrary is noted explicitly. In
particular, E1 equipped with u
∗
1J has the canonical holomorphic structure such
that the homomorphism du1 : T∆ → E1 is holomorphic. Consequently, du1(z) =
zν1s1(z) for some holomorphic section s1 of E1 with s1(0) 6= 0.
On the other hand, since the tangent bundle (TC2,Jst) is trivial, the com-
plex bundle (E1,u
∗
1Jst) has natural trivialization. Denote this trivialization by
ψ : (E1,u
∗
1Jst)→ C2, where C2 stands for the trivial bundle over ∆. Then the homo-
morphism ψ(z) : E1|z → C2 is an R-linear isomorphism in general, and complex lin-
ear exactly for those z ∈∆, for which J(u1(z)) = Jst(u1(z)). In particular, this holds
for z = 0. This implies ψ(zνs(z)) = zνψ(s(z))+O(|z|ν+1). From our construction of
psi follows the equality ψ ◦du1(z) = du˜1(z). Thus du˜1(z) = z
ν1 ·ψ ◦s1(z)+O(zν1+1).
Comparing this asymptotic expansion with u˜1(z) = z
µ1v1(z) we conclude that
ν1 = µ1−1 and s1(0) = µ1v1(0).
From now on we do not distinguish the map u1 from its representation u˜1 in
coordinates (w1,w2). Note that we can use the same coordinates (w1,w2) and the
structure Jst considering the map u2. Thus we get the asymptotic relations
ui(z) = z
µivi(0)+O(|z|µi+α) (3.5.1)
dui(z) = z
µi−1vi(0)+O(|z|µi−1+α) (3.5.2)
with some Ho¨lder exponent α > 0. This implies the transversality of small J -
complex disks ui(∆(ρ)) to small spheres S
3
r . More precisely, there exist radii ρ > 0
and R > 0 such that for any 0 < r < R the J-curves ui(∆(ρ)) intersect the sphere
S3r := {|w1|2+ |w2|2 = r2} transversally along smooth immersed circles γi(r). In
fact, the asymptotic relation (4) provides that for any θ ∈ [0,2π] there exists at
least one solution of the equation
∣∣ui(ρieiθ)∣∣ = r with ρi < ρ, and that any such
solution ρi must be close to
(
r
|v1(0)|
)1/µi
. Then one uses (5) to show that the
set γ˜i(r) := {z ∈ ∆ :
∣∣ui(z)∣∣ = r} is, in fact, a smooth imbedded curve in ∆,
parameterized by θ ∈ [0,2π], and that ui : γ˜i(r) → S3r is an immersion with the
image γi(r).
Taking an appropriate small subdisk and rescaling, we may assume that ρ= 1 =
R. Note that the points of the self- (resp. mutual) intersection of γi(r) are self-( or
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resp. mutual) intersection points of ui(∆). Let us call r ∈]0,1[ non-exceptional if
curves γi(r) ⊂ S3r are imbedded and disjoint. Thus r∗ ∈]0,1[ is exceptional if S3r∗
contains intersection points of ui(∆).
The “unique continuation lemma” of Step 2 of the proof of Theorem 3.4.1 pro-
vides that any such intersection point is isolated in the punctured ball Bˇ := {0 <
|w1|2+ |w2|2 < 1}. This implies that either there exist finitely many exceptional
radii r∗ ∈]0,1[, or that they form a sequence r∗n converging to 0.
Denote Mi(r) := ui(∆)∩B(r). For non-exceptional r we can correctly define the
intersection index of M1(r) with M2(r).
By Corollary 3.1.3, the maps ui can be represented in the form ui(z) = z
µi ·vi(z)
with vi ∈ L1,p(∆,C2) such that v1(0) 6= 0 6= v2(0). As above, we consider two cases.
Case 1. The vectors v1(0) and v2(0) are not collinear.
It is easy to see that, in this case, 0 ∈ C2 is an isolated intersection point of
u1(∆) and u2(∆) with multiplicity exactly µ1 ·µ2. The asymptotic formula (3.4.4)
provides that if vectors v1(0) and v2(0) are complex linear independent, then 0 ∈ R4
is an isolated intersection point of Q = u1(∆)∩u2(∆) with the index µ1·µ2. Thus
we have only finitely many intersection points p ∈ Q. Since all other points p ∈ Q
are smooth, the intersection index in every such point is positive. Thus in the case
of non-collinear v1(0) and v2(0) for any non-exceptional r > 0 the intersection index
of M1(r) and M2(r) is positive.
Case 2. The second case is when the vectors v1(0) and v2(0) are collinear.
The idea is to “turn” the map u2 a little and to reduce the case to the previous
one. So let T ∈ End
C
(C2) be a linear unitary map which is close enough to identity
such that T (v2(0)) is not collinear to v1(0). Define J
T := T−1 ◦J ◦T so that
‖JT − J‖C1(B) 6 ‖T − Id‖. Applying Lemma 3.3.1 with u0 = zµ2v2 and v = 0,
we find w ∈ L1,p(∆,C2) with w(0) = 0 such that ∂JT (zµ2(v2+w)) = 0. The map
u˜2 := T (z
µ2(v2+w)) is the required “turned” J-holomorphic map. Since such a
“turn” can be made small enough, the intersection number of ui(∆) in the ball Br−
does not change.
This implies that the intersection number of u1(∆) and u2(∆) in any ball Br is
not less than µ1 ·µ2. Another conclusion is that 0 ∈ C2 is an isolated intersection
point of uj(∆). Otherwise we could find a sequence riց0 with at least one inter-
section point of uj(∆) in every spherical shell Bri\Bri+1 ; therefore the intersection
number of uj(∆) in the balls Bri would be strictly decreasing in i.
Thus the statements (i) and (ii) are proved. The proof of (iii) is now obvious
and follows from the observation that µ1 = µ2 = 1 in this case. 
Corollary 3.5.2. Let ui : Si→ (X,J), i = 1,2 be compact irreducible J - complex
curves such that u1(S1) = M1 6= u2(S2) = M2. Then they have finitely many
intersection points and the intersection index in any such point is strictly positive.
Moreover, if µ1 and µ2 are the multiplicities of u1 and u2 in such a point p, then
the intersection number of M1 and M2 in p is at least µ1 ·µ2.
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Appendix 2
The Bennequin Index and Genus Formula.
A2.1. Bennequin Index of a Cusp.
Let u : (∆,0) → (C2,J,0) be a germ of a nonconstant complex curve in zero.
Without loss of generality we always suppose that J(0) = Jst. Taking into account
that zeros of du are isolated, we can suppose that du vanishes only at zero. Fur-
thermore, let w1,w2 be the standard complex coordinates in (C
2,Jst). According
to Lemma 3.1.3 we can write our curve in the form
u(z) = zµ ·a+o(|z|µ+α), a ∈ C2 \{0},〉0< α < 1. (A2.1.1)
For r > 0 define Fr := TS
3
r ∩J(TS3r ) to be the distribution of J-complex planes
in the tangent bundle TS3r to the sphere of radius r. Fr is trivial, because J is
homotopic to Jst = J(0). By F we denote the distribution ∪r>0Fr ⊂ ∪r>0TS3r ⊂
TB∗, where TB∗ is the tangent bundle to the punctured ball in C2.
Lemma A2.1.1. The (possibly reducible) curve γr =M ∩S3r is transversal to Fr
for all sufficiently small r > 0.
Proof. In fact, due to Lemma 3.2.3 one has du(z) = µzµ−1 · adz+ o(|z|µ−1+α).
Since J ≈ Jst for r sufficiently small, Tγr is close to Jstnr, where nr is the field of
normal vectors to S3r .
On the other hand, for sufficiently small r, the distribution Fr is close to the one
of Jst complex planes in TS
3
r , which is orthogonal to Jstnr. 
This fact permits us to define the Bennequin index of γr. Namely, take any
nonvanishing section ~v of Fr and move γr along the vector field v to obtain a curve
γ′r. We can make this move for a small enough time, so that γ
′
r does not intersect
γr. Following Bennequin [Bn], we have
Definition A2.1.1. Define the Bennequin index b(γr) to be the linking number
of γr and γ
′
r.
This number does not depend on r > 0, taken sufficiently small, because γr
is homotopic to γr1 for r1 < r within the curves transversal to F , see [Bn]. It
is also independent of the particular choice of the field ~v. Thus for the standard
complex structure Jst in B ⊂ C2 we use ~vst(w1,w2) := (−w¯2, w¯1) for calculating
the Bennequin index of the curves on sufficiently small spheres. For an arbitrary
almost complex structure J with J(0) = Jst we can find the vector field ~vJ , which
is defined in a small punctured neighborhood of 0 ∈ B, is a small perturbation of
~vst, and lies in the distribution F defined by J .
Denote by Br1,r2 the spherical shell Br2 \Br1 for r1 < r2.
Lemma A2.1.2. Let Γ be an immersed J - complex curve in the neighborhood
of Br1,r2 such that all self intersection points of Γ are contained in Br1,r2 and for
every r1 6 r 6 r2 all components of the curve γr = Γ∩S3r are transversal to Fr.
Then
b(γr2) = b(γr1)+2 ·
∑
x∈Sing(Γ)
δx, (A2.1.2)
where the sum is taken over self-intersection points of Γ.
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Proof. Move Γ a little along vJ to obtain Γ
ε. By γεr1 ,γ
ε
r2 denote the intersec-
tions Γε ∩S3r1 ,Γε ∩S3r2 , which are of course the moves of γrj along vJ . We have
l(γr2 ,γ
ε
r1
)− l(γr1 ,γεr1) = int(Γ,Γε), where l(·, ·) is the linking number and int(·, ·) is
the intersection number.
Now let us calculate int(Γ,Γε). From Theorem 3.5.1 we know that there are only
a finite number {p1, . . . ,pN} of self-intersection points of Γ. Take one of them, say
p1. Let M1, . . . ,Md be the disks on Γ with a common point p1 and otherwise mutu-
ally disjoint. More precisely we take Mj to be irreducible components of Γ∩Bp1 (ρ)
for ρ > 0 small enough. Remark that Mj are transversal to vJ , so their moves M
ε
j
don’t intersect them, ı.e., Mj ∩M εj =∅. Note also that int(Mk,Mj) = int(Mk,M εj )
for ε > 0 sufficiently small. So int(Mk,Mj) = int(Mk,M
ε
j ) + int(M
ε
k ,Mj). Fi-
nally δp1 =
∑
16k<j6d int(Mk,Mj) = int(Γ∩Bp1(ρ),Γε∩Bp1(ρ)). This means that
int(Γ,Γε) = 2 ·∑Nj=1 δpj . 
A2.2. Proof of Adjunction Formula.
In §§3.4,3.5 we have proved that compact J - complex curve with a finite number
of irreducible componentsM =
⋃d
i=1Mi has only a finite number of nodes (ı.e., self-
intersection points) points, provided J is of class C1.
For each such point p we can introduce, according to Definition 3.5.1, the self-
intersection number δp(M) of M at p. Namely, let Sj be a parameter curve for Mj ,
i.e. Mj is given as an image of the J-holomorphic map uj : Sj →Mj . We always
suppose that the parameterization uj is primitive, ı.e., they cannot be decomposed
like uj = vj ◦r where r is a nontrivial covering of Sj by another Riemann surface.
Denote by {x1, . . . ,xN} the set of all pre-images of p under u :
⊔d
i=1Sj → X ,
and take mutually disjoint disks {D1, . . . ,DN} with centers x1, . . . ,xN such that
their images have no other common points different from p. For each pair Di,Dj ,
i 6= j, define an intersection number as in Definition 3.5.1 and take the sum over
all different pairs to obtain δp(M).
Now put δ =
∑
p∈D(M) δp(M), where the sum is taken over the set D(M) of all
nodes of M , ı.e., points which have at least two pre-images.
Consider now the set {p1, . . . ,pL} ⊂
⋃d
j=1Sj = S of all cusps of M , ı.e., points
where the differential of the appropriate parameterization vanishes. Take a small
ball Br around u(pi) and a small disk Dpi around pi. Let γ
i
r := u(∆pi)∩∂Br and
bi be the Bennequin index of γ
i
r, defined in Definition A2.1.1.
Definition A2.2.1. The number κi := (bi+1)/2 is called the conductor of the cusp
ai = u(pi).
Also let κ :=
∑L
i=1κi. We are now able to state the genus formula.
Theorem A2.2.1. Let M = ∪dj=1Mj be a compact J - complex curve in an almost
complex surface (X,J) with the distinct irreducible components {Mj}, where J is
of class L1,p. Then
d∑
j=1
gj =
[M ]2− c1(X,J)[M ]
2
+d− δ−κ, (A2.2.1)
where gj are the genera of parameter curves Sj.
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Proof. The main line of the proof is the reduction of a general case to the case
where M is immersed, which was proved in §1.
Let u :
⊔d
j=1Sj −→ X be a J-holomorphic map, which parameterizes the curve
M . Also let {x1, . . . ,xn} be the set of cusp-points of M , ı.e., the images of critical
points of u. Our reduction procedure is local, and we make our constructions in
a neighborhood of every point xj separately. Therefore, from now on we fix such
a point x. Due to Corollaries 2.2.3 and 3.4.2 there exists a neighborhood U of x
which contains no other cusp-points and no other self-intersection points. Theorem
3.5.1 i) implies that by taking the neighborhood U small enough, we may assume
that any component of M ∩U goes through p ∈ U . Without losing generality we
may also assume that U is the unit ball B ⊂ C2, that x corresponds to the center
0 of B, and J(0) = Jst.
Denote by Γj the irreducible components of M ∩B and let uj : ∆ → B be a
parameterization of Γj such that uj(0) = 0 ∈ B. Denote µj := ord0duj +1; thus
0 ∈∆ is the cusp-point for uj iff µj > 2.
Step 1. Rescaling procedure.
Take some cusp-component Γj . Due to Corollary 3.1.3 the map uj has the form
uj(z) = z
µj · aj +O
(|z|µj+α) with the constant aj 6= 0 ∈ C2. Moreover, Lemma
3.2.3 provides that∣∣duj(z)−µjzµj−1aj ·dz∣∣6 C(‖uj‖L1,p(∆),α,p) · |z|µj−1+α,
for any 0< α < 1 and 2< p <∞.
For 0 < r 6 1 we consider the maps πr : B → B, πr(w) := rµj ·w, the rescaled
maps u
(r)
j : ∆→B, πr ◦u(r)j (z) = uj(rz), and the rescaled almost complex structures
J (r) := π∗rJ in B. The map u
(r)
j is a parameterization of J
(r)-holomorphic curves
π−1r Γj . One can see that ‖u(r)j (z)− zµjaj‖C0(∆) 6 C · rµj+α and ‖du(r)j (z)−µj ·
zµj−1aj · dz‖C0(∆) 6 C · rµj−1+α. In particular, there exists rj > 0 such that for
all 0 < r < rj the maps u
(r) are transversal to all spheres S31 . On the other hand,
‖J (r)−Jst‖C1(B) =O(rµj ), and for any ε > 0 we can choose sufficiently small rj > 0
such that ‖J (r)−Jst‖C1(B) 6 ε for all 0 < r < rj . Thus, by replacing B, J and all
the maps uj by their rescaled counterpart, we may assume that the almost complex
structure J satisfies the estimate
‖J −Jst‖C1(B) 6 ε. (A2.2.2)
Step 2. Reduction to the case of holomorphic cusp-points.
Recall that in Lemma 1.4.1 a natural diffeomorphism between the space J of
orthogonal complex structures in R4 and the unit sphere S2 := {(c1, c2, s) ∈ R3 :
c21 + c
2
2 + s
2 = 1} was established. Define the function Φ : J → R2 by setting
Φ(J) = (c1, c2). The map Φ defines a diffeomorphism between the upper half-sphere
in S2 and the unit disk R2 such that the north pole (0,0,1) ∈ S2 corresponds to
the center of the disk.
Define the function f : B → R2 setting f(w) := Φ(J(w)). Due to (A2.2.3), f
parameterizes the given almost complex structure J , ‖f‖C1(B) 6 Cε, and f(0) = 0.
Fix a cut-off function χ in B such that 0 6 χ 6 1, χ
∣∣
B(1/2)
≡ 1, suppχ ⋐ B, and
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‖dχ‖C1(B) 6 3. For 06 t6 1 and 0< σ < 1 set fσ,t(w) := (1− tχ(w/σ)) ·f(w) and
define Jσ,t := Φ
−1(fσ,t). One can easily see that ‖fσ,t‖C1(B) 6 4 · ‖f‖C1(B), and
consequently ‖Jσ,t−Jst‖C1(B) 6 C1 · ‖J−Jst‖C1(B) 6 C1 · ε. Here the constant C1,
as well as the constants C2, . . . ,C5 below in the proof, are independent of ε, t and
σ. For fixed σ, the curve Jσ,t, 0 6 t 6 1 is a homotopy between J ≡ Jσ,0 and an
almost complex structure Jσ := Jσ,1 such that Jσ,t ≡ J in B\B(σ) and Jσ ≡ Jst in
B(σ2 ). Moreover, we have
‖Jσ,t−Jst‖C1(B)+‖dJσ,tdt ‖C1(B) 6 C2 · ε. (A2.2.3)
Now we fix some p > p′ > 2 and set α := 2p′ − 2p . Due to (4.2.3) we can apply
Lemma 3.3.1 i) to the map uj with νj = µj , vj ≡ 0, and with the curve of C1-
smooth almost complex structures Jσ,t. As result we obtain a curve of maps uj,σ,t =
uj+z
µjwj,σ,t with wj,σ,t(0) = 0 and ‖wj,σ,t‖L1,p(∆) 6 C3 ·‖uj‖L1,p(B). The condition
supp J˙σ,t ⊂ B(σ) together with Corollary 3.1.3 provide that supp (J˙σ,t ◦duj,σ,t) ⊂
∆(ρ) with ρ∼ σ1/µj . Due to (3.3.8) and the Ho¨lder inequality we obtain∥∥∥z−µj · J˙σ,t(uj,σ,t)◦duj,σ,t∥∥∥
Lp
′
(∆)
6 C4 ·σα/µj · ‖uj‖2L1,p(∆) · ‖J˙σ,t‖C1(B), (A2.2.4)
and consequently
‖wj,σ,1‖L1,p′(∆) 6 C5 ·σα/µj · ‖uj‖2L1,p(∆). (A2.2.5)
Lemma 3.2.3 provides that for σ small enough the Jσ-holomorphic maps uj,σ :=
uj,σ,1 are transversal to all spheres S
3
r , 0< r <
1
2 , have no self-intersection points in
B( 12 )\B( 14), and the Bennequin index of uj,σ(∆)∩S3r , 14 < r < 12 , coincides with the
one of Γj ∩S3r , 0< r < 1. Moreover, we may match uj,σ to the rest of M , changing
in an appropriate way the almost complex structure J , see Lemma A2.3.1.
As a result, we conclude that for appropriate small enough neighborhoods U1 ⋐ U
of any cusp-point p ∈ M there exist a perturbed almost complex structure J˜ and
J˜-holomorphic curve M˜ , which is parameterized by u˜ :
⊔d
j=1Sj −→X and has the
following properties:
i) J˜ and M˜ coincide on X\U with J and M correspondingly;
ii) U1 is a ball centered in p and M˜ ∩U1 is obtained from M ∩U1 by perturbing
its components in the above described way;
iii) the (possibly reducible) curve γ˜ := ∂U1 ∩ M˜ is isotopic to γ := ∂U1 ∩M ,
in particular all the corresponding components γ˜j of γ˜ and γj of γ have the same
Bennequin index, and the linking number l(γ˜i, γ˜j) is equal to l(γi,γj);
iv) u˜ is homotopic to u;
v) the cusp-points of M˜ coincide with the ones of M and δ˜+ κ˜ = δ+κ,
vi) J˜ is integrable in a neighborhood.
The last equality of v) follows from iii) due to Lemma 4.1.2. Thus the formulas
(4.2.1) for M and M˜ are equivalent.
Step 3. Final reduction to the case of an immersed curve.
This step is rather obvious and uses the following fact, shown in [Bn]. Let B be
the unit ball in C2 and let Γ0 be an irreducible holomorphic curve in B, which is
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transversal to ∂B and is defined as a zero-divisor of a holomorphic function f . Then
for any sufficiently small nonzero ε ∈ C the curve Γε, defined as the zero-divisor
of the function f + ε, are smooth and of the same genus g. Moreover, all Γε are
transversal to ∂B, and the Bennequin index of γε := Γε ∩ ∂B equals 2g− 1. In
particular, the conductor of a single cusp-point of a holomorphic curve in B can be
defined as a genus of general small perturbation to a smooth curve.
In general, let M be a J - complex curve in X , such that J is integrable in a
neighborhood of every cusp-point of M . One can now see that we can perturb J
and M to an almost complex structure J˜ and a J˜-holomorphic curve M˜ , satisfying
the conditions i)–iv) from above, and the desired condition
v′) M˜ has no cusp-points,
∑
g˜j =
∑
gj+κ, δ˜ = δ. 
An important corollary of the proof of Theorem 3 is the estimate from below of
the conductor number of a cusp point.
Corollary A2.2.2. Let J be an almost complex structure in the unit ball B ⊂ C2
with J(0) = Jst, and let u : ∆ → B be a J - complex curve with the cusp-point
u(0) = 0. Then κ0 is an integer, κ0 > ord0du, or equivalently, for all sufficiently
small r > 0 the Bennequin index of γr := u(∆)∩S3r is odd and satisfies the inequality
b(γr)> 2 ·ord0du−1. (A2.2.6)
Proof. Rescaling u as in the Step 1 of the proof of Theorem 3 we may assume
that Γ := u(∆) has no nodes and cusps, excepting 0 ∈∆ , and is transversal to all
spheres S3r , 0 < r < 1, so that the Bennequin index b(γr) is the same and equals
2κ0−1. We may also assume that for the rescaled almost complex structure J the
estimate ‖J − Jst‖C1(B) 6 ε with the appropriate ε is fulfilled. Applying Step 2
with a sufficiently small σ, we can deform u into a J˜ holomorphic map u˜ which has
the following properties:
i) Γ˜ := u˜(∆) is transversal to all spheres S3r , 0< r < 1;
ii) Γ˜ has no self-intersection points in B\B( 1
2
), and the Bennequin index of
γ˜r := Γ˜∩S3r , 12 < r < 1, coincides with the one of γr;
iii) J˜ coincides with J in B\B( 12 ), is integrable in the neighborhood of 0 ∈ B,
and ord0du˜= ord0du.
Now the corollary follows from Lemmas A2.1.2 and the fact that for integrable
complex structures the same statement is true, see [Bn]. 
Another modification of the proof of Theorem 3 leads to the following conse-
quence.
Lemma A2.2.3 Let J be a C1(X)-almost complex structure on X and M ⊂ X a
compact J holomorphic curve parameterized by u : S→X. Then
i) u can be L2,p-approximate by Jn-holomorphic immersions un : S → X with
Jn −→ J in C1(X).
ii) there exists a C1(X)-approximation Jn of J and a sequence of Jn-holomorphic
imbedded curves Mn which converge to M in the Gromov topology.
Proof. We do not need this result for the purpose of this paper; therefore, we give
only a sketch of the proof.
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In the first step, one applies the rescaling procedures in order to find appropriate
small neighborhoods of the cusp-points of M .
In the second step, one applies Lemma 3.1.3 to the chosen neighborhoods, taking
ν = 1, v sufficiently small, and J unchanged. After matching procedure we obtain
the statement i). To obtain the statement ii) , one must first deform all the nodes of
M into simple transversal ones and then find an appropriate small neighborhood U
of every node. In some complex coordinates (w1,w2) in U , the curve M is defined
by the equation w1 ·w2 = 0. It remains to replace a nodeM∩U by a “small handle”
Mε :=
{
(w1,w2) ∈ U : w1 ·w2 = ε} with ε sufficiently small and to use the matching
procedure once more. 
A2.3. A matching Structures Lemma.
Let B(r) be a ball of radius r in R4 centered at zero, and J a C1-smooth almost-
complex structure on B(2), J(0) = Jst. Further, letM = u(∆) be a closed primitive
J - complex disk in B(2) such that u(0) = 0 and M transversally meet S3r for
r > 1/2. Here S3r = ∂B(r) and transversality are understood with respect to both
TS3r and Fr, see paragraph 4.1.
By B(r1, r2) we shall denote the spherical shell {x ∈ R4 : r1 < ‖x‖< r2}. In the
lemma below denote by Dδ the pre-image of B(1+ δ) by u.
Lemma A2.3.1. For any positive δ > 0 there exists an ε > 0 such that if an almost
complex structure J˜ in B(1+δ) and a closed J˜-holomorphic curve u˜ :Dδ →B(1+δ)
satisfy ‖J˜ −J‖C1(B¯(1+δ)) < ε and ‖u˜−u‖L1,p(D¯δ) < ε, then there exists an almost-
complex structure J1 in B(2) and J1-holomorphic disk M1 in B(2) such that:
a) J1 B(1−δ) = J˜ B(1−δ) and J1 B(1+δ,2) = J B(1+δ,2).
b) M1 B(1−δ) = u˜(Dδ)∩B(1− δ) and M1∩B(1+ δ,2) =M ∩B(1+ δ,2).
Proof. We have chosen the parameterization of M to be primitive. Thus, u is an
imbedding onD−δ,δ = u−1(B1−δ,1+δ). Let us identify a neighborhood V of u(D−δ,δ)
in B1−δ,1+δ with the neighborhood of the zero-section in the normal bundle N to
u(D−δ,δ). Now u˜D−δ,δ can be viewed as a section of N over u(D−δ,δ) which is
small ı.e., contained in V . Using an appropriate smooth function ϕ on D−δ,δ (or
equivalently on u(D−δ,δ)), ϕB(1−δ)∩Dδ ≡ 1, ϕ ∂Dδ ≡ 0, 06 ϕ6 1 we can glue u˜ and
u to obtain a symplectic surface M1 which satisfies (b).
Patching J and J˜ and simultaneously making M1 complex can be done in an
obvious way. 
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Chapter II. Compactness Theorem.
The goal of this chapter is to give a proof of the Gromov Compactness Theorem
for continuously varying almost complex structures and for the sequences of complex
curves parameterized by some fixed real surface.
More precisely, we consider a sequence Jn of continuous (i.e. of class C
0) almost
complex structures on a manifold X which converge uniformly to some J∞, again of
class C0. Further, let (Cn, jn) be a sequence of Riemann surfaces with boundaries
of fixed topological type. This means that each (Cn,∂Cn) can be parameterized
by the same real surface (Σ,∂Σ) (see § 2 for details). Denote by δn : Σ → Cn
some parameterizations. However, the complex structures jn on Cn may vary in an
arbitrary way. Finally, let some sequence of (jn,Jn)-holomorphic maps un : Cn→X
be given.
Theorem 2.1. If the areas of un(Cn) are uniformly bounded (with respect to some
fixed Riemannian metric on X) and the structures jn do not degenerate at the
boundary (see Definition 1.7), then there exists a subsequence, denoted (Cn,un),
such that
1) (Cn, jn) converge to some nodal curve (C∞, j∞) in an appropriate completion
of the moduli space of Riemann surfaces of given topological type, ı.e., there exists
a parameterization map σ∞ : Σ→ C∞ by the same real surface Σ;
2) one can choose a new parameterizations σn of Cn in such a way that σ
∗
njCn
will converge to σ∗∞jC∞ in the C
∞-topology on compact subsets outside of the finite
set of circles on Σ, which are pre-images of the nodal points of C∞ by σ∞, where
jCn denote the complex structures on Cn;
3) the maps un ◦σn converge, in the C
0-topology on Σ and in the L1,ploc-topology
(for all p < ∞) outside of the pre-images of the nodes of C∞ to a map u∞ ◦σ∞
such that u∞ is a (j∞,J∞)-holomorphic map C∞→X.
This description of convergence is precisely the one given by Gromov in [G]. Our
statement is slightly more general in two directions. First, we consider not only the
case of closed curves, but also the case where Cn is open and of a “fixed topological
type”. Second, we note that the Gromov compactness theorem is still valid for
continuous and continuously varying almost complex structures. This could have an
interesting application, because now one can consider C0-perturbations of complex
structures being assured that at least the compactness theorem still holds true. For
the definitions involved and the formal statement see §4.1 and Theorem 4.1.1.
We also prove the compactness theorem for curves with boundaries on a to-
tally real submanifold. This “boundary” result needs appropriate generalizations
of all “inner” constructions and estimates. The related considerations are shown in
Appendix III.
Another result of this paper, which we would like to mention in the introduction,
is the improvement of the removable singularity theorem in two directions.
First we prove (see Corollary 5.2.1) the following generalization of the remov-
ability theorem for the point singularity.
Theorem 2.2. If the area of the image of J-holomorphic map u : (∆ˇ,Jst)→ (X,J)
from the punctured disk into a compact almost complex manifold “is not growing
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too fast”, ı.e., if area(u(Rk))6 ε for all annuli Rk := {z ∈ C : 1ek+1 6 |z|6 1ek } with
k >> 1, then u extends to the origin.
The positive constant ε here depends on the Hermitian structure (J,h) of X .
This theorem, under the stronger assumption
∑
k area(u(Rk)) ≡ ‖du‖2L2(∆ˇ) < ∞,
was proved by Sacks and Uhlenbeck [S-U] for harmonic maps, and by Gromov [G]
for J-holomorphic maps.
This fact (which is proved here for continuous J ’s) is new even in the inte-
grable case. In fact, it measures the “degree of non-hyperbolicity” (in the sense of
Kobayashi) of (X,J,h).
Another (see Corollary A3.3.5) is a generalization of Gromov’s result about re-
movability of the boundary point singularity, see [G]. An improvement is that the
statement remains valid also when one has different boundary conditions to the left
and to the right of a singular point. Let us explain this in more detail.
Define the (punctured) half-disk by setting ∆+ := {z ∈ ∆ : Im(z) > 0} and
∆ˇ+ := ∆+\{0}. Define I− :=]−1,0[⊂ ∂∆ˇ+ and I+ :=]0,+1[⊂ ∂∆ˇ+. Let a J-
holomorphic map u : (∆ˇ+,Jst) → (X,J) be given, where J is again continuous.
Suppose further that u(I+)⊂W+ and u(I−)⊂W−, where W+,W− are totally real
submanifolds of dimension n= 12dimRX and intersect transversally.
Theorem 2.3. There is an εb > 0 such that if for all half-annuli R+k := {z ∈
∆+ : e−(k+1) 6 |z| 6 e−k} one has area(u(R+k )) 6 εb, then u extends to the origin
0 ∈∆+ as an L1,p-map for some p > 2.
As in the “inner” case, the necessary condition is weaker than the finiteness of
energy. But unlike “inner” and smooth boundary cases, it is possible that the map
u in the last statement is L1,p-regular in the neighborhood of the “corner point”
0 ∈∆+ only for some p > 2. For example, the map u(z) = zα with 0< α < 1 satisfies
the totally real boundary conditions u(I+) ⊂ R, u(I−) ⊂ eαπiR and is L1,p-regular
only for p < p∗ := 21−α · Note also that by the Sobolev imbedding L1.p ⊂ C1,α with
α= 1− 2p , u extends to zero at least continuously. Thus u(0) ∈W+∩W−.
One can see such a point x as a corner point for a corresponding complex curve.
A typical example appears in symplectic geometry when one takes Lagrangian
submanifolds as boundary conditions.
The organization of the chapter is the following. In Lecture 4 we present, for
the convenience of the reader, the basic notions concerning the topology on the
space of stable curves and complex structure on the Teichmu¨ller space of Riemann
surfaces with boundary. In Lecture 5 we give the necessary a priori estimates for
the inner case, and the proof of Theorem 2.1, related to curves with free boundary.
This includes the case of closed curves. In Appendix III we consider curves with
totally real boundary conditions, obtain necessary a priori estimates at a “totally
real boundary”, and prove the compactness theorem for such curves. In particular,
we prove Theorem 2.3 there.
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Lecture 4
Space of Stable Curves
4.1. Stable Curves and Gromov Topology.
Before stating the Gromov compactness theorem, we need to introduce an ap-
propriate category of complex curves. Since the limit of a sequence smooth curves
can be singular,i.e., a cusp-curve in Gromov’s terminology, we need to allow cer-
tain types of singularities of curves. On the other hand, it is desirable to have
singularities as simple as possible.
A similar problem appears in looking for a “good” compactification of moduli
spaces Mg,m of abstract complex smooth closed curves of genus g with m marked
points. The Deligne-Mumford compactification Mg,m, obtained by adding stable
curves, gives a satisfactory solution to this problem and suggests a possible way of
generalizing to other situations. In fact, the only singularity type one should allow
are nodes, or nodal points. An appropriate notion for curves in a complex algebraic
manifold X was introduced by Kontsevich in [K]. Our definition of stable curves
over (X,J) is simply a translation of this notion to almost complex manifolds. The
change of terminology from stable maps to stable curves over (X,J) is motivated
by the fact that we want to consider our objects as curves rather than maps.
Recall that a standard node is the complex analytic set A0 := {(z1, z2) ∈∆2 : z1 ·
z2 = 0}. A point on a complex curve is called a nodal point if it has a neighborhood
biholomorphic to the standard node.
Definition 4.1.1. A nodal curve C is a complex analytic space of pure dimension
1 with only nodal points as singularities.
In other terminology, nodal curves are called prestable. We shall always suppose
that C is connected and has a ”finite topology”, ı.e., C has finitely many irreducible
components, finitely many nodal points, and that C has a smooth boundary ∂C
consisting of finitely many smooth circles γi, such that C := C ∪∂C is compact.
Definition 4.1.2. We say that a real connected oriented surface with boundary
(Σ,∂Σ) parameterizes a complex nodal curve C if there is a continuous map σ :
Σ→ C such that
i) if a ∈ C is a nodal point, then γa = σ−1(a) is a smooth imbedded circle in
Σ\∂Σ, and if a 6= b then γa∩γb =∅;
ii) σ : Σ\⋃Ni=1 γai → C\{a1, . . . ,aN} is a diffeomorphism, where a1, . . . ,aN are
the nodes of C.
γ1
γ2 γ3 γ4
γ5
Fig. 1
Circles γ1, ...,γ5 are contracted
by the parameterization map σ to
nodal points a1, . . .a5.yσ
a1
a2 a3
a4
a5
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Note that such a parameterization is not unique: if g : Σ→Σ is any orientation
preserving diffeomorphism, then σ ◦g : Σ→ C is again a parameterization.
A parameterization of a nodal curve C by a real surface can be considered as
a method of “smoothing” of C. An alternative method of “smoothing” — the
normalization — is also useful for our purposes.
Consider the normalization Cˆ of C. Mark on each component of this normal-
ization the pre-images (under the normalization map πC : Cˆ → C) of nodal points
of C. Let Cˆi be a component of Cˆ. We can also obtain Cˆi by taking an appro-
priate irreducible component Ci, replacing nodes contained in Ci by pairs of disks
with marked points, and marking remaining nodal points. Since it is convenient to
consider components in this form, we make the following
Definition 4.1.3. A component C′ of a nodal curve C is a normalization of an
irreducible component of C with marked points selected as above.
This definition allows us to introduce the Sobolev and Ho¨lder spaces of functions
and (continuous) maps of nodal curves. For example, a continuous map u : C→X
is Sobolev L1,ploc-smooth if its restrictions on every component of C is L
l,2
loc-smooth
as well. The most interesting case is, of course, the one of continuous L1,2loc-smooth
maps. In this case the energy functional ‖du‖2L2(C) is defined. The definition of the
energy ‖du‖2L2(C) involves Riemannian metrics on X and C which are supposed to
be fixed.
Let C be a nodal curve and (X,J) an almost complex manifold with continuous
almost complex structure J .
Definition 4.1.4. A continuous map u : C→X is J-holomorphic if u ∈ L1,2loc(C,X)
and
dux+J ◦dux ◦jC = 0 (4.1.1)
for almost all x ∈ C. Here jC denotes the complex structure on C.
Recall that the area of a J-holomorphic map is defined as
area(u(C)) := ‖du‖2L2(C).
See the end of §1.3.
We shall show later that every J-holomorphic u is, in fact, L1,ploc(C,X)-smooth
for all p <∞, see Corollary 2.4.2. The following notion of stability was introduced
by Kontsevich in [K].
Definition 4.1.5. A stable curve over (X,J) is a pair (C,u), where C is a nodal
curve and u : C → X is a J-holomorphic map, satisfying the following condition.
If C′ is a compact component of C, such that u is constant on C′, then there exist
finitely many biholomorphisms of C′ which preserve the marked points of C.
Remark. One can see that the stability condition is nontrivial only in the following
cases:
1) some component C′ is biholomorphic to CP1 with 1 or 2 marked points; in this
case u should be non-constant on any such component C′;
2) some irreducible component C′ is CP1 or a torus without nodal points.
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Since we consider only connected nodal curves, case 2) can happen only if C is
irreducible, so that C′ = C. In this case u must be non-constant on C.
Now we are going to describe the Gromov topology on the space of stable curves
over X introduced in [G]. Let a sequence Jn of continuous almost complex struc-
tures on X be given. Suppose that {Jn} converges to J∞ in the C0-topology.
Furthermore, let (Cn,un) be a sequence of stable curves over (X,Jn) such that all
Cn are parameterized by the same real surface Σ.
Definition 4.1.6. We say that (Cn,un) converges to a stable J∞-holomorphic
curve (C∞,u∞) over X if the parameterizations σn : Σ → Cn and σ∞ : Σ → C∞
can be chosen in such a way that the following hold:
i) un ◦σn converges to u∞ ◦σ∞ in the C0(Σ,X)-topology;
ii) if {ak} is the set of nodes of C∞ and {γk} are the corresponding circles in Σ,
then on any compact subset K ⋐ Σ\∪k γk the convergence un ◦σn → u∞ ◦σ∞ is
L1,p(K,X) for all p <∞;
iii) for any compact subset K ⋐ Σ\ ∪k γk there exists n0 = n0(K) such that
σn(K) ⊂ Cn \ {nodes} for all n > n0 and the complex structures σ∗njCn converge
smoothly to σ∗0jC0 on K;
iv) the structures σ∗njCn are constant in n near the boundary ∂Σ.
The reason for introducing the notion of a curve stable over X is similar to the
one for the Gromov topology. We are looking for a completion of the space of
smooth imbedded complex curves which has “nice” properties, namely: 1) such
a completion should contain the limit of some subsequence of every sequence of
smooth curves, bounded in an appropriate sense; 2) the same should also hold for
every sequence in the completed space; 3) such a limit should be unique. Gromov’s
compactness theorem insures us that the space of curves stable over X enjoys these
nice properties.
Condition iv) is trivial if Σ is closed, but it is important when one considers the
“free boundary case”, ı.e., when Σ (and thus all Cn) are not closed and no boundary
condition is imposed. However, we would like to point out that in our approach
the “free boundary case” is essentially involved in the proof of the compactness
theorem also in the case of closed curves. On the other hand, in the case of curves
with boundary on totally real submanifolds such a condition is unnecessary.
Recall that a complex annulus A has a conformal radius R > 1 if A is biholo-
morphic to A(1,R) := {z ∈ C : 1 < |z| < R}. An annulus A is said to be adjacent
to a circle γ, if γ is one of its boundary components.
Definition 4.1.7. Let Cn be a sequence of nodal curves, parameterized by the
same real surface Σ. We say that complex structures on Cn do not degenerate near
the boundary, if there exists R > 1 such that for any n and any boundary circle
γn,i of Cn there exists an annulus An,i ⊂ Cn adjacent to γn,i such that all An,i are
mutually disjoint, do not contain nodal points of Cn, and have the same conformal
radius R.
Since the conformal radii of all the An,i are the same, we can identify them with
A(1,R). This means that all changes of complex structures of Cn take place away
from the boundary. The condition is trivial if Cn and Σ are closed, ∂Σ= ∂Cn =∅.
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Remark. Changing our parameterizations σn : Σ→ Cn, we can suppose that for
any i the pre-image σ−1n (An,i) is the same annulus Ai independent of n.
Now we state our main result. Fix some Riemannian metric h on X and some
h-complete set A⊂X .
Theorem 4.1.1. Let {(Cn,un)} be a sequence of stable Jn-holomorphic curves
over X with parameterizations δn : Σ→ Cn. Suppose that
a) Jn are continuous almost complex structures on X, h-uniformly converging to
J∞ on A and un(Cn)⊂A for all n;
b) there is a constant M such that area [un(Cn)]6M for all n;
c) complex structures on Cn do not degenerate near the boundary.
Then there is a subsequence (Cnk ,unk) and parameterizations σnk : Σ → Cnk
such that (Cnk ,unk ,σnk) converges to a stable J∞-holomorphic curve (C∞,u∞,σ∞)
over X.
Moreover, if the structures δ∗njCn are constant on the fixed annuli Ai, each adja-
cent to a boundary circle γi of Σ, then the new parameterizations σnk can be taken
equal to δnk on some subannuli A
′
i ⊂Ai, also adjacent to γi.
Remarks. 1. In the proof, we shall give a precise description of convergence with
estimates in neighborhoods of the contracted circles γi. The convergence of curves
with boundary on totally real submanifolds will be studied in § 5.5.
2. In applications, one uses a generalized version of the Gromov compactness theo-
rem for nodal curves with a marked point. This version is an immediate consequence
of Theorem 1.1 due to the following construction. Consider a nodal curve C and
let a J-holomorphic map u : C → X . Let x := {x1, . . . ,xm} be the set of marked
points on C which are supposed to be distinct from the nodal points of C. Define
a new curve C+ as the union of C with disks ∆1, . . . ,∆m such that C ∩∆i = {xi}
and any xi becomes a nodal point of C
+. Extend f to a map f+ : C+ → X
by setting f+
∆i
to be constant and equal to f(xi). An appropriate definition of
stability, used for triples (C,x,f), is equivalent to stability of (C+,f+). Similarly,
the Gromov convergence (Cn,xn,fn)→ (C∞,x∞,f∞) is equivalent to the Gromov
convergence (C+n ,f
+
n )→ (C+∞,f+∞). Thus the Gromov compactness for curves with
marked points reduces to the case considered in our paper. However, we shall
consider curves with marked points as well.
4.2. Fenchel-Nielsen Coordinates on the Space of Nodal Curves.
In the rest of this section we shall describe topology and conformal geometry
of nodal curves and compute the set of moduli parameterizing deformations of a
complex structure. As a basic reference we use the book of Abikoff [Ab].
Let C be a complex nodal curve parameterized by Σ.
Definition 4.2.1. A component C′ of C is called nonstable if one of the following
two cases occurs:
1) C′ is CP1 and has one or two marked points;
2) C′ is CP1 or a torus and has no marked points.
This notion of stability of abstract closed curves is due to Deligne-Mumford,
see [D-M]. It was generalized by Kontsevich [K] for the case of maps f : C → X ,
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ı.e., for curves over X in our terminology. As was already noted, the last case can
happen only if C = C′. Strictly speaking, this case should be considered separately.
However since such considerations require only obvious changes, we just skip them
and suppose that case 2) does not occur.
Our first aim is to analyze the behavior of complex structures in the sequence
(Cn,un) of Jn-holomorphic curves stable over X with uniformly bounded areas,
which are parameterized by the same real surface Σ. At the moment, the uniform
bound on the area of un(Cn) is needed only to show that the number of compo-
nents of Cn is bounded. Passing to a subsequence, we can assume that all Cn are
homeomorphic. This reduces the problem to a description of complex structures
on a fixed nodal curve C.
To obtain such a description, it is useful to cut the curve into pieces where
the behavior of a complex structure is easy to understand. Such a procedure is a
partition into pants which is well- known in the theory of moduli spaces of complex
structures on curves, see, e.g., [Ab], p.93. Here we shall make use of a related
but slightly different procedure. Namely, we shall choose a special covering of Σ
instead of its partition. Further, as blocks for our construction we shall use not
only pants, but also disks and annuli. The reasons are that, first, the considered
curves can have unstable components and, second, it is convenient to use annuli for
a description of the deformation of the complex structure on curves. We start with
Definition 4.2.2. An annulus A on a real surface or on a complex curve is
a domain which is diffeomorphic (resp. biholomorphic) to the standard annulus
A(r,R) := {z ∈ C : r < |z| < R} such that its boundary consists of smoothly
imbedded circles. Pants (also called a pair of pants) on a real surface or on a
complex curve is a domain which is diffeomorphic to a disk with 2 holes.
The boundary of pants consists of three components, each of them being either
a smoothly imbedded circle or a point. This point can be considered as a puncture
of pants or as a marked point. An annulus or pants is adjacent to a circle γ if γ is
one of its boundary components.
Fig. 2. An annulus
It is useful to imagine an annulus
as a cylinder. After contracting the
middle circle of the annulus we get a
node.
Fig. 3. Pants.
One can also consider pants as a sphe-
re with three holes.
Let C be a nodal curve parameterized by a real surface Σ. We shall associate
with every such curve C a certain graph ΓC which determines C topologically in a
unique way. In fact, ΓC will also determine a decomposition of some components
of C into pants.
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By definition, a compact component C′ is stable if it contains only a finite
number of automorphisms preserving marking points. In this case C′\{marked
points} possesses a unique so-called intrinsic metric.
Definition 4.2.3. The intrinsic metric for a smooth curve C with marked points
{xi} and with boundary ∂C is a metric g on C\{marked points} satisfying the
following properties:
i) g induces the given complex structure jC ;
ii) the Gauss curvature of g is constantly -1;
iii) g is complete in a neighborhood of every marked point xi;
iv) every boundary circle γ of C is geodesic w.r.t. g.
Note that such a metric, if it exists, is unique, see e.g. [Ab].
Now consider a component C′ of C adjacent to some boundary circle of C. Then
C′\{marked points} is one of the following:
a) a disk ∆, or
b) an annulus A, or
c) a punctured disk ∆ˇ,
or else d) C′\{marked points} admits the intrinsic metric.
Note that if a component C′ is a disk or an annulus (both without marked points),
then C′ is the whole curve C. We shall consider cases a) and b) later. Now we
assume, for simplicity, that cases a) and b) do not occur.
Definition 4.2.4 A component C′ of a nodal curve C is called non-exceptional iff
C′\{marked points} admits the intrinsic metric.
In particular, nonstable components are exceptional compact ones, and excep-
tional non-compact components are those of types a)–c) above.
Take some non-exceptional component C′ of C. There is a so- called maxi-
mal partition of C′\{marked points} into pants {C1, . . .Cn} such that all boundary
components of these pants are either simple geodesic circles in intrinsic metric or
marked points, see [Ab]. Let us fix such a partition and mark the obtained geodesic
circles on C′.
Now let σ : Σ → C be some parameterization of C. This defines the set γ′
of the circles on Σ which correspond to the nodes of C. Let γ′′ be the set of σ-
pre-images of the geodesics chosen above. Then γ := γ′ ⊔ γ′′ forms a system of
disjoint “marked” circles on Σ, which encodes the topological structure of C. Now
the graph ΓC in question can be constructed as follows.
Define the set VC of vertices of ΓC to be the set {Sj} of connected components
of Σ\∪γ∈γ γ = ⊔jSj . Any γ ∈ γ lies between 2 components, say Sj and Sk, and
we draw an edge connecting the corresponding 2 vertices. Further, any boundary
circle γ of Σ has the uniquely defined component Sj adjacent to γ. For any such
γ we draw a tail, ı.e., an edge with one end free, attached to vertex Sj . Finally,
we mark all edges which correspond to the circles γ′, ı.e., those coming from the
nodes.
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γ∗1
γ∗2 γ
∗
3
a∗1
a∗2 a∗3
Fig. 4. Graph of a curve C.
Graph ΓC determines the topology
of the curve C in a unique way. Take
as many oriented spheres with as many
vertices as ΓC has. For each edge take a
handle and join the corresponding sphe-
res by this handle. For each tail make
a hole (i.e. remove a disk) in the corre-
sponding sphere. Finally, contract into
points the circles on the handles cor-
responding to the marked edges to get
nodes. We obtain a topological space
homeomorphic to C.
Having the graph Γ, which characterizes uniquely the topological structure of C,
we are now going to describe the set of parameters defining (uniquely) the complex
structure of the curves C. This is equivalent to determining the complex structure
and marked points on all components of C. If such a component C′ is a sphere
with 1 or 2 marked points or a disk with 1 marked point, then its structure is
defined by its topology uniquely up to diffeomorphism. Otherwise, the component
C′ is non-exceptional. In this case the complex structure and the marked points
can be restored by the so- called Fenchel-Nielsen coordinates on the Teichmu¨ller
space Tg,m,b. Recall that the space Tg,m,b parameterizes the complex structures on
a Riemann surface Σ of genus g with m punctures (i.e. marked points) and with a
boundary consisting of b circles, see [Ab].
Let C be a smooth complex curve with marked points of non-exceptional type, so
that C admits the intrinsic metric. Fix some parameterization σ : Σ→ C. Consider
the pre-images of the marked points on C as marked points on Σ or, equivalently,
as punctures of Σ. Let C\{marked points} = ∪jCj be a decomposition of C into
pants and Σ\{marked points}= ∪jSj the induced decomposition of Σ.
Let {γi} be the set of boundary circles of Σ. The boundary of every pants Sj has
three components, each of them being either a marked point of Σ or a circle. In the
last case this circle is either a boundary component of Σ or a boundary component
of another pants, say Sk. In this situation we denote by γjk the circle lying between
the pants Sj and Sk. Fix the orientation on γjk, induced from Sj if j < k and from
Sk if k < j. For any such circle γjk, fix a boundary component of Sj different from
γjk and denote it by ∂kSj . In the same way fix a boundary component ∂jSk. Make
similar notations on C using primes to distinguish the circles on C from those on
Σ, ı.e., set γ′i := σ(γi) and γ
′
jk := σ(γjk).
By our construction, γ′jk = σ(γjk) is a geodesic w.r.t. the intrinsic metric in C.
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γ′jk
x∗j,k
x∗k,j
Sj
Sk
∂kSj
∂jSk
If the component ∂kCj is a marked point, we
find on Cj the (uniquely defined) geodesic ray
αj,k starting at some point x
∗
j,k ∈ γ′jk and ap-
proaching ∂kCj at infinity such that αj,k has
no self-intersections and is orthogonal to γ′jk
at x∗j,k. Otherwise, we find on Cj the shortest
geodesic αj,k which connects ∂kCj with γ
′
jk
and we denote the point αj,k ∩ γ′jk by x∗j,k.
In both cases, this construction determines a
distinguished point x∗j,k ∈ γ′jk.
Fig. 5. Marked points
on the circle γ′jk.
Using the same procedure in Ck, we obtain another point x
∗
k,j ∈ γ′jk. Denote by
ℓjk (resp. by ℓi) the intrinsic length of γ
′
jk (resp. of γ
′
i := σ(γi)) in C. For j < k
define λjk as the intrinsic length of the arc on γ
′
jk, which starts at x
∗
j,k and goes
to x∗k,j in the direction determined by the orientation of γjk. Set ϑjk :=
2πλjk
ℓjk
. We
shall consider ϑjk as a function of the complex structure jC on C with values in
S1 ∼= R/2πZ.
The parameters ℓ := (ℓi, ℓjk) and ϑ := (ϑjk) are called Fenchel-Nielsen coordi-
nates of the complex structure jC . The reason is that these parameters determine
up to isomorphism the complex structure jC on the smooth complex curve with
marked points parameterized by a real surface Σ. In other words, (ℓ,ϑ) can be
considered as coordinates on Tg,m,b. More precisely, one has the following
Proposition 4.2.2. Let Σ be a real surface of genus g with m marked points and
with the boundary consisting of b circles, so that 2g+m+ b > 3. Let Σ\{marked
points}= ∪jSj be its decomposition into pants. Then
i) for any given tuples ℓ = (ℓi, ℓjk) and ϑ = (ϑjk) with ℓi, ℓjk > 0 and ϑjk ∈ S1
there exists a complex structure jC on Σ such that boundary circles of all Sj are
geodesic w.r.t. the intrinsic metric on Σ\{marked points} defined by jC and the
given (ℓ,ϑ) are Fenchel-Nielsen coordinates of j; moreover, such a structure jC
is unique up to a diffeomorphism preserving the pants Sj and the marked points;
ii) let C be a smooth complex curve with parameterization σ : Σ→ C which has m
marked points; then there exists a parameterization σ1 : Σ → C isotopic to σ,
which maps boundary components and marked points of Σ onto the ones of C in
prescribed order such that the boundary circles of σ(Sj) are geodesic w.r.t. the
intrinsic metric on C\{marked points}.
Proof. See [Ab]. 
4.3. Complex Structure on the Space TΓ.
Let Σ be a real surface of genus g with m marked points and with the boundary
consisting of b circles. Assume that 2g+m+ b > 3. Then there exists a decom-
position of Σ\{marked points} into pants, which is in general not unique. The
topological type of such a decomposition can be encoded in graph Γ, associated
with the decomposition. It is constructed in a similar way to that above, but this
time we must draw a tail for every marked point, and then mark all those tails on
the graph.
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Let such a graph Γ be fixed. We call two complex structures J1 and J2 on
Σ isomorphic if there exists a biholomorphism ϕ : (Σ,J1) ∼= (Σ,J1) preserving
the marked points of Σ and the decomposition of Σ into pants given by graph
Γ. Denote by T′Γ the space of isomorphism classes of complex structures on Σ.
By Proposition 1.2, Fenchel-Nielsen coordinates identify T′Γ with the real manifold
R
3g−3+m+2b
+ × (S1)3g−3+m+b.
It is desirable to equip T′Γ with some natural complex structure. In so doing,
the main difficulty is that the real dimension of T′Γ can be odd. A possible ex-
planation of this fact is that not all relevant information (i.e. parameters) about
a complex structure has been taken into consideration. Note that for any “inner
circle” γjk which appears after the decomposition into pants, we have obtained a
pair of coordinates, mainly the length ℓjk and the angle ϑjk. On the other hand,
for any boundary circle γi of Σ we have only the length ℓi. An obvious way to
produce additional angle coordinates is to introduce an additional marking of every
boundary circle.
Definition 4.3.1. A real surface Σ or a nodal complex curve C is said to have a
marked boundary if on every boundary circle of Σ (resp. C) a point is fixed.
Remark. Later in § 5 we shall consider complex curves with several marked points
on boundary circles. But now we shall assume that on every boundary circle exactly
one point is marked.
“Missed” angle coordinates ϑi can be now introduced similarly to ϑjk. For a
boundary circle γi we consider the adjacent pants Sj . Fix a boundary component
∂iSj different from γi. Let J be a complex structure on Σ such that the boundary
circles of all pants Sk are geodesic w.r.t. the intrinsic metric defined by J . Using
constructions from above, find a geodesic (resp. a ray) αi starting at point x
∗
i ∈ γi
and ending at the boundary circle ∂iSj (resp. approaching marked point ∂iSj of Σ).
Take the marked boundary point ζi on γi and consider the length λi of the geodesic
ark on γi, starting at x
∗
i and going to ζi in the direction defined by the orientation
of γi. Define ϑi :=
2πλi
ℓi
, ϑi ∈ S1 ∼= R/2πZ. We include the coordinates ϑi in the
system of angle coordinates ϑ. Denote by TΓ the set of isomorphism classes of
complex structures on Σ with marked boundary and with a given decomposition
into pants.
Let C be a smooth complex curve with marked points and a marked boundary,
C\{marked points} = ∪jCj its decomposition into pants, σ : Σ→ C a parameteri-
zation, and Σ\{marked points}= ∪jSj the induced decomposition of Σ. To define
a complex structure on TΓ, we introduce special local holomorphic coordinates in a
neighborhood of boundary of pants on C. Consider some pants Sj and its boundary
circle γ∗. It can be a boundary circle of Σ, γi in our previous notation, or a circle
γjk separating Sj from another pants Sk. Let ℓ
∗ be the intrinsic length of γ∗. Fix
some small a > 0 and consider the annulus A consisting of those x ∈ Sj for which
the intrinsic distance dist(x,γ∗) < a. The universal cover A˜ can be imbedded into
the hyperbolic plane H as an infinite strip Θ of constant width a such that one of
its borders is a geodesic line L. The action of a generator of π1(A) ∼= Z on A˜ is
defined by the shift of Θ along L by distance ℓ∗.
Now consider the annulus A′ := [0, π
2
ℓ∗ ]×S1 with coordinates ρ,θ, 0 6 ρ < π
2
ℓ∗ ,
0 6 θ 6 2π and with the metric ( ℓ
∗
2π/cos
ℓ∗ρ
2π )
2(dρ2+ dθ2). A direct computation
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shows that this metric is of constant curvature −1 and that the boundary circle
∂0A1 := S
1×{0} is geodesic of length ℓ∗, whereas A′ is complete in a neighborhood
of the other boundary circle. Consequently, the universal cover A˜′ of A′ can be
imbedded in the hyperbolic plane H as a hyperbolic half-plane H+L with a boundary
line L such that Θ ⊂ H+L . Moreover, the action of π1(A′) ∼= Z on A˜′ ∼= H+L is the
same as for A˜ ∼= Θ. This shows that there exists an isometric imbedding of A
into A′ which maps γ∗ onto ∂0A′. Moreover, such an imbedding is unique up to
rotations in the coordinate θ. This leads us to the following
Proposition 4.3.1. Let Cj be pants with a complex structure and γ
∗ its boundary
circle of the intrinsic length ℓ∗. Let x∗ be a point on γ. Then some collar annulus
A of γ∗ possesses the uniquely defined conformal coordinates θ ∈ S1 ∼= R/2πZ and
ρ such that the intrinsic metric has the form ( ℓ
∗
2π/cos
ℓ∗ρ
2π )
2(dρ2+ dθ2), ρ|γ∗ ≡ 0,
θ(x∗) = 0 and the orientation on Sj is given by dθ∧dρ.
We shall represent ρ and θ also in the complex form ζ := e−ρ+iθ and call ζ the
intrinsic coordinate of the pants Cj at γ
∗. An important corollary of the description
of the intrinsic metric in a neighborhood of the boundary circle is the following
statement about non-degenerating complex structures in pants, see Definition 1.7.
Lemma 4.3.2. Let C be a smooth complex curve with marked points admitting the
intrinsic metric and let γ∗ be a boundary circle of C of length ℓ∗.
i) If there exists an annulus A ⊂ C of conformal radius R (i.e. A ∼= {z ∈ C :
1< |z|<R }), adjacent to γ∗ and containing no marked points, then logR 6 π2ℓ∗ .
ii) There exists a universal constant a∗ such that the condition ℓ∗ 6 1 implies
that there exists an annulus A ⊂ C of conformal radius R with logR > π2
ℓ∗
− 2π
a∗
,
which is adjacent to γ∗, has area a∗ and contains no marked points of C.
iii) Let γ ⊂ C be a simple geodesic circle of the length ℓ and A ⊂ C\{marked
points} annulus of conformal radius R homotopy equivalent to γ. Then logR 6 2π2ℓ .
Proof. Let Ω be the universal cover of C\{marked points} equipped with the
intrinsic metric lifted from C. Then Ω can be isometrically imbedded into the
hyperbolic plane H as a domain bounded by geodesic lines such that each of these
lines covers some boundary circle γi. Take some (not unique!) line L covering
the circle γ∗ and fix a hyperbolic half-plane H+L with a boundary line L, so that
Ω⊂H+L .
Now consider the universal cover A˜ of the annulus A and provide it with the
metric induced from C. Then we can isometrically imbed A˜ in H+L in such a
way that the line covering γ∗ ⊂ ∂A will be mapped onto L. The action of a
generator of π1(A) ∼= Z on A˜ is defined by the shift of H along L onto a distance
ℓ∗. Consequently, A can be isometrically imbedded into H+L/π1(A), which is the
annulus A′ = [0, π
2
ℓ∗ ]×S1 with coordinates ρ,θ, 0 6 ρ < π
2
ℓ∗ , 0 6 θ 6 2π and with a
metric ( ℓ
∗
2π
/cos ℓ
∗ρ
2π
)2(dρ2+dθ2). Note that the conformal radius of A′ is eπ
2/ℓ∗ . The
monotonicity of the conformal radius of annuli (see e.g. [Ab], Ch.II, §1.3) yields
the inequality R6 eπ
2/ℓ∗ which is equivalent to first assertion of the lemma.
Part iii) of the lemma can be proved by same argument. More precisely, un-
der the hypothesis of part iii) we imbed the annulus A into the annulus A′′ =
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]− π2
ℓ
, π
2
ℓ
[×S1 with coordinates ρ,θ, −π2
ℓ
< ρ < π
2
ℓ
, 0 6 θ 6 2π and with a met-
ric ( ℓ2π/cos
ℓρ
2π )
2(dρ2+ dθ2). The conformal radius of A is now estimated by the
conformal radius of A′′, which is equal to e
2π2
ℓ .
The second part of our lemma follows from results of Ch.II, § 3.3 of [Ab]. Lemma
2 says that there exists a universal constant a∗ with the following property: If ℓ∗ 6 1,
then there exists a collar neighborhood A of constant width ρ∗ and of area a∗, which
is an annulus imbedded in C and contains no marked points of C. In particular,
we can extend the intrinsic coordinates ρ and θ in A. Using these coordinates, we
present A in the form {(ρ,θ) : 06 ρ6 ρ∗} and compute the area,
a∗ = areaA= 2π
∫ ρ∗
ρ=0
(
ℓ∗/2π
cos(ℓ∗ρ/2π)
)2
dρ= ℓ∗tan
(
ℓ∗ρ∗
2π
)
.
Consequently, tan
(
π
2
− ℓ∗ρ∗
2π
)
= cotan
(
ℓ∗ρ∗
2π
)
= ℓ
∗
a∗
. This implies π
2
− ℓ∗ρ∗
2π
6 ℓ
∗
a∗
,
which is equivalent to ρ∗ > π
2
ℓ∗ − 2πa∗ . To finish the proof we note that the conformal
radius R of A is equal to eρ
∗
. 
Let C be a smooth complex curve with marked points, Cj a piece of a decompo-
sition of C\{marked points} into pants and γ∗ its boundary circle. Then as a “base
point” x∗ = {θ = 0 = ρ} for the definition of the intrinsic coordinate we shall use
the point x∗j,k if σ(γ
∗) is the geodesic separating Cj from another pants Ck, or re-
spectively, the point x∗i if γ
∗ is a boundary circle of C. We denote these coordinates
ζj,k = e
−ρj,k+iθj,k and ζi = e−ρi+iθi . Note that ϑi is exactly the θ-coordinate of the
marked boundary point xi ∈ γi with respect to x∗i , and ϑjk is the θ-coordinate of
x∗k,j with respect to x
∗
j,k.
Note also that any intrinsic coordinate of a pair (ζj,k, ζk,j) extends canonically
from one collar neighborhood of γjk to another side in such a way that the formula
for the intrinsic metric remains valid. This extension possesses the property ζj,k ·
ζk,j ≡ eiϑjk , where ϑjk is a constant function. We can view this relation as the
transition function from ζj,k to ζk,j .
A similar construction is possible in the case of a boundary circle γi. Namely,
allowing ρi to change also in the interval (−π2ℓi ,0] and maintaining the formula
( ℓi2π/cos
ℓiρi
2π )
2(dρ2i +dθ
2
i ) for the metric, we can glue to Σ an annulus (−π
2
ℓi
,0]×S1
and extend the coordinate ζi = e
−ρi+iθi there.
Making such a construction with every boundary circle γi, we obtain a complex
curve C(N) with the following properties. C is relatively compact in C(N) and
the intrinsic metric of C extends to a complete Riemannian metric on C(N) with
constant curvature −1. Such an extension and the metric are unique. C(N) is called
the Nielsen extension of C, see [Ab]. Note that the complex coordinate ζi can be
extended further to the unit disk {|ζi|< 1}.
Using the introduced complex coordinates ζi and ζj,k, we define a deformation
family of complex structures on the curve C with marked boundary. Let λi and
λjk be complex parameters changing in small neighborhoods of e
iθi and eiθjk , re-
spectively. Having these data λ = (λi,λjk), construct a complex curve Cλ in the
following way. Take the pants {Cj} of the given decomposition of C and extend
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all the complex coordinates ζi and ζjk outside the pants. Glue the pairs of coordi-
nates (ζj,k, ζk,j) with new transition relations ζj,k · ζk,j = λjk (constant functions).
Move original boundary circles γi = {|ζi|= 1} of C to new positions defined by the
equations |ζi|= |λi| and mark the points ζi = λi on them.
Theorem 4.3.3. The natural map F : λ→ (ℓ,ϑ) is non-degenerated. In particular,
λ can be considered as the set of local complex coordinates on TΓ and C := {Cλ} as
a (local) universal holomorphic family of curves over TΓ.
Proof. Write the functions λ = (λi,λjk) in the form λi = e
−ri+iϕi , λjk =
e−rjk+iϕjk . From the definition of the map
F : (e−ri+iϕi , e−rjk+iϕjk) 7→ (ℓi, ℓjk;ϑi,ϑjk)
it is easy to see that
∂(ϑi,ϑjk)
∂(ϕi,ϕjk)
is the identity matrix, whereas
∂(ℓi,ℓjk)
∂(ϕi,ϕjk)
is equal to
0. So it remains to show that the matrix
∂(ℓi,ℓjk)
∂(ri,rjk)
is non-degenerate.
Consider a special case where C is pants with the boundary circles γi (at least
one) and, possibly, with marked points xj . We shall consider such points as punc-
tures of C. Let J denote the complex structure on C and let µ0 be the intrinsic
metric. Extend the coordinates ζi and the metric µ0 outside of γi to some bigger
complex curve C˜ with C ⋐ C˜.
Fix real numbers vi and consider the domains Ct in C˜ defined in local coordinates
ζi = e
−ρi+iθi by the inequalities ρi > vit. This defines a family of deformations of
C = C0 parameterized by a real parameter t, corresponding to a real curve in the
parameter space {λ} given by λi(t) = evit. Note that the deformation is made in
such a way that the original complex structure J and local holomorphic coordinates
are preserved. Thus we can use them as an “invariable basis” in our calculations.
Let µt be the intrinsic metric of Ct. Without loss of generality we may assume
that µt extends to C˜ as a metric with constant curvature −1, which induces the
original complex structure J on C˜. Since the intrinsic metric depends smoothly on
the operator J of a complex structure, µt are smooth in t. In a local holomorphic
coordinate z = x+iy we can present µt in the form e
2ψ(t,z)(dx2+dy2). The condition
Curv(µt)≡−1 is equivalent to the differential equation
∂2xxψ(t, ·)+∂2yyψ(t, ·) = e2ψ(t,·),
where ∂x denotes the partial derivation
∂
∂x and so on. Differentiating it in t, we
obtain e−2ψ(t,·)(∂2xx + ∂
2
yy)ψ˙(t, ·) = ψ˙(t, ·), where ψ˙(t, ·) denotes the derivative of
ψ(t, ·) in t.
Note that ∂tµt = 2ψ˙(t, ·) ·µt, so ψ˙t(·) = ψ˙(t, ·) is independent of the choice of
a local holomorphic coordinate z = x+ iy and is defined globally. The equation
e−2ψz(t,·)(∂2xx+∂
2
yy)ψ˙z(t, ·) = ψ˙z(t, ·) can be rewritten in the form ∆tψ˙t = 2ψ˙t, with
∆t denoting the Laplace operator for the metric µt.
The condition that the circle γi(t) := {ρi = vit} is µt-geodesic means that the
covariant derivative ∇θi(∂θi) of the vector field ∂θi , the tangent vector field to γi(t),
must be parallel to ∂θi along γi(t). Expressing this relation in local coordinates
ρi and θi, we obtain ∂ρiψi(t;vit,θi) = 0, where µt = e
2ψi(t;ρi,θi)(∂ρ2i + ∂θ
2
i ) is a
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local representation of the metric µt. Deriving in t, we obtain ∂ρi ψ˙i(t;vit,θi) +
vi∂
2
ρiρi
ψi(t;vit,θi) = 0.
In the case where t = 0 we have ψi(0;0, θi) ≡ log ℓi2π , a constant. Hence
∂2θiθiψi(0;0, θi) = e
2ψi(0;0,θi) and ∂ρi ψ˙i(0;0, θi) = −vie2ψi(0;0,θi) = −vi
(
ℓi
2π
)2
. On
the other hand, ∂ρi =− ℓi2π∂ν on γi(0) = γi, where ν denotes the unit outer normal
field to C0 = C. Consider the integral
∫
C
|dψ˙0|2+2ψ˙20dµ0. Integrating by parts, we
get ∫
C
|dψ˙0|2+2ψ˙20dµ0 =
∫
C
ψ˙0(2ψ˙0−∆0ψ˙0)dµ0+
∫
∂C
ψ˙0∂ν ψ˙0dl =
=
∑
i
∫
γi
ψ˙0∂νψ˙0
ℓi
2π
dθi =
∑
i
−
∫
γi
ψ˙0∂ρi ψ˙0dθi =
∑
i
∫
γi
ψ˙0vi
(
ℓi
2π
)2
dθi =
=
∑
i
viℓi
2π
∫
γi
ψ˙0e
ψi(0;0,θi)dθi =
∑
i
viℓi
2π
∫
γi
(ψ˙0+vi∂ρiψi(0;0, θi))e
ψi(0;0,θi)dθi =
=
∑
i
viℓi
2π
∂
∂t
∣∣∣
t=0
∫
γi
eψi(t;vit,θi)dθi =
∑
i
viℓi
2π
∂
∂t
∣∣∣
t=0
ℓi(t) =
∑
i
ℓi
2π
viℓ˙i.
Here ℓ˙i denotes the derivative of the length parameter ℓi for the curve Ct at t= 0,
so that (ℓ˙1, ℓ˙2, ℓ˙3) = dF (v1, v2, v3). The obtained relation shows that the Jacobi
matrix dF = ∂(ℓi,ℓ2,ℓ3)∂(r1,r2,r3) is non-degenerate. Otherwise there would exist a nonzero
vector (v1, v2, v3) such that for the deformation constructed above we get ℓ˙i = 0.
But then ψ˙0 ≡ 0, which is a contradiction.
Now consider a general situation. Let Σ be a real surface with a marked bound-
ary, C a smooth curve with marked points, σ : Σ → C a parameterization, and
C\{marked points} = ∪jCj a decomposition into pants with a given graph Γ. Let
{γi} be the set of boundary circles and {γjk} the set of circles lying between the
pants Cj and Ck, respectively. Consider these pants separately. Then for any
circle γjk = γkj we obtain 2 distinguished ones, γj,k considered as a boundary
circle of Cj , and γk,j considered as a boundary circle of Ck. Take real numbers
v := (vi, vj,k, vk,j), where vi is associated with the circle γi, vj,k with γj,k, and vk,j
with γk,j, respectively. Let Cj(tv) denote the pants obtained from Cj by the above
construction using the corresponding parameters vi and vj,k. For v lying in a small
ball B = {|v|< ε} all such families Cj(tv) can be extended for all t ∈ [−1,1]. Thus
over B we obtain a collection of deformation families Cj(v) of complex structure
on pants Cj .
Let ℓi(v), ℓj,k(v), and ℓk,j(v) denote the lengths of circles γi, γj,k, and γk,j
w.r.t. the obtained intrinsic metrics µj(v) on Cj(v). Denote by ℓ˙i a linear func-
tional ∂t|t=0ℓi(tv), and define ℓ˙j,k similarly. The explicit formula for an intrinsic
metric near a boundary circle shows that Cj(v) can be glued to Ck(v) along γjk
exactly when ℓj,k(v) = ℓk,j(v). Since the Jacobian
∂ℓ(v)
∂v is non-degenerate, the
conditions ℓj,k(v) = ℓk,j(v) define a submanifold V ⊂ B whose tangent space T0V
is given by the relations ℓ˙j,k = ℓ˙k,j. Note that this defines a deformation family
of complex structures on C over the base V such that the map v ∈ V 7→ ℓ(v) is a
diffeomorphism.
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We state that the set (vi, vj,k + vk,j) is a system of coordinates on V in the
neighborhood of 0 ∈ V . To prove this it is sufficient to show that the linear map
v = (vi, vj,k, vk,j) ∈ T0V 7→ (vi, vj,k+ vk,j) is non-degenerate. If it is not true, then
there would exist a nontrivial v = (vi, vj,k, vk,j) ∈ T0V with vi = 0 and vj,k+vk,j = 0.
Let ℓ˙i = ℓ˙i(v), ℓ˙j,k = ℓ˙j,k(v) and ℓ˙k,j = ℓ˙k,j(v) be the corresponding derivatives of
length. Then ℓ˙j,k = ℓ˙k,j and
0<
∑
i
ℓi
2π
viℓ˙i+
∑
j<k
ℓjk
2π
vj,k ℓ˙j,k+
∑
j<k
ℓjk
2π
vk,j ℓ˙k,j =
∑
j<k
ℓjk
2π
(vj,k+vk,j)ℓ˙j,k = 0.
The obtained contradiction leads us to the following conclusion. The functions vi
and vj,k+vk,j define a coordinate system on V equivalent to ℓ= (ℓi, ℓjk).
Let us return to the holomorphic deformation family of complex structures on
C, defined by complex parameters λi = e
−ri+iϕi and λjk = e−rjk+iϕjk . It is easy to
see that the Jacobian
∂(vi,vj,k+vk,j)
∂(ri,rjk)
at the point (ri, rjk) = 0 is the identity matrix.
This fact proves the statement of the lemma. 
Remark. At this point we give a possible reason why the complex (i.e. holo-
morphic) structure introduced by the complex coordinates λ can be regarded as
natural. Let C be a complex curve with marked points and a nonempty marked
boundary. In the case where C is a disk or an annulus, assume additionally that at
least one inner point of C is marked. Then in a neighborhood of every boundary
circle γi of C we can construct the intrinsic coordinate ζi. Take 2 copies C
+ and
C− of C and denote by τ the natural holomorphic map τ : C± → C∓ interchang-
ing the copies. Denote by ζ±i the local intrinsic coordinate on C
± at boundary
circles γ±i , both corresponding to γi. Now we can glue C
+ and C− together along
every pair of circles (γ+i ,γ
−
i ) by setting ζ
+
i · ζ−i = 1 as transition relations. We
obtain a closed complex curve Cd which admits a natural holomorphic involution
τ : Cd → Cd. For the constructed family {Cλ}, the corresponding family {Cdλ}
will be holomorphic. In fact, the statement of Theorem 2.3 means that {Cdλ} is a
minimal complete family of deformation of Cd in the class of curves with holomor-
phic involution. This construction of doubling should not be confused with another
construction of the Schottky double CSch of C which provides an antiholomorphic
involution τSch : CSch → CSch. We shall use the Schottky double CSch in Section
5, we will consider curves with totally real boundary conditions.
4.4. Invariant Description of the Holomorphic Structure on TΓ.
The construction of (holomorphic) double Cd shows how to give an invariant
description of a holomorphic structure on TΓ. Let C be a smooth complex curve
with marked points and marked boundary, and x ∈ TΓ the corresponding point
on the moduli space. Denote by D the divisor of marked points. If the curve C
is not closed and Cd is its double with holomorphic involution τ , we denote by
Dd :=D+ τ(D) the double of D.
Lemma 4.4.1. If C is closed, then the tangent space TxTΓ is naturally isomorphic
to H1(C,O(TC)⊗O(−D)).
If C is not closed, then the space TxTΓ is naturally isomorphic to the space
H1(Cd,O(TCd)⊗O(−Dd))τ of τ -invariant elements in H1(Cd,O(TCd)⊗O(−Dd)).
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In both cases the complex structure on TxTΓ induced by local complex coordi-
nates λ coincides with those from H1(C,O(TC)⊗O(−D)) (resp. H1(Cd,O(TCd)⊗
O(−Dd))(τ)). In particular, this defines a global complex structure on space TΓ.
Proof. The part concerning closed curves is well-known. In fact, the natural
isomorphism ψ : TxTΓ → H1(C,O(TC)⊗O(−D)) is a Kodaira-Spencer map. Its
description is very simple in the introduced local coordinates ζj,k on C and λ= (λjk)
on TΓ. Let C\{marked points} = ∪Cj be the decomposition of C into pants with
the graph Γ. For every pants Cj choose an open set C˜j , containing a closure
Cj = Cj ∪∂Cj . Without loss of generality we may assume that C˜j are chosen not
too big, so that the covering U := {C˜j} is acyclic for the sheaf O(TC) and the local
coordinates ζj,k are well-defined in the intersections C˜j∩C˜k. Then vector v ∈ TxTΓ
with local representation v =
∑
j<k vjk
∂
∂λjk
is mapped by the Kodaira-Spencer map
ψ to the Cˇech 1-cohomology class
ψ(v) ∈ H1(C,O(TC)⊗O(−D)) ∼= Hˇ1(U,O(TC)⊗O(−D)),
represented by the 1-cocycle(
vjkζj,k
∂
∂ζj,k
)
∈
∏
j<k
Γ(C˜j ∩ C˜k,O(TC)⊗O(−D)).
For more details see [D-G].
Using this description of the Kodaira-Spencer map for closed curves with marked
points, it is easy to handle the case of curves with boundary. Let C be a non-
compact curve with marked points and with decomposition C\{marked points} =
∪jCj . Take its double Cd with the involution τ . Then the decomposition of C in-
duces a τ -invariant decomposition Cd =
⋂
j(Cj∩τCj). The corresponding covering
Ud of Cd can also be chosen to be τ -invariant.
The local coordinates ζi, corresponding to boundary circles γi of C, can now
be extended to a two-sided neighborhood of γi in C
d. The coordinates ζj,k, cor-
responding to inner circles γjk, induce local complex coordinates ζ
τ
j,k := ζj,k ◦τ in
τ(C˜j ∩ C˜k).
Any deformation of the complex structure on C induces a deformation of the
complex structure on Cd. This defines a map ϕ : TΓ → TΓd , with Γd denoting
the graph corresponding to the τ -invariant decomposition of Cd into pants. Using
introduced coordinates, we present a tangent vector v ∈ TxTΓ in the form
v =
∑
i
vi
∂
∂λi
+
∑
j<k
vjk
∂
∂λjk
.
Then the composition of the Kodaira-Spencer map ψd of Cd with the differential
of ϕ : TΓ→ TΓd maps v to
ψd ◦dϕ(v) ∈ H1(Cd,O(TCd)⊗O(−Dd))∼= Hˇ1(Ud,O(TCd)⊗O(−Dd)),
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represented by the Cˇech 1-cocycle
vˇ :=
(
viζi
∂
∂ζi
, vjkζj,k
∂
∂ζj,k
, vjkζ
τ
j,k
∂
∂ζτj,k
)
∈
∏
i
Γ(C˜(i)∩τC(i),O(TCd)⊗O(−Dd))×
∏
j<k
Γ(C˜j ∩ C˜k,O(TCd)⊗O(−Dd))×
∏
j<k
Γ(τ(C˜j ∩ C˜k),O(TCd)⊗O(−Dd)),
where C(i) denotes the pants of C adjacent to circle γi. It is obvious that if all
vi vanish, then this Cˇech 1-cocycle is τ -invariant. On the other hand, the relation
ζi ·(ζi ◦τ)≡ λi = const implies that τ∗(ζi ∂∂ζi ) =−ζi ∂∂ζi . The additional change of the
sign of the corresponding part of cocycle vˇ comes from the fact that τ interchange
C(i) with τ(C(i)). This shows that vˇ is τ -invariant and the statement of the lemma
follows. 
Now we study the connection between the geometry of TΓ and the degeneration
of complex structures on a real surface Σ with marked points and marked boundary.
Let Σ\{marked points} = ∪jSj be a decomposition into pants with graph Γ. The
Fenchel-Nielsen coordinates on TΓ define a map (λ,ϑ) : TΓ → (R×S1)3g−3+m+2b,
which is a diffeomorphism by Proposition 1.2. So, if {jn} is a sequence of com-
plex structures on Σ, its degeneration means that the sequence of Fenchel-Nielsen
coordinates of {jn} is not bounded in (R×S1)3g−3+m+2b.
One can see that, in fact, we have two types of the degeneration. The first
one occurs when the maximum of the length coordinates ℓi and ℓjk of jn increases
infinitely, and the second one is present when a minimum of the length coordinates
of jn vanishes. It should be pointed out that for an appropriate sequence one can
have both types of degeneration.
Note that by Proposition 1.2 the Fenchel-Nielsen coordinates of a complex struc-
ture j on Σ are defined by a choice of a topological type of decomposition of Σ into
pants, encoded in the graph Γ. Thus the introduced notion of degeneration also
depends on the choice of Γ. Possibly, the best choice of such decomposition is
established by the following statement, proved in [Ab], Ch.II, § 3.3.
Proposition 4.4.2. Let C be a complex curve with parameterization σ : Σ → C.
Then
a) there exists a universal constant l∗ > 0 such that any two geodesic circles γ′
and γ′′ on C satisfying ℓ(γ′)< l∗ and ℓ(γ′′)< l∗ are either disjoint or they coincide;
b) there exists pants decomposition C\{marked points} = ∪jSj such that the
lengths of inner boundary circles γjk = Sj∩Sk are bounded from above by a constant
L which depends only on the topology of Σ and the maximum M of the lengths of the
boundary circles of C; moreover, any simple geodesic circle γ on C with ℓ(γ) < l∗
occurs as a boundary circle of some Cj.
Corollary 4.4.3. Let Cn be a sequence of nodal curves parameterized by a real
surface Σ with uniformly bounded number of components. Suppose that the com-
plex structures of Cn do not degenerate near the boundary. Then, passing to a
subsequence, one can find a decomposition Σ = ∪jSj and new parameterizations
σ′n : Σ→ Cn, such that
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i) the decomposition Σ= ∪jSj induces a decomposition of every non-exceptional
component of Cn into pants whose boundary circles are geodesics;
ii) the intrinsic length of these geodesics are bounded uniformly in n.
Proof. By Lemma 4.3.2, the intrinsic lengths of boundary circles of non-exceptional
components of Cn are bounded uniformly in n. Find a decomposition into pants
of every non-exceptional component of Cn satisfying the conditions of part b) of
Proposition 4.4.2. Let Γn denote the obtained graph of the decomposition of Cn.
Since the number of components of Cn is uniformly bounded, we obtain a subse-
quence Cnk with the same graph Γ for all nk.
It follows from the proof in [Ab] that the constant L from part b) of Proposition
4.4.2 depends continuously on the maximum M of the lengths of the boundary
circles of Cn. This implies condition ii). Applying Proposition 4.2.2, we complete
the proof. 
4.5. Example: Degeneration to a Half-cubic Parabola on the Language of
Stable Curves.
Example. Consider a sequence of curves Tn in CP
2 given by
Tn = { y2z−x3 = n−6z3 } ⊂ CP2
in homogeneous coordinates. In the affine chart U0 = {z 6= 0} the curves are given
by the equation Tn = {y2−x3 = n−6}. In any reasonable sense these curves should
converge to a half-cubic parabola T∞ := {y2 = x3}. We shall now explain in great
detail how the Tn converge to T∞ in Gromov topology.
Each curve Tn is the image of the curve
T = {y21z1−x31 = z31} ⊂ CP2
w.r.t. an algebraic map fn : [x1,y1, z1] ∈ C 7→ [x : y : z] := [n−2x1 : n−3y1 : z1].
We shall denote by [x1 : y1 : z1] the coordinates in the pre-image and by [x : y : z]
in the range.
Convergence of graphs. Consider the graphs Γn of these mappings as subsets of
CP2×CP2. Then the Γn converge to a reducible curve Γ∞ ∈ CP2×CP2, which
consists of the graph of a constant mapping [x1 : y1 : z1] ∈ T 7→ [0 : 0 : 1], which is a
“horizontal component”, plus a “vertical component” over [x1 : y1 : z1] = [0 : 1 : 0],
which is a limit curve {y2 = x3} of the sequence Tn.
The picture of the convergence is the following. Starting from Γ1, the curves
Γn transform continuously (we can define Γt for any real t), so that for n >> 1
curve Γn consists of an “almost horizontal” torus and an “almost vertical” sphere
connected by a thin “neck”. As n −→ ∞ this neck is shrinking to a point P :=
([0 : 1 : 0], [0 : 0 : 1]) ∈ P2×P2 which is the only singular point of Γ∞ where its
components intersect.
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Fig. 6. Convergence picture
Explanation of the picture: i1, i2, i∞ are imbeddings of Cn’s into P2 × P2 as the
graphs Γn’s. The map pr : P
2×P2 → P2 is the natural projection onto the range
P2.
Thus, the picture of convergency on the language of parameterized curves should
be the following: the surface parameterizing all Tn (and also T∞ = {y2 = x3})
should be a torus Σ. Some fixed circle γ on Σ around some fixed point p ∈ Σ
should be mapped by parameterizations σn : Σ→ Cn to “smaller circles”. Finally
the parameterization σ∞ : Σ→ C∞ contracts γ to a point. Thus C∞ should be a
nodal curve which consists of a smooth torus and a smooth sphere intersecting at
one point. The limit map u∞ should map the torus to the point [0 : 0 : 1] and the
sphere onto the limit curve T∞.
Now we must determine curves Cn, parameterizations σn and mappings un ex-
plicitly. Note that one cannot take as Cn simply the graph Γn, because Γ∞ has a
point P = ([0 : 1 : 0], [0 : 0 : 1]) ∈ P2×P2 as a cusp and a node at the same time.
However, by our definition of a nodal curve, C∞ should have at most nodes. This
is not a big problem, because one should “holomorphically” parameterize Γ∞ by
a nodal curve and at the same time one also needs to parameterize “coherently”
Cn’s.
Let us do just that.
Explicit Parameterization.
Now we give a description of the convergence in terms of stable curves (termi-
nology of [KM]; an alternative terminology speaks of “stable maps”). Consider
homogeneous equations
y21z1−x31 = z31 and
x
n−2x1
=
y
n−3y1
=
z
z1
, (4.5.1)
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defining Γn in P
2×P2. Let Q = [x1 : y1 : z1] be a point on T with z1 6= 0. Then
obviously fn(Q) = [n
−2x1 : n−3y1 : z1] converge to the point [0 : 0 : 1] in the range
P2. Moreover, for a sufficiently small neighborhood U of Q in T we obviously have
a uniform convergence of the restriction fn|U to a constant map f∞ : U → P2,
f∞|U ≡ [0 : 0 : 1].
The set of points [x1 : y1 : z1] on C with z1 = 0 consists of one point [0 : 1 : 0].
This means that for any compact K ⋐ C\[0 : 1 : 0] the sequence of restricted maps
fn|K :→ P2 converge uniformly to the constant map f∞ :K→ P2, u∞|K ≡ [0 : 0 : 1].
In terms of graphs Γn this means that Γn ∩ (K ×P2) converge to Γ∞ ∩ (K ×P2),
which lies in the “horizontal” part T × [0 : 0 : 1] of Γ∞.
Consider the behavior of fn in a neighborhood V ⊂ T of the point [0 : 1 : 0].
Setting y1 = 1 and considering x1, z1 as an affine coordinate on the first P
2 we
obtain the relation
z1 = x
3
1+z
3
1 .
One can easily see that x1 can be chosen as a local holomorphic coordinate in a
neighborhood of [0 : 1 : 0], and that there exists a holomorphic function ϕ(x1) in
the disk ∆(a) = {|x1|< a} such that ϕ(0) = 1 and V = {z1 = x31ϕ(x1)}.
z1
x T
V
Vn
x1-plane
R
∆(R)
a
∆(a)
R
n1
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ξ-plane
x1=ξ/n←pξ←−−−−−−−−−
xvn
Fig. 7. Parameterization of the Bubbled Sphere
Fix a > 1b > 0 and take R >
1
b . Denote by pr : V →∆(a) the natural projection,
see Fig. 7. For every n sufficiently big, cover pr(V ) = ∆(a) by sets Vn, where
Vn := pr
−1∆(Rn ) and V
′
n := pr
−1(An) with An = { 1bn < |x1| < a}. First we
consider the behavior of appropriately rescaled maps fn◦pr−1 in Vn. For a complex
coordinate ξ ∈ C we consider maps vn(ξ) : ∆(R)→ P2 with vn(ξ) := fn ◦ pr−1( ξn )
and the domain of definition ∆(R) := {|ξ| < R}. This means that we rescale
fn ◦pr−1 in ∆(Rn ) = by setting nx1 = ξ. Then
vn(ξ) = fn ◦pr−1
([
ξ
n
: 1 : ξ
3
n3
ϕ
(
ξ
n
)])
=
[
ξ
n3
: 1
n3
: ξ
3
n3
ϕ
(
ξ
n
)]
=
[
ξ : 1 : ξ3ϕ
(
ξ
n
)]
.
65
Thus, images vn(∆(R)) = fn(∆(
R
n )) lie in the affine chart y 6= 0 in the range P2, and
in the affine coordinates x,z (y = 1) we obtain a representation vn(ξ) = (ξ,ξ
3ϕ( ξn )).
We easily see that ϕ( ξn ) converge on compacts ∆(R) to the constant function 1. This
implies that maps vn converge on ∆(R) to the map v∞ : C→ P2, v∞(ξ) = [ξ : 1 : ξ3].
This map is a parameterization of the “vertical part” of Γ∞.
Finally, we want to describe the behavior of the “neck” of Γn when n −→ ∞.
Again, take x1 to be a local holomorphic coordinate on T in a neighborhood of
[0 : 1 : 0] setting y1 = 1. Consider imbeddings hn : An → ∆2(a,b) = {|x1| <
a}×{|t| < b} with hn(x1) = (x1, 1nx1 ). Denote by An the images hn(An). Then
An = {(x1, t) ∈ ∆2(a,b) : x1·t = 1n}. As n −→ ∞, the annuli An converge to a
subset A∞ ⊂∆2(a,b), which is the union of two disks ∆(a)×{0}∪{0}×∆(b).
Note that, along An ⊂∆2(a,b) with coordinates x1, t, we can represent fn◦pr−1◦
h−1n in the form
fn ◦pr−1 ◦h−1n : (x1, t) ∈ An 7→
[
x1
n2
:
1
n3
: x31ϕ(x1)
]
= [nx1t
3 : t3 : n3x31t
3ϕ(x1)] =
= [t2 : t3 : ϕ(x1)],
where we use the relation nx1t= 1 along An. Thus the restriction of fn ◦pr−1 onto
An coincides with the composition of imbeddings hn of An into ∆
2(a,b) with the
map F : ∆2(a,b)→ P2, F (x1, t) = [t2 : t3 : ϕ(x1)]. In the affine chart with z 6= 0 we
have F (x1, t) =
(
t2
ϕ(x1)
, t
3
ϕ(x1)
)
, see Fig. 8.
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Fig. 8. Parameterization of the “Neck”.
Note that
F |An= fn ◦pr−1 ◦h−1n :An→ CP2. (4.5.2)
Remark. Denote by Pn the compact curve {x1 · t = 1n} in CP2. For us it is
important that F is well- defined on Pn \{|x1|> a}.
We interpret this picture in the following way. Annuli An degenerate to a normal
crossing of two disks, a “node” in the terminology of [OM], whereas maps fn◦pr−1◦
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h−1n : An → P2 converge to a (holomorphic) map from A∞ to P2 which is, in this
case, a restriction of F onto A∞, ı.e., constantly [0 : 0 : 1] on the one component
{t= 0} of A∞, and, on the component {x1 = 0}, mapping F is a parameterization
t ∈∆(b) 7→ (t2, t3) of curve y2 = x3.
Note that on An the contractiong circle is γn = {|x1| =
√
1
n
, because hn(γn) =
{|x1|= |t|=
√
1
n
.
Let us finally construct stable curves (Cn,un) and (C∞,u∞). Put W1 = T1 \V
and W2 = Pn\{|x1|> a}. Identify the boundaries of W1 andW2 by hn◦pr : ∂W1→
∂W2 to get the curve Cn := W1 ⊔W2/∂ ∼ ∂W2. Note that C∞ is a nodal curve
with one nodal point and two components: torus and sphere.
The corresponding maps are defined as follows:
u(q) =
{
fn(q) if q ∈W1
F (q) if q ∈W2.
Note that un is well- defined due to relation (2).
Σ
γ
V˜1
V˜2
σn−−−−−→
Σ
γ
V˜1
V˜2
σ∞−−−−−→
Cn
W1
σn(γ)
An
C∞
W1
A
′
∞
A
′′
∞
0
Tn
T∞
fn−−−−−→
F : t 7→ (t2, t3)−−−−−−−−−−−−−−−−−−−−−−−→
f∞ ≡ [0,0,1]−−−−−−−−−−−−→
Fig. 10.
The rest is obvious, ı.e., one should take the parameterizations σn : Σ → Cn
satisfying the three following conditions:
(a) Some fixed circle γ should be mapped by σn onto hn(γn)⊂An (also σ∞(γ) =
0 ∈A∞).
(b) Some fixed disk V˜2 ⊂ Σ, see Fig. 10, should be mapped by σn onto the
domain Pn∩{|t|> 1} ⊂W2 (also σ∞(V˜2 = P∞∩{|t|> 1}.
(c) Finally, some other domain V˜1 ⊂ Σ, which contains a handle, should be
mapped onto W1.
One should also take care that the structures σ∗njn should converge on compact
subsets in Σ\γ.
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Lecture 5
Gromov Compactness Theorem
5.1. Second A priori Estimate.
Let (X,J) be an almost complex manifold. In what follows the tensor J is
supposed to be only continuous, ı.e., of class C0. Fix some Riemannian metric h
on X . All norms and distances will be taken with respect to h. In particular, we
have the following
Definition 5.1.1. A continuous almost complex structure J is called uniformly
continuous on A ⊂ X with respect to h, if ‖J‖L∞(A) <∞ and for any ε > 0 there
exists δ = δ(J,A,h) > 0 such that for any x ∈ A one can find a C1-diffeomorphism
ϕ : B(x,δ) → B(0, δ) from the ball B(x,δ) := {y ∈ X : disth(x,y) < δ} onto the
standard ball in Cn with the standard metric hst such that
‖J −ϕ∗Jst‖L∞(B(x,δ)∩A)+‖h−ϕ∗hst‖L∞(B(x,δ)∩A) 6 ε. (5.1.1)
Roughly speaking, this means that on the set A we can ‖ · ‖L∞-approximate J
by an integrable structure in h-metric balls of a radius independent of x ∈ A. The
function µ(J,A,h) whose value at ε > 0 is the biggest possible δ 6 1 with the above
property is called the modulus of uniform continuity of J on A. Note that every
continuous almost complex structure J is always uniformly continuous on relatively
compact subsets K ⋐X .
Let J∗ be a continuous almost complex structure on X and A ⊂ X a subset.
Assume that J∗ is uniformly continuous on A and denote by µJ∗ = µ(J∗,A,h) the
modulus of uniform continuity of J∗ on A. Recall that in Lemma 2.4.1 we proved
the following
Proposition 5.1.1. (First A priori Estimate). For every p with 2 < p <∞ there
exists an ε1 = ε1(µJ∗ ,A,h) (independent of p) and Cp = C(p,µJ∗ ,A,h) such that for
any continuous almost complex structure J with ‖J−J∗‖L∞(A) < ε1 and for every
J-holomorphic map u ∈ C0∩L1,2(∆,X), satisfying u(∆) ⊂ A and ‖du‖L2(∆) < ε1,
one has the estimate
‖du‖Lp( 12∆) 6 Cp · ‖du‖L2(∆). (5.1.2)
Definition 5.1.2. Define a cylinder Z(a,b) by Z(a,b) := S1× [a,b], equipping it
with coordinates θ ∈ [0,2π], t ∈ [a,b], with the metric ds2 = dθ2 + dt2 and the
complex structure Jst(
∂
∂θ ) =
∂
∂t . Denote Zi := Z(i−1,1) = S1× [i−1, i].
Let J∗ be some continuous almost complex structure on X and A a subset of X
such that J∗ is uniformly continuous on A. Let µJ∗ denote the modulus of uniform
continuity of J∗ on A.
Lemma 5.1.2. (Second A priori Estimate). There exist constants γ ∈ ]0,1[ and
ε2 = ε2(µJ∗ ,A,h) > 0 such that for any J with ‖J − J∗‖ < ε2 and every J-
holomorphic map u : Z(0,5)→X with u(Z(0,5))⊂ A the condition ‖du‖L2(Zi) < ε2
for i= 1, . . . ,5 implies
‖du‖2L2(Z3) 6
γ
2
(‖du‖2L2(Z2)+‖du‖2L2(Z4)). (5.1.3)
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Proof. Take ε2 > 0 small enough such that µJ∗(ε2)< ε1, where ε1 is the constant
from Lemma 5.1.1. Then for any A′ ⊂ A the condition diam(A′) 6 ε2 implies that
osc(J∗,A′)6 ε1. Due to Lemma 5.1.1, we may assume that u(Zi)⊂B for i= 2,3,4,
where B is a small ball in R2n = Cn with the structure Jst. Moreover, we may
assume that ‖J∗−Jst‖L∞(B) 6 ε1.
Find v ∈ C0 ∩L1,2(Z(1,4),Cn) such that ∂Jstv = 0 and ‖du− dv‖L2(Z(1,4)) is
minimal. We have
‖∂Jst(u−v)‖L2(Zi) = ‖(Jst−J(u))∂yu‖L2(Zi) 6 ‖Jst−J‖L∞(B)‖du‖L2(Zi).
So for i= 2,3,4 we get
‖du−dv‖L2(Zi) 6 C‖Jst−J‖L∞(B)‖du‖L2(Z(1,4)). (5.1.4)
Now let us check the inequality (4.7) for v. Write v(z) = Σ∞k=−∞vke
k(t+iθ). Then
‖dv‖2L2(S×{t}) = 4πΣ∞k=−∞k2|vk|2e2kt. Since obviously∫ 3
2
e2kt 6
γ1
2
(∫ 2
1
e2ktdt+
∫ 4
3
e2ktdt
)
for all k 6= 0 with γ1 = 2e2 , one gets the required estimate for all holomorphic v.
Using (5.1.4) with ‖Jst−J‖L∞ sufficiently small, we conclude that the estimate
(5.1.3) holds for u with appropriate γ > γ1. 
Corollary 5.1.3. Let X, h, J∗, A, and the constants ε2 and γ be as in Lemma
5.1.2. Suppose that J is a continuous almost complex structure on X with ‖J −
J∗‖L∞(A) < ε2 and u ∈ C0∩L1,2(Z(0, l),X) a J-holomorphic map such that u(Z)⊂
A and ‖du‖L2(Zi) < ε2 for any i = 1, . . . , l. Let λ > 1 be (the uniquely defined) real
number with λ= γ2 (λ
2+1).
Then for 26 k 6 l−1 one has
‖du‖2L2(Zk) 6 λ−(k−2) · ‖du‖2L2(Z2)+λ−(l−1−k) · ‖du‖2L2(Zl−1). (5.1.5)
Proof. The definition of λ implies that for any a+ and a− the sequence yk :=
a+λ
k+a−λ−k satisfies the recurrent relation yk = γ2 (yk−1+ yk+1). In particular,
so does the sequence
Ak :=
λ−(k−2)−λ6−2l+k−2
1−λ6−2l
‖du‖2L2(Z2)+
λ−(l−1−k)−λ6−2l+l−1−k
1−λ6−2l
‖du‖2L2(Zl−1),
which is determined by the values A2 = ‖du‖2L2(Z2) and Al−1 = ‖du‖2L2(Zl−1).
We claim that for 2 6 k 6 l−1 one has the estimate ‖du‖2L2(Zk) 6 Ak, which is
obviously stronger than (5.1.5). Suppose that there exists a k0 such that 26 k0 6
l− 1 and ‖du‖2L2(Zk0 ) > Ak0 . Choose k0 so that the difference ‖du‖
2
L2(Zk0 )
−Ak0
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is maximal. By Corollary 2.5.1 and by our recurrent definition of Ak, we have
2< k0 < l−1 and
‖du‖2L2(Zk0 )−Ak0 6
γ
2
(‖du‖2L2(Zk0+1)−Ak0+1+‖du‖
2
L2(Zk0−1)
−Ak0−1)6
6
γ
2
2(‖du‖2L2(Zk0 )−Ak0).
The second inequality follows from the fact that ‖du‖2L2(Zk0 )−Ak0 is maximal. This
gives a contradiction. 
5.2. Removal of Point Singularities.
An immediate corollary of this estimate is the following improvement of the
Sacks-Uhlenbeck theorem about removability of a point singularity, see [S-U] and
[G].
Corollary 5.2.1. (Removal of Point Singularities). Let X be a manifold with a
Riemannian metric h, J a continuous almost complex structure, and u : (∆ˇ,Jst)→
(X,J) a J - holomorphic map from the punctured disk. Suppose that
i) J is uniformly continuous on A := u(∆ˇ) w.r.t. h and the closure of A is h-
complete;
ii) there exists i0 such that, for all annuli Ri := {z ∈ C : 1ei+1 6 |z| 6 1ei } with i> i0,
one has ‖du‖2L2(Ri) 6 ε2, where ε2 is defined in Lemma 5.1.2.
Then u extends to the origin.
Condition i) is automatically satisfied if A = u(∆ˇ) is relatively compact in X .
Condition ii) of “slow growth” is clearly weaker than just the boundedness of the
area, see, e.g., [S-U], [G]. It is sufficient to have limi−→∞ ‖du‖2L2(Ri) = 0, whereas
boundedness of the area means
∑∞
i=1 ‖du‖2L2(Ri) <∞.
Proof. The exponential map exp(t,θ) := e−t+iθ defines a biholomorphism between
the infinite cylinder Z(0,∞) and the punctured disk ∆ˇ, identifying every annulus
Ri with the cylinder Z(i, i+1). Applying Corollary 5.1.3 to the map u◦exp on
cylinders Z(i0, l) and setting l −→∞, we obtain the estimate
‖du‖2L2(Ri) 6 λ−(i−i0) · ‖du‖2L2(Ri0), i > i0.
Using this and Lemma 5.1.1 we conclude that diam(u(Ri)) 6 C ·λ−i/2 for i > i0.
Since
∑
λ−i/2 <∞, u extends continuously into 0 ∈∆. 
In the proof of the compactness theorem we shall use the following corollary of
Corollary 2.5.1. Let X be a manifold with a Riemannian metric h, J a continuous
almost complex structure on X , A⊂X a closed h-complete subset such that J is h-
uniformly continuous on A. Furthermore, let {Jn} be a sequence of almost complex
structures uniformly converging to J , {ln} a sequence of integers with ln→∞ and
un : Z(0, ln)→X a sequence of Jn-holomorphic maps.
Lemma 5.2.2. Suppose that un(Z(0, ln)) ⊂ A and ‖dun‖L2(Zi) 6 ε2 for all n and
i6 ln. Take a sequence kn→∞ such that kn < ln−kn→∞. Then
1) ‖dun‖L2(Z(kn,ln−kn)) → 0 and diam
(
un(Z(kn, ln−kn))
)→ 0;
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2) if, in addition, all images un(Z(0, ln)) are contained in some bounded subset of
X, then there is a subsequence {un}, still denoted {un} such that both un|Z(0,kn)
and un|Z(kn,ln) converge in L1,p-topology on compact subsets in ∆ˇ ∼= Z(0,+∞) to
J-holomorphic maps u+∞ : ∆ˇ → X and u−∞ : ∆ˇ → X. Moreover, both u+∞ and u−∞
extend to the origin and u+∞(0) = u
−
∞(0).
Remarks. 1. The punctured disk ∆ˇ with the standard structure J∆
∂
∂r =
1
r
∂
∂θ
is isomorphic to Z(0,∞) with the structure JZ ∂∂t = − ∂∂θ under a biholomorphism
(θ, t) 7→ e−t+iθ. Thus, statement (2) of this corollary is meaningful.
2. Lemma 5.2.2 describes explicitly how the sequence of Jn-holomorphic maps of
the cylinders of growing conformal radii converges to a J-holomorphic map of the
standard node.
Lemma 5.2.3. There is an ε3 = ε3(µJ∞ ,A,h) such that for any continuous almost-
complex structure J on X with ‖J−J∞‖L∞ 6 ε3 and any non-constant J-complex
sphere u : CP1→X, u(CP1)⊂ A one has the inequalities
area(u(CP1))> ε3 and diam(u(CP
1))> ε3.
Proof. Let ε1 be the constant from Lemma 5.1.1. Suppose that areau(CP
1) =
‖du‖2L2(CP2) 6 ε21. Cover CP1 by two disks ∆1 and ∆2. By (3.1) and the Sobolev
imbedding L1,p ⊂ C0,1− 2p , we obtain that diam(u(∆1)) and diam(u(∆2)) are smaller
than const·ε1. Thus the diameter of the image of the sphere is smaller than const·ε1.
Therefore, we can suppose that the image u(S2) is contained in the coordinate
chart, ı.e., in a subdomain in Cn, and the structures J and J∞ are L∞-close to a
standard one. Consider now u : S2→ U ⊂ Cn as a solution of the linear equation
∂xv(z)+J(u(z)) ·∂yv(z) = 0 (5.2.1)
on the sphere. The operator ∂J (v) = ∂xv(z)+J(u(z))·∂yv(z) acts from L1,p(S2,Cn)
to Lp(S2,Cn) and is a small perturbation of the standard ∂-operator. Note that the
standard ∂ is surjective and Fredholm. Thus small perturbations are also surjective
and Fredholm, having the kernel of the same dimension. But the kernel of ∂ consists
of constant functions. Since all constants are in the kernel of (5.2.1), our u should
be a constant map.
We have proved that if the area or a diameter of a J-holomorphic map is suffi-
ciently small then this map is constant. 
Remark. The same statement is true for the curves of arbitrary genus g. In that
case, in addition to the estimate (5.1.2), one should also use the estimate (5.1.3).
This yields the existence of an ε which depends on g (and, of course, on X , J , and
K), but not on the complex structure on the parameterizing surface.
5.3. Compactness for Curves with Free Boundary.
In this section we give a proof of the Gromov compactness theorem for the curves
with boundaries of fixed finite topological type and without boundary conditions
on maps. The case of closed curves is obviously included in this.
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Throughout this section we assume that the following setting holds.
Let X be a manifold with a Riemannian metric h, J∞ a continuous almost
complex structure on X , A ⊂ X an h-complete subset, {Cn} a sequence of nodal
curves parameterized by a real surface Σ with parameterizations δn : Σ→ Cn, and
un : (Cn, jn)→ (X,Jn) a sequence of holomorphic maps. Further, J∞ is h-uniformly
continuous on A, Jn are also continuous and converge to J∞, h-uniformly on A,
un(Cn)⊂ A for all n.
Let us explain the main idea of the proof of Theorem 1.1. The Gromov topol-
ogy on the space of stable curves over X is introduced in order to recover natural
convergence of sequences (Cn,un) of complex curves of bounded area which do not
converge in the “strong” (ı.e., L1,p-type) sense. The are two reasons for this. The
first is that a sequence of (say, smooth) curves Cn could diverge in an appropriate
moduli space and the second is a phenomenon of “bubbling”. In both cases one
has to deal with the appearance of new nodes, ı.e., with a certain degeneration
of the complex structure on curves. The “model” situation of Lemma 5.2.2 de-
scribes a convergence of “long cylinders” un : Z(0, ln) → X , ln −→ ∞, to a node
u∞ : A0 → X . In our proof we cover curves Cn by pieces which are either “long
cylinders” converging to nodes or have the property that complex structures and
maps “strongly” converge. Here the “strong” convergence means the usual one,
ı.e., w.r.t. the C∞-topology for complex structures, and w.r.t. the L1,p-topology
with some p > 2 for maps. In fact, the strong convergence of maps is equivalent to
the uniform one, ı.e., w.r.t. the C0-topology, and implies further regularity in the
case when Jn and J∞ have more smoothness. One consequence of this is that we
remain in the category of nodal curves. Another is that we treat degeneration of a
complex structure on Cn and the “bubbling” phenomenon in a uniform framework
of “long cylinders”.
For the proof we need some additional results.
Lemma 5.3.1. For any R > 1 there exists an a+ = a+(R) > 0 with the following
property. For any cylinder Z = Z(0, l) with 0 < l 6 +∞ and any annulus A ⊂
Z(0, l), which is adjacent to ∂0Z = S
1×{0} and has a conformal radius R, one has
Z(0,a+)⊂ A.
Proof. Without loss of generality we may assume that l = +∞ and identify Z
with the punctured disk ∆ˇ via the exponential map (t+ iθ) 7→ e−t+iθ such that ∂0Z
is mapped onto S1 = ∂∆.
Suppose that the statement is false. Then there would exist holomorphic imbed-
dings fn : A(1,R) → ∆ˇ and points an ∈ ∆\fn(A(1,R)) such that fn(A(1,R)) are
adjacent to ∂∆ and an −→ a ∈ ∂∆. Passing to a subsequence, we may assume that
{fn} converges uniformly on compact subsets in A(1,R) to a holomorphic map
f :A(1,R)→∆.
If f is not constant, then f(A(1,R)) must contain some annulus {b < |z| < 1}
with b < 1. But then {√b < |z| < 1} ⊂ fn(A(1,R)) for n >> 1, which is a
contradiction.
If f is constant, then the diameter of images of the middle circle γ := {|z| =√
R} ⊂ A(1,R) must converge to 0. But diam(fn(γ)) > dist(0,an) −→ 1. The
obtained contradiction finishes the proof. 
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For the proof of Theorem 1.1 we need a special covering of Σ which will be
constructed in the following theorem.
Theorem 5.3.2. Under the conditions of Theorem 1.1, after passing to a subse-
quence, there exist a finite covering V of Σ by open sets Vα and parameterizations
σn : Σ→ Cn such that
(a) all Vα are either disks, or annuli or pants;
(b) for any boundary circle γi of Σ there is some annulus Vα adjacent to γi;
(c) σ∗njn Vα does not depend on n if Vα is a disk, pants or an annulus adjacent
to a boundary circle of Σ;
(d) all non-empty intersections Vα∩Vβ are annuli, where the structures σ∗jn are
independent of n;
(e) if a is a node of Cn and γ
n
a = σ
−1
n (a) the corresponding circle, then γ
n
a = γa
does not depend on n and is contained in some annulus Vα, containing only one such
“contracting” circle for any n; moreover, the structures σ∗njn Vα\γa are independent
of n;
(f) if Vα is an annulus and σn(Vα) doesn’t contains nodes, then the conformal
radii of σn(Vα) converge to some positive R
∞
α > 1 or to +∞;
(g) if for initial parameterizations δn and fixed annuli Ai, each adjacent to the
boundary circle γi of Σ, the structures δ
∗
njn Ai
do not depend on n, then the new
parameterizations σn can be taken equal to δn on some subannuli A
′
i ⊂ Ai also
adjacent to γi.
Proof. We shall prove the properties (a)–(f). The property (g) will follow from
Lemma 5.3.3 below.
There are four cases where the existence of such a covering is obvious. If all Cn
are disks or annuli without nodal points, there is nothing to prove. In the third
case each Cn is a sphere, and we cover it by two disks.
In the forth case each Cn is a torus without marked points. Then any complex
torus can be represented by the form C
/
(Z+ τZ) with |Reτ | 6 1
2
and Imτ > 1
2
.
Considering the map z ∈ C 7→ e2πiz ∈ Cˇ := C\{0}, we represent (T 2, j) as the
quotient C
/ {z ∼ λ2z} with λ = eπiτ , so that |λ| < e−π/2 < 13 . The annuli
{ |λ|
2
< |z|< 1} and { |λ|2
2
< |z| < |λ|} form the needed covering.
In all remaining cases we start with the construction of appropriate graphs Γn
associated with some decomposition of Cn into pants. Lemma 5.1.2 and a non-
degeneration of the complex structure jn on Cn shows that lengths of all boundary
circles of all non-exceptional components Cn,i of Cn are uniformly bounded from
above. At this point we make the following
Remark. The Collar Lemma from [Ab], Ch.II, § 3.3 yields the existence of the
universal constant l∗ such that for any simple geodesic circles γ′ and γ′′ on Cn,i
the conditions ℓ(γ′) < l∗ and ℓ(γ′′) < l∗ imply γ′ ∩γ′′ = ∅. We shall call geodesic
circles γ with ℓ(γ)< l∗ short geodesics.
The fact that (Cn,un) are Jn-complex and of bounded area shows that Cn have
a uniformly bounded number of components. Indeed, the number of exceptional
components, which are spheres and disks, is bounded by the energy (see Lemma
5.2.3), and the number of boundary circles of Cn is equal to that of Σ.
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Furthermore, the operation of contracting a circle on Σ to a nodal point either
diminishes the genus of some component of Cn or increases the number of compo-
nents. Thus, the number of nodal points on Cn and the total number of marked
points on its components are also uniformly bounded. This implies that the number
of possible topological types of components is finite.
In this situation the Teichmu¨ller theory (see [Ab], Ch.II, § 3.3) states the exis-
tence of decomposition of every non-exceptional component Cn,i\{marked points}
into pants with the following properties:
i) Every short geodesic is a boundary circle of some pants of the decomposition.
ii) The intrinsic length of every boundary circle is bounded from above by a
(uniform) constant depending only on an upper bound of lengths of boundary
circles and possible topological types of Cn,i\{marked points}.
Having decomposed all Cn,i\{marked points} into pants, we associate with every
curve Cn its graph Γn. As was noted above, the number of vertices and edges of
Γn is uniformly bounded. Thus, after passing to a subsequence, we can assume
that all Γn are isomorphic to each other (as marked graphs). Denote this graph by
Γ. Now, the parameterizations σn : Σ→ Cn can be found in such a way that the
decompositions of Cn,i\{marked points} into pants define the same set γ = {γα} of
circles on Σ and induce the same decomposition S\∪αγα = ∪jSj with the graph Γ.
By our construction of the graph Γ, each edge of Γ corresponds either to a circle
in Σ contracted by every parameterization σn to a nodal point, or to a circle mapped
by every σn onto a geodesic circle separating two pants. Furthermore, each tail of
Γ corresponds to a boundary circle of Σ. Thus, we shall use the same notation
γα for an edge or a tail of Γ and for the corresponding circle on Σ. If σn(γα) is a
boundary circle of some pants Cj , then the intrinsic length ℓn,α = ℓn(γα) of σn(γα)
is well- defined. This happens in the following two cases:
a) σn(γα) separates two pants, or else
b) γα is a boundary circle Σ and the irreducible component of Cn attached to
σn(γα) is not a disk with a single nodal point. Note that the appearance of these
two cases is independent of n.
By our choice of γα, the lengths ℓn(γα) are uniformly bounded from above.
Passing to a subsequence, we may assume that for any fixed α the sequence {ℓn,α}
converges to ℓ∞,α.
As one can expect, the condition ℓn,α −→ 0 means that the circle γα is shrunk
to a nodal point on the limit curve. We shall prove the statement of the theorem
by induction in the number N of those circles γα for which ℓ∞,α = 0.
The case N = 0, where there are no such circles, is easy. Passing to a sub-
sequence, we may assume that the Fenchel-Nielsen coordinates (ℓn,ϑn) of any
non-exceptional component Cn,i of C converge to the Fenchel-Nielsen coordinates
(ℓ∞,ϑ∞) of some smooth curve C∞,i with marked points. Gluing together appro-
priate pairs of marked points, we obtain a nodal curve C∞, which admits a suitable
parameterization σ∞ : Σ→ C∞ and has the same graph Γ. Lemma 5.1.3 shows that
for n >> 1 the curves Cn can be obtained from C∞ by deformation of the transition
functions for the intrinsic local coordinates on non-exceptional components of C∞.
Note that such a deformation can be realized as a deformation of the operator j∞
of a complex structure on C∞, localized in small neighborhoods of circles σ∞(γα),
74
see Fig. 10. In the case where γα is a boundary circle we may additionally assume
that the annulus, where jn changes, lies away from γα. Now the existence of the
covering with desired properties is obvious.
︸ ︷︷ ︸
Vβ ︸ ︷︷ ︸
Vγ
Vα︷ ︸︸ ︷
︸︷︷︸
Wβ
︸︷︷︸
Wγ
Fig. 10.
Vα and Vβ represent elements of the
covering where the complex struc-
ture is constant. The change of com-
plex structure is done in the shaded
part of Vγ . Wβ := Vα ∩Vβ and Wγ
:= Vα∩Vγ represent the annuli with
the constant complex structure.
Let us now consider the general case where the number N of “shrinking circles”
is not zero. Take a circle γα with ℓ∞(γα) = 0. Let Sj be pants adjacent to γα.
Consider the intrinsic coordinates ρα and θα at σn(γα) and the annuli
An,α,j := {(ρα, θα) ∈ σn(Sj) : 06 ρα 6 π
2
ℓn,α
− 2π
a∗
}
A−n,α,j := {(ρα, θα) ∈ σn(Sj) : 06 ρα 6
π2
ℓn,α
− 2π
a∗
−1 },
adjacent to σn(γα). Note that
π2
ℓn,α
− 2πa∗ (resp. π
2
ℓn,α
− 2πa∗ − 1) is the logarithm of
the conformal radius of An,α,j (resp. of A
−
n,α,j). Consequently, we can use Lemma
4.3.2 to show that these annuli are well-defined.
If γα is a boundary circle, we set C
−
n := Cn\A−n,α,j. Otherwise γα separates two
pants, say Sj and Sk. Then we define in a similar way the annuli An,α,k and A
−
n,α,k,
set An,α :=An,α,j ∪An,α,k and A−n,α :=A−n,α,j ∪A−n,α,k and put C−n := Cn\A−n,α.
The parameterizations σn : Σ→ Cn can be chosen in such a way that the annuli
σ−1n (A
−
n,α,j) (resp. σ
−1
n (A
−
n,α,k)) define the same annulus A
−
α,j (resp. A
−
α,k) on Σ. Let
γ−α,j (resp. γ
−
α,k) denote its boundary circles different from γα. Thus, the curves C
−
n
are parameterized by a real surface Σ− := Σ\A−α,j (resp. Σ− := Σ\(A−α,j ∪A−α,k),
and the restrictions of σn can be chosen as parameterization maps. Thus, the
decompositions of components of Cn into pants define the combinatorial type of
decompositions of components of C−n into pants. Moreover, the corresponding
graph Γ− will be the same for all C−n . It coincides with Γ if γα is a boundary circle.
Otherwise Γ− can be obtained from Γ by replacing the edge corresponding to γα
by two new tails for two new boundary components.
Take some non-exceptional component C−n,i of C
−
n and decompose it into pants
according to graph Γ− in the canonical way, so that the boundary circles of the
obtained pants are geodesic. Note that even if the constructed pants are in com-
binatorial one-to-one correspondence with the pants of Cn, the intrinsic metric on
C−n,i and the obtained geodesics circle γ
−
β differ from the corresponding objects on
Cn,i
Nevertheless, we claim that for the obtained decomposition of C−n the intrinsic
lengths are uniformly bounded from above (possibly by a new constant) and that the
sequence {C−n } has fewer “shrinking circles” than {Cn}. The meaning of the above
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construction is the following. The curves C−n are obtained from C
−
n by cutting off
the annuli A−n,α,j (and resp. the annuli A
−
n,α,j). These annuli are sufficiently long
so that one “shrinking circle” disappears, but not too long so that the complex
structures of the curves C−n remain non-degenerating near the boundary.
Indeed, the complex structures on C−n do not degenerate at the boundary circle
γ−α,j (resp. at γ
−
α,k), because C
−
n contain annuli An,α,j\A−n,α,j (resp. An,α,k\A−n,α,k)
of the constant conformal radius R = e > 1. This means that the lengths ℓ−n (γ
−
α,j)
of σn(γ
−
α,j) (resp. ℓ
−
n (γ
−
α,k) of σn(γ
−
α,k)) with respect to the intrinsic metrics on C
−
n
are uniformly bounded.
On the other hand, the lengths ℓ−n (γ
−
α,j) (resp. ℓ
−
n (γ
−
α,k)) are also uniformly
bounded from below by a positive constant. Otherwise, by Lemma 3.4, after passing
to a subsequence, there would exist annuli An ⊂ C−n of infinitely increasing radii Rn,
adjacent to σn(γ
−
α,j) (resp. to σn(γ
−
α,k)). The superadditivity of the logarithm of the
conformal radius of annuli, see [Ab], Ch.II, § 1.3, shows that the conformal radius
R+n of the annulus A
−
n,α,j∪An satisfies the inequality logR+n > π
2
ℓn,α
− 2πa∗ −1+ logRn,
which contradicts Lemma 4.3.2, part i).
Now we estimate the intrinsic lengths of boundary circles and the number of
“shrinking circles” on C−n . Denote ℓn := ℓn(γα), where γα is the circle on Σ used in
the above constructions. Compute the width Ln of An,α,j\A−n,α,j w.r.t. the intrinsic
metric on Cn. Using ℓn −→ 0, we obtain
Ln =
∫ π2
ℓn
− 2π
a∗
ρ=π
2
ℓn
− 2π
a∗
−1
(
ℓn
2π
cos
ℓnρ
2π
)
dρ=
[
log cotan
(
π
4
− ℓnρ
4π
)]π2
ℓn
− 2π
a∗
ρ= π
2
ℓn
− 2π
a∗
−1
= log
cotan
ℓn
2a∗
cotan( ℓn2a∗ +
ℓn
4π )
≈ log
ℓn
2a∗ +
ℓn
4π
ℓn
2a∗
= log
(
1+
a∗
2π
)
> 0.
Thus we can find annular neighborhoods An ⊂ C−n of σn(γα) with constant
conformal radius R > 1.
Let γ−n,α ⊂ C−n be the geodesic circle corresponding to γα. It is the unique circle,
which is homotopic to γn,α = σn(γα) and is geodesic w.r.t. the intrinsic metric on
C−n . Let ℓ
−
n,α denote its C
−
n -intrinsic length. Using the monodromy argument as in
the proof of Lemma 5.1.2, we see that every An can be isometrically imbedded into
the annulus A+n := (− π
2
ℓ−n,α
, π
2
ℓ−n,α
)×S1 with coordinates − π2
ℓ−n,α
< ρ < π
2
ℓ−n,α
, 06 θ 6 2π
and with metric
(
ℓ−n,α
2π /cos
ℓ−n,αρ
2π
)2
(dρ2 + dθ2) of conformal radius e2π
2/ℓ−n,α . The
monotonicity of conformal radius of annuli yields the upper bound ℓ−n,α 6
2π2
logR
.
The same argumentation shows that if ℓ∞,α 6= 0, then ℓ−n,α also do not vanish.
Indeed, if ℓ−n,α −→ 0, then we could find annular neighborhoods A′n ⊂ C−n ⊂ Cn of
γn,α with infinitely increasing radii R
′
n. Using the homotopic equivalence of γ
−
n,α
with σn(γα) as above, we would obtain the estimate ℓn,α 6
2π2
logR′n
−→ 0, which is a
contradiction.
Thus, we have shown that C−n , with the intrinsic metric and defined by the Γ
−
decomposition, have uniformly bounded lengths of marked circles and less “shrink-
ing circles” than Cn. Using induction, we may assume that the postulated covering
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of Σ− and parameterizations of C−n by Σ
− exist. Since Cn\C−n is an annulus of
increasing conformal radius, the statement of the theorem is valid for Cn. 
Lemma 5.3.3. Let Cn be a sequence of complex annuli with structures jn, Σ some
fixed annulus and δn : Σ → Cn parameterizations. Suppose that for some fixed
annuli A1,A2 ⊂ Σ adjacent to the boundary circles of Σ restrictions δ∗njn|Ai do not
depend on n.
Then one can find parameterizations σn : Σ→ Cn such that σn coincide with δn
on some (possibly smaller) annuli A′i, are also adjacent to the boundary circles of
Σ restrictions, and that
i) if conformal radii Rn of Cn converge to R∞ <∞, then σ∗njn converge to some
complex structure;
ii) if conformal radii Rn of Cn converge to ∞, then for some circle γ ⊂ Σ
structures σ∗njn converge on compact subsets K ⋐ Σ\γ to a complex structure of
disjoint union of two punctured disks. Moreover, such a γ, an arbitrary imbedded
circle generating π1(Σ), can be chosen.
Proof. Without loss of generality we may assume that Σ = A(1,10), A1 =A(7,10),
A2 = A(1,4) and that a given circle γ lies in A(3,7). Let δn : Σ→ Cn be the given
parameterizations. There exist biholomorphisms ϕn : Cn→A(rn,1) with r−1n =Rn
being the conformal radii of Cn such that ϕn(δn(A1)) is adjacent to {|z|= 1}= ∂∆
and ϕn(δn(A2)) is adjacent to {|z|= rn}. Define ϕ′n(z) := rnϕn(z) .
Recall that structures δ∗njn|Ai are independent of n. We call this structure j.
Consider maps ϕn ◦δn : (A1, j)→A(rn,1)⊂∆ and ϕ′n ◦δn : (A2, j)→A(rn,1)⊂∆.
Passing to a subsequence we can suppose that rn −→ r∞ < 1 and that maps
ϕn ◦δn, ϕ
′
n ◦δn converge on A1 ∪A2 to holomorphic maps ψ : (A1 ∪A2, j) → ∆
and ψ′ : (A1 ∪A2, j) → ∆, respectively. This means that maps (ϕn ◦δn,ϕ′n ◦δn) :
(A1∪A2)→ ∆2 take values in {(z,z′) ∈∆2 : z·z′ = rn} and converge to the map
(ψ,ψ′) : (A1∪A2)→∆2 with values in {(z,z′) ∈∆2 : z·z′ = r∞}.
Arguments from the proof of Lemma 5.3.1 show that ψ(A1) and ψ
′(A2) are
annuli adjacent to ∂∆. This implies that for n >> 1 there exist diffeomorphisms
(ψn,ψ
′
n) : Σ → {(z,z′) ∈ ∆2 : z·z′ = rn} such that ψn ≡ ϕn ◦δn on A(9,10),
ψ′n(z)≡ ϕ′n ◦δn(z) for z ∈ A(1,2), and (ψn,ψ′n) converge to (ψ,ψ′) on Σ. Moreover,
we may assume that |ψn(t)| = |ψ′n(t)| =
√
rn for any t ∈ γ. This means that
(ψn,ψ
′
n)(γ) lies on the middle circle {(z,z′) : |z| =
√
rn, z
′ = rnz } of {(z,z′) ∈ ∆2 :
z·z′ = rn}.
Set σn := ϕ
−1
n ◦ψn : Σ → Cn. Then, obviously, σn ≡ δn on A(1,2) and on
A(9,10), and σ∗njn = (ψn,ψ
′)∗nJst −→ (ψ,ψ′)∗Jst, where Jst denotes the standard
complex structure on ∆2. 
Proof of Theorem 4.1.1. Let {(Cn,un)} be the sequence from the hypothesis
of the theorem. Then the condition c) of the theorem and Lemma 5.3.1 provide
the existence of parameterizations δn : Σ → Cn and annuli Ai, adjacent to each
boundary circle γi, such that δ
∗
njCn are constant in every Ai. Thus we may assume
that such δn are given.
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Take a covering V = {Vα} and parameterizations σn as in Theorem 4.3. With
every such covering we can associate the curves Cα,n := σn(Vα), the parameteriza-
tions σα,n := σn Vα
: Vα→ Cα,n and the maps uα,n := un Cα,n : Cα,n→X . Consider
the following type of convergence of sequences {(Cα,n,uα,n,σα,n)} with the fixed α:
A) Cα,n are annuli of infinitely growing conformal radii ln and the conclusions of
Lemma 5.2.2 hold;
B) every Cα,n is isomorphic to the standard node A0 = ∆∪{0}∆ such that the
compositions Vα
σα,n−→ Cα,n
∼=−→ A0 define the same parameterizations of A0 for
all n; furthermore, the induced maps u˜α,n :A0→X strongly converge;
C) the structures σ∗njn Vα and the maps uα,n ◦σα,n : Vα→X strongly converge.
Here the strong convergence of maps is the one in the L1,p-topology on compact
subsets for some p > 2 (and hence for all p <∞), and the convergence of structures
means the usual C∞-convergence.
Suppose that there is a subsequence, still indexed by n→∞ such that for any
Vα we have one of the convergence types A)–C). Then the sequence of global maps
{(Cn,un,σn)} converges in the Gromov topology which gives us the proof, as well
as a precise description of the convergence picture.
Otherwise, we want to find a refinement of our covering V and parameterizations
σn which have the needed properties. We shall proceed by induction, estimating
an area of pieces of coverings of Σ. To do this, we fix ε > 0 satisfying ε 6
ε21
2
with
ε1 from Lemma 5.1.1, ε 6
ε22
2 with ε2 from Lemma 5.1.2 and ε 6
ε3
3 with ε3 from
Lemma 5.2.3. First consider the
Special case: area(un(σn(Vα))) 6 ε for any n and any Vα ∈ V. We can consider
every Vα separately. If the structures σ
∗
njn|Vα are constant, then some subsequence
of un ◦σn strongly converges due to Corollary 2.5.1.
If structures σ∗njn|Vα are not constant, then Vα must be an annulus. Fix bi-
holomorphisms ϕn : Z(0, ln)
∼=−→ σn(Vα). If ln −→ ∞, Lemma 5.2.2 shows that
(and describes how!) an appropriate subsequence of un ◦ϕn converges to a J∞-
holomorphic map of a standard node. Otherwise, we can find a subsequence,
still denoted (Cn,un), for which ln −→ l∞ < ∞ and un ◦ϕn converge to a J∞-
holomorphic map of Z(0, l∞) in L1,p-topology on compact subsets K ⋐ Z(0, l∞) for
any p <∞. To construct refined parameterizations σ˜α,n : Vα → Cα,n = σn(Vα), we
use property (d) from Theorem 5.3.2 and apply Lemma 5.3.1.
Thus, we reach one of the convergence types A)–C) which gives the proof in this
Special case.
General case. Suppose that the theorem is proved for all sequences of Jn-holo-
morphic curves {(Cn,un)} with parameterizations δn : Σ → Cn which satisfy the
additional condition area (un(Cn))6 (N−1)ε for all n. We see this as the hypothesis
of the induction in N , so that our Special case is the base of the induction.
Assume that there exists a subsequence, still indexed by n → ∞ such that for
every Vα and for the curves Cα,n = σn(Vα) the statement of the theorem holds. This
means that there exist refined coverings Vα = ∪iVα,i and new parameterizations
σ˜α,n : Vα → Cα,n such that the σ˜n coincide with the σn near the boundary of
every Vα and such that for the curves Cα,i,n := σ˜n(Vα,i) we have convergence of one
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of the types A)–C). Then we can glue σ˜α,n together to global parameterizations
σ˜n : Σ→ Cn and set V˜ := {Vα,i}, obtaining the proof.
In particular, due to the inductive hypothesis, this is also true for any Vα such
that area(un(σn(Vα)))6 (N −1)ε for all n.
This implies that it is sufficient to consider only those Vα for which (N −1)ε 6
area(un(σn(Vα))) 6 Nε for all n. Obviously, it is sufficient to show the desired
property only for such a piece of covering, say for V1. To construct the refined
parameterizations σ˜1,n and the covering V1 = ∪iV1,i, we consider four cases.
Case 1): The structures σ∗njn|V1 do not change and C1,n are not isomorphic
to the standard node A0. Then we can realize (V1,σ
∗
njn) as a constant bounded
domain D in C. Hence we can consider un ◦σn : Vα → X as holomorphic maps
un : D → (X,Jn). Now we use the “patching construction” of Sacks-Uhlenbeck
[S-U].
Fix some a > 0. Denote D−a := {z ∈ D : ∆(z,a) ⊂ D}. Find a covering of
D−a by open sets Ui ⊂D with diam(Ui) < a such that any z ∈D lies in at most 3
pieces Ui. Then for any n there exists at most 3N pieces Ui with area(un(Ui))> ε.
Taking a subsequence, we may assume that the set of such “bad” pieces Ui is the
same for all n. Repeat successively the same procedure for a2 ,
a
4 , and so on, and
then take a diagonal subsequence. We obtain at most 3N “bad” points y∗1 , . . . ,y
∗
l
such that a subsequence of un converges in D\{y∗1 , . . . ,y∗l } strongly, ı.e., in the L1,p-
topology on compact subsets K ⋐ D\{y∗1 , . . . ,y∗l }. These “bad” points y∗1 , . . . ,y∗l
are characterized by the property
for any r > 0 area (un(∆(y
∗
i , r))> ε for n all sufficiently big. (5.3.1)
Remark. As we shall now see, every such point is the place where the “bubbling
phenomenon” occurs. Therefore we shall call y∗i bubbling points. The characteri-
zation property of a bubbling point is (4.1).
If there are no bubbling points, ı.e., l = 0, then the chosen subsequence un
converges strongly and we can finish the proof by induction.
Otherwise, we consider the first point y∗1 ∈D. Take a disk ∆(y∗1 ,̺) which doesn’t
contain any other bubbling points y∗i , i > 1.
Then for any n we can find the unique rn such that
(1) rn 6
̺
2 and area (un(∆(x,rn)))6 ε for any x ∈∆(y∗1 , ̺2 );
(2) rn is maximal w.r.t. (1).
Then rn −→ 0, because otherwise for r+ := limsup rn > 0 and for some subse-
quence nk −→∞ with rnk −→ r+ we would have
area
(
unk(∆(y
∗
1 , r
+))
)
6 ε,
which would contradict (5.3.1).
Lemma 5.3.4. For every n >> 1 there exists xn ∈ ∆(y∗1 , ̺2 ), such that xn → y∗1
and area (un(∆(xn, rn))) = ε.
Proof. If not, then for some subsequence nk −→ ∞ and every x ∈ ∆(y∗1 , ̺2 ) we
would have area (unk(∆(x,rnk))) < ε. Since rn −→ 0, this would contradict the
maximality of rn. In particular, there exists the postulated sequence {xn}.
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If xn do not converge to y
∗
1 , then after going to a subsequence we would find y
′ =
limn→∞xn 6= y∗1 . By our construction, y′ does not coincide with any other bubbling
point y∗i . Take a > 0 such that ∆(y
′,a) contains no bubbling point. Then by
Corollary 2.5.1 some subsequence unk would converge to some u
′ ∈ L1,ploc(∆(y′,a),X)
in strong L1,p(K)-topology for any compact subset K ⋐ ∆(y′,a) and any p <∞.
In particular, for sufficiently small b < a we would have area(unk(∆(y
′, b))) −→
area(u′(∆(y′, b)))< ε, which would contradict the choice of rn and xn. 
Using constructed rn and xn, define maps vn : ∆(0,
̺
2rn
)→ (X,Jn) by vn(z) :=
un(xn+ rnz). By the definition of rn we have
area(vn(∆(x,1))6 ε for all x ∈∆(0, ̺2rn −1). (5.3.2)
On the other hand, area(vn(∆(0,1)) = area(un(∆(xn, rn)) = ε by Lemma 5.3.4.
Thus vn converge (after going to a subsequence) on compact subsets in C to a
nonconstant J∞-holomorphic map v∞ with finite energy. Consequently, v∞ extends
onto S2 by the removable singularity theorem of Corollary 5.2.1.
Since v∞ is nonconstant, ‖dv∞‖2L2(S2) = area(v∞(S2))> 3ε by Lemma 5.2.3 and
the choice of ε. Choose b > 0 in such a way that
area (v∞(∆(0, b)) = ‖dv∞‖2L2(∆(0,b)) > 2ε. (5.3.3)
By Corollary 2.5.1 this provides that
‖dun‖2L2(∆(xn,brn)) = ‖dvn‖2L2(∆(0,b)) > ε. (5.3.4)
For n >> we consider the coverings of V1 by 3 sets
V
(n)
1,1 := V1\∆(y∗1 , ̺2 ), V
(n)
1,2 := ∆(y
∗
1 ,̺)\∆(xn, brn), V (n)1,3 := ∆(xn,2brn).
Fix n0 sufficiently big. Denote V1,1 := V
(n0)
1,1 , V1,2 := V
(n0)
1,2 , and V1,3 := V
(n0)
1,3 .
There exist diffeomorphisms ψn : V1 → V1 such that ψn : V1,1 → V (n)1,1 is identity,
ψn : V1,2 → V (n)1,2 is a diffeomorphism and ψn : V1,3 → V (n)1,3 is biholomorphic w.r.t.
the complex structures, induced from C1,n.
Thus, we have constructed the covering {V1,1,V1,2,V1,3} of V1 and parameter-
izations σ′n := σ1,n ◦ψn : V1 → C1,n such that the conditions of Theorem 5.3.2
are satisfied. Moreover, area(un(σ
′
n(V1,i))) 6 (N − 1)ε due to inequality (5.3.4).
Consequently, we can apply the inductive assumptions for the sequence of curves
σ′n(V1,i) and finish the proof by induction.
Case 2): V1 is a cylinder, structures σ
∗
njn|V1 vary with n, but conformal radii of
(V1,σ
∗
njn) are bounded uniformly in n. Applying Lemma 5.3.3, we can assume that
structures σ∗njn converge to a structure of an annulus with finite conformal radius.
The constructions of Case 1) are used here with the following minor modifications.
First, we find the set of the bubble points y∗i ∈ V1, using the same patching construc-
tion and the characterization (5.3.1). Then we find diffeomorphisms ϕn : V1 → V1
such that a) ϕn converge to the identity map Id : V1 → V1; b) ϕn are identical in
fixed (i.e. independent of n) annuli adjacent to the boundary circles of V1; c) ϕn
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preserve every bubble point, ϕn(y
∗
i ) = y
∗
i ; and finally d) for the “corrected” param-
eterizations σ˜n := σn ◦ϕn the structures σ˜
∗
njn|V1 are constant in a neighborhood
of every bubble point y∗i . Then we repeat the rest of the constructions of Case 1)
using the new parameterizations σ˜n.
Case 3): Every C1,n = σn(V1) is isomorphic to the standard node A0. Fix identi-
fications C1,n ∼= A0 such that the induced parameterization maps σ1,n : V1 → A0
are the same for all n. Represent A0, and hence every C1,n, as the union of two
discs ∆′ and ∆′′ with identification of the centers 0 ∈ ∆′ and 0 ∈ ∆′′ into the
nodal point of A0, still denoted by 0. Let u
′
n : ∆
′ → X and u′′n : ∆′′ → X be
the corresponding “components” of the maps u1,n : C1,n → X . Find the common
collection of bubbling points y∗i for both maps u
′
n : ∆
′ → X and u′′n : ∆′′ → X . If
there are no bubble points, then we obtain the convergence type B) and the proof
can be finished by induction. Otherwise consider the first such point y∗1 which lies,
say, on ∆′. If y∗1 is distinct from the nodal point 0 ∈∆′, then we simply repeat all
the constructions from Case 1).
It remains to consider the case y∗1 = 0 ∈ ∆′. Now one should modify the
argumentations of Case 1 in the following way. Repeat the construction of the radii
rn −→ 0, the points xn −→ y∗1 = 0, and the maps vn : ∆(0, ̺2rn )→X , v∞ : S2 →X
from Case 1. Set Rn := |xn|, so that Rn is the distance from xn to point 0 = y∗1 ∈∆′.
After rescaling un to the maps vn, the point 0 ∈ ∆′ will correspond to the point
z∗n :=−xnrn in the definition domain ∆(0,
̺
2rn
) of the map vn. We will now consider
two subcases.
Subcase 3 ′): The sequence Rnrn is bounded. This is equivalent to boundedness of
the sequence z∗n. Going to a subsequence we may assume that the sequence z
∗
n
converges to a point z∗ ∈ C. This point will be a nodal one for (S2, v∞). As above,
v∞ is nonconstant and ‖dv∞‖2L2(S2) = area(v∞(S2)) > 3ε. Choose b > 0 in such a
way that
‖dv∞‖2L2(∆(0,b)) > 2ε (5.3.5)
and b> 2|z∗|+2. Due to Corollary 2.5.1 for n >> 1 we obtain the estimate
‖du′n‖2L2(∆′(xn,brn)) = ‖dvn‖2L2(∆(0,b)) > ε. (5.3.6)
Here ∆′(x,r) denotes the subdisc of ∆′ with the center x and the radius r. Fur-
themore, for n >> 1 we have the relation z∗n ∈ ∆(0, b− 1), or equivalently, 0 ∈
∆′(xn,(b−1)rn)).
Define the coverings of A0 by four sets
W
(n)
1 := ∆
′\∆′(0, ̺2 ), W
(n)
2 := ∆
′(0,̺)\∆′(xn, brn),
W
(n)
3 := ∆
′(xn,2brn)\∆′(0, rn2 ), W
(n)
4 := ∆
′(0, rn)∪∆′′,
and lift them to V1 by putting V
(n)
1,i := σ
−1
1,n(W
(n)
i ). Choose n0 >> 0 such that z
∗
n0
∈
∆(0, b−1) and the relation (5.3.6) holds. Set V1,i := V (n0)1,i . Choose diffeomorphisms
ψn : V1 → V1 such that ψn : V1,1 → V (n)1,1 is the identity map, ψn : V1,2 → V (n)1,2
and ψn : V1,3 → V (n)1,3 are diffeomorphisms, and ψn : V1,4 → V (n)1,4 corresponds to
isomorphisms of nodes W
(n)
4
∼= A0. Set σ′n := σn ◦ψn. The choice above can be
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done in such a way that the refined covering {V1,i} of V1 and parameterization
maps σ′n : V1 → C1,n have the properties of Theorem 5.3.2. Moreover, relations
(5.3.2) and (5.3.6) imply the estimate area (un(σ
′
n(V1,i))6 (N −1)ε. This provides
the inductive conclusion for Subcase 3 ′).
Subcase 3 ′′): The sequence Rnrn increases infinitely. This means that the sequence
z∗n is not bounded. Nevertheless Rn −→ 0 since xn −→ 0. We proceed as follows.
Repeat the construction of the raduis b from Case 1). For n >> 0 define the
coverings of A0 by six sets
W
(n)
1 := ∆
′\∆′(0, ̺2 ), W
(n)
2 := ∆
′(0,̺)\∆′(xn,2Rn),
W
(n)
3 := ∆
′(xn,4Rn)\
(
∆′(xn, Rn6 )∪∆′(0, Rn6 )
)
W
(n)
4 := ∆
′(0, Rn3 )∪∆′′,
W
(n)
5 := ∆
′(xn, Rn3 )\∆′(xn, brn), W
(n)
6 := ∆
′(0,2brn),
and lift them to V1 by putting V
(n)
1,i := σ
−1
1,n(W
(n)
i ). Choose n0 >> 0 such that
Rn0 >> brn0 , and set V1,i := V
(n0)
1,i . Choose diffeomorphisms ψn : V1 → V1 such
that ψn : V1,1 → V (n)1,1 is the identity map, ψn : V1,2 → V (n)1,2 , ψn : V1,4 → V (n)1,4 and
ψn : V1,5 → V (n)1,5 are diffeomorphisms, and finally, ψn : V1,6 → V (n)1,6 corresponds to
isomorphisms of nodes W
(n)
6
∼= A0. Set σ′n := σn ◦ψn. Again, this choice can be
done in such a way that {V1,i} and parameterization maps σ′n : V1 → C1,n have the
properties of Theorem 5.3.2. As above, we get the estimate area(un(σ
′
n(V1,i)) 6
(N−1)ε due to (5.3.2). Thus we get the inductive conclusion for Subcase 3 ′′) and
can proceed further.
Case 4): V1 is a cylinder, structures σ
∗
njn|V1 vary with n, and conformal radii of
(V1,σ
∗
njn) converge to +∞. Using Lemma 5.3.3, we can assume that structures
σ∗njn satisfy property ii) of this lemma.
Fix biholomorphisms σn(V1) ∼= Z(0, ln). If area (un(Z(a− 1,a))) 6 ε for any n
and any a ∈ [1, ln], then Lemma 5.2.2 shows that un : σn(V1) → X converge to a
J∞-holomorphic map from a node.
If not, then, after passing to a subsequence, we can find a sequence {an} with
an ∈ [1, ln] such that area (un(Z(an− 1,an))) > ε. If an is bounded, say an 6 a+,
then we cover Z(0, ln) by the sets V1,1 := Z(0,a
++2) and V1,2 := Z(a
++1, ln).
If ln−an is bounded, say ln−an 6 a+, then we cover Z(0, ln) by the sets V1,1 :=
Z(0, ln−a++2) and V1,2 := Z(ln−a++1, ln). In the remaning case, when both
an and ln−an increase infinitely, we cover Z(0, ln) by 3 sets V (n)1,1 := Z(0,an−1),
V
(n)
1,2 := Z(an− 2,an+1), and V (n)1,3 := Z(an, ln). Cover V1 by 2 or, respectively,
3 successive cylinders V1,i in an obvious way. Find diffeomorphisms ψn : V1 → V1
identical in the neighborhood of the boundary of V1 and such that ψn(V1,i) =
σ−1n V
(n)
1,i . Define the new parameterizations σ
′
n := σn ◦ψn. Note that we may
additionally assume that if the conformal radius of σ′n(V1,i) is independent of n
then the structure σ′n
∗jn V1,i is also independent of n.
By this construction we obtain the following property of the covering {V1,i} and
new parameterizations σ′n. For any Vi we have either the estimate
area (un(σ
′
n(V1,i)))6 (N −1)ε.
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or the structures σ′n
∗jn|V1,i do not depend on n. Thus we reduce our case to the
situation which is covered either by the inductive assumption or by Case 1).
The proof of the theorem can be finished by induction. The fact that the limit
curve (C∞,u∞) remains stable over X is proved in Lemma 5.3.5 below. 
Remark. Here we explain the meaning of the constructions used in the proof.
We start with Case 1), where Jn-holomorphic maps from a fixed domain D ⊂ C
are treated. Bubbling points y∗i appear in this case as those where the strong
convergence of maps un : D → (X,Jn) fails. The patching construction of Sacks
and Uhlenbeck insures that the “convergence failure” set is finite and insures an
effective estimate on the number of bubbling points by the upper bound of the area,
l 6 3N in our situation. The characterization property (5.3.2) of bubbling points
is essentially due to Sacks and Uhlenbeck; the only difference is that we use the
area of the map u (which is equivalent to the energy of u, ı.e., L2-norm of du) ,
whereas in [S-U] the ‖du‖L∞ is used. The next step, the construction of maps vn
as the rescaling of the un and the existence of the limit v∞ is also due to Sacks and
Uhlenbeck.
Due to the explicit construction of the map v∞, it is useful to imagine the curve
(S2, v∞) as a “bubbled sphere” and y∗1 as the point where the “bubbling” occurs.
Moreover, one obtains natural partitions (one for each n >> 0) of D into three
pieces: D minus a fixed small neighborhood of y∗1 ; disks (∆(xn, brn),un) represent-
ing pieces (∆(0, b), v∞) and approximating a sufficiently big part (∆(0, b), v∞) of
the bubbled sphere and the “part between”.
These latter “parts between” appear to be the annuli of infinitely growing con-
formal radii, the situation considered in Case 4). Since neither outer nor inner
boundary circle should be preferred in some way, we consider them as long cylin-
ders Cn = Z(0, ln) with ln −→ ∞, in the spirit of Definition 3.2. Lemma 5.2.2
provides a “good” convergence model for long cylinders, stated above as conver-
gence type A). If such a convergence for a sequence (Cn,un) fails, then there must
exist subannuli An ⊂ Cn of a constant conformal radius for which area(un(An))> ε.
In both cases — a constant domain D or long cylinders — we proceed by cutting
the curves into smaller pieces. We arrive at a situation that is simpler in the
following way. The obtained curves either converge or have the upper bound for
the area smaller in the fixed constant ε. Thus, the use of induction leads finally to
a decomposition of the curves into pieces for which one of the convergence types
A)–C) holds. The possibility of gluing these final pieces together is insured by the
fact that the partitions above are represented by appropriate coverings satisfying
the conditions of Theorem 5.3.2.
Considering curves with nodes, additional attention should be paid to the case
where bubbling appears at a nodal point. This situation is considered in Case
3). The constructed points xn and radii rn describe the “center” and the “size”
of energy localization of the bubbling, represented by the sequence of the maps
vn −→ v∞. So the convergence picture depends on whether the energy localization
occurs near the nodal point (Subcase 3 ′)) or away from it (Subcase 3 ′′)). As a
result, the nodal point can either remain on the “bubbled” sphere (S2, v∞) or move
into the “part between”, which is represented by long cylinders.
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In Subcase 3 ′) we remove neighborhoods of the nodal point from the disks
(∆(0, b), vn) and thus get four pieces of converging instead of three as in Case
1). In Subcase 3 ′′) the situation is more complicated, because we must take into
account the position of the nodal point in the long cylinders — the “parts between”.
Thus, we must consider now the sequence of cylinders with one marked point, ı.e.,
the sequence of pants. The vanishing Rn → 0 and rn/Rn → mean that conformal
structure of those pants is not constant and converges to one of the spheres with
three punctures.
In order to have the covering pieces with the convergence types A)–C), we choose
an appropriate refinement of the covering. After that, we obtain two sequences of
long cylinders, describing the appearance of two new nodal points. The first one
corresponds to the part between the “original” nodal point and bubbled sphere and
is represented by V5, whereas the other one, represented by V2, lies on the other side
of the “original” nodal point. In addition, we fix a neighborhood of the “original”
nodal point which has a constant complex structure and is topologically an annulus
with the disc ∆′′ attached to the nodal point. To satisfy the requirements of
Theorem 5.3.2, we cover the neighborhood by two pieces, the pants V3 and the
piece V4 parameterizing the nodes W
(n)
4 . This explains the appearance of six pieces
of covering in Subcase 3 ′′).
Lemma 5.3.5. The limit curve (C∞,u∞) constructed in the proof of Theorem 1.1
is stable over X.
Proof. If (C∞,u∞) is unstable overX , then either C∞ is a torus with u∞ constant,
or C∞ should have a component C′ ⊂ C∞ such that C˜′ is a sphere with at most
two marked points, and u∞(C′) is a point.
The case of a constant map from a torus is easy to exclude. In fact, in this
case all Cn must also be tori with area(un(Cn)) sufficiently small for n >> 1.
Cover every Cn by an infinite cylinder Z(−∞,+∞) and consider compositions u˜n :
Z(−∞,+∞)→X of un with the covering maps. Since area (un(Cn))≈ 0, Corollary
5.2.1 can be applied to show that every u˜n extends to a Jn-holomorphic map from
S2 to X . Consequently, area(u˜n(Z(−∞,+∞))) must be finite. On the other hand,
area(un(Cn))> 0 due to the stability condition; hence area (u˜n(Z(−∞,+∞))) must
be infinite. This contradiction excludes the case of a torus.
The same argumentations are valid in the case, where C∞ is the sphere with
no marked points. Then the curves Cn are also parameterized by the sphere S
2.
The condition of instability means that area(u∞(C∞)) = 0. Due to Corollary 2.5.1,
area(un(Cn)) must be sufficiently small for n >> 1. Now Lemma 5.2.3 and the
stability of (Cn,un) exclude this possibility.
Now consider the cases where the limit curve C∞ has a “bubbled” component
C′, which is the sphere with one or two marked points. If C′ has one marked point,
then C′ must appear as a “bubbled” sphere (S2, v∞) in the constructions of Cases
1)–3) in the proof of Theorem 1.1. But these constructions yield only non-trivial
“bubbled” spheres, for which v∞ 6= const. Thus, such a component C′ must be
stable.
In the remaining case, a component C′ with two marked points, we consider a
domain U ⊂ C∞, which is the union of the component C′ and neighborhoods of
the marked point on C′. If C′ is an unstable component, then area (u∞(C′)) = 0,
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and we can achieve the estimate area(u∞(U)) < ε taking U sufficiently small. Set
Ω := σ−1∞ (U), where σ∞ : Σ→ C∞ is the parameterization of C∞. Let γ1 and γ2
be the pre-images of marked points on C′. Then Ω must be a topological annulus,
and γi, i = 1,2, disjoint circles generating the group π1(Ω) = Z. Further, C
′ must
be a “bubbling” component of C∞, ı.e., at least for one of the circles γi, i = 1,2,
the images σn(γi) are not nodal points of Cn but smooth circles.
If these are both circles γ1 and γ2, then Un := σn(Ω) would satisfy the conditions
of Lemma 5.2.2. In this case we should have the convergence type A), and hence
the limit piece σ∞(Ω) should be isomorphic to the node A0.
In the case where only one circle, say γ1, corresponds to nodal points on Cn,
and for the other one the images σn(γ2) are smooth circles, then the domains
σn(Ω) must be isomorphic to the node A0. Furthermore, due to the condition
area(u∞(σ∞(Ω))) < ε, we would have area (un(σn(Ω))) < ε. Consequently, we
would have the convergence type B), and the unstable component C′ could not
appear. 
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Appendix 3
Compactness with Totally Real Boundary Conditions.
A3.1. Curves with Boundary on Totally Real Submanifolds.
In this section we consider the behavior of complex curves over an almost complex
manifold (X,J) with a boundary on totally real submanifold(s). As in the “interior”
case, we need to allow some type of boundary singularity.
Definition A3.1.1. The set A+ := {(z1, z2) ∈∆2 : z1 ·z2 = 0, Imz1 > 0, Imz2 > 0}
is called the standard boundary node. A curve C with boundary ∂C is called a
nodal curve with boundary if
i) C is a nodal curve, possibly not connected;
ii) C = C ∪∂C is connected and compact;
iii) every boundary point a ∈ ∂C has a neighborhood homeomorphic either to
the half-disk ∆+ := {z ∈∆ : Imz > 0}, or to the standard boundary node A+.
In the last case a ∈ ∂C is called a boundary nodal point, whereas nodal points
of C are called interior nodal points. Both boundary and interior nodal points are
simply called nodal points.
Definition A3.1.2. Let (X,J) be an almost complex manifold. A pair (C,u) is
called a curve with boundary over (X,J) if C = C∪∂C is a nodal curve with bound-
ary, and u : C→ (X,J) is a continuous L1,2-smooth map, which is holomorphic on
C.
A curve (C,u) with boundary is stable if the same condition as in Definition 1.5
on the automorphism groups of compact irreducible components is satisfied.
Remark. One can see that C has a uniquely defined real analytic structure such
that the normalization Cnr is a real analytic manifold with a boundary. More
precisely, the pre-image of every boundary nodal point ai consists of two points
a′i and a
′′
i . The normalization map s : C
nr → C glues pairs (a′i,a′′i ) of points on
Cnr into nodal points ai = s(a
′
i) = s(a
′′
i ) on C. This implies that the notion of a
L1,p-smooth map, p > 2, as well as a continuous L1,p-smooth map u : C → X is
well- defined.
Definition A3.1.3. We say that a real oriented surface with boundary (Σ,∂Σ)
parameterizes a nodal curve with boundary C if there is a continuous map σ : Σ→ C
such that
i) if a ∈ C is an interior nodal point, then γa := σ−1(a) is a smooth imbedded
circle in Σ;
ii) if a ∈ ∂C is a boundary nodal point, then γa := σ−1(a) is a smooth imbedded
arc in Σ with end points on ∂Σ, transversal to ∂Σ at this point;
iii) if a,b ∈ C are distinct (interior or boundary) nodal points, then γa∩γb =∅;
iv) σ : Σ\⋃Ni=1 γai → C\{a1, . . . ,aN} is a diffeomorphism, where a1, . . . ,aN are
all (interior and boundary) nodal points of C.
Recall that a real subspace W of a complex vector space is called totally real if
W ∩ iW = 0. Similarly, a C1-immersion f :W → X is called totally real if for any
w ∈W the image df(TwW ) is a totally real subspace of Tf(w)X .
Let (C,u) be a stable curve with boundary over an almost complex manifold
(X,J) of a complex dimension n.
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Definition A3.1.4. We say that (C,u) satisfies the totally real boundary condition
W of type β if
i) β = {βi} is a collection of arcs with disjoint interiors, which defines a decom-
position of the boundary ∂C = ∪iβi; moreover, we assume that every boundary
nodal point is an endpoint for four arcs βi;
ii) W = {(Wi,fi)} is a collection of totally real immersions fi :Wi→X , one for
every βi;
iii) there are given continuous maps u
(b)
i : βi → Wi realizing conditions W , ı.e.,
fi ◦u
(b)
i = u|βi .
Remarks. 1. We shall consider (immersed) totally real submanifolds only of
maximal real dimension n= dimCX .
2. If β is a collection of arcs as above, a parameterization σ : Σ → C induces a
collection of arcs σ−1(β) := {σ−1(βi) : βi ∈ β} with the properties similar to i) of
Definition A3.1.4. Thus, σ−1(βi) have disjoint interiors, ∪iσ−1(βi) = ∂Σ, and for
any boundary node a ∈ C every endpoint of the arc βa = σ−1(a) is an endpoint of
two arcs σ−1(βi). Since β is completely determined by σ−1(β), we shall denote both
collections simply by β and shall not distinguish them when considering boundary
conditions.
A3.2. A priori Estimates near a Totally Real Boundary.
A totally real boundary condition is a suitable elliptic boundary condition for
an elliptic differential operator ∂ of the Cauchy-Riemann type. In particular, all
statements about “inner” regularity and convergence for complex curves remain
valid near “totally real” boundary. As in the “inner” case, to get some “uniform”
estimate at boundary one needs W to be “uniformly totally real”.
Definition A3.2.1. Let X be a manifold with a Riemannian metric h, J a con-
tinuous almost complex structure, W a manifold, and AW ⊂W a subset. We say
that an immersion f : W → X is h-uniformly totally real along AW with a lower
angle α= α(W,AW ,f)> 0, iff
i) df : TW → TX is h-uniformly continuous along AW ;
ii) for any w ∈AW and any ξ 6= 0 ∈ TwW the angle ∠h
(
Jdf(ξ),df(TwW )
)
> α.
We start with an analog for the First A priori Estimate. Define the half-disks
∆+(r) := {z ∈∆(r) : Imz > 0} with ∆+ = ∆+(1) and ∆− := {z ∈ ∆ : Imz 6 0}.
Set β0 := (−1,1)⊂ ∂∆+. Let X be a manifold with a Riemannian metric h, A⊂X
a subset, J∗ a continuous almost complex structure, f : W → X a totally real
immersion and AW ⊂W a subset.
Lemma A3.2.1. Suppose that J∗ is h-uniformly continuous on A with the uniform
continuity modulus µJ∗ and that f :W → X is h-uniformly totally real along AW
with a lower angle αf > 0 and the uniform continuity modulus µf . Then for
every 2 < p < ∞ there exists an εb1 = εb1(µJ∗ ,αf ,µf ) (independent of p) and
Cp = C(p,µJ∗ ,αf ,µf ) such that the following holds.
If J is a continuous almost complex structure on X with ‖J − J∗‖L∞(A) < εb1,
and if u ∈ C0 ∩L1,2(∆+,X) is a J-holomorphic map with u(∆) ⊂ A and with the
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boundary condition u|β0 = f ◦ub for some continuous ub : β0 → AW ⊂W , then the
condition ‖du‖L2(∆+) < εb1 implies the estimate
‖du‖Lp(∆+( 12 )) 6 Cp · ‖du‖L2(∆+). (A3.2.1)
Proof. Suppose additionally that diam(u(∆+)) is sufficiently small. Then we may
assume that u(∆+) is contained in some chart U ⊂ Cn such that ‖J −Jst‖L∞(U)
is also small enough. Let z = (z1, . . . , zn) be Jst-holomorphic coordinates in U
such that u(0) = {zi = 0}. Making an appropriate diffeomorphism of U , we may
additionally assume that W0 := f(W )∩U lies in Rn and that J = Jst along W0.
Consider a trivial bundle E := ∆× Cn over ∆ with complex structures Jst
and Ju := J ◦u. We can consider u as a section of E over ∆
+ satisfying the
equation ∂Juu := ∂xu+Ju∂yu = 0. Over β0 we obtain a Ju-totally real subbundle
F := β0×Rn such that u(β0) ⊂ F . Let τ denote a complex conjugation in ∆ as
well as a complex conjugation in E with respect to Jst. Extend Ju on E|∆− as the
composition −τ ◦Ju ◦τ . This means that for z ∈Delta− we obtain
Ju(z) : v 7→ τv ∈ Eτz 7→ Ju(τz)(τv) ∈Eτz 7→ −τJu(τz)(τv) ∈Ez. (A3.2.2)
Since Ju = J ◦u coincides with Jst along β0, this extension is also continuous.
Further, for v ∈ L1(∆+,E) define the extension ex (v) by setting v(z) := τv(τz).
This gives a continuous linear operator ex : Lp(∆+,E) → Lp(∆+,E) for any 1 6
p 6 ∞. An important property of operator ex is that if v ∈ L1,p(∆+,E) with
1 6 p 6 ∞ (resp. v ∈ C0(∆+)) satisfies the boundary condition v|β0 ⊂ F , then
exv ∈ L1,p(∆,Cn) (resp. exv ∈ C0(∆)). Let us denote by L1,p(∆+,E,F ) (resp. by
C0(∆+,E,F )) the corresponding spaces of v with the boundary condition v|β0 ⊂ F .
Since for v ∈ L1,1(∆+,E) holds ∂x(τv) = τ(∂xv) and ∂y(τv) = −τ(∂yv), we
obtain ∂Ju(exv) = ex (∂Juv) for any v ∈ L1,p(∆+,E,F ). In particular, for u˜ :=
exu ∈ C0∩L1,2(∆,E) we have ∂Ju u˜= 0.
From this point we can repeat the steps of the proof of Lemma 2.4.1. 
Remark. We shall refer to the construction of a complex structure Ju in E over
∆− and (resp. of a section u˜ of E over ∆−) as an extension of J ◦u (resp. of u) by
the reflection principle.
Let X be a manifold with a Riemannian metric h, J∗ a continuous almost com-
plex structure on X , A⊂X a closed h-complete subset such that J∗ is h-uniformly
continuous on A, and f0 :W →X an immersion, which is h-uniformly totally real
on some closed f∗h-complete subset AW ⊂W .
Corollary A3.2.2. Let {Jn} be a sequence of continuous almost complex structures
on X such that Jn converge h-uniformly on A to J , fn : W → X a sequence
of totally real immersion such that dfn converge h-uniformly on AW to df0, and
un ∈ C0∩L1,2(∆+,X) a sequence of Jn-holomorphic maps such that un(∆+) ⊂ A,
‖dun‖L2(∆+) 6 εb1, un(0) is bounded in X, and un|β0 = fn ◦ubn for some continuous
ubn : β0 →AW .
Then there exists a subsequence unk where L
1,p
loc(∆
+)-converge to a J-holomorphic
map u∞ for all p <∞.
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Here β0 = (−1,1)⊂ ∂∆+ and L1,ploc(∆+)-convergence means L1,p(∆+(r))-conver-
gence for all r < 1, ı.e., convergence up to boundary component β0.
Proof. As a statement itself, the proof of Corollary A3.2.2 copies the one of
Corollary 2.5.1 with appropriate modifications and using the reflection principle.

A3.3. Long Strips and the Second A priori Estimate.
Consider now an analog of the Second A priori Estimate. An analog of “long
cylinders” is now “long strips” satisfying appropriate boundary conditions.
Definition A3.3.1. Define a strip Θ(a,b) := (a,b)× [0,1] with the complex
coordinate ζ := t− iθ, t ∈ (a,b), θ ∈ [0,1]. Define also Θn := Θ(n − 1,n),
∂0Θ(a,b) := (a,b)×{0}, and ∂1Θ(a,b) := (a,b)×{1}.
We are interested in maps u : Θ(a,b)→ X , which are holomorphic with respect
to the complex coordinate ζ on Θ(a,b) and a continuous almost complex structure
J on X , which satisfy the boundary conditions
u
∂0Θ(a,b)
= f0 ◦u
b
0, u ∂1Θ(a,b)
= f1 ◦u
b
1,
with some J-totally real immersions f0,1 : W0,1 → X and continuous maps u0,1 :
∂0,1Θ(a,b)→W0,1. First we consider the special linear case.
Lemma A3.3.1. Let W0 and W1 be n-dimensional totally real subspaces in C
n =
(Rn,Jst). Then there exist a constant γW = γ(n,W0,W1) with 0 < γW < 1 such
that for any holomorphic map u : Θ(0,3)→Cn with the boundary conditions
u(∂0Θ(0,3))⊂W0 u(∂1Θ(0,3))⊂W1 (A3.3.1)
we have the following estimate:∫
Θ2
|du|2dtdθ 6 γW
2
(∫
Θ1
|du|2dtdθ+
∫
Θ3
|du|2dtdθ
)
. (A3.3.2)
Proof. Let L1,2W ([0,1],C
n) be a Banach manifold of those v(θ) ∈ L1,2([0,1],Cn),
v(0) ∈ W0 and v(1) ∈ W1. Consider a nonnegative quadratic form Q(v) :=∫ 1
0
|∂θv(θ)|2dθ. Since Q(v)+‖v‖2L2 = ‖v‖2L1,2 and the imbedding L1,2W ([0,1],Cn) →֒
L2([0,1],Cn) is compact, we can decompose L1,2W ([0,1],C
n) into a direct Hilbert sum
of eigenspaces Eλ of Q w.r.t. ‖v‖2L2 . This means that vλ belongs to Eλ iff for any
w ∈ L1,2W ([0,1],Cn)∫ 1
0
〈∂θvλ(θ),∂θw(θ)〉dθ =
∫ 1
0
λ〈vλ(θ),w(θ)〉dθ, (A3.3.3)
where 〈·, ·〉 denotes a standard R-valued scalar product in Cn. Integrating by parts
yields∫ 1
0
〈∂2θθvλ(θ)+λvλ(θ),w(θ)〉dθ+ 〈∂θvλ(θ),w(θ)〉|θ=1−〈∂θvλ(θ),w(θ)〉|θ=0 = 0.
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This implies that vλ belongs to Eλ iff ∂
2
θθvλ(θ)+λvλ(θ) = 0, ∂θvλ(1) ⊥ W1, and
∂θvλ(0)⊥W0. Since Jst is 〈·, ·〉-orthogonal, we can conclude that J∂θvλ(θ) ∈ Eλ.
Positivity and compactness of Q w.r.t. ‖·‖L2 imply that all Eλ are finite dimen-
sional and empty for λ < 0. Further, since ∂θv = 0 for any v ∈ E0, E0 consists of
constant functions with values in W0∩W1.
Now let u : Θ(0,3) → Cn be a holomorphic map with the boundary condi-
tion (5.2). We can represent u in the form u(t,θ) =
∑
λuλ(t,θ) with uλ(t, ·) :=
prλ(u(t, ·)) ∈ L1,2([0,3],Eλ). Since J∂θ is an endomorphism of every Eλ, every
uλ(t,θ) is also holomorphic. In particular, u0 is also holomorphic and constant in
θ. Thus u0 is constant.
Since u is harmonic, ı.e., (∂2tt+∂
2
θθ)u = 0, it follows that ∂
2
ttuλ(t,θ) = λuλ(t,θ).
For λ > 0 this yields uλ(t,θ) = e
+
√
λtv+λ (θ)+ e
−
√
λtv−λ (θ) with v
±
λ (θ) ∈ Eλ. Fixing
an orthogonal R-basis of Eλ v
i
λ, we write every uλ in the form
uλ(t,θ) =
∑
i
(aiλe
+
√
λt+ biλe
−
√
λt)viλ(θ)
with real constants aiλ, b
i
λ. Since u0(t,θ) is constant, ‖du‖2L2(Θk) = 2‖∂θu‖2L2(Θk =∑
λ,i 2λ
∫ k
k−1(a
i
λe
+
√
λt+biλe
−
√
λt)2dθ. Here we used (5.4) and L2-orthonormality of
viλ. This leads us to the problem of determining the smallest possible constant γ
for the inequality∫ 2
1
(aeαt+ be−αt)2dt6 γ
2
(∫ 1
0
(aeαt+ be−αt)2dt+
∫ 3
2
(aeαt+ be−αt)2dt
)
(A3.3.4)
with a, b ∈ R for given α > 0. Integration gives
a2e3α
eα− e−α
2α
+ b2e−3α e
α− e−α
2α
+2ab6
6
γ
2
(
a2e3α
(eα− e−α)(e2α+ e−2α)
2α
+ b2e−3α (e
α− e−α)(e2α+ e−2α)
2α
+4ab
)
or equivalently
a2e3α
(eα− e−α)(e2α+ e−2α−2/γ)
2α
+ b2e−3α (e
α− e−α)(e2α+ e−2α−2/γ)
2α
+4ab(1−1/γ)> 0
The determinant of the last quadratic form in a,b is(
(eα− e−α)(e2α+ e−2α−2/γ)
2α
)2
−4(1−1/γ)2 = 4
(
shα(ch2α−1/γ)
α
)2
−4(1−1/γ)2
> 4(ch2α−1/γ)2−4(1−1/γ)2 = 4(ch2α−1)(ch2α+1−2/γ).
Thus, the inequality (5.5) holds for every a,b ∈ R provided γ > 2
1+ch2α
< 1.
Note that there exists a minimal positive eigenvalue λ1 > 0 of Q. Thus, the
estimate (5.3) holds for γW :=
2
1+ch(2
√
λ1)
< 1. 
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Remark. A dependence of γW as a function of λ1 = λ1(W0,W1) shows that γW < 1
can be chosen the same for all pairs (W˜0, W˜1) sufficiently close to (W0,W1), provided
dim(W˜0 ∩ W˜1) = dim(W0 ∩W1). Vice versa, if we perform a sufficiently small
deformation of (W0,W1) into (W˜0, W˜1) with dim(W˜0 ∩ W˜1) < dim(W0∩W1), then
some v ∈ E0(W0,W1) will wander into an eigenvector v˜ 6∈ E0(W˜0, W˜1) = W˜0 ∩ W˜1,
but with a sufficiently small eigenvalue λ1(W˜0, W˜1) > 0, so that the best possible
γ
W˜
will be arbitrarily close to 1. Thus the uniform separation of γW from 1 under a
small perturbation of (W0,W1) is equivalent to a uniform separation of λ1(W0,W1)
from 0, and is equivalent to stability of dim(W0∩W1).
Another phenomenon, also connected with spectral behavior, is that for harmonic
u(t,θ) from E0 = {const} does not follow u0 = const, but merely u0(t,θ) = v0+v1t
with v0, v1 ∈ E0, so that the inequality (5.3) is not true. This leads to a much more
complicated bubbling phenomenon with energy loss for harmonic and harmonic-
type maps, compare [S-U], [P-W], [Pa].
Note also that if W0 and W1 are affine totally real subspaces of C
n, then the
inequality (5.3) for holomorphic u : Θ(0,3) → Cn with boundary condition (5.2)
is in general not true. An easy example is a natural imbedding u : Θ(0,3) →֒ C,
with the nonconstant component u0 ≡ u and with
∫
Θ(0,1)
|du|2 = ∫
Θ(1,2)
|du|2 =∫
Θ(2,3)
|du|2 6= 0. In general, those are n-dimensional totally real affine planes W0
and W1 in C
n with an empty intersection. This can happen if W0 and W1 are
parallel or skew. The latter means that the corresponding vector spaces V0 and V1
(Wi = Vi+wi for some wi ∈ Cn) are different. In both cases the intersection V0∩V1
is not zero, because otherwise W0∩W1 6=∅ by dimensional argumentation.
The considerations above show which properties should be controlled in order to
obtain a reasonable statement in the nonlinear case.
Definition A3.3.2. LetX be a manifold with a Riemannian metric h, f0 :W0→X
and f1 : W1 → X immersions and A0 ⊂ W0, A1 ⊂ W1 subsets. We say that
f0 :W0 → X and f1 : W1 → X are h-uniformly transversal along A0 and A1 with
parameters δ > 0 and M if for any x0 ∈ A0 and x1 ∈ A1 the following holds:
i) either disth(f0(x0),f1(x1))> δ;
ii) or there exists x′i ∈ Ai with f0(x′0) = f1(x′1) such that
disth(x0,x
′
0)+disth(x1,x
′
1)6M disth(f0(x0),f1(x1)).
Remark. Roughly speaking, the condition excludes the appearance of points,
where W0 and W1 are “asymptotically parallel or skew” and ensures a uniform
lower bound for the angle between W0 and W1.
Now let X be a manifold with a Riemannian metric h, J∗ a continuous almost
complex structure on X , f0 :W0 → X and f1 :W1 → X immersions, and A ⊂ X ,
A0 ⊂ W0, A1 ⊂ W1 subsets. Suppose that J∗ is h-uniformly continuous on A,
dfi : TWi → TX are h-uniformly continuous on Ai and that fi are h-uniformly
transversal along Ai with parameters δ = δ(f0,f1)> 0 and M =M(f0,f1).
Lemma A3.3.2. There exist constants εb2 = ε
b
2(µJ∗ , f0, f1, δ, M) > 0 and γ
b =
γb(µJ∗ , f0, f1, δ, M) < 1 such that for any continuous almost complex J˜ with ‖J˜ −
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J∗‖L∞(A) < εb2, any immersions f˜i :Wi→X with dist(f˜i,fi)C1(Ai) < εb2, and any J˜-
holomorphic map u ∈ C0 ∩L1,2(Θ(0,5),X) with u(Θ(0,5)) ⊂ A, u|∂iΘ(0,5) = fi ◦ubi
for some continuous ubi : ∂iΘ(0,5)→Ai ⊂Wi the conditions
i) ‖du‖L2(Θi) < εb2;
ii) f˜i : Wi → X are h-uniformly transversal along Ai with the same parameters
δ and M
imply the estimate
‖du‖2L2(Θ3) 6
γb
2
·
(
‖du‖2L2(Θ2)+‖du‖2L2(Θ4)
)
(A3.3.5).
Proof. Suppose the statement of the lemma is false. Then there should exist a
sequence of continuous almost complex structures Jk with ‖Jk−J∗‖L∞(A) −→ 0,
a sequence of immersions fk,i : Wi → X with fk,i −→ fi in C1(Ai) such that
fk,i :Wi→X are h-uniformly transversal with the same parameters δ and M , and
a sequence of Jk-holomorphic maps uk ∈ C0∩L1,2(Θ(0,5),X) with uk(Θ(0,5))⊂ A
and uk|∂iΘ(0,5) = fk,i ◦ubn,i for some continuous ubn,i : ∂iΘ(0,5) → Ai ⊂ Wi such
that ‖duk‖2L2(Θ(0,5)) −→ 0 and
‖duk‖2L2(Θ3) >
γk
2
·
(
‖duk‖2L2(Θ2)+‖duk‖2L2(Θ4)
)
(A3.3.6)
with γk = 1−1/k. Lemmas 5.3.1 and A3.2.1 provide that in this case
diamh(uk(Θ(1,4)))−→ 0.
Since fk,i : Wi → X are h-uniformly transversal with the same parameters δ
and M , there should exist sequences xk ∈ A, xk,0 ∈ A0, and xk,1 ∈ A1 such that
xk = u0(xk,0) = u1(xk,1) and uk(Θ(1,4))⊂B(xk, rk) with rk −→ 0. The h-uniform
continuity of J∗ implies that there exist C1-diffeomorphisms ϕk : B(xk, rk) →
B(0, rk)⊂ Cn with ‖Jk−ϕ∗kJst‖L∞(B(xk ,rk))+‖h−ϕ∗khst‖L∞(B(xk ,rk)) −→ 0.
Using ϕk, we transfer our situation into B(0, rk) ⊂ Cn and rescale it. Namely,
we set αk := ‖duk‖L2(Θ3) and define diffeomorphisms ψk := 1αk ◦ϕk : B(xk, rk) →
B(0,Rk) ⊂ Cn with Rk := α−1k · rk. Note that by Lemmas 5.3.1 and A3.2.1 we
have αk = ‖duk‖L2(Θ(2,3)) 6 Cdiamh(uk(Θ(1,4)))6 C′rk, so that Rk are uniformly
bounded from below.
In B(0,Rk) we consider Riemannian metrics hk := α
−2
k · ψk∗hk (i.e. pushed
forward and α−2k -rescaled hk), almost complex structures J
∗
k := ψk∗Jk and J
∗
k -
holomorphic maps u∗k := ψk ◦uk : Θ(1,4)→B(0,Rk). Note that here we consider h
as a metric tensor; thus, multiplying h by α−2, we increase h-norms and h-distances
in α−1 and not in α−2 times.
Then ‖du∗k‖L2(Θ3,hk) = 1, ‖du∗k‖2L2(Θ2,hk)+‖du∗k‖2L2(Θ4,hk) 6 2kk−1 , and
‖J∗k −Jst‖L∞(B(0,Rk),hk) = ‖Jk−ϕ∗kJst‖L∞(B(xk ,rk),h) −→ 0.
The last equality uses the obvious relation
|F (ξ)|α−2·h
|ξ|α−2·h
=
α−1 · |F (ξ)|h
α−1 · |ξ|·h
=
|F (ξ)|h
|ξ|h
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for any linear F : TxX → TxX and ξ 6= 0 ∈ TxX . In a similar way we also obtain
‖hk−hst‖L∞(B(0,Rk),hk) −→ 0.
Going to a subsequence, we may additionally assume that the tangent spaces
dψk ◦dfi(Txk,iWi), i = 1,2, converge at some spaces W
∗
i ⊂ Cn. Since Wi are
uniformly totally real, W ∗i are also totally real linear subspaces in C
n. Since the
maps dfi : TW0 → TX are uniformly continuous on Ai ⊂ Wi, fk,i −→ fi in
C1(Ai), and since rk −→ 0, the images W ∗k,i := ψk ◦fk,i(BWi(xk,i, rk)) of the balls
BWi(xk,i, rk)⊂Wi are imbedded submanifolds of Cn with 0 ∈W ∗k,i which converge
to W ∗i in Hausdorff topology. Moreover, we can consider W
∗
k,i as graphs of maps
gk,i from subdomains Uk,i ⊂W ∗i ∩B(0,Rk) to W ∗i ⊥ and for any fixed R 6 inf {Rk}
the restrictions gk,i|W ∗
i
∩B(0,R) converge to zero map from W ∗i ∩B(0,R) to W ∗i ⊥.
The a priori estimates for the maps u∗k : Θ(1,4) → Cn provide that for any
p < ∞ the maps u∗k converge in weak- L1,p-topology to some Jst-holomorphic
map u∗ : Θ(1,4) → Cn. Furthermore, since u∗k satisfy totally real boundary con-
ditions u∗k|∂iΘ(1,4) ⊂ W ∗k,i, the same is true for u∗, ı.e., u∗|∂iΘ(1,4) ⊂ W ∗i . Nice
behavior of W ∗k,i provides that on Θ3 we also have a strong convergence; hence
‖du∗‖L2(Θ3) = lim‖du∗k‖L2(Θ3) = 1. In particular, u∗ is not constant. On the other
hand, ‖du∗‖2L2(Θ2)+‖du∗‖2L2(Θ4) 6 lim‖du∗k‖2L2(Θ2)+‖du∗k‖2L2(Θ4) 6 2. The obtained
contradiction to Lemma A3.3.1 shows that Lemma A3.3.2 is true. 
Let X , h, J , A, fi : Wi → X , Ai, and the constant εb2 and γb be as in Lemma
A3.3.2. Suppose that J˜ is a continuous almost complex structure on X with ‖J˜ −
J‖L∞(A) < εb2, and f˜i :Wi→X are totally real immersions with dist(f˜i,fi)C1(Ai) 6
εb2 such that fi are h-uniformly transversal along Ai with the same parameters δ
and M as fi :Wi→X .
Corollary A3.3.3. Let u ∈ C0 ∩L1,2(Θ(0, l),X) be a J˜-holomorphic map such
that u(Θ(0, l))⊂A, u|∂iΘ(0,l) = f˜i ◦ubi for some continuous ubi : ∂iΘ(0, l)→Ai ⊂Wi
and ‖du‖L2(Zk) < ε2 for any k = 1, . . . , l.
Let λb > 1 be the (uniquely defined) real number with λb =
γb
2 (λ
2
b +1). Then for
26 k 6 l−1 the following holds:
‖du‖2L2(Θk) 6 λ
−(k−2)
b · ‖du‖2L2(Θ2)+λ
−(l−1−k)
b · ‖du‖2L2(Θn−1). (A3.3.7)
Proof. It is the same as in Lemma 5.3.5. 
The immediate corollary of this estimate is a lower bound of energy on a non-
constant “infinite strip”.
Lemma A3.3.4. Let X, h, J , A, fi : Wi → X, Ai, the constant εb2 and γb,
also a structure J˜ , and immersions f˜i : Wi → X be the same as in Corollary
A3.3.3. Let u ∈ C0 ∩L1,2(Θ(−∞,+∞),X) be a nonconstant J˜-holomorphic map
such that u(Θ(−∞,+∞)) ⊂ A and u|∂iΘ(0,l) = f˜i ◦ubi for some continuous ubi :
∂iΘ(−∞,+∞) → Ai ⊂ Wi. Then ‖du‖L2(Θk) > εb2 for some k. In particular,
‖du‖L2(Θ(−∞,+∞)) > εb2.
Proof. Corollary A3.3.3 provides that if ‖du‖L2(Θk) 6 εb2 for all k, then ‖du‖L2(Θk)
= 0, ı.e., u is constant. 
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Another consequence of Corollary A3.3.3 is a generalization of Gromov’s result
about removability of boundary point singularity, see [G]. An important improve-
ment is the fact that the statement remains valid also when one has different bound-
ary conditions on the left and on the right of a singular point. One can see such
a point x as a corner point for the corresponding complex curve. A typical exam-
ple appears in symplectic geometry where one takes Lagrangian submanifolds as
boundary conditions.
Define the punctured half-disk by setting ∆ˇ+ := ∆+\{0}. Define I− := (−1,0)⊂
∂∆ˇ+ and I+ := (0,+1)⊂ ∂∆ˇ+.
Corollary A3.3.5. (Removal of boundary point singularities). Let X be a man-
ifold with a Riemannian metric h, J a continuous almost complex structure, fi :
Wi→X, i= 1,2, totally real immersions and Ai ⊂Wi subsets. Let u : (∆ˇ+,Jst)→
(X,J) be a holomorphic map. Suppose that
i) J is uniformly continuous on A := u(∆ˇ) w.r.t. h, and closure of A is h-complete;
ii) u satisfies boundary conditions of the form u|I+ = f0 ◦ub+ and u|I− = f1 ◦ub− with
some continuous ub+ : I+→A0 ⊂W0 and ub− : I−→A1 ⊂W1;
iii) fi are h-uniformly totally real on Ai and h-uniformly transversal along Ai;
iv) there exists k0 such that for all half-annuli R
+
k := {z ∈∆+ : 1eπ(k+1) 6 |z| 6 1eπk }
with k > k0 one has ‖du‖2L2(R+
k
)
6 εb2, ε
b
2 as in Lemma A3.3.2.
Then u extends to origin 0 ∈∆+ as an L1,p-map for some p > 2.
Proof. Using the holomorphic map exp : Θ(0,∞)→ ∆ˇ+, exp(θ+ it) := eπ(−t+iθ),
we can reduce our situation to the case of the holomorphic map u∗ := u◦exp form
“infinite strip” Θ(0,∞). By Corollary A3.3.3, for k > k0 we obtain the estimate
‖du∗‖L2(Θk) 6 λ−(k−k0)/2b ‖du∗‖L2(Θk0 ) with some λb > 1. This is equivalent to the
estimate ‖du‖L2(R+
k
) 6 λ
−(k−k0)/2
b ‖du‖L2(R+
k0
). Lemmas 5.3.1 and A3.2.1 and the
scaling property of Lp-norms provide the estimate
‖du‖Lp(R+
k
) 6 Ce
−k(logλb/2+π(2/p−1)). (A3.3.8)
Thus, du ∈ Lp(∆+) for any p with logλb/2> π(1−2/p), which means p < 4π2π−logλb ·

Remark. Unlike the “inner” and smooth boundary cases, it is possible that the
map u, as in Corollary A3.3.5, is not L1,p-regular in the neighborhood of a “corner
point” 0 ∈ ∆+ for some p > 2. For example, the map u(z) = zα with 0 < α < 1
satisfies totally real boundary conditions u(I+) ⊂ R, u(I−) ⊂ eαπiR and is L1,p-
regular only for p < p∗ := 2
1−α ·
As in the “inner” case, for the proof of the boundary compactness theorem
we need a description of a convergence of a “infinitely long strip”. Let X be a
manifold with a Riemannian metric h, J a continuous almost complex structure,
A ⊂ X a closed h-complete subset such that J is h-uniformly continuous on A,
and let {Jn} be a sequence of almost complex structures converging h-uniformly
on A to J . Also let f0 : W0 → X and f1 : W1 → X be immersions, Ai ⊂ Wi
subsets such that dfi are uniformly h-uniformly totally real on Ai and fi are h-
uniformly transversal along Ai. Let fn,i : Wi → X be totally real immersions,
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which C1-converge to fi on Ai such that fn,0 and fn,1 are h-uniformly transversal
along Ai with uniform in n parameters δ and C
∗. Finally, let {ln} be a sequence
of integers with ln → ∞, and un : Θ(0, ln) → X a sequence of Jn-holomorphic
maps, satisfying boundary conditions un|∂iΘ(0,ln) = fn,i ◦ubn,i with some continuous
ubn,i : ∂iΘ(0, ln)→Ai ⊂Wi.
Lemma A3.3.6. In the described situation, suppose additionally that un(Θ(0, ln))
⊂ A and ‖dun‖L2(Θk) 6 εb2 for all n and k 6 ln. Take a sequence kn→∞ such that
kn < ln−kn→∞. Then
1) ‖dun‖L2(Θ(kn,ln−kn))→ 0 and diam
(
un(Θ(kn, ln−kn))
)→ 0.
2) There is a subsequence {un}, still denoted {un} such that both un|Θ(0,kn) and
un|Θ(kn,ln) converge in L1,p-topology on compact subsets in ∆ˇ+ ∼=Θ(0,+∞) to J∗-
holomorphic maps u−∞ and u
+
∞. Moreover, both u
+
∞ and u
−
∞ extend to the origin
and u+∞(0) = u
−
∞(0).
Proof. It follows from the above considerations.
A3.4. Gromov Compactness for Curves with Totally Real Boundary Condi-
tions.
Let us turn to the Gromov Compactness Theorem for curves with boundary
on totally real submanifolds. To give a precise statement we need to modify the
definition of the Gromov convergence (Definition 4.1.6). The reason to do this is
the following. Considering open curves Cn with changing complex structures, we
want to fix some kind of a common “neighborhood of infinity” in : C
∗ →֒ Cn of
every Cn. Thus, we can imagine that all changes of complex structure take place
“outside of infinity”, ı.e., in a relatively compact part Cn\in(C∗) ⋐ Cn. This is
done to insure that Cn do not approach infinity in an appropriate moduli space.
On the other hand, it is more natural to consider curves (Cn,un) with totally
real boundary conditions as compact objects without “infinity”. In fact, in this
case the behavior of un near the boundary ∂Cn can be controlled. The obtained
a priori estimates near a “totally real boundary” can be viewed as a part of such
a “control”. So for curves with totally real boundary conditions we can hope to
extend the Gromov convergence up to the boundary.
Further, as in the “inner case”, an appropriate modification of the Gromov con-
vergence in this case should allow boundary bubbling and the appearance of bound-
ary nodes. This means, however, that the structure of the boundary can change
during the approach to the limit curve and cannot be considered as fixed. Instead,
one should fix a type of boundary conditions. We shall consider the following
general situation.
Let un : Cn → X be a sequence of stable Jn-complex curves over X with
parameterizations δn : Σ→ Cn. Also let β = {βi}mi=1 be a collection of arcs βi in
∂Σ such that ∪mi=1βi = ∂Σ and that the interiors of βi are mutually disjoint and do
not intersect pre-images of boundary nodal points of Cn. Let further {Wi}mi=1 be a
collection of real n-dimensional manifolds, fn,i :Wi→X a sequence of totally real
immersions and ubn,i : βn,i→Wi a sequence of continuous maps from βn,i := δn(βi).
ThenWn := {(Wi,fn,i)}mi=1 are totally real boundary conditions on (Cn,un) of the
same type β.
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Definition A3.4.1. In the situation above we say that the sequence of boundary
conditionsWn of the same type β converges h-uniformly transversally to J
∗-totally
real boundary conditions W on subsets Ai ⊂Wi if
i) W = {(Wi,fi)}mi=1, where fi :Wi→X are J∗-totally real immersions;
ii) fn,i converge to fi in C
1-topology and this convergence is h-uniform on Ai;
iii) for any n immersions {fn,i}mi=1 are mutually h-uniformly transversal along Ai
with parameters δ > 0 and M , and these parameters are independent of n.
Note that condition iii) implies that the limit immersions fi are also mutually
h-uniformly transversal along Ai with the same parameters δ > 0 and M .
Definition A3.4.2. We say that the sequence (Cn,un) converges up to the bound-
ary to a stable J∗-holomorphic curve (C∞,u∞) over X if the parameterizations
σn : Σ → Cn and σ∞ : Σ → C∞ can be chosen in such a way that the following
holds:
i) un ◦σn converges to u∞ ◦σ∞ in C0(Σ,X)-topology;
ii) if {ak} is the set of the nodes of C∞ and {γk}, γk := σ−1∞ (ak) are the cor-
responding circles and arcs in Σ, then on any compact subset K ⋐ Σ\∪k γk the
convergence un ◦σn→ u∞ ◦σ∞ is L1,p(K,X) for all p <∞;
iii) for any compact subset K ⋐ Σ\ ∪k γk there exists n0 = n0(K) such that
σ−1n ({ak})∩K =∅ for all n> n0 and complex structures σ∗njCn smoothly converge
to σ∗∞jC∞ on K.
Theorem A3.4.1. Fix a metric h on X, and an h-complete subset A ⊂ X, and
subsets Ai ⊂Wi. Suppose that
a) Jn are continuous almost complex structures on X, converging h-uniformly on
A to a continuous almost complex structure J∗;
b) un(Cn)⊂ A and area [un(Cn)]6M with a constant M independent of n;
c) Wn := {(Wi,fn,i)}mi=1 are totally real boundary conditions of the same type
β = {βi}mi=1 such that Wn converge h-uniformly transversally to a boundary
condition W = {(Wi,fi)}mi=1 on subsets Ai ⊂Wi;
d) immersions fi :Wi→ (X,J∗) are h-uniformly totally real along Ai;
e) there exist maps ubi,n : βi→Ai ⊂Wi, realizing boundary conditions Wn.
Then there exits a subsequence of {(Cn,un)}, still denoted {(Cn,un)}, and para-
meterizations σn : Σ→ Cn such that (Cn,un,σn) converges up to the boundary to
a stable J∗-holomorphic curve (C∞,u∞,σ∞) over X.
If, in addition, Ai ⊂Wi are f∗i h-complete, then the limit curve (C∞,u∞) satisfies
real boundary conditions W with maps ubi : βi→Ai ⊂Wi.
Our main idea of the proof is to apply arguments used in the demonstration of
Theorem 1.1. To realize this, we use the following trick. We replace every pair
(Cn,un) by a triple (C
d
n, τn,u
d
n), where C
d
n is the Schottky double of Cn with an
antiholomorphic involution τn and u
d
n : C
d
n→X a τn-invariant map. Then we shall
show the changes of all the constructions in the proof to make them τn-invariant in
an appropriate sense. In particular, the convergence (Cdn, τn,u
d
n) −→ (Cd∞, τ∞,ud∞)
will be equivalent to the convergence (Cn,un)−→ (C∞,u∞).
We start with a construction of the Schottky double of a nodal curve C with
boundary. Take two copies C+ ≡ C and C− of C. Equip C− with the opposite
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complex structure, so that the identity map τ : C+ → C− now becomes antiholo-
morphic. Glue C+ and C− together along their boundaries, identifying ∂C+ and
∂C− by means of the identity map τ : ∂C+
∼=−→ ∂C−. The union Cd := C+∪∂CC−
obeys the unique structure of a closed nodal curve compatible with imbeddings
C± →֒ Cd. The boundary ∂C becomes the fixed point set of τ .
The map τ induces an antiholomorphic involution of Cd which we also denote
by τ . We call the obtained curve Cd the Schottky double of C. Note that every
boundary nodal point ai ∈ ∂C defines a τ -invariant nodal point ai on Cd, whereas
an inner nodal point bi ∈ C defines a pair of nodal points b±i on Cd interchanged by
τ . If σ : Σ→ C is a parameterization of C, then we obtain in an obvious way the
double Σd with the involution τ : Σd→ Σd and the parameterization σd : Σd→ Cd
compatible with the involutions.
Remark. The introduced notation Cd for the Schottky double of a nodal curve C
with boundary coincides with that for the holomorphic double, used in Section 2.
Since in the present section only the Schottky double is considered, this should not
lead to confusion.
Suppose, additionally, that an almost complex structure J on X and a J-holo-
morphic map u : C→X are given. Suppose, also, that the curve (C,u) satisfies the
totally real boundary conditions W of type β. In particular, β defines a certain
system of arcs {βi} on ∂C. In order to take into account the type of boundary
conditions, we fix the ends of βi which are not boundary nodal points of C and
declare these points as marked points of Cd. Note that these and the nodal points
are the only “corner” points of (C,u). The latter means that in a neighborhood
of these points the map u cannot be L1,p-smooth for all p < ∞. The example
in the Remark following Corollary A3.3.5 explains the notion of a “corner point”.
Considering the Schottky double, we shall always equip Cd with this set of marking
points. Note also that every boundary circle of C contains at least one nodal or
marked point as above.
For (C,u) as above, we extend the J-holomorphic map u : C → X to a map
ud : Cd → X by setting ud(x) := u(τ(x)) for x ∈ C−. By the construction,
ud is τ -invariant, ud ◦τ = ud, but ud is not J-holomorphic (with the only trivial
exception u ≡ const). However, the analysis already described in this section
provides necessary L1,p-estimates for ud, at least for some p∗ > 2.
In the situation of Theorem A3.4.1, such an exponent p∗ > 2 can be chosen to
be the same for all curves (Cn,un). This depends only on the topology of Cn and
the geometry of immersions fn :Wn→X . In particular, every udn is continuous.
The next step of the proof is to find a τn-invariant decomposition of C
d
n into
pants. This implies that the corresponding graph Γn becomes τn-invariant. In the
construction which follows we shall use the fact that τn is an isometry on the union
of the non-exceptional components of Cdn. This is provided by the uniqueness of
the intrinsic metric.
Lemma A3.4.2. Let C be a nodal curve with boundary, σ : Σ → C a parame-
terization, and {xi}mi=1 a set of marked points on the boundary ∂C. Let Cd be the
Schottky double of C with the antiholomorphic involution τ .
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Then there exists a τ -invariant decomposition of Cd\{marked points} into pants
such that the intrinsic length of corresponding boundary circles is bounded by a
constant l+ depending only on genus g of Σd and the number of marked points m.
Moreover, every short geodesic appears as a boundary circle of some pants of the
decomposition.
Remark. Recall (see Remark on page 25) that a closed geodesic γ is called short
if ℓ(γ) < l∗, where l∗ is the universal constant l∗ with the following property. For
any simple closed geodesics γ′ and γ′′ on the conditions ℓ(γ′) < l∗ and ℓ(γ′′) < l∗
imply γ′∩γ′′ =∅.
Proof. Since the genus of the parameterizing real surface Σd and the number of
marked points is fixed, we obtain a uniform upper bound on the possible genera and
the number of marked points of non-exceptional components of Cd, as well as on the
number of exceptional components. This implies that there exists a decomposition
of every non-exceptional component Ci of C
d into pants Sα such that the intrinsic
length of boundary circles of Sα is bounded by the constant l
+ depending only on
g and m. The idea of the proof of our lemma is to show that the construction
of such a decomposition, given in [Ab], Ch.II, § 3.3, can be modified to produce a
τ -invariant decomposition.
Let us first describe the construction itself, say, for a given smooth curve C∗ with
marked points {xi} of non-exceptional type. The procedure is done inductively by
choosing at every step a non-trivial simple closed geodesic γJ∗ ⊂ C∗\{marked
points}, disjoint from an already chosen geodesic γj , j < J∗. Moreover, at every
step there exists a geodesic γJ∗ as above whose intrinsic length is bounded by a
constant l+J∗ depending only on the genus of C
∗, the number of marked points, and
the maximum of the lengths of the already chosen geodesics γj, j < J
∗.
Take any non-exceptional component Cdi of C
d. Two cases can occur: either
Cdi is τ -invariant, or τ
(
Cdi
)
is another component Cdi′ . Two separate cases are
distinguished: Cdi intersects the boundary ∂C (first case) or not (second one).
The existence of τ -invariant decomposition into pants for every pair of non-
exceptional components Cdi and τ(C
d
i ) 6= Cdi is obvious. We choose an appropriate
decomposition of Cdi and transfer it on τ(C
d
i ) by means of τ .
It remains to consider the case of a τ -invariant non-exceptional component Cdi .
Suppose that at some step we have already chosen a τ -invariant set {γ1, . . . ,
γJ∗−1} of simple disjoint geodesics on Cdi \{marked points}. Take a simple geodesic
γ of the length ℓ(γ) 6 l+J∗ , where l
+
J∗ is the upper bound introduced above. By
the construction of the double Cd, the fixed point set of τ on Cdi is C
d
i ∩∂C and is
non-empty. Denote Ci := C ∩Cdi , so that Cdi ∩∂C = ∂Ci. Note that any boundary
circle of Ci contains at least one marked point of C
d
i . Consequently, it has an
infinite length w.r.t. the intrinsic metric on Cdi \{marked points}. Thus the chosen
geodesic γ cannot lie on ∂Ci. Only three cases can happen.
Case 1. γ is disjoint from ∂Ci. Then γ lies either in Ci or in τ(Ci). In any case,
γ∩τ(γ) =∅. Thus, we can set γJ∗ = γ and γJ∗+1 = τ(γ), obtaining the τ -invariant
set {γ1, . . . ,γJ∗+1} of simple disjoint geodesics. This will be discussed in the next
two steps of our construction.
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Case 2. γ ∩∂Ci 6= 0 and γ is τ -invariant. We set γJ∗ = γ and proceed inductively.
Note that in this case γ∩∂Ci consists of 2 points, in which γ is orthogonal to ∂Ci.
Case 3. This time γ ∩ ∂Ci 6= 0, but γ 6=
τ(γ). Define arcs γ+ := γ∩Ci and γ− :=
γ∩τ(Ci), the parts of γ inside and outside
of Ci (see Fig. 11). Consider the following
free homotopy classes of closed circles on
Cdi :
1) [γ˜1] := [γ
+∪ τ(γ−)];
2) [γ˜2] := [γ
+∪ τ(γ−)];
3) [γ˜3] := [γ
−∪ τ(γ−)];
4) [γ˜4] := [γ
+∪ τ(γ−)∪γ−∪ τ(γ+)].
γ˜1
γ˜+2
γ˜+3
γ+ τ(γ
−)
γ˜+4
Fig. 11. Geodesics on Ci.
The last expression means that we move along corresponding arcs in the prescribed
order, as it is shown on Fig. 11. Note that only one part of Cdi is drawn, namely
Ci. The rest of the picture is symmetric w.r.t. the involution τ . Thus we can see
only half of the geodesics in classes [γ˜i], i= 2,3,4.
Each of the classes [γ˜k] is either represented by a closed geodesic or corresponds
to a curve which winds around some marked point of Cdi . To shorten notation, we
say in the last case that the class [γ˜i] corresponds to a marked point of C
d
i .
If one of the classes [γ˜k], k = 1,2,3, is represented by the geodesic γ˜k, which is
different and disjoint from the already chosen geodesics γj , j < J
∗, then we can
set γJ∗ = γ˜k. If k = 1 we also set γJ∗ = γ˜1 and γJ∗+1 = τ(γ˜1). Then we proceed
inductively.
To finish the proof it remains to consider the following situation. Under the
conditions of Case 3, each of the classes [γ˜k], k = 1,2,3, either corresponds to a
marked point or is represented by a closed geodesic γ˜k, which intersects or coincides
with one from the already chosen geodesics γj , j < J
∗.
We state that, in fact, a proper intersection cannot happen, ı.e., each class [γ˜k],
k = 1,2,3, either corresponds to a marked point or is represented by an already
chosen geodesic γj, j < J
∗. To show this we note that γj ∩τ(γ) =∅ for all j < J∗.
Otherwise, we could have a contradiction with the conditions γj ∩ γ = ∅ and τ -
invariance of the set of the geodesics γj, j < J
∗. Consequently, each class [γ˜k] is
represented by a circle αk ⊂ Cdi \{marked points}, k = 1,2,3,4, with αk ∩γj =∅.
Now assume that the proper intersection of γ˜k and some γj , j < J
∗ occurs.
Let ℓk := ℓ(γ˜k) be the intrinsic metric of γ˜k. As in the proof of Lemma 4.3.2
construct the annulus A = {(ρ,θ) : |ρ| < π2ℓ } × {0 6 θ 6 2π} with the metric
( ℓk
2π
/cos ℓkρ
2π
)2(dρ2 + dθ2) and an isometric covering of Cdi \{marked points} by A,
which sends the geodesic βk := {ρ = 0} ⊂ A onto γ˜k ⊂ Cdi . Find a lift of γj to a
geodesic line Lj ⊂ A with Lj ∩βk 6= ∅ and a lift of a circle αk to a circle α˜k ⊂ A
homotopic to βk. Then the intersection Lj ∩βk must consist of exactly one point,
and, consequently, the homology intersection index [Lj ] · [βk] is equal to ±1. This
would imply that [Lj ] · [α˜k] = [Lj ] · [βk] 6= 0 and consequently Lj ∩ α˜k 6=∅. But this
would contradict γj ∩αk =∅.
Summing up, we see that in the situation we are considering we must have the
picture of Fig. 11. Namely, both geodesics γ and τ(γ) lie in a τ -invariant domain
Ω on Cdi with four components of the boundary; these components of ∂Ω are either
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marked points or geodesics corresponding to the classes [γ˜1], [τ(γ˜1)], [γ˜2], [γ˜3];
finally, every boundary circle of Ω is one of the geodesic γj . We conclude that the
class [γ˜4] is represented by a τ -invariant geodesic γ˜4, which can be chosen at this
step of the construction of τ -invariant decomposition of Cdi into pants.
Note that by construction for the intrinsic length of γJ∗ we obtain ℓ(γJ∗) 6
2ℓ(γ) 6 2l+J∗ . This means that in our construction we do not lose control of the
intrinsic length of the chosen geodesics. This shows the existence of a constant l+
stated in the lemma.
Finally, the definition of a short geodesic provides that the geodesic γ in Case
3 above cannot be short. This implies that the set of short geodesics on Cd is
disjoint. Since the involution τ is an isometry, the set of short geodesics on Cd
is also τ -invariant. Thus, in our construction of decomposition into pants we can
start with this set of geodesics. This shows the last statement of the lemma. 
Remark. To explain the meaning of Lemma A3.4.2, let us consider pants S with
a complex structure JS and an antiholomorphic involution τ acting on S. It is easy
to see that only two types of such an action, illustrated by Figs. 8 a) and 8 b), are
possible.
γ1
γ2
γ3β
S+
S−
γ1
γ2
γ3
β1
β2β3
Fig. 12 a) Fig. 12 b)
In the first case, Fig. 12 a), the involution τ interchanges two boundary compo-
nents γ1 and γ2 of S and leaves the third one γ3 invariant. The fixed point set β of
τ is a geodesic arc with both ends on the τ -invariant boundary component γ3. This
case includes subcases where some boundary components of S are not geodesics
but marked points (i.e. punctures). In particular, if γ3 is a marked point, then
the set β is an (infinite) geodesic line with both ends approaching γ3. The set β
divides S into two parts, S+ and S− (see Fig. 12 a)), which are interchanged by τ .
Topologically, each part S± is an annulus.
In the second case, Fig. 12 b), all three boundary components γ1, γ2, and γ3 are
invariant. The fixed point set of τ consists of geodesic arcs β1, β2, and β3. These
are the shortest simple geodesics between γ2 and γ3, resp., γ3 and γ1 and resp., γ2
and γ3. If some boundary component of S is not a geodesic but a marked point,
then corresponding arcs have ends of infinite length approaching this boundary
component. The arcs βk, k = 1,2,3, divide S into two parts, S
+ and S− (see
Fig. 12 b)), which are interchanged by τ . In this case, each part S± is topologically
a disc.
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We call pieces S± half-pants of the first or second type, respectively. Note that
in both cases τ -invariant arcs β or βi are orthogonal to corresponding boundary
circles γj.
Return to the situation of a nodal curve C with boundary and marked points.
Let Cd be the Schottky double and τ the antiholomorphic involution. Suppose
that Cd\{marked points} is non-exceptional. Use Lemma A3.4.2 and find a τ -
invariant decomposition into pants Cd = ∪jSj . Set S+j := Sj ∩C. Then we obtain
a decomposition C = ∪jS+j such that the pieces S+j are either pants (which means
S+j = Sj), or half-pants of the first or second type. This decomposition is a suitable
one for the situation of Gromov convergence up to the boundary of curves with
totally real boundary conditions. In particular, we obtain arcs βj,k as τ -fixed point
sets of S+j , which define a decomposition ∂C = ∪j,kβj,k of the boundary of C. The
collection β′ := {βj,k} of these arcs satisfies condition i) of Definition 5.4, but it can
be different from the collection β = {βi} which was given. The reason is that in
the construction of the pants-decomposition Cd = ∪jSj we can subdivide original
arcs βi ∈ β into smaller pieces, so that every arc βi ∈ β is a union of arcs βj,k from
β′. This means compatibility of β and β′.
The next step is to establish an analog of Theorem 5.3.2. Assume that the
hypothesis of Theorem A3.4.1 is fulfilled. For each curve Cn denote by C
d
n its
Schottky double and by τn the corresponding involution.
Lemma A3.4.3. In the situation above, after passing to a subsequence, there exist
parameterizations σdn : Σ
d→ Cdn, a finite covering V of Σd by open sets {Vα}, and
a set {x∗1, . . . ,x∗m} of marked points on Σ such that the conditions (a), (c)–(f) of
Theorem 4.2 and the following additional conditions (b’) and (h) are satisfied:
(b’) σn{x∗1, . . . ,x∗m} is the set of marked points on Cdn corresponding to the de-
composition of the boundary ∂Cn into arcs βn,i; moreover, each such point x
∗
j lies
in a single piece of covering Vα which is a disc;
(h) there exists an involution τ : Σd→ Σd which is compatible with the covering
V and with parameterizations σdn, ı.e.,V is τ -invariant and τn ◦σ
d
n = σ
d
n ◦τ . In
particular, each marked point x∗i of Σ
d is fixed by τ .
Remark. The condition (g) of Theorem 5.3.2 is trivial in this case, because Cdn
and Σd are closed.
Proof. One can use the proof of Theorem 5.3.2 with minor modifications. Note
that the starting points of that proof were the intrinsic metric on non-exceptional
components of nodal curves Cn and the decomposition of Cn into pants. Now the
existence of a τ -invariant decomposition of the curves Cdn into pants is provided by
Lemma A3.4.2, whereas the τ -invariance of the intrinsic metrics follows from the
fact that any (anti)holomorphic isomorphism of curves with marked points is an
isometry w.r.t. the intrinsic metric. Thus the constructions of the proof of Theorem
5.3.2 yield τ -invariant objects. Condition (b’) does not cause much difficulty.

Now we are ready to finish the
Proof of Theorem A3.4.1. As was mentioned, our main idea is to modify
the construction used in the proof of Theorem 4.1.1 to make it τ -invariant. The
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main work has already been done. We have the necessary a priori estimates, the
construction of a τ -invariant pants-decomposition of the double Cdn of the curve Cn
and the appropriate covering V of the real surface Σd parameterizing the doubles
Cdn.
As in the proof of Theorem 4.1.1, we consider the curves Cα,n := σ
d
n(Vα). Due
to the presence of the involutions τn, the geometric situation in now different. This
involves new phenomena and needs additional considerations and constructions.
In particular, the pieces Cα,n are divided into two groups depending on whether
they are disjoint from the boundary ∂Cn or intersect it. In the last case Cα,n is
τn-invariant. In this case we shall use the notation C
+
α,n := Cα,n∩Cn for the part
of Cα,n lying in Cn. In addition, we denote V
+
α := Vα∩Σ. Then Vα appear as the
union of domains V +α and τ(V
+
α ), interchanged by τ . Similarly, it is true for Cα,n.
To prove the theorem, we want to construct a refined covering V˜ of Σ and refined
parameterizations σ˜n : Σ→ Cn such that for every Vα ∈ V˜ the sequence (Cα,n,uα,n)
with Cα,n := σ˜n(Vα) one the following convergence types holds:
A′) Cα,n are annuli of infinitely growing conformal radii ln disjoint from ∂Cn, and
the conclusions of Lemma 5.2.2 hold.
A′′) Cα,n are τn-invariant annuli of infinitely growing conformal radii ln, and the
conclusions of Lemma A3.3.6 are valid for Θ(0, ln)∼= C+α,n := Cα,n∩Cn.
B′) Every Cα,n is disjoint from ∂Cn and isomorphic to the standard node A0 =
∆ ∪{0} ∆ such that the compositions Vα σα,n−→ Cα,n
∼=−→ A0 define the same
parameterizations of A0 for all n; furthermore, the induced maps u˜α,n :A0→X
strongly converge;
B′′) Every Cα,n is τn-invariant and C+α,n := Cα,n∩Cn is isomorphic to the standard
boundary node A+0 = ∆
+ ∪{0}∆+ such that for V +α := Vα ∩Σ the composi-
tions V +α
σ+α,n−→ C+α,n
∼=−→ A+0 define the same parameterizations of A+0 for all n;
furthermore, the induced maps u˜+α,n :A
+
0 →X strongly converge.
C) The structures σ∗njn Vα and the maps uα,n ◦σα,n : Vα→X strongly converge.
In the case B′′) the strong convergence of maps u˜+n : A
+
0 → X is the one in the
L1,p
∗
-topology for some p∗ > 2 up to the boundary intervals containing the nodal
point. An equivalent requirement is the usual L1,p
∗
-convergence of the doubles
u˜dn : Cα,n→X on compact subsets of Cα,n ∼=A0.
To obtain a desired refinement, we use the same inductive procedure as in the
proof of Theorem 1.1. To insure convergence near the boundary ∂Cn, we take a
new value for the constant determining the inductive step. We choose a positive εb
such that εb 6 ε and all a priori estimates of this section are valid for maps with
area 6 3εb. This will yield the convergence of type A)–C) for sequences of curves
with totally real boundary conditions and with the upper bound εb on the area.
In fact, essential modifications of the constructions of Theorem 1.1 are needed
only if the covering piece Vα is τ -invariant. Indeed, if Vα is not τ -invariant, then
we can apply all the argumentations and constructions used in Cases 1)–4) in the
proof of Theorem 1.1, and then “transfer” them onto τ(Vα) by means of τ . This
gives the inductive step preserving τ -invariance.
Hence, it remains to consider the situation when the covering piece Vα is τ -
invariant. As in Theorem 1.1, we must consider four cases.
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Case 1b): Cα,n have constant complex structure different from the one of the
standard node.
Case 2b): Cα,n are annuli of changing conformal radii Rn such that Rn→R <∞.
Case 3b): Cα,n are isomorphic to the standard node, so that C
+
α,n are isomorphic
to the standard boundary node A+0 .
Case 4b): Cα,n are annuli of infinitely growing conformal radii Rn.
The subindex (·)b indicates that we will consider the cases where Vα intersects
the boundary of Σ. As was mentioned, the last property is equivalent to the fact
that Vα is τ -invariant. References to Cases 1)–4) without the subindex will mean
the corresponding parts of the proof of Theorem 1.1.
Case 1b). Without loss of generality we may assume that Vα is a domain with a fixed
complex structure and a fixed antiholomorphic involution τ , and that uα,n : Vα→X
is a sequence of τ -invariant maps which are (anti)holomorphic outside the set of
τ -invariant points of Vα. If we have the convergence of type C), there is nothing
to do. Otherwise, we fix a τ -invariant metric on Vα compatible with the complex
structure. Repeating the constructions from Case 1), we distinguish the “bubbling”
points y∗1 , . . . ,y
∗
l where the strong convergence fails.
Take the first point y∗1 . Suppose y
∗
1 is disjoint from ∂Σ. Then we may assume
that y∗1 ∈ V +α . Thus, we can repeat the rest of the constructions from Case 1). The
only correction needed at this point is that the neighborhood ∆(y∗1 ,̺) of y
∗
1 must
be small enough and lie in V +α . Transferring all these constructions into τ(Vα), we
realize the inductive step preserving the τ -invariance.
It remains to consider the case, where y∗1 ∈ ∂Σ. This means that y∗1 is τ -
invariant. Let z be a holomorphic coordinate in a neigborhood of y∗1 on Vα such
that z = 0 in y∗1 , the involution τ corresponds to the conjugation z 7→ z¯ and
Imz > 0 in Σ. Find the sequences rn −→ 0 of the radii and xn → y∗1 , using the
constructions from Case 1). Note that the sequence τ(xn) has the same property.
Thus, replacing some points xn by τ(xn), we may additionally assume that all xn
lie in V +α . Let vn : ∆(0,
̺
2rn
) → (X,Jn) be the rescalings of maps un defined by
vn(z) := un(xn+
z
rn
). Argumentations of Case 1 show that there exists the limit
v∞ : C→X of (a subsequence of) {vn} which extends to a map v∞ : S2 →X .
Denote by ρn the distance from xn to ∂Σ and by x˜n the point on ∂Σ closest
to xn. Then xn = x˜n + iρn in the coordinate z introduced above. In addition,
lim x˜n = y
∗
1 . We consider two subcases according to the possible behavior of ρn and
rn.
Subcase 1′b):
{
ρn
rn
}
is bounded. Passing to a subsequence, we may assume that ρnrn
converges. Fix an upper bound b for the sequence ρnrn . In particular, b> lim
ρn
rn
.
For n >> 1 define maps vn : ∆(0,
̺
2rn
− b) → (X,Jn) and v˜n : ∆(0, ̺2rn − b) →
(X,Jn) setting vn(z) := un(xn + rnz) and v˜n(z) := un(x˜n + rnz), respectively.
Then every v˜n is the shift of the map vn by i
ρn
rn
, ı.e., v˜n(z) = vn
(
z+ iρn
rn
)
. The
arguments of Case 1) show that vn converge on compact subsets of C to a non-
constant map. Consequently, v˜n also converge on compact subsets of C to a non-
constant map v˜∞ : C→X . Moreover, since area(v˜∞(C)) is finite, v˜∞ extends to a
map v˜∞ : S2 → X . By the choice of εb, area (v˜∞(S2)) > 3εb. Changing the choice
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of the constant b, we can additionally assume that area(v˜∞(∆(0, b)) > 2εb. Then
for all sufficiently big n we obtain
area(v˜n(∆(0, b))> ε
b. (A3.4.1)
For n >> 1 we define the coverings of Vα by three sets
V
(n)
α,1 := Vα\∆(0, ̺2 ), V
(n)
α,2 := ∆(0,̺)\∆(x˜n, brn), V (n)α,3 := ∆(x˜n,2brn).
Fix n0 sufficiently big. Denote Vα,1 := V
(n0)
α,1 , Vα,2 := V
(n0)
α,2 and Vα,3 := V
(n0)
α,3 .
There exist diffeomorphisms ψn : V1 → V1 such that ψn : Vα,1→ V (n)α,1 is an identity,
ψn : Vα,2 → V (n)α,2 is a diffeomorphism, and ψn : Vα,3 → V (n)α,3 is biholomorphic w.r.t.
the complex structures, induced from Cn by means of σ
d
n. Note that the sets V
(n)
α,i
are τ -invariant. Moreover, we can choose the maps ψn in such a way that ψn are
also τ -invariant.
The covering {Vα,1,Vα,2,Vα,3} of V1 and parameterizations σ˜n := σα,n ◦ψn :
V1 → Cα,n satisfy the conditions of Lemma A3.4.3. Moreover, inequality (A3.2.1)
implies area (un(σ˜n(Vα,i))) 6 (N −1)εb. Consequently, we can apply the inductive
assumptions for the sequence of curves σ˜n(Vα,i) and finish the proof by induction.
Subcase 1′′b ):
{
ρn
rn
}
is unbounded. Passing to a subsequence, we may assume that
ρn
rn
increases infinitely. However, ρn −→ 0 since xn −→ y∗1 ∈ ∂Σ.
Define maps vn : ∆(0,
̺
2rn
) → (X,Jn), setting vn(z) := un(xn + rnz). As in
Case 1), vn converge on compact subsets of C to a non-constant map v∞ : C→X ,
which extends to a map from the whole sphere S2. Choose b > 0 satisfying (A3.2.1).
For n >> 1 we define the coverings of Vα by five sets
V
(n)
α,1 := Vα\∆(0, ̺2 ), V
(n)
α,2 := ∆(0,̺)\∆(0,2ρn)
V
(n)
α,3 := ∆(0,4ρn)\
(
∆(xn, brn)∩∆(τ(xn), brn)
)
V
(n)
α,4 := ∆(xn,2brn), V
(n)
α,5 := ∆(τ(xn),2brn).
Fix n0 sufficiently big. Denote Vα,i := V
(n0)
α,i , i = 1, . . . ,5. Then for every n >> 1
there exists a diffeomorphism ψn : V1 → V1 with the following properties:
i) ψn maps Vα,i onto V
(n)
α,i diffeomorphically;
ii) ψn : V
(n)
α,1 → V (n)α,1 is the identity;
iii) ψn : Vα,2 → V (n)α,2 and ψn : Vα,3 → V (n)α,3 are diffeomorphisms;
iv) ψn : Vα,3 → V (n)α,3 is biholomorphic w.r.t. the complex structures, induced
from Cn by means of σ
d
n; and, finally
v) ψn are τ -invariant: τ ◦ψn = ψn ◦τ .
Note that the last property is obtained due to the fact that the sets V
(n)
α,i are
τ -invariant. The remaining constructions are the same as in Subcase 1′b).
Case 2b). Consider the parameterizations σn : Vα → Cα,n. Without loss of gen-
erality we may assume that the complex structures σ∗njn Vα are constant near the
boundary dVα and converge to some complex structure. If we have the convergence
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of type C), i.e., the strong convergence, there is nothing to do. Otherwise, there
exists only a finite set of points {y∗1 , . . . ,y∗l } where the strong convergence fails.
Changing the parameterizations σn, we may additionally assume that the struc-
tures σ∗njn Vα are constant in the neighborhood of these points. Then we repeat the
argumentations of Case 1b).
Case 3b). Fix identifications Cα,n ∼= A0 such that every C+α,n is mapped onto A+0
and the induced parameterization maps σα,n : Vα → A0 are the same for all n and
τ -invariant. Fix the standard representation of A0 as the union of two discs ∆
′ and
∆′′ with identification of the centers 0 ∈∆′ and 0 ∈∆′′ into the nodal point of A0,
still denoted by 0. Let ∆′(x,r) denote the subdisc of ∆′ with the center x and the
radius r.
Denote by u′n : ∆
′ → X and u′′n : ∆′′ → X the corresponding “components” of
the maps uα,n : Cα,n → X . Find the common collection of bubbling points y∗i for
both sequences of maps u′n : ∆
′ → X and u′′n : ∆′′ → X . If there are no bubbling
points, then we obtain a convergence of type B), and the proof can be finished by
induction. Otherwise, consider the first such point y∗1 , which lies, say, on ∆
′. If y∗1
is distinct from the nodal point 0 ∈∆′, then we simply repeat all the constructions
in Case 1b).
It remains to consider the case y∗1 = 0 ∈ ∆′. The following modifications of
the argumentations are needed. Repeat the construction of the radii rn −→ 0 and
the points xn −→ y∗1 = 0 from Case 1b. Then {xn} is a sequence in the half-disk
δ′+ := {z ∈ ∆′ : Imz > 0}. Set x˜n := Re (xn), ρn := Im(xn) and Rn := |xn|. Thus,
xn = x˜n+ iρn, Rn is the distance from xn to the point 0 = y
∗
1 ∈ ∆′, whereas ρn
is the distance from xn to the interval ]− 1,1[⊂ ∆′, the set τ -invariant points of
∆′. Thus ρn 6Rn. Fix ̺ > 0 such that the disc ∆′(0,̺) contains no bubble points
y∗i 6= 0 ∈∆′.
Depending on the behavior of the sequences rn, ρn and Rn, we consider four
subcases.
Subcase 3 ′b): The sequence
{
Rn
rn
}
is bounded. Then the sequences
{
ρn
rn
}
and
{
x˜n
rn
}
are also bounded. Passing to a subsequence, we may assume that the corresponding
limits exist. Let b be some upper bound for the sequence
{
Rn
rn
}
. Consider the maps
v˜n : ∆(0,
̺
2rn
− b)→ X defined by v˜n(z) := un(x˜n+ zrn ). Then v˜n are τ -invariant,
v˜n ◦τ = v˜n, v˜n converge to a nonconstant map v˜∞ : C→ X on compact subsets of
C, and v˜∞ extends to a map v˜∞ : S2 →X .
Since v˜∞ is nonconstant, ‖dv˜∞‖2L2(S2) = area (v˜∞(S2)) > 3εb. Choose b > 0 in
such a way that
‖dv˜∞‖2L2(∆(0,b)) > 2εb (A3.4.2)
and b> 2 lim Rnrn +2. Due to Corollary A3.2.2, for n >> 1 we obtain the estimate
‖du′n‖2L2(∆′(x˜n,brn)) = ‖dv˜n‖2L2(∆(0,b)) > εb. (A3.4.3)
Note that 0 ∈∆′(x˜n,(b−1)rn)) for n >> 1 by the choice of b.
Define the coverings of A0 by four sets
W
(n)
1 := ∆
′\∆′(0, ̺2 ), W
(n)
2 := ∆
′(0,̺)\∆′(x˜n, brn),
W
(n)
3 := ∆
′(x˜n,2brn)\∆′(0, rn2 ), W
(n)
4 := ∆
′(0, rn)∪∆′′,
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and lift them to Vα by putting V
(n)
α,i := σ
−1
α,n(W
(n)
i ). Choose n0 >> 0 such that
|xn| < (b− 1)rn and the relation (A3.4.3) holds for all n > n0. Set Vα,i := V (n0)α,i .
Fix diffeomorphisms ψn : Vα → Vα such that ψn : Vα,1 → V (n)α,1 is the identity map,
ψn : Vα,2 → V (n)α,2 and ψn : Vα,3 → V (n)α,3 are diffeomorphisms, and ψn : Vα,4 →
V
(n)
α,4 correspond to isomorphisms of nodes W
(n)
4
∼= A0. Set σ′n := σn ◦ψn. The
choice above can be made in such a way that the refined covering {Vα,i} of Vα
and parameterization maps σ′n : Vα → Cα,n have the properties of Lemma A3.4.3.
Relation (A3.4.3) implies the estimate area(un(σ
′
n(Vα,i))6 (N−1)ε. This provides
the inductive conclusion for Subcase 3 ′b).
Subcase 3 ′′b ): The sequence
{
Rn
rn
}
increases infinitely but
{
ρn
rn
}
remains bounded.
Note that in this subcase we still have the relation Rn −→ 0, or equivalently,
xn −→ 0. On the other hand, lim ρnRn = 0. This implies that for R˜n := |x˜n| we have
lim R˜nRn = 1 since R
2
n = R˜
2
n+ρ
2
n.
We proceed as follows. Define the maps v˜n : ∆(0,
̺
2rn
− b)→X setting v˜n(z) :=
u′n(x˜n+
z
rn
). Then the v˜n have the same properties as in Subcase 3
′
b). Choose b > 0
obeying the relation (A3.4.2). Then for n >> 0 the property (A3.4.3) follows.
For n >> 0 define the coverings of A0 by six sets
W
(n)
1 := ∆
′\∆′(0, ̺
2
), W
(n)
2 := ∆
′(0,̺)\∆′(x˜n,2R˜n),
W
(n)
3 := ∆
′(x˜n,4R˜n)\
(
∆′(x˜n, R˜n6 )∪∆′(0, R˜n6 )
)
W
(n)
4 := ∆
′(0, R˜n3 )∪∆′′,
W
(n)
5 := ∆
′(x˜n, R˜n3 )\∆′(x˜n, brn), W
(n)
6 := ∆
′(0,2brn),
and lift them to Vα by putting V
(n)
α,i := σ
−1
α,n(W
(n)
i ). Choose n0 >> 0 such that
Rn0 >> brn0 , and set Vα,i := V
(n0)
α,i . Choose diffeomorphisms ψn : Vα → Vα such
that ψn : Vα,1 → V (n)α,1 is the identity map, ψn : Vα,2 → V (n)α,2 , ψn : Vα,4 → V (n)α,4 and
ψn : Vα,5 → V (n)α,5 are diffeomorphisms, and finally, ψn : Vα,6 → V (n)α,6 corresponds to
isomorphisms of nodes W
(n)
6
∼=A0. Set σ′n := σn ◦ψn. Note that the choices can be
made in such a way that {Vα,i} and parameterization maps σ′n : Vα→ Cα,n have the
properties of Lemma A3.4.3. As above, we get the estimate area(un(σ
′
n(Vα,i)) 6
(N−1)ε due to (A3.4.3). Thus we obtain the inductive conclusion for Subcase 3 ′′b )
and can proceed further.
Subcase 3 ′′′b ): The sequence
{
ρn
rn
}
increases infinitely, but
{
Rn
ρn
}
remains bounded.
Then
{
Rn
rn
}
also increases infinitely, but both sequences {Rn} and
{
ρn
}
converge
to 0. We may also assume that
{
ρn
Rn
}
and
{
x˜n
Rn
}
also converge. Set a1 := lim
x˜n
Rn
,
a2 := lim
ρn
Rn
, a := a1 + ia2 and a := a1 − ia2. Note that 0 < a2 6 1 and the
involutions τn in Cα,n correspond to the complex conjugation z → z in ∆′. In
particular, xn = τn(xn).
Consider maps vn : ∆(0,
̺
2rn
) → X defined by vn(z) := u′n(xn+ zrn ). Then the
sequence {vn} converges on compact subsets to a nonconstant map which extends
to the map v∞ : S2 → X . Moreover, we can fix sufficiently big b > 0 such that for
n >> 0 we get the property (A3.4.3).
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For n >> 0 define the coverings of A0 by eight sets
W
(n)
1 := ∆
′\∆′(0, ̺2 ), W
(n)
2 := ∆
′(0,̺)\∆′(0,2Rn),
W
(n)
3 := ∆
′(0,4Rn)\
(
∆′(aRn, a2Rn4 )∪∆′(aRn, a2Rn4 )∪∆′(0, a2Rn4 )
)
W
(n)
4 := ∆
′(0, a2Rn3 )∪∆′′.
W
(n)
5 := ∆
′(aRn, a2Rn3 )\∆′(xn, brn), W
(n)
6 := ∆
′(xn,2brn),
W
(n)
7 := ∆
′(aRn, a2Rn3 )\∆′(xn, brn), W
(n)
8 := ∆
′(xn,2brn),
and lift them to Vα by putting V
(n)
α,i := σ
−1
α,n(W
(n)
i ). Fix sufficiently big n0 >> 0,
and set Vα,i := V
(n0)
α,i . Choose diffeomorphisms ψn : Vα → Vα mapping Vα,i
diffeomorphically onto V
(n)
α,i such that the assertions of Lemma A3.4.3 are fulfilled.
As above, we obtain the estimate area(un(σ
′
n(Vα,i)) 6 (N − 1)ε. This gives the
inductive conclusion for Subcase 3 ′′′b ).
Subcase 3 ′′′′b ): The sequences
{
ρn
rn
}
and
{
Rn
ρn
}
increase infinitely. Thus lim R˜n
Rn
= 1.
We consider the sequence of maps {vn}. It is defined in the same way as in the
previous subcase and has the same properties. In particular, {vn} converges to the
map v∞ : S2 →X and there exists a sufficiently big b > 0 such that for n >> 0 we
get the property (A3.4.3).
For n >> 0 define the coverings of A0 by ten sets
W
(n)
1 := ∆
′\∆′(0, ̺
2
), W
(n)
2 := ∆
′(0,̺)\∆′(0,2Rn),
W
(n)
3 := ∆
′(0,4Rn)\
(
∆′(0, R˜n4 )∪∆′(x˜n, R˜n4 )
)
,
W
(n)
4 := ∆
′(0, R˜n3 )∪∆′′, W
(n)
5 := ∆
′(x˜n, R˜n3 )\∆′(x˜n,2ρn),
W
(n)
6 := ∆
′(x˜n,4ρn)\
(
∆′(xn, ρn4 )∪∆′(xn, ρn4 )
)
,
W
(n)
7 := ∆
′(xn,
ρn
3 )\∆′(xn, brn), W
(n)
8 := ∆
′(xn,2brn),
W
(n)
9 := ∆
′(xn,
ρn
3 )\∆′(xn, brn), W
(n)
10 := ∆
′(xn,2brn).
The remaining “manipulations” withW
(n)
i are the same as in the previous subcases.
As a result, we obtain the covering of Vα by sets Vα,i := σ
−1
α,n0(W
(n0)
i ) with an
appropriate n0 >> 0 and refined parameterizations σ
′
n : Vα → Cα,n, for which
the assertions of Lemma A3.4.3 are fulfilled. As above, we obtain the estimate
area(un(σ
′
n(Vα,i)) 6 (N − 1)ε. This gives the inductive conclusion for Subcase
3 ′′′′b ).
Case 4b): Vα is a cylinder such that conformal radii of (Vα,σ
∗
njn) increase infinitely.
We can simply repeat the contructions made in Case 4) from the proof of Theorem
1.1. Additional attention is needed to preserve the τ -invariantness.
The proof of the theorem can now be finished by induction. 
Remark. Here we give some explanation of the geometric meaning of the con-
structions of the proof of Theorem 5.9 and describe the picture of the bubbling.
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We restrict ourselves to Case 3b) as the most complicated one; the constructions
of the other cases can be treated similarly. The reflection principle allows us to
reduce Case 3b) to the consideration of τ -invariant maps u
d
n : A0 → X from the
standard node which are Jn-holomorphic on A
+
0 . The situation is different from
those in Theorem 1.1, where the bubbling appears in the nodal point. In this case
we must take into consideration not only the parameters rn describing the size of
energy localization of the bubbled sphere, but also the additional parameters Rn
and ρn. These describe the position of the localization centers xn w.r.t. the nodal
point and the set of τ -invariant points of A0. Depending on the behavior of rn ρn
and Rn, we can have four different types of bubbling and corrsponding Subcases
3 ′b)–3
′′′′
b ).
In Subcase 3 ′b) the bubbling takes place
in the nodal point, so that the nodal point
remains on the bubbled sphere (see region
W
(n)
3 in Fig. 13). Furthermore, the bub-
bled sphere contains another nodal point.
This one appears in the limit of long cylin-
ders W
(n)
2 . Note W
(n)
2 can either strongly
converge to a boundary node or have addi-
tional bubblings.
W
(n)
1
W
(n)
2
W
(n)
3
W
(n)
4
Fig. 13. Bubbling in Subcase 3 ′b).
Turning back from a “doubled” description by τ -invariant objects to the original
maps un :A
+
0 →X with a totally real boundary condition, we obtain the following
picture. Since every covering piece W
(n)
i is τ -invariant, for A
+
0 we obtain the
covering piece W
(n)+
i := W
(n)
i ∩A+0 . Thus we obtain a bubbled disk represented
by W
(n)+
3 instead of the bubbled sphere represented by W
(n)
3 , the sequence of long
strips W
(n)+
2 instead of the sequence of long cylinder W
(n)+
2 and so on.
In Subcase 3 ′′b ) the bubbling happens at
the boundary but away from the nodal point.
In the limit we obtain two bubbled spheres.
The first one is the limit of the rescaled maps
vn (regionW
(n)
6 in the Fig. 14). The appear-
ance of the second sphere can be explained
as follows. The part of the node A0 between
the first bubbled sphere W
(n)
6 and the “con-
stant part” W
(n)
1 of the node is a long cylin-
der, represented by pieces W
(n)
2 , W
(n)
3 and
W
(n)
5 .
W
(n)
1
W
(n)
2
W
(n)
3
W
(n)
6
W
(n)
5
W
(n)
4
Fig. 14. Bubbling in Subcase 3 ′′b ).
However, because of the presence of the nodal point (piece W
(n)
4 on the figure),
this “part inbetween” is topologically not a cylinder (i.e. an annulus) but pants.
Furthermore, the complex structures on the pants are not constant. To get pants
with a constant structure (piece W
(n)
3 ), we cut off the annuli W
(n)
2 andW
(n)
5 . Since
limRn = 0 = lim
rn
Rn
, the conformal radii of these annuli increase infinitely. This
shows that W
(n)
2 and W
(n)
5 are sequences of long cylinders and that the sequence
W
(n)
3 defines in the limit a sphere with three nodal points.
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As in Subcase 3 ′b) every covering piece W
(n)
i is τ -invariant, whereas W
(n)+
i :=
W
(n)
i ∩A+0 is the “half” ofW (n)n . Thus, for a sequence of undoubled maps un :A+0 →
X we obtain the following bubbling picture. The limit contains two bubbled disks,
represented by W
(n)+
6 and W
(n)+
3 , a boundary node W
(n)+
4 and possibly further
bubbled pieces which can appear in the limit of long stripsW
(n)+
2 andW
(n)+
5 . Note
also that the action of the involution τ on the pants W
(n)
3 is described in Fig. 12 b).
In Subcase 3 ′′′b ) the bubbling takes place near but not at the boundary. Indeed,
since ρn
rn
−→∞, the bubbled sphere which appears as the limit of the sequence {vn}
is not τ -invariant. To see this phenomenon, we note that for any fixed b > 0 the
covering pieces W
(n)
5 =∆
′(xn,2brn) representing a sufficient big part of this sphere
lie in A+0 for n >> 0. This implies that the sequence vn ◦τ converges to another
bubbled sphere, which is τ -symmetric to the first and represented by W
(n)
7 .
Another bubbled sphere, represented by W
(n)
3 , appears from pants between the
first two spheres and the disk ∆′. Since {Rnρn } remains bounded, the original nodal
point remains on this latter sphere.
The corresponding bubbling picture for
undoubled maps un : A
+
0 → X is shown in
Fig. 15. The boundary of A+0 is shown by
a thick line. We obtain the bubbled sphere
represented by W
(n)
6 , the sequence of long
cylinders W
(n)
8 , the bubbled disk W
(n)+
3 and
the sequence of long strips W
(n)+
2 . Note
that both sequences of long cylinders and
long strips can yield further bubblings in the
limit.
W
(n)+
1
W
(n)+
2
W
(n)+
3
W
(n)+
4
W
(n)
5
W
(n)
6
Fig. 15. Bubbling in Subcase 3 ′′′b ).
The bubbling picture in Subcase 3 ′′′′b ) is
similar to the one of the previous subcase;
therefore, we explain only the difference. It
comes from the fact that the sequence {Rnρn }
is now unbounded, ı.e., lim ρn
Rn
= 0. Infor-
mally speaking, this means that the long
cylinder from Subcase 3 ′′′b ) (piece W
(n)
5 in
Fig. 15) moves to the boundary of the bub-
bled disk (pieceW
(n)+
3 in Fig. 15). The pro-
cedure of additional rescaling divides such a
disk into two new disks connected by a strip
(pieces W
(n)+
3 , W
(n)+
6 and W
(n)+
5 in Fig. 16,
respectively). The infinite growth Rn
ρn
→∞
means that W
(n)+
5 form a sequence of long
strips.
W
(n)+
1
W
(n)+
2
W
(n)+
3
W
(n)+
4
W
(n)+
5W
(n)+
6
W
(n)
7
W
(n)
8
Fig. 16. Bubbling in Subcase 3 ′′′′b ).
A3.5. Attaching an Analytic Disk to a Lagrangian Submanifold of Cn.
As in the first lecture we consider Cn ≈ R2n together with some symplectic
form ω taming the standart complex structure Jst. An n-dimensional submanifold
W ⊂ Cn is called ω-Lagrangian if ω |W≡ 0.
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Exercise 1. Prove that every Lagrangian submanifold of Cn is totally real.
2. Prove that for a Lagrangian manifold W ⊂ Cn and the unit circle →1⊂ C the
manifold →1 ×W is Lagrangian in Cn+1 with respect to ωˆ = i2dz1∧dz¯1+ω.
A holomorphic map u : ∆→ Cn ”sufficiently smooth” up to the boundary and
such that u(∂∆)⊂W we shall call an analytic disk attached to W .
Our goal in this paragraph is to prove the following theorem of Gromov:
Theorem A3.5.1. Let W be a compact Lagrangian submanifold of Cn. Then there
exists a non-constant analytic disk attached to W .
We shall closely follow the exposition of H. Alexander, [Al]. Fix some point
w0 ∈ W and denote by u0(z) ≡ w0 the constant holomorphic map. Fix p > 2
and consider the Banach manifold L2,p(∆,∂∆,1;Cn,W,w0) of L
2,p-maps from ∆¯
to Cn which map ∂∆ to W and 1 to w0, and which are homotopic to the constant
map u0 ≡ w0 as (∆,∂∆,1)→ (Cn,W,w0) mappings. Note that due to the Sobolev
imbedding L2,p ⊂ C1,1− 2p our mappings are smooth up to the boundary.
Take u ∈ L2,p(∆,∂∆,1;Cn,W,w0). Denote by E as usually the pull-back by u
of the tangent bundle of Cn. In fact E = ∆×Cn → ∆, the trivial bundle over ∆.
Denote by F the pull-back u∗TW of the tangent to W bundle. F is a totally real
subbundle of E of real dimension n. The tangent space to L2,p(∆,∂∆,1;Cn,W,w0)
at u is TuL
2,p(∆,∂∆,1;Cn,W,w0) = {h ∈ L2,p(∆,Cn) : h |∂∆∈ F,h(1) = 0}. In the
cartesian product L2,p(∆,∂∆,1;Cn,W,w0)×L1,p(∆,Cn) consider the submanifold
E= {(u,v) : ∂u= v} with the natural projection π : E→ L1,p(∆,Cn).
Exercise 1. In R2n+2 consider the operator given by the matrix
Jv =

0 −1 ...... v2 −v1
1 0 ...... −v1 −v2
. . ....... ...... ...
0 0 ....... v2n −v2n−1
0 0 ....... −v2n−1 −v2n
0 0 ....... 0 −1
0 0 ....... 1 0

Prove that Jv defines an almost complex structure in R
2n+2, which for every z ∈ R2
on the vertical slice {z}×R2n coincides with the standart structure Jst of Cn.
2. Prove that the equation ∂u = v for a C1-map u : C → Cn is equivalent to the
Jv-holomorphicity of the section uˆ : z → (z,u(z)) of the fibration (R2n+2,Jv) →
(R2,Jst), i.e. to the equation
∂(z,u)
∂x
+Jv(z,u)[
∂(z,u)
∂y
] = 0.
Now we shall prove the following alternative:
Lemma A3.5.2. If there is no nonconstant analytic disk u ∈ L2,p(∆,∂∆,1;
Cn,W,w0), then the projection π : E→ L1,p(∆,Cn) is surjective.
Proof. Suppose that a nonconstant analytic disk u ∈ L2,p(∆,∂∆,1;Cn,W,w0)
doesn’t exists. We are going to prove that in this case π is surjective.
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Step 1. π is a proper mapping, i.e. for the converging sequence vk → v0 in
L1,p(∆,Cn) and for the sequence uk with (uk, vk) ∈ E, there is a converging subse-
quence ukn .
Note that ∂uk = vk. According to the Exercise above this means that the
sections uˆk := (z,uk) are Jvk -holomorphic with Jvk converging to Jv0 in C
0-sence.
Note also that boundaries of our disks are on the Lagrangian (and thus totally real)
submanifold Wˆ :=→1 ×W and they are homotopic to each other. From here we
see that
area (uˆk(∆)) =
∫
uˆk(∆)
ωˆ =
∫
uˆk(∂∆)
∂λ,
where λ is some primitive of ωˆ. The second integral does not depend on the homol-
ogy class of uˆk(∆) in H1(Wˆ ,R), because ωˆ |W= ∂λ |Wˆ≡ 0 (Wˆ is ωˆ-Lagrangian!).
So by the Theorem A3.4.1 either the limit of some subequence, still denoted as
uk(∆), contains a nonconstant complex sphere (this is impossible in C
n), or the
limit of uk(∆) contains some nonconstant analytic disk with boundary on W (this
is prohibited by our assumption), or uk C
1-converge.
Step 2. dπ(u,v) : T(u,v)E → L1,p(∆,Cn) is Fredholm of index zero for every u ∈
Ev := π
−1(v).
The fact that the boundary value problem ∂h = v,h |∂∆∈ F is Fredholm is
classical, see [Ga]. Our manifold E is connected, so the index of dπ(u,v) doesn’t
depend on (u,v) and can be calculated at (u0,0) ∈ E where dπ is a bijection.
Therefore ind(dπ) is everywhere zero.
One says that for the smooth mapping π : E → L1,p(∆,Cn) the point (u,v)
is regular if dπ(u,v) is surjective. v is a regular value is it is not an image of a
nonregular point.
Step 3. (Smale’s theorem). Let π : E → M be a proper Fredholm map (i.e. dπx
is Fredholm for all points x ∈ E. Then the set of regular values is dence in M.
Moreover, for every regular value v ∈ M the set Ev := π−1(v) is a manifold of
dimension equal to the ind(dπx) at x ∈ Ev. Moreover, for any two regular values v1
and v2 the manifolds Ev1 and Ev2 are cobordant. See [Sm].
In our case 0 is a regular value, so for a dence subset of v’s Ev is cobordant to a
point, therefore is a point intself. Properness of π implies now that Ev is allways a
point.

It is not difficult to show that π cannot be surjective. This will imply the
existence of non constant analytic disk attached to W .
Lemma A3.5.3. The projection π : E→ L1,p(∆,Cn) is not surjective.
Proof. Othervice, for vC = (C,0, ....,0) find uC = (uC1 , ...,u
C
n ) with ∂u
C = vC .
Therefore ∂¯uC1 = C. This implies that u
C
1 = Cz¯−hC , where hC is a holomorphic
function on ∆. Since uC(∂∆) ⊂W the family uC is uniformly bounded on ∂∆ by
a constant k independent of C. Therefore |z¯−hC(z)/C| 6 k/C for z ∈ ∂∆. Since
z¯−hC(z)/C is harmonic on ∆, the bound holds for all z ∈∆. This implies that z¯
can be uniformly approximated on ∆ by holomorphic functions. Contradiction.

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Chapter III. Global Properties and Moduli Spaces.
Let (X,J) be an almost-complex manifold of complex dimension n. An almost
complex structure is always assumed to have smoothness of class C1. Further, let
(S,JS) denote a Riemann surface with complex structure JS .
In Lecture 7 we show that for a J-complex curve u : (S,JS) → (X,J0) the
pulled-back bundle E := u∗TX possesses a natural holomorphic structure (the
corresponding sheaf of holomorphic sections will be denoted as O(E)) such that the
differential du : TS→ E is a holomorphic homomorphism. This allows us to define
the order of vanishing of the differential du at point s ∈ S. We denote this number
by ordsdu.
This also gives the following short, exact sequence:
0−→ O(TS) du−→ O(E) pr−→ O(N0)⊕N1 −→ 0, (3.1)
where O(N0) denotes a free part of the quotient O(E)/du(O(TS)), and N1 is sup-
ported on a finite set of cusps of u (i.e. points of vanishing of du).
On the Sobolev space L1,p(S,N0) of L
1,p-smooth sections of the bundle N0 the
natural Gromov operator DN : L
1,p(S,N0) → Lp(S,Λ0,1S ⊗N0) is defined. Put
H0D(S,N0) := KerDN and H
1
D(S,N0) := CokerDN .
We prove the following
Theorem 3.1. Let u : (S,JS) → (X,J0) be a nonconstant irreducible and non-
multiply covered holomorphic map such that H1D(S,N0) = 0. Then
i) in a neighborhood of M := u(S) the Moduli space of nonparameterized J0-
holomorphic curves M[γ],g,J0 is a manifold whose tangent space is TMM[γ],g,J0 =
H0D(S,N0)⊕H0(S,N1);
ii) further, there is a neighborhood V ∋ J in the Banach manifold J of C1-
smooth almost-complex structures on X and a neighborhood W of M in M[γ],g,V :=⋃
J∈V M[γ],g,J such that the natural projection prJ : W → V is a trivial Banach
bundle;
iii) if dimRX = 4 and c1(E)[M ] >
∑
s∈S ordsdu, then H
1
D(S,N0) = 0; thus, the
conclusions i) and ii) hold.
Let us explain our second result in this chapter, which will be strongly relied
upon in Chapter IV and also in the proof of the Gromov non-squeezing theorem.
Denote by J some Banach manifold of Ck-smooth almost-complex structures on a
manifold X , k > 1. In our applications J can be
1) the manifold Jω of all a.-c. structures J on X , which are tamed by some fixed
symplectic form ω; ı.e., ω(u,Ju)> 0 for all u ∈ TX \{0}.
2) the manifold JU of all a.-c. structures J on a complex Ka¨hler manifold
(X,Jst,ω) tamed by ω and which are different from Jst only on some relatively
compact subset of U , ı.e., {x ∈X : Jx 6= Jst}⋐ U .
Denote by M=MJ,[γ],Σ the (topological) space of all J-complex curves in X (J
runs over all structures in J) representing some fixed homology class [γ] ∈ H2(X,Z),
and parameterized by some fixed compact surface Σ, see Chapter II. For J, as in
1) and 2), above the space M is a manifold in all its non- multiply covered points,
see Lemma 8.2.2.
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Also let h : [0,1] → J be some smooth map (more generally one can consider
a smooth map h : Y → J, where Y is a compact real manifold with boundary).
By Mh we denote the subset of {(u,JS , t) ∈ S×TΣ× [0,1]} which consists of h(t)-
complex curves u : (S,JS) → (X,h(t)) modulo the natural action of the group G
of reparameterizations, see §7.4 and Definition 8.3.1. Roughly speaking, Mh is a
moduli space of h(t)-complex curves in X , t ∈ [0,1]. This is a closed subset of M.
For a point (M0, t0) in Mh (i.e. for a h(t0)-complex curve M0) one can define a
component Mh(M0, t0) of Mh containing (M0, t0) as was shown in Definition 8.3.2.
Theorem 3.2. If the component Mh(M0, t0) is not compact, then there exists a
continuous path β : [0,1] → Mh(M0, t0), β(t) = (Mt,Jt) starting at (M0, t0) such
that β(tn) is not bounded in Mh(M0, t0) for some sequence tn→ 1, but Jtn converge
to some J∗ ∈ J.
This means, in fact, that in the limit the sequence Mtn breaks into several
irreducible J∗-complex components.
Let us consider an example where such behavior is not possible.
Example. Suppose that X = S2×Y and ω = ω1+ω2, where ω1 is some positive
form on S2 and ω2 is some symplectic form on a compact manifold Y . As a
homology class [γ] take S2×{pt} and as a parameterizing surface for our curves
again Σ := S2.
Observe that for any structure J on X tamed by ω no J-complex curve C ∈ [γ]
can be decomposed as C = C1∪C2 for some Jk-complex curves Ck, where Jk ∈ Jω!
Exercise. Prove this.
In this example Mh(M0, t0) will be always be compact.
Theorem 3.3. Under the above conditions suppose that S is a sphere S2 and
that Mh(M0, t0) is compact. Then the path h can be C
1-approximated by the paths
hn, all starting at (M0, t0) such that for all points (M,t) ∈ M0hn the associated
DN -operator is surjective, ı.e., H
1
DN
(S2,NMt) = 0.
Moreover, Mhn is a trivial bordism: Mhn(0) × [0,1]. In particular for every
hn(0)-holomorphic sphere M0 ∈ Mhn(0) there exists a continuous family of hn(t)-
holomorphic spheres Mn,t = un,t(S
2) with Mn,0 =M0.
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Lecture 6
First Variation of the ∂J-equation.
In this paragraph we want to introduce, following Gromov, a Du,J -operator
associated to the J - complex curve u : S → X in an almost complex manifold
(X,J). For the convenience of the reader we now recall the notion of a connection.
6.1. Symmetric Connections.
Let M be a real manifold, E a real vector bundle over M . By Γ(E) we denote
the space of smooth sections of E and by Λp, a space of smooth p-forms on M .
Definition 6.1.1. A connection on the real vector bundle E → M is a mapping
∇ : Γ(E)→ Λ1⊗γ(E) such that
∇1. ∇ is R-linear;
∇2. for any smooth function f on M and any section e ∈ Γ(E)
∇(f · e) = df ⊗e+f ·∇e. (6.1.1)
If X ∈ Γ(TM) is a vector field on M , one denotes ∇Xe :=∇(e)(X), a covariant
derivative of e along X .
Remarks. 1. Choose a local frame e1, ..., en of E and write ∇(ei) = Γji ⊗ej , where
Γji are some 1-forms. Then ∇ is uniquely determined by {Γji}ni,j=1.
2. The dual connection ∇∗ is defined on the dual bundle E∗→M by
d〈h,e〉= 〈∇∗h,e〉+ 〈h,∇e〉, (6.1.2)
where h ∈ Γ(E∗).
3. One defines an extension of ∇ onto E⊗p⊗E⊗q →M as
∇(e⊗h) =∇e⊗h+e⊗∇h. (6.1.3)
In particular, since Hom(E,E)≡E⊗E∗, ∇ extends onto Hom(E,E).
We shall usually denote all these extensions by the same symbol∇. One remarks,
of course, that (6.1.1), (6.1.2) and (6.1.3) are nothing but the Leibnitz formula.
4. Mapping ∇2 = ∇◦∇ : Γ(E)→ Λ2⊗Γ(E) is called the curvature of Γ and is, in
fact, linear over A(M): ∇2(fe) = ∇(df ⊗ e+f∇e) = d2f ⊗ e−df ∧∇e+df ∧∇e+
f∇2e= f∇2e.
Definition 6.1.2. Let E = TM . A connection ∇ is called symmetric if ∇XY −
∇YX = [X,Y ].
Exercise. Take ei =
∂
∂xi
for some local coordinates {xi}. Write Γji = γjikdxk, ı.e.,
∇ekei = Γjikej . What does symmetricity of ∇ mean in terms of {Γjik}?
Exercise. Choose a symmetric connection ∇. Then the Nijenhuis tensor of an
almost-complex structure J is defined as
4NJ(X,Y ) = (∇XJ ◦J)Y − (∇Y J ◦J)X+(∇JXJ)Y − (∇JY J)X.
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Prove that this defintion doesn’t depend on the choice of a symmetric connection,
i.e. express NJ (X,Y ) in the terms of Lee brackets.
6.2. Definition of the Du,J -operator.
Recall that a C1 map u : S → X from a Riemann surface S with a complex
structure JS is called holomorphic with respect to JS and J if it satisfies the equa-
tion
du+J ◦du◦JS = 0. (6.2.1)
This simply means that du◦JS = J ◦du, ı.e., du : TpS → Tu(p)X is a complex
linear map for every p ∈ S. Equation (6.2.1) is an elliptic quasi-linear PDE of order
one. We are interested in the behavior of the solutions of (6.2.1), in particular,
when the structures J and JS change. So we need to choose appropriate functional
spaces both for solutions and for the coefficient of (6.2.1). Our choice is based on
the following facts:
a) The minimal reasonable smoothness of an almost complex structure J on X ,
for which the Gromov operator Du,J can be defined, is C
1, see the explicit formula
(6.2.5).
b) It is more convenient to operate with Banach spaces and manifolds and thus
with finite regularity like Ck, Ck,α or Lk,p than with C∞-smoothness defining only
a Frechet-type topology.
c) Equation (6.2.1) is defined also for u lying in Sobolev-type spaces Lk,p(S,X)
with k > 1, 16 p6∞ and kp > 2; such solutions are C1-smooth and the topology
on the space of a solution is, in fact, independent of the particular choice of such a
Sobolev space.
d) For J ∈ Ck the coefficients of the Gromov operator Du,J are, in general,
only Ck−1-continuous, see (6.2.5), and hence solutions of the “tangential equation”
Du,Jv = 0 are only L
k,p-smooth, 16 p <∞; thus for obtaining a smooth structure
on a space of (parameterized) J-complex curves, one should use Sobolev spaces
Lk
′,p(S,X) with k′ 6 k.
Fix a compact Riemann surface S, ı.e., a compact, connected, oriented, smooth
manifold of real dimensions 2. Recall that the Sobolev space Lk,p(S,X), kp > 2,
consists of those continuous maps u : S → X , which are represented by Lk,p-
functions in local coordinates on X and S. This is a Banach manifold, and the
tangent space TuL
k,p(S,X) to Lk,p(S,X) in u is the space Lk,p(S,u∗(TX)) of all
Lk,p-sections of the pull-back under u of the tangent bundle TX . One has the
Sobolev imbeddings
Lk,p(S,X) →֒ Lk−1,q(S,X), for 16 p < 2 and 16 q 6 2p2−p ,
Lk,p(S,X) →֒ Ck−1,α(S,X), for 2< p6∞ and 06 α 6 1− 2
p
.
Let [γ] be some homology class in H2(X,Z). Fix p with 2< p <∞ and consider
the Banach manifold
S= {u ∈ L1,p(S,X) : u(S) ∈ [γ]}
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of all L1,p-smooth mappings from S to X , representing the class [γ]. This makes
sence, because L1,p ⊂ C0,1− 2p , and therefore all u from S are continuous. Remark
that the tangent space to S at u is
TuS= L
1,p(S,u∗(TX))
the space of L1,p-sections of the pulled-back by u the tangent bundle of X .
Denote by J the Banach manifold of C1-smooth almost complex structures on
X . In other words, J= {J ∈ C1(X,End(TX)) : J2 = −Id}. The tangent space to J
at J consists of C1-smooth J-antilinear endomorphisms of TX ,
TJJ= {I ∈ C1(X,End(TX)) : JI+ IJ = 0} ≡ C1(X,Λ0,1X⊗TX),
where Λ0,1X denote the complex bundle of (0,1)-form on X .
Denote by JS the Banach manifold of C
1-smooth complex structures on S. Thus,
JS = {JS ∈ C1(S,End(TS)) : J2S =−Id} and the tangent space to JS at JS is
TJSJ= {I ∈ C1(S,End(TS)) : JSI+ IJS = 0} ≡ C1(S,Λ0,1S⊗TS).
Consider also the subset P⊂ S×JS×J consisting of all triples (u,JS,J) with u
being (JS ,J)-holomorphic, ı.e.,
P= {(u,JS ,J) ∈ S×JS×J : du+J ◦du◦JS = 0}. (6.2.2)
Lemma 6.2.1. Let J and JS be continuous almost-complex structures on X and
S, respectively, and let u ∈ L1,p(S,X). Then
du+J ◦du◦JS ∈ Lp(S,Λ0,1S⊗u∗(TX)).
Proof. One can easily see that du ∈ Lp(S,HomR(TS,u∗(TX)). On the other hand,
(du+J ◦du◦JS)◦JS =−J ◦(du+J ◦du◦JS),
which means that du+J ◦du◦JS is L
p-integrable u∗(TX)-valued (0,1)-form.

Consider a Banach bundle T→ S×JS×J with a fiber
T(u,JS ,J) = L
p(S,Λ0,1S⊗u∗(TX)),
where TS and TX are equipped with complex structures JS and J , respectively. T
has two distinguished sections:
1) σ0 ≡ 0, the zero section of T;
2) σ∂(u,JS ,J) = du+J ◦du◦JS .
By definition P is the zero-set of σ∂ .
Let us compute the tangent space to P at the point (u,JS ,J). Let (ut,JS(t),J(t))
be a curve in P such that (u0,JS(0),J(0)) = (u,JS ,J). Let
(v, J˙S, J˙) :=
(
dut
dt
|t=0, dJS(t)
dt
|t=0, dJ(t)
dt
|t=0
)
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be the tangent vector to this curve and hence to P at t = 0. The condition
(ut,JS(t),J(t)) ∈ P means that
dut+J(ut, t)◦dut ◦JS(t) = 0 (6.2.3)
in Lp(S,Λ0,1(S)⊗ u∗t (TX)). Let ∇ be some symmetric connection on TX , ı.e.,
∇Y Z−∇ZY = [Y,Z]. The co-variant differentiation of (6.2.3), with respect to t,
gives
∇ ∂
∂t
(dut)+(∇vJ)(dut ◦JS)+J(ut, t)◦∇ ∂
∂t
(dut)◦JS+
+J ◦dut ◦ J˙S+ J˙ ◦dut ◦JS = 0.
Let us show that ∇ ∂
∂t
(dut) =∇v. Indeed, for ξ ∈ TS one has
(∇ ∂
∂t
dut)(ξ) =∇ ∂
∂t
[dut(ξ)] =∇ ∂
∂t
(
∂ut
∂ξ
) =∇ξ(dut
dt
) =∇ξv.
So every vector (v, J˙S, J˙) which is tangent to P satisfies the equation
∇v+J ◦∇v ◦JS+(∇vJ)◦(du◦JS)+J ◦du◦ J˙S+ J˙ ◦du◦JS = 0. (6.2.4)
Definition 6.2.1. Let u be a J - complex curve in X . Define the operator Du,J
on L1,p-sections v of u∗(TX) as
Du,J (v) =
1
2
(∇v+J ◦∇v ◦JS+(∇vJ)◦(du◦JS).) (6.2.5)
Remark. This operator plays a crucial role in studying properties of complex
curves. In its definition we use the symmetric connections instead of those compat-
ible with J , as is shown in [G]. The matter is that one can use the same connection
∇ for changing almost complex structures J . The lemmas below justify our choice.
Lemma 6.2.2. Du,J does not depend on the choice of a symmetric connection ∇
and is an R-linear operator from L1,p(S,u∗(TX)) to Lp(S,Λ0,1S⊗u∗(TX)).
Proof. Let ∇˜ be another symmetric connection on TX . Consider the bilinear
tensor on TX , given by formula Q(Z,Y ):=∇ZY −∇˜ZY . It is easy to see that Q is
symmetric on Z and Y . Also note that∇ξv−∇˜ξv =∇du(ξ)v−∇˜du(ξ)v =Q(du(ξ), v)
and, in addition, that (∇ZJ)(Y )− (∇˜ZJ)(Y ) = Q(Z,JY )−JQ(Z,Y ). From here
one obtains
2(Du,Jv)(ξ)−2(D˜u,Jv)(ξ) =
=∇ξv−∇˜ξv+J(∇JSξv−∇˜JSξv)+(∇vJ−∇˜vJ)du(JSξ) =
=Q(du(ξ), v)+JQ(du(JSξ), v)+Q(v,JduJSξ)−JQ(v,du(JSξ)) =
=Q(du(ξ), v)+Q(JduJSξ,v) =Q((du+JduJS)(ξ), v) = 0.
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Now let us show that Du,J (v) is JS-antilinear:
2Du,J (v)[JSξ] =∇JSξv+J ◦∇J2Sξv+(∇vJ)◦(du◦J
2
S)(ξ) =
=∇JSξv−J(∇ξv)− (∇vJ)(du(ξ)) =−J [∇ξv+J(∇JSξv)−J∇vJdu(ξ)] =
=−J [∇ξv+J ◦∇JSξv+(∇vJ)(du◦JS(ξ)] =−2J Du,J(v)[ξ].
Here we use the fact that J ◦∇vJ+∇vJ ◦J = 0 and du◦JS = J ◦du.

This lemma allows us to obtain expression (6.2.4) also by computation in local
coordinates x1,x2 on S and u1, . . . ,u2n on X , choosing as connection ∇ the de
Rham differential d. Really, wright ut(x) = u(x,t) = (u1(x1,x2, t), ...,u2n(x1,x2, t))
for the Jt-holomorphic map u : S → X (note that ut and structure Jt are both
time dependent). In the local basis ∂∂u1 , ...,
∂
∂u2n
of the tangent bundle TX Jt is
represented by a time dependent 2n×2nmatrix, which we will also denote as J(·, t).
Differential of ut will be denoted as dut(x) or as
dut
dx and is 2×2n matrix
dut(x) =
 ∂u1∂x1 (x,t) ∂u1∂x2 (x,t)· · ·· · · ··
∂u2n
∂x1
(x,t) ∂u2n
∂x2
(x,t)
 . (6.2.6)
Complex structure JS(t) on the surface is also time dependent and in the local
frame ∂∂x1 ,
∂
∂x2
of TS is represented by a 2×2 matrix, which we shall denote also
as JS(t). Equation of holomorphicity (6.2.3) now reeds in matrix form as
dut
dx
+J(ut, t) · dut
dx
·JS(t)≡ 0. (6.2.7)
Differentiating this with respect to t we get
d
dx
[
dut
dt
]
+
∂J
∂t
(ut, t) · dut
dx
·JS(t)+
〈
∂J(ut, t)
∂u
,
dut
dt
〉
· dut
dx
·JS(t)+
+J(ut, t) · d
dx
[
dut
dt
]
·JS(t)+J(ut, t) · dut
dx
· dJS(t)
dt
≡ 0. (6.2.8)
Here we put 〈∂J(ut,t)
∂u
, dut
dt
〉 :=∑2nj=1 ∂J∂u , duj(t)dt . Therefore the vector
(v, J˙S, J˙) :=
(
dut
dt
|t=0, dJS(t)
dt
|t=0, dJ(t)
dt
|t=0
)
is tangent to P at (u0,JS(0),J0) if and only if
dv
dx
+
〈
∂J(ut, t)
∂u
,v
〉
· dut
dx
·JS+J(u0,0) · dv
dx
·JS(0)+
+J˙ · du
dx
·JS+J · du
dx
· J˙S =O. (6.2.9)
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Note that 〈∂J(ut,t)∂u , v〉 = dJdv is the derivative of J along the vector v. Therefore
(6.2.9) with ∇= d gives the same expression as (6.2.4).
6.3. ∂-type Operators.
Now we need to understand the structure of the operator Du,J in more detail.
The problem arising here is thatD :=Du,J is only R-linear. So we decompose it into
J-linear and J-antilinear parts. For the rest of this text we shall denote by E the
pulled-back u∗TX by u tangent bundle of X . For ξ ∈ C1(S,TS) and v ∈ L1,p(S,E)
write Dξv =
1
2 [Dξv−JDξ(Jv)]+ 12 [Dξv+JDξ(Jv)] = ∂u,J [v](ξ)+R(v,ξ).
Definition 6.3.1. The operator ∂u,J , introduced above as the J-linear part of
Du,J , we shall call the ∂-operator for a J-complex curve u.
Lemma 6.3.1. ∂u,J : L
1,p(S,E)Lp(S,Λ0,1S⊗E) is a first order differential opera-
tor satisfying
∂u,J(fv) = ∂JSf ⊗v+f ⊗∂u,Jv. (6.3.1)
where ∂JSf =
1
2 [df + i ·df ◦JS] is ∂-operator on S.
Proof. Really,
2Du,J(fv) =∇(fv)+J ◦∇(fv)◦JS+(∇fvJ)◦ (du◦JS) =
= f∇v+fJ ◦∇v ◦JS+f∇vJ ◦ (du◦JS)+
+df ⊗v+Jdf ⊗vJS = f2Du,Jv+2∂JSf ⊗v.
From here we see that 2JDu,J(Jfv) = 2fJDu,J (Jv)+2J∂f ⊗Jv. So
4∂u,J (fv) = 2[Du,J (fv)−JDu,J(Jfv)] = 2f [Du,Jv−JDu,J (Jv)]+4∂f ⊗v =
= 4f∂u,Jv+4∂JSf ⊗v.

The following statement is well known in the smooth case. The line bundles case
can be found in [Hf-L-Sk].
Lemma 6.3.2. Let S be a Riemann surface with a complex structure JS and E
a L1,p-smooth complex vector bundle of rank r over S. Let also ∂E : L
1,p(S,E)→
Lp(S,Λ(0,1)S⊗E) be a differential operator, satisfying the condition
∂E(fξ) = ∂Sf ⊗ ξ+f ·∂Eξ, (6.3.2)
where ∂S is the Cauchy-Riemann operator, associated to JS. Then the sheaf
U ⊂ S 7→ O(E)(U) := {ξ ∈ L1,p(U,E) : ∂Eξ = 0} (6.3.3)
is analytic and locally free of rank r. This defines the holomorphic structure on E,
for which ∂E is an associated Cauchy-Riemann operator.
Remark. The condition (6.3.2) means that ∂E of order 1 and has the Cauchy-
Riemann symbol.
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Proof. It is easy to see that the problem is essentially local. So we may assume
that S is a unit disk ∆ with the standard complex structure. Let ξ = (ξ1, . . . , ξr)
be a L1,p-frame of E over ∆. Let also Γ ∈ Lp(∆,Λ0,1∆⊗Mat(r,C)) be defined by
relation
∂Eξi =
∑
j
Γji ξj , or in matrix form, ∂Eξ = ξ ·Γ. (6.3.4)
Then for any section η =
∑
giξi the equation ∂Eη = 0 is equivalent to
∂gi+
∑
j
Γijg
j = 0, or in matrix form, ∂g+Γ · g = 0. (6.3.5)
Let the map τt : ∆→ ∆ be defined by formula τt(z) = t · z, 0 < t < 1. One can
easily check that
‖τ∗t Γ‖Lp(∆) 6 t1−2/p‖Γ‖Lp(∆).
So taking pull-backs τ∗t E with t sufficiently small we may assume that ‖Γ‖Lp(∆) is
small enough. Now consider the mapping F from L1,p(∆,Gl(r,C))⊂
⊂ L1,p(∆,Mat(r,C)) to Lp(∆,Λ0,1∆⊗Mat(r,C)) defined by formula F (g) := ∂g ·
g−1. It is easy to see that the derivation of F in g ≡ Id equals to ∂. Due to
the Lemma 3.2.1 and the implicit function theorem for any Γ with ‖Γ‖Lp(∆) small
enough there exists g in L1,p(∆,Gl(r,C)) with g(0) = Id, satisfying the equality
F (g) = −Γ, which is equivalent to (6.3.4). Consequently, in the neighbourhood of
every point p ∈ S there exists a frame η = (η1, . . . ,ηr) of E consisting of sections of
O(E). This implies that O(E) is analytic and locally free of rank r. 
This lemma has an interesting corollary, which will be not used in this notes. Let
E→ S be real vector bundle over a Riemann surface (S,JS), and let J be a complex
structure on E, ı.e. J ∈ End(E) with J2 = −Id. Take some connection ∇ on E
and consider a J-linear first order differential operator D∇v := 12 [∇v−J∇(Jv)] :
Γ1,p(S,E)→ Γp(S,Λ1S⊗E). Define
∂
∇
v =
1
2
(D∇v−JD∇JS ·v). (6.3.6)
Lemma 6.3.3. Operator ∂
∇
acts from Γ1,p(S,E) to Γp(S,Λ0,1S ⊗E) and satisfies
condition (6.3.2) ı. e.
∂
∇
(fv) = ∂Sf ⊗v+f ·∂∇v, (6.3.7)
and therefore defines by Lemma 6.3.2 a holomorphic structure on E compatible with
a given complex structure J .
Proof. We need to check only the antilinearity of the form ∂
∇
vand relation (6.3.7).
Take a ξ ∈ TS, then
(∂
∇
v)(JSξ) =
1
2
[D∇JSξv−JD∇ξ v] =−J
1
2
[D∇Jξv+JD
∇
JSξ
v] =−J∂∇v(ξ).
This shows antilinearity of ∂
∇
v with respect to TS-variable ξ, and therefore ∂
∇
acts from Γ1,p(S,E) to Γp(S,Λ0,1S ⊗E). Note that ∂
∇
is J-linear on the variable v
as D∇ is. Further,
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D∇(fv) =
1
2
[df ⊗v+f∇v−Jf∇(Jv)−Jdf ⊗Jv] =
= fD∇v+ 1
2
(df ⊗v+df ⊗v) = fD∇v+df ⊗v. (6.3.8)
Therefore
∂
∇
(fv) =
1
2
[D∇(fv)−JD∇JS ·(fv)] =
1
[fD∇v+df ⊗v−fJD∇JS ·v−Jdf ⊗v] =
= f∂
∇
v+
1
2
[df ⊗v−Jdf ⊗v] = f∂∇v+∂JSf ⊗v.
This is because
D∇JS ·(fv) =
1
2
[∇JS ·(fv)−J∇JS·(fv)] = fD∇JS ·v+
1
2
[df ◦JS⊗v−Jdf ◦JS⊗v] =
= fD∇JS ·v+Jdf ◦JS⊗v = fD∇JS ·v+∂Sf ⊗v.
We used here the definition if ⊗v = f ⊗Jv of multiplication by i in the bundle E.

6.4. Holomorphic Structure on the Induced Bundle.
Relation (6.3.1) tells us that the J-linear operator ∂u,J : L
1,p(S,E) → Lp(S,
Λ0,1S⊗E) satisfies the condition (6.3.2) and therefore defines in way explained in
the previous paragraph a holomorphic structure on the bundle E. We shall denote
by O(E) the sheaf of holomorphic sections of E.
Now let us turn to the antilinear part R of Gromov’s operator.
Lemma 6.4.1. R is a continuous J-antilinear operator from E to Λ0,1⊗E of the
order zero, satisfying
R(v,ξ) =N(v,du(ξ)). (6.4.1)
and consequently
R◦du≡ 0. (6.4.2)
Here the second relations means that for all ξ,η ∈ TS we have R(du(η), ξ) = 0.
Proof. J anti-linearity of R is given by its definition. Compute R(v,ξ) for v ∈
L1,p(S,E) and ξ ∈ C1(S,TS), setting w := du(ξ) and D := Du,J to simplify the
notations
4R(v,ξ) = 2D[v](ξ)+2JD[Jv](ξ) =
=∇ξv+J∇JSξv+∇vJ ◦du◦JS(ξ)
+J∇ξ(Jv)+J2∇JS(ξ)(Jv)+J∇JvJ ◦du◦JS(ξ) =
=∇ξv+J∇JSξv+∇vJ ◦du◦JS(ξ)+
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+J2∇ξv+J(∇wJ)v+J3∇JSξv+J2(∇JwJ)v+J ◦∇JvJ ◦Jw.
Here we used the relations ∇du(ξ)J = ∇wJ , du(JSξ) = Jw and ∇du(JSξ)J =
∇JwJ . Contracting terms, we obtain
4R(v,ξ) =∇vJ(Jw)+J(∇wJ)v− (∇JwJ)v+J(∇JvJ(Jw)) =
= (∇vJ ◦J)w− (∇wJ ◦J)v− (∇JwJ)v+(∇JvJ)w = 4N(v,w),
where N(v,w) denotes the torsion tensor of the almost-complex structure J , see
[Li], p.183, or [Ko-No], vol.II., p.123, where another normalization constant for the
almost complex torsion is used. Finally we obtain
R(v,ξ) =N(v,du(ξ)).
N is antisymmetric and J-antilinear on both arguments, so
−JR(du(η), ξ)=R(du(η),JSξ)=N(du(η),du(JSξ))=N(du(η),du(η))= 0
if ξ and η were chosen in such a way that JS(ξ) = η. The relation R(du(ξ), ξ) = 0
obviously follows from (6.4.1). 
Remarks. 1. If our structure J is integrable, i.e. NJ ≡ 0 then by (6.4.2) R ≡ 0
and therefore Du,J = ∂u,J is J-linear. In fact we know that J is integrable iff
there exists a symmetric connection ∇ on TX compatible with J , i.e. ∇J = 0, see
[Ko-No]. From (6.2.5) we see that in this case Du,J (v) =
1
2(∇v+J ◦∇v ◦JS). So
Du,J is onviously J-linear.
2. The tangent bundle TS to the Riemann surface S carries a natural holomorphic
structure. We shall denote by O(TS) the corresponding analytic sheaf. If the
structure J on X is integrable then the differential du : (TS,O(TS))→ (S,E) of a
holomorhpic map u : S→X is an analytic morphism of sheaves. We shall see know
that this fact is stil true in nonintegrable case.
Lemma 6.4.2. Let u : (S,JS)→ (X,J) be a non-constant complex curve in almost
complex manifold X. Then du defines an injective analytic morphism of analytic
sheaves
0−→ O(TS) du−→ O(E), (6.4.3)
where E = u∗(TX) is equipped with a holomorphic structure defined as above by
the operator ∂u,J .
Proof. Injectivity of a sheaf homomorphism is equivalent to its nondegeneracy,
which is our case.
To prove holomorphicity of du it is sufficient to show that for ξ,η ∈ C1(S,TS)
one has (
∂u,J(du(ξ))
)
(η) = du
(
(∂Sξ)(η)
)
, (6.4.4)
where ∂S is the usual ∂-operator on TS. We shall use the relation which is, in fact,
the definition for ∂S :
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(∂Sξ)(η) =
1
2
(∇ηξ+JS∇JSηξ) . (6.4.5)
Here ∇ is a symmetric connection on S, compatible with JS . One has
2 · (∂u,Jdu(ξ))(η) =∇η(du(ξ))+J∇JSη(du(ξ))+(∇du(ξ)J)(du(JSη)) =
= (∇ηdu)(ξ)+du(∇ηξ)+J(∇JSηdu)(ξ)+J(du(∇JSηξ))+(∇du(ξ)J)(du(JSη)) =
= du
[∇ηξ+JS∇JSηξ]+[(∇ηdu)(ξ)+J(∇JSηdu)(ξ)+(∇du(ξ)J)(du(JSη))]. (6.4.6)
The first term of (6.4.6) is 2 ·du(∂Sξ)(η). To cancel the second one we use the iden-
tities (∇ξdu)[η] = (∇ηdu)[ξ], ∇wJ ◦J = −J ◦∇wJ , and (∇ξdu)◦JS = J ◦(∇ξdu)+
∇du(ξ)J ◦du. The last identity is obtained via co-variant differentiation of du◦JS =
J ◦du. Consequently, we obtain
(∇ηdu)(ξ)+J(∇JSηdu)(ξ)+(∇du(ξ)J)(du(JSη)) =
(∇ξdu)(η)+J(∇ξdu)(JSη)+(∇du(ξ)J)(du(JSη)) =
(∇ξdu)(η)+J2(∇ξdu)(η)+J(∇du(ξ)J)(du(η))+(∇du(ξ)J)(du(JSη)) =
= (J ◦∇duξJ)(duη)+(∇du(ξ)J ◦J)(du(η)) = 0.

Remark. We can give an alternative proof to both Lemmas 6.3.1 and 6.3.2, which
does not use direct calculation. Fix a complex structure JS on S and let ϕt be
the one parameter group of diffeomorphisms of S, generated by a vector field ξ.
Then ddt |t=0(∂ϕt) = DJS ,Idξ = ∂Sξ. Let a J-holomorphic map u : S → X also be
fixed. Then d
dt
|t=0(u◦ϕt) = du(ξ) and consequently
DJ,u(du(ξ)) =
d
dt
∣∣
t=0
∂J (u◦ϕt) =
d
dt
∣∣
t=0
(du◦∂ϕt) = du
( d
dt
∣∣
t=0
(∂JSϕt) =
= du(∂Sξ)
or equivalently DJ,u ◦du = du◦∂. Taking the J-antilinear part of the last equality
we obtain R◦du = 0. Nevertheless we shall use the explicit form of the Gromov
operator:
Du,J (v)[ξ] = ∂u,J(v)[ξ]+NJ(v,du(ξ)). (6.4.6)
The zeroes of analytic morphism du : O(TS) → O(E) are isolated. So we have
the following
Corollary 6.4.3. ([Sk]). The set of critical points of a complex curve in almost
the complex manifold (X,J) is discrete, provided J is of class C1.
For C∞-structures the result is due to McDuff, see [McD-1].
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Lecture 7
Fredholm Properties of the Gromov Operator
7.1. Generalized Normal Bundle.
Lemma 6.3.2 makes it possible to define the order of vanishing of the differential
of (JS ,J)-holomorphic map u : (S,JS)→ (X,J), provided J ∈ C1.
Definition 7.1.1. By the order of zero ordpdu of the differential du at a point
p ∈ S, we understand the order of vanishing at p of the holomorphic morphism
du : O(TS)→ O(E).
From (6.3.2) we obtain the following short exact sequence:
0−→ O(TS) du−→ O(E)−→N −→ 0. (7.1.1)
Here N is a quotient-sheaf O(E)/du(TS). We can decompose N = O(N0)⊕N1,
where N0 is a holomorphic vector bundle and N1 =
⊕P
i=1C
ni
ai . Here C
ni
ai denotes
the sheaf, supported at the critical points ai ∈ S of du and having a stalk Cni with
ni = ordaidu, the order of zero of du at ai. We shall call N a normal sheaf and N0
a generalized normal bundle.
Denote by [A] the divisor
∑P
i=1ni[ai], and by O([A]) a sheaf of meromorphic
functions on S having poles in ai of order at most ni. Then (7.1.1) gives rise to the
exact sequence
0−→ O(TS)⊗O([A]) du−→ O(E)−→ O(N0)−→ 0. (7.1.2)
Denote by Lp(0,1)(S,E) the space of L
p-integrable (0, 1)-forms with coefficients
in E. Then (7.1.2) together with Lemma 6.3.1 implies that the following diagram
is commutative
0 −→ L1,p(S,TS⊗ [A]) du−→ L1,p(S,E) pr−→ L1,p(S,N0) −→ 0y∂S yDu,J y
0 −→ Lp(0,1)(S,TS⊗ [A])
du−→ Lp(0,1)(S,E) −→ Lp(0,1)(S,N0) −→ 0.
(7.1.3)
This defines an operator DNu,J : L
1,p(S,N0)−→ Lp(0,1)(S,N0) which has the form
DNu,J = ∂N+R. Here ∂N is a usual ∂-operator onN0 andR ∈ C0(S,HomR(N0,Λ0,1⊗
N0)). This follows from the fact that Du,J has the same form.
Definition 7.1.2. Let E be a holomorphic vector bundle over a compact Riemann
surface S and let D : L1,p(S,E) → Lp(S,Λ0,1S⊗E) be an operator of the form
D = ∂ +R, where R ∈ Lp(S, HomR(E, Λ0,1S ⊗E)) with 2 < p < ∞. Define
H0D(S,E) := KerD and H
1
D(S,E) := CokerD.
Remark. It is shown in Lemma 7.2.2 below that given S, E and R ∈ Lp, 2< p <∞,
one can define HiD(S,E) as a (co)kernel of the operator ∂ +R : L
1,q(S,E) →
Lq(S, Λ0,1S ⊗E) for any 1 < q 6 p. Thus, the definition is independent of the
choice of a functional space.
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By the standard lemma of homological algebra we obtain from (7.1.2) the fol-
lowing long exact sequence of D-cohomologies.
0 −→ H0(S,TS⊗ [A]) −→ H0D(S,E) −→ H0D(S,N0) δ−→
−→ H1(S,TS⊗ [A]) −→ H1D(S,E) −→ H1D(S,N0) −→ 0.
(7.1.4)
7.2. Surjectivity of Du,J .
We shall use a result of Gromov ([G]) and Hofer-Lizan-Sikorav ([Hf-L-Sk]) about
surjectivity of DNu,J , namely a vanishing theorem for D-cohomologies. First we
prove some technical statements.
Lemma 7.2.1. Let X and Y be Banach spaces and T : X → Y a closed dense
defined unbounded operator with the graph Γ = ΓT endowed with the graph norm
‖x‖Γ = ‖x‖X +‖Tx‖Y . Suppose that the natural map Γ→X is compact. Then
i) Ker (T ) is finite-dimensional;
ii) Im(T ) is closed;
iii) the dual space
(
Y/Im(T )
)∗
is naturally isomorphic to Ker (T ∗ : Y ∗→X∗).
Proof. Obviously, for x ∈ Ker (T ) one has ‖x‖X = ‖x‖Γ. Let {xn} be a sequence
in Ker (T ) which is bounded in the ‖ · ‖X- norm. Then it is bounded in the ‖ · ‖Γ-
norm and hence relatively compact with respect to the ‖·‖X- norm. Thus, the unit
ball in Ker (T ) is compact which implies the statement i) of the lemma.
Due to finite-dimensionality, there exists a closed complement X0 to Ker (T ) in
X . Let {xn} be a sequence in X such that Txn −→ y ∈ Y . Without losing
generality we may assume that xn belong to X0. Suppose that ‖xn‖X −→ ∞.
Denote x˜n :=
xn
‖xn‖X . Then ‖x˜n‖Γ is bounded and hence some subsequence of
{x˜n}, still denoted by {x˜n}, converges in X0 to some x˜. Note that x˜ 6= 0, because
‖x˜‖X = lim‖x˜n‖X = 1. On the other hand, one can see that T x˜n −→ 0 ∈ Y . Since
Γ is closed, (x˜,0) ∈ Γ and hence x˜ ∈ Ker (T )∩X0 = {0}. The contradiction shows
that the sequence {xn} must be bounded in X . Since {Txn} is also bounded in Y ,
some subsequence of {xn}, still denoted by {xn}, converges in X0 to some x. Due
to the closeness of Γ, Tx= y. Thus Im(T ) is closed in Y .
Denote Z := Ker (T ∗ : Y ∗ → X∗) and let h ∈ (Y/Im(T ))∗. Then h defines
a linear functional on Y ,ı.e., some element h′ ∈ Y ∗, which is identically zero on
Im(T ). Thus, for any x from the domain of the definition of T one has 〈h′,Tx〉= 0,
which implies T ∗(h′) = 0. Consequently, h′ belongs to Z. Conversely, every h′ ∈ Z
is a linear functional on Y with h′(Tx) = 〈T ∗h′,x〉= 0 for every x from the domain
of the definition of T . Thus, h′ is identically zero on Im(T ) and is defined by some
unique h ∈ (Y/Im(T ))∗. 
Lemma 7.2.2. (Serre Duality for D-cohomologies.) Let E be a holomorphic vector
bundle over a compact Riemann surface S, and let D : L1,p(S,E)→ Lp(S,Λ0,1S⊗E)
be an operator of the form D = ∂+R, where R ∈ Lp(S, HomR(E,Λ0,1S⊗E)) with
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2 < p < ∞. Also let K := Λ1,0S be the canonical holomorphic line bundle of S.
Then there exists the naturally defined operator
D∗ = ∂−R∗ : L1,p(S,E∗⊗K)→ Lp(S,Λ0,1⊗E∗⊗K)
with R∗ ∈ Lp(S, Hom
R
(E∗⊗K, Λ0,1S⊗E∗⊗K)) and the natural isomorphisms
H0D(S, E)
∗ ∼= H1D∗(S, E∗⊗K),
H1D(S, E)
∗ ∼= H0D∗(S, E∗⊗K).
If, in addition, R is C-antilinear, then R∗ is also C-anti-linear.
Proof. For any 1 < q 6 p we associate with D an unbounded dense defined
operator Tq from Xq := L
q(S,E) into Yq := L
q(S,Λ0,1S⊗E) with the domain of
definition L1,q(S,E). The elliptic regularity of D (see Lemma 3.2.1 above ) implies
that
‖ξ‖L1,q(S,E) 6 C(q)
(‖∂ξ+Rξ‖Lq(S,E)+‖ξ‖Lq(S,E)) .
Consequently, Tq are closed and satisfy the hypothesis of Lemma 7.2.1. For q > q1
we also have the natural imbedding Xq →֒Xq1 and Yq →֒ Yq1 which commutes with
the operator D. Moreover, due to the regularity of D this imbedding maps KerTq
identically onto KerTq1 . Thus we can identify H
0
D(S,E) with any KerTq .
Now note that for q′ := q/(q−1) we have the natural isomorphisms
X∗q ≡(Lq(S,E))∗ ∼= Lq
′
(S,Λ0,1S⊗E∗⊗K),
Y ∗q ≡(Lq(S,Λ0,1S⊗E))∗ ∼= Lq
′
(S,E∗⊗K),
induced by the pairing of E with E∗ and by integration over S. One can easily
check that the dual operator T ∗q is induced by the differential operator −D∗ :
L1,q
′
(S,E∗⊗K) → Lq′(S,Λ0,1⊗E∗⊗K) of the form D∗ = ∂−R∗. In fact, for
ξ ∈ L1,q(S,E) and η ∈ L1,q′(S,E∗⊗K) one has
〈Tqξ, η〉=
∫
S
〈∂ξ+Rξ, η〉=
∫
S
∂〈ξ, η〉+
∫
S
〈ξ,−(∂−R∗)η〉=
∫
S
〈ξ,−D∗η〉,
since the integral of any ∂-exact (1,1)-form vanishes. From Lemma 7.2.1 we obtain
the natural isomorphisms H1D(S,E)
∗ ≡ (CokerTp)∗ ∼= KerT ∗p and H0D(S,E)∗ ≡
(KerTp)
∗ ∼= CokerT ∗p , which yields the statement of the lemma. 
Corollary 7.2.3. ([G], [H-L-Sk].) (Vanishing Theorem for D-cohomologies.) Let S
be a Riemann surface S of the genus g. Also let L be a holomorphic line bundle over
S, equipped with a differential operator D = ∂+R with R ∈ Lp(S,Hom
R
(L, Λ0,1S⊗
L)
)
, p > 2. If c1(L)< 0, then H
0
D(S, L) = 0. If c1(L)> 2g−2, then H1D(S, L) = 0.
Proof. Suppose ξ is a nontrivial L1,p-section of L satisfying Dξ = 0. Then due
to Lemma 3.1.1, ξ has only finitely many zeros pi ∈ S with positive multiplicities
µi. One can easily see that c1(L) =
∑
µi > 0. Consequently H
0
D(S, L) vanishes if
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c1(L)< 0. The vanishing result for H
1
D is obtained via the Serre duality of Lemma
7.2.2.

7.3. Tangent Space to the Moduli Space.
Recall that in (7.1.4) we obtained the following long exact sequence
0 −→ H0(S,TS⊗ [A]) −→ H0D(S,E) −→ H0D(S,N0) δ−→
−→ H1(S,TS⊗ [A]) −→ H1D(S,E) −→ H1D(S,N0) −→ 0.
It is most important for us to associate a similar long exact sequence of D-cohomo-
logies to the short exact sequence (7.1.1). Note that, due to Lemmas 6.3.1 and
6.3.2, we obtain the short exact sequence of complexes
0−→ L1,p(S,TS) du−→ L1,p(S,E) pr−→ L1,p(S,E)/du(L1,p(S,TS)) −→ 0y∂S yD yD (7.3.1)
0−→ Lp(0,1)(S,TS)
du−→ Lp(0,1)(S,E)−→ Lp(0,1)(S,E)
/
du(Lp(0,1)(S,TS))−→ 0
where D is induced by D ≡Du,J .
Theorem 7.3.1. For D just defined, KerD = H0D(S,N0)⊕H0(S,N1) and CokerD =
H1D(S,N0).
Proof. Let pr0 : O(E)→ O(N0) and pr1 : O(E)→N1 denote the natural projections
induced by pr : O(E) → N ≡ O(N0)⊕N1. Also let A, as in (2.2.7), denote the
support of N1, ı.e., the finite set of the vanishing points of du. Then pr0 defines
maps
pr0 : L
1,p(S,E) −→ L1,p(S,N0)
pr0 : L
p
(0,1)(S,E) −→ Lp(0,1)(S,N0).
(7.3.2)
Furthermore, in a neighborhood of every point p ∈ A the sequence (7.1.1) can be
represented in the form
0−→ O αp−→ On−1⊕O βp−→ On−1⊕N1|p −→ 0 (7.3.4)
with αp(ξ) = (0, z
νpξ) and β(ξ,η) = (ξ,j
(ν−1)
p η). Here z denotes local a holomorphic
coordinate on S with z(p) = 0, νp is the multiplicity of du in p, j
(ν−1)
p η is a (ν−1)-jet
of η in p and N1|p is a stalk of N1 in p.
Now let ξ ∈ L1,p(S,E)/du(L1,p(S,TS)) which satisfies D(ξ) = 0. This means
that ξ is represented by some ξ ∈ L1,p(S,E) with Dξ = du(η) for some η ∈
Lp(0,1)(S,TS). It is obvious that there exists ζ ∈ L1,p(S,TS) such that ∂ζ = η in
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a neighborhood of A. Consequently, D(ξ − du(ζ)) = 0 in a neighborhood of A.
Denote ξ1 := ξ− du(ζ). Due to (6.3.1), in a neighborhood of p ∈ A the equation
Dξ1 = 0 is equivalent to
∂ξ1+N(ξ1,du) = 0.
Due to Lemma 3.1.2 above, ξ1 = P (z) + o(|z|νp) with some (holomorphic) poly-
nomial P (z). This gives the possibility of defining φ0 := pr0(ξ) ∈ L1,p(S,N0) and
φ1 := pr1(ξ−du(ζ)) ∈ H0(S,N1). Due to (7.1.2) and (7.1.3), DNφ0 = 0. If ∂ζ ′ = η
in a neighborhood of A for some other ζ ′ ∈ L1,p(S,TS), then ζ− ζ ′ is holomorphic
in a neighborhood of A, and consequently pr1(du(ζ − ζ ′)) = 0. Thus, the map
ι0 : KerD→ H0D(S,N0)⊕H0(S,N1), ι0(ξ) = (φ0,φ1) is well-defined.
Assume that ι0(ξ) = 0 for some ξ ∈ KerD and that ξ is represented by ξ ∈
L1,p(S,E) with Dξ = du(η) for some η ∈ Lp(0,1)(S,TS). Let ζ ∈ L1,p(S,TS)
satisfy ∂ζ = η in a neighborhood of A. The assumption ι0(ξ) = 0 implies that
pr1(ξ−du(ζ)) = 0 and that pr0(ξ−du(ζ)) = 0 in a neighborhood of A. Consequently,
ξ− du(ζ) = du(ψ) for some ψ ∈ L1,p(S,TS) and ξ ∈ du(L1,p(S,TS)). This means
that ξ = 0 ∈ KerD and ι0 is injective.
Let φ0 ∈ H0D(S,N0) and φ1 ∈ H0(S,N1). For every p ∈ A fix a neighborhood
Up and representation of (7.1.1) in the form (7.3.4) over Up. In every Up we find
ξ = (ξ0, ξ1) ∈ L1,p(Up,Cn−1×C) satisfying the following properties:
a) Dξ = 0;
b) ξ0 coincide with φ0|Up under the identification O(N0)|Up ∼= On−1;
c) j
(ν−1)
p ξ = φ1|p ∈N1|p.
The corresponding ξ1 ∈ L1,p(Up,C) can be constructed as follows. LetD(ξ0, ξ1) =
(η0,η1). From pr0(Dξ) = DN (pr0ξ) = 0 one has η0 = 0. In the representation
(7.3.4) the identity R◦du = 0 of Lemma 6.3.1 means that D(0, ξ1) = (0,∂ξ1).
Thus, one can find ξ1 with ∂ξ1 = −η1, which gives D(ξ0, ξ1) = 0. Consequently,
j
(ν−1)
p ξ is well-defined. Adding an appropriate holomorphic term to ξ1 one can
satisfy condition c). Using an appropriate partition of unity, we can construct
ξ′ ∈ L1,p(S,E) such that ξ′ coincides with ξ in a (possibly smaller) neighborhood
of every p ∈ A and such that pr0ξ′ = φ0 in S. Thus from DNφ0 = 0 and (2.2.8)
one obtains Dξ′ ∈ du(Lp(0,1)(S,TS ⊗ [A])). But Dξ′ = 0 in a neighborhood of
every p ∈ A, which means that Dξ′ ∈ du(Lp(0,1)(S,TS)). This shows surjectivity of
ι0 : KerD→ H0D(S,N0)⊕H0(S,N1).
Now consider the case of CokerD. Since the operator pr0 satisfies the identities
pr0 ◦DE =DN ◦pr0 and pr0 ◦du= 0, the induced map
ι1 : CokerD ≡ Lp(0,1)(S,E)
/ (
DE(L
1,p(S,E)⊕du(Lp(0,1)(S,TS)
)−→
−→ H1D(S,N0)≡ Lp(0,1)(S,N0)/DN (L1,p(S,N0))
is well-defined. Moreover, the surjectivity of pr0 : L
p
(0,1)(S,E)→ Lp(0,1)(S,N0) easily
yields the surjectivity of ι1.
Now assume that ι1ξ = 0 for some ξ ∈ CokerD and ξ is represented by ξ ∈
Lp(0,1)(S,E). Then the condition ι
1ξ = 0 means that pr0ξ = DNη for some η ∈
L1,p(S,N0). Find ζ ∈ L1,p(S,E) such that pr0ζ = η. Then pr0(ξ −Dζ) = 0,
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and, due to (7.1.3), ξ−Dζ = du(φ) for some φ ∈ Lp(0,1)(S,TS ⊗ [A]). Find ψ ∈
L1,p(S,TS⊗ [A]) such that ∂ψ = φ in some neighborhood of A. Then
ξ−Dζ−D(du(ψ)) = du(φ−∂ψ) ∈ du(Lp(0,1)(S,TS)).
Consequently, ξ ∈ ImD. This shows the injectivity of ι1. 
Corollary 7.3.2. The short exact sequence (7.1.1) induces the long exact sequence
of D-cohomologies
0−→ H0(S,TS)−→ H0D(S,E)−→ H0D(S,N0)⊕H0(S,N1) δ−→
−→ H1(S,TS)−→ H1D(S,E)−→ H1D(S,N0) −→ 0.
7.4. Reparameterizations.
Let S be an oriented compact real surface without boundary. Consider the Te-
ichmu¨ller space Tg of marked complex structures on S. This is a complex manifold
of a dimension
dimCTg =

0 if g = 0;
1 if g = 1;
3g−3 if g > 2
which can be completely characterized in the following way. The product S×Tg
possesses a complex (i.e. holomorphic) structure JS×T such that
i) the natural projection π |T: S×Tg → Tg is holomorphic, so that for any τ ∈ Tg
the identification S ∼= S×{τ} induces the complex structure JS(τ) := JS×T S×{τ}
on S;
ii) for any complex structure JS on S there exists a uniquely defined τ ∈ Tg and
a diffeomorphism f : S→ S such that JS = f∗JS(τ) (i.e. f : (S,JS)→ (S,JS(τ)) is
holomorphic) and f is homotopic to the identity map IdS : S→ S.
Denote the automorphism group of S×Tg by G. It is known that
G=

PGl(2,C) for g = 0,
Sp(2, Z)⋉T 2 for g = 1,
Sp(2g,Z) for g > 2.
We shall use the following information about Tg.
For g = 0 the surface S is a Riemann sphere S2 and all complex structures on
S2 are equivalent to the standard one when S2 ∼= CP1. Thus, T0 consists of one
point, and the group G=PGl(2,C) is the group of biholomorphisms of CP1.
For g = 1 the surface S is a torus T 2 and T1 is an upper half-plane C+ = {τ ∈
C : Im(τ)> 0}. The product S×T1 can be identified by the quotient (C×C+)/Z2
with respect to the holomorphic action(
(n,m), (z,τ)
) ∈ Z2×C×C+ 7−→ (m,n) · (z,τ) := (z+m+nτ,τ) ∈ C×C+.
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In this case the subgroup T 2 ≡ R2/Z2 is a connected component of the identity
e ∈ G, in particular T 2 is normal. The group G = Sp(2, Z)⋉T 2 is a semi-direct
product. The holomorphic action of T 2 on the quotient (C×C+)/Z2 is given by(
[t1, t2], ([z], τ)
) ∈ T 2× (C×C+)/Z2 7−→
[t1, t2] · ([z], τ) := ([z+ t1+ t2τ ], τ) ∈ (C×C+)/Z2.
For any g > 0 the action of G on S×Tg is effective and preserves fibers of the
projection π |T: S×Tg → Tg. This induces the action of G on Tg. Furthermore,
given τ ∈ Tg and f ∈ G, there exists a unique diffeomorphism of fˆτ : S → S such
that
f · (x,τ) = (fˆτ (x),f · τ). (7.4.1)
For any τ ∈ Tg we have natural isomorphisms TτTg ∼= H1(S, Oτ (TS)) and
TeG ∼= H0(S, Oτ (TS)), where Oτ (TS) denote the sheaf of a section of TS which
are holomorphic with respect to the complex structure JS(τ).
Later on, we shall denote elements of Tg by JS and consider them as correspond-
ing complex structures on S.
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Lecture 8
Transversality.
8.1. Moduli Space of Nonparameterized Curves.
Let (X,ω,Jst) be a symplectic manifold with some distinguished w-tamed almost-
complex structure Jst. In our applications Jst will be integrable, providing, together
with w, the Ka¨hler structure on X . Let U ⋐ X be an open relatively compact
subset which can coincide with X if X is compact. Also let S be a (fixed) compact
oriented surface of genus g > 0, u0 : S → X a non-constant C1-smooth map such
that u0(S)∩U 6=∅.
Fix 2< p <∞. The Banach manifold L1,p(S,X) of all L1,p-smooth maps u : S→
X is smooth with a tangent space TuL
1,p(S,X) equal to the space L1,p(S,u∗TX) of
L1,p-smooth sections of a pulled-back tangent bundle to X . Denote by SU a Banach
manifold of those u ∈ L1,p(S,X), for which u is homotopic to u0 and u(S)∩U 6=∅.
Fix an integer k > 1 and denote by JkU the set of C
k-smooth almost complex
structures J in X such that {x ∈ X : J(x) 6= Jst(x)} ⋐ U , and which are tamed
by ω. The latter means that J is ω-positive, i.e., ω(ξ,Jξ)> 0 for every x ∈X and
every nonzero ξ ∈ TxX .
The evaluation map ev : S×SU×T×JkU →X , given by formula ev(x,u,JS,J) :=
u(x), defines a bundle E := ev∗(TX) over S × SU ×T× JkU . We equip E with
the natural complex structure, which is equal to J(u(x)) in the fiber E(x,u,JS,J)
∼=
Tu(x)X . We shall denote by (Eu,J) the restriction of E onto S×{(u,JS ,J)} which
is isomorphic to u∗TX .
The bundle E with the complex structure J induces complex Banach bundles Ê
and Ê′ over a product SU ×T×JkU with fibers
Ê(u,JS ,J) := L
1,p(S,Eu),
Ê′(u,JS ,J) := L
p(S,Eu⊗Λ(0,1)S).
Here S is equipped with the complex structure JS , Λ
(0,1)S is a complex bundle
of (0,1)-forms on S and ⊗ means the tensor product over C of bundles with the
corresponding complex structures. The bundle Ê is simply a pull-back of a tangent
bundle TL1,p(S,X) with respect to the projection (u,JS,J) ∈ SU ×T× JkU 7→ u ∈
L1,p(S,X).
On the other hand, the bundle Ê′ is the target manifold of the ∂-operator for
the map u ∈ L1,p(S,X). Namely, we have a distinguished section σ∂ of Ê′,
σ
∂
(u,JS,J) := ∂JS ,Ju :=
1
2
(
du+J ◦du◦JS
)
. (8.1.1)
If f is another section of Ê′ (given e.g. by some explicit geometric construction),
then one can consider a ∂-equation
∂JS ,Ju= f(u,JS,J).
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We shall consider only a homogeneous case where f(u,JS,J)≡ 0. The correspond-
ing set of solutions is closed in SU ×JkU and will be denoted by
P := {(u,JS ,J) ∈ SU ×T×JkU : ∂JS ,Ju= 0}. (8.1.2).
A map u ∈ L1,p(S,X) such that
∂JS ,Ju= 0 (8.1.3)
for some JS ∈ Tg and J ∈ JkU is called J-holomorphic, or (JS ,J)-holomorphic, and
its image M := u(S) is called a J-complex curve.
The regularity theory for ∂-equation says that P is a closed subset of
X := {(u,JS,J) ∈ SU ×T×JkU : u ∈ C1(S,X)}.
Set X∗ := {(u,JS,J) ∈ X : u is an imbedding in a neighborhood of some y ∈ S },
and let P∗ := P∩X∗. Then X∗ is open in X and P∗ is open in P. A group G acts
on SU ×T×JkU and on X in a natural way by composition,
(f,u,JS,J) ∈G×SU ×JkU 7→ f · (u,JS,J) := (u◦ fˆ−1,f ·JS ,J),
where fˆ : S→ S is a diffeomorphism induced by f ∈G and JS , see (7.4.1). As usual,
the inverse (fˆ)−1 is introduced to preserve the associative law (f · g) · (u,JS,J) =
f · (g · (u,JS,J)). The sets X∗, P and P∗ are invariant with respect to this action.
Let M := P∗/G be a quotient with respect to this action and πP : P∗ →M the
corresponding projection. Also let πJ :M→ JkU be a natural projection.
Lemma 8.1.1. The projections X∗ −→ X∗/G and πP : P∗ −→ M are principal
G-bundles.
Proof. We consider the case g > 2 first. It is known that in this case the group G
acts proper discontinuously on Tg. This implies that the same is true for the action
of G on X. Moreover, the definition of X∗ provides that G acts freely on this set.
Consequently, the map X∗ −→ X∗/G is simply an (unbranched) covering.
Now we consider the case g = 0. Note that in this case S = S2 and T0 = {Jst}.
Fix some (u0,Jst,J
0) ∈ X∗. Let y1, y2, y3 be distinct points on S2 such that u0 is
an imbedding in a neighborhood of every yi, in particular du
0 is non-vanishing in
yi. Also let Zi be smooth submanifolds of codimension 2 in X , intersecting u
0(S2)
transversally in each u0(xi), respectively.
Let V ∋ (u0,Jst,J0) be an open set in X∗, W its projection on X∗/G, and
G ·V := {f · (u,Jst,J) : f ∈G,(u,Jst,J) ∈ V } its G-saturation. Consider a set
Z := {(u,Jst,J) ∈G ·V : u(yi) ∈ Zi }.
One can easily show that if V is chosen sufficiently small, then Z is a smooth closed
Banach submanifold of G ·V , intersecting every orbit G · (u,Jst,J) transversally at
exactly one point. Moreover, we have a G-invariant diffeomorphism G ·V ∼=G×Z,
so that Z is a local slice of G-action at (u0,Jst,J
0). This equips a quotient X∗/G
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with a structure of a smooth Banach manifold such that the projection X∗→X∗/G
is a smooth principle G-bundle.
The case g = 1 is a combination of the two above cases. We fix some (u0,J0S ,J
0) ∈
X∗ and a point y on S such that u0 is an imbedding in a neighborhood of y;
in particular du0 is non-vanishing in y. Also let Z be a smooth submanifold of
codimension 2 in X , intersecting u0(S) transversally in u0(y). As in the case g = 0,
we fix a small open set V ∋ (u0,J0,J0) in X and consider a set
Z := {(u,JS ,J) ∈G ·V : u(y) ∈ Z },
where G ·V := {f · (u,Jst,J) : f ∈ G,(u,Jst,J) ∈ V } is G-saturation of V . If V
is chosen sufficiently small, then Z is a slice to the action of T 2 ⊂ G. Thus, the
projection X∗ −→ X∗/T 2 is a principle T 2-bundle.
Now we consider the action of Sp(2, Z) =G/T 2 on X∗/T 2. The same arguments
as in the case g > 2 show that this action is free and proper discontinuous. This
implies that the projection X∗/T 2 −→ X∗/G is a covering. Consequently, X∗ −→
X∗/G is a principle G-bundle.
The natural inclusion M →֒ X∗/G is continuous and closed. Further, we have
a natural G-invariant homeomorphism P∗ ∼= M ×X∗/G X∗, which gives a desired
structure of a principle G-bundle on P∗ with a base M. 
Remark. One can show that if (u,JS ,J) ∈ P∗, then u is an imbedding in all
but finitely many points of S, in particular JS is completely defined by u and J .
Similarly, every class G · (u,JS ,J) ∈ M is completely defined by J ∈ JkU and a
J-complex curve M := u(S). Therefore we shall denote elements of M by (M,J).
Our motivation is that the object we really exploit is a complex curve M = u(S)
rather than its concrete parameterization u. We hope that the reader will not be
confused by such a formal incorrectness.
Using Lemma 8.1.1, one can obtain fromG-invariant objects on P∗ corresponding
objects on M. For example, on P we have a (trivial) S-bundle with a total space
P×S, natural projection on P, a complex structure JS on a fiber over (u,JS ,J),
and a map ev : P× S → X such that ev(u,JS,J ;y) := u(y) which is invariant
with respect to the G-action. It gives a G-bundle πC : C→M with the total space
C := P∗×GS and fiber S. Moreover, C is equipped with a map ev : C→X . We shall
imagine M as a moduli space of all complex curves in X of appropriate topological
properties, πC : C→M as a corresponding universal bundle and ev : C→ X as an
evaluation map. In particular, every fiber C(M,J) := π
−1
C
(M,J) over (M,J) ∈ M
possesses a canonical complex structure JC(M,J) = JS .
In a similar way we define complex Banach bundles E and E′ over X∗/G ⊃M.
Note that we have a natural continuous G-equivariant inclusion X∗ →֒ SU×JkU . Let
(u,JS,J) ∈ SU × JkU , f ∈ G, and let fˆ : S → S be a diffeomorphism defined as in
(1.1), so that f · (u,JS,J) = (u◦ fˆ−1,f ·JS,J). Define the operator f∗ by setting
f∗ : s ∈ Ê(u,JS,J) 7→ (fˆ−1)∗s ∈ Êf ·(u,JS,J).
This defines a natural lift of a G-action on SU × JkU to a G-actions on Ê. In the
same way we define the action of G on Ê′. Since the projection X∗→ X∗/G admits
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a localG-slice, there exist uniquely defined bundles E and E′ over X∗/G, whose lifts
onto X∗ isG-equivariant isomorphic to Ê and Ê′, respectively. In particular, for any
(u,JS,J) ∈ X∗ representing G·(u,JS ,J) ∈ X∗/G we have the natural isomorphisms
EG·(u,JS,J) ∼= Ê(u,JS ,J) = L1,p(S,Eu),
E′
G·(u,JS,J)
∼= Ê′(u,JS ,J) = Lp(S,Eu⊗Λ(0,1)S).
The question we are interested in is whether we can deform a given (compact)
J0-holomorphic curve M0 = u0(S) into a compact complex curve M1 which is
holomorphic with respect to the given (integrable, for example) complex structure
Jst on X . The idea is to use the continuity method: one finds an appropriate
homotopy h(t) = Jt, t ∈ [0,1], of almost complex structures connecting J0 with
Jst = J1, and shows that there exists a continuous deformation ut : S → X of
a map u0 into u1 such that ut is Jt-holomorphic for all t ∈ [0,1]. This can be
successfully done by studying the linearization of the equation ∂u= 0.
Lemma 8.1.2. Let X be a Banach manifold, E → X and E′ → X C1-smooth
Banach bundles over X, ∇ and ∇′ linear connections in E and E′, respectively, σ a
(local) C1-section of E and D : E→ E′ a C1-smooth bundle homomorphism.
i) If σ(x) = 0 for some x ∈ X, then the map ∇σx : TxX→ Ex is independent of
the choice of a connection ∇ in E;
ii) Set Kx := Ker (Dx : Ex → E′x) and Qx := Coker (Dx : Ex → E′x) with the
corresponding imbedding ix :Kx→ Ex and projection px : E′x→Qx. Let ∇Hom be a
connection in Hom(E,E′) induced by connections ∇ and ∇′. Then the map
px ◦(∇HomDx)◦ ix : TxX→ Hom(Kx,Qx)
is independent of the choice of connections ∇ and ∇′.
Remark. Taking into account this lemma, we shall use the following notation.
For σ ∈ Γ(X,E), D ∈ Γ(X,Hom(E,E′)) and x ∈ X as in the hypothesis of the
lemma, we shall denote by ∇σx : TxX → Ex and ∇D : TxX×KerDx → CokerDx
the corresponding operators without pointing out which connections were used to
define them.
Proof. i) Let ∇˜ be another connection in E. Then ∇˜ has a form ∇˜=∇+A for some
A ∈ Γ(X,Hom(TX,End(E))). Thus, for ξ ∈ TxX we get ∇˜ξσ−∇ξσ =A(ξ,σ(x)) = 0.
ii) Similarly, let ∇˜′ be another connection in E′, and let ∇˜Hom be a connection in
Hom(E,E′) induced by ∇˜ and ∇˜′. Then ∇˜′ also has the form ∇˜=∇+A′ for some
A′ ∈ Γ(X,Hom(TX,End(E′))). Thus, for ξ ∈ TxX we obtain ∇˜Homξ D−∇Homξ D =
A′(ξ)◦Dx−Dx ◦A(ξ). The statement of the lemma now follows from the identities
px ◦Dx = 0 and Dx ◦ ix = 0. 
8.2. Transversal Mappings.
To have the possibility of deforming a complex curve along a given path of
almost-complex structures, it is useful to know in which points (u,JS ,J) the set P
of holomorphic maps is a Banach manifold. Note that by definition the set P is
essentially an intersection of the zero section and the σ∂-section in the total space
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of E′ over S×T×JkU . Thus, we are interested in which points these sections meet
transversally.
Definition 8.2.1. Let X, Y, and Z be Banach manifolds with Ck-smooth maps
f : Y → X and g : Z → X, k > 1. Define the fiber product Y×X Z by setting
Y×X Z := {(y,z) ∈ Y×Z : f(y) = g(z)}. The map f is called transversal to g
at point (y,z) ∈ Y×X Z with x := f(y) = g(z), and (y,z) is called a transversality
point, iff a map dfy⊕−dgz : TyY⊕TzZ→ TxX is surjective and its kernel admits
a closed complement.
The set of transversality points (y,z) ∈ Y×XZ we shall denote by Y×⋔X Z, with
⋔ symbolizing the transversality condition.
In the special case, when the map g : Z → X is a closed imbedding, the fiber
product Y×X Z is simply the pre-image f−1Z of Z ⊂ X. In particular, every point
(y,z) ∈ Y×X Z is completely defined by the point y ∈ Y, z = f(y) ∈ Z ⊂ X. In this
case we simply say that f : Y → X is transversal to Z in y ∈ Y, iff (y,f(y)) is a
transversal point of Y×XZ∼= f−1Z.
Lemma 8.2.1. The set Y×⋔X Z is open in Y×X Z and is a Ck-smooth Banach
manifold with a tangent space
T(y,z)Y×⋔XZ= Ker
(
dfy⊕d(−gz) : TyY⊕TzZ→ TxX
)
.
Proof. Fix w0 := (y0, z0) ∈ Y×⋔X Z and set K0 := Ker (dfy0 ⊕dgz0 : Ty0Y⊕Tz0Z→
TxX
)
. Let Q0 be a closed complement to K0. Then the map dfy0⊕dgz0 :Q0 → TxX
is an isomorphism.
Due to the choice of Q0, there exists a neighborhood V ⊂ Y×Z of (y0, z0) and
Ck-smooth maps w′ : V → K0 and w′′ : V → Q0 such that dw′w0 (resp. dw′′w0)
is the projection from Ty0Y⊕ Tz0Z onto K0 (resp. onto Q0), so that (w′,w′′) are
coordinates in some smaller neighborhood V1 ⊂ Y×Z of w0 = (y0, z0). It remains
to consider the equation f(y) = g(z) in new coordinates (w′,w′′) and apply the
implicit function theorem. 
We have defined P as a pre-image of a zero section σ0 of E
′ with respect to the
map σ∂ : SU ×JS ×JkU → E′. Due to Lemma 8.2.1, the set P is a Banach manifold
in those points (u,JS ,J) ∈ P, where σ∂ is transversal to σ0. However, in any point
(u,JS,J ;0) on the zero section σ0 of E
′ we have the natural decomposition
T(u,JS ,J ;0)E
′ = dσ0
(
T(u,JS ,J)(SU ×JS ×JkU )
)⊕E′(u,JS ,J),
where the first component is the tangent space to the zero section of E′ and the
second is the tangent space to the fiber E′(u,JS ,J). Let p2 denote the projection
on the second component. Then the transversality σ∂ and σ0 is equivalent to the
surjectivity of the map p2 ◦dσ∂ : T(u,JS ,J)(SU×JkU )→ E′(u,JS ,J). But, due to Lemma
8.1.2 , this map is a linearization of σ∂ at (u,JS ,J) and has a form (8.1.2).
Thus, the transversality of σ∂ to σ0 at (u,JS ,J) ∈ P is equivalent to the surjec-
tivity of the operator
∇σ∂ : TuL1,p(S,X)⊕TJSTg⊕TJJkU −→ Ê′(u,JS,J)
∇σ∂ : (v, J˙S, J˙) 7−→D(u,J)v+J ◦du◦ J˙S+ J˙ ◦du◦JS .
(8.2.1)
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Definition 7.1.2 provides that the quotient of Ê′(u,JS,J) = L
p
(0,1)(S,Eu) by the image
of Du,J is H
1
D(S,Eu). The induced map J˙S ∈ TJSTg 7→ J ◦du◦ J˙S ∈ H1D(S,Eu) is
also easy to describe. From equality (8.2.1) and Corollary 7.3.2 it follows that its
image is equal to the image of the homomorphism du◦JS : H
1(S,TS)→ H1D(S,Eu)
and its cokernel is H1D(S,Nu).
It remains to study the image of TJJ
k
U in H
1
D(S,Nu). For (u,JS,J) ∈ P we
define Ψ = Ψ(u,J) : TJJ
k
U → Ê′(u,JS ,J) by setting Ψ(u,J)(J˙) := J˙ ◦du◦JS . Let
Ψ = Ψ(u,J) : TJJ
k
U → Ê′(u,JS ,J) be induced by Ψ. Recall that if (u,JS,J) ∈ P, then
JS is determined by u and J .
Lemma 8.2.2. (Infinitesimal Transversality). Let (u,JS ,J) ∈ P∗. Then the
operator Ψ : TJJ
k
U → H1D(S,Nu) is surjective.
Proof. In Lecture 3 we proved that for (u,JS ,J) ∈ P∗ mapping u is an imbedding
in the neighborhood of all but a finite number of points x ∈ S. Thus, there exists
such a nonempty open set V ⊂ S that u(V )⊂ U and u |V is an imbedding.
By Lemma 7.2.2 we have an isomorphism H0D(S,N
∗
u ⊗KS) ∼= H1D(S,Nu)∗. The
fact that operators of the type D = ∂ +R : L1,p(S,E) → Lp(0,1)(S,E) on the
compact Riemann surface (S,JS) are Fredholm ensures the existence of the finite
basis ξ1, ..., ξl of the space H
0
D(S,N
∗
u⊗KS). By Lemma 3.1.1 every ξ ∈ H0D(S,N∗u⊗
KS) vanishes not more than in c1(N
∗
u⊗KS)[S] points on S (compare to the proof
of Corollary 7.2.3). From here it follows that there exists ψi ∈ Ckc (V,N ⊗Λ0,1), i=
1, ..., l, generating an R-basis of the space H1D(S,N).
Take some ψi ∈ Ckc (V,N⊗Λ0,1). It is a C-antilinear Ck-smooth homomorphism
from TS
V
into N
V
vanishing outside some compact in V . Since u
V
is a Ck-
imbedding and u(V ) ⊂ U , ψi can be represented in the form ψi = prN ◦ J˙ ◦du◦JS
for some J-anti-linear Ck-smooth endomorphism J˙ of TX vanishing outside some
compact in U . Thus, J˙ ∈ TJJkU and ΨJ˙ = ψ(ν)i . 
Corollary 8.2.3. M and P∗ are Ck-smooth Banach manifolds and πJ :M→ JkU is
a Fredholm map. For (M,J) ∈M with M = u(S) there exist natural isomorphisms
Ker (dπJ : T(M,J)M→ TJJkU ) ∼= H0D(S,NM ),
Coker (dπJ : T(M,J)M→ TJJkU ) ∼= H1D(S,NM ),
where NM = O(Nu)⊕Nsingu is a normal sheaf to M , H0D(S,NM ) denotes H0D(S,Nu)
⊕H0(S,Nsingu ) and H1D(S,NM ) denotes H1D(S,Nu). The index of πJ
indR(πJ) = indR(NM ) := dimRH
0
D(S,NM )−H1D(S,NM )
is equal to 2(c1(X)[M ]+(n−3)(1−g)), where n := dimCX.
Proof. One easily sees that the section σ∂ is C
k-smooth if J ∈ JkU . For P∗ the
statement follows from Lemmas 8.2.1 and 8.2.2. Moreover, P∗ is a Ck-smooth
submanifold of X∗. Further, local slices of the projection πP : P∗ → M are also
Ck-smooth. This induces the structure of Ck-smooth Banach manifold on M.
Consider the natural projection π : P∗ → JkU . The tangent space T(u,JS ,J)P∗
consists of (v, J˙S, J˙) with Du,Jv+
1
2J ◦du◦ J˙S+
1
2 J˙ ◦du◦JS = 0, and the differential
dπ : T(u,JS ,J)P
∗→ TJJkU has a form (v, J˙S, J˙) ∈ T(u,JS ,J)P∗ 7→ J˙ ∈ TJJkU .
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The kernel Ker (dπ)T(u,JS,J)P
∗ consists of solutions of the equation
Du,Jv+
1
2
J ◦du◦ J˙S = 0
with v ∈ E(u,JS,J) and J˙S ∈ TJSTg. Since the map πP : P∗ → M is a principal
G-bundle, the kernel Ker (dπJ : T(M,J)M → TJJkU ) is obtained from Ker (dπ) by
taking a quotient with respect to the tangent space to a fiber G · (u,JS,J), which
is equal to du(H0(S,TS)). Using relations H0(S,TS) = Ker (∂TS : L
1,p(S,TS) →
Lp(S,TS⊗Λ(0,1)S), TJSTg ∼= H1(S,TS) = Coker (∂TS) and du◦∂TS = D(u,J) ◦du,
we conclude that the space Ker (dπJ) is isomorphic to the quotient
{v ∈ L1,p(S,Eu) : Dv = du(ϕ) for some ϕ ∈ Lp(S,TS⊗Λ(0,1)S)}
/
du
(
L1,p(S,TS)
)
.
Hence, Ker (dπJ : T(M,J)M→ TJJkU )∼= H0D(M,NM ) by Theorem 7.3.1. In particular,
Ker (dπJ) is finite dimensional.
Similarly, the image of dπJ consists of those J˙ for which the equation
Du,Jv+
1
2
J ◦du◦ J˙S+
1
2
J˙ ◦du◦JS = 0
has a solution (v, J˙S). Hence, Im(dπJ) = KerΨ, and Coker (dπ)∼= H1D(S,Nu). Thus,
dπJ is a Fredholm map. This implies the Fredholm property for the projection
π : P∗→ JkU .
Due to Corollary 7.3.2, indR(NM ) = indR(Eu)− indR(TS). Using the index and
Riemann-Roch theorems, we get from c1(E) = c1(X)[M ] and c1(TS) = 2−2g the
needed formula indR(N) = 2
(
c1(X)[M ] +n(1− g)− (3− 3g)
)
= 2(c1(X)[M ] + (n−
3)(1−g)). 
A straightforward application of this statement and the Sard Lemma for Fred-
holm maps gives the following
Corollary 8.2.4. If smoothness k of the structures in Jk is large enough and
with indR(πJ) = 2(c1(X)[γ]+ (n−3)(1− g))< 0 for the homology class γ, then the
following holds:
1) For any (M0,J0) ∈ MJk with [M ] = [γ] there is a neighborhood W fo J0 in
Jkω and a closed subset S ⊂ W of Hausdorff codimension close to 2 such that for
J ∈W \S MJ is empty;
2) In the manifold Ck[γ](I,MJk) of k-smooth paths in M[γ] there is a closed subset
R of Hausdorff codimension close to one such that for any path h ∈ Ck(I,MJk \R
the moduli space Mh is empty.
8.3. Components of the Moduli Space.
Before stating the next results, we introduce some new notations.
Definition 8.3.1. Let Y be a Ck-smooth finite-dimensional manifold, possibly
with Ck-smooth boundary ∂Y , and h : Y → JkU a Ck-smooth map. Define the
relative moduli space
Mh := Y ×Jk
U
M∼= {(u,JS ,y) ∈ SU ×Tg×Y : (u,JS ,h(y)) ∈ P∗ }/G
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with the natural projection πh : Mh → Y . In the special case Y = {J} →֒ JkU ,
we obtain the moduli space of J-complex curves MJ := π
−1
J
(J). The projection
πh :Mh→ Y is a fibration with a fiber π−1h (y) =Mh(y). We shall denote elements
of Mh by (M,y), where M = u(S) with h(y)-holomorphic map u : S→X .
Lemma 8.3.1. Let Y be a Ck-smooth finite-dimensional manifold, and h : Y →
JkU a C
k-smooth map. Suppose that for some y0 ∈ Y and u0 ∈ Mh(y0) the map
Ψ◦dh : Ty0Y → H1D(S,Nu0) is surjective. Then Mh is a Ck-smooth manifold in
some neighborhood of (M0,y0) ∈Mh with the tangent space
T(M,y)Mh = Ker
(
D ⊕ Ψ◦dh : Eu,h(y)⊕TyY −→ E′u,h(y)
) /
du(H0(S,TS)). (8.3.1)
Proof. Let y ∈ Y , (u,JS ,h(y) ∈ P∗ and M = u(S), so that (M,y) ∈Mh. From the
proof of Corollary 8.2.3 it follows that the image of the map dπJ : T(M,h(y))M →
Th(y)J
k
U is equal to Ker
(
Ψ(u,h(y))
)
, and that the cokernel of dπJ is mapped by Ψ
isomorphically onto H1D(S,Nu). The statement of the lemma now follows from
Lemma 8.2.1. 
Definition 8.3.2. Let Y be a compact manifold, h : Y → JkU a Ck-smooth
map, Mh ⊂ M× Y a corresponding moduli space and (M0,y0) ∈ Mh a point. A
component Mh(M0,y0) of Mh through (M0,y0) is the set of those (M,y) ∈ Mh,
that for every open neighborhood W of h(Y ) ⊂ JkU there exists a continuous path
γ : [0,1]→M, with the following properties:
a) γ(0) = (M0,h(y0)) and γ(1) = (M,h(y)), i.e., γ connects (M0,y0) and (M,y) in
M;
b) Jt := πJ(γ(t)) ∈W ⊂ JkU for any t ∈ [0,1], i.e., the corresponding path of almost
complex structures Jt lies in the given neighborhood W of h(Y ).
Lemma 8.3.2 Let h : Y → JkU , (M0,y0) ∈Mh and Mh(M0,y0) be as in Definition
8.3.2. Then
i) Mh(M0,y0) is a closed subset of Mh,
ii) if Mh(M0,y0) is compact, then there exists a set M
0
h containing Mh(M0,y0),
which is compact and open in Mh;
iii) if Mh(M0,y0) is not compact, then there exists a continuous path γ : [0,1)→
Mh with the following properties:
a) γ(0) = (M0,h(y0)), i.e., γ begins at (M0,y0);
b) there exists a sequence tn ր 1 such that the sequence (Mn,Jn) := γ(tn) lies in
Mh and is discrete there, but the sequence {Jn} converges to some J∗ ∈ JkU .
Proof. i) Let (M ′,y′) ∈Mh(M0,y0) ⊂Mh and J ′ = h(y′). Let W be any open
neighborhood of h(Y )⊂ JkU , and let {(Mn,yn)} be a sequence in Mh converging to
(M ′,y′). Then there exists some ball B ∋ (M ′,J ′) in M whose projection on JkU lies
in W . Since some (Mn,Jn) with Jn = h(yn) lies in B, there exists a path (Mt,Jt)
in M connecting (M0,h(y0)) with (M
′,J ′) such that Jt ∈W for any t ∈ [0,1]. This
proves the closedness of Mh(M0,y0).
ii) Let (M ′,y′) ∈Mh and J ′ = h(y′). Fix a finite dimensional subspace F ⊂ TJ ′JkU
such that the map Du′,J ′ ⊕Ψ : Eu′,J ′ ⊕F → E′u′,J ′ is surjective. Let B ∋ 0 be a
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ball in F . Find a Ck-smooth map H : Y ×B such that H(y,0) ≡ h(y) and
dH(y′,0) : T(y′,0)(Y ×B)→ TJ ′JkU induces isomorphism T0B
∼=−→ F ⊂ TJ ′JkU . Then
MH contains a neighborhood W ∋ (M ′,y′,0) which is Ck-smooth manifold such
that W ∩Mh is closed in W . This implies that Mh is a locally compact topological
space.
Since Mh(M0,y0) is a compact subset of Mh, it has an open neighborhood V
whose closure V ⊂ Mh is also compact. Let Wi ⊂ JkU be a fundamental system
of neighborhoods of h(Y ), so that ∩iWi = h(Y ). Let Vi denote the set of those
(M,y) ∈Mh such that (M,h(y)) and (M0,h(y0)) can be connected by a continuous
path (Mt,Jt) in M with Jt lying in Wi. Then ∩Vi = Mh(M0,y0). The same
arguments as in the part i) of the proof show that every Vi is both open and closed
in Mh.
We state that there exists a number N ∈ N such that (∩Ni=1Vi)∩V ⊂ V . If it
is false, then for any n ∈ N there would exist (Mn,yn) ∈
(∩ni=1Vi)∩ V \V . But,
in this case, some subsequence of {(Mn,yn)} would converge to some (M∗,y∗) ∈(∩∞i=1Vi)∩V \V , which is impossible. For such N ∈ N the set
M0h :=
(
N∩
i=1
Vi
)
∩V =
(
N∩
i=1
Vi
)
∩V
satisfies the conditions of the lemma.
iii) Suppose that Mh(M0,y0) is not compact. Then there exists a discrete se-
quence {(Mn,yn)} in Mh(M0,y0). Since Y is compact, we may assume that yn
converges to some y∗. For any n ∈ N fix a path γn : [0,1] → Mh connecting
(Mn−1,h(yn−1)) with (Mn,h(yn)). Set tn := 1− 2−n. For t ∈ [tn−1, tn] define
γ(t) := γn(2
n(t− tn−1)). Then γ : [0,1)→Mh and tn ր 1 satisfy the conditions of
the lemma. 
Theorem 8.3.3. Let (M0,J0) ∈M and let h : [0,1]→ JkU be Ck-smooth and with
h(0) = J0. Suppose that there exists a subset M
0
h of Mh which is compact, open
and contains (M0,J0). Suppose also that ind(πJ) = 2(c1(X)[M0] + (n− 3)(1− g))
is non-negative. Then h can be Ck-approximated by smooth maps hn : [0,1]→ JkU
such that
i) every Mhn contains a component M
0
hn
which is a smooth connected compact
manifold of the expected dimension dimR(M
0
hn
) = ind(πJ)+1;
ii) M0hn(0) := π
−1
hn
(0)∩M0hn and M0hn(1) := π−1hn (1)∩M0hn are also smooth man-
ifolds of the expected dimension ind(πJ) (M
0
hn(1)
may be empty), and Mhn is a
smooth bordism between M0hn(0) and M
0
hn(1)
;
iii) every M0hn(0) is connected with (M0,J0) by a path in M, i.e., there exists
a Ck-path γn : [0,1] → M such that γn(0) = (M0,J0) and γn(1) ∈ M0hn(0); in
particular, every M0hn(0) is nonempty;
iv) for every (M,J) ∈Mhn one has dimRH1D(S,NM )6 1.
Proof. Denote M0h by K. Let EK and E
′
K be the pull-backs onto K of the bundles
E→M and E′→M, respectively. Further, let T := h∗TJkU be the pull-back of the
tangent bundle TJkU onto [0,1].
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Due to Lemma 8.2.2, for every (M,J) ∈K with M = u(S) we find that n(M,J) ∈
N and a Ck-smooth homomorphism P(M,J) : F(M,J) → T form a trivial vector
bundle F(M,J) over [0,1] of rank rkF(M,J) = n(M,J) such that the operator
D(u,J)⊕Ψ(u,J) ◦P(M,J) : E(M,J)⊕F(M,J)→ E′(M,J) (8.3.2)
is surjective.
Since K is compact, we can take an appropriate finite collection of (F(M,J),
P(M,J)) and construct a homomorphism P : F → T from a trivial vector bundle
F ∼= [0,1]×Rn such that D(u,J)⊕Ψ(u,J) ◦P : E(M,J)⊕F → E′(M,J) is surjective for
all (M,J) ∈K.
For J˙ lying in some small ball in TJJ
k
U we set expJ (J˙) := J
(1−JJ˙/2)
(1+JJ˙/2)
. Differen-
tiating the identity J2 = −1 gives the relation JJ˙ = −J˙J , and consequently the
equality (
J
(1−JJ˙/2)
(1+JJ˙/2)
)2
=−1,
which means that expJ takes values in J
k
U . Further, it is easy to see that the
differential of expJ in 0 ∈ TJJkU is the identity map of TJJkU . Thus, expJ is a
natural exponential map for JkU .
Take a sufficiently small ball B =B(0, r)⊂ Rn and define a map H∗ : [0,1]×B→
JkU by setting H
∗(t,y) := exph(t)(P (t,y)). The construction of H
∗ provides that
for all (M,J) ∈ K with J = h(t) the map D(u,J) ⊕Ψ(u,J) ◦dH∗(t,0) : E(M,J)⊕
T(t,0)([0,1]×B)→ E′(M,J) is surjective. Making an appropriate small perturbation
of H∗, we obtain a Ck-smooth function H : [0,1]×B → JkU with the following
properties:
i) for H(t,0) = h(t), i.e., H is a deformation of h with a parameter space B;
ii) D(u,J)⊕Ψ(u,J) ◦dH(t,0) : E(M,J)⊕T0B −→ E′(M,J) is surjective for all (M,t) ∈
K with J = h(t) and M = u(S);
iii) in a neighborhood of every (t,y) ∈ [0,1]×B with y 6= 0 the mapH is J∞U -valued
and C∞-smooth.
Let us identify K and Mh with the subset of MH using natural continuous
imbedding (M,t) ∈ Mh 7→ (M,t,0) ∈ MH . Due to Lemma 8.2.2, there exists
a neighborhood V of K in MH which is C
k-smooth manifold. Taking a smaller
neighborhood of K if it is needed, we may assume that the closure V of V is
compact and does not meet connected components of Mh different from M
0
h =K.
Let p : V →B be the natural projection such that (u,t,y) 7→ y.
We state that there exists a smaller ball B1 = B(0, r1) ⊂ B such that for every
y ∈ B1 the set p−1(y) ⊂ V is compact. Suppose the contrary is true. Then
there would exist a sequence yn ∈ B converging to 0 ∈ B such that p−1(yn) are
not compact. Since V is compact, there would also exist such un and tn that
(un, tn,yn) lies in the closure p−1(yn) ⊂ V but not in V . Taking an appropriate
subsequence we may assume that (un, tn,yn) converges to (u
∗, t∗,0). However, in
this case (u∗, t∗,0) ∈ Mh ∩V and hence (u∗, t∗,0) ∈ V . On the other hand V \V
is compact, and thus (u∗, t∗,0) must belong to V \V . The obtained contradiction
shows that the statement is true.
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Set V1 := p
−1(B1). Due to the choice of H the resticted projection p : V1\K →
Bˇ1 :=B1\{0} is C∞-smooth. Due to the Sard lemma (see, e.g., [Fed], §3.4), there
exists a dense subset B∗1 ⊂ B1 such that for any y ∈ B∗1 the set p−1(y) is a C∞, a
smooth compact manifold. Fix a sequence yn ∈ B∗1 , converging to 0 ∈ B and set
hn(t) := H(t,yn). Also set M
0
hn
:= Mhn ∩V , so that M0hn = p−1(yn). Then every
M0hn is a C
∞-smooth nonempty manifold, which is connected with (M0,J0) by a
path in M.
Due to Lemma 8.2.3, the tangent space to V1 ⊂ MH at (u,t,y) is canonically
isomorphic to
Ker
(
Du,H(t,y) ⊕ Ψ◦dH : Eu,H(t,y) ⊕ T(t,y)
(
[0,1]×B1
)→ E′u,H(t,y))/du(H0(S,TS)).
Since p : V1 →B1 is a projection of the form (u,t,y) ∈ V1 7→ y ∈B1, the differential
dp(u,t,y) maps the tangent vector of the form (u˙, t˙, y˙) ∈ T(u,t,y)V1 into y˙ ∈ TyB1.
This means that dp(u,t,y) is a restiction on Ker (Du,H(t,y) ⊕ Ψ◦dH) of the linear
projection pB : Eu,H(t,y)⊕ T(t,y)
(
[0,1]×B1
) → TyB1 such that pB(u˙, t˙, y˙) = y˙. In
particular, for y = yn the map dp(u,t,y) is surjective, which means the surjectivity
of the map
pB : Ker
(
Du,H(t,y) ⊕ Ψ◦dH
)−→ TynB1.
This is equivalent to the surjectivity of
Du,H(t,yn) ⊕ Ψ◦dH ⊕ pB : Eu,H(t,yn) ⊕ T(t,yn)
(
[0,1]×B1
)→ E′u,H(t,yn)⊕TynB1
and hence to the the surjectivity of
Du,hn(t) ⊕ Ψ◦dhn : Eu,hn(t) ⊕ Tt[0,1]→ E′u,hn(t). (8.3.3)
Consequently, dimRH
1
D(S,NM )6 1 for any (M,t) ∈Mhn ∩V1. 
Corollary 8.3.4. Under the conditions of Theorem 8.3.3 suppose additionally that
S is a sphere S2. Then for all points (M,t) ∈M0hn the associated DN -operator is
surjective, i.e., H1DN (S
2,NMt) = 0.
Moreover, Mhn is a trivial bordism: Mhn(0) × [0,1]. In particular, for every
hn(0)-holomorphic sphere M0 ∈ Mhn(0) there exists a continuous family of hn(t),
holomorphic spheres Mn,t = un,t(S
2) with Mn,0 =M0.
Proof. Suppose that for some (M,t) ∈ M0hn we have H1DN (M,NM ) 6= 0. Then by
(iv) of Theorem 8.3.3 H1DN (M,NM ) = 1. But this contradicts Theorem 7.3.1 for
the case S = S2 and L=NM .
Let for (M,t) ∈ M0hn we have M = u(S) and J = hn(t). Let also J˙ 6= 0 ∈
dhn(Tt[0,1]). Then by Lemma 8.2.1 and Corollary 8.2.3 the tangent space (M,t)M
0
hn
is canonically isomorphic to
Ker
(
Du,J ⊕ Ψ : Eu,J ⊕ R J˙
)→ E′u,J)/du(H0(S,TS)),
and the differential of the projection dπhn : (M,t)M
0
hn
→ Tt[0,1] ∼= R is of the form
dπhn [v,aJ˙ ] = a. While in the case S = S
2 the space H1(S,TS) is trivial, Corollary
8.3.4 insures the surjectivity of the operator Du,J : Eu,J → E′u,J . Thus for a 6= 0 ∈ R
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there exists such a v ∈ Eu,J that [v,aJ˙] ∈ (M,t)M0hn . This means that for every
(M,t) ∈ M0hn the projection dπhn : (M,t)M0hn → Tt[0,1] is surjective. While the
manifold M0hn is compact, there is a diffeomorphism Mhn
∼=Mhn(0)× [0,1]. 
8.4. Moduli of Parameterized Curves.
Sometimes it may be useful to consider the moduli spaces of parameterised com-
plex curves. Therefore, in this paragraph P will denote the space of parameterized
complex curves on X . Suppose that (u,JS,J) ∈ P, i.e., u belongs to C1(S,X) and
satisfies the equation du◦JS = J ◦du. Set
T(u,JS ,J)P :=
{
(v, J˙S , J˙) ∈ TuS×TJSJS×TJJ : 2Du,Jv+J˙ ◦du◦JS+J˙S ◦du◦J = 0
}
.
Let prJ : S× JS × J → J and pr(u,JS ,J) : T(u,JS ,J)P → TJJ denote the natural
projections.
Theorem 8.4.1. The map pr(u,JS ,J) : T(u,JS ,J)P→ TJJ is surjective iff H1D(S,N0)
= 0, and then the following hold:
i) the kernel Ker (pr(u,JS ,J)) admits a closed complementing space;
ii) for (u˜, J˜S , J˜) ∈ P close enough to (u,JS,J) the projection pr(u˜,J˜S ,J˜) is also
surjective;
iii) for some neighborhood U ⊂ S×JS ×J of (u,JS,J) the set P∩U is a Banach
submanifold of U with the tangent space T(u,JS ,J)P at (u,JS ,J);
iv) there exists a C1-map f from some neighborhood V of J ∈ J into U with
f(V ) ⊂ P, f(J) = (u,JS ,J) and prJ ◦f = IdV such that Im(df : TJJ→ T(u,JS ,J)P)
is complementing to Ker (pr(u,JS ,J)).
Proof. Denote by A˜ the set of a singular point ofM = u(S), i.e., the set of cuspidal
and self-intersection points ofM . Let ξ ∈ Lp(0,1)(S,E). Using the local solvability of
the D-equation (proved essentially in Lemma 3.2.1) and an appropriate partition of
unity, we can find η ∈ L1,p(S,E) such that ξ−2Dη ∈ C1(0,1)(S,E) and ξ−2Dη = 0 in
a neighborhood of A˜. Then we find J˙ ∈ TJJ≡ C1(0,1)(X,TX) such that J˙ ◦du◦JS =
ξ−2Dη. The surjectivity of pr(u,JS ,J) and Theorem 7.3.1 easily yield the identity
H1D(S,N0) = 0.
From now on and until the end of the proof we suppose that H1D(S,N0) = 0.
Let ds2 be some Hermitian metric on S and let H(0,1) ⊂ C1(0,1)(S,TS) be a space
of ds2-harmonic TS-valued (0,1)-forms on S. Then the natural map H(0,1) →
H1(S,TS) is an isomorphism. Furthermore, due to Corollary 7.3.2, the map
g := (du,2D) :H(0,1)⊕L1,p(S,E)→ Lp(0,1)(S,E)
is surjective and has a finite-dimensional kernel. Consequently, there exists a closed
subspace Y ⊂H(0,1)⊕L1,p(S,E) such that g : Y → Lp(0,1)(S,E) is an isomorphism.
Let
h= (hTS,hE) : L
p
(0,1)(S,E)→ Y ⊂H(0,1)⊕L1,p(S,E)
be the inversion of g|Y .
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Take J˙ ∈ TJJ = {I ∈ C1(X,End(TX)) : JI + IJ = 0} ≡ C1(0,1)(X,TX).
Then J˙ ◦du◦JS lies in C
0
(0,1)(S,E). Let h(J˙ ◦du◦JS) = (ξ,η) with ξ ∈ H(0,1) ⊂
C1(0,1)(S,TS) and η ∈ L1,p(S,E). Then we obtain
2D(−η)+ J˙ ◦du◦JS+J ◦du(JSξ) = 0, (8.4.1)
where we use the identity J ◦du◦JS =−du. Using that TJSJS = C1(0,1)(S,TS), we
conclude that the formula F (J˙) =
(
JShTS(J˙ ◦du◦JS),−hE(J˙ ◦du◦JS), J˙
)
defines
a bounded linear operator F : TJJ→ T(u,JS ,J)P such that pr(u,JS ,J) ◦F = IdTJJ. In
particular, H1D(S,N0) = 0 implies the surjectivity of pr(u,JS ,J).
The image of the just defined operator F is closed, because the convergence of
F (J˙n), Jn ∈ TJJ obviously yields the convergence of Jn = pr(u,JS ,J) ◦F (J˙n). One
can easily see that Im(F ) is a closed complementing space to Ker (pr(u,JS ,J)).
Further, for (u˜, J˜S, J˜) ∈ P close enough to (u,JS,J) the map g˜ := (du˜,2Du˜,J˜ ) :
Y → Lp(0,1)(S,E˜) is also an isomorphism. This implies the surjectivity pr(u˜,J˜S ,J˜).
The statements iii) and iv) can easily be obtained from ii) and the implicit func-
tion theorem. 
8.5. Gromov Non-squeezing Theorem.
We shall finish this chapter with the proof of the Gromov non-squeezing theorem.
Consider an infinite cylinder Z(λ) := ∆(λ)×R2n−2 in R2n. Here ∆(λ) is a disk
of radius λ in the x1,y1-plane, and on R
2n−2 we fix coordinates x2,y2, ...,xn,yn.
By B(R) we denote the ball of radius R in R2n. We consider on R2n the standard
symplectic form ω =Σni=1dxi∧dyi.
Let D ⊂ R2n be a domain. Recall that a smooth map f : D → R2n is called a
symplectomorphism if f∗ω = ω. In particular, symplectomorphisms preserve the
Euclidean volume.
Exercise. Find a volume preserving a linear map from B(R) to Z(λ) for arbitrary
R and λ.
The following theorem shows how far symplectomorphisms are from volume pre-
serving maps.
Theorem 8.5.1. (Gromov Non-squeezing Theorem). If there exists a symplecto-
morphism f : B(R)→ Z(λ), then R 6 λ.
Proof. Taking a smaller ball, if nessessary, and translating the image, we can
suppose that f(B(R)) is contained in some compact ∆¯(0,λ′)×[0,a]2n−2 of ∆(0,λ)×
R2n−2. Factorizing R2n−2 by the lattice a · Z2n−2, we observe that f(B(R)) ⋐
∆(0,λ)×T 2n−2. Moreover, our syplectic form ω descends onto this factor and still
can be decomposed as ω = ω1+ω2. Here ω1 = dx1∧dy1 and ω2 = Σni=2dxi∧dyi.
Further, we compactify the disk ∆(0,λ) to a two-dimensional sphere S2 by an
ε-disk ∆(0, ε) and extend ω1 to a smooth strictly positive (1,1)-form, still denoted
by ω1 on S
2, and having ∫
S2
ω1 = πλ
2+ε. (8.5.1)
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Note that now we have a symplectic imbedding f : B(R)→ S2×T 2n−2. Also note
that our symplectic form ω on S2×T 2n−2 tames the standard complex structure
Jst on this manifold and satisfies ∫
[γ]
ω = πλ2+ε, (8.5.2)
where [γ] = [S2×{pt}]. We further observe that M[γ],Jst consists of {CP1×{a} :
a ∈ T 2n−2}, i.e., this moduli space is diffeomorphic to a torus T 2n−2.
Lemma 8.5.2. (a) For a generic almost-complex structure J on S2×T 2n−2 tamed
by ω the moduli space M[γ],J is diffeomorphic to T
2n−2.
(b) Moreover, for any (not nessessarily generic!) J and for any point p ∈ S2×T 2n−2
there exists a J-complex curve from M[γ],J passing through p.
Proof. (a) For any J ∈ Jω , any J-complex curve C representing [γ] obviously
cannot be decomposed as C = C1∪C2, where Ck are Jk-complex for some Jk ∈ Jω.
Therefore, we can apply Theorem 3.2 from the introduction to this chapter. Thus
(a) is proved.
(b) In fact, for a generic J we have a little bit more. Namely, for a generic curve
h : [0,1] → Jω with h(0) = Jst consider an evaluation map ev : Ch → S2×T 2n−2,
where Ch is the universal CP
1-bundle over Mh. Recall that Mh is a manifold
diffeomorphic to Mh(0)× [0,1]. This yields that Ch is diffeomorphic to Ch(0)× [0,1].
Now, from the uniqueness properties of complex curves it easily follows that
for any t ∈ [0,1] the map ev : Ch(t) → S2× T 2n−2 is surjective. Thus, we prove
ev : CJ → S2×T 2n−2 is surjective for generic J ∈ Jω .
Since generic structures are dense in Jω, we immediately obtain that the evalu-
ation map ev : Ch(t)→ S2×T 2n−2 is surjective for all J ∈ Jω.
This completes the proof of the lemma.
Let us return to the proof of our theorem. Using Proposition 1.2.1 from Lecture
1, we can extend the structure f∗Jst from f(B(R)) onto S2×T 2n−2 to a ω-tamed
structure J . By Lemma 8.5.2 there is a J-complex rational curve C ∋ f(0). Remark
that ∫
C
ω = πλ2+ε, (8.5.3)
because [C] = [S2×{pt}]. While f is a symplectomorphism,∫
f−1(C∩f(B(R))
ωst 6 πλ
2+ε. (8.5.4)
But f−1(C ∩ f(B(R)) is a complex curve in B(R) ⊂ Cn passing through zero. By
a well-known estimate due to Alexander-Taylor-Ullman, see [A-T-U], the area of
such a curve is at least πR2. So πR2 6 πλ2+ε. 
8.6. Exceptional Spheres in Symplectic 4-Manifolds.
Corollary 8.3.4 enables us to prove an interesting result about exceptional spheres
in symplectic 4-manifolds. Recall that a smooth rational curve C in a smooth
complex surface X is called exceptional if [C]2 =−1. Such curve can be contructed
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to a point, i.e., there exists a smooth complex surface Y and a holomorphic map
h : X → Y such that h(C) = y is a point and h |X\C : X \C → Y \ {y} is a
biholomorphism.
Consider now a symplectic 4-manifold (X,ω) and letM be a symplectic 2-sphere
imbedded to X , i.e., there is an imbedding u :→2→ M →֒ X with u∗ω nowhere
zero.
Definition 8.6.1. Call M exceptional if [M ]2 =−1.
Using Lemmas 1.4.2 and 1.4.3 we can construct an almost-complex structure
J ∈ Jω, which is moreover integrable in the neighborhood of M and such that M
becomes J-complex. Now the complex analytic statement mentioned above allows
us to construct this M to a point.
Corollary 8.6.1. Take a maximal, linearly independant in H2(X,Z) system of
exceptional symplectic spheres M1, ...,Mk in X. Then there exists J ∈ Jω making
some symplectic spheres M˜1, ..., M˜k, with M˜j being isotopic to Mj for 1 6 j 6 k,
all J-complex.
Proof. For k = 1 this is the statement of Lemma 1.4.2. Suppose we prove this
statement for k−1 exceptional spheres. Take our spheres Mj , j = 1, ...,k and find
a structure J such that M˜j are isotopic to Mj and J- complex, j = 1, ...,k−1. The
normal Gromov operator DJ,M˜j is surjective on all M˜j, j = 1, ...1k−1 by Corollary
7.2.3 and thus by Theorem 7.3.1 and Corollary 8.2.3 the projection πJ :M→ J is
a diffeomorphism in the neighborhood of M˜j and J for all j = 1, ...,k−1.
Take a structure J1 such that Mk becomes J1-complex. Again the projection
πJ is regular in the neighborhood of Mk. Using Corollary 8.2.4, we take a generic
path h starting close to J , say at J and ending close to J1 such that all Mh(M˜j,J)
are compact and open in corresponding moduli spaces. Here M˜j are J-complex
spheres isotopic to M˜j . Applying Corollary 8.3.4, we obtain an isotopy of M˜j to
a J ′′-complex spheres M˜ ′′j with J
′′ close to J1. It remains to take a J ′′-complex
sphere M˜ ′′k isotopic to Mk.

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Chapter IV. Envelopes of Meromorphy of Two-spheres.
This chapter is devoted to the study of envelopes of meromorphy of neighbor-
hoods of two-spheres in complex algebraic surfaces. The original question which
motivated our studies was asked by A. Vitushkin.
Let M be a “small” perturbation of the complex line in CP2. Does there exist a
nonconstant holomorphic function in the neighborhood of such an M?
It was asked as a test question on the way to searching for the solution to the
Jakobian conjecture, and the answer, as expected, was negative.
Let us briefly test the possible approaches to the answer to this question. It
is more or less clear that one should try to extend holomorphic (or meromorphic
via expected nonexistence of holomorphic) functions onto the whole CP2 and then
conclude
1. If M is a complex line itself, then nonconstant holomorphic functions do not
exist in any neighborhood of M for the following reason. First note that in this
case CP2 \M = C2. Let BN denote the closed ball of radii N in C2. Then
VN := CP
2 \BN is a fundumental system of strictly pseudoconcave neighborhoods
of M . Any function holomorphic in VN holomorphically extends onto the ball
BN by Hartogs’ theorem, and thus becomes holomorphic on the whole CP
2, i.e.,
constant.
One can try to construct such an exhaustion for any M . But the generic M
is totally real outside of three positive elliptic points (this follows from the Lai
formulae and cancellation theorem of Kharlamov-Eliashberg, see Appendix IV) and
one can check that a totally real disk has no small concave tubular neighborhoods.
2. As was just pointed out, a generic perturbationM will have exactly three elliptic
points with complex tangents. This makes it problematic to attempt to construct
a family of complex disks (or any other Riemann surfaces) with boundary on M
starting from our elliptic points. Such an approach to the construction of the
holomorphic envelope ofM seems to be perfect only for specially imbedded spheres,
see [B-G],[B-K],[E], [Sch] and [F-M].
3. The method used here to study envelopes of meromorphy of spheres is based on
Gromov’s theory of pseudoholomorphic curves. We remark first of all that a small
perturbation of a complex sphere is symplectic:
Definition. A C1-smooth immersion u : S → (X,ω) of a real surface S into a
symplectic manifold (X,ω) is called symplectic if u∗ω does not vanish anywhere
on S.
Thus, we shall study envelopes of meromorphy of neighborhoods of two-spheres
symplectically immersed in complex surfaces. Here a complex surface means a
(Hausdorff) connected complex two-dimensional manifold X countable at infinity.
The idea is to perturb the complex structure in the given neighborhood of M
in such a way that M becomes complex; see Lemma 1.4.2, where an appropriate
family Jt of tamed almost complex structures is constructed. Using results from
Chapter III, we then construct a familyMt of Jt-complex spheres and try to extend
functions along this family. In more formal language to extend ”along a family”
means ”onto the envelope of meromorphy”.
146
Let U be a domain in X . Its envelope of meromorphy (Û ,π) is the maximal
domain over X satisfying the following conditions:
(i) there exists a holomorphic embedding i : U → Û with π ◦ i= IdU ;
(ii) each meromorphic function f on U extends to a meromorphic function f̂
on Û , that is, f̂ ◦ i= f .
The envelope of meromorphy exists for each domain U . This can be proved,
for example, by applying the Cartan–Thullen method to the sheaf of meromorphic
functions on X , see [Iv-1].
In the sequel we shall restrict ourselves to Ka¨hler complex surfaces, that is, we
assume that X carries a strictly positive closed (1,1)-form ω.
The aim of the present chapter is to prove the following result.
Theorem 4.1. Let u : S2 → X be a symplectic immersion of the two-sphere S2
in a disk-convex Ka¨hler surface X such that M := u(S) has only positive double
points. Assume that c1(X)[M ]> 0. Then the envelope of meromorphy (Û ,π) of an
arbitrary neighborhood U of M contains a rational curve C with π∗c1(X)[C]> 0.
The definition of disk-convexity is given in Lecture 10. At this point, we only
observe that all compact manifolds are disk-convex. As usual, c1(X) is the first
Chern class of X . In Appendix IV, Corollary A4.3.2 we explain why the condition
c1(X)[M ]> 0 is nessessary.
The exposition includes a construction of a complete family of holomorphic de-
formations of a non-compact complex curve in a complex manifold, parameterized
by a finite codimension analytic subset of a Banach ball. This will be carried out
in Lecture 9.
The existence of this family is used to prove a generalization of Levi’s continuity
principle, which is applied to describe envelopes of meromorphy.
4. Another natural approach is due to S. Nemirovski. Suppose that for some
neighborhood V ⊃ M there is a nonconstant holomorphic function in V . Then
from the result of Fujita, [Fu], it follows that there exists a Stein domain over CP2
which contains M . One can imbed by the Stout theorem, [St], some neighborhood
ofM into a compact algebraic surface X and observe that b2+(X)> 1. The Seiberg-
Witten theory imposes an adjunction inequality on M :
|c1(X)[M ]|+[M ]2 6 0,
see [K-M]. But c1(X)[M ] = c1(CP
2)[M ] = 3 and [M ]2 = 1, a contradiction.
This method seems to work only in some special algebraic surfaces like CP2 or
CP1×CP1 but does not require that M be symplectic! We shall give more details
in Appendix V.
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Lecture 9
Deformation of Noncompact Curves.
9.1. Banach Analytic Sets.
Now we shall study a process of local deformation of noncompact complex curves
in complex manifolds. We shall see that the moduli have nice analytic structure.
Let start from the following
Definition 9.1.1. By a Banach ball we mean a ball in some complex linear
Banach space. A subset M of the Banach ball B is said to be a Banach analytic set
of the finite codimension, b.a.s.f.c., if there exists a holomorphic map F :B→ CN
with N <∞ such that M= {x ∈B : F (x) = 0}.
The importance of this notion consists in the fact that contrary to the general
Banach analytic sets b.a.s.f.c., their properties are similar to the finite dimensional
analytic sets. Namely, the following is true.
Theorem 9.1.1. ([Ra]) Let B be a ball in a Banach space F, M⊂B — a b.a.s.f.c.
and x0 a point in M. Then there exists a neighborhood U ∋ x0 in B such that M∩U
is a union of finite number of irreducible b.a.s.f.c. Mj.
Moreover, each Mj can be represented as a finite ramified covering over a domain
in some closed linear subspace Fj ⊂ F of finite codimension.
The aim of this paragraph is to prove an existence of a complete family of
holomorphic deformations of a stable curve over a complex manifold X , which is
parameterized by a b.a.s.f.c. Before stating the result, let us introduce the following
definition.
Let C be a nodal curve, E a holomorphic vector bundle over C, and C = ∪li=1Ci
a decomposition of C into irreducible components. Suppose that E extends suffi-
ciently smoothly to the boundary ∂C.
Definition 9.1.2. Let us define an L1,p-section v of the bundle E over C as
a couple (vi)
l
i=1 of vi ∈ L1,p(Ci,E) such that at any nodal point z ∈ Ci ∩ Cj
vi(z) = vj(z). Let us define an E-valued L
p-integrable (0,1)-form ξ on C as a
couple (ξi)
l
i=1 of (0,1)-forms ξi ∈ Lp(Ci,E⊗Λ(0,1)).
Let L1,p(C,E) denote a Banach space of L1,p-sections of E over C, and Lp(C,E⊗
Λ(0,1)) a Banach space of Lp-integrable (0,1)-forms C. Denote by H1,p(C,E) a
Banach space of holomorphic L1,p-sections of E over C.
Analogously, for a complex manifoldX by L1,p(C,X) we denote the set of couples
u = (ui)
l
i=1 such that ui ∈ L1,p(Ci,X), with ui(z) = uj(z) at any nodal point
z ∈ Ci ∩Cj . One can see that L1,p(C,X) is a Banach manifold with a tangent
space TuL
1,p(C,X) = L1,p(C,u∗TX). Further by H1,p(C,X) we shall denote the
manifold of holomorphic L1,p-maps from C to X . Note that for u ∈H1,p(C,X) one
has u(C) ⊂ u(C) ⋐ X , because L1,p ⊂ C0,1− 2p and therefore u is continuous up to
the boundary.
9.2. Solution of a Cousin-type Problem.
An important role plays the following result on the possibility to solve the fol-
lowing Cousin-type problem.
148
Lemma 9.2.1. Let C be a nodal curve and E a holomorhpic vector bundle over
C, C1-smooth up to the boundary. Let {Vi}li=1 be a finite covering of C by Stein
domains with piecewise smooth boundaries. Put Vij := Vi∩Vj and suppose that all
triple intersections Vi∩Vj ∩Vk i 6= j 6= k 6= i are empty.
Then for 26 p <∞ the Cˇech-differential
δ :
∑l
i=1H
1,p(Vi,E) −→
∑
i<jH
1,p(Vij ,E)
δ : (vi)
l
i=1 7−→ (vi−vj)
(9.1.1)
possesses the following properties:
i) the image Im(δ) is closed and has finite codimension; moreover, Coker (δ) =
H1(C,E) = H1(Ccomp,E), where Ccomp denotes the union of compact irreducible
components of C;
ii) the kernel Ker (δ) is isomorphic to H1,p(C,E) and admits a closed direct com-
plement.
Proof. Before considering the Cˇech complex, let us look at the corresponding
∂-problem. Consider the following operator
∂ : L1,p(C,E)−→ Lp(C,E⊗Λ(0,1)C ). (9.1.2)
First we shall prove that this operator possesses the same properties as (9.1.1), i.e.,
that Ker (∂) admits a closed direct complement, Im(∂) has finite codemension and
is closed, and Coker (∂) = H1(C,E) = H1(Ccomp,E). Moreover, we shall construct
a natural isomorphism between (co)kernels of (9.1.1) and (9.1.2).
Since the boundary C is smooth, there exist nodal curves C+ and C++ such
that C ⋐ C+ ⋐ C++ and differences C+\C (resp. C++\C+) consist of an annulai
A+α (resp. A
++
α ) adjacent to the corresponding components γα (resp. γ
+
α ) of the
boundary ∂C (resp. ∂C+, see. Fig. 17.). Now E extends to a holomorphic vector
bundle over C++, again denoted as E.
Fig. 17. C ⋐ C+ ⋐ C++.
Boundaries of C++, C+ and C are
marked correspondingly by a bold,
punctured and broker lines.
Consider the following sheaves on C++
L1,ploc(·,E) : V 7→ L1,ploc(V,E);
Lploc(·,E⊗Λ(0,1)C++) : V 7→ Lploc(V,E⊗Λ
(0,1)
C++
),
and a sheaf homomorphism defined by the operator
∂ : L1,ploc(V,E)−→ Lploc(V,E⊗Λ(0,1)C++).
Then sheaves L1,ploc(·,E) and Lploc(·,E ⊗ΩC++) together with a ∂-homomorphism
form a fine resolution of the (coherent) sheaf OE of holomorphic sections of E over
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C++. In smooth points of C++ this fact follows from Lp-regularity of the (elliptic)
operator ∂, and in nodal points this can be seen from the following considerations.
Let z ∈ C be a nodal point which lies on the intersection of irreducible compo-
nents Ci and Cj of the curve C. Let ξi (resp. ξj) be an E-valued L
p
loc-integrable
(0,1)-form, defined in the neighborhood of the point z in Ci (resp. Cj). And let vi
(resp vj) be L
1,p
loc-solutions of the equation ∂vi = ξi (resp. ∂vj = ξj). Adding a local
holomorphic section of E over Ci, we can achieve an equality vi(z) = vj(z). Then
the pair (vi, vj) defines a section of the sheaf L
1,p
loc(·,E) in the neighborhood of z.
This shows that the Dolbeault lemma is valid for the holomorphic bundle E also
in the neighborhood of the nodal points.
This gives the natural isomorphisms
Ker
(
∂ : L1,ploc(C
++,E)−→Lploc(C++,E⊗Λ(0,1)C++)
)
=H0(C++,E),
Coker
(
∂ : L1,ploc(C
++,E)−→Lploc(C++,E⊗Λ(0,1)C++)
)
=H1(C++,E).
(9.1.3)
Note that one also has the same isomorphisms for C and C+. Note also that there
are natural isomorphisms H1(C++,E) = H1(C+,E) = H1(C,E) = H1(Ccomp,E), in-
duced by the restrictions Lploc(C
++,E⊗Λ(0,1)C++)→ Lploc(C+,E⊗Λ
(0,1)
C+ )→ Lploc(C,E⊗
Λ
(0,1)
C )→ Lploc(Ccomp,E⊗Λ(0,1)C ).
Now take some ξ ∈ L2(C+,E⊗Λ(0,1)
C+
), which defines a zero cohomology class
in H1(C+,E). We can extend ξ by zero to the element ξ˜ ∈ L2loc(C++,E⊗Λ(0,1)C++).
While [ξ˜]∂ = [ξ]∂ = 0, there exists v˜ ∈ L1,2loc(C++,E) such that ∂v˜ = ξ˜. The
restriction v := v˜
C+
satisfies ∂v = ξ and v ∈ L1,2(C+,E). This shows that the
image of a continuous (!) operator
∂ : L1,2(C+,E)−→ L2(C+,E⊗Λ(0,1)C+ ) (9.1.4)
is of finite codimension. From here and from the Banach open mapping theo-
rem it follows that this image is closed. Furthermore, because L1,2(C+,E) is
a Hilbert space, the kernel of the operator (9.1.4) admits a direct complement
Q ⊂ L1,2(C+,E). Moreover, operator (9.1.4) maps Q isomorphically onto its im-
age. Thus, operator (9.1.4) splits, i.e., there exists a continuous operator
T+ : L2(C+,E⊗Λ(0,1)
C+
)−→ L1,2(C+,E) (9.1.5)
such that Im(T+) =Q and for any ξ ∈ L2(C+,E⊗Λ(0,1)
C+
) with [ξ]∂ = 0 ∈ H1(C+,E)
one has ∂(T+ξ) = ξ.
Define an operator T : L2(C,E ⊗Λ(0,1)C ) −→ L1,2(C,E) in the following way.
For ξ ∈ L2(C,E ⊗ Λ(0,1)C ) extend ξ by zero to ξ˜ ∈ L2(C+,E ⊗Λ(0,1)C+ ) and put
T (ξ) = T+(ξ˜)
C
. T is obviously continuous; moreover
‖T+(ξ˜)‖L1,2(C+) 6 c · ‖ξ‖L2(C)
with constant c independent of ξ. By the Lp-regularity for the elliptic ∂-operator
(see ex., [Mo]) for 26 p <∞ and
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v ∈ L1,ploc(C+,E) there is an interior estimate
‖v‖L1,p(C) 6 c′ ·
(‖v‖L1,2(C+)+‖∂v‖Lp(C+)) (9.1.6)
with the constant c′ independent on v. From this it follows that for 26 p <∞ and
ξ ∈ Lp(C,E⊗Λ(0,1)C ) with [ξ]∂ = 0 ∈ H1(C,E) one has
‖T (ξ)‖L1,p(C) 6 c′′ · ‖ξ‖Lp(C)
with a constant c′′ independent on ξ. This means that the operator T is a splitting
off the operator (9.1.2). This means that operator (9.1.2) possesses the properties
i) and ii) of Lemma 9.2.1.
Let us return to the Cˇech operator (9.1.1). Fix some partition of unity 1 =∑l
i=1ϕi, subordinate to the covering {Vi}li=1 of the curve C. Take a cocycle w =
(wij) ∈
∑
i<jH
1,p(Vij ,E). For i > j put wij := −wji. Define fi :=
∑
j ϕjwij .
Then fi ∈ L1,p(Vi,E) and fi − fj = wij . Consequently, ∂fi ∈ Lp(Vi,E ⊗Λ(0,1)C )
and ∂fi = ∂fj Vij . So, ∂fi = ξ Vi
for the correctly defined ξ ∈ Lp(C,E⊗Λ(0,1)C ).
Moreover, (wij) and ξ define the same cohomology class [wij ] = [ξ] in H
1(C,E).
Suppose additionally that the induced cohomology class [wij ] is trivial. Put f :=
T (ξ) and vi = fi−f . Then vi ∈ L1,p(Vi,E), vi− vj = wij , and ∂vi = ∂fi−∂f = 0.
Thus, v := (vi) ∈
∑l
i=1H
1,p(Vi,E) and δ(v) = w. From here it follows that the
formula Tδ : w 7→ v defines an operator Tδ, which is a splitting of δ. The explicit
construction shows that Tδ is continuous. This completes the proof of Lemma 9.2.1.

9.3. Case of a Stein Curve.
Lemma 9.3.1. Let C be a Stein nodal curve with a piecewise smooth boundary,
and X a complex manifold. Then
i) H1,p(C,X) possesses a natural structure of a complex Banach manifold with
a tangent space TuH
1,p(C,X) =H1,p(C,u∗TX) at u ∈H1,p(C,X).
ii) If C′ ⊂ C is again a nodal curve, then the restriction map H1,p(C,X) →
H1,p(C′,X) is holomorphic, and its differential at u ∈ H1,p(C,X) is again the
restriction map H1,p(C,u∗TX)→H1,p(C′,u∗TX), v 7→ v|C′.
The proof will be given in several steps.
Step 1. Suppose first that the image u(C) lies in the complex chart U ⊂ X
with complex coordinates w = (w1, . . . ,wn) : U
∼=−→ U ′ ⊂ Cn. Then the set
H1,p(C,U) can be naturally identified with the set H1,p(C,U ′), which is an open
set in the Banach space H1,p(C,Cn). This defines on H1,p(C,U) the structure of
a complex Banach manifold with the tangent space TuH
1,p(C,U)∼=H1,p(C,Cn) ∼=
H1,p(C,u∗TU) at the point u ∈H1,p(C,U).
Note that if ut, t ∈ [0,1], is a C1-curve in H1,p(C,U), then the tangent vector v ∈
H1,p(C,u∗TU) to ut at u0 is given by v(z) = ∂u∂t (z) ∈ Tu(z)U . This last expression
does not depend on the choice of the complex coordinates w = (w1, . . . ,wn) : U →
Cn in U . This implies two things.
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First, the complex structure on H1,p(C,U) does not depend on the choice of the
complex coordinates w = (w1, . . . ,wn) : U →Cn in U . Second, for C property ii) of
the lemma is fulfilled.
Thus, if u(C) is contained in a coordinate chart, then Lemma 9.3.1 is proved.
Step 2. Now fix u0 ∈ H1,p(C,X) and suppose that a finite covering {Vi}li=1 of
the curve C is chosen such that first, the conditions of Lemma 9.2.1 are satisfied,
and second, for every Vi Lemma 9.3.1 holds, e.g., every u0(Vi) is contained in some
coordinate chart Ui ⊂X .
Set Vij := Vi ∩ Vj . Choose balls Bij ⊂ H1,p(Vij ,u∗0TX) ∼= Tu0H1,p(Vij ,X)
such that there exists a biholomorhpism ψij : Bij
∼=−→ B′ij ⊂ H1,p(Vij ,X) with
ψij(0) = u0|Vij and dψij(0) = Id : H1,p(Vij ,u∗0TX)→ H1,p(Vij ,u∗0TX). Then take
an open sets Bi ⊂ H1,p(Vi,X) such that u0|Vi ∈ Bi and for every ui ∈ Bi one has
ui|Vij ∈B′ij .
Now, the holomorphic mappings ϕij : Bi → Bij ⊂ H1,p(Vij ,u∗0TX), ϕij : ui 7→
ψ−1ij (ui|Vij ) are uniquely defined. They define a holomorphic map
Φ :
∏l
i=1Bi −→
∑
i<jH
1,p(Vij ,u
∗
0TX)
(ui)
l
i=1 7→ ϕij(ui)−ϕji(uj).
One can easily see that the map Φ defines the condition of compatibility of local
holomorphic mappings ui : Vi→X , namely (ui)li=1 ∈
∏l
i=1Bi define a holomorphic
map u : C → X if and only if Φ(ui) = 0. Moreover, the differential dΦ at point
(u0|Vi) coincides with the co-boundary Cˆech operator (9.1.1). Since C is Stein,
H1(C,u∗0TX) = 0. From Lemma 9.2.1 and the implicit function theorem, we see
that the statements i) and ii) of Lemma 9.3.1 are fulfilled in some neighborhood of
the map u0 ∈H1,p(C,X).
Step 3. One can show that for any Stein nodal curve C and any u ∈ H1,p(C,X)
the statements i) and ii) of Lemma 9.3.1 are fulfilled in some neighborhood of the
mapping u, applying Step 2 sufficiently many times. If, for example, C is an annulus
Ar,R, then one can cover it by the narrow annulai Ari,Ri , 0 < Ri− ri << 1, and
every Ari,Ri with small sectors Vij = {z = ρeiθ ∈ C : ri < ρ < Ri,αj < θ < βj}
0< βj−αj << 1. Details are left to the reader. 
9.4. Degeneration to a Node.
One of the diffuculties in constructing holomorphic families of stable curves with
boundaries comes from the fact that the moduli space of complex structures on the
noncompact surface with boundary Σ does not have a natural complex structure;
moreover it can have an odd real dimension. If, for example, Σ is an annulus, then
it is biholomorhic to the standard annulus Ar,1 with uniquely defined r ∈ (0,1);
thus, the interval (0,1) is a moduli space in this case. In the general case, if Σ
has genus g and k boundary components, then the real dimension of the moduli
space is equal to d = 6g− 6+3k, except in four cases, where Σ is either a sphere
(g = 0, k = 0), a torus (g = 1, k = 0), a disk (g = 0, k = 1) or an annulus (g = 0,
k = 2), see e.g., [Ab]. Note that exactly in this cases the group of biholomorphic
automorphisms of corresponding complex curves (Σ,J) has positive dimension.
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One can correct the situation by introducing additionally k parameters, namely,
fixing k marked points, one on each boundary component. Let A be an annulus
with boundary circles γ0 and γ1 and X be a complex manifold.
Theorem 9.4.1. There exist complex Banach manifolds M(A,X) and C(A,X),
a holomorphic projection πC : C(A,X) → M(A,X) and holomorphic mappings
ev : C(A,X)→X, z1 : C(A,X)→∆, z2 : C(A,X)→∆ and λM :M(A,X)→∆ with
the following properties:
i) for any y ∈ M(A,X) the fiber of the projection Cy := π−1C (y) is a nodal
curve, parameterized by an annulus A; moreover, the mapping (z1, z2) : Cy → ∆2
defines a biholomorphism onto the curve {(z1, z2) ∈ ∆2 : z1 · z2 = λM(y)}; in
particular, Cy is either a standard node if λM(y) = 0, or a holomorphic annulus
{|λM(y)|< |z1|< 1};
ii) the diagram
C(A,X)
(ev,z1,z2)−−−−−−−−→ X×∆2yπC yλ=z1·z2
M(A,X)
λM−−−−−−−−→ ∆
(9.4.1)
is commutative; moreover, for every y ∈M(A,X) the restriction ev|Cy is in
H1,p(Aa,X) with a= λM(y), and mappings ev1 : y ∈M(A,X) 7→ ev|Cy (z−11 (1)) and
ev2 : y ∈M(A,X) 7→ ev|Cy (z−12 (1)) are holomorphic;
iii) let C be an annulus or a nodal curve with smooth boundary ∂C = γ1
∐
γ2,
pi ∈ γi be marked points, and u : C → X be a holomorphic L1,p-smooth mapping,
then there exist a unique y ∈ M(A,X) and a unique biholomorphism ϕ : C → Cy
such that ev◦ϕ = u : C → X zi ◦ϕ(pi) = 1 ∈ ∆; in other words, M(A,X)
parameterizes holomorphic mappings to X from annulai and nodes with marked
points on the boundary;
iv) if the commutative diagram with complex spaces W and Z and holomorphic
mappings
Z
(evZ,z˜1,z˜2)−−−−−−−−→ X×∆2yπZ yλ=z˜1·z˜2
W
λW−−−−−−−−→ ∆
(9.4.2)
possesses the properties i) and ii) , in particular, the fibers Zw := π
−1
Z
(w) should
be the nodal curves with induced maps fw := ev
Z|Zw ∈H1,p(Zw,X), then diagrams
(9.4.1) and (9.4.2) uniquely fit together to form the commutative diagram
Z
F˜−→ C(A,X) (ev,z1,z2)−−−−−−−−→ X×∆2yπZ yπC yλ=z1·z2
W
F−→ M(A,X) λM−−−−−−−−→ ∆
(9.4.3)
here λM ◦F = λW and (ev, z1, z2)◦ F˜ = (ev
Z, z˜1, z˜2);
v) differential dλM : TyM(A,X)→ TλM(y)∆ ∼= C is not degenerate in any point
y ∈ M(A,X), and for any a ∈ ∆ the fiber λ−1
M
(a) is naturally isomorphic to the
manifold H1,p(Aa,X), where Aa is a curve {(z1, z2) ∈∆2 : z1 ·z2 = a}; in particular,
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for any y ∈ M(A,X) there is a biholomorphism Cy ∼= AλM(y) and a natural exact
sequence
0−→H1,p(Cy,u∗TX) ιy−→ TyM(A,X) dλM(y)−→ C−→ 0.
Proof. Let (A,p1,p2) be a smooth annulus with marked points, one on each
boundary component γi ∼= S1, and let J be a complex structure on A. It is known
that (A,J) is biholomorphic to some annulus Ar,1 = {r < |z|< 1}. It is easy to see
that there is only one isomorphism ψ : (A,J)→Ar,1 which smoothly extends to the
diffeomorphism ψ :A→Ar,1 with ϕ(p1) = 1. Put a := ϕ(p2). Now it is obvious that
there is a unique biholomorphism ϕ : (A,J)→ Aa := {(z1, z2) ∈ ∆2 : z1 · z2 = a}
such that ϕ(p1) = 1 ϕ(p2) = a.
Thus, the mapping λ : ∆2 → ∆, λ(z1, z2) = z1 · z2 with a fiber Aa over a ∈
∆ represents a holomorphic moduli space of annulai with marked points on the
boundaries, completed at a = 0 by a standard node. If a 6= 0 the coordinates
zi, i = 1,2, realize an imbedding of each Aa as an annulus into C in such a way
that the circle γi becomes an outer unit circle. When a −→ 0, the annulus Aa
degenerates into a standard node, and each zi becomes a standard coordinate on
the corresponding component of the node.
Remark. In the sequel we denote by Aa an annulus (or corr. a node) with fixed
points a and 1 on the boundary ∂Aa, and also together with uniquely determined
coordinates z1 and z2.
Fix r with 0 < r < 1. For |a| < r define a mappings ζa1 , ζa2 : Ar,1 → Aa as
ζa1 (z) := z and ζ
a
2 (z) := a/z, so that ζ
a
i are the inverse of the coordinates zi.
Consider a mapping
Ψr :
∐
|a|<rH
1,p(Aa,X) −→ H1,p(Ar,1,X)×H1,p(Ar,1,X)×∆(r)
u ∈H1,p(Aa,X) 7→ (u◦ζa1 ,u◦ζa2 ,a).
One easily sees that Ψr is holomorphic on each H
1,p(Aa,X) and the image of Ψr
consists of such triples (u1,u2,a) that each ui ∈ H1,p(Ar,1,X) extends to ui ∈
H1,p(A|a|,1,X) and u2(z) = u1(a/z). Thus Ψr is injective and has closed image.
On the disjoint union M(A,X) :=
∐
a∈∆H
1,p(Aa,X) define the topology induced
by the mappings Ψr. Clearly it agrees with the topologies on each sliceH
1,p(Aa,X).
Our task now is to construct an appropriate holomorphic structure on M(A,X),
which agrees with the above introduced holomorhpic structures on each slice
H1,p(Aa,X), and also with the topology on M(A,X), defined above.
Case 1. Let us start with the special case X = Cn. For a 6= 0 every function
f ∈H1,p(Aa,Cn) in a unique way can be decomposed into a Laurent series f(z1) =∑∞
i=−∞ ciz
i
1. Set f
+(z1) :=
∑∞
i=0 ciz
i
1 and f
−(z1) :=
∑0
i=−∞ ciz
i
1. It is convenient
to consider the function f− as a function of the variable z2 = a/z1; then f−(z2) =∑∞
i=0 c−i(z2/a)
i. One has f+ ∈ H1,p({|z1| < 1},Cn), f− ∈ H1,p({|z2| < 1},Cn),
f+(0) = f−(z2 = 0) = c0, and f(z1) = f+(z1)+f−(a/z1)−c0, so that a pair (f+,f−)
defines the holomorhpic function fˆ ∈ H1,p(A0,Cn). The canonical isomorphisms
H1,p(Aa,C
n)∼=H1,p(A0,Cn) obtained in this was define on
∐
|a|<1H
1,p(Aa,C
n) the
structure of the trivial Banach bundle with base {|a| < 1} and fiber H1,p(A0,Cn),
and thus a structure of a Banach manifold.
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One can see that the mapping Ψr :
∐
|a|<rH
1,p(Aa,C
n)→H1,p(Ar,1,Cn)2×∆(r)
is holomorphic.
Case 2. Let X = U ⊂ Cn be an open subset in Cn. Then M(A,U) is also open in
M(A,Cn) and consequently inherits a holomorphic structure. The natural projec-
tion λM :M(A,U)→∆ becomes holomorphic. One easily sees that the differential
dλM is not degenerate. Thus, we can define a universal family of curves C(A,U)
as a fiber product M(A,U)×∆∆2 with respect to the mappings λM :M(A,U)→∆
and λ : ∆2→∆, which is a complex Banach manifold due to the nondegeneracy of
dλM.
Denote by πC : C(A,U) → M(A,U) the natural projection. Then the fiber Cy
over y ∈M(A,U) is biholomorphic to Aa with a = λM(y). The natural projection
from C(A,U) onto ∆2 induces holomorphic functions z1 and z2 on C(A,U) taking
values in ∆ such that the property i) of Theorem 9.4.1 is satisfied.
Now let a 6= 0 ∈ ∆ and f ∈ H1,p(Aa,Cn). Represent f in the form f(z1) =
f+(z1)+f
−(a/z1)−f0, where f± ∈H1,p(∆,Cn) with f+(0) = f−(0) = f0. Analo-
gously, for f ∈H1,p(A0,Cn) we have f = (f+,f−), where again f± ∈H1,p(∆,Cn)
f+(0) = f−(0) = f0. Consider a holomorphic function f˜(z1, z2) := f+(z1) +
f−(z2)−f0, f˜ ∈H1,p(∆2,Cn). Define mappings e˜va :H1,p(Aa,Cn)×∆2 −→ Cn by
the formula e˜v(f,z1, z2) := f˜(z1, z2). One easily sees that e˜va define a holomorphic
map e˜v : M(A,Cn)×∆2 → Cn. Let ev denote the restriction of this map onto
C(A,Cn)⊂M(A,Cn)×∆2. It is straightforward to check that M(A,Cn), C(A,Cn),
ev : C(A,Cn) → Cn and z1,2 : C(A,Cn) → ∆ satisfy the statements of Theorem
9.4.1.
Thus, for U ⊂ Cn we can define ev : C(A,U)→ U as a restriction ev : C(A,Cn)→
Cn. Statements of Theorem 9.4.1 again remain true. In particular, if G : U →
U ′ ⊂ Cn is biholomorphic, then the natural bijections M(A,U) ∼=−→ M(A,U ′) and
C(A,U)
∼=−→ C(A,U ′) are also biholomorphisms. This means that the complex
structure in M(A,U) does not depend on the imbedding U ⊂ Cn.
Let C = Ar,1 be an annulus and u : C →X be a holomorphic imbedding. Then
du : TC→ u∗TX is an imbedding of holomorphic bundles over C, and this defines a
holomorphic normal bundle as a factor-bundle NC := u
∗TX/TC. Since C is Stein,
the bundle NC is holomorphically trivial. Fix a holomorphic frame σ1, . . . ,σn−1 ∈
H1,p(C,NC), n = dimCX , and also its lift σ˜1, . . . , σ˜n−1 ∈ H1,p(C,u∗TX). Denote
by Bn−1(r) the ball of radius r in Cn−1 with coordinates w = (w1, . . . ,wn−1). As
follows from Lemma 9.3.1, there is a holomorphic map Ψ : C×Bn−1(r)→X such
that ∂Ψ/∂wi|z∈C,w=0 = σi(z). Thus Ψ is biholomorphic in the neighborhood of
C ≡ C×{0}. In particular, for r sufficiently small an image U := Ψ(C×Bn−1(r))
is a coordinate chart with coordinates (z,w1, . . . ,wn−1).
Step 3. Consider a general case where C ∼= Aa is arbitrary, and u : C → X is a
holomorphic map.
If a = 0, then C is a node; thus, there exists a neigborhood V0 of the nodal
point such that its image u(V 0) lies in some coordinate chart of X . If a 6= 0 and
the image u(C) is not contained in any chart of X , then u is not constant. Thus,
for some |a|< r < 1 mapping u will be an imbedding in some neighborhood of the
circle S1r := {|z1|= r} ⊂ C ∼= {|a|< |z1|< 1}.
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In all cases there is a covering {V0,V1,V2} of C = {(z1, z2) ∈ ∆2 : z1 · z2 = a} of
the form V1 = {(z1, z2) ∈ C : r1 < |z1| < 1}, V2 = {(z1, z2) ∈ C : r2 < |z2| < 1},
V0 = {(z1, z2) ∈ C : |z1| < R1, |z2| < R2}, where 0 < r1 < R1 < 1, 0 < r2 < R2 < 1,
r1 ·R2 > |a| < r2 ·R1, and V0 is such that the image u(V 0) lies in some chart U of
X .
|z2|
1
R2
r2
V2
V0
V1
|z1|
r1 R1 1
Fig. 17. Covering {V0,V1,V2}.
In this figure curve Aa is drawn in boldface
as a piece of the parabola, the elements of
the covering V0, V1 V2 by broken lines.
Fix coordinate z1 on V1 and coordinate z2 on V2. On V0 define new coordinates
z˜1 := z1/R1 and z˜2 := z2/R2, and also the marked points p˜1 :=R1 and p˜2 := a/R2.
Set a˜ := a/(R1R2). Then V0 ∼= Aa˜ = {(z˜1, z˜2) ∈ ∆2 : z˜1 · z˜2 = a˜} with z˜i(p˜1) = 1.
It is easy to see that the change of the complex parameter a = z1z2 on C, which
parameterizes the holomorphic structures of annulai with marked points on the
boundary, can be reduced to the change of the analogous parameter in V0. Namely,
let C′ ∼= Aa′ = {(z1, z2) ∈ ∆2 : z1 · z2 = a′} be obtained as a result of a small
deformation of a. Put a˜′ := a′/(R1R2). Look on C′ as the result of patching of
complex curves V ′0 , V1 V2, where V
′
0 , V1 and V2 are defined in ∆
2 in the same way
V ′0 = {(z1, z2) ∈ C′ : |z1| < r1, |z2| < r2}, Vi = {ri < |zi| < 1} when i = 1,2, but now
the coordinates (z1, z2) satisfy a new relation z1 · z2 = a′, and V ′0 ∼=Aa˜′ .
Thus, for a sufficiently small neighborhood W ⊂ M(A,X) of the curve (C,u)
over X a holomorphic map is defined as
Θ : W −→ M(A,U)×H1,p(V1,X)×H1,p(V2,X);
Θ : (C′,u′) 7→ ((Aa˜′ ,u|V ′0 ), u|V1 , u|V2).
On the other hand, a couple of maps u0 : V
′
0 → X , u1 : V1 → X and u2 : V2 → X
define a map u′ : C′→X , exactly where u1 coincides with u0 on W1 := V1∩V ′0 , and
u2 coincides with u0 on W2 := V2∩V ′0 . Note that domains Wi ⊂ Vi do not change
in the process of deformation of the complex structure on C. A construction of
gluing from Step 2 of the proof of Lemma 9.3.1 finishes the proof of the theorem.

9.5. Banach Analytic Structure on the Stable Neighborhood.
We are prepared now to prove the main result of this lecture.
Theorem 9.5.1. Let (X,J) be a complex manifold, and (C0,u0) a stable complex
curve over X, parameterized by a real surface Σ. There exists a b.a.s.f.c. M and C
and holomorphic maps F : C−→X and π : C−→M such that
a) for any λ ∈M a fiber Cλ = π−1(λ) is a nodal curve parameterized by Σ, and
Cλ0
∼= C0 for some λ0;
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b) for Fλ := F |Cλ a pair (Cλ,Fλ) is a stable curve over X; moreover Fλ0 = u0;
c) if (C′,u′) is a stable curve over X, sufficiently close to (C0,u0) in the Gromov
topology, then there exists λ′ ∈M such that (C′,u′) = (Cλ′ ,Fλ′);
d) for an appropriate N∈N and for a small ball B in Banach space
H1,p(C0,u
∗
0TX)⊕CN b.a.s.f.c. M is realized as a zero set of a holomorphic map
Φ from B to the finite dimensional space H1(C,u∗0TX).
Proof. The proof is based on the construction of local deformations of stable
curves and on the analysis of the gluing of local models.
Let (C0,u0) be a stable curve over a complex manifold X with parameterization
σ0 : Σ → C0. Using Proposition 3.2, fix a covering {Vα,Vαβ} of the surface Σ,
having properties i)–vi) of the above-mentioned proposition. In particular, there
exist biholomorphisms ϕ0αβ : σ0(Vαβ)−→Aλ0αβ . From i)–vi) it follows that for every
couple λ := (λαβ), sufficiently close to λ
0 := (λ0αβ), there is a nodal curve C and
parameterization σ : Σ → C such that properties i–vi remain true and there exist
biholomorphisms ϕαβ : σ(Vαβ) −→ Aλαβ . In particular, the complex structures on
each σ(Wαβ) do not change. Moreover, in Vαβ there exist holomorphic coordinates
z1 and z2 such that z1|Wα,β and z2|Wβ,α do not change by changing λαβ , and
z1 ·z2 ≡ λαβ. This means that a disk ∆αβ := {λαβ : |λ0αβ−λαβ |6 ε} parameterizes
a holomorphic family of curves of the type σ(Vαβ).
One can illustrate the changing of the complex structure in Vαβ by the following
picture.
︸ ︷︷ ︸
Vα ︸ ︷︷ ︸
Vβ
Vαβ︷ ︸︸ ︷
︸︷︷︸
Wαβ
︸︷︷︸
Wβα
Fig. 18.
In this picture one sees Vαβ toge-
ther with adjacent sets Vα and Vβ .
One can suppose that by varying
λαβ, the complex structure varies
only in the shaded domain.
Let N ∈ N be the number of the elements of our covering of the type Vαβ = Vβα.
Then for sufficiently small ε > 0 the polydisk
∆Nλ := {λ := (λαβ) : |λ0αβ−λαβ |6 ε}
parameterizes a holomorphic family of nodal curves {Cλ}λ∈∆N
λ
. Every curve Cλ =
σ(Σ) is obtained by gluing the pieces σ(Vα) and σ(Vαβ). Denote M :=
∪λ∈∆N
λ
H1,p(Cλ,X). Since σ(Vα) does not contain nodal points and the complex
structures on σ(Vα) are constant and do not depend on λ= (λαβ), we can suppose
that Vα are complex curves. We have natural isomorphisms σ(Vαβ)∼= Aλαβ . Thus,
the following map is well- defined
Θ : M −→ ∏αH1,p(Vα,X) ×∏αβM(Vαβ,X)
Θ : (Cλ,u) 7→
(
u|Vα ,(λαβ,u|Vαβ )
)
.
It is easy to see that a couple
(
uα,(λαβ,uαβ)
) ∈∏αH1,p(Vα,X)×∏αβM(Vαβ ,X)
belongs to the image of Θ, exactly if for all pairs (α,β) the gluing conditions
uα|Wα,β = uαβ |Wα,β are fulfilled.
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Let us repeat the gluing procedure from Step 2 of Lemma 3.6. For this take the
balls
Bα ⊂H1,p(Vα,u∗0TX) ∼=Tu0H1,p(Vα,X)
Bαβ ⊂H1,p(Vαβ,u∗0TX)⊕C∼=Tu0M(Vαβ,X)
B′α,β ⊂H1,p(Wα,β,u∗0TX) ∼=Tu0H1,p(Wα,β,X)
such that there exist biholomorphisms
ψα : Bα
∼=−→ψα(Bα) ⊂H1,p(Vα,X)
ψαβ : Bαβ
∼=−→ψαβ(Bαβ) ⊂M(Vαβ,X)
ψ′α,β :B
′
α,β
∼=−→ψ′α,β(B′α,β)⊂H1,p(Wα,β,X)
having the properties
ψα(0) =u0|Vα , dψα(0) = Id : Tu0H1,p(Vα,X)→ Tu0H1,p(Vα,X),
ψαβ(0) =u0|Vαβ , dψαβ(0) = Id : T(λ0α,β ,u0)M(Vα,X)→ T(λ0α,β ,u0)M(Vα,X),
ψ′α,β(0)=u0|Wα,β , dψ′α,β(0)= Id : Tu0H1,p(Wα,β,X)→ Tu0H1,p(Wα,β,X).
Shrinking the balls Bα and Bαβ, if nessessary, we can suppose that for all ξα ∈Bα
and ξαβ ∈Bαβ the restrictions ψα(ξα)|Wα,β and ψαβ(ξαβ)|Wα,β belong to the image
ψ′α,β(B
′
α,β). Consider a holomorphic map
Ψ :
∏
αBα×
∏
α<βBαβ −→
∑
α,βH
1,p(Wα,β,u
∗
0TX)
Ψ : (vα, vαβ) 7→ ψ′ −1α,β
(
ψα(vα)|Wα,β
)−ψ′ −1α,β (ψαβ(vαβ)|Wα,β).
As in analogous situations, which have already appeared in this paper, the map
Ψ gives the gluing condition of local holomorphic maps ψα(vα) : Vα → X and
ψαβ(vαβ) : Vαβ → X . Thus we can identify M∩
∏
αBα×
∏
α<βBαβ with the set
Ψ−1(0).
Let us study in detail the behavior of Ψ in the point y0 ∈
∏
Bα ×
∏
Bαβ,
y0 =
(
ψ−1α (u0|Vα),ψ−1αβ (u0|Vαβ )
)
, Ψ(y0) = 0 ∈
∑
α,βH
1,p(Wα,β,u
∗
0TX). One easily
sees that the tangent space at y0 is
Ty0
(∏
Bα×
∏
Bαβ
)
=
∑
α
H1,p(Vα,u
∗
0TX)⊕
∑
αβ
H1,p(Vαβ,u
∗
0TX)⊕CN ,
and the differential dΨ(y0) on the summand
∑
H1,p(Vα,u
∗
0TX)⊕
∑
H1,p(Vαβ ,
u∗0TX) coincides with the Cˇech codifferential (9.1.1) with respect to the covering
{Vα,Vαβ} of the curve C0. By Lemma 9.2.1 we can represent
∑
H1,p(Wα,β,u
∗
0TX)
as a direct sumW⊕Q, whereW= Im(dΨ(y0)), and Q is isomorphic to H1(C0,u∗0TX)
and of finite dimension. Let ΨW and ΨQ be the components of Ψ = (ΨW,ΨQ) with
respect to this decomposition, and let M˜ := Ψ−1
W
(0). By Lemma 9.2.1 and the
implicit function theorem, M˜ is a complex submanifold in
∏
Bα×
∏
Bαβ with a
tangent space at y0 ∈ M˜ equal to H1,p(C0,u∗0TX)⊕CN , and M is defined in M˜ as
a zero set of a holomorphic mapping Φ := ΨQ|M˜ : M˜ → Q ∼= H1(C,u∗0TX). This
defines on M a structure of the Banach analytic set of finite definition.
All that remains is to construct the corresponding holomorphic family of nodal
curves π : C→M and the holomorphic mapping F : C→X . Note that to each ball
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Bα we can naturally associate a trivial family πα : Cα := Bα× Vα → Bα, and to
each ball Bαβ a holomorphic family παβ : Cαβ →Bαβ , with fiber π−1αβ (vαβ) equal to
Aλαβ , where λαβ is uniquely determined by the relation ψαβ(vαβ) = (λαβ,uαβ) ∈
M(Vαβ,X).
Extend these families to the families π˜α : C˜α →
∏
Bα×
∏
Bαβ and π˜αβ : C˜αβ →∏
Bα ×
∏
Bαβ. It is obvious that C˜α and C˜αβ canonically patch into a globally
defined family of nodal curves π˜ : C˜→∏Bα×∏Bαβ. C will be a Banach manifold.
Moreover, we shall obtain correctly defined holomorphic maps Fα : C˜α → X and
Fαβ : C˜αβ → X such that for z ∈ Vα one has F (vα, vαβ , z) := ψα(vα)[z] plus
analogous relations for Fαβ .
Let us define C as a restriction C := C˜|M. Note that the restriction of the trivial
holomorphic family C˜α = Vα×
∏
Bα×
∏
Bαβ M is also a trivial holomorphic family.
Thus, C is a b.a.s.f.d. in the neighborhood of the points y ∈ C∩C˜α. Analogously,
every holomorphic family of curves C˜αβ is defined in the trivial bundle ∆
2×∏Bα×∏
Bαβ
pr−→∏Bα×∏Bαβ by the condition z1 · z2−λαβ = 0, where λαβ : Bαβ →∆
is a holomorphic parameter of the deformation of the complex structure in Vαβ ,
and z1 with z2 are the standard coordinates in ∆
2. So C is a b.a.s.f.d. also in the
neighborhood of points y ∈ C∩ C˜αβ. Since M was defined by the condition of the
coincidence of local mappings Fα and Fαβ ; thus, on C a global holomorphic map
F : C→X is defined.
Properties a), b) and d) of Theorem 9.5.1 for M, C and F follow directly from
the construction, and one obtains property c) by using Theorem 5.3.2. 
9.6. Drawing Families of Curves.
In the proof of the Continuity Principle for meromorphic mappings, which we
need in this paper (see Theorem 4.2 of the next paragraph or Theorem 5.1.3 from
[I-S]), we use the following consequence of the main results of the present paragraph.
Let (Cn,un) be a sequence of irreducible stable curves over X , converging to a
stable curve (C∞,u∞).
Lemma 9.6.1. There is an index N and a complex (maybe singular) surface Z
with holomorphic mappings πZ : Z → ∆ and F : Z → X, which define together a
holomorphic family of stable nodal curves over X, joining (CN ,uN ) with (C∞,u∞).
More precisely, the following are true:
1) For every λ ∈∆ the fiber Cλ = π−1Z (λ) is a connected nodal curve with boundary
∂Cλ; a pair (Cλ,uλ) with uλ := F |Cλ is a stable curve over X.
2) All curves Cλ, except for finite numbers, are connected and smooth.
3) (C0,u0) is equal to (C∞,u∞), and there exists λN ∈ ∆ such that (CλN ,uλN ) =
(CN ,uN ).
4) There exist open sets V1, . . . ,Vm in Z such that each Vj is biholomorphic to
∆×Aj, where Aj is an annulus. Moreover, the diagram
Vj
∼=−→ ∆×Aj
π ↓ ↓ π∆
∆ = ∆
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is commutative; each annulus Cλ∩Vj ∼= {λ}×Aj is adjacent exactly to one of the
components of the boundary ∂Cλ, and the number m of domains Vj is equal to the
number of the boundary components of each curve Cλ.
Remark. This lemma was stated without proof in Proposition 5.1.1 from [I-S].
Proof. Let πC : C→ M and ev : C→ X define a complete family of holomorphic
deformations of the stable nodal curve over X (C∞,u∞), constructed in Theorem
9.4.1. Let λ∗ ∈M parameterize the curve (C∞,u∞). Choose a sequence λn −→ λ∗
M such that (Cn,un)∼= (π−1C (λn),ev|π−1
C
(λn)
) for all sufficiently big n.
While (C∞,u∞) = (π−1C (λ
∗),ev|π−1
C
(λ∗)) lifts in the neighborhood of the boundary
of Uˆ , thus by shrinking M, if nessessary, we can suppose that this is true for all
λ ∈M.
By Theorem 9.5.1 the space M is a b.a.s.f.d. therefore, we can apply Theorem
9.1.1. In particular, there are only finitely many irreducible components at λ∗ of
M. Let M1 be a component of M, which contains infinitely many λn. Represent
M1 in the neighborhood of λ
∗ as a proper ramified covering π1 : M1 → B1 over a
Banach ball B1. If ∆ is an imbedded disk in B1, then π
−1
1 (∆) is a one-dimensional
analytic set, irreducible components which can be also parameterized by the disks.
Thus, there exists a holomorphic mapping ϕ : ∆→M1, passing through λ∗ and λN
for some N >> 1. The pre-image of the family πC : C→M with respect to ϕ defines
a holomorphic family of stable nodal curves over ∆ with total space πZ : Z → ∆
and mapping F : Z→X , containing (C∞,u∞) and (CN ,uN ).
While CN is smooth, the general fiber Cλ = π
−1
Z (λ), and again is smooth. Taking
if nessessary a smaller disk, we can suppose that Cλ are singular only for a finite
number of λ ∈ ∆. All other properties 1)–5) follow from the construction of the
family πZ : Z →∆ and a mapping F : Z→X . 
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Lecture 10
Envelopes of Meromorphy of Two-Spheres.
10.1. Continuity Principles Relative to Ka¨hler Spaces.
Our aim in this paragraph is to prove Theorem 4.1 and give some corollaries from
it. First of all we need an appropriate form of the so- called “continuity principle”
for the extension of meromorphic mappings.
For the notion of meromorphic mapping from a domain U in a complex manifold
into a complex manifold (or space) Y we refer to [Rm]. We only point out here
that meromorphic mappings into Y = CP1 are exactly meromorphic functions on
U , see [Rm].
Definition 10.1.1. A Hermitian complex space Y is called disk-convex if, for any
sequence (Cn,un) of smooth curves over Y parameterized by the same surface Σ,
such that
1) area(un(Cn)) are uniformly bounded and
2) un C
1-converges in the neighborhood of ∂Cn,
there is a compact K ⊂ Y which contains all un(Cn).
This definition obviously carries over to the case where Y is a symplectic man-
ifold. In this case one should consider (Cn,un) as Jn-holomorphic curves, with Jn
converging to some J (everything in C1-tology) and all structures being tamed by
a given symplectic form.
Let U now be a domain in the complex manifold X , and Y is a complex space .
Definition 10.1.2. An envelope of meromorphy of U relative to Y is the largest
domain (UˆY ,π) over X, which contains U (i.e., there exists an imbedding i : U →
UˆY with π ◦ i = Id) such that every meromorphic map f : U → Y extends to a
meromorphic map fˆ : UˆY → Y .
Using the Cartan-Thullen construction for the germs of meromorphic mappings
of open subsets of X into Y instead of germs of holomorphic functions, one can
prove the existence and uniqueness of the envelope.
Proposition 10.1.1. For any domain U in the complex space X and for any
complex space Y there exists a maximal domain (UˆY ,π) over X, containing U such
that every meromorphic mapping f : U −→ Y extends to a meromorphic mapping
fˆ : UˆY −→ Y . Such a domain is unique up to a natural isomorphism.
See [Iv-1] for details.
Theorem 10.1.2. (Continuity Principle-I). Let X be a disk-convex complex surface
and Y a disk-convex Ka¨hler space. Then the envelope of meromorophy (UˆY ,π) of
U relative to Y is also disk-convex with respect to the pulled-back Ka¨hler form.
This result can be reformulated in more familar terms as follows.
Let {(Ct,ut)}t∈[0,1] be a continuous (in a Gromov topology) family of complex
curves over X with boundaries, parameterized by a unit interval. More precisely,
for each t ∈ [0,1[ a smooth Riemann surface with boundary (Ct,∂Ct) is given
together with the holomorphic mapping ut : Ct −→ X , which is C1-smooth up to
the boundary. Note that C1 is not supposed to be smooth, i.e., it can be a nodal
curve!
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Suppose that in the neighborhood V of u0(C0) a meromorphic map f into the
complex space Y is given.
Definition 10.1.3. We shall say that the map f meromorphically extends along
the family (Ct,ut) if for every t ∈ [0,1] a neighborhood Vt of ut(Ct) is given, and
given a meromorphic map ft : Vt −→ Y such that
a) V0 = V and f0 = f ;
b) if Vt1 ∩Vt2 6=∅ then ft1 Vt1∩Vt2 = ft2 Vt1∩Vt2 .
Theorem 10.1.3. (Continuity Principle-II) Let U be a domain in the complex
surface X. Let {(Ct,ut)}t∈[0,1] be a continuous family of complex curves over X
with boundaries in U1, a relatively compact subdomain in U . Suppose moreover
that u0(C0) ⊂ U and that Ct for t ∈ [0,1[ are smooth. Then every meromorphic
mapping f from U to the disk-convex Ka¨hler space Y extends meromorphically along
the family (Ct,ut).
Taking an image manifold Y complex line C or CP1 we obtain the continuity
principles for holomorphic or meromorphic functions. When it is necessary to em-
phasize that we are considering the mappings into a certain manifold Y , we shall
refer to the statement above as the continuity principle relative to Y or c.p. for the
meromorphic mappings into Y .
The discussion above leads to the following
Corollary 10.1.4. If we have the domain U in a complex surface X, a Ka¨hler space
Y and a family {(Ct,ut)} satisfying the conditions of the “continuity principle”,
then the family {(Ct,ut)} can be lifted onto UˆY , i.e., there exists a continuous
family {(Ct, uˆt)} of complex curves over Uˆ such that π ◦ uˆt = ut for each t.
Of course the point here is that the mapping can be extended to the neighborhood
of u1(C1), which is a reducible curve having in general compact components. This
makes our situation considerably more general than the classical one, i.e., when X
is supposed to be Stein; compare with [Ch-St].
Remark. Let us explain the meaning of this theorem by an example. Let X
be disk-convex and U ⊂ X some domain. Furthermore, let f : U → Y be a
meromorphic map and {(Cn,un)} a sequence of stable complex curves over X ,
converging in the Gromov topology to (C∞,u∞). Suppose that the images of the
boundaries un(∂Cn) and u∞(∂C∞) are contained in U . Suppose also that f extends
along every curve un(Cn). This means that there exists a complex surface Vn,
containing Cn, and a locally biholomorphic map u
′
n : Vn→X such that u′n|Cn = un
and f meromorphically extend from u′n
−1U onto the whole Vn.
The latter is equivalent to the lift of the curves (Cn,un) into the envelope Uˆ ,
i.e., to the existence of holomorphic mappings uˆn : Cn → Uˆ such that πˆ ◦ uˆn = un.
In other words, one can take as Vn a neighborhood of the lift of Cn into Uˆ . One
easily sees that the curves (Cn, uˆn) are stable over Uˆ , have uniformly bounded areas
and converge in the neighborhood of the boundary ∂Cn. By Theorem 10.1.2 and
by the Gromov compactness theorem , some subsequence (Cn, uˆn) converges to the
Uˆ -stable curve (C∞, uˆ∞), and πˆ ◦ uˆ∞ = u∞. This means that f extends along the
curve u∞(C∞). Thus, Theorem 4.2 is a generalization of the E. Levi continuity
principle.
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10.2. Proof of the Continuity Principle.
Suppose that there is a subsequnce of our sequence, which we still denote by
(Cn,un) and which is not contained in any compact subset of the envelope (UˆY ,π).
Put vn = π ◦un and consider our sequence as a sequence (Cn, vn) of stable curves
over X . While the areas are bounded, we can suppose that this sequence converges
in the Gromov topology by the disk-convexity of X . Denote by (C0, v0) its limit.
For N sufficiently large take a holomorphic family (C,π,V) joining (CN , vN ) with
(C0, v0) as in Lemma 9.6.1.
Let f : UˆY → Y be some meromorphic mapping of our envelope into a disk-
convex Ka¨hler space Y . Composing f with V, we obtain a meromorphic map h :=
f ◦V :
⋃
Uj ∪π−1(V (λN ))→ Y . Here V (λN ) is a suffuciently small neighborhood
of λN ∈∆.
Denote by W the maximal connected open subset of ∆ containing V (λN ) such
that h meromorphically extends onto
⋃
Uj ∪π−1(W ). We want to prove that W =
∆. Denote by Γfλ the graph of the restriction f |Cλ . Fix some Hermitian mertic
on C.
Lemma 10.2.1. For any compact K ⊂ ∆ there is a constant MK such that
area(Γfλ)6MK for all λ ∈W ∩K.
Proof. Shrinking C if nessessary, we can suppose that f has only a finite number
of points of indeterminancy in
⋃
jUj . Denote by SW the discrete subset in W ,
which consists of points s ∈W such that either the fiber Cs is singular or s is the
projection of the indeterminancy points of f |C|W . Fix a point λ1 ∈W \SW . Take
a path γ : [0,1] → W \ SW connecting λ1 with some λ2 ∈ W \ SW . Take some
relatively compact in W \SW neighborhood V of γ([0,1]).
Recall that a Ka¨hler metric on a complex space Y consists of a locally finite
covering {Vα} of Y and strictly plurisubharmonic functions ϕα on Vα such that
ϕα − ϕβ are pluriharmonic on Vα ∩ Vβ . The sets {f−1(Vα)} form a covering of
π−1(V ) and ddcf∗ϕα = w is a correctly- defined semi-positive closed form on
π−1(V ). We have
area(Γfλ) = area(Cλ)+
∫
Cλ
w.
By the Stokes formula∫
Cγ(0)
w−
∫
Cγ(1)
w =
∫
∪tCγ(t)
dw−
∫
∪t∂Cγ(t)
w =
=
∫
∪t∂Cγ(t)
w.
This is obviously uniformly bounded on λ2 ∈ K \SW , which implies the uniform
bound in K by the Gromov (or Bishop, in this case) compactness theorem.

Lemma 10.2.2. Mapping h meromorphically extends onto C.
Proof. Let us prove first that h meromorhpically extends onto C minus the singular
fiber C0, i.e., that W ⊃∆\{0}.
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The same arguments as in [Iv-2] (the only difference being that in [Iv-2] curves
Cλ were disks) show that (∆∩ ∂W ) \ ({0}) is an analytic variety. Now, using a
Thullen-type extension theorem of Siu, see [Si-1], we can extend h onto C\C0.
Denote by Cˆ0 the union of compact components of C0. We shall show that Cˆ0
contracts to a finite number of normal points. To prove this we can suppose that
Cˆ0 is connected. Otherwise, we can apply the same arguments as below to the
connected components. We shall now prove that Cˆ0 contracts to a normal point.
Denote by E1, ...,En the irreducible components of Cˆ0. All we must prove is that
the matrix (Ei,Ej) is negatively defined, see [Gra]. Denote by li the multiplicity
of Ei. Thus Cˆ0 = Σ
n
i=1li ·Ei. Denote by M the Z-module generated by E1, ...,En
with scalar product defined by intersection of divisors. Put D = Cˆ0. Then we have
1) Ei ·Ej > 0 for i 6= j;
2) D ·Ei 6 0 for all i, because this number is not more than the intersection of Ei
with the nonsingular fiber Cλ.
By Proposition 3 from [Sh], v.1, Appendix I, we have A ·A 6 0 for all A ∈ M
and A ·A = 0 iff A is proportional to D. But D ·D < Cˆ0 ·Cλ = 0, where Cλ is a
smooth fiber. This proves that (Ei ·Ej) is negatively defined.
Therefore, all that is left to prove is that the normal point is a removable singu-
larity for the meromorphic mappings into a disk-convex Ka¨hler space.
Let (C, s) be a germ of two-dimensional variety with an isolated normal singular-
ity s. Let a meromorphic map h : C\{s}→ Y be given. Realize C as a finite proper
analytic cover over a bi-disk ∆2 with s being the only point over zero. Denote by
p : C→∆2 this covering.
The composition h◦p−1 is a multivalued meromorphic map from ∆2 \{0} to Y .
This can be extended to the origin, see [Si-1]. Consider the following analytic set
in C×Y :
Γ = {(x,y) ∈ C×Y : (p(x),y) ∈ Γh◦p−1}.
The irreducible component of Γ, which contains Γh, will be the graph of the exten-
sion of h onto C.

Let us turn to the proof of the theorem. We have a holomorphic family C→ ∆
of stable curves (Cλ, vλ) over X such that:
1) (Cλ0 , vλ0) = (C0, v0);
2) h = f ◦V extends meromorphically onto C, where V : C→ X is an evaluation
map.
We want to lift this family to the envelope (UˆY ,π). Denote by E1, ...,El the set
of all irreducible curves in C which are contracted by V : C→ X to the points. It
follows that C \⋃lj=1Ej lifts to the envelope by the Cartan-Thullen construction.
Note further that Ej do not intersect
⋃m
j=1Uj . That is why either Ej ⊂ Cˆ0 is
a compact component of singular fiber or projects surjectively on ∆ under the
projection π : C→∆. In the second case it intersects C0 and the point u(C0∩Ej)
lifts to the envelope. This proves that C\ Cˆ0 lifts to the envelope. More precisely,
we have shown that C\ Cˆ′0 lift to the envelope, where Cˆ′0 is a union of all compact
components of the singular fiber mapped by V into the points.
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Denote by Cˆ some connected subset of Cˆ′0 and choose its neighborhood V not
to intersect other components of Cˆ′0. Then V maps V onto the neighborhood of the
point V(Cˆ) in X . Now it is clear that this point lifts to the envelope.
Thus, we have proved that (C0, v0) lifts to the envelope (UˆY ,π) of U . This implies
that (Cn,un) should lie in a compct subset of UˆY . This is the desired contradiction.

Let us give one corollary of the Continuity Principle just proved.
Corollary 10.2.3. Let X be a complex surface with one singular normal point p.
Let D be a domain in X, ∂D ∋ p. Suppose there is a sequence (Cn,un) of stable
curves over X converging to (C0,u0) in a Gromov topology and such that
a) there is a compact K ⊂D with un(∂Cn)⊂K for all n;
b) p ∈ u0(C0).
Then every meromorphic function from D extends to the neighborhood of p.
To our knowledge this statement is new also for holomorphic functions.
10.3. Construction of Envelopes - I.
We are now ready to give the proof of Theorem 4.1, first under some technical
assumptions to clarify the main idea. Then in the next paragraph the general case
will be considered.
Let a Ka¨hler surface (X,ω) be fixed and some symplectic immersion u :→2→X ,
with only positive double intersections be given. Our technical assumptions for the
moment will be the following:
1. We suppose that c1(X)[M ] is not only positive but moreover bigger than the
sum δ of double points of M := u(→2).
2. X is supposed to be “positive” in the sense that for any almost-complex structure
J ∈ Jω and J-complex sphere C satisfies [C]2 > 0.
As we have already mentioned, those conditions will be eliminated in the next
paragraph.
Now let f be a meromorphic function in some neighborhood U of M . Fix some
relatively compact U1 ⋐ U containing M . Let {Jt}t∈[0,1] be a family of C1-smooth
almost complex structures on the 4-manifold X constructed in Lemma 1.4.2. We
lift the structures Jt onto the envelope (Uˆ ,π) in such a way that those liftings are
standard on Uˆ \ i(U1), where i : U → Uˆ is a canonical imbedding.
For t= 1 our J1-holomorphic sphere M =M1 is given. By assumption c1(X)[M ]
δ1 = p> 1. Here δ1 = δ is the geometric self-intersection of M1, i.e., the number of
double points. From Theorem 8.4.1 we get a family Mt = f(Jt) of Jt-holomorphic
curves for t sufficiently close to 1, where f : V ⊂ J→ S×JS×J is a local section of
prJ constructed in Theorem 8.4.1.
Definition 10.3.1. We say that the family {Mt}t∈(tˆ,1] of (possibly reducible) Jt-
holomorphic curves is semi-continuous if there exist a (maybe infinite) partition of
the interval (tˆ,1] of the form 1 = t0 > t1 > .. . > tn > .. . with tn ց tˆ, natural
numbers 1 =N0 6N1 6 . . .6Nn 6 . . . , Jt-holomorphic maps ut :
⊔Ni
j=1S
j
i →X for
(ti+1, ti] with Mt := ut(
⊔Ni
j=1S
j
i ) such that
i) ut : (ti+1, ti]×
⊔Ni
j=1S
j
i →X is a continuous map;
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ii) area(Mt) are uniformly bounded from above;
iii) H-limtցti+1 Mt :=M ti+1 ⊃Mti+1 .
The inclusion M ti+1 ⊃ Mti+1 means that Mti+1 has no other components than
those of M ti+1 .
We say that {Mt} is a family of spheres if all Sji are spheres.
Let T be the infimum of such tˆ, for which there is a semi-continuous family
{Mt}t∈(tˆ,1] of spheres such that for all irreducible components M1t , . . .MNit of Mt,
t ∈ (ti+1, ti], one has
a) c1(X)[M
j
t ]− δjt −κjt = pjt > 1;
b)
∑Ni
j=1 p
j
t > p.
Here κjt is the sum of the Milnor numbers of cusp points of M
j
t , see Appendix 2.
We allow the existence of multiple components, i.e., that some of M jt can coincide.
The set T is open by Theorem 8.4.1. To prove the closeness of T , we note that
since all Jt are tamed by the same form ω, the areas of a Jt-holomorphic curve are
uniformly in t estimated from above and below by
∫
Mt
ω. Moreover, since M ti+1 ⊃
Mti+1 , we obtain
∫
Mti
ω 6
∫
Mti+1
ω. In particular, this implies that the sequence
{Ni} is bounded from above, and hence stabilizes for i big enough. From Gromov’s
compactness theorem and disk-convexity of the envelope (Theorem 2.2.2)we obtain
that for every j = 1, . . . ,Ni the sequence {M ji }∞i=1 has a subsequence, still denoted
in the same way, which converges to a Jtˆ-holomorphic curve M
j ⊂ UˆY .
To simplify the notations, we drop the upper index j from now on and write
M instead M
j
, having in mind that we can do the same constructions for all j =
1, . . . ,Ni. Note that all irreducible components of M are Jtˆ-holomorphic spheres.
We write M =
⋃d
k=1mk ·Mk, where Mk are distinct irreducible components of M
with the multiplicities mj > 1. The genus formula for M now has (because of
multiplicities!) the following form:
0 =
[M ]2− c1(X)[M ]
2
+
d∑
k=1
mk−
d∑
k=1
mk(δk+κk)−
∑
k<l
mk ·ml[Mk] · [Ml]
−
d∑
k=1
mk(mk−1)
2
[Mk]
2. (10.3.1)
The formula can be obtained by taking the sum of the genus formulas for each
Mk and then completing the sum
∑d
k=1mk[Mk]
2 to [M ]2. Here δk and κk denote
self-intersection and Milnor numbers of Mk. We also have
κ
j
i + δ
j
i =
[M ji ]
2− c1(X)[M
j
i ]
2
+1. (10.3.2)
Note that [M ]2 = [M ji ]
2 and c1(X)[M ] = c1(X)[M
j
i ] for i sufficiently big, and
that
∑
k<lmkml [Mk][Ml] >
∑d
k=1mk− 1, because the system of curves
⋃d
k=1Mk
is connected. From (10.3.1) and (10.3.2) we obtain
d∑
k=1
mk(δk+κk)+
d∑
k=1
mk(mk−1)
2
[Mk]
2 6 δji +κ
j
i
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and
d∑
k=1
mkc1(X)[Mk] = c1(X)[M
j
i ].
Using positivity of (X,ω), i.e., the property [Mk]
2 > 0, we obtain
d∑
k=1
mk
(
c1(X)[Mk]− δk−κk
)
> c1(X)[M
j
i ]− δji −κji = pj .
Thus we can choose among M1, . . . ,Md the subset with properties a) and b).
Returning to the old notations, we can “correct” allM
j
, choosing an appropriate
subset M j ⊂M j . Now applying Theorem 8.4.1 to allM j, we can extend our family
{Mt} in a neighborhood of tˆ, and hence define it for all t ∈ [0,1].
For t= 0 we get the next statement.
The next rigidity property of symplectic imbeddings is a straightforward corol-
lary from this theorem.
Corollary 10.3.2. Let M1 and M2 be two symplectically imbedded spheres in CP
2.
Then any biholomorphism of a neighborhood of M1 onto a neighborhood of M2 is
fractional linear.
10.4. Construction of Envelopes - II.
Let us now give the proof in the general case. In fact, the proof works not only
for the meromorphic functions but also for the meromorphic mappings into any
disk-convex complex Ka¨hler space Y .
Theorem 10.4.1. Let u :→2→ X be a symplectic immersion of the sphere →2
into a disk-convex Ka¨hler surface X such that M = u(→2).
Let u : S2 →X be a symplectic immersion of a sphere, having also positive self-
intersections. Let U be a relatively compact domain in X, which contains M :=
u(S2). Denote by (UˆY , πˆY ) its envelope of meromorphy relative to Y .
Step 1. There exists an (ω-tamed) J0 ∈ JU such that M is J0-holomorphic.
This was proved in Lemma 1.1.2 of [I-S]. Moreover, there exists a smooth homo-
topy h : [0,1]→ JU joining J0 = h(0) and Jst = h(1). Put M0 :=M and denote as
in Lemma 8.3.2 by Mh(M0,J0) a component of Mh through the point (M0,J0).
Step 2. Suppose that the component Mh(M0,J0) is not compact.
Then by (iii) of Lemma 8.3.2 there is a continuous path γ : [0,1]→Mh starting
from (M0,J0) with property (b), see (iii) of Lemma 2.5. Consider Jn-holomorphic
spheres Mn in Mh(M0,J0), which are discrete there with Jn → J∗ ∈ JU as in iii)
(b) of Lemma 2.5.
If for some n Mn∩U =∅, then, because Jn = Jst on Uˆ \U , this Mn will be the
rational curve we are looking for.
If not, then some sequence, still denoted by Mn, will converge in the Gromov
topology to a reducible curve M (1). If M (1) has an irreducible component M
(1)
0 ,
lying outside of U and such that c1(X)[M
(1)
0 ]> 0, then M
(1)
0 is our rational curve.
If not, there exists a componentM
(1)
0 of the limit curveM
(1) such that c1[M
(1)
0 ]>
0. Repeat Step 2 for M
(1)
0 instead of M0. Since the area of a complex spheres is
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bounded from above (see [G]), after a finite number of steps we obtain a needed
rational curve in the envelope UˆY , or arrive at
Step 3. Mh(M0,J0) is compact.
From iii) of Theorem 8.3.3 and Corollary 8.3.4 we immediatly see that there are
continuous (in fact, piecewise Ck) paths (Mnt ,J
n
t ) such that
1) Mn0 =M0 for all n;
2) Jn0 = J0 for all n;
3) Jn1 → Jst.
By the Gromov compactness theorem some subsequence from Mn1 , still denoted
by Mn1 , is converging to a Jst-holomorphic nodal curve C
∗ with π∗c1(X)[C] > 0.
Take some irreducible component C of the curve C∗. Then C is the rational curve
in UˆY we are looking for.

10.5. Examples.
Here we discuss a few more examples concerning envelopes of meromorphy.
Example 1. Let (X,ω) = (CP1×CP1,ωFS⊕ωFS), where ωFS denote the Fubini-
Studi metric on CP1. Note that c1(X) = 2[ω]. Let J be an ω-tame almost complex
structure on X and C be a J - complex curve on X . Denote by e1 and e2 the stan-
dard generators of H2(X,Z) = Z
2 and write [C] = a · e1 + b · e2. Then we get
a+ b =
∫
C
ω > 1 and c1(X)[C] = 2(a+ b). Furthermore, by the genus formula
0 6 g(C)+ δ+κ = (2ab−2(a+ b))/2+1 = (a−1)(b−1). Thus, we conclude that
both a and b are non-negative and [C]2 = 2ab > 0. So CP1×CP1 is non-negative
in our sense.
Let M be an imbedded symplectic sphere in X . Then (a−1)(b−1) = 0 by the
genus formula. Therefore, we can assume that a= 1 and b> 0. Now one concludes
that the following holds:
Corollary 10.5.1. Let M be a symplectic sphere in (CP1×CP1,ωFS⊕ωFS). Then
the envelope of meromorphy of any neighborhood ofM contains a graph of a rational
map of degree 06 d6 b from CP1 to CP1.
Example 2. (X,ω) = (CP2,ωFS). Let M be a symplectic surface in X of degree
m :=
∫
M
ω with positive self-intersections. Then obviously c1(X)[M ] = 3m. Note
that we proceed to the construction of a family {Mt} if the condition c1(X)[M jt ]>
κ(M jt ) is satisfied for all irreducible components M
j
t of Mt. By the genus formula
one has κ(C) 6 (d−1)(d−2)/2 for every complex curve C of degree d. So we can
proceed if 3m> (m−1)(m−2)/2, which is equivalent to 16m6 8. Thus, we have
the following
Corollary 10.5.2. Let M be a symplectic surface in CP2 of degree m 6 8 with
positive self-intersections. Then the envelope of meromorphy of any neighborhood
of M coincides with CP2 itself.
Remark. Note that the examples include all imbedded symplectic surfaces in CP2
of genus g 6 21.
Example 3. Let X be a ball in C2 and w is a standard Euclidean form. Blow
up the origin in C2 and denote by E the exceptional curve. By Xˆ denote the
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blown-up ball X . The blow-up of C2 is also Ka¨hler, and we denote by w0 some
Ka¨hler form there. Consider a sufficiently small C1-perturbation of E. This will
be a w0-symplectic sphere in Xˆ, which is denoted by M . The Chern class of the
normal bundle to M is equal to that of E and thus is −1. Therefore, c1(Xˆ)[M ] = 1
and the proof of Theorem 1 applies. One should only note that in the process of
deformation Mt cannot break into irreducible or multiply covered components in
this special case. The only rational curve in Xˆ is E. Thus, we see that
the envelope of meromorphy of any neighborhood of M contains E.
One can then blow down the picture to obtain downstairs a sphere M1-image
of M under the blown-down map. This M1 is homologous to zero, so cannot be
symplectic, and for this M1 our Theorem 1 cannot be applied.
Example 4. Chirka in [C] proved the following “local version” of our Theorem 1,
which he called “a generalized Hartogs’ lemma”. Denote by Γ a graph of continuous
function f : ∆¯ → C. Consider the following “generalized Hartogs’ figure” in C2:
HΓ := ∂∆×∆¯∪Γ. Chirka showed that every holomorphic function in the neighbor-
hood of HΓ extends holomorphically onto the unit bidisk ∆
2. This is a corollary
of our Theorem 4.1 (as is explained in [C]). Really, denote by (z,w) coordinates
in C2. Any function f holomorphic in the neighborhood of ∂∆× ∆¯ is a sum of a
function holomorphic in the bidisk and a function f− holomorphic in (CP1\∆¯)×∆.
This f is also holomorphic in the neighborhood of Γ. We need only to extend f−.
Extending Γ ”inside” (CP1 \ ∆¯)×∆ we obtain Γ˜ - a sphere, homologous to the
{pt}×CP1 in CP1×CP1. Rescailing the variable w we can make Γ˜ symplectic and
find ourselves in the conditions of Example 2.
The proof of Chirka is roughly the same (i.e., uses the perturbation of the struc-
ture), but somewhat simpler. It uses, instead of Gromov’s techniques, the results
of Vekua on so- called generalized analytic functions.
Answering the question, posed by Chirka, Rosay in [R] constructed an example
showing that a “generalised Hartogs’ lemma” does not hold in C3.
Example 5. This example was explained to us by E. Chirka, and it shows that
our Continuity Principle is not valid when the complex dimension of the manifold
X is more than two.
Take as X the total space of the bundle O(−1)⊕O(−1) over CP1. Denote an
affine coordinate on CP1 by z, coordinates on the fibers by ξ1, ξ2 and η1, η2 such
that η1 = zξ1 and η2 = zξ2. Identify CP
1 with the zero section of the bundle.
Consider the meromorphic function f = eξ2/ξ1 . The set of essential singularities of
f is {ξ1 = 0}, which contains the zero section CP1.
Consider the following sequence of analytic disks Cn in U := X\{ξ1 = 0},
Cn := {ξ2 = 0, |z| 6 n,ξ1 = zn}. Then the function f is defined in a neighborhood
of every Cn. On the other hand, the limit curve of the sequence is C0 = CP
1∪∆∞,
where ∆∞ := {η2 = 0, z = ∞, |η1| 6 1}. In particular, f does not extend in a
neighborhood of C0.
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Appendix IV.
Complex Points and Stein Neighborhoods.
The condition c1(X)[M ] > 0 (in the case of imbedded surfaces, i.e., when δ =
0) in Theorem 4.1 cannot be dropped. In [N-1] Nemirovsky, using results of
Eliashberg-Kharlamov and Forstneric, showed that any imbedded complex curve
C with c1(X)[M ] 6 0 can be perturbed to an imbedded surface M which has a
basis of Stein neighborhoods.
A4.1. Complex Points of Real Surfaces in Complex Surfaces.
Let S ⊂ X be a real surface embedded in a complex surface. A point p ∈ S is
said to be complex if the tangent plane TpS ⊂ TpX is a complex line.
If locally S = Γf is the graph of a smooth complex valued function f , then a
point (z,f(z)) ∈ S is complex if and only if ∂f
∂z¯
(z) = 0. It is therefore not difficult
to show that for generic embeddings the complex points are isolated, and near each
complex point there exists a complex system of coordinates (z,w) such that S is
given by the equation
w = |z|2+ γ
2
(z2+ z¯2)+ o¯(|z|2), γ ∈ R. (A4.1.1)
If |γ| < 1, then p = (0,0) is called an elliptic complex point, and if |γ| > 1,
then it is called hyperbolic. (The ‘parabolic’ case |γ| = 1 is not generic.) Note
that the property of being elliptic or hyperbolic is invariant under biholomorphic
transformations.
It is easy to check that if S is a graph Γf , then elliptic and hyperbolic complex
points correspond to positive and negative zeros of ∂f∂z¯ , respectively.
Assume now that an embedded real surface S ⊂ X in the general position is
compact and oriented. Then there are two orientations of TpS at each complex
point p ∈ S. The first one is the orientation of S and the second one is the
canonical complex orientation of TpX . A complex point is called positive if these
two orientations coincide; otherwise, it is called negative.
Denote by e± = e±(S) and h± = h±(S) the numbers of positive and negative
elliptic and hyperbolic complex points of S. Introduce Lai’s indices I± := e±−h±.
It turns out that I± are topological invariants of the embedding.
Lai’s Formulae [L]. Let S ⊂ X be a compact oriented real surface in the general
position in a complex surface X. Then
I++ I− = χ(S)+S2,
I+− I− = c1(X) · [S], (A4.1.2)
where χ(S) = 2− 2g(S) is the Euler characteristic of S, S2 = [S] · [S] is the self-
intersection index of S in X, and c1(X) ∈ H2(X,R) is the first Chern class of X.
Proof. We shall only sketch the proof. For the first formula, choose a tangent
vector field ξ ∈ TS, twist it by the complex structure J on X and consider the
projection η = π(Jξ) ∈ NS to the normal bundle of S. The zeros of η are exactly
the zeros of ξ and the complex points of S. Careful inspection of the signs (using
local equations (∗)) yields the first formula.
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To prove the second formula, pick a non-vanishing 2-form ω on S and observe
that for a local frame ξ1, ξ2 ∈ TS, the expression ω(ξ1, ξ2)−1ξ1 ∧C ξ2 gives a well-
defined section of the linear bundle Λ2
C
(TX)|S. The zeros of this section are the
complex points of S, because at these points ξ1 and ξ2 are linearly dependent over C.
It remains to calculate the signs of these zeros and to use the definition of c1(X).

Sometimes it is convenient to write Lai’s formulae in the following way:
I±(S) =
1
2
(χ(S)+S2± c1(X) · [S]). (A4.1.3)
For example, if C ⊂X is a non-singular compact complex curve, then after a small
real perturbation we obtain an embedded real surface S that obviously has only
positive complex points. Thus, I−(S) = 0 and therefore −χ(C) = C2− c1(C) · [C],
which is precisely the adjunction formula for C.
One can also give the following geometric intepretation of Lai’s indices. Consider
the Grassmanian Gr(X,R,2) of oriented real 2-planes in TX . It has two natural
oriented submanifolds I± formed by complex lines with the complex and anti-
complex orientation, respectively. Then I± = τ(S) ·I±, where τ : S → Gr(X,R,2)
is the tangential Gauss map. This again can be proved by calculating local signs.
A4.2. Cancellation of Complex Points.
Lai’s indices I± are essentially the only topological invariants of the position
of embedded real surfaces with respect to the complex structure. The following
theorem of Kharlamov and Eliashberg shows that it is possible to cancel an elliptic
and a hyperbolic complex point with the same sign. In particular, if I+ = I− = 0,
then the surface is isotopic to a totally real one. This can be regarded as a partial
case of Gromov’s h-principle for CR-embeddings.
Cancellation Theorem. Let S ⊂ X be an embedded real surface in a general
position, and assume that e+(S)h+(S)> 0. Then there exists an isotopic embedded
surface S′ ⊂X such that e+(S′) = e+(S)−1 and h+(S′) = h+(S)−1.
Join the pair of points that we want to remove by a smooth path in S and choose
a finite covering of this path by coordinate neighborhoods such that in each chart
S there is the graph of a smooth function with natural orientation. Now to move
complex points along this path and to eventually ‘cancel’ them, it suffices to prove
the following local result.
Lemma A4.2.1. Let f : ∆¯ → C be a smooth function in a neighborhood of the
unit disk. Assume that ∂f
∂z¯
has two ordinary zeros a,b ∈ ∆ of opposite sign. Then
there exists a function g : ∆¯→C that is C0 close to f in the disk, coincides with f
near the boundary and has a non-vanishing ∂g∂z¯ .
Conversely, if ∂f
∂z¯
does not vanish, then g can be chosen so that ∂g
∂z¯
has two zeros
of opposite sign at the given points a,b ∈∆.
Proof. By obvious topological reasons there exists a smooth function ψ supported
in a thin neighborhood of the segment [a,b] such that ∂f∂z¯ +ψ does not vanish in ∆.
Note also that we may choose ψ so that ‖ψ‖C0 6 2‖∂f∂z¯ ‖C0 . Hence, if the area
of supp(ψ) is small enough, then the Cauchy-Green transform TCGψ is L
1,p-small
by Calderon-Zygmund inequality and the graph of f + TCGψ is totally real. It
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remains to multiply TCGψ by a cut-off function ϕ so that ϕTCGψ ≡ 0 near the
boundary of ∆. This will not spoil ∂(f+ϕTCGψ)∂z¯ , because TCGψ is holomorphic near
the boundary and C0-small.
The second part of the lemma is proved in exactly the same way. 
The following statement immediately follows from Lai’s formulae and Cancella-
tion theorem.
Corollary A4.2.2. Let →2⊂ C2 be a symplectically imbedded two-sphere in com-
plex projective plane, which is homologous to the projective line. Then there is an
imbedded two-sphere →˜2 ⊂ C2, which is C0-close to →2 and has precisely three
points with complex tangents. Moreover, those points are positive and elliptic.
A4.3. Neighborhoods of Real Surfaces.
Now we can give a construction of Stein neighborhoods of deformations of real
surfaces satisfying certain topological conditions.
Theorem A4.3.1. Let S ⊂ X be an embedded real compact oriented surface in a
complex surface. If S satisfies both inequalities
2I± = χ(S)+S2± c1(X) · [S]≤ 0, (A4.3.1)
then there exists an isotopic embedded real surface with a basis of strictly pseudo-
convex Stein neighborhoods.
This result was proved in [F] for X = C2. The case where S is a smooth
deformation of a complex curve was used in [N1] and the general case in [N2].
Proof. By the Cancellation Theorem there exists an isotopic real surface, denoted
by S, that has only hyperbolic complex points.
Let p ∈ S be a totally real or a hyperbolic complex point. It is not difficult to see
from the local equations of S that there exist coordinate neighborhoods U ⊃⊃ V ∋ p
and a non-negative smooth function ψ in U with the following properties:
1) S∩U = {x ∈ U | ψ(x) = 0};
2) dψ ≡ 0 on S ∩U ;
3) ψ is strictly plurisubharmonic in U \ (S∩V ).
Choose a finite covering of S by Vj ⊂⊂ Uj . Let, furthermore, χj be smooth
non-negative functions supported in Uj such that
1) χj ≡ 1 on V¯j ;
2)
∑
|α|≤2
|Dαχj | ≤Aχj everywhere in Uj for some constant A.
Such functions indeed exist: one may first pick functions satisfying the first condi-
tion and then raise them to the third power.
Now by the Leibnitz rule we have
L(χjψj) = i∂∂¯(χjψj) = i
(
ψj∂∂¯χj+∂ψj ∧∂χj+∂χj ∧∂ψj+χj∂∂¯ψj
)
.
It readily follows that the Levi form L(χjψj) is non-negative in some neighbor-
hood Wj ⊃ S ∩Uj and positive in (Wj \S)∩Vj .
Consider the function Φ :=
∑
j
χjψj . By construction
1) Φ≡ 0 on S and Φ> 0 outside of S;
2) Φ is strictly plurisubharmonic in a punctured neighborhood of S.
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Thus, the sets Uε = {Φ < ε}, where ε > 0 is a regular value of Φ, form a basis of
strictly pseudoconvex Stein neighborhoods of S. 
It is worth observing that an embedded real surface S ⊂X with elliptic complex
points cannot have a Stein neighborhood basis. Indeed, according to Bishop for
an elliptic point p ∈ S, there exists a non-trivial continuous family of holomorphic
discs ft : (∆,∂∆)→ (X,S) with f0 ≡ p. By the continuity principle every holomor-
phic function in a neighborhood of S extends holomorphically along this family,
and therefore a sufficiently small neighborhood of S cannot be Stein.
In fact, it can be proved that, at least when S2 ≥ 0, a surface S that ‘potentially’
has elliptic complex points (which means that one of the indices I±(S) is positive)
does not admit a (not necessarily small) Stein neighborhood (see [N2] and [N3]).
Now, consider a complex surface X and a smooth, compact complex curve C ⊂
X .
Corollary A4.3.2. If c1(X) · [C] 6 0 then a generic embedded real surface S
irotopic to C has a basis of Stein neighborhoods. In particular such S has no non
trivial envelope of meromorphy.
Proof. If c1(X) · [C] 6 0, then a generic embedded real surface S isotopic to C
satisfies I±(S) 6 0, because of the adjunction formula and Lai’s formulae. The
statement now follows from the Theorem A4.3.1.

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Appendix V. Seiberg-Witten Invariants and Envelopes.
A5.1. The Genus Estimate.
Throughout this Appendix X will denote a compact, real, oriented manifold of
dimension 4. Fix some c ∈H2(X,R). Let M be a closed, oriented surface of genus
g(M) imbedded in X . For a riemannian metric g on X denote by sg the scalar
curvature of g, i.e. sg = gijR
ij = trRg-trace of the Ricci curvature. In the case
when X =M is a compact surface the Gauss-Bonnet theorem tells us that
1
4π
∫
M
sgdµg = 2−2g(M), (A5.1.1)
where µg is the area form associated to g.
The following statement is due to P. Kronheimer.
Theorem A5.1.1. Assume that [M ]2 = 0 and that for every riemannian metric g
on X one can find a two-form ω representing c such that
‖ω‖L2g 6
1
4π
‖sg‖L2g +K(X), (A5.1.2)
where constant K(X) depends only on the topology of X. Then
|c[M ]‖6max{2g(M)−2,0}. (A5.1.3)
Proof. Take some neighborhood U of M which is diffeomorphic to M ×D, where
D is a disk in R2 with coordinates x,y. Denote by gM the riemannian metric on
M of constant scalar curvature sg equal to 4π(2−2g(M)).
(A5.1.1) tells us that if M is not a torus, then the areagMM = 1. In the case of
torus we just take the flat metric with total area one. For real positive R consider
the metrics gD,R =R(dx
2+dy2) on D.
Take now the following metric on X :
gR =
{
gM ⊕gD,R on U
g away from U
Let ωR be the harmonic representative of c with respect to the metric gR. Har-
monic form minimases the L2-norm in its cohomology class. So by the assumption
(A5.1.2) of our theorem
‖ωR‖L2gR 6 (2g(M)−2)
√
πR+O(1). (A5.1.4)
Really, ‖ωR‖L2gR 6
1
4π
|sgR‖+ O(1) =
(∫
M×D[4π(2g − 2)]2dµgR
) 1
2 = 1
4π
(
πR2 ·
4π(2g(M)−2))12 +O(1) =√π ·R · (2g(M)−2)+O(1).
Further
‖ωR‖L2gR > |c[M ]|
√
πR. (A5.1.5)
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Really, ‖ωR‖2L2gR >
∫
D
‖ω |M×(x,y) ‖2L2gMR
2dxdy because ω |M×(x,y) is only one of
the coefficients of ω. ‖ω |M×(x,y) ‖2L2gM is bounded from below by the L
2-norm of
the corresponding harmonic representative. Note that the harmonic representative
of ω |M×(x,y)= c |M is just c[M ] ∗gM 1 because Hodge ∗gM commutes with the
Laplacian: ∆gM : ∆gM (∗gM 1) = ∗gM (∆gM 1) = 0. So the L2-norm of this harmonic
representative and thus of ω |M×(x,y) is bounded from below by c[M ]. Inequality
(A5.1.5) follows.
Inequalities (A5.1.4) and (A5.1.5) clearly imply inequality (A5.1.2).

This theorem reduces the problem of minimazing the genus of an imbedded
surfaces in a fixed homology class to the a priori estimate (A5.1.2). This estimate
can be obtained if the Seiberg-Witten invariant SW (X,c) for our cohomology class
c is not zero.
A5.2. The use of Seiberg-Witten Invariant.
The intersection form on the second cohomology space H2(X,R) of a compact
4-manifoldX is symmetric, and hence it has Sylvester indices b±(X). By definition,
the signature of X is the signature σ(X) = b+− b− of its intersection form.
IfX is a Ka¨hler complex surface, then the maximal positive subspace inH2(X,R)
is spanned by the class of the Ka¨hler form ω and by the classes of the real and imag-
inary parts of holomorphic 2-forms on X . In particular, b+(X) = 1+2dimCΩ
2(X)
is an odd positive integer.
Suppose now that for our 4-manifold X we have that b+(X) > 1. Let us pick
a characteristic class c ∈ H2(X,Z), that is, an integral cohomology class which
is congruent mod2 to the second Stiefel–Whitney class w2(X) ∈ H2(X,Z2). (For
example, the first Chern class of an almost-complex structure J on X is character-
istic.)
In this situation one can define the Seiberg–Witten invariant SW (X,c) ∈ Z/2Z
of the smooth oriented manifoldX (if ψ is an orientation-preserving diffeomorphism
of X , then SW (X,ψ∗c) = SW (X,c)).
Roughly speaking, the invariant SW (X,c) is non-zero if the moduli space of
gauge equivalence classes of solutions of the Seiberg–Witten differential equations
for a Riemannian metric on X has non-zero homology class in the configuration
space. For the precise definition of the invariant, the reader is referred to the
original paper [Wt] and to the books [Wg] and [Mr].
Theorem of Witten - I. Let X be a compact Ka¨hler surface with b+ > 1. Then
the moduli space of solutions of the (suitably perturbed) Seiberg–Witten equations
can be identified with the space of all effective divisors that are Poincare´ dual to the
cohomology class 12
(
c− c1(X)
)
.
In particular, SW (X,c1(X)) = 1.
Really, if c is chosen to be equal to c1(X) there is only one divisor Poincare´
dual to the zero class, namely the zero divisor. Therefore the moduli space of the
solutions of SW -equations in this case is a singleton.
Remark. In the opposite direction, the Seiberg–Witten invariants ofX can be used
to produce complex curves with given cohomology class, namely, if SW (X,c) 6= 0,
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then there is a complex curve dual to 12
(
c− c1(X)
)
. This statement is due to
Taubes, see [Ta].
Suppose that, for a our pair (X,c) the invariant SW (X,c) is non-zero. Then,
by definition, for every metric g on X , there is a solution of the Seiberg–Witten
equations. Using the properties of the equations, one can obtain a priori estimates
of the solutions in terms of the metric g. We do not write out the equations
themselves and only state the key estimate of this type, which is essentially due to
Witten (see also [Mr] and [Kr]).
Theorem of Witten - II. If SW (X,c) 6= 0 then for every Riemannian metric
g on X with there is a closed two-form η representing this class in the de Rham
cohomology and such that
‖η‖L2g 6
1
4π
‖sg‖L2g +K(X), (A5.2.1)
where K(X) is a constant depending only on the topology of X.
As a consequence we see that
Corollary A5.2.1. The number of classes c ∈H2(X,Z) with non-trivial Seiberg–
Witten invariants SW (X,c) is finite.
Proof. Indeed, for a fixed metric g, the harmonic representatives of these integer
classes are uniformly bounded.

Corollary A5.2.2 Let X be a compact Ka¨hler surface with b+ > 1. Let M ⊂X be
an embedded real surface with non-negative self-intersection M2 > 0. Then
|c1(X) ·M |+M2 6max{0,2g(M)−2}. (A5.2.2)
Proof. Let us choose an orientation on M so that c1(X) ·M 6 0. We blow up the
surface X at d = M2 distinct points and denote the blown-up surface by X˜, the
exceptional curves by Ej , and the corresponding blow-down by π : X˜ → X . Then
c1(X˜) = π
∗c1(X)−
∑
j [Ej].
Let Σ be the interior connected sum of M with Ej in X˜ . Then [Σ] = π
∗[M ]−∑
j [Ej], and therefore Σ
2 = 0. Observe that the genus of Σ is equal to that of M .
By Theorem A5.1.1 we have that
max{0,2g(M)}> ∣∣c1(X˜) ·Σ∣∣= ∣∣c1(X) ·M −M2∣∣= |c1(X) ·M |+M2.

Corollary A5.2.2, as it is stated, makes no difference between tori and spheres,
i.e. max{0,2g(M)} = 0 in both cases. However for spheres it can be improved.
We shall derive now the following result of Kronheimer and Mrowka [Kr-M] and
Morgan, Szabo´, and Taubes [M-S-T].
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Corollary A5.2.3. An embedded oriented real surface M ⊂ X with non-negative
self-intersection index in a compact Ka¨hler surface with b+(X) > 1 satisfies the
inequality
M2+
∣∣c1(X) ·M ∣∣6 2g(M)−2 (A5.2.3)
provided that M is not a 2-sphere with trivial real homology class.
Proof. The case g(M)> 1 is covered by (A5.2.2). So let M be a sphere. (A5.2.2)
tells that M2 = 0 and c1(X) ·M = 0.
Let us blow up the surface X at one point. Let E ⊂ X˜ be the exceptional curve.
For every n > 1, we consider the interior connected sum Mn = E#nM . This is an
embedded two-sphere such that M2n =−1 and c1(X˜) ·Mn = 1.
Let us use the existence of an orientation-preserving diffeomorphism ψ : X˜→ X˜
(with support in a neighbourhood of Mn) that maps Mn into itself with opposite
orientation. We have ψ∗c1(X˜) = c1(X˜) + 2[Mn]. If the class [M ] ∈ H2(X,R)
were non-zero, this would give us an infinite set of cohomology classes on X˜ with
non-zero Seiberg–Witten invariant, which contradicts Corollary A5.2.1. 
Remark. By the usual adjunction formula, a complex curve C with C2 > 0
violates our inequality if and only if c1(X) ·C > 0. This situation occurs in CP2
and other complex surfaces with negative canonical class indeed. For this reason,
it is impossible to drop the assumption b+ > 1 in the above theorem.
In A5.3 we shall repeatedly use the fact that complex curves in complex surfaces
with c1(X)> 0 violate the “general” form of the adjunction inequality.
A5.3. The Genus Estimate on Stein Surfaces and Envelopes.
We start from the following
Theorem of Stout. Let K ⊂ Y be a compact set in a Stein manifold. Then there
is a neighbourhood V of K and biholomorphic imbedding h of V onto an open subset
in an affine algebraic variety X. Moreover, if Z ⊂ Y is a complex submanifold,
then one can find such h that Z ∩ V will be mapped onto the intersection of an
algebraic subvariety in X with h(V ).
We shall see now that imbedded real surfaces in Stein surfaces remind real sur-
faces in compact Ka¨hler surfaces with b+ > 1.
Theorem A5.3.1. Let M ⊂ Y be an imbedded oriented real surface in a Stein
surface with non-negativ self-intersection. Suppose that M is not a 2-sphere with
trivial homology class. Then
S2+
∣∣c1(X) ·S∣∣6 2g−2. (A5.3.1)
Proof. We may always assume that the homology class of M is non-zero because
our inequality becomes trivial if [M ] = 0 and M is not a sphere. Hence, there is
a non-singular (non-compact) complex curve L ⊂ Y such that L ·M 6= 0. Indeed,
H2(X,Z) is torsion-free for any Stein surface, and hence by the Poincare´ duality we
can find a class c ∈ H2(Y,Z) with c ·M 6= 0. Since Y is a Stein surface, it follows
that c = c1(L) for a holomorphic line bundle L. Then L is the divisor of a generic
holomorphic section of L.
Using the algebraic approximation theorem of Stout we obtain an open imbed-
ding of a neighbourhood of M into an affine part Xa
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X such that L is mapped to an algebraic curve C ⊂ X so that C ·Y = L ·M 6= 0.
Therefore, the real homology class ofM remains non-trivial after the algebraization.
Denote by H = X \Xa-”the curve at infinity”. We have non-zero classes [M ]
and [H] in H2(Y,R) such that [M ]2 > 0, [H]2 > 0, and [H] · [M ] = 0. Since the
intersection form is non-degenerate, it immediately follows that b+(Y )> 1. Hence,
the desired inequality is a consequence of Corollary A5.2.3.

Remarks. 1. It follows from Theorem A4.3.1 that the inequality A5.3.1 is sharp,
namely, an imbedded real surface satisfying this inequality is isotopic to a surface
with a basis of Stein neighbourhoods.
2. This theorem is also true for the surfaces M with negative self-intersection, see
[N-4].
3. Concerning a real surface with non-negative self-intersection index the Theorem
A5.3.1 still holds for non-Stein strictly pseudoconvex domains as well. This can
proved by the same argument (see [N-2] and [N-3]) by using the Lempert algebraic
approximation theorem [Le] for such domains.
4. Immersed Surfaces We assume that a surface S is immersed with κ+ positive
and κ− negative ordinary double points. Then, after embedding a neighbourhood
of S in an algebraic surface Y , we replace each positive double point with an
embedded handle and perform a blow-up at each negative double point. This
operation increases the genus by κ+ and does not change S
2 and c1(Y ) ·S. Hence,
Theorem A5.3.1 holds with g replaced by g+κ+.
Now we shall apply the adjunction inequalities (or Genus estimates) for imbed-
ded real surfaces in Stein surfaces to the study of envelopes of holomorphy and
meromorphy of domains in complex surfaces.
The main idea is fairly simple. Suppose that we can solve the Levi problem for
domains over a complex surface X , that is to prove that if D is a pseudoconvex
domain over X then D is a Stein domain unless some very special case occurs. I.e.
for example D =X (this is the case of X = CP2) or X is foliated by complex curves
(case of X = CP1×CP1. Then Theorem A5.3.1 yields then topological restrictions
on real surfaces in D. The below are due to Nemirovski, see [N-2].
Let M ⊂ CP2 be an embedded oriented real surface in the complex projective
plane. By definition, the degree of M is the intersection index of M with complex
lines, d = M · [CP1]. We can choose the orientation of M so that d > 0 and note
that M is homologous to zero if and only if d= 0.
For an embedded surface of degree d, we have M2 = d2 and c1(CP
2) ·M = 3d. In
particular, if S is a smooth complex curve, then the classical genus formula reads
g(M) = gC(d) =
1
2(d
2−3d+2).
Corollary A5.3.2. Let M ⊂ CP2 be an imbedded oriented real surface of positive
degree d > 0 and genus g. If there is a non-constant holomorphic function in a
neighbourhood of M , then
g >
1
2
(d2+3d+2) = gC(d)+3d.
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Conversely, if M satisfies this inequality, then it is isotopic to an embedded
surface with a basis of Stein neighbourhoods.
Corollary: Vitushkin’s conjecture. If an embedded two-sphere in CP2 is not
homologous to zero, then every holomorphic function in a neighbourhood of this
sphere is constant.
Proof. Let us consider a neighbourhood U ⊃ S. If there is a non-constant holo-
morphic function in U , then, by Theorem 1, the envelope of holomorphy U˜ ⊃ U is
a Stein domain because it cannot coincide with CP2. Hence, the desired inequality
immediately follows from Theorem A5.3.1.
Conversely, if the inequality of the theorem is satisfied, then, by Theorem 4,
there is an isotopic surface with a basis of Stein neighbourhoods. 
Corollary A5.3.3. If M ⊂ CP2 be an imbedded oriented real surface of positive
degree d > 0 and genus g with
g <
1
2
(d2+3d+2) = gC(d)+3d.
then the envelope of meromorphy of any neighborhood of M consides with CP2.
For a real oriented surface M ⊂ CP1 ×CP1, we consider its “bidegree” d =
(d1,d2), that is, the pair of intersection indices with horizontal and vertical complex
lines. Then c1(CP
1×CP1) ·S = 2(d1+d2) and S2 = 2d1d2.
A smooth complex curve C ⊂ CP1×CP1 has “positive” bidegree d ∈ Z2+ \ {0}.
The genus of C is given by the formula gC(d) = d1d2−d1−d2+1.
Corollary A5.3.4. Let S ⊂ CP1×CP1 be an embedded oriented real surface of
non-zero bidegree d = (d1,d2) ∈ Z2 \ {0} and genus g. If there is a non-constant
holomorphic function in a neighbourhood of S, then either
(∗∗) g > d1d2+ |d1+d2|+1, d1d2 > 0,
or d1d2 = 0 and the envelope of S contains a vertical or a horizontal line.
Conversely, if S satisfies (∗∗), then it is isotopic to an embedded surface with a
basis of Stein neighbourhoods.
Remark. In particular, it is impossible to deform a complex curve in CP1×CP1
other than a vertical or a horizontal line into a real surface with holomorphic
functions in its neighbourhoods.
Proof. By the Theorem of Fujita the envelope of holomorphy of a domain U ⊂
CP1 ×CP1 either is a Stein domain or contains one of the fibers. We also note
that if U˜ contains, say, a vertical line and intersects the other vertical lines, then
U˜ coincides with the entire CP1×CP1 by the usual Hartogs Theorem.
It remains to apply Theorems A5.3.1 and A4.3.1 in the same way as above.

Let us consider the direct product X = CP1 × Y , where Y is a non-compact
Riemann surface. We recall thatH2(Y,Z) = 0, and henceH2(X,Z)∼=H2(CP1,Z)∼=
Z by the Ku¨nneth formula. For a real oriented surface S ⊂ X , let d = degπCP1
be the topological degree of its projection to the CP1-factor. Then S2 = 0 and
c1(X) ·S = 2d. We also note that we can orient S so that d> 0.
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By the classical Behnke–Stein theorem, Y is a Stein manifold. Hence, Theo-
rem A4.3.1 gives the following description of envelopes of holomorphy over X . The
envelope of a domain U ⊂X either is a Stein domain or contains a fiber CP1×{y}.
In the latter case, holomorphic functions in U are constant in the CP1-direction,
and therefore the envelope is of the form CP1×πY (U).
Using the same argument as above, we obtain the following result.
Corollary A5.3.5. Let S ⊂ CP1 × Y be an embedded oriented real surface of
genus g and positive degree d > 0. If g < d+1, then every holomorphic function in
a neighbourhood of S extends to the set CP1×πY (S).
If g > d+1, then S is isotopic to a surface with a Stein neighbourhood basis.
Remark. The results of this section are much more general then the Theorem 4.1
in the case of X = CP2,CP1×CP1. For example, if a symplectic sphere M ⊂ CP2
is in the homology class of the line, then the procedure of the proof of the Theorem
4.1 gives an isotopy of M to a complex line. However there are knoted two-spheres
in CP2 in the homology class of the line (but they are of course non symplectic).
From the other hand the Theorem 4.1 is valid for the spheres not nessessarily in
compact Ka¨hler surfaces, where the envelopes of holomorphy or meromorphy are
not nessessarily Stein. And for a non-Stein envelope the existence of a compact
curve is also a strong conclusion.
To our understanding of the subject a statement containing the both type of
results is not avaiable by neither Gromov no Seiberg-Witten techniques.
A5.4. Two-spheres in C2.
In this section we apply Theorem A5.3.1 to embedded spheres in C2 and its
blow-ups. This enables us to show that an embedded 2-sphere in C2 is homologous
to zero in its envelope of holomorphy.
It follows from Theorem A5.3.1 that an embedded sphere S with self-intersection
index S2 = 0 in a Stein complex surface X is homologous to zero in H2(X,Z). For an
embedded two-sphere S ⊂ C2, the condition S2 = 0 holds because H2(C2,Z) = 0.
Hence, S is homologous to zero in every Stein domain over C2 that contains a
neighbourhood of S. Since the envelope of holomorphy of every domain in C2 is a
Stein domain, we obtain the following result [N-3].
Corollary A5.4.1. An embedded two-sphere S ⊂ C2 is homologous to zero in the
envelope of holomorphy of every neighbourhood U ⊃ S.
One can note that the theorem does not work for immersed spheres. Indeed, a
simple modification of the results in Appendix IV for immersed surfaces (we must
replace S2 in Lai’s formulas by the Euler number of the normal bundle) shows that
there is an immersed totally real 2-sphere in C2 with a single positive double point.
This sphere has a basis of Stein neighbourhoods in each of which this sphere is
certainly not homologous to zero.
A5.5. Attaching complex disks to strictly pseudoconvex domains.
Let U be a relatively compact domain with smooth strictly pseudoconvex bound-
ary in a Stein surface. We say that an embedded analytic disk D ⊂X , smooth up
to the boundary, is attached to U (from the outside) if D ⊂ X \U and ∂D ⊂ ∂U .
We shall always assume that D is transversal to ∂U .
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For example, the disk {|z| 6 1, w = 0} ⊂ C2 is attached to the boundary of the
ε-neighbourhood of the circle {|z| = 1+ ε, w = 0}. We note that the boundary of
this disk is not homologous to zero in U .
A more intricate example can be obtained as follows. Let us consider a totally
real torus T ⊂ C2. Reversing the proof of the Cancellation Theorem, we create
an elliptic and a hyperbolic point in T . Let us replace a neighbourhood of the
elliptic point by a complex disk and observe that this disk is attached to a strictly
pseudoconvex neighbourhood of the remaining part of the torus. The boundary of
this disk bounds a real surface with one handle inside the domain. An important
observation (due to Forstnericˇ [F]) is that, by Lai’s formulas, this construction does
not work for a sphere. In fact, it is impossible to find an analytic disk and a disk
with only hyperbolic complex points with common boundary and without common
interior points.
We generalize these examples following [N-3] and prove that the boundary of a
holomorphic disk attached to a strictly pseudoconvex domain in C2 is never sliced
by a smooth disk inside the domain.
Theorem A5.5.1. Suppose that an analytic disk D is attached to a strictly pseu-
doconvex domain U in a Stein surface X with H2(X,R) = 0. Then there is no
smooth disk inside of U that has the same boundary.
Proof. We assume that there is a smooth disk in U with boundary ∂D. Smoothing
the union of our two disks, we obtain an embedded sphere S ⊂X . The na¨ıve idea
is to paste a tubular neighbourhood of D to U so that the result is a Stein domain.
Then S is not homologous to zero in this domain, which contradicts Theorem 9.
The following basic example shows first that such a pasting is impossible and then
provides a remedy for this problem.
Let us consider the standard disk D = {w = 0, |z| 6 1} in C2 with a strictly
pseudoconvex “collar” C = {|w|2+(|z|−a)2 6 (a−1)2, |z| 6 1+ε} for some a > 1
and ε > 0. If we glue a small neighbourhood of D to the collar, then the interior
of this set contains a Hartogs figure with appropriate “walls,” and therefore this
interior is not a Stein domain. However, we can construct a Stein neighbourhood
“pinched” at the origin.
To see this, we note that, in logarithmic coordinates ξ = ln |z|, η = ln |w|, the
domain on the |z| > 1 side of C corresponds to the subgraph of a smooth convex
function η = f(ξ), ξ ∈ (0, ln(1 + ε)]. The η-axis is clearly a vertical asymptote
of f . Let us choose a point ξ0 ∈ (0, ln(1+ ε)] such that the slope of Tξ0Γf is a
positive integer n > 1, and replace f by this tangent for all ξ 6 ξ0. The subgraph
of this new function defines a neighbourhood of D \ {0} that is logarithmically
convex, and hence a Stein domain. Near the origin, this neighbourhood is of the
form |w|6K|z|n, K > 0.
If we blow up the origin in C2, that is, make the change of variables z = z′,
w = w′z′, then the proper preimage of our neighbourhood becomes |w′|6K|z′|n−1.
Thus, after n blow-ups, we obtain an ordinary neighbourhood of the proper preim-
age of D∪C. By construction, this domain is locally pseudoconvex and intersects
only the last exceptional curve by a disk. Hence, it is a Stein domain by the remark
after Takeuchi’s.
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The situation of the theorem is reduced to this model by a suitable choice of
coordinates in a pinched neighbourhood of D and by a small perturbation of U .
Thus, we have the following construction of Stein neighbourhoods.
Lemma A5.5.2. Suppose that an analytic disk D is attached from the outside to
a strictly pseudoconvex domain U in a Stein surface X. Then the proper preimage
of D∪U , after several blow-ups at a point p ∈D, is contained in a Stein domain.
To complete the proof of the theorem, we recall that H2(X,R) = 0, and thus
S2 = 0 and c1(X) ·S = 0. Consequently, for the proper preimage S˜ ⊂ X˜ of the
sphere S, after n> 1 blow-ups at p ∈ S we have S˜2 =−n and |c1(X˜) · S˜|= n, which
contradicts the inequality of Theorem A5.3.1. 
Corollary: Vitushkin’s conjecture. It is impossible to attach an analytic disk
from the outside to a strictly pseudoconvex domain in C2 diffeomorphic to the ball.
Proof. The idea is to “reflect” the disk inside the domain by inversion.
Let U ⊂ C2 be a strictly pseudoconvex domain in C2 diffeomorphic to the ball.
More precisely, we assume that there is a diffeomorphism ψ : U¯ → B¯ of manifolds
with boundary. Then ψ extends to a diffeomorphism Ψ of C2 that maps U to the
standard ball B.
If a holomorphic disk D is attached to U from the outside, then its image Ψ(D)
is a smooth disk attached to B. Applying the inversion with respect to ∂B, we
obtain a smooth disk D′ in B with the same boundary. The preimage Ψ−1(D′) is
a smooth disk in U with boundary ∂D, which contradicts the previous theorem.

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