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Abstract
New insights into the inter-nucleon interactions, developments in many-body tech-
nology, and the surge in computational capabilities has led to phenomenal progress
in low-energy nuclear physics in the past few years. Nonetheless, many calculations
still lack a robust uncertainty quantification which is essential for making reliable pre-
dictions. In this work we investigate two distinct sources of uncertainty and develop
ways to account for them.
Harmonic oscillator basis expansions are widely used in ab-initio nuclear struc-
ture calculations. Finite computational resources usually require that the basis be
truncated before observables are fully converged, necessitating reliable extrapolation
schemes. It has been demonstrated recently that errors introduced from basis trun-
cation can be taken into account by focusing on the infrared and ultraviolet cutoffs
induced by a truncated basis. We show that a finite oscillator basis effectively im-
poses a hard-wall boundary condition in coordinate space. We accurately determine
the position of the hard-wall as a function of oscillator space parameters, derive in-
frared extrapolation formulas for the energy and other observables, and discuss the
extension of this approach to higher angular momentum and to other localized bases.
We exploit the duality of the harmonic oscillator to account for the errors introduced
by a finite ultraviolet cutoff.
ii
Nucleon knockout reactions have been widely used to study and understand nu-
clear properties. Such an analysis implicitly assumes that the effects of the probe
can be separated from the physics of the target nucleus. This factorization between
nuclear structure and reaction components depends on the renormalization scale and
scheme, and has not been well understood. But it is potentially critical for interpret-
ing experiments and for extracting process-independent nuclear properties. We use
a class of unitary transformations called the similarity renormalization group (SRG)
transformations to systematically study the scale dependence of factorization for the
simplest knockout process of deuteron electrodisintegration. We find that the extent
of scale dependence depends strongly on kinematics, but in a systematic way. We
find a relatively weak scale dependence at the quasi-free kinematics that gets progres-
sively stronger as one moves away from the quasi-free region. Based on examination
of the relevant overlap matrix elements, we are able to qualitatively explain and even
predict the nature of scale dependence based on the kinematics under consideration.
iii
To the memory of my late grandparents, who valued integrity and education above
everything else.
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Chapter 1: Introduction
1.1 Overview of Nuclear Physics
Nuclear physics deals with the properties of atomic nuclei. The nuclear land-
scape shown in Fig. 1.1 has been the traditional playground for nuclear physics. The
questions historically driving nuclear physics have been: how do protons and neutrons
make stable nuclei and rare isotopes? What are the limits of nuclear existence? What
are the nuclear binding energies, excitation spectra, radii and so on? We would also
like to describe nuclear reactions, make predictions about the shape of the nuclei and
understand how the shape dictates the nuclear properties.
By the mid-1970s, it was generally accepted that the nucleons (proton and neu-
trons) and other hadrons are composed of quarks, and that the quarks are held
together through the exchange of gluons [2]. The following decades witnessed rapid
development in the fundamental theory of strong interactions describing the inter-
actions between quarks and gluons. This theory goes by the name of Quantum
Chromodynamics (QCD) [3]. One of the active areas of investigation is obtaining the
hadron structure from QCD. This includes, for example, understanding the origin
of proton spin, which is studied experimentally at Jefferson Laboratory [4]. A re-
lated focus area is understanding the nature of the quark-gluon plasma (QGP)—the
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Figure 1.1: Nuclear landscape. A total of 288 isotopes (black squares) are stable on
the time scale of the solar system. As more protons or neutrons are added to these
stable nuclei, we enter the regime of short-lived radioactive nuclei (green squares).
‘Drip lines’ mark the limit of nuclear existence, where the last nucleon is no longer
bound. The uncertainties around drip lines (in red) were obtained by averaging the
results of different theoretical models. Figure from [1].
phase in which the universe is believed to exist for up to a few milliseconds after
the Big Bang [5]. The energies involved in this subfield (few GeVs) are higher than
the energies in ‘traditional’ nuclear physics (few MeVs) introduced in the opening
paragraph. Therefore it is conventional to refer to the two subfields as high-energy
nuclear physics and low-energy nuclear physics. The work in this thesis will mainly
focus on questions in low-energy nuclear physics (LENP).
Apart from the questions at the core of LENP, mentioned in connection to Fig. 1.1,
inputs from LENP are immensely important in other areas as well. One such broad
area is that of nuclear astrophysics. The majority of the stable and known nuclei
shown in Fig. 1.1 were formed in big bang, stellar, or supernova nucleosynthesis
[6, 7]. Inputs from LENP are critical in understanding the processes involved in
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nucleosynthesis and predicting the observed abundances of isotopes. Neutron stars
are another fascinating astrophysical objects for low-energy nuclear physicists. We
would like to determine the equation of state for neutron stars and understand how
and why stars explode [8].
Finally, there are questions about the fundamental symmetries of the universe
where nuclear physics hopes to make significant contributions. For instance, why
is there more matter than antimatter in the universe? What is the nature of dark
matter [9]? What is the nature of the neutrinos (Majorana or Dirac fermions) and how
have they shaped the evolution of the universe? In fact, as we will see later, accurate
calculations of nuclear matrix elements are critical for the experiments undertaken to
understand the nature of neutrinos [10].
In addition to the broad scientific impact of nuclear physics that we have already
mentioned, it also has many real-life applications. Our knowledge of nuclei and ability
to produce them has led to an increase in the quality of life for humankind. Appli-
cations of nuclear physics encompass a diverse domain including but not limited to
energy, security, medicine, radioisotope dating, and material sciences.
1.2 Checkered past; promising future
In 1935, Hideki Yukawa proposed the seminal idea of nuclear interactions being
mediated by a massive boson [11]. This could explain how protons and neutrons would
stay bound in a nucleus, overcoming the Coulomb repulsion between protons. The
fact that such a model described scattering data well at low energies (few MeVs) and
the eventual discovery of pions in 1947 led to a wide acceptance of this model. Very
soon other heavy mesons (ρ, ω, σ) were discovered as well. Scattering experiments
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also indicated that the strength of the nuclear potential depended on distance and at
short distances the potential was repulsive.
By 1950, there emerged an industry for coming up with better nuclear potentials.
These boson-exchange models shared some common features. The long-range part of
the nucleonic interaction was given by pion exchange, the intermediate range was gov-
erned by multiple (mostly two) pion exchange, and short-range repulsion was thought
to be because of overlap of nucleons. When heavy mesons were discovered, they were
added to the intermediate range sector. The pion, being the lightest meson, has
the longest range. These general considerations form the basis for phenomenological
potentials used even today as seen in Fig. 1.2.
This intense effort is well summarized by Hans Bethe’s quote in his essay ‘What
Holds the Nucleus Together?’ in Scientific American (1953): “In the past quarter cen-
tury physicists have devoted a huge amount of experimentation and mental labor to
this problem – probably more man-hours than have been given to any other scientific
question in the history of mankind.” The boson models did not have a smooth sailing
though. In particular the intermediate range multi-pion sector was beset with prob-
lems. The pessimism this resulted in is palpable in Marvin Goldberger’s comment in
1960: “There are few problems in nuclear theoretical physics which have attracted
more attention that that of trying to determine the fundamental interaction between
two nucleons. It is also true that scarcely ever has the world of physics owed so little
to so many...It is hard to believe that many of the authors are talking about the same
problem or, in fact, that they know what the problem is.” A running joke was that
nuclear physics is really ‘unclear’ physics!
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Figure 1.2: AV18 [12], Reid93 [13], and Bonn [14] potentials for 1S0 channel as func-
tions of internucleonic distance. These potentials accurately describe neutron-proton
scattering up to laboratory energies of 300 MeV. Regions I, II, and III correspond to
long-range, intermediate-range, and short-range parts discussed in the text. Figure
from [15].
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There was relatively slow progress with regards to the development of internu-
cleonic potentials in 1970’s and 80’s. However, this period saw a rapid development
of perturbative QCD. It was realized that the nucleons and pions are composed of
quarks which are held together by exchange of gluons (cf. Fig. 1.3). This pushed the
effort to derive the nuclear potential from the ‘fundamental’ theory of QCD.
(a) Inter-nucleon interaction in 1940 (b) Inter-nucleon interaction in 1980
Figure 1.3: Evolution of the inter-nucleon interaction picture over time. Figures from
a talk by Witold Nazarewicz.
However, the effort to replace the hadronic descriptions at ordinary nuclear densi-
ties with a quark description as in Fig. 1.3b was not very fruitful. As seen in Fig. 1.4,
the strength of the QCD coupling αs increases with decreasing energies. This makes
QCD non-perturbative in the low-energy regime of nuclear physics, limiting the suc-
cess of analytical calculations.
Another aspect that makes low-energy nuclear physics difficult is that it is a many-
body problem. It exhibits some emergent phenomena that are difficult to capture in
a reductionist approach. This issue has been well-summarized by the famous article
‘More is different’ by Phillip Anderson [17] (albeit with a focus on many-body problem
in condensed matter).
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Figure 1.4: Summary of measurements of the QCD coupling αs as a function of energy
scale Q [16].
Despite all these challenges, great strides have been made in LENP in the last
few decades. As indicated in Fig. 1.5 particularly the last few years have seen an
explosion in the capabilities of low-energy nuclear theory. This phenomenal progress
has been possible due to the combination of a few factors—new insights about the
nuclear force, developments in many-body technology, and a surge in computational
capabilities. In the following sections, we look briefly at each of these developments
which will lead us to how the author’s PhD work fits into the bigger picture.
1.3 Understanding the Force
We saw that non-pertubativeness of QCD at low energies (cf. Fig. 1.4) motivated
phenomenological descriptions of nuclear forces. The two popular categories of phe-
nomenological interactions are the meson exchange models (which we touched upon
7
Figure 1.5: LENP version of Moore’s law and its violation. Y axis is the mass number
of nuclei that can be calculated from ab-initio calculations. In past few years, it has
been possible to push the ab-initio frontier to heavier nuclei. Figure from a talk by
Gaute Hagen.
during discussion of Fig. 1.2) and local1 phenomenological potentials. Examples of
these include the Bonn potentials [14, 18,19] and the Argonne potential [12].
The Argonne potential is probably the most widely used phenemenological poten-
tial. One of the reasons being that until recently, it was the only precision interaction
usable for Quantum Monte Carlo calculations. The Argonne interactions are built
by writing down all the operators that satisfy the required symmetries—translational
and Galilean invariance, rotational invariance in space and spin, rotational invariance
in isospin, time reversal, and spatial reflection. These operators are given below.
Ôi ∈ {1,σ1 · σ2, S12,L · S,L2,L2σ1 · σ2, (L · S)2} ⊗ {1, τ1 · τ2} (1.1)
S12 = 3(σ1 · r̂)(σ2 · r̂)− σ1 · σ2 is the tensor force.
There are a total of 14 operators in Eq. 1.1. The AV18 potential has four more
operators which are the charge-dependent and charge-symmetry breaking terms; they
1The potential is local if V (r, r′) = V (r)δ(r − r′).
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are small but needed to get χ2/dof ≈ 1 for np, nn, and pp scattering. There are also
AV8, AV6 potentials which use a limited set of operators.
The AV18 potential is written as
V̂18(r) =
18∑
i=1
Vi(r) Ôi , (1.2)
where r is the inter-nucleon separation and Vi(r) = VEM + Vpi + Vshort range. The coef-
ficients in the potential are fit to nucleon scattering up to 350 MeV, and to deuteron
bound state properties such as binding energy, radii, and quadrupole moment. A sim-
ilar exercise has been done for 3N (3-body) interactions. However, the large number
of possible three-body operators makes it difficult to get rid of model dependence.
Meson exchange models are formulated in terms of exchange of mesons taking into
account the quantum nature of mesons (scalar, vector, pseudo-scalar, so on). The
masses are those of real mesons, but couplings are fit parameters. In the simplest
form, the interaction is a sum of Yukawa potentials,
V =
(−g2s
4pi
)
e−msr
r
+ γµ1 γ2µ
(−g2ω
4pi
)
e−mωr
r
+ γ51γ
5
2 τ1 · τ2
(−g2pi
4pi
)
e−mpir
r
. (1.3)
Meson exchange potentials and the AV18 potential share the common shortcoming
that there is no scope for systematic improvements. It is also unclear how to seek
model independence and do robust uncertainty quantification. Finally, these models
offer limited guidance on the strength and relevance of three- and higher-body forces.
1.3.1 Chiral EFT
An intriguing aspect of the world we live in, is that there are interesting phenomena
at virtually all energy and length scales we can probe. From TeV energies at the Large
Hadron Collider (LHC) to the life-defining process of respiration which has the energy
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Figure 1.6: Hierarchy of degrees of freedom and associated energy scales in nuclear
physics [20].
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scale of only few meV, there are physical processes of interest at each step. Nuclear
physics spans a wide range of energy and length scales (cf. Fig. 1.6); a wider range
than most subfields. This hierarchy provides both challenges and opportunities.
Figure 1.6 indicates the relevant degrees of freedom for the given energy scales.
Even though degrees of freedom are a matter of choice, in practice, appropriate degrees
of freedom often dictate the success of a theory. To quote Steven Weinberg [21]: “You
can use any degrees of freedom you want, but if you use the wrong ones, you’ll be
sorry.” Weinberg in his seminal paper [22] applied the concept of effective field theory
(EFT) to low-energy QCD. This effort proceeds by writing down the most general
Lagrangian consistent with the (approximate) symmetries.
QCD has the expected symmetries of translational, Galilean, and rotational in-
variance, and spatial reflection and time reversal. Along with that, in the limit of
vanishing quark masses, the QCD Lagrangian also possess an exact chiral symme-
try [23]. If the chiral symmetry holds, “left”- and “right”-handed fields do not mix.
As with any other continuous symmetry, spontaneous breaking of chiral symmetry
leads to massless Goldstone boson(s). The masses of the up and down quark (quarks
relevant in LENP) are both small (∼ 2 − 6 MeV [16]), but non-zero. Therefore
the chiral symmetry of the QCD Lagrangian is only approximate and the resulting
Goldstone boson—pion—is light (compared to mass of nucleon), but not massless.
Chiral EFT (χ-EFT) uses nucleons and pions as degrees of freedom 2. Heavy
mesons are “integrated out”. The crucial difference that distinguishes χ-EFTs from
meson theories of the 1950s is that they are constrained by chiral symmetry. Broken
2Delta-full chiral EFTs also include the ∆—a resonant state of the nucleon—as a degree of
freedom.
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chiral symmetry serves as a connection with the underlying theory of QCD. A ma-
jor advantage of χ-EFT is that it permits systematic improvements and allows the
possibility of having reliable uncertainty quantification.
+... +... +...
+...
2N Force 3N Force 4N Force
LO
(Q/Λχ)
0
NLO
(Q/Λχ)
2
NNLO
(Q/Λχ)
3
N3LO
(Q/Λχ)
4
Figure 1.7: Diagrams for a chiral Lagrangian at each order. Solid lines are the
nucleons and dashed lines pions. Figure from [24].
Diagrams in a χ-EFT are shown in Fig. 1.7. The three- and higher-body forces
appear naturally in χ-EFT with an expected hierarchy (higher-body forces are sup-
pressed successively). The coupling constants at the vertices in Fig. 1.7 are called
low-energy coupling constants (LECs); they encode the QCD physics and cannot be
calculated in χ-EFT. LECs are fit to experimental data. Lattice QCD provides a
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promising method for extracting them in the near future (cf. Subsec. 1.4.1). Despite
some concerns over power-counting (see Ref. [25] and references therein), it is fair to
say that χ-EFT has been a major breakthrough in low-energy nuclear theory. For
more details and applications of χ-EFT, please see Refs. [24] and [26].
1.4 Many-body methods
We learned in kindergarten quantum mechanics that a two-body problem can be
solved by reducing it to a one-body problem. The many-body problem is far more
relevant to the nuclear physics, and is more challenging. For the nuclear properties
such as the bound state energies, the equation we need to solve is the time-independent
Schro¨dinger equation
Ĥ|Ψ〉 = E|Ψ〉 . (1.4)
The Hamiltonian Ĥ is given by
Ĥ =
∑
particles
T̂ +
∑
pairs
V̂
(2)
pair +
∑
triplets
V̂
(3)
triplets + · · · , (1.5)
where T̂ is the kinetic energy and V̂ (2), V̂ (3) are two- and three-body nuclear potentials
(e.g., from χ-EFT or phenomenological potentials).
Over the years various methods have been developed to tackle this problem. We
will list some of the broad categories below. We only provide a brief explanation for
each of them and refer the reader to the cited references for details.
• Direct diagonalization: This category involves expanding the many-body wave
function |Ψ〉 in an appropriate complete basis. Very often this basis is chosen
to be the Slater determinant of harmonic oscillator (HO) wave functions. HO
wave functions form a complete basis with discrete energy levels that depend
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on only one scale (the oscillator frequency). Moreover, HO wave functions are
simple analytic functions that go to zero at large distance just as nuclear bound
state wave functions.
Finite computational power forces us to truncate the infinite sum of Slater
determinants at some point. One of the common truncation scheme is the Nmax
truncation. It keeps all A particle states |n1l1n2l2 . . . nAlA〉 such that
∑
i
2ni + li ≤ Nmax . (1.6)
With Nmax truncation, solving the many-body Schro¨dinger equation (Eq. 1.4)
becomes a matrix diagonalization problem, and can be solved using standard
algorithms. The Nmax truncation in HO basis also allows separation of center-
of-mass motion from relative motion, ensuring that only intrinsic properties are
being calculated.
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Figure 1.8: Convergence of energies as a function of the truncation parameter Nmax
[27].
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Figure 1.8 shows convergence plots for ground state energies for 4He and 6Li.
As Nmax is increased the energies approach asymptotic values
3. A limitation
Figure 1.9: Matrix dimension grows factorially with the number of nucleons. Figure
courtesy of Pieter Maris.
of the diagonalization method is that the size of the Hamiltonian matrix that
we need to diagonalize grows factorially as we go to higher A and higher Nmax
(cf. Fig. 1.9). This often forces us to truncate the basis before convergence
is reached (cf. Fig. 1.8b), and necessitates development of reliable extrapola-
tion schemes. Chapter 2 describes the author’s original work devoted to the
development of extrapolation schemes relevant to this problem.
3When the asymptotic value doesn’t match the experimental value, it points to the shortcomings
in the nuclear Hamiltonian.
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Many different methods fall under the broad umbrella of diagonalization meth-
ods. This includes the traditional shell model [28], the No Core Shell Model
(NCSM) [29], the No Core Full Configuration (NCFC) [30], and the Impor-
tance Truncated No Core Shell Model (IT-NCSM) [31]. The last three methods
primarily differ in the nature of the truncation they employ.
• Monte Carlo methods: These methods use the imaginary time evolution of the
Schro¨dinger equation
− ∂τ |Ψ(τ)〉 = Ĥ|Ψ(τ)〉 . (1.7)
This equation can be solved by making an ansatz for |Ψ(τ = 0)〉 ≡ |Ψtrial〉.
|Ψtrial〉 can be expanded in a complete basis of eigenvectors of Ĥ as
|Ψtrial〉 = c0|Ψ0〉+
∑
i 6=0
ci|Ψi〉 . (1.8)
As long as the trial wave function is not orthogonal to the actual ground state,
i.e, c0 6= 0 in Eq. 1.8, it can be shown that the imaginary time evolution
(Eq. 1.7) projects out the ground state in the τ → ∞ limit. There are many
different ways to do the stochastic time evolution of Eq. 1.7 to project out the
ground state. The two most popular in nuclear physics are the Green’s function
Monte Carlo (GFMC) [32, 33] and the Auxiliary Field Diffusion Monte Carlo
(AFDMC) [34,35]. Monte Carlo methods work best with a local potential. The
AV18 potential has been the potential of choice for these methods. Recently, it
has been possible to derive the low-order χ-EFT in local form, making its use
possible for Monte Carlo methods [35].
• Coupled Cluster: The energy of the many-body state Ψ is given by
E = 〈Ψ|Ĥ|Ψ〉 . (1.9)
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The coupled cluster (CC) method tries to build the state Ψ from the reference
state Φ (which for instance can be a Hartree-Fock state) using the transforma-
tion
|Ψ〉 = eT |Φ〉 . (1.10)
Thus, Eq. 1.9 becomes
E = 〈Φ|e−T ĤeT |Φ〉 . (1.11)
The cluster operator T in Eq. 1.10 is defined with respect to the reference state.
T = T1 + T2 + . . .+ TA . (1.12)
Tn generates n-particles-n-holes excitations. In practice, Eq. 1.12 is truncated
at T2 (more recently corrections from T3 are included as well). CC scales much
better than diagonalization or Monte Carlo methods discussed above and is
therefore possible to use for medium-mass nuclei [36].
• Density Functional Theory: Density Functional Theory (DFT) is based on the
principle that the many-body ground state Ψ(r1, r2, . . . , rA) can be written as
a functional of the density ρ, i.e, Ψ = Ψ[ρ]. Consequently, the energy (or any
other observable) can be written as a functional of density
E[ρ] = 〈Ψ[ρ]|Ĥ|Ψ[ρ]〉 . (1.13)
DFT proceeds by writing down an energy density functional (EDF) guided by
intuition and general theoretical arguments [37, 38]. Inputs from experiments
and exact calculations for simple few-body systems are also used for constructing
the EDF. The properties of the physical system are then found by the two step
minimization of the EDF—first minimization is at a fixed density ρ(r) and the
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second minimization is over ρ(r). Once the EDF is decided upon, DFT does
not scale prohibitively with the number of nucleons A, and is therefore the most
popular for calculating properties of heavy-mass nuclei.
• IM-SRG: In-Medium Similarity Renormalization Group (IM-SRG) is based on
the SRG technique we will look at in Subsec. 1.5.1. It uses a series of contin-
uous unitary transformations to decouple the ground state of the many-body
Hamiltonian from the excitations. IM-SRG has made it possible to apply the
ab-initio (starting with 2N and 3N forces) methods to medium-mass nuclei and
beyond. Please see the Ref. [39] for a recent review on progress acheived by
IM-SRG.
1.4.1 “It from the bit”4 —lattice theories
Lattice QCD
We saw through Fig. 1.4 that the largeness of the QCD coupling at low-energies
makes it unamenable to analytical calculations. A well-established non-perturbative
approach in this regime is lattice QCD [40]. In lattice QCD, one discretizes space-
time; fields representing quarks are defined at lattice sites and the gluon fields are
defined on links connecting neighboring sites.
Ideally we would like the lattice size to be as large as possible and the lattice
spacing to be as small as possible. However, lattice calculations are computationally
extremely intensive, thereby severely constraining the lattice size and spacing. More-
over, the computational cost of simulations scales with the quark mass roughly as
m−4q [41]. The simulations are therefore often done at quark masses larger than the
4The phrase “It from the bit” was originally used by John Wheeler while elucidating his ideas
on digital physics.
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physical quark masses. From the Gell-Mann-Oakes-Renner relation m2pi ∼ mq, and
therefore the pion mass in the lattice calculations is larger than its physical value as
well. The results are then extrapolated down to physical quark (or pion) mass. In the
nuclear case, for accurate extrapolation one must also take into account the crucial
non-analytic structure associated with chiral symmetry breaking [42].
Recent calculations have been able to use the physical pion mass though only for
very light hadrons [43]. In near future, we hope to extract the low-energy constants
in Fig. 1.7 from lattice QCD.
Lattice EFT
Quarks and gluons have many degrees of freedom in terms of spin, color charge,
and flavor. This along with strong nonlinearity and non-perturbativeness of the prob-
lem makes getting nuclear physics from lattice QCD computationally difficult. An
alternative approach is to have nucleons on the lattice site rather than the quarks.
The difference between the two methods is illustrated in Fig. 1.10. Lattice EFT com-
(a) Lattice QCD (b) Lattice EFT
Figure 1.10: Lattice QCD vs. lattice EFT. Figures from a talk by Dean Lee.
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bines the framework of effective field theory and computational lattice methods and
is a promising tool for studying light nuclear systems.
Lattice theories inherently come with the associated graininess and the finite size.
Thus, we have a cutoff for both the maximum length and the maximum momentum
scale that we can have on a lattice. This is qualitatively similar to the harmonic
oscillator basis truncation problem that we will look extensively at in Chapter 2.
Various methods have been used to obtain the continuum limit from the lattice. We
will touch upon these in Subsec. 2.3.1, where we look at similarities and differences
between the lattice methods and our work with oscillator basis truncation.
1.5 RG techniques
We saw in Fig. 1.8 that the convergence in many-body calculations is slow. To
understand why this is the case, recall from Fig. 1.2 that the nuclear potentials have a
strong short-range repulsion. This hard core leads to high-momentum components in
the potentials. This can be seen in Fig. 1.11 where we plot the AV18 potential in the
Figure 1.11: The 1S0 AV18 potential in momentum space. Figure from [44].
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1S0 channel in momentum space. We note that for the AV18 potential, V (k, k
′)→ 0
only for k, k′ & 25 fm−1. However, the Fermi momentum of the nucleon in a heavy
nucleus like 208Pb is only about 1.2 fm−1. The Fermi momentum sets the momentum
scale of low-energy nuclear processes we wish to study. Thus, we have a mismatch of
resolution scales; the processes we wish to describe are 1− 2 fm−1 (200− 400 MeV),
whereas the momentum scale in the potential is much higher. To use the analogy due
to Tom Banks, ‘it is like trying to understand the properties of waves in the ocean
in terms of Feynmann diagrams’. Though in principle this can be done, it makes
calculations intractably complicated.
This bring us back to Fig. 1.6. The progression from top to bottom in Fig. 1.6 can
be thought of as reduction in resolution. This can be established theoretically using
renormalization group (RG) methods. As mentioned before, the focus in LENP is the
intermediate region, where nucleons are the degrees of freedom. But even within this
limited region, the concept of changing resolution by RG methods has been extremely
advantageous [44].
We would like to stress that contrary to the popular notion, high resolution is
not always the best thing, especially when the processes we are looking at are low-
momentum. Also, though the value of the calculated observable is independent of
the resolution, the physical interpretation often changes with the resolution. This is
illustrated in Fig. 1.12.
One of the methods to get rid of the high-momentum components is to apply a
‘low-pass filter’ on the potential (cf. Fig. 1.13a). This is routinely done, for example,
in image processing. Compression of a digital photograph is achieved by Fourier
transforming it, setting the high-momentum modes in the Fourier transform equal to
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(a) Nucleus under a high-resolution probe.
(b) Fine details (nucleon substructure) not re-
solved when probed at low energies.
(c) A painting by Georges Seurat, which is an example of pointil-
lism. Small, distinct dots of color are applied to form a pattern.
The pattern would be lost under a high-resolution probe. Image
from Wikimedia Commons.
Figure 1.12: Physics interpretation often changes with resolution.
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(a) An illustration of a low-pass filter.
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(b) 1S0 phase shifts for the AV18 po-
tential and for the AV18 potential after
the low-pass filter which sets V (k, k′) =
0 for k, k′ > 2 fm−1 [45].
Figure 1.13: Low-pass filter on nuclear potential—illustration and effect on phase
shifts.
zero, and then transforming back. However, as seen in Fig. 1.13a, the straightforward
application of a low-pass filter fails to reproduce nuclear phase shifts even at low
energies.
This failure of a low-pass filter can be understood by recalling from Fig. 1.11 that
the high and low-momentum modes are coupled. For instance, consider (schemati-
cally) the expression for the tangent of phase shift in perturbation theory
〈k|V̂ |k〉+
∑
k′
〈k|V̂ |k′〉〈k′|V̂ |k〉
(k2 − k′2)/m + · · · . (1.14)
The second term in Eq. 1.14 involves a sum over off-diagonal matrix elements of V̂ .
Therefore even phase shifts for small k will have significant contributions from high
k′ if the coupling matrix elements 〈k|V̂ |k′〉 are large.
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A correct way to get rid of the high-momentum components is to use the RG
evolution and lower the momentum cutoff in small steps. Two common choices for
Λ0
Λ1
Λ2
k’
k
(a) The Vlow k running in Λ.
λ0 λ1 λ2
k’
k
(b) The SRG running in λ.
Figure 1.14: Schematic illustration of two types of RG evolution. For given Λi or λi
the matrix elements outside the corresponding lines are negligible. This decouples
the high-momentum modes from the low-momentum ones. Figure from [44].
RG running are shown in Fig. 1.14. The RG running shown in Fig. 1.14a is referred to
as “Vlow k” was historically developed first for LENP. It attempts to get the potential
in the low-pass-filter form through successive RG transformations [46, 47]. Though
successful for two-nucleon forces, it has been difficult to systematically treat many-
body forces in the Vlow k framework.
A more recent approach through the similarity renormalization group (SRG) is
illustrated in Fig. 1.14b. SRG running drives the potential to a band-diagonal form. It
is possible to systematically account for the many-body forces in the SRG framework.
We will be using the SRG framework in our work presented in Chapter 3. Next we
present a brief introduction to the SRG technique.
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1.5.1 SRG
SRG for LENP was developed at Ohio State by S. Bogner (then a post-doc),
R. Furnstahl, and R. Perry [48]. Their approach was inspired by the RG flows equa-
tions developed by Wegner for condensed matter applications [49]. The basic idea in
SRG is to apply a series of unitary transformations Us to transform the Hamiltonian
Ĥ into a band-diagonal form shown in Fig. 1.14b:
Ĥs = Ûs Ĥ Û
†
s , (1.15)
where s is the RG flow parameter. Us=0 = 1. In practice, instead of using Eq. 1.15,
the SRG evolution is done through the flow equation
dĤs
ds
=
[
[Ĝs, Ĥs], Ĥs
]
. (1.16)
Ĝs is the operator which generates the flow. T̂rel, the relative kinetic energy operator,
is the most popular choice for Ĝs, though other choices for Ĝs have been explored [50].
Note that since we are just doing unitary transformations, eigenvalues such as
energies are unchanged under SRG
En = 〈Ψn|Ĥ|Ψn〉 = (〈Ψn|Û †s )ÛsHÛ †s (Ûs|Ψn〉) . (1.17)
It is beneficial to change the flow parameter to λ, where λ2 = 1/
√
s. λ has the units
of momentum (fm−1). With this change of variable and setting Ĝs = T̂rel, for a given
partial-wave channel, the Eq. 1.16 in momentum basis becomes
dVλ
dλ
(k, k′) ∝ −(k − k′)2Vλ(k, k′) +
∑
q
(k + k′ − 2q)Vλ(k, q)Vλ(q, k′) . (1.18)
The first term on the right side of Eq. 1.18 drives the potential to the band diagonal
form shown in Fig. 1.14b and the second term on right side of Eq. 1.18 makes sure
that the unitarity is maintained.
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Figure 1.15: SRG evolution of the chiral N3LO potential [51] in the 3S1 channel.
Figure from [46].
Figure 1.15 shows Eq. 1.18 in action. We see that as we go to lower λ, we achieve
the decoupling between high- and low-momentum components. Once this decoupling
has been achieved, one can apply the low-pass filter and work with smaller matrices
if desired.
Effects of SRG evolution
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Figure 1.16: 3S1 probability density in deuteron for the AV18 potential and the AV18
potential evolved to three SRG λ’s. Figure from [45].
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The conventional nuclear potentials have a strong short-range repulsion. As a re-
sult, the wave functions at short distance are suppressed. This suppression is seen for
the unevolved potential in Fig. 1.16. This suppression is called the short-range corre-
lation (SRC). The RG evolution gets rid of the short-range repulsion in the potential
(it shifts the strength from high-momentum modes into the low-momentum modes).
The wave functions from the evolved potential therefore do not exhibit the SRC as
seen in Fig. 1.16. It is also noteworthy that even though the deuteron wave functions
change at short distances, the long-distance part is independent of the SRG λ. The
long-distance part of the wave function is related to the asymptotic normalization co-
efficient (ANC), which is an observable. We will see later in Chapter 2 that the ANC
being an observable plays an important role in establishing the universality of the
extrapolation formulas derived in Chapter 2. The observables should be independent
of the resolution scale, which at the end of the day is a theoretical choice.
In Fig. 1.17, we look at the effect of evolution on a few more (non-)observables.
We see in Fig. 1.17a that the deuteron binding energy and the ratio of D-state ANC
to the S-state ANC are independent of the resolution scale as expected. However,
the D-state probability depends on the resolution. This indicates that the D-state
probability of the deuteron is not an observable. We return to the phase shifts with a
low-pass filter problem in Fig. 1.17b. We see that when the low-pass filter is applied
to the SRG evolved potential, it reproduces the unevolved phase shifts up to the cut-
off energy of the filter. This discussion also makes it clear that the nuclear potential
itself is not an observable and there is no “correct” nuclear potential. In fact, there
is more than one “correct” potential. For instance, all the potentials in Fig. 1.15 give
the same values for observables such as binding energies, phase shifts, etc.
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Figure 1.17: Effect of RG evolution on (non-)observables.
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Since the SRG evolved potentials only have low-momentum modes, they are
amenable to numerical calculations. As seen in Fig. 1.18, SRG evolution greatly
accelerates the convergence in many-body calculations.
We note that even when we start with just two-body forces, SRG evolution intro-
duces three- and higher-body forces. This can be understood from the flow equation
(Eq. 1.16)
dĤs
ds
=
[∑ a†a︸︷︷︸
Ĝs
,
∑
a†a†aa︸ ︷︷ ︸
2−body
],
∑
a†a†aa︸ ︷︷ ︸
2−body

= · · ·+
∑
a†a†a†aaa︸ ︷︷ ︸
3−body
+ · · · (1.19)
The second equality in Eq. 1.19 demonstrates how the commutators give rise to three-
and higher-body (up to A-body) forces. The initial potential in Fig. 1.18 includes both
two- and three-body forces; it has been demonstrated that 3-body forces are crucial
in getting the correct experimental values from theory [52]. To keep the invariance of
energy with respect to the resolution scale (as in Fig. 1.17a), it is important to keep
also the induced 3-body forces [27]. A major development in the SRG technology has
been the ability to consistently evolve three-body forces [53,54].
A related important development is that of In-Medium SRG (IM-SRG) [39]. IM-
SRG uses a reference state |Φ〉 which is different from the particle vacuum |0〉 used
in SRG. For example, Φ can be a Slater determinant that is fair approximation to
nucleus’ ground state. Just like in SRG, IM-SRG then uses a series of unitary trans-
formations to decouple the reference state from excitations. IM-SRG also maintains
the hierarchy of many-body forces, namely 2N 3N 4N · · · .
RG techniques have made possible calculations of medium-mass nuclei starting
from inter-nucleonic interactions. However, if we keep pushing the calculations to
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higher-mass nuclei, we run into the same problem as indicated in Fig. 1.8b, i.e, we
run out of computational power before we reach convergence. So, along with RG
techniques we also need reliable extrapolation techniques that will allow us to extrap-
olate the results from finite Nmax to Nmax =∞. This problem will form the basis of
Chapter 2.
1.6 Path forward for LENP
We have seen that nuclear theory has come a long way from the pion theories of
the 1940’s. The focus these days is on doing precision calculations and making reliable
predictions. The tool box of a nuclear theorist includes a wide variety of techniques.
In most cases, different techniques have complimentary strengths. In other cases,
alternative methods provide a means to cross-check answers. Having made great
strides in the evaluation of the bound state properties, the push recently has been on
calculating resonant and scattering states, and using the improved understanding of
nuclear structure to study nuclear reactions.
To pick a particular example, let’s focus on the neutrinoless double beta decay
(0νββ) example. 0νββ is of wide interest because of its potential to shed light on
the nature of neutrinos (i.e, if neutrino is a Majorana or a Dirac fermion). 0νββ has
not been observed yet and there are experiments around the world looking for this
decay [55]. The experiments need guidance from theory to help design the experiment
and to interpret the measurements. The theoretical calculation of 0νββ cross section
involves computing a nuclear matrix element for the transition. Figure 1.19 indicates
the current level of agreement for calculations from different methods. We see that
these results differ by a factor of two. The reaction cross section is proportional to
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Figure 1.19: Nuclear matrix element for 0νββ for various nuclei calculated using
different methods. The legends indicate the different methods used for calculations.
Figure from a talk by Petr Vogel.
the matrix element squared, and therefore the current level of agreement translates
to an uncertainty of factor four in the cost of the experiment.
We thus see that it is important that the theoretical calculations are accompa-
nied by a reliable uncertainty estimate. The sources of uncertainty in a theoretical
calculation can broadly be classified into two categories—uncertainty in the input
(e.g., shortcomings in the potential, limitations of the assumptions made, etc.) and
uncertainty arising from the method (e.g., errors due to various approximations made
while solving). As presented in the next section, the work in this thesis focuses on
investigating two common sources of uncertainties.
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1.7 Thesis organization
The next two chapters in this thesis will present the author’s original work as
a PhD student. As demonstrated in Fig. 1.8b, we often run out of computational
power before the convergence is reached, necessitating a need for trustworthy extrap-
olation schemes. Chapter 2 describes our published work in this regard [56–58]. The
extrapolation schemes we developed were physically motivated as opposed to phe-
nomenological forms previously in use. The author of this thesis was a lead author on
Ref. [56]. All authors of Ref. [57] contributed equally. We will therefore look in detail
at the results presented in Refs. [56, 57] in this thesis. The author’s contribution to
work presented in Ref. [58] was secondary, and hence only the summary from that
work will be presented.
Theoretical calculations of nuclear cross sections involve evaluating nuclear struc-
ture (which involves description of the initial and final state) and nuclear reaction
(which involves a description of the probe). To make accurate predictions, it is im-
portant to understand the uncertainty stemming from the renormalization scale and
scheme dependence of nuclear structure and reaction components. We address this
problem in Chapter 3 by using the SRG to look at the scale dependence of deuteron
electrodisintegration. This effort was led by the author and has been published in
Ref. [59].
Both these projects were the first of its kind, and are fertile grounds for further
development. In fact, the work presented in Chapter 2 has already had a lot of
impact as testified by the number of articles citing our publications. We believe that
the work in Chapter 3 will also receive wide attention soon. We present the details
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of our calculations in Appendix, which would enable anyone interested to reproduce
our results.
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Chapter 2: Extrapolation
As we have seen in the introduction, the harmonic oscillator (HO) basis is routinely
used in low-energy nuclear physics (LENP) calculations. We also saw that the size of
Hamiltonian matrix that we need to diagonalize grows factorially with the number of
nucleons (cf. Fig. 1.9), severely restricting the number of terms that can be kept in the
basis expansion. The single particle nuclear wave function with the Nmax truncation
introduced in Chapter 1 is given by
ψΩNmax(r) =
Nmax∑
α=0
cαϕ
Ω
α(r) . (2.1)
ϕΩα(r) in Eq. 2.1 are the HO wave functions; Ω is the frequency of the HO
5. For
reference, the S-wave HO wave function is given by
ϕΩα(r) = N e
−µΩ
2~ r
2
L1/2α (
µΩ
~
r2) , (2.2)
where N is the normalization constant, µ is the reduced mass, and L1/2α denotes the
generalized Laguerre polynomial.
The energy obtained in the HO basis—E(Nmax,Ω)—is a function of Nmax and Ω.
This is illustrated in Fig. 2.1. We see that as we go to higher Nmax, the curves get
flatter with respect to Ω, or in other words the dependence on Ω drops out.
5 In LENP, the oscillator frequency is often denoted by Ω rather than ω.
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Figure 2.1: Ground state energy for 6He as a function of Nmax and Ω. Figure taken
from [60].
The goal is to extrapolate to Nmax =∞ from a finite Nmax. The most widely used
extrapolation scheme employs an exponential in Nmax form
E(Nmax) = E∞ + ae−cNmax , (2.3)
where a and c are determined separately for each ~Ω (with the option of constraining
the fit to get the same asymptotic E∞ value). Figure 2.2 shows estimate for the
ground state energy for 6He obtained using the extrapolation form of Eq. 2.3.
The exponential in Nmax extrapolation is widely used in literature and seems to
work quite well [30, 31, 62–64]. There are however many open questions about this
extrapolation scheme such as the answer for E∞ depends on the oscillator frequency
Ω and it is not clear which is the best choice for Ω. The terms a and c in Eq. 2.3
are fit to data. There is no way to extract these terms for one nucleus and use it
35
Figure 2.2: The estimate for exact 6He ground state energy using Eq. 2.3. Ex-
trapolated answer from the constrained fit and the experimental binding energy are
indicated by horizontal lines. Figure from [61].
to predict something else. Moreover, the physical motivation for an exponential in
Nmax extrapolation is slim at best. It has been claimed that for larger nuclei Nmax
is a logarithmic measure of the number of states [63]. This would account for the
exponential behavior, but there is no demonstration that it follows in general or with
a specific logarithmic dependence.
An alternative approach to extrapolations is motivated by effective field theory
(EFT) and based instead on explicitly considering the infrared (IR) and ultraviolet
(UV) cutoffs imposed by a finite oscillator basis [65]. The truncation in the oscillator
basis introduces a maximum length scale (or an IR cutoff) and also a maximum
momentum scale (or an UV cutoff). These length and momentum scales can be
motivated by the classical turning points denoted by L0 and Λ0 respectively. We
have
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L0 =
√
2(Nmax + 3/2)b ,
Λ0 =
√
2(Nmax + 3/2)~/b . (2.4)
b is the oscillator length given by b =
√
~/mΩ. The errors due the finite IR (UV)
cutoff are called the IR (UV) errors. To draw a lattice analogy, IR errors stem from
the finite box size, and the UV errors are a result of the finite lattice spacing (or the
graininess of the lattice). Ideally, we would like the box size to be as large as possible
and the lattice spacing to be as small as possible. Because of finite computational
power, this is not always possible though and therefore we need reliable extrapolation
schemes in both IR as well as UV.
This approach of thinking of the HO truncation in terms of IR and UV cutoffs
has led to lot of development in the past three years. Note that b appears in the
numerator for L0 and in the denominator for Λ0, so it is not possible to make both
cutoffs large simultaneously. We can choose the oscillator parameters such that one
of the cutoffs in Eqs. 2.4 is large, making the errors due to that cutoff small and focus
on the errors due to the other cutoff. The first attempt and test for a theoretically
motivated IR correction was made in [60]. These corrections were made theoretically
sound in [56, 57]. In [58] we looked at the UV correction for the deuteron. Our
papers [56–58] have led to physically motivated extrapolation schemes and will form
the basis of the next two sections. Insights from our work have also led to development
of extrapolation schemes (both in IR and UV) for the many-body case by other groups.
We will touch upon these developments in Subsec. 2.3.1.
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2.1 Infrared story 6
As mentioned in the introduction, there was a lack of well motivated extrapolation
schemes in LENP and this is where our work comes in. We started with the two-body
case because it is more tractable mathematically. Note that extrapolation is usually
not necessary for the two-body problem, because convergence is reached before we
run out of computational power. This allows us to test our extrapolation formulas.
Once we establish that the approach works for the two-body case, we can hope to
extend the approach to few- and many-body case.
As mentioned earlier, IR cutoff effectively puts system in a finite box. We need
to find appropriate box length such that
E(Nmax) = E(Lbox) . (2.5)
Note that our original problem was to find E∞ ≡ E(Nmax = ∞) given E at a finite
Nmax. Once we make the correspondence in Eq. 2.5 and express energy as a function of
box length, we can use various techniques (discussed later) to estimate E(Lbox =∞)
which equals E(Nmax =∞).
2.1.1 Tale of tails
The box size is usually bigger than the range of the potential. Thus imposing
the IR cutoff modifies the asymptotic part (or tail) of the bound-state wave function.
Our early work focused on trying to estimate the appropriate box size by matching
the tails of wave functions in the truncated HO basis to the tails of wave functions in
boxes of different lengths.
6Based on [56] and [57]
38
Our strategy was to use a range of model potentials for which the Schro¨dinger
equation can be solved analytically or to any desired precision numerically to broadly
test and illustrate various features, and then turn to the deuteron for a real-world
example. In particular we considered:
Vsw(r) = −V0 θ(R− r) [square well] , (2.6)
Vexp(r) = −V0 e−(r/R) [exponential] , (2.7)
Vg(r) = −V0 e−(r/R)2 [Gaussian] , (2.8)
Vq(r) = −V0 e−(r/R)4 [quartic] , (2.9)
where for each of the models we work in units with ~ = 1, reduced mass µ = 1, and
R = 1, but consider different values for V0. For the realistic potential we use the
Entem-Machleidt 500 MeV chiral EFT N3LO potential [66] and unitarily evolve it
with the similarity renormalization group (SRG). These potentials provide a diverse
set of tests for universal properties. Because we can go to very high ~Ω and Nmax
for the two-particle bound states (and therefore large ΛUV), it is possible to always
ensure that UV corrections are negligible.
We start with empirical considerations before presenting an analytical understand-
ing. An example of how this correspondence between the HO truncation and a hard
wall at specific length plays out is presented in Fig. 2.3. In the top panel, the exact
ground-state radial wave function (dashed) for the square well in Eq. 2.6 is compared
to the solution in an oscillator basis truncated at Nmax = 4 determined by diago-
nalization (solid). The truncated basis cuts off the tail of the exact wave function
because the individual basis wave functions have a radial extent that depends on ~Ω
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Figure 2.3: (a) The exact radial wave function (dashed) for a square well Eq. 2.6 with
depth V0 = 4 (and ~ = µ = R = 1) is compared to the wave function obtained from
an HO basis truncated at Nmax = 4 with ~Ω = 6 (solid). The spatial extent of the
wave function obtained from the HO basis truncation is dictated by the square of HO
wave function for the highest radial quantum number (dot-dashed). (b) The wave
functions obtained from imposing a Dirichlet boundary condition (bc) at L0, L
′
0 and
L2 are compared to the wave function in truncated HO basis.
(from the Gaussian part; cf. Eq. 2.2) and on the largest power of r (from the poly-
nomial part). The latter is given by Nmax = 2n + l. With Nmax = 4 and l = 0, this
means that n = 2 gives the largest power.
The cutoff will then be determined by the n = 2 oscillator wave function, uHOn=2(r),
whose square (which is the relevant quantity) is also plotted in the top panel (dot-
dashed). It is evident that the tail of the wave function in the truncated basis is
fixed by this squared wave function. Our premise is that the HO truncation is well
modeled by a hard-wall (Dirichlet) bc at r = L. If so, the question remains how best
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to quantitatively determine L given Nmax and ~Ω. In the bottom panel of Fig. 2.3 we
show the wave functions for several possible choices for L. L0 corresponds to choosing
the classical turning point (i.e. the half-height point of the tail of [uHOn=2(r)]
2); it is
manifestly too small. The authors of [60] advocated an improved choice for L given
by
L′0 = L0 + 0.54437 b (L0/b)
−1/3 . (2.10)
The length L′0 in Eq. 2.10 is obtained by linear extrapolation from the slope at the
half-height point. However, choosing
L = L2 ≡
√
2(Nmax + 3/2 + 2)b (2.11)
was found to work the best in almost all examples.
The most direct illustration of this conclusion comes from the bound-state ener-
gies. In the example in Fig. 2.3, the exact energy (in dimensionless units) is −1.51
while the result for the basis truncated at Nmax = 4 is −1.33, which is therefore
what we hope to reproduce. With L0, the energy is −0.97, with L′0 it is −1.21, and
with L2 it is −1.29. While this is only one example of a model problem, we have
found that L2 always gives a better energy estimate than L
′
0 (and something like
L3 ≡
√
2(Nmax + 3/2 + 3)b is almost always worse).
Another signature that demonstrates the suitability of L2 is that points from many
different ~Ω and Nmax values all lie on the same curve. Figures 2.4 and 2.5 show the
energies from a wide range of HO truncations for L0, L
′
0 and L2 for the Gaussian
well and the square well potential, respectively. The energies for different ~Ω and
Nmax lie on the same smooth and unbroken curve if we use L2 but not with the other
choices. For L = L0 and L = L
′
0, one finds that sets of points with different ~Ω
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but same Nmax fall on smooth, Nmax-dependent curves. For the square well, there
are small discontinuities visible even for L = L2. At the square well radius, the
wave function’s second derivative is not smooth, and this is difficult to approximate
with a finite set of oscillator functions. This lack of UV convergence is likely the
origin of the very small discontinuities. As a further test, we solve the Schro¨dinger
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Figure 2.4: Ground-state energies versus L0 (top), L
′
0 (middle), and L2 (bottom)
for a Gaussian potential well Eq. 2.8 with V0 = 5 and R = 1. The crosses are the
energies from HO basis truncation. The energies obtained by numerically solving the
Schro¨dinger equation with a Dirichlet bc at L lie on the solid line. The horizontal
dotted lines mark the exact energy E∞ = −1.27.
equation with a vanishing Dirichlet bc (solid lines in Figs. 2.4 and 2.5), and compare
to the energies obtained from the HO truncations (crosses). The finite oscillator basis
energies are well approximated by a Dirichlet bc with a mapping from the oscillator
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Figure 2.5: Ground-state energies versus L0 (top), L
′
0 (middle), and L2 (bottom) for
a square well potential well Eq. 2.6 with V0 = 4 and R = 1. The crosses are the
energies from HO basis truncation. The energies obtained by numerically solving the
Schro¨dinger equation with a Dirichlet bc at L lie on the solid line. The horizontal
dotted lines mark the exact energy E∞ = −1.51.
~Ω and Nmax to an equivalent length given by L2. Note that for large Nmax, the
differences between L0, L
′
0 and L2 may be smaller than other uncertainties involved
in nuclear calculations, but for practical calculations one will want to use small Nmax
results, where these considerations are very relevant.
These results from model calculations are consistent with those from realistic
potentials applied to the deuteron. To illustrate this, we use the N3LO 500 MeV
potential of Entem and Machleidt [66]. We generate results in an HO basis with
~Ω ranging from 1 to 100 MeV and Nmax from 4 to 100 (in steps of 4 to avoid HO
artifacts for the deuteron [63]). We then restrict the data to where UV corrections
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are negligible (see Section 2.2). Figure 2.6 shows that the criterion of a continuous
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Figure 2.6: Ground-state energies versus L0 (top), L
′
0 (middle), and L2 (bottom) for
the Entem-Machleidt 500 MeV N3LO potential [66]. The horizontal dotted lines mark
the exact energy E∞ = −2.2246 MeV.
curve with the smallest spread of points clearly favors L2.
Analytical derivation of L2
In the asymptotic region (this is the region where IR cutoff is imposed), the
potential is negligible and the only relevant part of the Hamiltonian is the kinetic
energy or the p2 operator. In what follows, we analytically compute the smallest
eigenvalue κ2min of p
2 in a finite oscillator basis and will see that κmin = pi/L2. In the
remainder of this Subsection, we set the oscillator length to one. We focus on s-waves
and thus consider wave functions that are regular at the origin, i.e. the radial wave
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functions are identical to the odd wave functions of the one-dimensional harmonic
oscillator.
The localized eigenfunction of the operator p2 with smallest eigenvalue κ2 is
ψκ(r) =
{
sinκr , 0 ≤ r ≤ pi
κ
0 , r > pi
κ
. (2.12)
We employ the s-wave oscillator functions
ϕ2n+1(r) = (−1)n
√
2n!
Γ(n+ 3/2)
rL
1
2
n
(
r2
)
e−
r2
2
=
(
pi
1
2 22n(2n+ 1)!
)−1/2
H2n+1(r)e
− r2
2 , (2.13)
with energy E = (2n + 3/2)~Ω. Here, L1/2n denotes the Laguerre polynomial, and it
is convenient to rewrite this function in terms of the Hermite polynomial Hn. We
expand the eigenfunction in Eq. 2.12 as
ψκ(r) =
∞∑
n=0
c2n+1(κ)ϕ2n+1(r) . (2.14)
Before we turn to the computation of the expansion coefficients c2n+1(κ), we consider
the eigenvalue problem for the operator p2. We have
p2 = a†a+
1
2
− 1
2
(
a2 +
(
a†
)2)
, (2.15)
where a and a† denote the annihilation and creation operator for the one-dimensional
harmonic oscillator, respectively. The matrix of p2 is tridiagonal in the oscillator basis.
For the matrix representation, we order the basis states as (ϕ1, ϕ3, ϕ5, . . .). Thus, the
eigenvalue problem p2− κ2 = 0 becomes a set of rows of coupled linear equations. In
an infinite basis, the eigenvector (c1(κ), c3(κ), c5(κ), . . .) identically satisfies every row
of the eigenvalue problem for any value of κ. In a finite basis (ϕ1, ϕ3, ϕ5, . . . ϕ2n+1),
however, the last row of the eigenvalue problem(
2n+ 3/2− κ2) c2n+1(κ) = 1
2
√
2n
√
2n+ 1 c2n−1(κ) , (2.16)
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can only be fulfilled for certain values of κ, and this is the quantization condition.
To solve this eigenvalue problem we need expressions for the expansion coefficients
c2n+1(κ) for n 1. Those can be derived analytically as follows.
We rewrite the eigenfunction in Eq. 2.12 as a Fourier transform
ψκ(r) =
√
2
pi
∞∫
0
dkψ˜κ(k) sin kr , (2.17)
and expand the sine function in terms of oscillator functions as
sin kr =
√
pi
2
∞∑
n=0
(−1)nϕ2n+1(r)ϕ2n+1(k) . (2.18)
Thus, the expansion coefficients in Eq. 2.14 are given in terms of the Fourier transform
ψ˜κ(k) as
c2n+1(κ) = (−1)n
∞∫
0
dk ψ˜κ(k)ϕ2n+1(k) . (2.19)
So far, all manipulations have been exact. We need an expression for c2n+1(κ) for
n 1 and use the asymptotic expansion
ϕ2n+1(k) ≈ (−1)
n
√
2
pi1/4
(2n− 1)!!√
(2n)!
sin(
√
4n+ 3k) , (2.20)
which is valid for |k|  √2n, see [67]. Using this approximation, one finds (making
use of Fourier transforms)
c2n+1(κ) ≈ pi1/4 (2n− 1)!!√
(2n)!
ψκ(
√
4n+ 3)
= pi1/4
(2n− 1)!!√
(2n)!
sin(
√
4n+ 3κ) , (2.21)
with κ ≤ pi/√4n+ 3 due to Eq. 2.12.
Let us return to the solution of the quantization condition in Eq. 2.16. We make
the ansatz
κ =
pi√
4n+ 3 + 2∆
, (2.22)
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and must assume that ∆ > 0. This ansatz is well motivated, since the naive semi-
classical estimate κ = pi/L0 yields ∆ = 0. We insert the expansion coefficients of
Eq. 2.21 into Eq. 2.16 and consider its leading-order approximation for n  1 and
n ∆. This yields
∆ = 2 (2.23)
as the solution. Recalling that a truncation of the basis at ϕ2n+1 corresponds to the
maximum energy E = (2n + 3/2)~Ω, we see that we must identify Nmax ≡ N = 2n.
Thus, κmin = pi/L2 is the lowest momentum in a finite oscillator basis with n 1 basis
states (and not 1/b as stated in Ref. [65]). It is clear from its very definition that pi/L2
is also (a very precise approximation of) the infrared cutoff in a finite oscillator basis,
and that L2 (and not b as stated in Refs. [68,69]) is the radial extent of the oscillator
basis and the analog to the extent of the lattice in the lattice computations [70].
The derivation of our key result κmin = pi/L2 is based on the assumption that the
number of shells N fulfills N  1. Table 2.1 shows a comparison of numerical results
for κmin in different model spaces. We see that pi/L2 is a very good approximation
already for N = 2, with a deviation of about 1%.
Note that this approach can be generalized to other localized bases. The (numer-
ical) computation of the lowest eigenvalue of the momentum operator p2 yields the
box size L corresponding to the employed Hilbert space.
EFT-like approach
We mentioned that the relevant operator for IR truncation is p2. To get a better
understanding of the correspondence between the HO truncation and a hard wall at
L2, let’s compare the spectrum of p
2 in the two cases. In Fig. 2.7, we compare the
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N κmin pi/L2 pi/L0
0 1.2247 1.1874 1.8138
2 0.9586 0.9472 1.1874
4 0.8163 0.8112 0.9472
6 0.7236 0.7207 0.8112
8 0.6568 0.6551 0.7207
10 0.6058 0.6046 0.6551
12 0.5651 0.5642 0.6046
14 0.5316 0.5310 0.5642
16 0.5035 0.5031 0.5310
18 0.4795 0.4791 0.5031
20 0.4585 0.4582 0.4791
Table 2.1: Comparison between the lowest momentum κmin, pi/L2, and pi/L0 for
model spaces with up to N oscillator quanta.
low-lying eigenfunctions of p2 in the truncated HO basis to the eigenfunctions in a
box of size L2. As we will see later, the asymptotic or near the wall difference between
the two eigenfunctions are high-momentum effects irrelevant for the long-wavelength
physics of the bound states.
Another way to look at this is to compute the number M(k) of (s-wave) states up
to a momentum k. We find
M(k) = Tr
[
Θ
(
~2k2 − p2)Θ(E − p2
2m
− m
2
Ω2r2
)]
≈ 1
2pi~
~k∫
−~k
dp
∞∫
0
drΘ
(
~2k2 − p2)Θ(E − p2
2m
− m
2
Ω2r2
)
. (2.24)
Here, we apply the semiclassical approximation and write the trace as a phase-space
integral. We assume ~2k2/(2m) ≤ E, perform the integrations and use E/(~Ω) =
N + 3/2 7. This yields
7For the sake of brevity we replace Nmax by N
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Figure 2.7: Eigenfunctions of p2 in the truncated HO basis compared to those in a
box of size L2.
M(k) =
bk
2pi
√
2N + 3− b2k2 + N + 3/2
pi
arcsin
bk√
2N + 3
, (2.25)
where b is the oscillator length. Figure 2.8 shows a comparison between the quantum
mechanical staircase function and the semiclassical estimate of Eq. 2.25 for N =
32. For sufficiently small values of kb  √2N , the number of s-wave momentum
eigenstates grows linearly, and inspection of Eq. 2.25 shows that the slope at the
origin is L0/pi semiclassically. The linear growth of the number of eigenstates of p
2
with k clearly demonstrate that — at not too large values of kb — the spectrum of
p2 in the oscillator basis is similar to the spectrum of p2 in a spherical box.
As a final example of the correspondence between the HO truncation and the
hard wall at L2, we look at the ground state wave functions of a square well in the
two bases in Fig. 2.9. The binding momentum in this case is 1.7 (in units of 1/R).
The Fourier-transformed wave functions differ at much larger momentum and this
difference is irrelevant for the long-wavelength physics of bound states. Thus the
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Figure 2.8: The staircase function of the s states of the operator p2 in a finite oscillator
basis with N = 32 (black) compared to its semiclassical estimate (smooth red curve).
M(k) denotes the number of states of the operator p2 with eigenvalues p2 ≤ ~2k2.
use of Dirichlet bc to take into account the HO truncation is similar in spirit to the
use of contact interactions to describe the effect of unknown short-ranged forces on
long-wavelength probes.
2.1.2 Cashing in on the hard wall correspondence
We have so far focused on establishing how HO truncation is analogous to putting
the system in a spherical box of a specified radius. Now let’s see how this correspon-
dence helps us in getting the exact energy E∞.
Linear energy method
Our first approximation to the IR correction is based on what is known in quantum
chemistry as the linear energy method [71]. Given a hard-wall bc at r = L beyond
the range of the potential, we write the energy compared to that for L =∞ as
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Figure 2.9: Ground-state wave functions for a square well potential of depth V0 = 4
(see Eq. 2.6; lengths are in units of R and energies in units of 1/R2 with ~2/µ = 1)
from solving the Schro¨dinger equation with a truncated harmonic oscillator basis with
~Ω = 18 and N = 8 (dashed) and with a Dirichlet bc at r = L2 given from Eq. 2.113
(solid). The coordinate-space radial wave functions in a) exhibit a difference at r near
1.5, but the Fourier-transformed wave functions in b) are in close agreement at low
k, showing that the differences are high-momentum modes.
EL = E∞ + ∆EL . (2.26)
We seek an estimate for ∆EL, which is assumed to be small, based on an expansion
of the wave function in ∆EL. Let uE(r) be a radial solution with regular bc at
the origin and energy E. For convenience in using standard quantum scattering
formalism below, we choose the normalization corresponding to what is called the
“regular solution” in Ref. [72], which means that uE(0) = 0 and the slope at the
origin is unity for all E. We denote the particular solutions uEL(r) ≡ uL(r) and
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uE∞(r) ≡ u∞(r). Then there is a smooth expansion of uE about E = E∞ at fixed r,
so we approximate [71]
uL(r) ≈ u∞(r) + ∆EL duE(r)
dE
∣∣∣∣
E∞
+O(∆E2L) , (2.27)
for r ≤ L. By evaluating Eq. 2.27 at r = L with the bc uL(L) = 0, we find
∆EL ≈ −u∞(L)
(
duE(L)
dE
∣∣∣∣
E∞
)−1
, (2.28)
which is the estimate for the IR correction.
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Figure 2.10: Testing the linear energy approximation Eq. 2.27 for (a) deep (V0 = 10)
and (b) shallow (V0 = 2) Gaussian potential well Eq. 2.8 (~ = µ = R = 1). The solid
lines are the exact solutions uL(r) for energies −3.5 and −0.020, respectively, whose
zero crossings determine the corresponding values for L.
We can check the accuracy of the linear energy approximation (Eq. 2.27) by nu-
merically solving the Schro¨dinger equation with a specified energy. This determines
52
L as the radius at which the resulting wave function vanishes. Then we compare this
wave function for r ≤ L to the right side of Eq. 2.27, with the derivative calculated
numerically. Figure 2.10 shows representative examples for a deep and shallow Gaus-
sian potential. In these examples and other cases, the approximation to the wave
function is good, particularly in the interior. The estimates for ∆EL using the right
side of Eq. 2.28 are within a few to ten percent: 0.68 versus 0.70 and 0.050 versus
0.055 for the two cases.
The good approximation to the wave function suggests that for the calculation
of other observables the linear energy approximation will be useful. For observables
most sensitive to the long distance (outer) part of the wave function, such as the
radius, this has already been shown to be true [73]. But the good approximation
to the wave function at small r means that corrections for short-range observables
should also be controlled, with the dominant contribution in an extrapolation formula
coming from the normalization.
Next we derive an expression for the derivative in Eq. 2.28. To start with we
assume we have a single partial-wave channel. For general E < 0, the asymptotic
form of the radial wave function for r greater than the range of the potential is
uE(r)
rR−→ AE(e−kEr + αEe+kEr) , (2.29)
with u∞(r)
rR−→ A∞e−k∞r for E = E∞. We take the derivative of Eq. 2.29 with
respect to energy, evaluate at E = E∞ using αE∞ = 0 and dkE/dE = −µ/(~2kE), to
find
duE(r)
dE
∣∣∣∣
E∞
= A∞
dαE
dE
∣∣∣∣
E∞
e+k∞r + A∞
µ
~2
r
k∞
e−k∞r +
dAE
dE
∣∣∣∣
E∞
e−k∞r . (2.30)
We now evaluate at r = L and anticipate that the e+k∞L term dominates:
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duE(L)
dE
∣∣∣∣
E∞
≈ A∞ dαE
dE
∣∣∣∣
E∞
e+k∞L +O(e−k∞L) . (2.31)
Substituting Eq. 2.31 into Eq. 2.28, we obtain
∆EL ≈ −
[
dαE
dE
∣∣∣∣
E∞
]−1
e−2k∞L +O(e−4k∞L) . (2.32)
Note that this result is independent of the normalization of the wave function.
To calculate the derivative explicitly, we turn to scattering theory, following the
notation and discussion in Ref. [72]. In particular, the asymptotic form of the regular
scattering wave function φl,k for orbital angular momentum l and for positive energy
E ≡ ~2k2/2µ is given in terms of the Jost function fl(k) [72],
φl,k(r) −→ i
2
[fl(k)hˆ
−
l (kr)− fl(−k)hˆ+l (kr)] , (2.33)
where the hˆ±l functions (related to Hankel functions) behave asymptotically as
hˆ±l (kr)
r→∞−→ e±i(kr−lpi/2) . (2.34)
The ratio of the Jost functions appearing in Eq. 2.33 gives the partial wave S-matrix
sl(k):
sl(k) =
fl(−k)
fl(+k)
, (2.35)
which is in turn related to the partial-wave scattering amplitude fl(k) by
fl(k) =
sl(k)− 1
2ik
. (2.36)
We will restrict ourselves to l = 0 for simplicity; the generalization to higher l is
straightforward and will be considered later.
To apply Eq. 2.33 to negative energies, we analytically continue from real to
(positive) imaginary k. So,
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φ0,ikE(r)
rR−→ i
2
(
f0(ikE)e
kEr − f0(−ikE)e−kEr
)
= − i
2
f0(−ikE)
(
e−kEr − f0(−ikE)
f0(ikE)
ekEr
)
, (2.37)
where R is the range of the potential. Upon comparing to Eq. 2.29 we conclude that
αE = − f0(ikE)
f0(−ikE) = −
1
s0(ikE)
. (2.38)
Note that Eq. 2.38 is consistent with the bound-state limit of Eq. 2.29: at a bound
state where E∞ = −~2k2∞/2µ there is a simple pole in the S matrix, which means
αE = 0 as expected (no exponentially rising piece).
From Ref. [72] we learn that the residue as a function of E of the partial wave
amplitude fl(E) at the bound-state pole is (−1)l+1γ2∞~2/2µ, where γ∞ is the asymp-
totic normalization coefficient (ANC). The ANC is defined by the large-r behavior of
the normalized bound-state wave function:
unorm(r)
rR−→ γ∞e−k∞r . (2.39)
Thus, near the bound-state pole (with E = ~2k2/2µ),
f0(k) ≈ −~
2γ2∞
2µ(E − E∞) =
−γ2∞
k2 + k2∞
. (2.40)
or, using Eqs. 2.36 and 2.38,
αE(k) ≈ − k
2 + k2∞
k2 + k2∞ − 2ikγ2∞
. (2.41)
Now,
dαE
dE
∣∣∣∣
E∞
=
dαE/dk|k=ik∞
dE/dk|k=ik∞
, (2.42)
so using Eq. 2.41 we find
dαE
dk
∣∣∣∣
k=ik∞
=
−i
γ2∞
, (2.43)
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and therefore
dαE
dE
∣∣∣∣
E∞
=
−µ
~2k∞γ2∞
. (2.44)
Putting it all together, we have
∆EL =
~2k∞γ2∞
µ
e−2k∞L +O(e−4k∞L) . (2.45)
Equation 2.45 matches the result
E(L) = E∞ + Ae−2k∞L +O(e−4k∞L) (2.46)
in [60], but now we have identified A = ~2k∞γ2∞/µ.
In [56], we advocated including second term in Eq. 2.30 for weakly bound states
(small k∞ makes the term A∞
µ
~2
r
k∞
e−k∞r non-negligible). Including this term was
also seen to give better prediction for weakly bound states like deuteron. As we
pointed out in [57], a better way to arrange an expression for ∆E is to have a system-
atic expansion in powers of e−2k∞L. Keeping the second term in Eq. 2.30, generates
terms in higher powers of O(e−2k∞L). However, these higher order terms also arise
from the O(∆E2L) term in Eq. 2.27 and to be consistent we need to take in account
contributions up to a given order from both the sources (i.e., Eqs. 2.27 and 2.30). As
we will see below, relating kL (kL is the binding momentum when we have a hard
wall at length L) directly to the S-matrix allows us to transparently obtain systematic
expansion for ∆E in powers of e−2k∞L.
The S-matrix way
In [57], we returned to Eq. 2.29 and noted that the bc uniquely fixed the coefficient
αE. We need uE(r = L) = 0 which fixes
αE = −e−2kEL . (2.47)
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To make the L dependence explicit, we modify the notation and let kL ≡ kE. Com-
paring Eqs. 2.47 and 2.38, we have
e−2kLL = [s0(ikL)]
−1 . (2.48)
We then use appropriate parametrization for s0 valid in the complex k region and
solve the transcendental equation 2.48 for kL and thereby find EL.
If the potential has no long-range part that introduces a singularity in the complex
k plane nearer to the origin than the bound-state pole (which is the case, for example,
for the deuteron when we assume that the longest-ranged interaction is from pion
exchange), then the continuation of the positive-energy partial-wave S-matrix (i.e.,
the phase shifts) to the pole should be unique. Because |kL| < |k∞|, s0(ikL) and
therefore kL and the energy shift EL should be determined solely by observables.
The leading term in an expansion of kL − k∞ using Eq. 2.48 comes from the
bound-state pole, at which s0 behaves like [74]
s0(k) ≈ −iγ
2
∞
k − ik∞ . (2.49)
Note that γ∞ here is the asymptotic normalization coefficient (ANC) defined in
Eq. 2.39. Substituting Eq. 2.49 into Eq. 2.48 yields
kL − k∞ ≈ −γ2∞e−2kLL ≈ −γ2∞e−2k∞L . (2.50)
This is the leading-order (LO) result for kL obtained in Eq. 2.45. Note that in Eq. 2.45,
∆EL ≡ EL − E∞ = k2∞/2 − k2L/2. We set ~2/µ = 1. The notation k∞ for the exact
binding momentum make sense in this context, because in the exact case, the hard
wall is at L =∞.
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Iterations of the intermediate equation in 2.50 motivate the NLO parameterization
of kL as
kL = k∞ + Ae−2k∞L + (BL+ C)e−4k∞L +O(e−6k∞L) , (2.51)
with A = −γ2∞. In general we can substitute this expansion into Eq. 2.48 using
an parametrized form of the S-matrix, then expand in powers of e−2k∞L and equate
e−2k∞L, Le−4k∞L, and e−4k∞L terms on both sides of the equation. However, while
both A and B are uniquely determined by the pole in s0(k) at k = ik∞, C is only
determined unambiguously if s0(k) is consistently parameterized away from the pole.
For example, the two parametrizations
s0(ikL) ≈ k
2
∞ − k2L + 2kLγ2∞
k2∞ − k2L
(2.52)
and
s0(k) ≈ −γ
2
∞
2k∞
k + ik∞
k − ik∞ (2.53)
yield different results for C. The first parametrization (Eq. 2.52) is based on a par-
ticular form for the partial-wave scattering amplitude near the pole [72], and was
employed in Ref. [56]. The second paramerization (Eq. 2.53) correctly incorporates
that the S-matrix also has a zero at −ik∞ [74]. In neither case, however, do we have
a sufficiently general parametrization that allows us to unambiguously determine C.
For the complete NLO energy correction, we start from the general expression for
the S-matrix
s0(k) =
k cot δ0(k) + ik
k cot δ0(k)− ik , (2.54)
and use an effective range expansion to substitute for k cot δ0(k). In particular,
we use an expansion around the bound-state pole rather than about zero energy,
namely [75,76],
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k cot δ0(k) = −k∞ + 1
2
ρd(k
2 + k2∞) + w2(k
2 + k2∞)
2 + · · · . (2.55)
To match the residue at the S-matrix pole as in Eq. 2.49, we identify
ρd =
1
k∞
− 2
γ2∞
. (2.56)
w2 is a low-energy observable like γ∞ and k∞. Now we substitute Eq. 2.55 into
Eq. 2.54 and use Eq. 2.51 to expand both sides of Eq. 2.48, equating terms with
equal powers of e−2k∞L and L. The resulting expansion for the binding momentum
to NLO is
[kL]NLO = k∞ − γ2∞e−2k∞L − 2Lγ4∞e−4k∞L
− γ2∞
(
1− γ
2
∞
2k∞
− γ
4
∞
4k2∞
+ 2k∞w2γ4∞
)
e−4k∞L . (2.57)
Using ∆EL ≡ EL −E∞ = k2∞/2− k2L/2, the correction for the energy due to finite L
is
[∆EL]NLO = k∞γ2∞e
−2k∞L + 2k∞Lγ4∞e
−4k∞L
+ k∞γ2∞
(
1− γ
2
∞
k∞
− γ
4
∞
4k2∞
+ 2k∞w2γ4∞
)
e−4k∞L . (2.58)
In what follows we use LO to refer to the first term in this expansion and L-NLO to
refer to the first two terms (the second term should dominate the full NLO expression
when k∞L is large). We also note that higher-order terms in Eq. 2.55 (e.g., terms
proportional to (k2 + k2∞)
3 and higher powers) do not affect the binding momentum
or energy predictions Eqs. 2.57 and 2.58 at NLO.
As a special case, let us consider the zero-range limit of a potential. In this case
ρd = w2 = 0, γ
2
∞ = 2k∞, and
[s0(ikL)]
−1 =
k∞ − kL
k∞ + kL
. (2.59)
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The expansion for kL in a form similar to Eq. 2.51 can be extended to arbitrary order
using Eq. 2.48.
We note finally that the leading corrections beyond NLO scale as L2e−6k∞L. While
we do not pursue a derivation of such high-order corrections here, the knowledge of
the leading form is useful in some of the error analysis we present in Subsec. 2.1.3.
Differential method
Because we seek the change in energy with respect to a cutoff, it is natural to
formulate the problem in the spirit of renormalization group methods by seeking
a flow equation for the bound-state energy as a function of L. Such an approach
is already documented in the literature, for example in Refs. [77] and [78], and it
provides us with an alternative method that does not directly reference the S-matrix.
The basic equation is
∂EL
∂L
= −1
2
|u′L(L)|2∫ L
0
|uL(r)|2 dr
. (2.60)
Here the prime denotes a derivative with respect to r. Given an expression for the
right-hand side in terms of observables (k∞, γ∞, and so on) and L, we can simply
integrate to find the energy correction for a bc at L
∆EL ≡ EL − E∞ =
∫ EL
E∞
dE =
∫ L
∞
∂EL
∂L
dL . (2.61)
To derive Eq. 2.60, we start with
∂
∂L
[∫ L
0
uL(r)HuL(r) dr = EL
∫ L
0
dr uL(r)
2
]
, (2.62)
which yields (after some cancellations)
1
2
(
∂uL(r)
∂r
∂uL(r)
∂L
)∣∣∣∣L
0
=
∂EL
∂L
∫ L
0
dr uL(r)
2 . (2.63)
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The left-hand side is a surface term from partially integrating the kinetic energy in
H. The lower limit vanishes because uL(0) = 0 for any L. Finally, we replace the
partial derivative with respect to L at the upper limit using
∂uL(L)
∂L
= −∂uL(L)
∂r
, (2.64)
which follows from expanding uL′(L
′) = 0 about uL(L) = 0 for L′ = L+ ∆L.
To apply Eq. 2.60, we start with uL(r) in the asymptotic region, as given by
uL(r)
rR−→ (e−kLr − e−2kLLekLr) . (2.65)
The normalization constant γL is chosen so that the integral of uL(r)
2 from 0 to L is
unity; it becomes the ANC γ∞ as L→∞. Thus
u′L(L) = −2γLkLe−kLL . (2.66)
Now we need to expand kL and γL about k∞ and γ∞, respectively. The leading term
is trivial: kL → k∞ and γL → γ∞, so the only L dependence in u′L(L)2 is in e−2k∞L
and the integration in 2.60 is immediate:
∆EL =
∫ L
∞
∂EL
∂L
dL = −2γ2∞k2∞
∫ L
∞
e−2k∞L dL = k∞γ2∞e
−2k∞L +O(e−4k∞L) . (2.67)
This is the same LO result for ∆EL found by other methods.
To go to NLO we need an expression for γL. In the zero-range (zr) limit, γL
is given completely in terms of kL using the normalization condition (because the
asymptotic form in Eq. 2.65 holds over the entire range of the integral)
γ2L =
[∫ L
0
dr (e−kLr − e−2kLLekLr)2
]−1
= 2kL(1 + 4kLLe
−2kLL) +O(e−4kLL) . (2.68)
We expand kL everywhere in Eq. 2.60 using Eq. 2.66 and our LO result
kL = k∞(1− 2e−2k∞L) . (2.69)
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Here, we neglected terms that are O(e−6k∞L) or smaller. We need to expand e−2kLL
in u′L(L) to get
e−2kLL = e−2k∞L(1 + 4k∞Le−2k∞L) +O(e−6k∞L) . (2.70)
(Elsewhere it suffices to replace e−2kLL by e−2k∞L to NLO.) So we find that
∂EL
∂L
= −1
2
(4γ2Lk
2
Le
−2kLL)
≈ −2[2k∞(1− 2e−2k∞L)(1 + 4k∞Le−2k∞L)]
× [k2∞(1− 4e−2k∞L)][e−2k∞L(1 + 4k∞Le−2k∞L)]
≈ −4k3∞e−2k∞L − 8k3∞(4k∞L− 3)e−4k∞L +O(e−6k∞L) , (2.71)
and then finally
[∆EL]zr,NLO =
∫ L
∞
∂EL
∂L
dL
= 2k2∞e
−2k∞L + 4k2∞(2k∞L− 1)e−4k∞L +O(e−6k∞L) , (2.72)
in agreement with Eq. 2.58 with γ2∞ = 2k∞ and w2 = 0. We can take this procedure
to higher order by using a more general expansion for kL.
To extend the differential method to higher order for nonzero range, we must
parametrize γL to account for the part of the integration within the range of the
potential; e.g., in terms of the effective range. However, we have not found a clear
advantage in doing this compared to the straightforward S-matrix method.
2.1.3 The proof is in the pudding
In this subsection we will test the Eq. 2.58 for various test models and for the
deuteron. Note that for the cases that we test Eq. 2.58, the exact answer E∞ is
already known (either by exact analytical calculation or by using large number of basis
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states). So we can compare how good the prediction from Eq. 2.58 is by comparing
to exact answer. In cases where the exact values for E∞ and γ∞ are not known, our
approach suggests that we can use the exponential in L fit of Eq. 2.46 to extract E∞
and k∞.
Based on the results presented in Subsec. 2.1.1, we use L2 in all our further anal-
yses. It is important that we isolate the IR corrections in making these tests. The
truncation in the HO basis also introduces an ultraviolet error inversely proportional
to the ultraviolet cutoff ΛUV ≈
√
2µ~Ω(N + 3/2). In the results here we use com-
binations of ~Ω and N values such that the UV error in each case can be neglected
compared to the IR error.
For each of the model potentials, the radial Schro¨dinger equation is accurately
solved numerically in coordinate space for the energy, which yields k∞, and the wave
functions. The asymptotic normalization coefficient γ∞ is found by multiplying the
wave function by ek∞r and reading off its asymptotic value. This is illustrated in
the inset of Fig. 2.11, which also shows the onset of the plateau that defines the
asymptotic region in L2 where we expect our correction formulas to hold. For the
deuteron, the Hamiltonian is diagonalized in momentum space to find k∞, and then
an extrapolation to the pole is used to find the s-wave and d-wave ANCs [79]. In the
present subsection we use only the s-wave ANC for the deuteron.
The derivations in Subsec. 2.1.2 imply that the energy corrections should have
the same exponential form and functional dependence on the radius L at which the
wave function is zero, independent of the potential and for any bound state. Here we
make some representative tests of a direct fit of Eq. 2.46 in comparison to applying
Eq. 2.45.
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Figure 2.11: Energy versus L2 for a quartic potential well Eq. 2.9 for a wide range
of N and ~Ω (circles) (~ = µ = R = 1). The solid line is a fit to Eq. 2.46 with A,
k∞ and E∞ as fit parameters while the dashed line is the prediction from Eq. 2.45.
The horizontal line is the exact energy, E∞ = −1.0115. The inset illustrates the
calculation of the asymptotic normalization coefficient (ANC) from the (normalized)
wave function.
Figure 2.11 shows results for a quartic potential with a moderate depth. The fit
to Eq. 2.46 is very good over a large range in L2 for which the energy changes by
30%, and the prediction for E∞ is accurate to 0.2%. However, the fit value of k∞
is 1.61 compared to the exact value of 1.42. The dashed curve shows the prediction
from Eq. 2.45 using the exact k∞ and γ∞. It is evident that the approximation is
very good above L2 > 2 but increasingly deviates at smaller L2.
In Fig. 2.12, examples are shown for square well and Gaussian potentials with a
moderate depth. Again we find a good fit to an exponential fall-off in L2, but in these
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Figure 2.12: Energy versus L2 for moderate-depth (a) square well Eq. 2.6 and for
(b) Gaussian potential well Eq. 2.8 (~ = µ = R = 1) for a wide range of N and ~Ω
(circles). The solid line is a fit to Eq. 2.46 with A, k∞ and E∞ as fit parameters while
the dashed line is the prediction from Eq. 2.45. The horizontal dotted lines are the
exact energies; square well: E∞ = −1.5088, Gaussian well: E∞ = −1.2717
cases not only are the energies well predicted (again to better than 0.2%) but the fit
values of k∞ are within 5% of the exact results. For deeply bound states, Eq. 2.45
fails for a different reason. The error in Eq. 2.45 is proportional to e−4k∞L, so one
might expect that the prediction to become increasingly accurate as the state becomes
more bound. However, as seen in Figs. 2.13 and 2.14, results for deep Gaussian and
exponential potential wells do not match this expectation. In deriving the energy
corrections we used the asymptotic form of the wave functions. This is valid only in
the region r  R, where R is the range of the potential. The potentials at the smaller
values of L2 shown in the figures are not negligible. Indeed, it is evident from the
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Figure 2.13: Energy versus L2 for the deeply bound ground state of a Gaussian
potential for a wide range of N and ~Ω (circles) (~ = µ = R = 1). These are
compared to the prediction of Eq. 2.45 (dashed). The solid line is a fit to Eq. 2.46
with A, k∞ and E∞ as fit parameters. The horizontal dotted line is the exact energy,
E∞ = −4.2806.
insets in Figs. 2.13 and 2.14 that we are not in the asymptotic region for those values
of L. The lesson is that when applying the IR extrapolation schemes discussed in
the present paper we need to make sure that the two conditions for its applicability
are fulfilled. First, we need N sufficiently large for L2 to be the correct box size (see
Table 2.1). Second we need L2 to be the largest length scale in the problem under
consideration.
The results so far are for the ground state of the potential. However, the deriva-
tions in the Subsec. 2.1.2 should also hold for excited states. This is so because
the generalization of the results in Subsec. 2.1.1 shows that (jpi/L2)
2 is a very good
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Figure 2.14: Energy versus L2 for the deeply bound ground state of an exponential
potential well for a wide range of N and ~Ω (circles) (~ = µ = R = 1). These are
compared to the predictions of Eq. 2.45 (dashed). The solid line is a fit to Eq. 2.46
with A, k∞ and E∞ as fit parameters. The horizontal dotted line is the exact energy,
E∞ = −3.3121.
approximation to the jth eigenvalue of the operator p2 for j  N . In Fig. 2.15 repre-
sentative results for excited states from two model potentials are shown. We find the
same systematics as with the ground-state results: the exponential fit works very well
but the extracted k∞ is only correct at about the 10% level. In assessing the success
of Eq. 2.45, we note that these excited states in deep potentials are comparable to
the ground states in moderate-depth potentials shown in Fig. 2.12. The discussion
there applies here as well, namely that the prediction from Eq. 2.45 is very good at
large L2, but increasingly deviates at smaller L2.
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Figure 2.15: Energy versus L2 for the first excited states of deep (a) Gaussian Eq. 2.8
and (b) quartic Eq. 2.9 potential wells for a wide range of N and ~Ω (circles) (~ =
µ = R = 1). The solid line is a fit to Eq. 2.46 with A, k∞ and E∞ as fit parameters
while the dashed line is the prediction from Eqs. 2.45. The horizontal dotted lines are
the exact energies for the first excited states; Gaussian well: E∞ = −1.2147, quartic
well: E∞ = −1.8236
The case of weakly bound states is of special interest because of the correspondence
to deuteron which is also a weakly bound shallow state. Figure 2.16 (a) shows ground-
state energies for many different N and ~Ω versus L2 using Gaussian model potentials
whose parameters are chosen so that the energies are the same as the deuteron binding
energy (scaled to units with ~ = 1, µ = 1, R = 1). In Fig. 2.16 (b) we have a
‘deuteron-like’ square well. The energies in this case are obtained by solving the
Schro¨dinger equation exactly with a Dirichlet bc on wave functions at r = L. The
prediction from Eq. 2.45 fails to reproduce the data except at the highest values of
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Figure 2.16: (a) Ground-state energy versus L2 for model Gaussian potential. (b)
Energy versus L for the square well. The energies for the square well are from solving
the Schro¨dinger equation exactly with a Dirichlet bc on wave functions at r = L. The
dashed line is the prediction from Eqs. 2.45. The depths of these model potentials
are chosen so that the scaled energies (with ~ = µ = R = 1) are the same as the
deuteron binding energy.
L2. Eq. 2.45 keeps only the leading-order (LO) corrections to ∆E. For the weakly
bound states, the higher-order corrections become important. The corrections to the
energy up to the next to leading order (NLO) were noted in Eq. 2.58. Note that the
NLO correction involves the low-energy constant w2. In certain cases, this constant
w2 can be calculated and ∆E up to NLO can be obtained. Now we turn to the test
of Eq. 2.58.
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NLO and systematics of the correction
For the square-well potential of Eq. 2.6, the parameters in Eq. 2.58 can be calcu-
lated easily. The S-wave scattering phase shift for the square well is
δ0(k) = tan
−1
[√
k2
k2 + η2
tan(
√
k2 + η2R)
]
− kR , (2.73)
with η =
√
2V0. Analytically continuing the effective range expansion by taking
k → ikL in Eqs. 2.55 and 2.73, we obtain
ikL
√
η2 − k2L − k2L tan(
√
η2 − k2LR) tan(ikLR)
ikL tan(
√
η2 − k2LR)−
√
η2 − k2L tan(ikLR)
=
− k∞ + 1
2
ρd(k
2
∞ − k2L) + w2(k2∞ − k2L)2 +O
(
(k2∞ − k2L)3
)
. (2.74)
The branch for the square-root is fixed by the requirement that tan δ(ik∞) = −i.
Note from Eq. 2.54 that this builds in the requirement that the S-matrix has a pole
at ik∞. To get ρd (w2) we differentiate once (twice) each side of Eq. 2.74 with respect
to kL and then set kL = k∞. The ρd obtained in this way is consistent with Eq. 2.56
when γ∞ is obtained by the large r behavior of the bound-state wave function as
defined in Eq. 2.39.
The square well with a Dirichlet bc at L > R can be solved analytically. The
wave functions inside and outside the square well are
u<L(r) = C sinκLr , u
>
L(r) = D(e
−kLr − e−2kLLe+kLr) , (2.75)
which builds in the boundary condition u>L(L) = 0. The interior wave number κL =√
η2 − k2L and kL =
√
2|EL|. Matching the logarithmic derivatives at r = R for
E = E∞ yields
κ∞ cotκ∞R = −k∞ (2.76)
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and with the boundary condition at L we get:
κL cotκLR = −kL 1 + e
−2kL(L−R)
1− e−2kL(L−R) . (2.77)
We expand both sides of Eq. 2.77 in powers of
∆k ≡ kL − k∞ . (2.78)
We write the left-hand side of Eq. 2.77 as
κL cotκLR = κ∞ cotκ∞R +A(∆k) + B(∆k)2 + · · · , (2.79)
and obtain the coefficients A, B by Taylor expanding κL cot(κLR) around k∞. We
write ∆k as
∆k = k(1) + k(2) + · · · . (2.80)
Here k(1) ∼ e−2k∞L is the LO correction, k(2) ∼ e−4k∞L is the NLO correction and so
on, and we truncate the expressions consistently to obtain the energy correction for the
square well to the desired order. The results of the general S-matrix and square-well-
only Taylor expansion methods of calculating energy corrections are found to match
explicitly at LO, L-NLO, and NLO. We remind the reader that we use L-NLO to
denote terms proportional to Le−4k∞L.
Figure 2.17 compares the energy corrections for the general S-matrix method at
LO and NLO for a representative square-well potential with one bound state to the
exact energies. The Taylor expansion results for the square well at NLO and N2LO
(which is proportional to e−6k∞L) are also plotted. We note that the predictions are
systematically improved as higher-order terms are included and that keeping terms
only up to L-NLO overestimates the energy correction. Also as seen in Fig. 2.17, the
full NLO energy correction predicted by Eq. 2.58, with w2 determined by Eq. 2.74,
71
1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4
L
−1.6
−1.4
−1.2
−1.0
−0.8
−0.6
En
er
gy
Square well, V0 = 4 
LO (S-matrix)
L-NLO (S-matrix)
NLO (S-matrix)
NLO (Taylor)
N2LO (Taylor)
Figure 2.17: Bound-state energy for a square well of depth V0 = 4 (lengths are in
units of R and energies in units of 1/R2 with ~2/µ = 1) from solving the Schro¨dinger
equation with a Dirichlet bc at r = L. The diamonds are exact results for each
L while the horizontal dotted line is the energy for L → ∞, E∞ = −1.5088. The
dashed, dot-dashed and solid lines are predictions for the energy using the systematic
correction formula Eq. 2.58 at LO (first term only), L-NLO (first two terms), and
full NLO (all terms), respectively. The dotted curve on top of the solid line and
the dot-double-dashed lines are respectively the NLO and N2LO predictions for the
square well from the Taylor expansion using Eqs. 2.77 and 2.79.
matches the ‘exact’ NLO result obtained by Taylor expansion. This confirms that
Eq. 2.58 is indeed the complete energy correction at NLO.
To see if the errors decrease with the implied systematics, we plot the difference
of actual energy corrections and the energy corrections predicted at different orders
on a log-linear scale in Fig. 2.18. We observe that the errors successively decrease
at each fixed L as we go from LO to NLO to N2LO. The up triangles in Fig. 2.18
are ∆Eactual − ∆ELO. From Eq. 2.58 the dominant omitted correction in ∆ELO is
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Figure 2.18: Error plots of the energy correction at each L for the square well of
Fig. 2.17 (V0 = 4) predicted at different orders by Eq. 2.58 and by the Taylor ex-
pansion method, each compared to the exact energy. Lines proportional to Le−4k∞L
(dashes) and L2e−6k∞L (with arbitrary normalization) are plotted for comparison to
anticipated error slopes.
proportional to Le−4k∞L. As seen in Fig. 2.18, the slope of ∆Eactual−∆ELO is roughly
Le−4k∞L, as expected. We also note that ∆EL-NLO is only a marginal improvement
over ∆ELO and that ∆Eactual − ∆ENLO has the expected slope of L2e−6k∞L. We
again see a perfect agreement between the results obtained from the S-matrix method
(Eq. 2.58) and those obtained from the Taylor expansion of Eq. 2.77. We have also
studied deeper square wells with more than one bound state and verified that our
results apply even in the presence of excited states.
In Figs. 2.19 and 2.20, the same analysis is done but now with the depth of the
square well adjusted so that the exact binding energy is the same as the deuteron
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Figure 2.19: Bound-state energy for a square well of depth V0 = 1.83 (units with
R = 1), which simulates a deuteron, from solving the Schro¨dinger equation with a
Dirichlet bc at r = L. The horizontal dotted line is the exact energy, E∞ = −0.1321
and the other curves are as the same as in Fig. 2.17.
binding energy scaled to the units ~ = 1, µ = 1 and R = 1. An important difference
in this case compared to the deeper square well is that the L-NLO prediction gives
a very close estimate for the truncated energies. However as seen in Fig. 2.20, the
improvement achieved by the L-NLO prediction is not systematic with L. At large
L, ∆E −∆EL-NLO has the same slope as ∆E −∆ELO and is not the dominant NLO
correction. In this regard, the proximity of L-NLO prediction to the actual data
in Fig. 2.19 should not be over-emphasized. Figures 2.21 and 2.22 show analogous
results for the deuteron calculated with the chiral EFT potential of Ref. [66]. We
use the HO basis and predict the (l = 0) energy correction from Eq. 2.58 assuming
a Dirichlet bc at L2 given by Eq. 2.113. We only include energies for which ~Ω >
49 MeV, which is sufficient to render UV corrections negligible. For the parameter
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Figure 2.20: Comparison of the actual energy correction due to truncation to the
energy correction predicted to different orders by Eq. 2.58 for a square well (Eq. 2.6)
with V0 = 1.83 and R = 1.
w2 in Eq. 2.58 we use w2 = 0.389 as reported in [76]. We also note that the ρd
value reported in [76] satisfies Eq. 2.56, where γ∞ now is the s-wave ANC. The y-
axis minimum is dictated by the limited precision of the ANC and w2 values. We
notice again that the close agreement of the L-NLO prediction to the deuteron data
is not systematic while the full corrections to the LO and NLO predictions have
the anticipated slopes except at large L2. In the next Subsec. 2.1.4 we extend our
formulas to l > 0, which enables us to include contributions from the d-wave at LO.
This becomes noticable on the error plot for large L2 (see Fig. 2.28).
As a final test of the universal applicability of the correction formula Eq. 2.58, we
consider a sequence of unitarily equivalent potentials for the deuteron. In particular,
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Figure 2.21: Deuteron energy versus L2 (see Eq. 2.113) for the chiral N
3LO (500 MeV)
potential of Ref. [66]. To eliminate the UV contamination we only plot results for
~Ω > 49 MeV. The dashed, dot-dashed and solid lines are respectively the LO (first
term in Eq. 2.58), L-NLO (first two terms in Eq. 2.58) and the full NLO (all the
terms in Eq. 2.58) predictions for the energy correction. The horizontal dotted line
is the deuteron energy.
we use the similarity renormalization group (SRG) [46] to evolve the initial Entem-
Machleidt potential to four values of the SRG evolution parameter λ. Because the
transformation is exactly unitary (up to very small numerical errors) at the two-body
level, the measurable quantities such as phase shifts, bound-state energies, and ANCs
are unchanged. From Eq. 2.58 or more generally from Eq. 2.48, we see that the
IR energy correction can written in terms of observables (S-matrix near the bound
state can be parametrized in terms of low-energy observables) and therefore should
be independent of the SRG scale. This is verified in Fig. 2.23.
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Figure 2.22: Comparison of the actual energy correction due to HO basis truncation
(~Ω restricted to be greater than 49 MeV to eliminate UV contamination) for the
deuteron to the energy correction predicted to different orders from Eq. 2.58. For the
parameter w2 in Eq. 2.58 we use the value reported in [76].
As λ decreases, the SRG systematically reduces the coupling between high-
momentum and low-momentum potential matrix elements, thereby lowering the
effective UV cutoff. Thus these potentials are useful tools to assess the role of UV
corrections. This is exploited in Fig. 2.24 where we relax the condition that the UV
corrections are small compared to IR corrections. In particular, we fix N at 8 and
12 and scan through the full range of ~Ω. We observe that with increasing L2, each
of the curves with a given λ eventually deviates from the universal curve, first with
λ = 3.0 fm−1 and then later with decreasing λ or with higher N . We can understand
this in terms of the behavior of the induced UV cutoff. For fixed N , Eq. 2.113
tells us that increasing L2 means increasing b (or decreasing ~Ω). But at fixed N ,
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Figure 2.23: Deuteron energy versus L2 for the potential of Ref. [66] evolved by the
SRG to four different resolutions (specified by λ). To eliminate the UV contamination
we only keep points for which ~Ω > 40. The horizontal dotted line is the deuteron
binding energy.
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Figure 2.24: The same SRG-evolved potentials as in Fig. 2.23 are used to generate
energies, but with N fixed at (a) 8 and (b) 12 and no restriction on ~Ω. Thus UV
corrections are not negligible everywhere. The horizontal dotted line is the deuteron
binding energy.
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ΛUV ∝ 1/b, so the UV cutoff will be decreasing and the corresponding UV energy
correction increasing. Thus the curves at fixed λ correspond to the curves seen in
conventional plots of energy versus ~Ω (e.g., see Ref. [63]). The softer potentials
(lower λ) will have lower intrinsic UV cutoffs and therefore they are only affected for
larger L2. The minima for each λ are when IR and UV corrections are roughly equal.
Comparison to conventional extrapolation schemes
The extrapolation formulas in Eqs. 2.45 and 2.58 with L = L2 are theoretically
founded. Thus the functional form for the energy extrapolation that we have is an
exponential in L. As mentioned in the introduction to this chapter, a popular phe-
nomenological choice is an exponential in N extrapolation
(
Eq. 2.3
)
. From Eq. 2.113
we see that exponential in N extrapolation corresponds to gaussian in L. Authors
of Ref. [80] investigated the convergence properties of genuine and smeared contact
interactions in an effective theory of trapped bosons and found that the smearing
changed a power law dependence of the convergence to an exponential dependence.
Here we will consider all three functional dependences on L: exponential, Gaussian,
and power law. A purely empirical test can be made for our models and the deuteron
because we can calculate the exact E∞, plot ∆E(L2) ≡ E(L2)−E∞ against L2, and
then attempt to fit each of the three choices of ∆E(L2). Figure 2.25 shows the results
for a representative model potential (a Gaussian) with moderate depth while Fig. 2.26
shows the results for the deuteron. The plots are made so that the candidate form
would yield a straight line if followed precisely. We see that the exponential form is
an excellent fit for the model throughout the range of L2 and a reasonable but not
perfect fit for the deuteron. The not perfect fit for the deuteron can be explained
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Figure 2.25: The IR energy correction ∆EL versus L2 for a Gaussian potential well
Eq. 2.8 with V0 = 5 (and ~ = µ = R = 1) using a wide range of N and ~Ω. The
energies are fitted with (a) exponential, (b) Gaussian, and (c) power law dependence
on L2.
by noting that it is a weakly bound state. We see from Figs. 2.21 and 2.22 that
for deuteron, the correction will be a sum of exponential terms. In contrast to the
exponential extrapolation, Gaussian and power law fits fail over the full range of L2.
This is consistent with Tolle et al. [80]. For limited ranges of L2 a Gaussian does
provide a reasonable fit (and should give a good extrapolation for E∞ if close enough
to convergence). This is consistent with the apparent success of exponential in N
extrapolation observed in the literature. However, we see that globally exponential
in L is clearly superior. Moreover, the exponent and coefficient (see Eq. 2.45) are
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Figure 2.26: The IR energy correction ∆EL versus L2 for the deuteron calculated
with the chiral EFT potential from Ref. [66] using a wide range of N and ~Ω. The
energies are fitted with (a) exponential, (b) Gaussian, and (c) power law dependence
on L2.
physically motivated whereas in the exponential in N case (Eq. 2.3) these parameters
are fit to data.
2.1.4 Higher angular momenta
The deuteron ground state is a mixture of an s and a d state, and the s and d
asymptotic normalization coefficients (as well as the d-to-s state ratio of about 2.5%)
are observables. The extrapolation formulas so far were derived for s states, and it
is of interest to extend these to nonzero angular momenta l. We do so in two steps.
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First, we show that L2 is also the relevant effective hard-wall radius for oscillator wave
functions with nonzero angular momenta. Second, we derive the energy correction
for nonzero angular momenta.
L for nonzero angular momenta
For the derivation of the relevant IR length scale at l > 0 we closely follow the
derivation for l = 0 presented in Subsec. 2.1.1. We compute the smallest eigenvalue
κ2 of the squared momentum operator pˆ2 in a finite oscillator basis and identify
κ = xl/L (with xl being the smallest positive zero of the spherical Bessel function jl).
This identification, and the form of the corresponding eigenfunctions are, of course,
guided by the Dirichlet bc at r = L. We set the oscillator length b = 1. Because this
is the only length scale here, the results are general and can be extended to any b
with simple rescaling. The normalized radial oscillator wave function of energy
E = 2n+ l + 3/2 (2.81)
is ψnl(r) = unl(r)/r with
unl(r) =
√
2n!
Γ(n+ l + 3/2)
rl+1e−r
2/2Ll+1/2n (r
2) . (2.82)
Here, L
l+1/2
n denotes the generalized Laguerre polynomial.
In this basis, the operator pˆ2 of the momentum squared is tridiagonal with matrix
elements
〈uml|pˆ2|unl〉 = (2n+ l + 3/2)δnm
+
√
n+ 1
√
n+ l + 3/2 δn+1m
+
√
n
√
n+ l + 1/2 δn−1m . (2.83)
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For the eigenfunction of pˆ2 with smallest eigenvalue κ2 at angular momentum l, we
make the ansatz ψκl(r)/r with
ψκl(r) =
{
κrjl(κr) , 0 ≤ κr ≤ xl ,
0 , κr > xl .
(2.84)
Here, jl is the regular spherical Bessel function and xl is its smallest positive zero.
Clearly, these eigenfunctions are those of a particle in a spherical cavity with a Dirich-
let bc at xl/κ. In an infinite basis, the wave function ψκl(r)/r is an eigenfunction of
pˆ2 for any non-negative value of κ. In a finite oscillator basis, only discrete momenta
κ are allowed. For their computation we expand the eigenfunction as
ψκl(r) =
n∑
m=0
cm(κ)uml(r) , (2.85)
where we supress the dependence of the admixture coefficients cm(κ) on l, which is
kept fixed throughout this derivation.
The last row of the matrix eigenvalue problem for pˆ2 is
(2n+ l + 3/2− κ2)cn(κ) = −
√
n
√
n+ l + 1/2 cn−1 , (2.86)
and this becomes the quantization condition for κ. The direct computation of the
coefficients cn(κ) seems difficult. Instead, we make a Fourier-Bessel expansion
ψκl(r) =
√
2
pi
∞∫
0
dk ψ˜κl(k) krjl(kr) , (2.87)
and use
krjl(kr) =
√
pi
2
∞∑
n=0
(−1)nunl(k)unl(r) . (2.88)
Thus,
ψκl(r) =
∞∑
n=0
(−1)nunl(r)
∞∫
0
dk ψ˜κl(k)unl(k) , (2.89)
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and the admixture coefficients are therefore
cn(κ) = (−1)n
∞∫
0
dk ψ˜κl(k)unl(k) . (2.90)
So far, our formal manipulations have been exact. We now employ an asymptotic
approximation of the generalized Laguerre polynomials (which enters the unl(k)) in
terms of Bessel functions, valid for n 1, see Eq. 15 of Ref. [81]. This yields
unl(k) ≈ 2
1−n
pi1/4
√
(2n+ 2l + 1)!
(n+ l)!n!
(4n+ 2l + 3)−
l+1
2
√
4n+ 2l + 3k jl(
√
4n+ 2l + 3k) ,
(2.91)
and
cn(κ) ≈ Cnl
√
2
pi
∞∫
0
dk ψ˜κl(k)
√
4n+ 2l + 3kjl(
√
4n+ 2l + 3k) . (2.92)
Here, Cnl is a constant that does not depend on κ. The key point is that the asymp-
totic expansion in terms of Bessel functions allows us now to employ the definition in
Eq. 2.87 to evaluate the integral√
2
pi
∞∫
0
dk ψ˜κl(k)
√
4n+ 2l + 3k jl(
√
4n+ 2l + 3k)
= ψκl(
√
4n+ 2l + 3)
=
√
4n+ 2l + 3κ jl(
√
4n+ 2l + 3κ) . (2.93)
Putting it all together, we find
cn(κ) =
21/2−n(−1)npi1/4
(4n+ 2l + 3)l/2
√
(2n+ 2l + 1)!
(n+ l)!n!
κ jl(
√
4n+ 2l + 3κ) . (2.94)
We insert this expression for cn(κ) into the quantization condition of Eq. 2.86 and
make the ansatz
κ =
xl√
4n+ 2l + 3 + 2∆
. (2.95)
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Assuming the limit n 1 and n l in the quantization condition then yields
∆ = 2 . (2.96)
Thus, ∆ does not depend on l in this limit, and the result is consistent with the l = 0
result of Ref. [56]. In other words, the extent of the position space in finite oscillator
basis with maximum radial quantum number n and angular momentum l is
L2 =
√
2(2n+ l + 3/2 + 2)b
=
√
2(N + 3/2 + 2)b , (2.97)
in accord with Eq. 2.113.
Table 2.2 shows numerical comparisons for l = 0, 1, 2 and a range of n of the
exact minimum momentum κ and the estimate xl/L2 (with x0 = pi, x1 ≈ 4.49341,
x2 ≈ 5.76346). The estimates are accurate approximations of the exact results even
for small N = 2n + l, but the accuracy decreases somewhat with increasing orbital
angular momentum. In some practical calculations it might thus be of advantage to
directly employ the numerical results for L2 instead of the approximate analytical
expression (Eq. 2.97).
Energy correction for finite angular momentum
Let us extend our l = 0 result for [∆E]LO to l > 0 following the S-matrix method
in Subsec. 2.1.2. For orbital angular momentum l, the asymptotic wave function is
uL(r)
rR−→ kLr
(
h
(1)
l (ikLr)−
h
(1)
l (ikLL)
h
(1)
l (−ikLL)
h
(1)
l (−ikLr)
)
. (2.98)
Here, h
(1)
l denotes the spherical Hankel function of the first kind (or the spherical
Bessel function of the third kind) [82]. By definition uL(L) = 0.
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l n κ xl/L2 l n κ xl/L2 l n κ xl/L2
0 0 1.2247 1.1874 1 0 1.5811 1.4978 2 0 1.8708 1.7378
0 1 0.9586 0.9472 1 1 1.2764 1.2463 2 1 1.5423 1.4881
0 2 0.8163 0.8112 1 2 1.1047 1.0898 2 2 1.3509 1.3222
0 3 0.7236 0.7207 1 3 0.9892 0.9805 2 3 1.2191 1.2018
0 4 0.6568 0.6551 1 4 0.9042 0.8987 2 4 1.1207 1.1092
0 5 0.6058 0.6046 1 5 0.8382 0.8344 2 5 1.0432 1.0352
0 6 0.5651 0.5642 1 6 0.7850 0.7822 2 6 0.9801 0.9742
0 7 0.5316 0.5310 1 7 0.7408 0.7387 2 7 0.9274 0.9229
0 8 0.5035 0.5031 1 8 0.7033 0.7018 2 8 0.8824 0.8789
0 9 0.4795 0.4791 1 9 0.6711 0.6698 2 9 0.8435 0.8407
0 10 0.4585 0.4582 1 10 0.6429 0.6419 2 10 0.8093 0.8070
Table 2.2: Comparison of the exact lowest momentum κ with the analytical estimate
xl/L2 for l = 0, 1, 2 and 0 ≤ n ≤ 10.
In complete analogy to the case of s waves (e.g., using Eqs. 2.48 and 2.49 for
general l), the correction ∆E of the energy at leading order is
[∆E]LO = −k∞
(
γ(l)∞
)2 h(1)l (ikLL)
h
(1)
l (−ikLL)
. (2.99)
We note that
h
(1)
l (ix)
h
(1)
l (−ix)
≈ −e−2x (2.100)
for x 1. In particular, for l = 1
[∆E]LO = k∞
(
γ(1)∞
)2 k∞L+ 1
k∞L− 1 e
−2k∞L , (2.101)
and for l = 2
[∆E]LO = k∞
(
γ(2)∞
)2 (k∞L)2 + 3k∞L+ 3
(k∞L)2 − 3k∞L+ 3 e
−2k∞L . (2.102)
These corrections are tested in Fig. 2.27. For coupled channels, the leading energy
correction will be the sum of the LO corrections for the individual angular momenta.
We note that lattices with periodic bc lead to energy shifts that depend on the
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Figure 2.27: Error plots of the energy correction at each L for (a) l = 1 and (b) l = 2
square-well states predicted at leading order by Eqs. 2.101 and 2.102 compared to the
exact energy. Lines proportional to the expected L-NLO residual errors are plotted
for comparison.
angular momentum [83]. In contrast, the basis truncations we consider in this work
are variational and thus always yield a positive energy correction.
We return to the deuteron and take |γ(2)∞ /γ(0)∞ | ≈ 0.0226/0.8843 from Ref. [24].
Then
[∆E]LO = k∞
(
γ(0)∞
)2
e−2k∞L
1 + ∣∣∣∣∣γ(2)∞γ(0)∞
∣∣∣∣∣
2
(k∞L)2 + 3k∞L+ 3
(k∞L)2 − 3k∞L+ 3
 . (2.103)
This formula is tested in Fig. 2.28 with the same deuteron calculations as in Fig. 2.22.
We note that the deviation after subtraction of the NLO (l = 0) result does not exhibit
the exp(−6k∞L) falloff but is rather consistent with an exp(−4k∞L) falloff at large
L. We attribute this to the missing LO d-state correction. Due to the small value
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Figure 2.28: Residual error for the deuteron energy due to HO basis truncation as
a function of L = L2 (with ~Ω > 49 MeV to eliminate UV contamination) after
subtracting l = 0 energy corrections at different orders from Eq. 2.58 and the l = 2
correction from Eq. 2.102. For the parameter w2 in Eq. 2.58 we use the value reported
in [76].
of the d-to-s state ratio, the d-wave correction is small, but it makes a perceptible
shift of the s-wave LO result. When added to the NLO l = 0 correction, the large L2
behavior of the error is brought somewhat closer in line with the predicted dependence
of L2e−6k∞L. We note, however, that the NLO correction is not complete due to the
missing l = 2 correction. Calculating NLO corrections for l > 0 remains an open
question. Particularly, because that would entail taking into account the admixture
between different channels.
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2.1.5 Radii and phase shifts
Radii
Along with binding energies, another nuclear observable that we looked at was
the radius squared. Figure 2.29 shows the numerical results for the squared radius
for the deuteron calculated in the HO basis. Analogous to Figs. 2.5 and 2.6, we see
that the results for the squared radius fall on a continuous curve with minimal spread
when plotted as a function of L2 (but not as a function of L0).
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Figure 2.29: Deuteron radius squared versus L0 (top) and L2 (bottom) for the Entem-
Machleidt 500 MeV N3LO potential [66]. The horizontal dotted lines mark the exact
radius squared r2∞ = 3.9006 fm
2. The insets show a magnification of data at smaller
lengths Ln.
Though the squared radius is a long-ranged operator, its matrix elements will still
be modified at short distances by renormalizations or similarity transformations of
the Hamiltonian, see, e.g., Ref. [84]. Thus we cannot expect an extrapolation law
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for the radius that depends entirely on observables. Instead, we seek a formula that
identifies the L dependence but leaves parameters to be fit. We define
〈r2〉L = 〈r2〉∞ + ∆〈r2〉L , (2.104)
where
∆〈r2〉L =
∫ L
0
|uL(r)|2 r2 dr∫ L
0
|uL(r)|2 dr
−
∫∞
0
|u∞(r)|2 r2 dr∫∞
0
|u∞(r)|2 dr
. (2.105)
The strategy is to isolate the polynomial L dependence by splitting the necessary
integrals into an interior part and an exterior part:∫ L
0
rn|uL(r)|2 dr =
∫ R
0
rn|uL(r)|2 dr +
∫ L
R
rn|uL(r)|2 dr , (2.106)
where R is sufficiently large so that the asymptotic form of uL(r) from Eq. 2.65 can
be used in the second integral. Our expression for ∆〈r2〉L is independent of the
normalization of uL(r), so we are free to choose it so that the large r form is exactly
given by Eq. 2.65.
The first integral in Eq. 2.106 will depend on the details of the interior wave
function and therefore on the potential, but the linear energy method shows us that
to O(e−2k∞L) the L dependence is isolated. In particular, the dependence on L of
uL(r) in Eq. 2.27 is confined to ∆EL = k∞γ2∞e
−2k∞L because duE(r)/dE|E∞ for r < R
is independent of L with our choice of normalization. Thus the integral over r cannot
introduce polynomial L dependence and we can conclude that∫ R
0
rn|uL(r)|2 dr = O(L0)e−2k∞L +O(e−4k∞L) . (2.107)
The O(L0) coefficient will depend on the potential, so we will treat it as a parameter
to be fit.
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The second integral can be directly evaluated to O(e−2k∞L) using Eq. 2.65 and
[kL]LO = k∞ − γ2∞e−2k∞L to expand |uL(r)|2. For n = 0 we find∫ L
R
|uL(r)|2 dr = 1
2k∞
e−2k∞R +
[γ2∞
k∞
(
R +
1
2k∞
)
e−2k∞R + 2R− 2L
]
e−2k∞L +O(e−4k∞L) ,
(2.108)
and for n = 2 we find∫ L
R
r2|uL(r)|2 dr = 1
2k3∞
[1
2
+ k∞R + (k∞R)2
]
e−2k∞R
+
[γ2∞
k4∞
(3
4
+
3
2
k∞R +
3
2
(k∞R)2 + (k∞R)3
)
e−2k∞R
+
1
k3∞
(2
3
(k∞R)3 − k∞L− 2
3
(k∞L)3
)]
e−2k∞L +O(e−4k∞L) . (2.109)
Note that it is necessary to keep the expansion of |uL(r)|2 up to e−4k∞L until after
doing the integrals because terms proportional to e−4k∞Le2k∞r will be leading order.
When we use Eqs. 2.108 and 2.109 and our previous result for the interior integrals
in Eq. 2.105, expanding consistently to O(e−2k∞L), we will mix R-dependent terms
with the L dependence. However, we can immediately conclude that the general form
to this order is (with β ≡ 2k∞L)
〈r2〉L ≈ 〈r2〉∞[1− (c0β3 + c1β + c2)e−β] . (2.110)
Here, 〈r2〉∞, c0, c1, and c2 are fit parameters while k∞ should be determined from
fitting the energy. This form has been verified explicitly for finite-range model po-
tentials (e.g., square well and delta shell). The approximation in Eq. 2.110 should be
valid in the asymptotic regime β  1. In practice, one needs β & 3 so that the domi-
nant β3 correction is approximately an order of magnitude larger than the subleading
terms (with c1 and c2 expected to be roughly the same size as c0 or smaller).
If we take the zero-range limit R → 0 of the potential, we arrive at the simple
expression
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∆〈r2〉L
〈r2〉∞ ≈ −
(
(2k∞L)3
3
− 4
)
e−2k∞L . (2.111)
Note that in this limit the correction becomes independent of the potential. Equa-
tion 2.111 suggests that for a short-range potential, the c1 and c2 terms will give
comparable contributions for moderate β, and therefore will be difficult to determine
reliably.
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(a) Fit region: L from 9 to 15 fm.
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Figure 2.30: Deuteron radius squared versus L2 for the chiral N
3LO (500 MeV) po-
tential of Ref. [66]. To eliminate the UV contamination we only plot results for
~Ω > 49 MeV. The solid, dot-dashed, and dashed lines are results from fitting
Eq. 2.110 in the shaded region to find 〈r2〉∞ and one, two, or three of the ci con-
stants, respectively. The horizontal dotted line is the deuteron radius squared.
Sample fits of Eq. 2.110 for the deuteron are shown in Fig. 2.30. Results are
obtained for fitting one, two, and all three ci constants to radii calculated with the
same truncated oscillator basis parameters used for Fig. 2.21. The fit region is for L2
between 9 and 15 fm, where the calculations only show a small amount of curvature
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and between 12 and 17 fm. All points are equally weighted. The values for 〈r2〉∞
fit region: L from 9 to 15 fm. Exact: 〈r2〉∞ = 3.901 fm2, k∞ = 0.232 fm−1
〈r2〉∞ c0 c1 c2
1 term 3.945± 0.006 0.331± 0.002 – –
2 terms 3.865± 0.001 0.266± 0.001 1.131± 0.018 –
3 terms 3.887± 0.001 0.308± 0.002 −1.239± 0.135 7.167± 0.408
Table 2.3: Coefficients from fitting Eq. 2.110 to the deuteron data using one, two, or
three ci constants as shown in Fig. 2.30a
and the coefficients ci’s from the fits in Fig. 2.30 are reported in Tables 2.3 and 2.4.
For all of these fits, the value of c0 is fairly stable, ranging from 0.27 to 0.33 (note
that c0 = 1/3 in the zero-range limit). In contrast, c1 and c2 are not well determined
(even the sign of c1 varies). This is consistent with fits using the square-well potential,
where analytic expressions for the cis can be found. We find that 〈r2〉∞ and c0 are
well determined by fits in analogous regions but that c1 and c2 are not. If we push the
analysis by taking the fit region between 7 and 13 fm, the 〈r2〉∞ prediction using only
c0 breaks down, giving 4.21 fm
2. However, the fit with all three cis is still reasonable,
giving 3.86 fm2. This indicates the importance of using the correct functional form
fit region: L from 12 to 17 fm. Exact: 〈r2〉∞ = 3.901 fm2, k∞ = 0.232 fm−1
〈r2〉∞ c0 c1 c2
1 term 3.899± 0.001 0.312± 0.000 – –
2 terms 3.888± 0.001 0.293± 0.001 0.503± 0.026 –
3 terms 3.898± 0.001 0.339± 0.006 −3.577± 0.508 15.339± 1.908
Table 2.4: Coefficients from fitting Eq. 2.110 to the deuteron data using one, two, or
three ci constants as shown in Fig. 2.30b
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for extrapolation. Further studies are needed to test how these trends might carry
over to A > 2 nuclei. It is worthwhile to note that this approach can be generalized
to any coordinate space operator.
Phase shifts
The argument for computing scattering phase shifts is as follows: The oscillator
basis appears as a spherical box of size L. For low momenta we have L = L2, but
at higher momentum L deviates slightly from L2, and can be determined from the
eigenvalues of the operator p2. Thus, the positive-energy states computed in the
oscillator basis can be used to extract phase shifts.
In a fixed harmonic oscillator basis (N, ~Ω), the computation of the phase shifts
for a given partial wave 2S+1lJ with orbital angular momentum l proceeds as follows:
First, one computes the discrete eigenvalues p2i of the operator p
2 for orbital angular
momentum l. Second, we need to determine the momentum dependent box size
Li = L(pi). Assuming that the i
th momentum eigenstate is the ith eigenstate of
a spherical box, we must determine the ith zero of the spherical Bessel function.
Thus jl(piLi/~) = 0 determines L(pi). We evaluate the smooth function L(p) for
arbitrary momentum p by interpolating between the discrete momenta pi. Third, we
compute the discrete positive energies Ei = ~2k2i /(2m) of the neutron-proton system
in relative coordinates for the partial wave 2S+1lJ , and compute the phase shifts from
the Dirichlet boundary condition at r = L, i.e.
tan δl(ki) =
jl(kiL(~ki))
ηl(kiL(~ki))
. (2.112)
Here ηl is the spherical Neumann function. In practice one repeats this procedure
for several values of ~Ω in order to get sufficiently many datapoints that fall onto
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a smooth curve. Note that for Ei or ki are obtained from diagonalizing the nuclear
Hamiltonian in HO basis whereas pi are obtained from diagonalizing the momentum
squared operator.
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Figure 2.31: The 1S0 phase shifts (in degrees) of the N
3LO chiral interaction (solid
line) compared to the phase shifts computed directly in the harmonic oscillator basis
(circles).
As examples we compute the scattering phase shifts for the 1S0 and
3P1 partial
waves in model spaces withN = 32 and ~Ω = 20, 22, . . . , 40 MeV. Our calculations are
based on the Entem-Machleidt 500 MeV chiral EFT N3LO potential [66]. Figures 2.31
and 2.32 show the results and compares them to the numerically exact phase shifts.
For smaller N than our current choice, the computed phase shifts start to deviate
from exact phase shifts at higher energies. However, if one is interested only in low-
energy phase shifts and observables such as the scattering length and the effective
range, a smaller harmonic oscillator basis is sufficient.
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Figure 2.32: The 3P1 phase shifts (in degrees) of the N
3LO chiral interaction (solid
line) compared to the phase shifts computed directly in the harmonic oscillator basis
(circles).
There are other methods to compute scattering phase shifts in the harmonic os-
cillator basis. Bang et al. [85] used the method of harmonic oscillator representation
of scattering equations (HORSE) for this purpose, and more recent works [86, 87]
computed phase shifts to develop an EFT for nuclear interactions directly in the os-
cillator basis [68]. References [86, 87] build on the results by Busch et al. [88] and
their generalization [89] to finite range corrections, and extract scattering information
from the energy shifts of bound states in a harmonic oscillator potential. The result-
ing EFTs are quite efficient for contact interactions and systems such as ultracold
trapped fermions, but nuclear potentials with a finite range require an extrapolation
of Ω→ 0 [86]. The approach presented in this Subsection is more direct, as no exter-
nal oscillator potential is employed. We note that the phase shift analysis presented
here can be extended to coupled channels as well.
97
Finally, we note again that the approach of this Section can be utilized in other
localized basis sets. All that is required is the diagonalization of the operator p2 in
the employed basis set, which yields the (momentum dependent) box size.
2.2 Ultraviolet story 8
In Sec. 2.1 we worked in the region where the UV errors were small and focused
on the IR errors. However, for many methods full suppression of the UV errors is not
feasible and the need to understand UV corrections remains. In all cases the UV effect
is a systematic error that must be quantified. In addition, this error worsens for harder
nucleon–nucleon potentials that may still be of interest. The understanding of the UV
errors formed the focus of our work in Ref. [58]. The author of this thesis contributed
to the work presented in [58]. However, the UV effort was mainly spearheaded by
Sebastian Ko¨nig, the post-doc in the group. To avoid misappropriation of credit,
only a summary of results from [58] will be presented in this section. The summary
presented here hopes to elucidate how the UV results tie into our broader agenda
of developing reliable extrapolations schemes for nuclear calculations. We refer the
reader to [58] for the additional UV extrapolation details.
We follow the strategy of Sec. 2.1 by focusing on the two-body problem and exactly
solvable examples to establish the true UV behavior for the simple systems and then
make correspondence to the nuclear systems.
8Based on [58]
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2.2.1 Duality and momentum-space boxes
To briefly recap results in Subsec. 2.1.1—we demonstrated there that a truncated
oscillator basis with highest excitation energyNΩ effectively imposes a spherical hard-
wall boundary condition at a radius depending on N and b. The optimal effective
radius Leff can be determined by matching the smallest eigenvalue κ
2 of the squared
momentum operator p2 in the finite basis to the corresponding eigenvalue of the
spherical box, namely κ = pi/L (for ` = 0). The value can be established numerically,
but an accurate approximation for the two-body system is
Leff = L2 ≡
√
2(N + 3/2 + 2)b . (2.113)
Note that L2 differs by O(1/N) from the naive estimate L0 ≡
√
2(N + 3/2)b. In
localized bases that differ from the harmonic oscillator, L can also be determined
from a numerical diagonalization of the operator p2.
The dual nature of the harmonic oscillator Hamiltonian
HHO =
p2
2µ
+
µΩ2r2
2
(2.114)
(i.e., under p↔ µΩr) implies that the truncation of the basis will effectively impose
a sharp cutoff at a momentum Λeff depending only on N and b. The analog matching
condition leads us to consider the smallest eigenvalue (denoted ρ) of the operator
r2 evaluated in that truncated basis. This eigenvalue is identical to the smallest
(squared) distance that can be realized in the oscillator basis. Thus it corresponds
to a lattice spacing on a grid and therefore sets the highest momentum available. As
we see in Fig. 2.33, the square root of the largest eigenvalue of the squared momen-
tum operator, which might be a natural guess for the effective UV cutoff, is not an
accurate estimate for Λeff . From steps completely analogous (dual) to those given
99
in Subsec. 2.1.1 for the IR case, we find that the solution (in a subspace with fixed
angular momentum `) is
ρ =
x`b√
2
(
Nmax +
3
2
+ ∆
)−1/2
(2.115)
with ∆ = 2 to leading order. The constant x` in the prefactor is the first positive
zero of the spherical Bessel function j`. Since the UV cutoff is given by x`/ρ, it drops
out again in our final result:
Λ2 ≡
√
2(Nmax + 3/2 + 2)/b . (2.116)
Hence, we have shown that the proper effective UV cutoff imposed by the basis
truncation is given by Λ2, which differs by a correction term from the naive estimate
Λ0 ≡
√
2(Nmax + 3/2)/b (2.117)
that one obtains by simply considering the maximum single-particle energy level
represented by the truncated basis. We note that subleading corrections to ∆ = 2,
which by duality apply equally to the IR and UV cutoff, are derived in Appendix of
Ref. [58].
Fig. 2.33 shows the relative error when plotted against three cutoff variables,
Λ2, Λ0, and Λκmax . The calculations use the 500 MeV N
3LO nucleon-nucleon NN
potential of Ref. [66], evolved by the SRG [48] to λ = 2 fm−1. Λκmax is defined as the
square root of the largest eigenvalue of the squared momentum operator in the finite
oscillator basis, which one might naively expect to be a natural choice. However, of
the cases considered this actually gives the largest scatter in data. From the fact that
we get an essentially smooth curve only for Λ2, we conclude that this identification
of the relevant UV cutoff is correct. In Fig. 2.34, deuteron calculations are plotted as
100
1 2 3
Λ [fm−1]
10−6
10−5
10−4
10−3
10−2
10−1
100
∆E
d 
/ E
d
Λ
κ,max
Λ0
Λ2
1.0 1.5 2.0
0.0
0.2
0.4
0.6
0.8
1.0
2H N3LO (500 MeV) λ = 2 fm−1
(x 2)
(x 0.5)
Figure 2.33: Relative error of deuteron binding energy plotted vs. lengths Λ2, Λ0,
and Λκ,max (multiplied by factors 2, 1, and 1/2, respectively, to separate the curves.
Inset: The same values on a linear scale and without the separation factors.
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Figure 2.34: Calculations of the relative error in the deuteron energy as a function of
Λ2(Nmax, ~Ω). Circles represent a wide range of oscillator parameters Nmax and ~Ω
that are IR converged. The series of lines shows energies for which the Hamiltonian
has been smoothly cutoff with exponent n. The solid line corresponds to a sharp
cutoff.
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a function of Λ = Λ2(Nmax,Ω) along with several other functions of Λ given by the
relative error from the same Hamiltonian, but now smoothly cut off as
Hcut(k, k
′) = e−(k
2/Λ2)nH(k, k′)e−(k
′2/Λ2)n , (2.118)
for n = 2, 4, 8 and ∞. The latter corresponds to a sharp cutoff. We find that the
curve from a sharp cutoff tracks the truncated-oscillator points through many orders
of magnitude. This validates the claim that the error from oscillator basis truncation
is well reproduced by applying instead a sharp cutoff in momentum at Λ2.
2.2.2 Separable approximations
We showed in Ref. [58] that for a separable interaction of the form
V (k′, k) = g η(k′)η(k) , (2.119)
UV energy correction formula can be exactly derived. For potential in Eq. 2.119, the
cutoff dependent binding momentum κλ is given by the quantization condition
−1 = 4pia
∫ Λ
0
dk
k2 η2λ(k)
κ2Λ + k
2
, (2.120)
which is straightforward to solve numerically.
However, most interactions used in practical calculations do not have this con-
venient simple form (at least not in nuclear physics). Still, as shown in Ref. [58],
Eq. 2.120 can be put to some use using separable approximations. Methods to obtain
separable approximations for a given potential have been known and used for quite a
while (see, e.g., Refs. [90–92]). The technique we use is called unitary pole approxima-
tion (UPA) [91, 93]. Assuming that for an arbitrary potential Vˆ we know a (bound)
eigenstate |ψ〉, we can construct a rank-1 separable approximation in momentum
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space by setting
Vˆsep =
|η〉〈η|
〈ψ|Vˆ |ψ〉 =
Vˆ |ψ〉〈ψ|Vˆ
〈ψ|Vˆ |ψ〉 . (2.121)
In other words, we have
η(k) = 〈k|Vˆ |ψ〉 (2.122)
for the momentum-space “form factor,” and the coupling strength g = 〈ψ|Vˆ |ψ〉 is, of
course, independent of any particular representation. From Eq. 2.121 one immediately
sees that
Vˆsep|ψ〉 = Vˆ |ψ〉 . (2.123)
This means that the separable approximation is constructed in such a way that it ex-
actly reproduces the state |ψ〉 used for its construction. The potential from Eq. 2.121
reproduces the exact half off-shell T-matrix at the energy corresponding to the state
ψ, and more sophisticated approximations (separable potential of rank > 1) can be
constructed by using more than a single state [91]. Since we are only interested in
performing the UV extrapolation for a single state, however, the rank-1 approxima-
tion is sufficient. To assess to what extent it actually reflects the UV behavior of a
calculation based on the original potential, we first considered some examples where
the separable approximation can be constructed analytically such as the square well
(Eq. 2.6) and the Po¨schl-Teller potential of the form
VPT(r) = −α
2β(β − 1)
cosh2(αr)
. (2.124)
For given values of α and β, this potential has an analytically known bound-state
spectrum. Motivated by the success of the separable approximation (Eq. 2.121) for
the toy models, we moved on to the deuteron. Here we will just look at a few
representative results for the deuteron.
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A difficulty in applying the separable approximation directly to the deuteron is
that the form factor n(k) in Eq. 2.122 depends on the deuteron wave function. The
exact wave function of course can not be calculated due to the truncation in the HO
basis. We use the best wave function available from the largest oscillator space and
set
η(k) = 〈k|Vˆ |ψ〉HO, best . (2.125)
As we know, deuteron has both S- and D-wave components. This is taken into
account by letting η → η2S + η2D.
As derived in Ref. [58], the simplest fit formula inspired by separable approxima-
tion is
κΛ = κ∞ − A
∫ ∞
Λ
dk η(k)2 , (2.126)
In Figs. 2.35, 2.36, and 2.37 we show the results obtained for the deuteron from fitting
to Eq. 2.126. We compare the result for separable fit to two phenomenological choices.
The exponential fit
κΛ = κ∞ − a e−bΛ , (2.127)
and the gaussian fit
κΛ = κ∞ − a e−bΛ2 . (2.128)
We see from Figs. 2.35, 2.36, and 2.37 that the fit from the separable approximation is
superior to phenomenological fits. The separable approximation allows extrapolation
even when we are far from convergence (this is especially evident in Fig. 2.35). It is
also worthwhile to note that the separable fit (Eq. 2.126) has just two fit parameters
κ∞ and A, whereas the phenomenological fits have three free parameters κ∞, a, and
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Figure 2.35: Comparison of UV extrapolations for a deuteron state calculated with
the AV18 potential of Ref. [12]. Circles: oscillator results. Dotted line: exponential
extrapolation (Eq. 2.127). Dashed line: Gaussian extrapolation (Eq. 2.128). Solid
line: simplest separable extrapolation (Eq. 2.126). Dotted horizontal lines indicate
the exact result for the binding momentum.
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Figure 2.36: Calculations of UV extrapolations for a deuteron state calculated with
the Epelbaum et al. N3LO (550/600 MeV cutoff) potential of Ref. [51]. The legend
description is the same as in Fig. 2.35.
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Figure 2.37: Calculations of UV extrapolations for a deuteron state calculated with
the Epelbaum et al. N3LO (550/600 MeV cutoff) potential of Ref. [51]. The legend
description is the same as in Fig. 2.35.
b. The reason that the separable fit does well is that it puts in the information we
already know about the state through Eq. 2.125.
The IR and UV corrections exhibit a complementary mix of universal and non-
universal characteristics. The IR corrections are dictated by asymptotic behavior and
are consequently determined by observables, independent of the details of the interac-
tion. So unitarily equivalent potentials—such as those generated by renormalization-
group running—will have the same corrections. In contrast, because they probe
short-range features, UV corrections depend on the details of the interaction (and
the state under consideration). However, the IR correction depends on the number
of nucleons, whereas as we will see in Subsec. 2.3.2 the UV correction is expected to
scale simply with the number of particles.
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2.3 Moving forward and related developments
In this section, we will list the open questions with respect to both IR and UV
extrapolations. As mentioned before, this approach of mapping the HO truncation
to IR and UV cutoffs and using them to obtain physically motivated extrapolation
formulas was rigorously developed for the first time by us [56–58]. This pioneering
work has sprouted many new developments by extending our work. We will briefly
touch upon some of these related developments.
2.3.1 IR front
Open questions
As discussed towards the end of Subsec. 2.1.4, the NLO IR correction is incomplete
due to the missing l = 2 correction. It might be challenging to derive NLO correc-
tions to the binding energies for nuclei with A > 2, particular for nuclei with nonzero
ground-state spin. Here, many different orbital anglar momenta can contribute to
the ground-state wave function, and one would presumably need to know the ad-
mixture of the different channels quite accurately. Our results show that nonzero
orbital angular momenta yield corrections in inverse powers of k∞L to the LO energy
extrapolation. On the other hand, the leading contributions to bound-state energies
in finite model spaces fall off as exp (−2k∞L) for all orbital angular momenta. This
makes extrapolations feasible in practice.
The formulation in terms of S-matrix analytic structure is closely related to meth-
ods used to analyze break-up reactions, which provides a link to A > 2 extrapolations.
Indeed, in Ref. [73] the basic form of the LO extrapolation proportional to e−2k∞L
was based on interpreting k∞ in terms of the one-particle separation energy. More
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generally, the asymptotic many-body wave function is dominated by configurations
corresponding to the break-up channels with the lowest separation energies and it
is their modification by the hard wall at L that will be associated with the energy
shift ∆EL. This is in turn dominantly described by the S-matrix near poles at the
corresponding separation binding momenta. Future work will seek to clarify the
precise nature of the more general expansion (including the effects of the Coulomb
interaction) and whether it will be possible to quantitatively extract asymptotic nor-
malization constants.
Relation to Lu¨scher-type formulas We saw in Subsec. 1.4.1 that lattice theories
have an inherent IR and UV cutoff. Starting with the seminal work of Lu¨scher [70],
a wide variety of formulas have been derived for the energy shift of bound states
in finite-volume lattice calculations. The usual application is to simulations that
use periodic boundary conditions in cubic boxes (e.g., see Ref. [94]). The recent
work by Pine and Lee [95,96] extend the derivation to hard-wall boundary conditions
using effective field theory for zero-range interactions and the method of images. The
result for ∆EL in a three-dimensional cubic box has a different functional form than
found here (the leading exponential is multiplied by 1/L with that geometry) and the
subleading corrections are parametrically larger.
However, because the HO truncation we consider is in partial waves, the one-
dimensional analysis and formula from Ref. [96] are applicable (because k∞ and γ∞
are asymptotic quantities, the result for zero-range interaction is actually general for
short-range interactions). The method of images can be applied in a one-dimensional
box of size 2L after specializing to a particular partial wave and then extending
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the space to odd solutions in r from −∞ to +∞. The leading-order finite-volume
correction agrees with Eq. 2.45, and the first omitted term is of the same order. The
methods presented in [95, 96] can be used to extend the present formulas to higher
orders and more general cases, including coupled channels. This area is ripe for
investigation.
Another area of investigation is how the trends for operator extrapolation carry
over for A > 2.
Related developments
The results presented in this chapter have exclusively been for the two-body case.
Figure 2.38 shows ∆E = EHO−E∞ for triton plotted as a function of L2. Recall from
Eq. 2.113 that evaluating L2 involves calculating the oscillator length b. In Fig. 2.38,
we use the deuteron-neutron reduced mass, µ = 2/3MN , to calculate b and thereby
L2. There are a few interesting observations to be made about Fig. 2.38. Triton
energies when plotted as a function of L2 lie on a single line. Also, as in Fig. 2.23,
triton energies from potentials evolved to various SRG λ’s, fall on the same line. This
indicates that L2 is the correct length even for the three-body case and the three-
body IR correction can also be written in terms of observables. Moreover the falloff
is proportional to e−2k∞L2 , with k∞ being the lowest separation energy, as expected.
There has been a lot of work on extending the results for IR energy corrections
presented in this thesis to the many-body case. This has been documented in Refs. [98,
99]. In Subsec. 2.1.5 we looked at the extrapolation of the radius-squared operator.
The authors of Ref. [100] extended this to the extrapolation of quadrupole moments
and transitions for the deuteron.
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Figure 2.38: Residual error for triton plotted as a function of L2 (here calculated
with the deuteron-neutron reduced mass) for the two- and three-nucleon potential in
Ref. [97] unitarily evolved by the SRG to four different resolutions (specified by λ)
with the same binding energy [27,97]. k∞ here is the lowest separation energy (triton
breaking up into deuteron and neutron).
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As mentioned previously, the approach of mapping the HO truncation into a hard-
wall boundary condition (in both position as well as momentum space) can be used
for any localized basis. This has been explored for the case of Coulomb-Sturmian
basis [101].
2.3.2 UV front
The dependence of UV corrections on the number of nucleons A is not yet estab-
lished theoretically, but the tests in [58] seem to indicate that the cutoff dependence
of ∆E for the many-body case is the same as in the two-body case, just scaled by an
A-dependent overall constant. This can be understood from general considerations of
Figure 2.39: The ratio of the momentum distributions in nucleus to the deuteron mo-
mentum distributions. The dashed, dotted, dot-dashed, long dashed, dot-long dashed
lines correspond to 3He, 4He, 16O, 56Fe, and nuclear matter respectively. Figure taken
from [102].
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short-range correlations [103] or more systematically using the operator product ex-
pansion [104,105]. If there is a common two-body part, it may determine the dominant
Λ2 dependence with the rest providing the A-dependent scale factor. This behavior
would be consistent with the observation of a universal shape for high-momentum tails
in momentum distributions in Fig. 2.39 (or the corresponding short-distance behav-
ior) [102,106]. Connecting the two-body UV extrapolation results to the many-body
case remains an open question.
In this chapter we worked in the region where either the IR or the UV errors
were dominant. We saw in Fig. 2.24 how UV contamination spoils the data collapse
for IR extrapolation. However, it is not always possible to isolate the IR and the
UV contributions. We therefore need reliable extrapolation schemes which can be
employed when both the IR and UV errors are comparable. Ref. [107] combined
phenomenological UV errors 9 with leading IR errors and used extrapolation of the
form
E(Λ2, L2) = E∞ +B0e−2Λ
2
2/B
2
1 +B2e
−2k∞L2 . (2.129)
As seen in Fig. 2.40 this simple addition of IR and UV errors seems to work well.
More work will be needed to place this on a sound theoretical foundation.
The authors of Ref. [108] developed interactions from chiral EFT that are tailored
to the HO basis. In their approach, the UV convergence with respect to the model
space is implemented by construction (through refitting of LECs) and IR convergence
is achieved by enlarging the model space for the kinetic energy. This exhibited a fast
convergence of ground-state energies and radii for nuclei up to 132Sn. Thus, the
9Phenomenological form for the UV error is found to be Gaussian in the cutoff Λ2. Ref. [58]
discusses how the Gaussian form arises.
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Figure 2.40: Ground-state energy for 7Li with IR (vertical dashed lines) and UV
(vertical dotted lines) corrections from Eq. 2.129 added to predict E∞ values. The
horizontal dashed line is the global E∞. Figure taken from [107].
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development of reliable extrapolation schemes is indeed pushing the ab-initio frontier
to heavier nuclei.
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Chapter 3: Factorization 10
3.1 Motivation
Most of the information we know about nuclear interactions and the properties of
the nuclei comes from some kind of scattering experiments (either elastic or inelastic).
In such experiments we scatter a known probe off a nucleus and extract information
about nuclear interactions by looking at the final outcome of the scattering experi-
ment. Figure 3.1 shows a schematic for a nucleon knockout reaction where the probe
Figure 3.1: Schematic of a nucleon knockout reaction.
is electrons, which interact with the nucleus by emitting virtual photons.
10Based on [59]
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hard scale
factorization
structure reaction
Figure 3.2: Schematic illustration of factorization between nuclear structure and re-
actions component.
The process of extracting nuclear properties from such experiments relies on the
assumption that the effects of the probe are well understood and can be separated
from the nuclear interactions we are trying to study. This is the factorization between
the nuclear structure and the nuclear reaction components illustrated schematically
in Fig. 3.2. The reaction component describes the probe and the structure includes
the description of the initial and final states. This factorization between the structure
and reaction components depends on the renormalization scale and scheme. In some
physical systems (e.g., in cold atoms near unitarity [109]), the scale and scheme
dependence is very weak and can be safely neglected. In some other physical systems
such as in deep inelastic scattering (DIS) in high-energy QCD, the scale and scheme
dependence is very manifest. Figure 3.3 illustrates the factorization in DIS. The form
factor F2 of the nucleon (which up to some kinematic factors is the cross section) is
given by the convolution of the long-distance parton density and the short-distance
Wilson coefficient. In this case, the parton density forms the structure part which
is non-perturbative and the Wilson coefficient form the reactions part which can be
calculated in perturbative QCD. This separation between long- and short-distance
physics is not unique, and is defined by the factorization scale µf . To minimize
the contribution of logarithms that can disturb the perturbative expansion, µf is
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factorization
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Figure 3.3: Factorization in high-energy QCD. x is the Bjorken-x and it denotes the
fraction of momentum of the nucleon carried by the parton under consideration. a
denotes the parton flavor.
chosen to be equal to the magnitude of the four-momentum transfer Q. The form
factor F2 (because it is related to the observable cross section) is independent of
µf , but the individual components are not. As a consequence, the parton density
(or distribution) function fa(x,Q
2) runs with Q2. This is demonstrated in Fig. 3.4.
The parton distributions fa(x,Q
2) and fa(x,Q
2
0) at two different Q
2 are related by
DGLAP evolution or the Altarelli-Parisi equations [111]. Thus the scale dependence
of the structure and reaction components is well understood in high-energy QCD.
The situation is far from well settled in low-energy nuclear physics. Nuclear struc-
ture has conventionally been treated largely separate from nuclear reactions (e.g., the
two volumes of Feshbach’s Theoretical Nuclear Physics are divided this way). The
nuclear structure community usually dealt with calculating time-independent prop-
erties such as nuclear binding energies, excitation spectra, radii, so on whereas the
nuclear reaction experts worked on disintegration, knock-out, and transfer reactions.
However, both the communities invariably use inputs from the other side, and the
consistency and universality of different components is not always guaranteed. To
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Figure 3.4: Parton distribution for the up quarks in the proton as a function of x and
Q2. Figure taken from [110].
go back to the high-energy QCD analogy, the parton distribution functions (PDFs)
fa(x,Q) extracted from the DIS are universal, in the sense that they are process-
independent. For instance, the PDFs extracted from the DIS can be used for making
prediction for the Drell-Yan process. The analogous process independence in the ex-
tracted quantities has not yet been demonstrated in low-energy nuclear physics. This
leads to ambiguous uncertainty quantification when the nuclear properties extracted
from one process (cf. Fig. 3.2) are used as an input to predict something else.
The assumed factorization in low-energy nuclear physics is illustrated in Fig. 3.5.
The observable cross section in this case is written as a convolution of the spectro-
scopic factor and the single-particle cross section. However, there are many open
119
Observable:
cross section
Structure model:
spectroscopic factor
Reaction model:
 single-particle
 cross section
Figure 3.5: Schematic illustration of factorization in low-energy nuclear physics.
questions such when does this factorization hold and how can we justify it theoreti-
cally? In cases that it does hold what are the nuclear properties that we can extract
and what is the scale/scheme dependence of these extracted properties?
The Similarity Renormalization Group (or the SRG) transformations were intro-
duced in Subsec. 1.5.1. We noted that SRG transformations are a class of unitary
transformations that soften nuclear Hamiltonians and lead to accelerated conver-
gence of observables. Figure 3.6 shows the momentum distribution for the deuteron
as a function of the SRG scale and momentum. Note that Fig. 3.6 is analogous to
Fig. 3.4. The SRG evolution gets rid of the high-momentum components and therefore
the evolved momentum distributions don’t have the short-range correlations (SRCs).
Figure 3.6 makes it clear that the high-momentum tail of the momentum distribution
is dramatically resolution dependent. Yet it is common in the literature that high-
momentum components are treated as measurable, at least implicitly [112–115]. In
fact, what can be extracted is the momentum distribution at some scale, and with
the specification of a scheme. This makes momentum distributions model depen-
dent [116,117].
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Figure 3.6: Deuteron momentum distribution at different SRG resolutions λ. The
evolved momentum distribution does not have the short-range correlations (SRCs).
Figure from [110].
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Figure 3.7: D-state wave functions for the deuteron for the AV18 potential and the
AV18 potential evolved to two SRG λ’s.
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Figure 3.7 shows the D-state wave function for deuteron. We see that just like
the momentum distributions, SRG transformed wave functions do not have the high-
momentum components. Therefore, if we use the SRG evolved wave function for
calculating the cross section for a process involving high-momentum probe, then the
only way we get the same answer as with the unevolved wave function is if the
relevant operator changed as well. Thus, with SRG evolution, the high-momentum
physics is shuffled from the wave function (nuclear structure) to the operator (nuclear
reaction component). This is reminiscent of chiral EFTs where the renormalization
replaces the high-momentum modes in intermediate states by contact interactions
(see Fig. 3.8). The discussion so far shows how the SRG makes the scale dependence
q ! λ
Vλ
Vλ
k < λ
k′ < λ
∆λ
=⇒
k < λ
k′ < λ
∆Vλ
Figure 3.8: High-momentum modes in intermediate states replaced by contact inter-
actions. Figure from [110].
of factorization explicit. SRG transformations come with the momentum scale λ
and this sets the scale for factorization. As seen in the Fig. 3.9, we have a natural
separation that the piece which involves momenta less than λ forms the long-distance
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p < λ p > λ
Figure 3.9: The SRG scale λ sets the natural scale for factorization.
part and the piece that involves momenta greater than λ forms the short-distance
part.
Consider the differential cross section given by the overlap matrix element of initial
and final states.
dσ
dΩ
∝
∣∣∣〈ψf |Ô|ψi〉∣∣∣2 . (3.1)
The SRG evolved wave function is given by |ψλi 〉 = Uλ|ψi〉, where Uλ is the unitary
matrix associated with the SRG transformation. The cross section is an experimental
observable and should be independent of our choice of the SRG scale. If we evolve
all the components of the matrix element consistently
〈ψf |Ô|ψi〉 = 〈ψfU †λ︸ ︷︷ ︸
ψλf
|UλÔU †λ︸ ︷︷ ︸
Ôλ
|Uλψi︸︷︷︸
ψλi
〉 , (3.2)
then the evolved matrix element is same as the unevolved one and the observable
cross section is unchanged.
In general, to be consistent between structure and reactions one must calculate
cross sections or decay rates within a single framework. That is, one must use the
same Hamiltonian and consistent operators throughout the calculation (which means
the same scale and scheme). Such consistent calculations have existed for some time
for few-body nuclei (e.g., see [52, 118–120]) and are becoming increasingly feasible
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for heavier nuclei because of advances in reaction technology, such as using complex
basis states to handle continuum physics. Recent examples in the literature include
the No Core Shell Model Resonating Group Method (NCSM/RGM) [121], coupled
cluster [122], and lattice EFT calculations [123]. But there are many open questions
about constructing consistent currents and how to compare results from two such
calculations. Some work along this direction which includes the evolution of the
operator has recently been done. Anderson et al. looked at the static properties of
the deuteron such as momentum distributions, radii, and form factors under SRG
evolution; they found no pathologies in the evolved operators, and the evolution
effects were small for low-momentum observables [124]. Schuster et al. found in their
work on radii and dipole transition matrix elements in light nuclei that the evolution
effects are as important as three-body forces [125, 126]. Neff et al. looked at the
SRG transformed density operators and concluded that it is essential to use evolved
operators for observables sensitive to short-range physics [127]. But all this work was
done for expectation values of the operator, i.e, the state on the either side of the
matrix element was the same. In particular, there was no work which dealt with the
issues related to operator evolution when we have a transition to continuum. This is
what we sought to address in [59].
The electron scattering knock-out process is particularly interesting because of the
connection to past, present, and planned experiments [128, 129]. The conditions for
clean factorization of structure and reactions in this context is closely related to the
impact of 3N forces, two-body currents, and final-state interactions, which have not
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been cleanly understood as yet [130]. All of this becomes particularly relevant for high-
momentum-transfer electron scattering.11 This physics is conventionally explained in
terms of short-range correlation (SRC) phenomenology [112, 131]. SRCs are two- or
higher-body components of the nuclear wave function with high relative momentum
and low center-of-mass momentum. These explanations would seem to present a
puzzle for descriptions of nuclei with low-momentum Hamiltonians, for which SRCs
are essentially absent from the wave functions.
This puzzle is resolved by the unitary transformations that mandate the invariance
of the cross section (cf. Eq. 3.2). The physics that was described by SRCs in the wave
functions must shift to a different component, such as a two-body contribution from
the current (cf. Fig. 3.8). This may appear to complicate the reaction problem just as
we have simplified the structure part, but past work and analogies to other processes
suggests that factorization may in fact become cleaner [104,124]. One of our goals is
to elucidate this issue, although we have only begun to do so in [59].
In particular, we take the first steps in exploring the interplay of structure and re-
action as a function of kinematic variables and SRG decoupling scale λ in a controlled
calculation of a knock-out process. There are various complications for such processes.
With RG evolution, a Hamiltonian—even with only a two-body potential initially—
will develop many-body components as the decoupling scale decreases (cf. Eq. 1.19).
Similarly, a one-body current will develop two- and higher-body components.
Our strategy is to avoid dealing with all of these complications simultaneously by
considering the cleanest knock-out process: deuteron electrodisintegration with only
11Note that high-momentum transfers imply high-resolution probes, which is different from the
resolution induced by the SRG scale. How the latter should be chosen to best accommodate the
former is a key unanswered question.
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an initial one-body current. With a two-body system, there are no three-body forces
or three-body currents to contend with. Yet it still includes several key ingredients
to investigate: i) the wave function will evolve with changes in resolution; ii) at the
same time, the one-body current develops two-body components, which are simply
managed; and iii) there are final-state interactions (FSI). It is these ingredients that
will mix under the RG evolution. We can focus on different effects or isolate parts
of the wave function by choice of kinematics. For example, we can examine when
the impulse approximation is best and to what extent that is a resolution-dependent
assessment.
3.2 Test ground: Deuteron disintegration
3.2.1 Formalism
Deuteron electrodisintegration is the simplest nucleon-knockout process and has
been considered as a test ground for various NN models for a long time (see, for
example, Refs. [115, 132]). It has also been well studied experimentally [133, 134].
The absence of three-body currents and forces makes it an ideal starting point for
studying the interplay with SRG evolution of the deuteron wave function, current,
and final-state interactions.
We follow the approach of Ref. [135], which we briefly review. The kinematics for
the process in the laboratory frame is shown in Fig. 3.10. The virtual photon from
electron scattering transfers enough energy and momentum to break up the deuteron
into a proton and neutron. The differential cross section for deuteron electrodisinte-
gration for unpolarized scattering in the lab frame is given by [136]
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Figure 3.10: The geometry of the electro-disintegration process in the lab frame. The
virtual photon disassociates the deuteron into the proton and the neutron (not shown
in this figure).
d3σ
dk′labdΩlabe dΩlabp
=
α
6pi2
k′lab
klab(Q2)2
[
vLfL + vTfT
+ vTTfTT cos 2φ
lab
p + vLTfLT cosφ
lab
p
]
. (3.3)
Here Ωlabe and Ω
lab
p are the solid angles of the electron and the proton, k
lab and
k′lab are the magnitude of incoming and outgoing electron 3-momenta, Q2 is the 4-
momentum-squared of the virtual photon, and α is the fine structure constant. φlabp is
the angle between the scattering plane containing the electrons and the plane spanned
by outgoing nucleons. vL , vT , . . . are electron kinematic factors, and fL, fT , . . . are
the deuteron structure functions. These structure functions contain all the dynamic
information about the process. The four structure functions are independent and can
be separated by combining cross-section measurements carried out with appropriate
kinematic settings [137]. Structure functions are thus cross sections up to kinematic
factors and are independent of the SRG scale λ. They are analogous to form factor
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F2 we saw in the DIS case (cf. Fig. 3.3). In our work we focus on the longitudinal
structure function fL, following the approach of Ref. [135].
Calculating fL
As in Ref. [135], we carry out the calculations in the center-of-mass frame of the
outgoing proton-neutron pair. In this frame the photon four-momentum is (ω,q),
which can be obtained from the initial electron energy and θe, the electron scattering
angle. We denote the momentum of the outgoing proton by p′ and take q to be along
the z-axis. The angles of p′ are denoted by Ωp′ = (θ′, ϕ′).
The longitudinal structure function can be written as
fL =
∑
Sf ,msf
mJd
TSf ,msf ,µ=0,mJd(θ′, ϕ′) T ∗Sf ,msf ,µ=0,mJd(θ
′, ϕ′) , (3.4)
where Sf and msf are the spin quantum numbers of the final neutron-proton state,
µ is the polarization index of the virtual photon, and mJd is the angular momentum
of the initial deuteron state. The amplitude T is given by [138]
TS,msf ,µ,mJd = −pi
√
2α|p′|EpEd/Md 〈ψf | Jµ(q) |ψi〉 , (3.5)
where 〈ψf | is the final-state wavefunction of the outgoing neutron-proton pair, |ψi〉
is the initial deuteron state, and Jµ(q) is the current operator that describes the
momentum transferred by the photon. The variables in Eq. 3.5 are:
• fine-structure constant α;
• outgoing proton (neutron) 3-momentum p′ (−p′);
• proton energy Ep =
√
M2 + p′2, where M is the average of proton and neutron
mass
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• deuteron energy Ed =
√
M2d + q
2, where Md is the mass of the deuteron.
As mentioned before, all of these quantities are in the center-of-mass frame of the
outgoing nucleons.
For fL, µ = 0 and therefore only J0 contributes. The one-body current matrix
element is given by
〈k1 T1| J0(q) |k2 T =0〉 = 1
2
(
GpE + (−1)T1GnE
)
δ(k1 − k2 − q/2)
+
1
2
(
(−1)T1GpE +GnE
)
δ(k1 − k2 + q/2) , (3.6)
where GpE and G
n
E are the electric form factors of the proton and the neutron, and
the deuteron state has isospin T = 0.
The final-state wave function of the outgoing proton-neutron pair can be written
as
|ψf〉 = |φ〉+G0(E ′) t(E ′) |φ〉 , (3.7)
where |φ〉 denotes a relative plane wave, G0 and t are the Green’s function and the
t-matrix respectively, and E ′ = p′2/M is the energy of the outgoing nucleons. The
second term in Eq. 3.7 describes the interaction between the outgoing nucleons. As
the momentum associated with the plane wave |φ〉 is p′, the t-matrix t(E ′) that enters
our calculation is always half on-shell.
In the impulse approximation (IA) as defined here, the interaction between the
outgoing nucleons is ignored and |ψf〉IA ≡ |φ〉. A schematic of IA and FSI contri-
butions is shown in Fig. 3.11. The plane wave |φ〉 will have both isospin 0 and 1
components. The current J0, G0, and the t-matrix are diagonal in spin space. The
deuteron has spin S = 1 and therefore the final state will also have S = 1. Hence, we
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(a) Impulse Approximation (IA)
(b) Final State Interaction (FSI)
Figure 3.11: (a) The first term on the right side of Eq. 3.7. The outgoing nucleons do
not interact. (b) The second term on the right side of Eq. 3.7. The outgoing nucleons
interact through the NN potential. Figures taken from [139].
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have
|φ〉 ≡ |p′ S=1msfψT 〉
=
1
2
∑
T=0,1
(|p′ S=1msf 〉+ (−1)T |−p′ S=1msf 〉) |T 〉 . (3.8)
Using Eqs. 3.6 and 3.8, the overlap matrix element in IA becomes
〈ψf | J0 |ψi〉IA =
√
2
pi
∑
Ld=0,2
〈LdmJd −msf S=1msf |J=1mJd〉
×
[
GpE ψLd(|p′ − q/2|)YLd,mJd−msf(Ωp′−q/2)
+GnE ψLd(|p′ + q/2|)YLd,mJd−msf(Ωp′+q/2)
]
, (3.9)
where Ωp′±q/2 is the solid angle between the unit vector zˆ and p′ ± q/2. ψLd is the
deuteron wave function in momentum space defined as
〈k1 J1mJ1 L1 S1 T1|ψi〉 = ψL1(k1)δJ1,1δmJ1 ,mJdδL1,LdδS1,1δT1,0 . (3.10)
The S-wave (L = 0) and D-wave (L = 2) components of the deuteron wave function
satisfy the normalization condition
2
pi
∫
dp p2
(
ψ20(p) + ψ
2
2(p)
)
= 1 . (3.11)
In deriving Eq. 3.9 we have used the property of the spherical harmonics that
Ylm(pi − θ, φ+ pi) = (−1)l Ylm(θ, φ) . (3.12)
In our work we follow the conventions of Ref. [140]. Deriving Eq. 3.9 also uses partial
wave expansion
|k〉 =
√
2
pi
∑
l,m
Y ∗l m(Ωk)|k l m〉 , (3.13)
the normalization condition
〈p|k〉 = pi
2
δ(p− k)
p2
, (3.14)
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and, the Clebsch-Gordan completeness relation
|l mS=1ms〉 =
∑
J,mJ
|J mJ l S=1〉〈J mJ l S=1|l mS=1ms〉 . (3.15)
Because θ′ and ϕ′ are the angles of p′, Ωp′−q/2 ≡
(
α′(p′, θ′, q), ϕ′
)
and Ωp′+q/2 ≡(
α′′(p′, θ′, q), ϕ′
)
, where
α′(p′, θ′, q) = cos−1
(
p′ cos θ′ − q/2√
p′2 − p′q cos θ′ + q2/4
)
(3.16)
and
α′′(p′, θ′, q) = cos−1
(
p′ cos θ′ + q/2√
p′2 + p′q cos θ′ + q2/4
)
. (3.17)
The expressions for α′ and α′′ can be obtained by elementary trigonometry. Note
that Eqs. 3.16 and 3.17 reproduce the correct p′ = 0 and q = 0 limit.
The overlap matrix element including the final-state interactions (FSI) is given by
〈ψf | J0 |ψi〉 = 〈φ| J0 |ψi〉︸ ︷︷ ︸
IA
+ 〈φ|t†G†0 J0 |ψi〉︸ ︷︷ ︸
FSI
. (3.18)
The first term on the right side of Eq. 3.18 has already been evaluated in Eq. 3.9.
Therefore, the term we still need to evaluate is 〈φ|t†G†0 J0 |ψi〉. The t-matrix is most
conveniently calculated in a partial-wave basis. Hence, the FSI term is evaluated by
inserting complete sets of states in the form
1 =
2
pi
∑
L,S
J,mJ
∑
T=0,1
∫
dp p2 |p J mJ LS T 〉 〈p J mJ LS T | . (3.19)
The outgoing plane-wave state in the partial-wave basis is given by
〈φ| k1 J1mJ1 L1 S=1T1〉 =
1
2
√
2
pi
pi
2
δ(p′ − k1)
k21
〈L1mJ1 −msf S=1msf |J1mJ1〉
× (1 + (−1)T1(−1)L1)YL1,mJ1−msf(θ′, ϕ′) . (3.20)
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The Green’s function is diagonal in J , mJ , L, S, and T , so we have
〈k1|G†0 |k2〉 =
pi
2
δ(k1 − k2)
k21
M
p′2 − k21 − i
. (3.21)
We also need to express the current in Eq. 3.6 in the partial-wave basis. To begin
with, let us just work with first term in Eq. 3.6, which we denote by J−0 . In the
partial-wave basis, it is written as
〈k1 J1mJd L1 S=1T1|J−0 | k2 J=1mJd L2 S=1T =0〉 =
pi2
2
(
GpE + (−1)T1 GnE
)
×
1∑
m˜s=−1
∫
dcos θ 〈J1mJd |L1mJd − m˜s S=1 m˜s〉P
mJd−m˜s
L1
(cos θ)
× PmJd−m˜sL2
(
cosα′(k1, θ, q)
)δ(k2 −√k21 − k1q cos θ + q2/4)
k22
× 〈L2mJd − m˜s S=1 m˜s|J=1mJd〉 . (3.22)
Here mJd is the deuteron quantum number, which is preserved throughout. We have
used the deuteron quantum numbers in the ket in anticipation that we will always
evaluate the matrix element of J0 with the deuteron wave function on the right. α
′ is
as defined in Eq. 3.16. In deriving Eq. 3.22 we have also made use of the relation [141]∫
Y ∗lm(θ, ϕ)Yl′m′(α
′, ϕ) dcos θ dϕ = 2piδmm′
∫
dcos θPml (cos θ)P
m
l′ (cosα
′) . (3.23)
Equations 3.20, 3.21, and 3.22 can be combined to obtain
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〈φ|t†G†0 J−0 |ψi〉 =
√
2
pi
M
~c
∑
T1=0,1
(
GpE + (−1)T1 GnE
) Lmax∑
L1=0
(
1 + (−1)T1(−1)L1)
× YL1,mJd−msf(θ′, ϕ′)
L+1∑
J1=|L1−1|
〈L1mJd −msf S=1msf |J1mJd〉
Lmax∑
L2=0
∫
dk2 k
2
2
× t∗(k2, p′, L2, L1, J1, S=1, T1)
1∑
m˜s=−1
〈J1mJd|L2mJd − m˜s S=1 m˜s〉
×
∑
Ld=0,2
〈LdmJd − m˜s S=1 m˜s|J=1mJd〉
∫
dcos θ
1
p′2 − k22 − i
× PmJd−m˜sL2 (cos θ)P
mJd−m˜s
Ld
(
cosα′(k2, θ, q)
)
ψLd
(√
k2
2 − k2 q cos θ + q2/4
)
. (3.24)
Note that the matrix element of the t-matrix in Eq. 3.24 should strictly be written
as t∗(E ′ = p′2/M ; k2, p′, L2, L1, J1, S = 1, T1). However, keeping in mind that the t-
matrix in this chapter is always evaluated half on-shell, we drop the E ′ index for the
sake of brevity. To evaluate the hermitian conjugate, we use the property
t†(p′, k2, L1, L2, J1, S=1, T1) = t∗(k2, p′, L2, L1, J1, S=1, T1) . (3.25)
We denote the second term in the one-body current Eq. 3.6 by J+0 . The
expression for 〈φ|t†G†0 J+0 |ψi〉 is analogous to Eq. 3.24, the only differences be-
ing that the form-factor coefficient is (−1)T1GpE + GnE and the input arguments
for the second associated Legendre polynomial and the deuteron wave function
are different. The two factors respectively become P
mJd−m˜s
Ld
(
cosα′′(k2, θ, q)
)
and
ψLd
(√
k2
2 + k2 q cos θ + q2/4
)
, where α′′ is defined in Eq. 3.17. It can be shown that
〈φ|t†G†0 J+0 |ψi〉 = 〈φ|t†G†0 J−0 |ψi〉. Thus,
〈φ|t†G†0 J0|ψi〉 = 2 〈φ|t†G†0 J−0 |ψi〉 . (3.26)
Using this we can evaluate the overlap matrix element in Eq. 3.18. As outlined in
Eqs. 3.4 and 3.5, this matrix element is related to the longitudinal structure function
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fL. Recall that the deuteron spin is conserved throughout and therefore Sf = 1 in
Eq. 3.4.
In Subsec. 3.2.4 we present results for fL both in the IA and including the FSI.
These results match those of Ref. [135,138], verifying the accuracy of the calculations
presented above.
3.2.2 Evolution setup
As outlined previously, we want to investigate the effect of unitary transformations
on calculations of fL. Let us start by looking at the IA matrix element:
〈φ|J0|ψi〉 = 〈φ|U † U J0 U † U |ψi〉
= 〈φ|U˜ †Jλ0 |ψλi 〉︸ ︷︷ ︸
A
+ 〈φ| Jλ0 |ψλi 〉︸ ︷︷ ︸
B
, (3.27)
where we decompose the unitary matrix U into the identity and a residual U˜ ,
U = I + U˜ . (3.28)
The matrix U˜ is smooth and therefore amenable to interpolation. The U matrix is
calculated following the approach in [124]. The terms in Eq. 3.27 can be further split
into
〈φ| Jλ0 |ψλi 〉 = 〈φ|U˜ J0 U˜ †|ψλi 〉︸ ︷︷ ︸
B1
+ 〈φ|U˜ J0 |ψλi 〉︸ ︷︷ ︸
B2
+ 〈φ| J0 U˜ †|ψλi 〉︸ ︷︷ ︸
B3
+ 〈φ| J0 |ψλi 〉︸ ︷︷ ︸
B4
(3.29)
and
〈φ|U˜ † Jλ0 |ψλi 〉 = 〈φ|U˜ † U˜ J0 U˜ †|ψλi 〉︸ ︷︷ ︸
A1
+ 〈φ|U˜ † U˜ J0|ψλi 〉︸ ︷︷ ︸
A2
+ 〈φ|U˜ †J0 U˜ †|ψλi 〉︸ ︷︷ ︸
A3
+ 〈φ|U˜ †J0|ψλi 〉︸ ︷︷ ︸
A4
.
(3.30)
The B4 term is the same as in Eq. 3.9, but with the deuteron wave function replaced
by the evolved version ψλLd . Inserting complete sets of partial-wave basis states as in
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Eq. 3.19 and using Eqs. 3.20 and 3.22, we can obtain the expressions for B1, B2, B3
and A1, . . . , A4. These expressions are given in Appendix B.1.
Using the expressions for A1, . . . , A4 and B1, . . . , B4, we can obtain results for
fL in the IA with one or more components of the overlap matrix element 〈φ|J0|ψ〉
evolved. When calculated in IA, fL with all components evolved matches its unevolved
counterpart, as shown later in Subsec. 3.2.4. The robust agreement between the
evolved and unevolved answers indicates that the expressions derived for A1, . . . , B4
are correct and that there is no error in generating the U -matrices. In Sec. 3.2.3 we
provide some details about the numerical implementation of the equations presented
here.
Let us now take into account the FSI and study the effects of evolution. The
overlap matrix element should again be unchanged under evolution,
〈ψf |J0|ψi〉 = 〈ψλf |Jλ0 |ψλi 〉 , (3.31)
where ψf is given by Eq. 3.7. Furthermore,
|ψλf 〉 = |φ〉+G0 tλ|φ〉 , (3.32)
where tλ is the evolved t-matrix, i.e., the t-matrix obtained by solving the Lippmann–
Schwinger equation using the evolved potential, as discussed in Appendix B.2. Thus
〈ψλf |Jλ0 |ψλi 〉 = 〈φ|Jλ0 |ψλi 〉︸ ︷︷ ︸
B
+ 〈φ|t†λG†0 Jλ0 |ψλi 〉︸ ︷︷ ︸
F
. (3.33)
The term B is the same that we already encountered in Eq. 3.27. The term F can
also be split up into four terms:
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〈φ|t†λG†0 Jλ0 |ψλi 〉 = 〈φ|t†λG†0 U˜ J0 U˜ †|ψλi 〉︸ ︷︷ ︸
F1
+ 〈φ|t†λG†0 U˜ J0|ψλi 〉︸ ︷︷ ︸
F2
+ 〈φ|t†λG†0 J0 U˜ †|ψλi 〉︸ ︷︷ ︸
F3
+ 〈φ|t†λG†0 J0|ψλi 〉︸ ︷︷ ︸
F4
. (3.34)
The expression for F4 can easily be obtained from Eqs. 3.24 and 3.26 by replacing the
deuteron wave function and the t-matrix by their evolved counterparts. As before, we
insert complete sets of partial-wave basis states using Eq. 3.19 and evaluate F3, F2,
and F1; see Eqs. B.6, B.7, and B.8. Figures in Subsec. 3.2.4 compare fL calculated
from the matrix element with all components evolved to the unevolved fL. We find
an excellent agreement, validating the expressions for F1, . . . , F4.
First-order analytical calculation
Recall that from Eqs. 3.4 and 3.5 we have
fL ∝
∑
msf ,mJd
|〈ψf |J0|ψi〉|2 . (3.35)
When all three components—the final state, the current, and the initial state—are
evolved consistently, then fL is unchanged. However, if we miss evolving a component,
then we obtain a different result. It is instructive to illustrate this through a first-order
analytical calculation.12
Let us look at the effects due to the evolution of individual components for a
general matrix element 〈ψf |Ô|ψi〉. The evolved initial state is given by
|ψλi 〉 ≡ U |ψi〉 = |ψi〉+ U˜ |ψi〉 , (3.36)
where U˜ is the smooth part of the U -matrix defined in Eq. 3.28. Similarly, we can
write down the expressions for the evolved final state and the evolved operator as
〈ψλf | ≡ 〈ψf |U † = 〈ψf | − 〈ψf | U˜ (3.37)
12An analogous calculation based on field redefinitions appears in Ref. [142].
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and
Ôλ ≡ U Ô U † = Ô + U˜ Ô − Ô U˜ +O(U˜2) . (3.38)
We assume here that U˜ is small compared to I (which can always be ensured by
choosing the SRG λ large enough) and therefore keep terms only up to linear order
in U˜ . Using Eqs. 3.36, 3.37, and 3.38, we get an expression for the evolved matrix
element in terms of the unevolved one and changes to individual components due to
evolution:
〈ψλf |Ôλ|ψλi 〉 = 〈ψf |Ô|ψi〉 − 〈ψf |U˜ Ô|ψi〉︸ ︷︷ ︸
δ〈ψf |
+ 〈ψf |U˜ Ô|ψi〉 − 〈ψf |Ô U˜ |ψi〉︸ ︷︷ ︸
δÔ
+ 〈ψf |Ô U˜ |ψi〉︸ ︷︷ ︸
δ|ψi〉
(3.39)
=⇒ 〈ψλf |Ôλ|ψλi 〉 = 〈ψf |Ô|ψi〉+O(U˜2) . (3.40)
We see that the change due to evolution in the operator is equal and opposite to
the sum of changes due to the evolution of the initial and final states. We also find
that changes in each of the components are of the same order, and that they mix;
this feature persists to higher order. Therefore, if one misses evolving an individual
component, one will not reproduce the unevolved answer. It is interesting to analyze
how this is a function of kinematics and will be a subject of Subsec. 3.2.4.
3.2.3 Numerical implementation
There are various practical issues in the calculation of evolved matrix elements
that are worth detailing. We use C++11 for our numerical implementation of the
expressions discussed in the previous section. Matrix elements with a significant
number of components evolved are computationally quite expensive due to a large
number of nested sums and integrals (see in particular Appendix B.1).
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The deuteron wave function and NN t-matrix are obtained by discretizing the
Schro¨dinger and Lippmann–Schwinger equations, respectively; these equations are
also used to interpolate the t-matrix and wave function to points not on the discretized
mesh. For example, if we write the momentum-space Schrdinger equation—neglecting
channel coupling here for simplicity—as
ψ(p) =
∫
dq q2G0(−EB, q)V (p, q)ψ(q)
→ ∑iwi q2i G0(−EB, qi)V (p, qi)ψ(qi) , (3.41)
it can be solved numerically as a simple matrix equation by setting p ∈ {qi}. For any
p = p0 not on this mesh, the sum in Eq. 3.41 can then be evaluated to get ψ(p0).
This technique is based on what has been introduced in connection with contour-
deformation methods in break-up scattering calculations [143,144]. For more details
on interpolation of the t-matrix and wave function, please refer to Appendix A.
To interpolate the potential, which is stored on a momentum-space grid, we use the
two-dimensional cubic spline algorithm from ALGLIB [145]. In order to avoid unnec-
essary recalculation of expensive quantities—in particular of the off-shell t-matrix—
while still maintaining an implementation very close to the expressions given in this
paper, we make use of transparent caching techniques.13 For most integrations, in
particular those involving a principal value, we use straightforward nested Gaussian
quadrature rules; only in a few cases did we find it more efficient to use adaptive
routines for multi-dimensional integrals.
13This means that the expensive calculation is only carried out once, the first time the correspond-
ing function is called for a given set of arguments, while subsequent calls with the same arguments
return the result directly, using a fast lookup. All this is done without the calling code being aware
of the caching details.
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With these optimizations, the calculations can in principle still be run on a typical
laptop computer. In practice, we find it more convenient to use a small cluster, with
parallelization implemented using the TBB library [146]. On a node with 48 cores,
generating data for a meaningful plot (like those shown in Subsec. 3.2.4) can then be
done in less than an hour. For higher resolution and accuracy, we used longer runs
with a larger number of data and integration mesh points.
3.2.4 Results
For our analysis, we studied the effect of evolution of individual components on
fL for selected kinematics in the ranges E
′ = 10–100 MeV and q2 = 0.25–25 fm−2,
where E ′ is the energy of outgoing nucleons and q2 is the three-momentum transferred
by the virtual photon; both are taken in the center-of-mass frame of the outgoing
nucleons. This range was chosen to cover a variety of kinematics and motivated by
the set covered in Ref. [135]. We use the Argonne v18 potential (AV18) [12] for our
calculations. It is one of the widely used potentials for nuclear few-body reaction
calculations, particularly those involving large momentum transfers [119,147].
How strong the evolution of individual components (or a subset thereof) affects the
result for fL depends on the kinematics. One kinematic configuration of particular
interest is the so-called quasi-free ridge. As discussed in Subsec. 3.2.1, the four-
momentum transferred by the virtual photon in the center-of-mass frame is (ω,q).
The criterion for a configuration to lie on the quasi-free ridge is ω = 0. Physically,
this means that the nucleons in the deuteron are on their mass shell. As shown in
Ref. [135], at the quasi-free ridge the energy of the outgoing nucleons (E ′) and the
photon momentum transfer are related by
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E ′ =
√
M2d + q
2 − 2M , (3.42)
which reduces to
E ′ (in MeV) ≈ 10 q2 (in fm−2) . (3.43)
The quasi-free condition in the center-of-mass frame is the same as the quasi-elastic
condition in the lab frame. There, the quasi-elastic ridge is defined by W 2 = m2p ⇒
Q2 = 2ωlabmp, where W is the invariant mass. On the quasi-elastic ridge, the so-
called missing momentum14 vanishes, pmiss = 0.
In Fig. 3.12 we plot fL along the quasi-free ridge both in the impulse approximation
(IA) and with the final-state interactions (FSI) included as a function of energy of
the outgoing nucleons for a fixed angle, θ′ = 15◦ of the outgoing proton. E ′ and q2 in
Fig. 3.12 are related by Eq. 3.42. Comparing the solid curve labeled 〈ψf |J0|ψi〉 in the
legend to the dashed curve (labeled 〈φ|J0|ψi〉) we find that FSI effects are minimal
for configurations on the quasi-free ridge especially at large energies.
In an intuitive picture, this is because after the initial photon is absorbed, both the
nucleons in the deuteron are on their mass shell at the quasi-free ridge, and therefore
no FSI are needed to make the final-state particles real. As we move away from
the ridge, FSI become more important, as additional energy-momentum transfer is
required to put the neutron and the proton on shell in the final state. The difference
between full fL and fL in IA at small energies is also seen to hold for few-body
nuclei [148].
Figure 3.12 also shows fL calculated from evolving only one of the components
of the matrix element in Eq. 3.35. We note that the effects of SRG evolution of the
14The missing momentum is defined as the difference of the measured proton momentum and the
momentum transfer, pmiss ≡ pprotonlab − qlab.
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Figure 3.12: fL calculated at various points on the quasi-free ridge for θ
′ = 15◦ for the
AV18 potential. Legends indicate which component of the matrix element in Eq. 3.35
used to calculate fL is evolved. There are no appreciable evolution effects all along
the quasi-free ridge. The effect due to evolution of the final state is small as well and
is not shown here to avoid clutter. fL calculated in the impulse approximation is also
shown for comparison.
individual components are minimal at the quasi-free ridge as well. The kinematics
at the quasi-free ridge are such that only the long-range (low-momentum) part of
the deuteron wave function is probed, the FSI remains small under evolution, and
then unitarity implies minimal evolution of the current. As one moves away from the
quasi-free ridge, the effects of evolution of individual components become prominent.
Note that 〈ψf |J0|ψi〉 = 〈ψλf |Jλ0 |ψλi 〉 and therefore the unevolved vs. all-evolved fL
overlap in Fig. 3.12.
Figure 3.13 shows the ‘phase space’ of kinematics for SRG λ = 1.5 fm−1. The
quasi-free ridge is along the solid line in Fig. 3.13. In the shaded region the effects
generated by the evolution of individual components are weak (only a few percent
relative difference). As one moves away from the quasi-free ridge, these differences
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Figure 3.13: ‘Phase space’ of kinematics for λ = 1.5 fm−1. The effects of evolution
get progressively prominent as one moves further away from the quasi-free ridge. The
kinematics of the labeled points are considered later
get progressively more prominent. The terms ‘small’ and ‘weak’ in Fig. 3.13 are used
in a qualitative sense. In the shaded region denoted by ‘weak effects’, the effects of
evolution are not easily discernible on a typical fL versus θ
′ plot, as seen in Fig. 3.14,
whereas in the region labeled by ‘strong effects’, the differences due to evolution are
evident on such a plot (e.g., see Fig. 3.16). The size of the shaded region in Fig. 3.13
depends on the SRG λ. It is large for high λ’s and gets smaller as the λ is decreased
(note that smaller SRG λ means greater evolution). Next, we look in detail at a few
representative kinematics, indicated by points in Fig. 3.13.
At the quasifree ridge
As a representative of quasi-free kinematics, we choose E ′ = 100 MeV and q2 =
10 fm−2 and plot fL as a function of angle in Fig. 3.14. The effect of including FSI
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is small for this configuration for all angles. Also, the effects due to evolution of the
individual components are too small to be discernible. All this is consistent with the
discussion in the previous section.
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Figure 3.14: fL calculated for E
′ = 100 MeV and q2 = 10 fm−2 (point “1” in
Fig. 3.13) for the AV18 potential. Legends indicate which component of the matrix
element in Eq. 3.35 used to calculate fL is evolved. θ
′ is the angle of the outgoing
proton in the center-of-mass frame. There are no discernible evolution effects for all
angles. The effect due to evolution of the final state is small as well and is not shown
here to avoid clutter. fL calculated in the IA, 〈φ|J0|ψi〉, is also shown for comparison.
Near the quasi-free ridge
Next we look at the kinematics E ′ = 10 MeV and q2 = 4 fm−2, which is near
the quasi-free ridge. This is the point “2” in Fig. 3.13. As seen in Fig. 3.15, the
different curves for fL obtained from evolving different components start to diverge.
Figure 3.15 also shows fL calculated in IA. Comparing this to the full fL including FSI,
we see that the effects due to evolution are small compared to the FSI contributions.
This smallness prevents us from making any systematic observations about the effects
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due to evolution at this kinematics. We thus move on to kinematics which show more
prominent effects.
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Figure 3.15: fL calculated for E
′ = 10 MeV and q2 = 4 fm−2 (point “2” in Fig. 3.13)
for the AV18 potential. Legends indicate which component of the matrix element in
Eq. 3.35 used to calculate fL is evolved. fL calculated in the IA, 〈φ|J0|ψi〉, is also
shown for comparison. The effects due to evolution of individual components on fL
are discernible, but still small (compared to the FSI contribution). The effect due to
evolution of the final state is small as well and is not shown here to avoid clutter.
Below the quasi-free ridge
We next look in the region where E ′ (in MeV)  10 q2 (in fm−2), i.e., below
the quasi-free ridge in Fig. 3.13. We look at two momentum transfers q2 = 16 fm−2
and q2 = 25 fm−2 for E ′ = 30 MeV, which are points “3” and “3′” in Fig. 3.13.
Figures 3.16 and 3.17 indicate the effects on fL from evolving individual components
of the matrix elements. It is noteworthy that in both cases evolution of the current
gives a prominent enhancement, whereas evolution of the initial and final state gives
a suppression. When all the components are evolved consistently, these changes
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combine and we recover the unevolved answer for fL. This verifies the accurate
implementation of the equations derived in Subsec. 3.2.2.
0 30 60 90 120 150 180
θ′ [deg]
0.0000
0.0005
0.0010
0.0015
0.0020
f L
[f
m
]
λ = 1.5 fm−1 E ′ = 30 MeV q2 = 16 fm−2
〈ψf |J0|ψi〉
〈ψf |J0|ψλi 〉
〈ψf |Jλ0 |ψi〉
〈ψλf |J0|ψi〉
〈ψλf |Jλ0 |ψλi 〉
Figure 3.16: fL calculated for E
′ = 30 MeV and q2 = 16 fm−2 (point “3” in Fig. 3.13)
for the AV18 potential. Legends indicate which component of the matrix element in
Eq. 3.35 used to calculate fL is evolved. Prominent enhancement with evolution of
the current only and suppression with evolution of the initial state and the final state
only, respectively.
It is possible to qualitatively explain the behavior seen in Figs. 3.16 and 3.17. As
noted in Eq. 3.18, the overlap matrix element is given by the sum of the IA part
and the FSI part. Below the quasi-free ridge these two terms add constructively. In
this region, fL calculated in impulse approximation is smaller than fL calculated by
including the final-state interactions.
(a) Evolving the initial state Let us first consider the effect of evolving the
initial state only. We have
〈ψf |J0|ψλi 〉 = 〈φ|J0|ψλi 〉+ 〈φ|t†G†0 J0|ψλi 〉 . (3.44)
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Figure 3.17: fL calculated for E
′ = 30 MeV and q2 = 25 fm−2 (point “3′” in Fig. 3.13)
for the AV18 potential. Legends indicate which component of the matrix element in
Eq. 3.35 used to calculate fL is evolved. Prominent enhancement with evolution of
the current only and suppression with evolution of the initial state and the final state
only, respectively.
As seen in Eq. 3.9, in the term 〈φ|J0|ψλi 〉 the deuteron wave function is probed between
|p′ − q/2| and p′ + q/2. These numbers are (1.2, 2.9) fm−1 and (1.7, 3.4) fm−1 for
E ′ = 30 MeV, q2 = 16 fm−2 and E ′ = 30 MeV, q2 = 25 fm−2, respectively. The
evolved deuteron wave function is significantly suppressed at these high momenta.
This behavior is reflected in the deuteron momentum distribution plotted in Fig. 3.18.
The deuteron momentum distribution n(k) is proportional to the sum of the squares
of S- and D- state deuteron wave functions. Thus, the first (IA) term in Eq. 3.44 is
much smaller than its unevolved counterpart in Eq. 3.18, for all angles. We note that
even though we only use the AV18 potential to study changes due to evolution, these
changes will be significant for other potentials as well.
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Figure 3.18: Momentum distribution for the deuteron for the AV18 [12], CD-
Bonn [19], and the Entem-Machleidt N3LO chiral EFT [66] potentials, and for the
AV18 potential evolved to two SRG λ’s.
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Evaluation of the second (FSI) term in Eq. 3.44 involves an integral over all mo-
menta, as indicated in Eq. 3.24. We find that |〈φ|t†G†0 J0|ψλi 〉| < |〈φ|t†G†0 J0|ψi〉|. As
mentioned before, because the terms 〈φ|J0|ψi〉 and 〈φ|t†G†0 J0|ψi〉 add constructively
below the quasi-free ridge and because the magnitude of both these terms decreases
upon evolving the wave function, we have
|〈ψf |J0|ψλi 〉| < |〈ψf |J0|ψi〉| . (3.45)
The above relation holds for most combinations of mJd and msf . For those mJd and
msf for which Eq. 3.45 does not hold, the absolute value of the matrix element is
much smaller than for those for which the Eq. 3.45 does hold, and therefore we have
fL calculated from 〈ψf |J0|ψλi 〉 smaller than the fL calculated from 〈ψf |J0|ψi〉, as seen
in Figs. 3.16 and 3.17.
(b) Evolving the final state As indicated in Eq. 3.32, evolving the final state
entails the evolution of the t-matrix. The overlap matrix element therefore is
〈ψλf |J0|ψi〉 = 〈φ|J0|ψi〉+ 〈φ|t†λG†0 J0|ψi〉 . (3.46)
The IA term is the same as in the unevolved case. The SRG evolution leaves the on-
shell part of the t-matrix—which is directly related to observables—invariant. The
magnitude of the relevant off-shell t-matrix elements decreases on evolution, though.
As a result we have
|〈ψλf |J0|ψi〉| < |〈ψf |J0|ψi〉| . (3.47)
This is reflected in fL as calculated from the evolved final state, and seen in Figs. 3.16
and 3.17.
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The effect of evolution of the initial state and the final state is to suppress fL.
When all the three components are evolved, we reproduce the unevolved answer as in-
dicated in Fig. 3.16 and 3.17. It is therefore required that we find a huge enhancement
when just the current is evolved.
The kinematics E ′ = 30 MeV, q2 = 25 fm−2 is further away from the quasi-free
ridge than E ′ = 30 MeV, q2 = 16 fm−2. The evolution effects discussed above get
progressively more prominent the further away one is from the quasifree ridge. This
can be verified by comparing the effects due to evolution of individual components in
Figs. 3.16 and 3.17.
As remarked earlier, away from the quasi-free ridge the FSI become important.
Nonetheless, it is still instructive to look at fL calculated in the IA at these kinematics.
Note that the (unevolved) fL calculated in the IA, shown in Figs. 3.19 and 3.20, is
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Figure 3.19: fL in IA (〈ψf | ≡ 〈φ|) calculated for E ′ = 30 MeV and q2 = 16 fm−2
for the AV18 potential. Legends indicate which component of the matrix element in
Eq. 3.35 used to calculate fL are evolved.
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smaller than the full fL that takes into account the final state interactions (cf. the
corresponding curves in Figs. 3.16 and 3.17). This is consistent with the claim made
earlier that below the quasi-free ridge the two terms in Eq. 3.18 add constructively.
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Figure 3.20: fL in IA (〈ψf | ≡ 〈φ|) calculated for E ′ = 30 MeV and q2 = 25 fm−2
for the AV18 potential. Legends indicate which component of the matrix element in
Eq. 3.35 used to calculate fL are evolved.
The results in Figs. 3.19 and 3.20 can again be qualitatively explained based on our
discussion above. The evolution of the deuteron wave function leads to suppression
as the evolved wave function does not have strength at high momentum. The evolved
current thus leads to enhancement. Evolution of both the current and the initial
state decreases fL from just the evolved current value, but it is not until we evolve
all three components—final state, current, and the initial state—that we recover the
unevolved answer.
As expected, the effect due to evolution increases with further evolution. This
can be seen by comparing the plots in Fig. 3.21 to Fig. 3.17. In Fig. 3.22 we look at
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(a) SRG λ = 4 fm−1
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(b) SRG λ = 2 fm−1
Figure 3.21: fL calculated for E
′ = 30 MeV and q2 = 25 fm−2 (point “3′” in Fig. 3.13)
for the AV18 potential. Legends indicate which component of the matrix element in
Eq. 3.35 used to calculate fL is evolved. The evolution is to SRG (a) λ = 4 fm
−1 and
(b) λ = 2 fm−1.
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Figure 3.22: fL in IA calculated at θ
′ = 15◦ for E ′ = 30 MeV and q2 = 25 fm−2
for the AV18 potential when the current operator in Eq. 3.35 used to calculate fL is
evolved to various SRG λ’s. The horizontal dotted line is the unevolved answer.
effects of the current-operator evolution on fL as a function of the SRG λ. To isolate
the effect of operator evolution, we only look at fL calculated in IA at a specific angle
in Fig. 3.22. Investigating details of the operator evolution forms the basis of ongoing
work. A few preliminary results along those lines are presented in Subsec. 3.2.5.
Above the quasi-free ridge
Finally, we look at an example from above the quasi-free ridge. Figure 3.23 shows
the effect of evolution of individual components on fL for E
′ = 100 MeV and q2 =
0.5 fm−2, which is point “4” in Fig. 3.13. The effects of evolution in this case are
qualitatively different from those found below the quasi-free ridge. For instance, we
see a peculiar suppression in fL calculated from the evolved deuteron wave function at
small angles, but an enhancement at large angles. An opposite behavior is observed
for the final state. It is again possible to qualitatively explain these findings.
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Figure 3.23: fL calculated for E
′ = 100 MeV and q2 = 0.5 fm−2 (point “4” in
Fig. 3.13) for the AV18 potential. Legends indicate which component of the matrix
element in Eq. 3.35 used to calculate fL is evolved. Opposite effects from the evolution
of the initial state and the final state.
(a) Evolving the initial state Above the quasi-free ridge, the IA and FSI terms
in Eq. 3.18 add destructively. This can be seen by comparing the unevolved fL curves
in Figs. 3.23 and 3.24. Including the FSI brings down the value of fL when one is
above the quasi-free ridge.
At small angles, the magnitude of the IA term in Eq. 3.18 is larger than that of
the FSI term. The deuteron wave function for this kinematics is probed between 1.2
and 1.9 fm−1. With the wave-function evolution, the magnitude of the IA term in
Eq. 3.44 decreases, whereas the magnitude of the FSI term in that equation slightly
increases compared to its unevolved counterpart. Still, at small angles, we have
|〈φ|J0|ψλi 〉| > |〈φ|t†G†0 J0|ψλi 〉|, which leads to
|〈ψf |J0|ψλi 〉| < |〈ψf |J0|ψi〉| , (3.48)
and thus to the suppression of fL at small angles observed in Fig. 3.23.
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At large angles, the magnitude of the IA term in Eq. 3.18 is smaller than that of
the FSI term. With the wave-function evolution, the magnitude of IA term decreases
substantially (large momenta in the deuteron wave function are probed at large angles,
cf. Eq. 3.9), whereas the FSI term in Eq. 3.18 remains almost the same. This results in
increasing the difference between the two terms in Eq. 3.18 as the SRG λ is decreased.
As mentioned before, above the quasi-free ridge, the IA and FSI terms in Eq. 3.18
add destructively and we therefore end up with |〈ψf |J0|ψλi 〉| > |〈ψf |J0|ψi〉|, leading
to the observed enhancement at large angles upon evolution of the wave function (see
Fig. 3.23).
(b) Evolving the final state The expression to consider is Eq. 3.46. With the
evolution of the t-matrix, the magnitude of the term 〈φ|t†λG†0 J0|ψi〉 decreases, and
because of the opposite relative signs of the two terms in Eq. 3.46—and because at
small angles the magnitude of the IA term is larger than the FSI term—the net effect
is |〈ψλf |J0|ψi〉| > |〈ψf |J0|ψi〉|. This leads to an enhancement of fL with evolved final
state at small angles, as seen in Fig. 3.23.
At large angles the magnitude of the IA term in Eq. 3.46 is smaller than that of
the FSI term. With the evolution of the t-matrix, the magnitude of the FSI term
decreases and the difference between the IA and the FSI terms decreases as well. This
leads to the observed overall suppression in fL at large angles due to the evolution
of the final state seen in Fig. 3.23. For those few (msf , mJd) combinations for which
the above general observations do not hold, the value of individual components is too
small to make any qualitative difference.
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Figure 3.24: fL in IA (〈ψf | ≡ 〈φ|) calculated for E ′ = 100 MeV and q2 = 0.5 fm−2
for the AV18 potential. Legends indicate which component of the matrix element in
Eq. 3.35 used to calculate fL are evolved.
Figure 3.24 shows the effect of evolution of individual components on fL calculated
in the IA for the kinematics under consideration. Again the evolved deuteron wave
function does not have strength at high momenta and therefore fL calculated from
〈φ|J0|ψλi 〉 has a lower value than its unevolved counterpart.
Unitary evolution means that the effect of the evolved current is always such that
it compensates the effect due to the evolution of the initial and final states. As
mentioned before, varying λ shuffles the physics between long- and short-distance
parts (cf. Fig. 3.9). As SRG λ decreases the blob size in Fig. 3.25 increases, the
high-momentum interaction between the nucleons can no longer be resolved, and
thus the one-body current operator develops two- and higher-body components. Our
ongoing work examines more directly the behavior of the current as it evolves to
better understand how to carry over the results observed here to other reactions.
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Figure 3.25: One-body current operator develops two- and higher-body components
under SRG evolution.
3.2.5 Operator evolution and q-factorization
The first work on operator evolution via the SRG evolution was done in Ref. [124].
Among other things the authors of Ref. [124] looked at the effect of evolution on
the momentum distribution in the deuteron (cf. Fig. 3.26). As seen in Fig. 3.26,
Figure 3.26: Integrand of 〈ψλdeut|(a†qaq)λ|ψλdeut〉 in the 3S1 channel for q = 3.02 fm−1.
The initial potential is the chiral N3LO (500 MeV) potential [66]. Figure from [124].
the unevolved momentum operator which is peaked at large momentum develops
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strength at low momentum on evolution. The high-momentum one-body part of the
operator a†qaq is unchanged by the evolution, but it is suppressed by the evolved
wave function, which is why only the two-body part survives in the matrix element
〈ψλdeut|(a†qaq)λ|ψλdeut〉 at lower λ.
We follow the approach of [124], but focus instead on the current relevant to the
deuteron disintegration. The relevant current matrix element is given by Eq. 3.22.
The δ function in Eq. 3.22 can be used to do the integral analytically, giving a
condition over the allowed momenta.
〈k1 J1mJd L1 S = 1T1|J−0 |k2 J = 1mJd L2 S = 1T = 0〉 =
pi2
2
(
GpE + (−1)T1GnE
)
×
1∑
m˜s=−1
〈J1mJd |L1mJd − m˜s S=1 m˜s〉P
mJd−m˜s
L1
(
k21 − k22 + q2/4
k1q
)
2
k1k2q
×PmJd−m˜sL2
(
k21 − k22 − q2/4
k2q
)
〈L2mJd − m˜s S = 1 m˜s|J = 1mJd〉
· · · for k2 ∈ (|k1 − q/2|, k1 + q/2)
= 0 otherwise
(3.49)
In deriving Eq. 3.49 from Eq. 3.22 we have used the property of the δ function that
δ (f(x)) =
δ(x− x0)
|f ′(x0)| , (3.50)
where x0 is the zero of f(x).
Equation 3.49 along with the expressions in Appendix B.3 can be used to study
the effects of evolution on the deuteron disintegration current operator. In what
follows, we will look at some representative graphs. For convenience we set GpE = 1
and GnE = 0; it should not qualitatively affect the results.
Figure 3.27 looks at the strength distribution of the unevolved and evolved current
in a specific channel. The unevolved current is a one-body operator and is peaked
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Figure 3.27: Contour plot for the matrix element 〈k1 J1mJd L1 S = 1T1|J−λ0 |k2 J =
1mJd L2 S = 1T = 0〉 for the quantum numbers indicated for λ =∞ and λ = 4 fm−1.
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at (0, q/2) and (q/2, 0). With SRG evolution, the current develops two-body com-
ponents. As seen in Figs. 3.27 and 3.28, the changes due to evolution are rather
distributed. The evolved current doesn’t become pathologically large at high mo-
mentum. This is important because for practical calculations the evolved current will
be used in conjunction with the evolved wave function. The evolved wave functions
have negligible strength at high momentum and the absence of pathologies in the
evolved current make sure that the calculations with SRG in the reduced basis are
possible. To illustrate this we turn to Fig. 3.29.
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Figure 3.28: Contour plot for the matrix element 〈k1 J1mJd L1 S = 1T1|∆J−λ|k2 J =
1mJd L2 S = 1T = 0〉 for the quantum numbers indicated for λ = 4 and λ = 1.5 fm−1.
∆J−λ ≡ J−λ0 − J0.
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Figure 3.29 shows the contour plot for the integrand of 〈p′; 3S1|Jλ0 (q)|ψλdeut, 3S1〉.
The ket is the deuteron state and the bra state corresponds to the outgoing nucleons
(up to factors of Spherical Harmonics and Clebsch-Gordan coefficients) without the
final state interactions. We find that as we evolve to lower SRG λ, the strength in
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Figure 3.29: Contour plot for the integrand of 〈p′J1=1mJd=1L1=0S=1T1=
0|J−λ0 |ψλdeut, 3S1(k)〉 for λ =∞ and λ = 1.5 fm−1.
the integrand shifts to lower momenta in deuteron. It is also possible to qualitatively
explain the results in Subsec. 3.2.4 on the basis of Fig. 3.29. For a given p′ = p0,
the value for 〈p0; 3S1|Jλ0 (q)|ψλdeut, 3S1〉 is obtained by adding all the points along the
horizontal axis p′ = p0 in Fig. 3.29.
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The kinematics at the quasi-free ridge corresponds to p0 = q/2 (can be derived
from Eq. 3.43). We see from Fig. 3.29 that for p0 = q/2, the contribution to the
matrix element 〈p0; 3S1|J0(q)|ψdeut, 3S1〉 comes from the low momentum components
in the deuteron. These low-momentum components are unchanged under SRG evo-
lution and therefore we see hardly any scale dependence at the quasi-free ridge in
the results presented in Subsec. 3.2.4. Next consider p0 = 1 fm
−1. For this case,
the contribution to 〈p0; 3S1|J0(q)|ψdeut, 3S1〉 comes from the high-momentum compo-
nents in the deuteron, which change substantially under evolution. Moreover, we see
from Fig. 3.29 that the changes due to evolution are smooth low-momentum effects.
This indicates that the changes due to evolution are of the form of contact terms as
expected from an EFT approach (cf. Fig. 3.8).
q-factorization of fL
It was observed and explained in Refs. [124, 149] that for k < λ and q  λ the
unitary evolution operator factorizes: Uλ(k, q)→ Kλ(k)Qλ(q). This factorization was
observed by looking at the ratio of U(ki, q)/U(k0, q) for small k
′
is and k0, and noting
that the ratio plateaus at high q (cf. Fig. 3.30).
Similar behavior is observed for the evolved current in Fig. 3.31. Preliminary
analysis indicates that the scaling
Jλ0 (k, k
′; q)→ Zλ(k, k′)A(q) (3.51)
is a result of both the form of the unevolved current and the momentum factorization
of U matrices.
Note that fL ∼
∑
ms,mJ
|〈ψλf |Jλ0 |ψλi 〉|2. The “q-factorization” of Jλ0 and U matrices
indicates that the observable fL should scale with q as well. We see in Fig. 3.32a that
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Figure 3.30: Factorization of U matrices demonstrated by plateaus at high q. Figure
from [124].
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Figure 3.31: Factorization of the evolved current Jλ0 demonstrated by plateaus at
high q.
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this indeed is the case. fL is a function of the outgoing nucleon momentum (p
′), the
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Figure 3.32: q-factorization of fL.
proton emission angle (θ′), and the momentum transferred by the photon (q). For
p′  q, Fig. 3.32a tells us that
fL(p
′, θ′; q)→ g(p′, θ)B(q) . (3.52)
Figure 3.32b shows the region in the phase space where Eq. 3.52 holds.
Figure 3.33 indicates that fL by itself is a strong function of q. In the plateau
region of Fig. 3.32a, the denominator of the ratio varies by over two orders of magni-
tude. Given this and the complicated nature of fL calculations (results here include
the FSIs), the scaling observed in Fig. 3.32a is non-trivial.
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Figure 3.33: fL is a strong function of q. The box indicates the plateau region in
Fig. 3.32a.
It seems that the observed q-factorization of fL can be explained from the SRG
perspective by invoking the factorization of U matrices. It remains to be seen how
the q-factorization could be explained starting from the unevolved matrix element.
This offers an interesting scenario, where the observation in Eq. 3.52 can be explained
by two different interpretations.
3.3 Summary and Outlook
Nuclear properties such as momentum distributions are extracted from experiment
by invoking the factorization of structure, which includes descriptions of initial and
final states, and reaction, which includes the description of the probe components.
The factorization between reaction and structure depends on the scale and scheme
chosen for doing calculations. Unlike in high-energy QCD, this scale and scheme
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dependence of factorization is often not taken into account in low-energy nuclear
physics calculations, but is potentially critical for interpreting experiment. In our
work we investigated this issue by looking at the simplest knockout reaction: deuteron
electrodisintegration. We used SRG transformations to test the sensitivity of the
longitudinal structure function fL to evolution of its individual components: initial
state, final state, and the current.
We find that the effects of evolution depend on kinematics, but in a systematic
way. Evolution effects are negligible at the quasi-free ridge, indicating that the scale
dependence of individual components is minimal there. This is consistent with the
quasi-free ridge mainly probing the long-range part of the wave function, which is
largely invariant under SRG evolution. This is also the region where contributions
from FSI to fL are minimal. The effects get progressively more pronounced the further
one moves away from the quasifree ridge. The nature of these changes depends on
whether one is above or below the quasifree ridge in the phase-space plot (Fig. 3.13).
As indicated in Subsec. 3.2.4, these changes can also be explained qualitatively by
looking at the overlap matrix elements. This allows us to predict the effects due to
evolution depending on kinematics.
Our results demonstrate that scale dependence needs to be taken into account
for low-energy nuclear calculations. While we showed this explicitly only for the
case of the longitudinal structure function in deuteron disintegration, we expect the
results should qualitatively carry over for other knock-out reactions as well. An
area of active investigation is the extension of the formalism presented here to hard
scattering processes.
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SRG transformations are routinely used in nuclear structure calculations because
they lead to accelerated convergence for observables like binding energies. We demon-
strated that SRG transformations can be used for nuclear knock-out reactions as well
as long as the operator involved is also consistently evolved. Naively, one would ex-
pect the evolved operator to be more complicated than the unevolved one. However,
as we saw in Subsec. 3.2.5, the SRG evolution makes interpretation of the high q-
factorization of observables easy. It sets the stage for exploiting the operator product
expansion as in Refs. [104,124]. Moreover, we saw that the changes due to evolution
are regulated contact terms as expected from an EFT perspective.
We plan to use pionless EFT as a framework to quantitatively study the effects
of operator evolution. It should be a good starting point to understand in detail
how a one-body operator develops strength in two- and higher-body sectors upon
evolution. This can give insight on the issue of power counting of operator evolution.
Pionless EFT has been employed previously to study deuteron electrodisintegration in
Ref. [150], where it was used to resolve a discrepancy between theory and experiment.
Extending our work to many-body nuclei requires inclusion of 3N forces and 3N
currents. Consistent evolution in that case would entail evolution in both two and
three-body sectors. However, SRG transformations have proven to be technically
feasible for evolving three-body forces [27,53,54,97]. Thus, extending our calculations
to many-body nuclei would be computationally intensive, but is feasible in the existing
framework. Including the effects of FSI is challenging for many-body systems and
has been possible only recently for light nuclei [148, 151]. It would be interesting to
investigate if the scale and scheme dependence of factorization allows us to choose a
scale where the FSI effects are minimal.
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Chapter 4: Epilogue
This thesis presented the author’s original work over the past four years. Most
of the work has already been published. The thesis offers more motivation for our
work, added details about calculations, and presents new insights along with recent
developments.
The work in Chapter 2 started as author’s warm-up problem during the summer
following his first year. We kept finding interesting results, and the warm-up prob-
lem turned into a full-fledged project resulting in three publications [56–58]. The key
development was the mapping between the basis truncation and the hard-wall bound-
ary condition. This mapping led to development of extrapolation schemes for energy,
radii, and allowed extraction of phase shifts. Our work focused on two-body systems,
though in principle, the two-body results usually don’t need extrapolation. However,
availability of exact answers allowed us to test our results. Our results pioneered the
development of physically motivated extrapolation schemes in LENP. The work in
Refs. [98, 99,108] showed a way to extend our work to many-body nuclei.
The uncertainty in the scale and scheme dependence of nuclear structure and
reactions components made it difficult to make robust predictions for experiments
(cf. Fig. 1.19). To tackle this issue, we followed the same approach as in Chapter 2,
i.e., we started with a two-body system which is more tractable. We found that
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the scale dependence depends strongly on kinematics, but in a systematic way and
therefore can be understood.
In Sec. 3.3, we listed some of the direct extensions of our work. Here we will discuss
some of the broader topics relevant to our analysis in Chapter 3. To begin with we
looked at the deuteron disintegration reaction. Its time-reversed version n+p→ d+γ
is appealing as well due to its relevance to the big bang nucleosynthesis. It would be
instructive to see how our analysis carries over to this reaction.
One of the outstanding mysteries of nuclear physics is the EMC effect, named
after the European Muon Collaboration that discovered it 32 years ago [152]. They
observed that the probability of deep inelastic scattering (DIS) off a quark is signif-
icantly different from the same probability in a free nucleon. Figure 4.1 shows the
Figure 4.1: The EMC effect in different nuclei [153]. x is the Bjorken-x.
EMC effect for various nuclei. Given that nuclei are weakly bound (maximum of
8.8 MeV per nucleon) compared to the energy transfer in DIS (order of GeV), the
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deviation of ratio in Fig. 4.1 by up to 20% from unity was unexpected. A complete
understanding of this curious EMC effect still remains elusive.
Experiments at Jefferson Lab indicate that there is a correlation between the
two-nucleon short-range correlations and the EMC effect (cf. Fig. 4.2). However, as
Figure 4.2: The relationship between the number of two-nucleon correlated pairs
a2(A/d), and the strength of the EMC effect. The later is characterized by the slope
of EMC effect in 0.3 < x < 0.7. Figure from [1].
we have already seen (cf. Figs. 1.16 and 3.7), SRG evolved wave functions do not
have the SRCs. Instead the SRC physics is accounted for by the evolution of the
operator. Our results in Subsec. 3.2.5 suggest that the relationship in Fig. 4.2 might
be explained by both the quantities being dominantly given by the leading two-body
(contact) operator. Studies analogous to the one presented in Chapter 3 will help
elucidate the model dependence of SRCs, and will be valuable for understanding the
EMC effect.
An on-going debate in the LENP community is the nature and interpretation
of the spectroscopic factors [130]. Spectroscopic factors involve overlap of nuclear
wave functions. The short-range parts of the wave functions are scale and scheme
170
dependent (cf. Fig. 1.16) and therefore so are the spectroscopic factors. Nonetheless,
in experimental analysis they are often treated as observables with no scale/scheme
dependence. This is often because the dependence is unclear. An exercise similar
to our analysis in Chapter 3 will shed a light on the scale/scheme dependence of
the spectroscopic factors. This in essence, will bridge the gap between theory and
experiments resolving the issues associated with the extraction of nuclear properties
from the experiments.
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Appendix A: t-matrix details
A.1 Solving the Lippmann-Schwinger equation
The Lippmann-Schwinger equation (LSE), which is essentially the Schro¨dinger
equation for scattering states is given in operator form by
t = V + V G t , (A.1)
where t is the t-matrix, V is the potential, and G is the Green’s function. In momen-
tum space, Eq. A.1 becomes
tl′l(E0 =p
2
0/M ; p
′, p) = Vl′l +
∑
l′′
2
pi
M
∫
dp′′ p′′2Vll′′(p′, p′′) tl′′l(E0; p′′, p)
p20 − p′2 + i
. (A.2)
Derivation of Eq. A.2 makes use of the completeness relation in Eq. 3.19 and the
definition of Green’s function in Eq. 3.21. The indices which are the same on both
sides of Eq. A.2 and are not summed over are suppressed. For deuteron disintegration
calculations, we need only the half on-shell t-matrix. But here we will look at the
more general case of evaluating the fully off-shell t-matrix.
For the sake of pedagogy, let us consider that we are evaluating the t-matrix for
uncoupled channels. Suppressing the angular momentum indices and putting in the
limits of integration, the Eq. A.2 becomes
t(E0; p
′, p) = V (p′, p) +
2
pi
M
∫ Λ
0
dp′′ p′′2V (p′, p′′) t(E0; p′′, p)
p20 − p′′2 + i
. (A.3)
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Next we outline the steps involved in solving Eq. A.3 numerically. We follow the
approach of Ref. [140].
The integrals are efficiently evaluated numerically using a Gauss-Legendre quadra-
ture. However, the integrand in Eq. A.3 has a pole at p′′ = p0, and that needs to be
accounted for properly. Let’s consider the expression∫ Λ
0
dp
p2f(p)
p20 − p2 + i
=
∫ Λ
0
dp
p2f(p)
(p0 + p)(p0 − p+ i) (A.4)
≡
∫ Λ
0
dp
f˜(p)
(p0 − p+ i) , (A.5)
where we have defined f˜(p) as
f˜(p) =
p2 f(p)
p0 + p
. (A.6)
In principle, we can work without separating the singular and non-singular factors of
p20 − p2 + i. However, we find better numerical convergence when the pole term is
factorized as in Eq. A.4.
Using Sokhotsky’s formula
1
x± i = P
(
1
x
)
∓ i pi δ(x) , (A.7)
we have ∫ Λ
0
dp
f˜(p)
(p0 − p+ i) = P
∫ Λ
0
dp
f˜(p)
p0 − p − i pi f˜(p0) . (A.8)
Let’s first evaluate the principal value integration in the Eq. A.8.
P
∫ Λ
0
dp
f˜(p)
p0 − p = P
∫ Λ
0
dp
f˜(p)− f˜(p0) + f˜(p0)
p0 − p
=
∫ Λ
0
dp
f˜(p)− f˜(p0)
p0 − p + f˜(p0)P
∫ Λ
0
dp
1
p0 − p . (A.9)
The integrand of the first term on the right side of Eq. A.9 is zero at the pole p = p0
and therefore non-singular. We can therefore drop the principal value for that term
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and evaluate it as a normal integral. The second term on the right side of Eq. A.9
can be evaluated analytically.
P
∫ Λ
0
dp
1
p0 − p =
∫ p0−
0
dp
1
p0 − p +
∫ Λ
p0+
dp
1
p0 − p
= − ln(p0 − p)
∣∣∣p0−
0
+ − ln(p0 − p)
∣∣∣Λ
p0+
= −ln
(
Λ− p0
p0
)
. (A.10)
From Eqs. A.10, A.9, and A.8, we have∫ Λ
0
dp
f˜(p)
p0 − p+ i =
∫ Λ
0
dp
f˜(p)− f˜(p0)
p0 − p − f˜(p0) ln
(
Λ− p0
p0
)
− i pi f˜(p0) . (A.11)
Discretizing this on the Gauss-Legendre mesh we have∫ Λ
0
dp
f˜(p)
p0 − p+ i =
N∑
j=1
f˜(pj)
p0 − pjwj − f˜(p0)
[
ipi + ln
(Λ− p0
p0
)
+
N∑
j=1
wj
p0 − pj
]
.
(A.12)
pj’s are the momentum mesh points, N is the number of mesh points, and wj’s are
the associated weights.
Comparing Eqs. A.3 and Eq. A.5, the corresponding f˜ function for the LSE is
f˜(p′′) =
2
pi
M
p′′2V (p′, p′′) t(E0; p′′, p)
(p0 + p′′)
. (A.13)
Using the result of Eq. A.12, the LSE from Eq. A.3 on the Gauss-Legendre mesh
becomes
t(E0; p
′, p) = V (p′, p) +
2
pi
M
N∑
j=1
k2j V (p
′, kj) t(E0; kj, p)
p20 − k2j
wj
− 2
pi
M
p20 V (p
′, p0) t(E0; p0, p)
2p0
[
ipi + ln
(Λ− p0
p0
)
+
N∑
j=1
wj
p0 − kj
]
. (A.14)
Note that kj are Gauss-Legendre momentum mesh points and wj are the correspond-
ing weights.
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Let’s define an array D such that
Dj =

2
pi
M
k2j wj
p20 − k2j
for j = 1, · · · , N
− 2
pi
M
p20
2p0
(
ipi + ln
(Λ− p0
p0
)
+
∑N
j=1
wj
p0 − kj
)
for j = N + 1.
(A.15)
Using this definition of D and with the identification that kj=N+1 = p0, Eq. A.14 can
be written as
t(E0; p
′, p)−
N+1∑
j=1
V (p′, kj)Dj t(E0; kj, p) = V (p′, p) . (A.16)
To solve Eq. A.16 in matrix form, we let p′ → {pi}, where i = 1, · · · , N are the
Gauss-Legendre mesh points and i = N + 1 is the on-shell point p = p0
15. Eq. A.16
can then be written as a matrix multiplication equation.
t(E0; p
′
i, p)−
N+1∑
j=1
V (p′i, kj)Dj t(E0; kj, p) = V (p
′
i, p) (A.17)
N+1∑
j=1
(
δij − V (pi, kj)Dj
)︸ ︷︷ ︸
≡Fij
t(E0, kj, p) = V (pi, p) (A.18)
[F ](N+1)×(N+1)[t]N+1 = [V ]N+1 (A.19)
Note that [V ] in Eq. A.19 is an array whose N + 1th element is V (p0, p) and the first
N elements are V (pi, p), where as mentioned before pi’s are the Gauss-Legendre mesh
points. The same indexing holds for [t].
[F ] and [V ] in Eq. A.19 are known. Eq. A.19 can be solved using standard
matrix equation solving subroutines to get the t-matrix array [t]. Recall that
[t] =
(
t(E0; pj=1,··· ,N , p), t(E0; p0, p)
)
. Thus, for a given p and E0, we have the
t-matrix t(E0; pj, p) for any point pj on the Gauss-Legendre mesh, and also have
15ki’s and pi’s are actually the same set of momentum points. To avoid confusion, we keep the
notation separate.
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it at the half on-shell point t(E0; p0, p). In principle, we can use any standard
interpolation routine to get the t-matrix at a point not on the Gauss-Legendre mesh.
However, it turns out that we can use the LSE itself for interpolation. Consider a
point p˜ not on the momentum mesh. From Eq. A.16, we have
t(E0; p˜, p) = V (p˜, p) +
N+1∑
j=1
V (p˜, kj)Dj t(E0, kj, p) . (A.20)
As mentioned before {kj} = {pj}, and therefore all the terms on the right side of
Eq. A.20 are known allowing us to evaluate t(E0; p˜, p). To interpolate the potential,
which is stored on a momentum-space grid, we use the two-dimensional cubic spline
algorithm from ALGLIB [145].
Coupled channels
The neutron-proton system has both spin S = 0 and S = 1 channels. The
uncoupled channels have S = 0, whereas coupled channels have S = 1. The angular
momentum numbers of the coupled channel pairs differ by 2. For example, some of
the coupled channel pairs are 3S1 -
3D1,
3P2 -
3F2,
3D3 -
3G3, so on.
For coupled channels Eq. A.1 becomes(
t00 t02
t20 t22
)
=
(
V00 V02
V20 V22
)
+
(
V00 V02
V20 V22
)(
G0 0
0 G0
)(
t00 t02
t20 t22
)
(A.21)
where the subscripts 00, 02 etc. indicate the coupled channels. Following steps similar
to the uncoupled case, the analog of Eq. A.17 is
(
t00(p
′
i, p) t02(p
′
i, p)
t20(p
′
i, p) t22(p
′
i, p)
)
−
N+1∑
j=1
(
V00(p
′
i, kj) V02(p
′
i, kj)
V20(p
′
i, kj) V22(p
′
i, kj)
)( D(kj) 0
0 D(kj)
)
(
t00(kj, p) t02(kj, p)
t20(kj, p) t22(kj, p)
)
=
(
V00(p
′
i, p) V02(p
′
i, p)
V20(p
′
i, p) V22(p
′
i, p)
)
. (A.22)
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D is a (N + 1)× (N + 1) diagonal matrix element with the diagonal matrix elements
given by D from Eq. A.15. Each of V0,2 0,2(p
′
i, kj) are a (N + 1) × (N + 1) matrix,
whereas t0,2 0,2(p
′
i, p) and V0,2 0,2(p
′
i, p) have dimensions of (N + 1)× 1.
Analogous to Eqs. A.18 and A.19, we now have
N+1∑
j=1
[
δij
(
1(N+1)×(N+1) 0
0 1(N+1)×(N+1)
)
−
(
V00(p
′
i, kj)Dj V02(p
′
i, kj)Dj
V20(p
′
i, kj)Dj V22(p
′
i, kj)Dj
)]
(
t00(kj, p) t02(kj, p)
t20(kj, p) t22(kj, p)
)
=
(
V00(p
′
i, p) V02(p
′
i, p)
V20(p
′
i, p) V22(p
′
i, p)
)
, (A.23)
and
[F ](2N+2)×(2N+2)[t](2N+2)×2 = [V ](2N+2)×2 . (A.24)
Solving Eq. A.24 for a given E0 and p yields t0,2 0,2(E0; kj, p) for points kj on the
mesh. Analogous to Eq. A.20, we can again use the LSE to interpolate the t-matrix
in coupled channel. Below, we note interpolation for one of the components for the
point p = p˜ not on the mesh.
t02(E0; p˜, p) = V02(p˜, p)+
N+1∑
j=1
V00(p˜, kj)Dj t02(E0, kj, p)+
N+1∑
j=1
V02(p˜, kj)Dj t22(E0, kj, p)
(A.25)
Note that all the quantities on the right side of Eq. A.25 are known allowing us to
evaluate t02(E0; p˜, p). Similarly, we can write down equations for interpolation of
other components of the t-matrix.
A.2 t-matrix checks
We checked the accuracy of our t-matrix by calculating the phase shifts and verify-
ing them against standard values (such as from NN-online). For uncoupled channels,
the on-shell part of the t-matrix is related to the phase shift as follows 16
16Be aware that the factors of M (nucleon mass) and ~ might differ based on the conventions and
units used.
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tl(Ek; k, k) =
eiδl sin δl
−M k . (A.26)
Thus, argument of the t-matrix gives the phase shift.
δl(k) = arg(tl(Ek; k, k)) (A.27)
The coupled channel calculation involves an additional parameter called mixing
angle denoted by ¯. In the “Stapp” or the “bar” phase shift parametrization [154],
the S-matrix is written as
S =
(
cos 2¯ e2iδ¯1 i sin 2¯ ei(δ¯1+δ¯2)
i sin 2¯ ei(δ¯1+δ¯2) cos 2¯ e2iδ¯2
)
. (A.28)
We calculate S in terms t-matrix using (see for instance Eq. (8.70) in [140])
S =
(
1− 2 i k t00(Ek; k, k) −2 i k t02(Ek; k, k)
−2 i k t20(Ek; k, k) 1− 2 i k t22(Ek; k, k)
)
. (A.29)
From Eq. A.28, we can work out that the phase shifts and the mixing angles are given
as follows.
δ¯1 =
1
2
tan−1
(
Im
[
S[1, 1]
]
Re
[
S[1, 1]
]) (A.30)
δ¯2 =
1
2
tan−1
(
Im
[
S[2, 2]
]
Re
[
S[2, 2]
]) (A.31)
¯ =
1
2
sin−1
(
Im
[
S[1, 2]
]
Re
[√
det(S)
]) (A.32)
The phase shifts and the mixing angles calculated using these formulas match the
results on NN-online. This indicates that t-matrix we have is correct.
Checking the imaginary part of the t-matrix
The formulas for phase shifts check the ratio of real and imaginary parts of t-
matrix. This is particularly evident in Eq. A.27. But it is also possible to check the
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imaginary part of the t-matrix. From Eq. A.26, we have (suppressing the arguments
of the t-matrix)
t =
sin δ
−M k (cos δ − i sin δ) . (A.33)
⇒ 1−M t = k cot δ − i k . (A.34)
⇒ Im[1/t] ∝ k . (A.35)
Thus, the imaginary part of 1/tl(Ek; k, k) when plotted as a function of k should be
a straight line. Our t-matrix satisfies this condition. The slope of the line in this case
is M , but in general depends on the units chosen.
Symmetric property of t-matrix
The phase shifts, mixing angles, and the behavior of the imaginary part of t-
matrix described in Eq. A.35, all check the on-shell part of the t-matrix. To get
some confidence about the off-shell part of t-matrix, we can check if it has the right
symmetries. The t-matrix is symmetric under the angular momentum and momentum
interchange, i.e.,
t(E0; k, k
′, L, L′, J, S, T ) = t(E0; k′, k, L′, L, J, S, T ) . (A.36)
Note that the t-matrix is not Hermitian as one would naively expect.
A.3 Using the LSE for the wave function interpolation
Solving Schro¨dinger’s equation we obtain the deuteron wave function on the mo-
mentum mesh on which our potential is stored. We can use the LSE to obtain the
wave function at any intermediate momentum point. We use the property that near
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the bound state pole, the t-matrix factorizes as (see Appendix of Ref. [155] and ref-
erences therein)
lim
E→−EB
(E + EB) t(E; k, k
′) = B∗(k)B(k′) , (A.37)
where EB is the bound state energy, and the factor B is the wave function apart from
a factor of propagator
B(q) = −pi(k
2
B + q
2)
2M
ψ(q) , (A.38)
where kB is the bound state momentum.
Multiplying the LSE equation for the t22 channel by (E+EB) and taking the limit
E → −EB, we have
lim
E→−EB
(E + EB) t22(E; k, k
′) = lim
E→−EB
(E + EB)V22(k, k
′)
+
2
pi
M lim
E→−EB
∫
dp p2 V20(k, p)
t02(E; p, k
′)
k2E − p2 + i
(E + EB)
+
2
pi
M lim
E→−EB
∫
dp p2 V22(k, p)
t22(E; p, k
′)
k2E − p2 + i
(E + EB) . (A.39)
The first term on the right side of Eq. A.39 vanishes as the potential does not have
a singular part. Using Eq. A.37, we get
B∗2(k) =
2
pi
M
∫
dp p2
V20(k, p)B∗0(p)
−k2B − p2
+
2
pi
M
∫
dp p2
V22(k, p)B∗2(p)
−k2B − p2
. (A.40)
In deriving Eq. A.40, we have dropped the factor of B2(k′) which is common on both
sides. Substituting Eq. A.38 gives
−pi
2M
(k2B + k
2)ψ∗2(k) =
∫
dp p2 V20(k, p)ψ
∗
0(p) +
∫
dp p2 V22(k, p)ψ
∗
2(p) . (A.41)
The wave function in our case is real and therefore the complex conjugation can be
dropped. Writing the integral in terms of sum, we have
ψ2(k) =
−2M
pi (k2B + k
2)
[
N∑
j=1
wj p
2
j V20(k, pj)ψ0(pj) +
N∑
j=1
wj p
2
j V22(k, pj)ψ2(pj)
]
.
(A.42)
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The wave functions on the mesh—ψ0(pj) and ψ2(pj)—are already known from solving
the Schro¨dinger equation and therefore Eq. A.42 allows us to obtain ψ2(k) for any
desired momentum k. We also checked that if we choose k in Eq. A.42 to be one of
the on mesh points, then we get back the expected answer.
Similarly for the S-state wave function, we have
ψ0(k) =
−2M
pi (k2B + k
2)
[
N∑
j=1
wj p
2
j V00(k, pj)ψ0(pj) +
N∑
j=1
wj p
2
j V02(k, pj)ψ2(pj)
]
.
(A.43)
A word of caution—the M in Eqs. A.42 and A.43 depends on conventions. In some
cases, the mass factor is absorbed in the potential. Same goes for the factor of ~’s.
Therefore, it is important to check that the units are consistent.
The interpolation techniques for the wave functions and for the t-matrix (Eqs. A.20
and A.25) keep the numerical errors minimal. In our case, the only source of error is
from interpolation of the potential.
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Appendix B: Evolution details for deuteron disintegration
B.1 Expressions for the evolved matrix elements
Here we document the expressions used in Subsec. 3.2.2. As seen in Eq. 3.29, in
order to evaluate the term 〈φ| Jλ0 |ψλi 〉 we split it into four terms: B1, B2, B3, and B4.
B4 is obtained from Eq. 3.9 by using the evolved deuteron wave function instead of
the unevolved one. The expressions for the terms B3, B2, and B1 are as follows:
B3 ≡ 〈φ| J0 U˜ †|ψλi 〉 = 2
√
2
pi
∑
T1=0,1
(
GpE + (−1)T1 GnE
) Lmax∑
L1=0
(
1 + (−1)T1(−1)L1)
× YL1,mJd−msf (θ′, ϕ′)
L+1∑
J1=|L1−1|
〈L1mJd −msf S=1msf |J1mJd〉
×
1∑
m˜s=−1
〈J1mJd|L1mJd − m˜s S=1 m˜s〉
Lmax∑
L2=0
〈L2mJd − m˜s S=1 m˜s|J=1mJd〉
×
∑
Ld=0,2
∫
dk3 ψ
λ
Ld
(k3) k
2
3
∫
dcos θ P
mJd−m˜s
L1
(cos θ)P
mJd−m˜s
L2
(
cosα′(p′, θ, q)
)
× U˜
(
k3,
√
p′2 − p′q cos θ + q2/4, Ld, L2, J=1, S=1, T =0
)
, (B.1)
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B2 ≡ 〈φ| U˜ J0 |ψλi 〉 = 2
√
2
pi
∑
T1=0,1
(
GpE + (−1)T1 GnE
) Lmax∑
L1=0
(
1 + (−1)T1(−1)L1)
× YL1,mJd−msf (θ′, ϕ′)
L+1∑
J1=|L1−1|
〈L1mJd −msf S=1msf |J1mJd〉
×
∑
L2,m˜s
〈J1mJd|L1mJd − m˜s S=1 m˜s〉
∑
Ld=0,2
〈LdmJd − m˜s S=1 m˜s|J=1mJd〉
×
∫
dk2 k
2
2 U˜(p
′, k2, L1, L2, J1, S=1, T1)
∫
dcos θ P
mJd−m˜s
L2
(cos θ)
× PmJd−m˜sLd
(
cosα′(k2, θ, q)
)
ψλLd
(√
k2
2 − k2q cos θ + q2/4
)
, (B.2)
B1 ≡ 〈φ| U˜ J0 U˜ † |ψλi 〉 =
4
pi
√
2
pi
∑
T1=0,1
(
GpE + (−1)T1 GnE
) Lmax∑
L1=0
(
1 + (−1)T1(−1)L1)
× YL1,mJd−msf (θ′, ϕ′)
L+1∑
J1=|L1−1|
〈L1mJd −msf S=1msf |J1mJd〉
×
∑
L2,m˜s
〈J1mJd |L2mJd − m˜s S=1 m˜s〉
Lmax∑
L3=0
〈L3mJd − m˜s S=1 m˜s|J=1mJd〉
×
∫
dk2 k
2
2 U˜(p
′, k2, L1, L2, J1, S=1, T1)
∑
Ld=0,2
∫
dk4 k
2
4 ψ
λ
Ld
(k4)
×
∫
dcos θ P
mJd−m˜s
L2
(cos θ)P
mJd−m˜s
L3
(
cosα′(k2, θ, q)
)
× U˜
(
k4,
√
k2
2 − k2q cos θ + q2/4, Ld, L3, J=1, S=1, T =0
)
. (B.3)
In deriving the equations for B1, B2, and B3 we have made use of the fact that the
matrix elements with J0 are twice the matrix elements with J
−
0 , i.e., 〈φ|J0 U˜ †|ψλi 〉 =
2 〈φ|J−0 U˜ †|ψλi 〉, and similarly for B2 and B1 (cf. Eq. 3.26).
Evaluating Eq. 3.30 involves calculating the individual terms A1, A2, A3, and
A4. The expressions for A4 and A3 can be obtained from expressions for B2 and
B1, respectively, by replacing U˜ with U˜
†. The U -matrices are real. Therefore, U˜ † is
obtained from U˜ by interchanging momentum and angular momentum indices. The
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expressions for A2 and A1 are
A2 ≡ 〈φ|U˜ † U˜ J0|ψλi 〉 =
4
pi
√
2
pi
∑
T1=0,1
(
GpE + (−1)T1 GnE
) Lmax∑
L1=0
(
1 + (−1)T1(−1)L1)
× YL1,mJd−msf (θ′, ϕ′)
L+1∑
J1=|L1−1|
〈L1mJd −msf S=1msf |J1mJd〉
×
∑
L3,m˜s
〈J1mJd|L3mJd − m˜s S=1 m˜s〉
Lmax∑
L2=0
∫
dk2 k
2
2 U˜(k2, p
′, L2, L1, J1, S=1, T1)
×
∑
Ld=0,2
〈LdmJd − m˜s S=1 m˜s|J=1mJd〉
∫
dk3 k
2
3 U˜(k2, k3, L2, L3, J1, S=1, T1)
×
∫
dcos θ P
mJd−m˜s
L3
(cos θ)P
mJd−m˜s
Ld
(
cosα′(k3, θ, q)
)
ψλLd
(√
k3
2 − k3q cos θ + q2/4
)
(B.4)
and
A1 ≡ 〈φ|U˜ † U˜ J0|ψλi 〉 =
8
pi2
√
2
pi
∑
T1=0,1
(
GpE + (−1)T1 GnE
) Lmax∑
L1=0
(
1 + (−1)T1(−1)L1)
× YL1,mJd−msf (θ′, ϕ′)
L+1∑
J1=|L1−1|
〈L1mJd −msf S=1msf |J1mJd〉
×
∑
L3,m˜s
〈J1mJd |L3mJd − m˜s S=1 m˜s〉
Lmax∑
L4=0
〈L4mJd − m˜s S=1 m˜s|J=1mJd〉
×
Lmax∑
L2=0
∫
dk2 k
2
2 U˜(k2, p
′, L2, L1, J1, S=1, T1)
∫
dk3 k
2
3 U˜(k2, k3, L2, L3, J1, S=1, T1)
×
∑
Ld=0,2
∫
dk5 k
2
5 ψ
λ
Ld
(k5)
∫
dcos θ P
mJd−m˜s
L3
(cos θ)P
mJd−m˜s
L4
(
cosα′(k3, θ, q)
)
× U˜
(
k5,
√
k3
2 − k3q cos θ + q2/4, Ld, L4, J=1, S=1, T =0
)
. (B.5)
Evaluating the evolved current while including the final-state interactions involves
computing the terms F1, F2, F3, and F4, as indicated in Eq. 3.34. F4 is obtained from
Eqs. 3.24 and 3.26 by replacing the deuteron wave function and the t-matrix by their
evolved counterparts. The expressions for the terms F3, F2, and F1 are then as follows:
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F3 ≡ 〈φ|t†λG†0 J0 U˜ †|ψλi 〉 =
4
pi
√
2
pi
M
~c
∫
dk2 k
2
2
(p′ + k2)(p′ − k2 − i)
∑
T1=0,1
(
GpE+(−1)T1 GnE
)
×
Lmax∑
L1=0
(
1+(−1)T1(−1)L1)YL1,mJd−msf (θ′, ϕ′) L+1∑
J1=|L1−1|
〈L1mJd −msf S=1msf |J1mJd〉
×
Lmax∑
L2=0
t∗λ(k2, p
′, L2, L1, J1, S=1, T1)
1∑
m˜s=−1
〈J1mJd |L2mJd − m˜s S=1 m˜s〉
×
Lmax∑
L3=0
〈L3mJd − m˜s S=1 m˜s|J=1mJd〉
∫
dcos θ P
mJd−m˜s
L2
(cos θ)P
mJd−m˜s
L3
(
cosα′(k2, θ, q)
)
×
∫
dk5 k
2
5
∑
Ld=0,2
U˜
(
k5,
√
k2
2 − k2q cos θ + q2/4, Ld, L3, J=1, S=1, T =0
)
ψλLd(k5) ,
(B.6)
F2 ≡ 〈φ|t†λG†0 U˜ J0|ψλi 〉 =
4
pi
√
2
pi
M
~c
∫
dk2 k
2
2
(p′ + k2)(p′ − k2 − i)
∑
T1=0,1
(
GpE+(−1)T1 GnE
)
×
Lmax∑
L1=0
(
1+(−1)T1(−1)L1)YL1,mJd−msf (θ′, ϕ′) L+1∑
J1=|L1−1|
〈L1mJd −msf S=1msf |J1mJd〉
×
Lmax∑
L2=0
t∗λ(k2, p
′, L2, L1, J1, S=1, T1)
Lmax∑
L3=0
∫
dk4 k
2
4 U˜(k2, k4, L2, L3, J1, S=1, T1)
×
1∑
m˜s=−1
〈J1mJd |L3mJd − m˜s S=1 m˜s〉
∑
Ld=0,2
〈LdmJd − m˜s S=1 m˜s|J=1mJd〉
×
∫
dcos θ P
mJd−m˜s
L3
(cos θ)P
mJd−m˜s
Ld
(
cosα′(k4, θ, q)
)
ψλLd
(√
k4
2 − k4q cos θ + q2/4
)
,
(B.7)
197
F1 ≡ 〈φ|t†λG†0 U˜ J0 U˜ †|ψλi 〉 =
8
pi2
√
2
pi
M
~c
∫
dk2 k
2
2
(p′ + k2)(p′ − k2 − i)
∑
T1=0,1
(
GpE+(−1)T1 GnE
)
×
Lmax∑
L1=0
(
1+(−1)T1(−1)L1)YL1,mJd−msf (θ′, ϕ′) L+1∑
J1=|L1−1|
〈L1mJd −msf S=1msf |J1mJd〉
×
Lmax∑
L2=0
t∗λ(k2, p
′, L2, L1, J1, S=1, T1)
Lmax∑
L3=0
1∑
m˜s=−1
〈J1mJd |L3mJd − m˜s S=1 m˜s〉
×
Lmax∑
L4=0
〈L4mJd − m˜s S=1 m˜s|J=1mJd〉
∫
dk4 k
2
4 U˜(k2, k4, L2, L3, J1, S=1, T1)
×
∫
dcos θ P
mJd−m˜s
L3
(cos θ)P
mJd−m˜s
L4
(
cosα′(k4, θ, q)
) ∫
dk6 k
2
6
∑
Ld=0,2
ψλLd(k6)
× U˜
(
k6,
√
k4
2 − k4q cos θ + q2/4, Ld, L4, J=1, S=1, T =0
)
. (B.8)
B.2 Evolution of the final state
The interacting final neutron-proton state |ψf〉 as defined in Eq. 3.7 is the formal
solution of the Lippmann–Schwinger (LS) equation for the scattering wave function,
|ψf〉 = |φ〉+G0(E ′)V |ψf〉
= |φ〉+G0(E ′) t(E ′)|φ〉 .
(B.9)
The t-matrix, in turn, is defined by the LS equation
t(E ′) = V + V G0(E ′) t(E ′) . (B.10)
The subsitution E ′ → E ′ + i and the limit  → 0 are implied to select outgoing
boundary conditions. We want to show now that the SRG-evolved final state can be
obtained directly by using the solution tλ of Eq. B.10 with V → Vλ in the second line
of Eq. B.9, which is the same as Eq. 3.7 in Subsec. 3.2.1, i.e.,
Uλ|ψf〉 = |ψλf 〉 , (B.11)
where
|ψλf 〉 = |φ〉+G0(E ′) tλ(E ′)|φ〉 . (B.12)
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In this section, we suppress all spin and isospin degrees of freedom, and only denote
the (arbitrary) energy parameter as E ′ for consistency with Subsec. 3.2.1.
First, it is important to recall that by definition the free Hamiltonian H0 does not
evolve, so that for H = H0 + V we have
Hλ = UλH U
†
λ ≡ H0 + Vλ . (B.13)
In other words, the evolved potential Vλ is defined such that it absorbs the evolution
of the initial free Hamiltonian (kinetic energy) as well.
In order to prove Eq. B.11, it is convenient to consider the evolved and unevolved
full Green’s functions Gλ(E
′) and G(E ′), defined via
Gλ(z)
−1 = z −Hλ = G−10 (z)−1 − Vλ , (B.14a)
G(z)−1 = z −H = G−10 (z)−1 − V . (B.14b)
Here, G−10 (z)
−1 = z−H0 is the free Green’s function (which does not change under the
SRG evolution because H0 does not), and z is an arbitrary complex energy parameter
that is set to E ′ + i to recover the physically relevant case. The Green’s functions
can be expressed in terms of the t-matrix as
G(z) = G0(z) +G0(z) t(z)G0(z) , (B.15)
and analogously for the evolved version. Furthermore, the Green’s functions can be
written in their spectral representations
Gλ(z)
−1 '
∫
d3k
|ψλf (k)〉〈ψλf (k)|
z − k2/M + bound states , (B.16a)
G(z)−1 '
∫
d3k
|ψf (k)〉〈ψf (k)|
z − k2/M + bound states . (B.16b)
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Here, |ψ(λ)f (k)〉 denotes the (evolved) continuum states with momentum k, and we
have |ψ(λ)f 〉 = |ψ(λ)f (
√
ME ′)〉
From Eqs. B.13 and B.14 it now follows that
Gλ(z)
−1 = z −Hλ = z − UλH U †λ
= Uλ(z −H)U †λ = UλG(z)−1 U †λ . (B.17)
Combining this with Eqs. B.16 and matching residues at z = E ′ + i, we find that
indeed |ψλf 〉 = Uλ|ψf〉, as stated in Eq. B.11.
B.3 Evolution of the current
Here we document the equations used to obtain the results in Subsec. 3.2.5. The
evolved current Jλ0 is given by
Jλ0 = U˜J0U˜
†︸ ︷︷ ︸
J1
+ U˜J0︸︷︷︸
J2
+ J0U˜
†︸︷︷︸
J3
+J0 . (B.18)
J3 ≡ 〈k1 J1mJd L1 S=1T1|J−0 (q) U˜ †|k2 J=1mJd L2 S=1T =0〉 =
2
pi
pi2
2
(
GpE+(−1)T1GnE
)
×
∑
Lp
∫ k1+q/2
|k1−q/2|
dp p2
1∑
m˜s=−1
〈J1mJd |L1mJd−m˜s S=1 m˜s〉
2
k1 p q
× PmJd−m˜sL1
(
k21 − p2 + q2/4
k1q
)
P
mJd−m˜s
L1
(
k21 − p2 − q2/4
pq
)
× 〈LpmJd−m˜s S=1 m˜s|J=1mJd〉 U˜ †(p1, k2, Lp, L2, J=1, S=1, T = 0) . (B.19)
Evaluation of J2 requires writing the current J0 such that the integration over the
bra state can be done. We get the same expression as in Eq. 3.49, but on a different
domain.
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〈k1 J1mJd L1 S = 1T1|J−0 |k2 J = 1mJd L2 S = 1T = 0〉 =
pi2
2
(
GpE + (−1)T1GnE
)
×
1∑
m˜s=−1
〈J1mJd |L1mJd − m˜s S=1 m˜s〉P
mJd−m˜s
L1
(
k21 − k22 + q2/4
k1q
)
2
k1k2q
×PmJd−m˜sL2
(
k21 − k22 − q2/4
k2q
)
〈L2mJd − m˜s S = 1 m˜s|J = 1mJd〉
· · · for k1 ∈ (|k2 − q/2|, k2 + q/2)
= 0 otherwise
(B.20)
Equation B.20 is gotten from the following expression for the current:
〈k1 J1mJd L1 S=1T1|J−0 | k2 J=1mJd L2 S=1T =0〉 =
pi2
2
(
GpE + (−1)T1 GnE
)
(B.21)
×
1∑
m˜s=−1
∫
dcos θ 〈J1mJd |L1mJd − m˜s S=1 m˜s〉P
mJd−m˜s
L2
(cos θ)
(B.22)
× PmJd−m˜sL1
(
cosα′′(k1, θ, q)
)δ(k1 −√k22 + k2q cos θ + q2/4)
k21
(B.23)
× 〈L2mJd − m˜s S=1 m˜s|J=1mJd〉 .
(B.24)
Note that Eq. B.24 differs from Eq. 3.22 in terms of the arguments of the δ function
and the Legendre polynomials.
Using Eq. B.20, we can derive the expression for J2.
J2 ≡ 〈k1 J1mJd L1 S=1T1|U˜ J−0 (q)|k2 J=1mJd L2 S=1T =0〉 =
2
pi
pi2
2
(
GpE+(−1)T1GnE
)
×
∑
Lp
∫ k2+q/2
|k2−q/2|
dp p2
1∑
m˜s=−1
〈J1mJd|LpmJd−m˜s S=1 m˜s〉
2
k2 p q
× PmJd−m˜sLp
(
p2 − k22 + q2/4
pq
)
P
mJd−m˜s
L2
(
p2 − k22 − q2/4
k2q
)
× 〈L2mJd−m˜s S=1 m˜s|J=1mJd〉 U˜(k1, p, L1, Lp, J=1, S=1, T = 0) . (B.25)
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Finally, the expression for J1 is
J1 ≡ 〈k1 J1mJd L1 S=1T1|U˜J−0 (q)U˜ †|k2 J=1mJd L2 S=1T =0〉 =
( 2
pi
)2pi2
2
× (GpE + (−1)T1GnE) ∑
Lp1 ,Lp2 ,m˜s
∫
dp1
∫ p1+q/2
p2=|p1−q/2|
dp2 p
2
1 p
2
2
2
p1p2q
× U˜(k1, p1, L1, Lp1 , J1, S=1, T1) U˜ †(p2, k2, Lp2 , L2, J=1, S=1, T =0)
× 〈J1mJd|Lp1 mJd−m˜s S=1 m˜s〉 〈Lp2 mJd−m˜s S=1 m˜s|J=1mJd〉
× PmJd−m˜sLp1
(
p21 − p22 + q2/4
p1q
)
P
mJd−m˜s
Lp2
(
p21 − p22 − q2/4
p2q
)
(B.26)
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