Purpose -Radio frequency identification (RFID) is a technology for tracking objects that is expected to be widely adopted in very near future. A reader device sends probes to a set of RFID tags, which then respond to the request. A tag is recognized only when it is the only one to respond to the probe. Only reader has collision detection capability. The problem considered here is to minimize the number of probes necessary for reading all the tags, assuming that the number of tags is known in advance. Design/methodology/approach -Well known binary and n-ary partitioning algorithms can be applied to solve the problem for the case of known number of tags. A new randomized hybrid tag identification protocol has been proposed, which combines the two partitioning algorithms into a more efficient one. The new scheme optimizes the binary partition protocol for small values of n (e.g. n ¼ 2, 3, 4). The hybrid scheme then applies n-ary partition protocol on the whole set, followed by binary partition on the tags that caused collision. Findings -It is analytically proved that the expected number of time slots in the hybrid algorithm with known number of users is less than 2.20 n. Performance of these algorithms was also evaluated experimentally, and an improvement from en to approximately 2.15 n was obtained. Originality/value -The algorithm shown here is efficient both by theory and practice and outperforms existing ones.
Introduction
Reliable identification of multiple objects is especially challenging if many objects are present at the same time. Radio frequency identification (RFID) is a simple form of ubiquitous sensor networks that are used to identify physical objects. They permit remote, non-line-of-sight, and automatic reading. Instead of sensing environmental conditions, the RFID system identifies the unique tags' ID or detailed information saved in them attached to objects. Passive RFID systems generally consist of a reader and many tags. A reader interrogates tags for their ID or detailed information through an RF communication link, and contains internal storage, processing power, and so on. Tags get processing power through the RF communication link from the reader and use this energy to power any on-tag computations. A reader in RFID systems broadcasts the request message to the tags. Upon receiving the message, all or some tags send the response back to the reader. If only one tag responds, the reader receives just one message, which is correctly decoded. But if there is more than one tag response, their messages will collide on the RF communication channel, and thus cannot be correctly received by the reader. An effective system must avoid this collision by using an anti-collision algorithm because the ability to identify many tags simultaneously is crucial for many applications. Anti-collision algorithms are integral parts of protocols that read all tag identifications. In such a protocol, tags compete to report their identity until they realize that reader has received it, and then withdraw from further competition.
We discuss only single channel networks. The reader is within communication range to all of the tags. We assume that time is divided so that at no point do any of tags report simultaneously with an ongoing transmission from reader. To simplify, we assume that one slot consists of two sub-slots, one for probes/responses from the reader, and one for transmissions from the tags. If more than one of the tags broadcast simultaneously over the channel, a collision occurs. Such collision may be detected by reader, but not by any of tags. This assumption is made since normally the receiver of any device receives so strong a signal from its own transmitter that the detection of existence of other transmissions is impossible. Further, the silence (the lack of broadcast from any of tags) can be also detected by the reader and all the tags. This research is partially supported by NSERC.
As customary, the time is assumed to be slotted and all the tags have a local clock that keeps (synchronous) time. Also, all transmissions are performed at time slot boundaries. The slots may be further divided into minislots, if desirable for a protocol. All tags run the same protocol. The reader informs the tags about the outcome of any step in the tag identification process (silence, collision, or unique message), at the beginning of the next time slot.
All tags are participating in the competition for reading their ID numbers at the beginning of the process. The problem of reading all tag identities by the reader is referred to as the tag identification problem. Despite growing interest in RFID technology, the tag identification problem has not been studied so far in the form and context given in this paper. A problem that is related to this one is the initialization problem, in which n tags (or nodes/processors in different contexts) are to be assigned the unique identities 1; 2; . . .n:
The main difference between the initialization and the tag identification problems is in their contexts and applications. While the assumption of collision detection capability for wireless is unrealistic in the initialization setting, it is realistic for the tag identification setting because of existing RFID technology that is being commercialized and whose rapid adoption is expected within a few years.
This paper is organized as follows. Section 2 describes known initialization algorithms by Hayashi et al. (2000) , which is the first published paper that studied the initialization problem in packet radio networks. These algorithms are randomized, since the tags use a random bit generator to distinguish themselves. The schemes are based on binary and n-ary partition of tags, respectively. In Section 3, we propose an optimization of an n-ary partition scheme for small values of n. Its performance was evaluated analytically and experimentally. In Section 4, a hybrid randomized tag identification algorithm is described. The hybrid scheme applies an n-ary partitioning algorithm to obtain small sets, which are then processed by an optimized binary partitioning protocol. We have implemented all the algorithms and measured their performance both analytically (Sections 3 and 4) and experimentally (Section 5). We obtained an improvement from expected en to approximately 2.15n time slots for the tag identification of n tags. Conclusions and references complete the paper. A preliminary shorter conference version of this paper has been presented in Micic et al. (2005) .
Related work
The tag identification problem has not been widely investigated in the past. A similar problem is the initialization problem, where n nodes are to receive unique identities 1; 2; . . . ; n: The initialization problem was studied in Olariu et al. (1999) in the context of incremental and dynamic construction of interconnection networks. Parallel algorithms on a number of network topologies were presented, including rings, meshes and hypercubes. Hayashi et al. (2000) studied the problem in the context of wireless networks, discussed cases with known and unknown number of nodes and proposed efficient algorithms for both cases. The paper also described an initialization algorithm under different assumptions (nodes cannot distinguish silence from collision), which is of no interest to this paper. Energy efficient randomized initialization algorithms, with similar performance (but reducing the number of time slots during which each node is awake) are studied recently in Bordim et al. (2000) .
The multiplicity estimation for batch resolution has been applied in Greenberg and Ladner (1987) and Cidon and Sidi (1988) . In both papers, the proposal is a hybrid algorithm that consists of two phases. The first phase is devoted to the estimation n of multiplicity. After obtaining n, the second phase starts. The unresolved terminals are randomly split into approximately n groups and each group is resolved by using the basic tree algorithms. However, both Greenberg and Ladner (1987) and Cidon and Sidi (1988) have an explicit phase for estimation of n and the accuracy of such an estimate depends only on the parameters that are chosen in advance. In Popovski et al. (2004) , the authors propose a class of batch conflict resolution algorithms in which the value n is continuously estimated such that it becomes progressively more accurate as more terminals are resolved. The average number of slots for Cidon and Sidi (1988) ranges from 2.43n for small n to 2.13n for large n, while for the best version of protocol from Popovski et al. (2004) , it, respectively , ranges from 2.35n to 2.07n. This paper proposes a hybrid randomized protocol which is similar in flavor to Greenberg and Ladner (1987) , Cidon and Sidi (1988) and Popovski et al. (2004) . However, details are different, especially for conflict resolution in a small set. Further, we assume that n is known in advance to all tags, and provide an elegant proof for a bound to the number of slots, which is close to the experimentally measured performance and provide efficiency that is independent on particular n. Efficiency is measured as percentage of slots that are able to read a tag, which in our case is proven to be . 1=2:20 ¼ 0:455 and measured to be 1/2.15 ¼ 0.465. Hayashi et al. (2000) proposed a simple and straightforward protocol (which will be referred to as n-ary partitioning protocol, in short form, n-partition protocol) for the case when the number of nodes, n, is known. Each node generates messages (at the beginning of the same slot) with probability 1/ n. This is the probability for which the chance of obtaining exactly one message on the channel is optimal. If exactly one message is transmitted, the unique node that transmitted the message (the winner) receives the ID (or, in our problem formulation, its identity is read by the reader), n decrements by 1, and process continues recursively. Otherwise, nodes retry the transmission. The process terminates when n reaches 1.
Protocol n-partition for mˆn downto 1 do { repeat each node broadcasts on the channel with probability 1/m; until the status of the channel is single broadcast; the node that has broadcast receives ID and leaves the protocol };
The probability of having a unique message when m nodes broadcast, each with probability 1/m, is ð1 2 1=mÞ m21 . 1=e: Therefore, the expected number of competition rounds before a "winner" is found is , e ¼ 2:71. . . The overall expected number of rounds is thus ,en. This is an important conclusion which is also confirmed in our experiments. A more precise theoretical analysis is available in Hayashi et al. (2000) .
The second protocol by Hayashi et al. (2000) deals with the case of unknown number of nodes. We will refer to it as the binary partition protocol, abbreviated as the 2-partition protocol. The protocol follows divide-and-conquer paradigm. Nodes attempt to divide themselves into two non-empty groups, by transmitting messages with probability 1/2 by each node. One group continues recursively the "competition" while the other one merely listens to detect the moment when the first group finishes the competition. Once a group size decreases to a single-node, the node is initialized, and the last pending group enters the competition. Therefore, all the nodes from a "winning" partition receive identities before all the nodes from the corresponding "loosing" partition.
Protocol 2-partition Each node sets lˆLˆnˆ1;
all nodes set LˆL þ 1; all nodes that flipped "heads" set lˆL} else { if Channel-status ¼ SINGLE then { the unique node with l ¼ L received ID and leaves the protocol; all nodes set nˆn þ 1} all nodes set LˆL 2 1}};
In this protocol, l denotes the "level of defeat" for a given node, while L denotes the competing level in the protocol. Each node will participate in the competition when its own value of l matches the value of current competition level L. Note that l is a local variable which is set and modified by each node separately. Therefore, each node knows only the value of its own variable l, and does not know what values other nodes have. The authors showed that the algorithm terminates within 10n=3 þ Oð ffiffiffiffiffiffiffiffiffiffiffi n ln n p Þ time slots with probability exceeding 1 2 1/n. Our experiments indicate that the performance is about en time slots.
An algorithmically identical protocol, called adaptive tree walk protocol, has been described by Bertsekas and Gallager (1987) (they credit the technique to Capetanakis (1979) , Hayes (1978) and Tsybakov and Mikhailov, 1978) , in the context of splitting algorithms for slotted Aloha. Arrival time intervals were used instead of flipping a coin, in two variants: first come first serve, and last-come first-serve. They also described several improved variants of the algorithm. After a set of nodes is split into two subsets, it is better to regard the second subset as just waiting new arrivals that have never been involved in a collision. Consequently, after a single transmission occurs, all remaining nodes will transmit in the subsequent slot. The reasoning is justified whenever most collisions occur between just two nodes. This is an idea that will be further explored in this paper. Willard (1986) described two simple protocols for estimating the number of nodes. In the first protocol, each node transmits with probability 1/2 k for k ¼ 1; 2; 3; . . . until no collision on the channel is detected. The estimated number of channels is then 2 k , where k is the last tested value. The number of competition rounds to estimate the exact number of nodes n is therefore O(log n). In the second protocol in Willard (1986) , each node transmits with probability 1/2 L , where L ¼ 1; 2; 4; . . . ; 2 k ; until no collision on the channel is detected. Binary search between L ¼ 2 k21 and 2 k is then performed to fine-tune the estimate. The number of competition rounds is O(log log n). These protocols may be used in conjunction with any protocol for initializing nodes with a known number of them in case the number of nodes is not known. The tag identification problem was studied in several articles (Chan et al., 1996; Hush and Wood, 1998; Law et al., 2000; Vogt, 2002; Kalinowski et al., 2001; Marsh and Lenarcik, 1996) using different optimization goals, and different assumptions. For instance, Kalinowski et al. (2001) assumes that tags have no memory capacity. The goal in most cases was to minimize the number of bits sent rather than the number of messages from the reader (that is, number of rounds or time slots). The motivation was to minimize the energy for all transmissions and/or to minimize radiation. However, there are RFID technologies for which energy is not a primary concern, and the number of rounds/slots is appropriate to consider instead. The listed articles assume that the reader does not know the number of tags in advance. This appears to be a more realistic assumption. However, there are scenarios where reader may learn the number of tags at the beginning (from storage database, or from purchase order when some goods arrive). Also, an estimation step can be added to the described protocols which otherwise remain same, leading to similar performance. This was actually done by us, but the space limitations do not allow reporting the modified protocols and obtained results.
Modifications and analysis of binary protocol
In order to improve the performance of the binary protocol, observe that, after the tags whose local variable l has value L (when there are more than one such tag) are divided by flipping a coin, and the set of tags that selected "heads" are verified to be empty, it is not necessary for all the tags that did not select "heads" to transmit since collision can be expected. Also, the very first transmission, by all tags, is not necessary if the number of tags is known to be greater than one. Although these changes have no major impact on the protocol for large values of n, for small values of n the impact on the performance is notable, and will serve as one of basis for our new hybrid protocol. The improved variant of 2-partition protocol, which will be refereed to as 2-partition-0 protocol here, can be coded in the following way.
Protocol 2-partition-0 Each tag sets lˆLˆ1; nˆ0; 
The protocol ends when there are no more pending tags to reestablish partitioning. Since, all the tags have parameter l initialized to 1 (and may increase or decrease it several times), the protocol ends when L reaches 0.
We shall now investigate the performance of the protocol for small values of n, number of tags. Note that the tags that perform the protocol do not need to know the value of n. Lemma 1. The expected number of time slots for protocol 2-partition-0 that is applied on a set of two tags is 3.5.
Proof. The probability that the partition (coin flipping) will produce 0, 1 or 2 "heads" are 1/4, 1/2, and 1/4, respectively. If both tags transmit, the protocol asks, at the very end, that the remaining zero tags also transmit before termination. If none transmits, the protocol repeats coin flipping without such an extra step. Thus, these two cases have joint probability 1/2 and take on average 1.5 slots when invoked. The expected number of flips to obtain the unique "head" is 1=ð1=2Þ ¼ 2:
The first such flip produces 1.5 time slots, while the second reads the unique tag in one slot. In one more slot the other tag transmits and is read, and protocol terminates intotal 3.5 expected time slots.
A The same lemma can also be proven in the following way. The number of transmitting tags in time slots is {1, 1} with probability 1/2 (i.e. first two time slots with the unique message), {2, . . . ,0} and {0, . . .} with probability 1/4 each, with the experiment recursively being repeated (marked as, . . .). Thus, the expected number of time slots x can be obtained from the equation x ¼ 1=2* 2 slots þ 1=4* ð2 slots þ xÞ þ 1=4* ð1 slot þ xÞ; which yields x ¼ 3:5:
Lemma 2. The expected number of time slots for protocol 2-partition that is applied on a set of two tags is 5.
Proof. In the first time slot, both tags transmit. If none of them selects "head" then silence is obtained in the next step, followed by transmission of both tags. If both select "head" then both transmit, and at the very end of protocol, none transmits in a time slot that corresponds to L ¼ 1. The probability of 0 or 2 selected "heads" is 1/2, and the expected number of flips for getting the unique "head" is 1/(1/2) ¼ 2. The first such flip implies two time slots, while the second such flip produces the unique tag, followed by another such time slot for the other unique tag. The total number of time slots is 1 þ 2 þ 2 ¼ 5.
A Thus, the improvement that we obtained in the 2-partition-0 protocol with respect to 2-partition protocol for the case of two tags is 1.5 time slots on average.
Lemma 3. The expected number of time slots for protocol 2-partition-0 that is applied on a set of three tags is 6.
Proof. All three tags produce "heads" with probability 1/8, and each such event requires the remaining tags, which are none left, to transmit at the end. With probability 1/8, none of tags flips "head," and this event does not produce extra time slot at the end. These two events have joint probability 1/4 and on average require 1.5 time slots. The probability of receiving one or two "heads" is 3/4, thus it takes 1/(3/4) ¼ 4/3 expected flips for this event to occur. The expected number of time slots needed for this to occur is, therefore (4/3) * 1.5 ¼ 2. The first of these slots is the excess, while the second one already enters the case of one or two selected "heads." If one tag selects "head" and transmits, the other two are both transmitting next (with probability 1). They collide and then repeat the protocol for two tags, analyzed in Lemma 1, which takes 3.5 slots. The total number of time slots is then 1 þ 1 þ 3.5 ¼ 5.5. If two tags were in collision, the one remaining tag will transmit at the end of protocol. The two collided tags enter the protocol for two tags, requiring 3.5 slots. The total number of slots is 1 þ 1 þ 1 þ 3.5 ¼ 6.5. Since, the two events have equal probability, the average of six is the required result.
A We shall give also another, recursive proof of the same lemma. The events {1,2, . . .} and {2, . . . , 1} have both probabilities 3/8, while {0, . . .} and {3, . . . , 0} have probabilities 1/8 each, where again, . . . denotes recursively the same task. The expected number of time slots y can be obtained from equation y ¼ 3=8ð2 þ xÞ þ 3=8ð2 þ xÞ þ 1=8ð1 þ yÞ þ 1=8ð2 þ yÞ where x ¼ 3.5, which gives y ¼ 6:
We shall now modify further the protocol, in order to improve its performance for smaller values of n (e.g. n ¼ 2; 3; 4Þ; at the expense of somewhat worse performance for higher values of n. We introduce one extra time slot after any unique transmission, which will ask all tags that are competing (independently of their current competing level l), to transmit immediately in the next time slot. If a unique tag transmits in such slot, it is read and the protocol terminates, since no more tags are looking for an ID. The new protocol is called 2-partition-1 and can be defined as follows.
Protocol 2-partition- (Bertsekas and Gallager, 1987) , which also uses the idea of all nodes transmitting after a single transmission occurs. However, while the protocol (Bertsekas and Gallager, 1987) basically erases the waiting stack and treats all remaining nodes as a fresh set to be initialized (scheduled for transmission), proposed protocol still remembers the history and keeps the stack the way it is organized, so that the cases of more than two tags being in collision are handled in a more efficient way. As a consequence, the analysis of protocol 2-partition-1 and protocol (Bertsekas and Gallager, 1987) coincides only for the case of two tags in collision, which is stated as Lemma 4.
Lemma 4. The expected number of time slots for protocol 2-partition-1 that is applied on a set of two tags is 3 (Bertsekas and Gallager, 1987, p. 225) .
Proof. The two tags will keep transmitting with probability 1/2 each as long as silence or collision was occurring. The probability of getting an unique tag transmitting is 1/2, and the expected number of slots for this event to occur is 1/(1/ 2) ¼ 2. The second such slot already reads the first tag and the protocol then "forces" the other tag to be read immediately afterwards, terminating the protocol intotal expected three time slots.
A Lemma 5. The expected number of time slots for protocol 2-partition-1 that is applied on a set of three tags is 5 þ 5/6.
Proof. Three tags transmit with probabilities 1/2 each as long as none or all of them transmit. Probability of this event is 1/8 þ 1/8 ¼ 1/4, and thus the probability of one or two transmitting tags is 3/4. It takes 1/(3/4) ¼ 4/3 expected slots for this event to occur. If one tag transmitted in that event, it is read, and the other two both transmit next, producing collision. They then continue the protocol for two tags, which requires three time slots to complete. The total number of time slots is then 4/3 þ 1 þ 3 ¼ 5 þ 1/3. If two tags were in collision, they continue competing, while the third one is "defeated" and waits. After two expected slots, only one tag transmits. The algorithm then forces both remaining tags to transmit, producing collision, and then each of them, one after the other, transmits, terminating the protocol. The total number of time slots is 4/3 þ 2 þ 1 þ 1 þ 1 ¼ 6 þ 1/3. Since, the two cases have equal probability of occurring, their average 5 þ 5/6 is the required expected number of time slots. A Lemma 6. The expected number of time slots for protocol 2-partition-1 that is applied on a set of four tags is 7 þ 1=7 þ 19=24 < 7:935:
Proof. The probability of 0 or 4 tags transmitting is 1/8, and it takes 1/(7/8) ¼ 8/7 time slots to escape this scenario. If one tag transmitted in that event (which has probability 1/4), it is read, then other three are forced to transmit, and then they continue the protocol for three tags, requiring 5 þ 5/6 time slots. The total is 8/7 þ 6 þ 5/6. If three tags transmitted (which has probability 1/4) then it takes additional 4/3 time slots not to have 0 or 3 tags transmitting in coming slots. If one tag then transmitted, three others are forced to transmit next, then two tags continue competing, and in two slots one of them is read, then other two are forced to transmit, then the other of the two transmits, and finally forcing the remaining tag to transmit terminates the protocol in 8=7
Otherwise, two transmitting tags compete, and in two time slots only one transmits, forcing then all three to transmit, then the other of the two transmits, forcing both remaining to do so, and finally in three last time slots two last tags complete the assignment, with overall 8=7
The average for the two cases with one defeated tag is 8=7 þ 4=3 þ 7: The last case is with two tags (out of four) transmitting, which has probability 3/8. The two tags need two time slots to decide winner, then all three tags transmit, then the other of the two does so, followed by collision of the two remaining tags, which need three more time slots to complete the protocol. The total number of time slots in this case is 8=7
A It can be similarly shown that the expected number of time slots for 2-partition-0 protocol applied on four tags is 121/ 14 < 8.64, showing that the protocol 2-partition-1 is a better choice than protocol 2-partition-0 in this case. For larger values of n, the advantage will soon disappear, since the performance is <en for the 2-partiton-0 protocol while it is < ðe þ 1Þn for the 2-partition-1 protocol.
A hybrid protocol
Binary partition protocol always attempts to divide a current partition into two partitions. That process is recursively repeated until the number of tags in a partition reaches 0. In the early phase of the protocol, the size of partitions is likely to be very large. When tags divide themselves into two groups, for large n (say, greater than 10) there are fairly small chances that any of the sub-partitions will be empty or will produce the unique tag. Nevertheless, the protocol requires at least two time slots for such partitioning step. Obviously, we are "loosing" almost unnecessary broadcast steps at early stages (and later on, for larger sub-partitions stored in the "stack") of the algorithm. Although we cannot avoid these kinds of verification broadcasts, we can force a faster partitioning. Instead of dividing themselves into two groups, tags can divide themselves into much larger number of smaller groups (for example, up to three tags per group). This way, the chances of retries will be still reasonably small; however, the chances of a unique broadcast will be significant. A tag would not choose between zero and one to decide which group they belong to, but, instead, would transmit with probability p/n, where n is the number of tags, and p is a fixed number whose best value is to be determined. The probability that a unique tag is obtained is maximized when p ¼ 1. Note that each tag needs to know n. However, we have designed a similar hybrid protocol for the case of an unknown number of tags, by applying efficient schemes for estimating n.
Consider, for example, an ideal partitioning into same size sub-partitions in each step. In the 2-partition protocol, it takes 2 þ 4 þ . . . þ 2 n2L ¼ 2 n2Lþ1 2 2 broadcast steps to partition 2 n tags into 2 n2 L groups of 2 L tags, while in the partition with probability 1/2 n2 L , it takes only 2 n2 L such steps. Therefore, the latter approach requires approximately half the dividing steps.
The major difference between binary and n-partition protocols is the following one. In the binary protocol, only tags in a sub-partition continue to compete, while in the npartition protocol all of them (except possibly the one that caused the unique transmission) compete in the next step. We will now propose a new hybrid protocol that takes advantages of both approaches. The tags perform n-partition protocol, where the value of n is being updated after reading any tag. In a generalized version of the protocol, each tag transmits with the probability p/n in this competing step. In the case of a silence or unique broadcast the n-partition protocol is repeated in the next step (i.e. time slot). However, in the case of collision, not all of the tags will compete in the next time slot. They can take advantage of the fact that it is a small number of them that collided, and can be read faster than the corresponding protocol with all tags competing. Instead, only tags that actually collided continue to compete for reading. While the dividing protocol is being performed, other (pending) tags simply listen and wait until all tags in that small group are read before they can continue the original process of the competition. When the original process of the simple competing protocol is reestablished, there will be a smaller number of tags left to compete. Therefore, the tags will broadcast with probability p/(N 2 P), where P is the number of tags that are read during the just finished dividing protocol. More precisely, we can assume that the probability is p/n, where n is constantly updated. Nominator is still p, since we again desire to get p-sized group of tags after our partitioning. Potentially, the best value of p could depend on n. The experiments indicate that the best value of p is p ¼ 1; thus fixed and independent of n. We will, therefore, use the value p ¼ 1 in the sequel.
A high level description of the hybrid protocol can be given as follows.
Protocol hybrid(n) Repeat Each active tag transmits with probability 1/n Case Silence: do nothing; Unique transmission: tag that transmitted is read; n ¼ n 2 1; Collision:
{collided tags perform 2-partition-1; update n} End-case Until n ¼ 0 Note that the protocol 2-partition-1 can be replaced by other similar protocols discussed here, 2-partition-0 or 2-partition. The protocol 2-partition-1 is the best choice to minimize the expected number of time slots because the probability of having k tags in collision is greater than the total probability of having k þ 1; k þ 2; . . .n collided tags, for k . 1: Therefore, requesting all remaining tags to transmit after every tag reading is more likely to produce the unique tag in the next slot than to produce a collision. Thus, a gain in the number of time slots is expected by adding such time slots.
The expected number of tags that transmit with probability 1/n is n* ð1=nÞ ¼ 1: Thus the repeat loop is expected to perform n iterations. We shall now analyze the performance of a hybrid (n) protocol.
Lemma 7. The probability of having a unique transmission in a given iteration of repeat loop in hybrid (n) protocol is . 1=e: The probability of silence is , 1=e while the probability of k . 2 tags transmitting and causing collision is , 1=ðek!Þ: The probability that exactly two tags are transmitting is , n=ðn 2 1Þ* ð1=2eÞ: For large values of n, the probabilities approach given bounds.
Proof. The number of tags that transmit in the first slot can be k ¼ 0; 1; 2; 3; . . . ; n: The probability that exactly k tags will transmit is p k ¼ n!=ðk!ðn 2 kÞ!Þð1=nÞ k ð1 2 1=nÞ n2k ¼ 1=k! ðnðn 2 1Þ. . .ðn 2 k þ 1Þ=ðn 2 1Þ k Þð1 2 1=nÞ n , 1=ðek!Þ for k . 2: We used here a well known fact that (1 2 c/n) n is a monotone increasing sequence which approaches 1/e c (for any constant c . 0). The value c ¼ 1 was used in this inequality.
n21 . 1=e; which follows from the fact that (1 2 c/n) n2 1 is a monotone decreasing sequence which approaches 1/e c (for any constant c . 0). Alternatively, since
it also follows that p 1 . 1=e: For k ¼ 2 w e g e t p 2 ¼ n=ðn 2 1Þ=2ð1 2 1=nÞ n , n=ðn 2 1Þ* ð1=2eÞ: A Theorem 1. The expected number of time slots in hybrid (n) protocol for reading of n tags is ,2.20 n.
Proof. The expected number of iterations of repeat loop is n, and this is the expected number of time slots for outside 2-partition-1 protocol calls. It includes all silence and unique messages on the channel. We will now count the total number of time slots in all calls of 2-partition-1 protocol. The expected number of time slots for each call of 2-partition-1 protocol which started with two, three and four tags (that were in collision after applying n-partition protocol) is 3, 5.833 and 7.935, respectively , according to Lemmas 4-6. The probabilities for each of these events are , n=ðn 2 1Þ=ð2eÞ; , 1=ð6eÞ and , 1=ð24eÞ;, respectively. In n expected iterations of the repeat loop, the total number of expected time slots for these three events is, therefore, , n=ð2eÞ* 3* n=ðn 2 1Þ þ n=ð6eÞ* 5:833 þ n=ð24eÞ* 7:935 , 0:616n þ 0:358n þ 0:122n , 1:096n: Note that n=ð2eÞ* 3* n=ðn 2 1Þ , 0:616n is valid for n $ 10; which can be verified directly. For k . 4; we can use the estimate from Hayashi et al. (2000) , which limited the number of rounds to 10=3k þ Oðk ln kÞ: Additional k 2 1 slots are needed for added collisions by all tags. Our experiments and analysis indicate that the actual number of rounds is approximately ðe þ 1Þn: We shall use a limit 2ek for a "safe" estimate. The probability of event of k tags in collision is greater than the total probability of having k þ 1; k þ 2; . . . ; n tags in collision, and thus the impact of k ¼ 5 is greater than the overall impact of the collisions involving k . 5 tags. For k ¼ 5; a limit of 10e follows (a stricter and more accurate limit can be obtained following the approach applied above for four tags). In , n=ð120eÞ expected number of events, the total number of time slots for collisions with five tags is , 10en=ð120eÞ ¼ 1=12n , 0:084n: The overall impact of collisions involving k . 5 tags is , S k.5 ð2enkÞ=ðk!eÞ ¼
The overall limit for the number of time slots is, therefore, n þ 1:096n þ 0:084n þ 0:02n ¼ 2:20n: This limit is close to the actual expected number of slots, as our experiments confirm. For n , 10 the theorem can be verified by tedious analysis, and the statement is confirmed by our experiments. In fact, the coefficient for n , 10 is , 2: Alternatively, a bound , 2:28n can be similarly proven for n $ 5; while for lower values of n results are already presented. Also, a bound of , 2:15n follows for n $ 38; while experiments confirm same bound for n , 38: These different bounds follow from dependency of receiving exactly two collided tags on n. Thus, the theoretical and experimental bounds can be narrowly matched by a detailed analysis of behavior for smaller values of n. A
Performance evaluation
We shall now present simulation results for the described tag identification protocols. All the protocols are simulated on a sequential computer (although the protocols are distributed). Each tag is a finite state machine, where state changes (according the rules of a protocol) after each time slot (a time slot includes a probe from the reader and responses from tags). Thus, the performance is measured by the number of time slots needed to complete the protocol, where any computation time is neglected. Each protocol is simulated with different number of tags: 3, 10, 30, 100, 300, and 1,000. For accuracy, each experiment is repeated 1,000 times. We compared two randomized tag identification protocols for the case of a known number of users: the simple competing protocol 2-partition and new hybrid (n) protocol. Hybrid protocol clearly outperforms the simple competing protocol for all values of n. The complexities of the protocols appear to be en and 2.15n, which is about a 20 percent improvement. Table I gives relative averages (the numbers of tag identification steps divided by n) for the two protocols. The 99 percent confidence intervals were also calculated, and the interval size is small (for n $ 100; interval endpoints differ by , 0:01 from the average). Hybrid algorithm uses value p ¼ 1:
We have measured the impact of the selected value of parameter p (equal to the size of each group) on the performance of hybrid protocols (Table II) . We tried several values for p # n=2 (p ¼ n=2 corresponds to the partitioning into two groups, exactly like in the original HNO-known-n protocol). We "proved" that hybrid protocol performs best when p ¼ 1: In this case, the hybrid protocol performs (from "outside") as a simple competing protocol, when tags "fight" to be read with probability 1/n.
Conclusion
The case of tag identification with unknown number of tags is also considered by us, and the hybrid algorithm is extended for that case. The details are, however, lengthy and will be presented elsewhere. Performance evaluation indicates that good dynamic estimates can be obtained for proposed protocols. The relative comparison in experiments gave similar results, and the asymptotic performance of the hybrid protocol did not change significantly.
The proposed tag identification schemes can be used as part of a TDMA multiple access schemes in a dynamic environment (dynamic bandwidth requirements and/or dynamic number of tags in a group).
Further research may focus on the robustness problem. In the distributed environment it is very important that all the parties receive the same information and to be able to interpret them and proceed with the same action. If one party misses a broadcast message then the protocol may fail. There exists another model of broadcast medium where noise and silence are not distinguished on the receiver side. The model is already considered in Hayashi et al. (2000) for some types of algorithms. The algorithms are generally more difficult to develop, but are more robust. This model deserves to be studied further. 
