An outstanding problem with present ENSO forecast systems is that most of them are initialized in an uncoupled manner, that is, no feedbacks are allowed between the ocean and the atmosphere during data assimilation and model initialization. Such an approach may produce realistic initial states, but not necessarily the optimal conditions for skillful forecasts, because model-data mismatch can cause serious initialization shock. A more reasonable approach is to initialize forecast systems using a coupled approach, which assimilates data, both oceanic and atmospheric, into the coupled models that are used for forecast. Here we briefly review the progress in this important research area. In particular, based on the evolution history of an intermediate couple model, and some preliminary results from a state-of-the-art forecast system, we demonstrate the impact and necessity of coupled data assimilation, and we suggest it may hold a key for further improvement of the predictive skill of present ENSO models.
Introduction
The last few decades have seen tremendous advances in climate research and prediction. Among all identified climate modes in the Earth's climate system, El Niño-Southern Oscillation (ENSO) has so far shown the highest predictability and, because of its far-reaching influences, predictions of ENSO-related tropical SST anomalies have become the basis for global seasonal forecasts of surface temperature and precipitation. It is largely due to the measurable predictability of ENSO and the quantification of its global impact that climate prediction is no longer a speculative practice [1, 2] .
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At present, a hierarchy of dynamical ocean-atmosphere coupled models, ranging from intermediate couple models (ICM) to coupled general circulation models (CGCM), is routinely used for ENSO forecasting (see a collection of them at http://iri.columbia.edu/climate/ENSO, the forecast website of IRI, the International Research Institute for Climate and Society). Most of these models have statistically significant skills in predicting indices of tropical Pacific sea surface temperature (SST) anomaly from several months to a year in advance. However, as shown by the El Niño Simulation Intercomparison Project [3] , and by the recent Fourth Assessment Report (AR4) of the Intergovernmental Panel on Climate Change (IPCC), none of the models is able to realistically simulate all aspects of the interannual SST variability in the tropical Pacific, even if only basic diagnostics are considered. Despite their vast differences in complexity, many of the present ENSO models exhibit comparable predictive skills, which seem to have hit a plateau at moderate level.
Generally speaking, there are four factors that limit the current skill of ENSO prediction: inherent limits to predictability, gaps in observing systems, model flaws, and suboptimal use of available observational data [4] . There is still considerable debate on the inherent limits to predictability, but increasing evidence suggests that our current level of predictive skill is still far from those limits and surely there is plenty of room for improvement. Thus our main task is to improve observing systems, forecast models, and data assimilation methods. Enormous efforts have been made in all these areas in recent years. Observation networks such as the Tropical Atmosphere Ocean (TAO) buoy-mooring array and the altimeter and scatterometer satellite missions have proven invaluable for ENSO monitoring and forecasting [5, 6] ; regional and global models of all ranks have been continuously improved in terms of both physics and computational capability [7, 8] ; and various data assimilation schemes and model initialization procedures have been developed and applied to ENSO prediction. Our focus here is on this last area of research.
A major shortcoming of present ENSO forecast systems is that most of them are initialized in an uncoupled manner, that is, no feedbacks are allowed between the ocean and the atmosphere during data assimilation and model initialization. For both retrospective and operational forecasts, the initial conditions are often given by independently obtained oceanic and atmospheric reanalysis products. This approach may produce realistic initial states, but not necessarily the optimal conditions for skillful forecasts. The reason is that present models are still far from reality. Once a forecast AOGS -OS 9in x 6in b951-v18-ch03 starts, one has to rely on the biased model, and an "initialization shock" and swift "climate drift" would occur at the transition from uncoupled to coupled runs. A more natural approach is to initialize models using coupled data assimilation (CDA), that is, to assimilate data, both oceanic and atmospheric, into the coupled models that are used for forecast. The difference between CDA and the traditional ocean data assimilation (ODA) is illustrated in Fig. 1 . Unfortunately, despite the obvious advantage of CDA, there have been only a few attempts on its implementation [9] [10] [11] [12] , and most of them are based on relatively simple ICMs. The rest of this paper is organized as follows. In Secs. 2, 3 and 4, we discuss, respectively, the first successful use of CDA for ENSO prediction, the importance of model bias correction for effective CDA, and a unique application of CDA for the longest retrospective forecast ever made, all based on an ICM that has been widely used for ENSO research and prediction. Then in Sec. 5 we describe our current attempts to implement CDA to a state-of-the-art CGCM, followed by summary and conclusion in Sec. 6.
Lesson One: Wind Nudging
To our knowledge, the concept of CDA and its application to ENSO prediction was first proposed by Chen et al. [9] . The motivation of their study was to improve the predictive skill of the LDEO model, an ICM used at the Lamont-Doherty Earth Observatory (LDEO) of Columbia University,
Chen also known to the community as the Cane-and-Zebiak model [13, 14] . It is the first physics-based ocean-atmosphere coupled model designed for ENSO research, and has played an important historical role in our understanding and prediction of ENSO. By the mid-1990s, the model had been used to produce experimental forecasts on a monthly basis for a decade, but its forecast scheme remained the same and its skill was still far from satisfactory. Although the simplified model physics could be partly responsible for the low predictive skill, the one-way initialization scheme used by the model at the time could be a more severe limitation. The initial conditions were obtained by first driving the oceanic component with observed surface wind and then using the resulting SST field to force the atmospheric component, without explicit consideration of the feedbacks between the ocean and the atmosphere. This could be problematic because of the mismatch between modeled and observed winds, which could cause an "initialization shock" when forecast starts, as indicated by the jumpy behavior and frequent false alarms of the original model. To overcome the problem, Chen et al. [9, 15] proposed a CDA procedure that assimilates wind data in a coupled manner and thus makes the initial conditions more balanced and self-consistent. Basically, instead of forcing the ocean model with observed winds, which is equivalent to inserting the full wind data into the model, this procedure modifies the surface wind field with a weighted average of modeled and observed winds. The premise is that the coupled model itself can produce realistic interannual variability of the ocean-atmosphere system if only slightly nudged toward observed winds. Figure 2 (a) compares the zonal wind stress anomalies at the equator from the cases with the standard (LDEO1) and new (LDEO2) initialization procedures. For both cases the wind stress shows large interannual oscillations, but the case with CDA is much less noisy. Figure 1(b) demonstrates the impact of this wind difference on the equatorial thermocline depth anomalies, which may be taken as a measure of the anomalous upper ocean heat content. Again, there is a striking difference between the two cases: the energetic high frequency fluctuations evident in the original procedure are largely eliminated with the new one. While the oceanic component generates high-frequency fluctuations when forced by the observed winds, the coupled model preferentially selects the low frequency, interannual variability. The CDA also results in a shallower thermocline in the western equatorial Pacific during most ENSO events, with implications for the termination of these warm episodes. The
AOGS -OS 9in x 6in b951-v18-ch03
Coupled Data Assimilation for ENSO Prediction 49 is completely eliminated with the CDA initialization. A large fraction of the scatter among long-lead forecasts has also been eliminated. By simply applying the CDA procedure without acquiring any more data than the wind stress used in the original scheme, the forecast skill of the LDEO model was improved over all lead times, with an increase in anomaly correlation of 0.1-0.3 and a reduction in root mean square error of 0.2-0.4
• C. The seemingly inevitable "spring barrier" in predictability was also eliminated. The dramatic improvement came as a big surprise to many and was considered a breakthrough in ENSO prediction. It is clear from Fig. 2 that CDA has the effect of filtering out high-frequency signals present in the original wind-forced initial conditions. This occurs because the dominant mode of variability in this model is ENSO-like, that is, large scale and low frequency. The high-frequency components of the initial conditions, which act as noise to the model, degrade forecast AOGS -OS 9in x 6in b951-v18-ch03
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performance. By dynamically filtering out these components, the CDA procedure effectively reduces the mismatch between the observed initial conditions and the model's intrinsic variability, while retaining the largescale, low-frequency information essential to ENSO. This simple CDA method was later extended to include sea level (LDEO3) and SST (LDEO5) data. It is possible that the same procedure may not work for other more complicated systems, but in principle the need for some form of CDA is undeniable, since neither models nor data will ever be perfect, and there will always be incompatibility between the two.
Lesson Two: Bias Correction
As discussed above, the purpose of CDA is to produce initial conditions that are consistent with the model's internal dynamical balance so that a smooth forecast start can be ensured. If the model has large systematic biases, however, this can only be achieved by assigning less weight to observational data, which is exactly what has been done in the wind nudging example given in the last section. Such an approach implicitly assumes that the model does not need much data to keep itself on track, evidently the case for the 1980s and early 1990s (Fig. 2) , when the observed ENSO bore a strong resemblance to the model's internal variability. However, the assumption does not hold for recent years, when the model simply could not work well without a strong helping hand from data [16, 17] . In any case, a forecast initialization that neglects the majority of available observations cannot be optimal. Thus a prerequisite for an effective CDA is to eliminate or reduce systematic model biases. Considering the tremendous effort on data assimilation, bias correction has not been given much attention in the past. The formalisms typically used in ocean and atmosphere data assimilation techniques take a "textbook" approach and assume that model biases do not exist. In practice, the "unbiased" a priori error estimates are often inflated in order to achieve consistency in a posteriori verification. Consequently, almost all successful uses of data assimilation in ENSO forecasting weight models unrealistically high compared to data. This is particularly true for adjoint methods, which treat the model as if it had zero error. Another way of describing the same problem is just what we mentioned earlier: there is a shock when data are inserted into initial model states without taking account of model biases. The adjoint methods take the ultimate path to remove it, sacrificing data if needed. In other schemes, the data-model
difference projects onto rapidly growing error modes, resulting in a poor forecast.
Chen et al. [17] demonstrated that the systematic biases of the LDEO model can be effectively reduced with an interactive statistical correction based on the regression between the leading empirical orthogonal functions (EOFs) of the model errors and the leading multivariate EOFs (MEOFs) of the model states. As compared to the previous versions of the model, the bias-corrected model (LDEO4) not only exhibits a more realistic internal variability (Fig. 4) , but also performs better in ENSO forecasting (Fig. 5) . It is important to note that the bias correction is an integral part of the coupled model so that, for instance, the bias-corrected SST field will be Forecasts were made by LDEO4 at lead times of 0, 3, and 6 months. Right: Observed and forecast SST and wind stress anomalies in December 1997. Forecasts were made at 6 month lead by LDEO1, LDEO3 and LDEO4, respectively. The bias-corrected LDEO4 is clearly the winner. Adopted from [18] .
used for the next computation of the wind field, and so on. Thus it is different from other commonly used corrections based on model output statistics (MOS) or interface flux climatology. A bias-corrected model can have a different and more realistic internal variability. With such a model, data assimilation is less sensitive to the choice of nudging parameters and is thus more straightforward. This kind of statistical bias correction procedure should be generally applicable to other coupled ocean-atmosphere models, albeit the specifications of the optimal statistical corrector may differ. In recent years, the importance of bias correction in the context of CDA has been recognized. A workshop on CDA sponsored by the National Oceanic and Atmospheric Administration (NOAA) was held in the spring of 2003 to explore the possibility of implementing systematic data assimilation into CGCMs [12] . The workshop concluded that, for initialization of seasonal-to-interannual predictions, more research is needed into (1) best initialization compared with best analysis; (2) initializing coupled models; and (3) statistical correction to compensate for biases. CDA presents a host of problems quite different from those in data assimilation into the forced ocean component. Model biases are much harder to deal with in a coupled model than in a stand-alone component model and, if they are not properly AOGS -OS 9in x 6in b951-v18-ch03
corrected, initial errors would grow fast and largely degrade forecasts, which is particularly true for complex coupled systems. More research is definitely needed along this line, especially in the analysis of the pattern, nature, and statistics of the model biases, and in the implementation of proper and effective bias correction schemes into CGCMs.
Lesson Three: Century-Long Hindcasts
A major roadblock in ENSO prediction research is the lack of long enough hindcast experiments to assess model skill, to identify model deficiencies, and to study ENSO variability and predictability on various timescales. Most of the existing experiments of this sort only cover the last 10-30 years, with degrees of freedom too few to allow robust assessment of skill for interannual and longer-term fluctuations. Thus it is very desirable to extend such experiments all the way to the mid-19th century, when instrumental in-situ observations first became abundantly available. The main obstacle to this endeavor is the limitation of the historical data for adequate model initialization, and in part also the inability of present climate models to make effective use of available data. Presently, the only trustworthy oceanic datasets longer than a century are reconstructed SST products. The question is whether or not it is possible to carry out century-long hindcast experiments with only SST data assimilated. It is unlikely with ODA, but quite feasible with CDA, as shown by a series of recent studies [11, 19, 20] . The first long-term ENSO hindcast experiment with CDA for initialization was that of Chen et al. [11] . They performed an unprecedented set of hindcasts starting from every month in the past one and a half centuries, using the latest version of LDEO model (LDEO5) with only reconstructed SST data for model initialization. The model was able to predict most of the warm and cold events that occurred during this long period, especially the relatively large warm and cold events. A comparison of model predictions with observations is shown in Fig. 6 in terms of composites of all El Niños and La Niñas that have amplitudes greater than 1
• C. Clearly the strength and spatial pattern of ENSO are well captured by the model. Figure 7 shows the long-lead retrospective forecasts of the 6 largest El Niño events since 1856. In all cases, the model predicted the observed strong El Niños two years in advance, though some errors exist in the forecasted onset and magnitude of these events. Since the LDEO model does not contain any internal high-frequency variability, its success
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Coupled Data Assimilation for ENSO Prediction 55 [21] and the rest are predictions at different lead times by LDEO5 model. Adopted from [11] .
implies that the evolution of major ENSO events is largely determined by oceanic initial conditions rather than unpredictable atmospheric "noise". These results favor the interpretation that the enhanced wind burst activity in the boreal spring preceding large El Niños is a consequence of those ongoing events [22] rather than a cause [23] . A practical consequence is a more optimistic notion for the possibility of skillful long-lead forecasts of El Niño. It is also evident from this long-term hindcast experiment that there are considerable decadal and interdecadal variations in ENSO and its predictability [11] . These variations could not be due to differences in data coverage, as the most predictable period turned out to be 1876-1895, AOGS -OS 9in x 6in b951-v18-ch03 when observational data were sparse. Tang et al. [19] further explored the interdecadal variability using an ensemble of three ENSO forecast models, including LDEO5 and two hybrid coupled models (HCM), for the 120-year period of 1880-2000. The predictive skills of these models showed a very consistent interdecadal variation, with high skill in the late 19th century and in the mid-late 20th century, and low skill for the period 1900-1960. The interdecadal variation in ENSO predictability is in good agreement with that in the signal strength of interannual variability and in the degree of ENSO asymmetry (which is a measure of nonlinearity that makes the amplitude of El Niños greater than that of La Niñas). High predictability is attained when the strength of ENSO
Coupled Data Assimilation for ENSO Prediction 57 signal and its asymmetry are enhanced, and vice versa. Using a linear approximation of the 148-year hindcast experiment of LDEO5, Cheng et al. [20] investigated ENSO predictability with singular vector analysis, and identified the patterns of optimal initial error growth. All these studies were made possible by an effective CDA using historical SST data. Note that in the CDA initialization procedure used here, assimilating SST data is not simply putting a constraint on the ocean model with SST observation, as in an ODA procedure; it translates to surface wind and subsurface ocean memory, and thus provides fully-coupled, self-consistent initial conditions.
Toward Application to CGCM
So far we have only discussed application of CDA to relatively simple ICM and HCM systems, and have mostly used examples where nudging methods were the primary assimilation formalism. In a way, this is largely a reflection of what has been going on in this research area, but recently some preliminary work has been carried out on more advanced CDA methodology and toward its application to CGCMs. For instance, Cañizares et al. [24] developed a CDA procedure based on reduced-space Kalman Filters. The low-dimensional nature of this approach allowed them to determine via an inverse calculation (reduced space 4D-VAR for the Markov model approximating the full coupled model) a set of initial conditions which gives the best possible predictions. Such initial states, even when constrained to a 6-dimensional reduced space, showed forecast skill that outperforms the nudging-based initializations. To set the stage for CGCM use of CDA, a group of scientists at LDEO and IRI have also developed a set of bias correction schemes for a number of CGCMs. Under the auspices of NOAA's Climate Test Bed program, a new research project was recently launched to study the predictability of ENSO and drought, with a focus on the generation and evaluation of long-term hindcasts using the NCEP Climate Forecast System (CFS), a state-of-theart CGCM [25] . The main idea is to perform hindcast experiments with the CFS for the past one and a half centuries using reconstructed SST and sea level pressure (SLP) data, similar to what has been done with the LDEO model. However, like most of other CGCM forecast systems, the CFS is currently initialized in an uncoupled manner, which allows no feedbacks between the ocean and atmosphere during initialization. For both AOGS -OS 9in x 6in b951-v18-ch03 58 D. Chen retrospective and operational forecasts, the initial conditions of the CFS are given by independently constructed oceanic (GODAS) and atmospheric (R2) reanalyses. This approach not only is prone to initialization shock, but also limits the length of hindcast experiments to the availability of the reanalysis datasets. Therefore, to achieve the objective of the project, application of CDA is a must. Admittedly, it is not an easy task to build a complete CDA system for CGCMs such as the CFS. For instance, one needs to construct a joint error covariance matrix for the ocean-atmosphere coupled system. A logical first step is to adopt the simple approach we have developed for the ICM. The main requirement here is that the CFS has realistic climatology and variability so that SST and SLP observations alone are enough to keep it on track of reality.
The CFS seems to meet the criterion nicely. Its ability in simulating the mean climate and ENSO was demonstrated in an analysis of 4 free runs of 32 years each [26] . The model climatology is quite realistic with relatively small systematic biases and climate drift, and the simulated tropical Pacific SST and wind anomalies are similar to those observed, as evident in Fig. 3 . A set of retrospective forecasts with 15 ensemble members has also been produced with the CFS for the 24 year period of 1981-2004. It appears that the skill of the CFS in predicting ENSO is one of the best there is, though the skill assessment with this relatively short dataset is somewhat troublesome. The present study will overcome this shortcoming. In any case, since the CDA approach worked well in our ENSO ICM, there is no reason why it would not work for an advanced system like the CFS. With CDA implemented, the CFS is expected to do as well, if not better, in terms of ENSO simulation, and to go far beyond ENSO.
In order to develop a CDA procedure for the CFS, we first need to have a thorough understanding of the performance and biases of the system. This relies on analyses of the existing datasets of the CFS output, including free model runs and retrospective forecasts for the modern era. The essence of our procedure is a reduced space regression between observed SST/SLP fields and a selected set of model variables that represent the state of the coupled system, based on patterns identified by the Canonical Correlation Analysis (CCA) [27, 28] . CCA is a threeparametric prediction technique, which first uses principal component analysis to reduce dimensions of predictor and predictand spaces and then uses the singular value decomposition of the predictor-predictand covariance matrix of principal components to reduce the rank of predicting AOGS -OS 9in x 6in b951-v18-ch03
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operator. In practice, assimilation procedure takes two steps: first, using the predetermined CCA prediction matrix, observed SST/SLP are converted to a "realistic" coupled model state; second, the predicted model state is assimilated into the CFS through a weighted nudging method. The latter can be considered the simplest form of Kalman filters, with weights equal to the effective ratios of observational and model error variances.
The CDA procedure has been tested with a set of short runs in which a large parameter range is explored. As an example, Fig. 9 compares CDA model runs using two different SST nudging parameters to observation and free model run. The equatorial upper ocean heat content anomaly in the CDA cases are similar to that observed and are much better than the case without data assimilation. Through the use of CDA, the information in the SST data has been translated to the dynamical ocean memory. The next step is to carry out a long initialization run with the CFS for the period from 1856 to present using CDA. This is like a free model run with the system being kept on track of reality by SST and SLP observations. This can be considered as an AMIP type experiment with an active ocean attached, or a CMIP type experiment with data assimilation. The resulting dataset will be used as initial condition as well as verification for long-term retrospective forecast experiment. This CDA dataset is basically a coupled reanalysis that will be very useful by its own right. For instance, we can use it to investigate the mechanisms, especially the oceanic processes, that are responsible for decadal and interdecadal climate variations, and to examine the interplay between these long-term variations and ENSO.
Summary and Conclusion
In this brief review, we first tried to demonstrate the importance and necessity of CDA for ENSO prediction by walking through the evolution history of LDEO model, and then discussed our current attempts toward application of CDA to CGCMs. In summary, we make the following concluding remarks:
• To prevent initialization shock and rapid climate drift, and thus to ensure a smooth and balanced forecast start, we need to develop and AOGS -OS 9in x 6in b951-v18-ch03
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implement suitable CDA methodologies to initialize ocean-atmosphere coupled models for ENSO prediction.
• To study the predictability and the interdecadal modulation of ENSO, we need to create coupled reanalysis datasets and carry out retrospective forecast experiments over a long period of time with limited historical data, which is only feasible with CDA.
• So far there has been very limited work on CDA, which is out of proportion to the tremendous efforts and resources that have been devoted to ENSO research and prediction in the past few decades. More attention is needed in this research direction.
• Our current ability to predict ENSO is still far from realizing its potential.
CDA may hold a key for further improvement of the predictive skill of present models. A prerequisite for successful CDA is an effective correction of systematic model biases.
