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Resumen: Este art´ıculo presenta un nuevo me´todo de integracio´n nume´rica de
ecuaciones diferenciales ordinarias basado en la cuantiﬁcacio´n de las variables de
estado. Utilizando conceptos de integracio´n impl´ıcita, el nuevo me´todo denominado
BQSS (Backward Quantized State Systems) permite integrar sistemas stiﬀ de
manera eﬁciente. Siendo el primer me´todo de cuantiﬁcacio´n para sistemas stiﬀ,
BQSS es en s´ı un me´todo expl´ıcito, por lo que la contribucio´n es importante en el
contexto general de los me´todos de integracio´n nume´rica. Adema´s de presentar el
me´todo, el art´ıculo estudia las principales propiedades teo´ricas del mismo, aborda
aspectos pra´cticos de la implementacio´n del algoritmo y presenta resultados de
simulacio´n sobre dos sistemas stiﬀ.
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1. INTRODUCCIO´N
Muchos sistemas dina´micos de la pra´ctica, tanto
en las ciencias como en la ingenier´ıa, son stiﬀ. Esto
es, tienen matrices Jacobianas con autovalores
muy separados sobre el eje real negativo del plano
complejo.
La integracio´n de estos sistemas mediante me´to-
dos nume´ricos tradicionales de discretizacio´n tem-
poral requiere de la utilizacio´n de algoritmos im-
pl´ıcitos, ya que todos los me´todos expl´ıcitos deben
necesariamente restringir excesivamente el paso de
integracio´n para garantizar estabilidad nume´rica.
Sin embargo, los me´todos impl´ıcitos tienen una
mayor carga computacional ya que requieren de
algoritmos iterativos en cada paso para despejar
el siguiente valor. Esto es adema´s inaceptable en
aplicaciones de tiempo real dado que no puede
garantizarse cuanto tiempo demandara´ la conver-
gencia de las iteraciones (t´ıpicamente se utilizan
iteraciones de Newton). Por este motivo, la sim-
ulacio´n de sistemas stiﬀ en tiempo real es un
problema para el cual no se hab´ıan encontrado
au´n soluciones satisfactorias.
Un enfoque escencialmente distinto al de los me´to-
dos de integracio´n cla´sica surge al reemplazar la
discretizacio´n del tiempo por la cuantiﬁcacio´n de
las variables de estado. Esta idea dio lugar a
los me´todos de integracio´n por cuantiﬁcacio´n, que
aproximan las ecuaciones diferenciales ordinarias
por sistemas de eventos discretos en te´rminos del
formalismo DEVS (Zeigler et al., 2000).
El primero de estos me´todos es el de QSS1 (Quan-
tized State Systems) (Kofman and Junco, 2001),
que realiza una aproximacio´n de primer orden. En
base a principios similares, se desarrollaron tam-
 
 
 
 
 
 
 
 
 
    
 
http://riai.isa.upv.es 
 
 
ISSN: 1697-7912. Vol. 4, Núm. 3, Julio 2007, pp. 97-106
bie´n me´todos de segundo orden (QSS2) (Kofman,
2002) y de tercer orden (QSS3) (Kofman, 2006),
que permiten obtener una mejor precisio´n sin in-
crementar mucho el nu´mero de ca´lculos.
Los me´todos de QSS tienen propiedades teo´ricas
muy fuertes (estabilidad y existencia de cota de
error global calculable para sistemas lineales) y
presentan grandes ventajas al simular sistemas
discontinuos (Kofman, 2004). Sin embargo, no son
apropiados para la simulacio´n de sistemas stiﬀ,
debido a la aparicio´n de oscilaciones de alta fre-
cuencia (Cellier and Kofman, 2006). Lo que ocurre
es que, al igual que cualquier me´todo cla´sico ex-
pl´ıcito, el paso de integracio´n se reduce excesiva-
mente para mantener la estabilidad nume´rica.
El presente art´ıculo desarrolla entonces un nuevo
me´todo de cuantiﬁcacio´n de primer orden, similar
a QSS1, pero utilizando principios de integracio´n
impl´ıcita, realizando la cuantiﬁcacio´n sobre val-
ores futuros de los estados. Esta idea ya hab´ıa
sido planteada en (Kofman, 2003) y (Cellier and
Kofman, 2006), pero nunca formalizada ni imple-
mentada.
Este nuevo me´todo –que denominaremos BQSS
por Backward Quantized State Systems– veremos
que permite la simulacio´n de sistemas stiﬀ sin
necesidad de reducir el paso de integracio´n.
Adema´s de ser el primer algoritmo tipo backward
de la familia de QSS, BQSS tiene la particularidad
de no requerir ningu´n tipo de iteraciones para su
implementacio´n. Gracias a la cuantiﬁcacio´n, un
estado cuantiﬁcado cuyo valor es qi puede en el
siguiente paso tomar so´lamente dos valores: qi +
Δqi o qi−Δqi lo que simpliﬁca much´ısimo el prob-
lema. Ma´s au´n, veremos que la determinacio´n del
siguiente estado puede realizarse au´n probando
so´lo uno de los dos valores posibles, lo que conlleva
una solucio´n expl´ıcita.
Adema´s de deﬁnir el me´todo, en este trabajo
estudiaremos sus principales propiedades teo´ricas,
que resultara´n similares a las de los anteriores
me´todos de QSS. Veremos tambie´n los principales
detalles relativos a la implementacio´n del me´todo
y analizaremos dos ejemplos de simulacio´n.
El art´ıculo esta´ organizado de la siguiente for-
ma: en la Seccio´n 2 se presenta el me´todo de
QSS1 y sus problemas frente a la simulacio´n de
sistemas stiﬀ. Luego, en la Seccio´n 3 se intro-
duce el nuevo me´todo BQSS y se describe su
implementacio´n. En la Seccio´n 4 se estudian las
principales propiedades del nuevo me´todo y en la
Seccio´n 5 se analizan dos ejemplos de aplicacio´n.
2. INTEGRACIO´N POR CUANTIFICACIO´N
Presentaremos en esta seccio´n el me´todo de QSS1,
la idea ba´sica de su implementacio´n mediante el
formalismo DEVS y los problemas que aparecen
en este me´todo al integrar sistemas stiﬀ.
2.1 Me´todo de QSS1
Dado el sistema
x˙(t) = f(x(t),u(t)) (1)
el me´todo de QSS1 lo aproxima por
x˙(t) = f(q(t),u(t)) (2)
En este u´ltimo sistema, q es el vector de variables
cuantiﬁcadas, cuyas componentes siguen trayec-
torias seccionalmente constantes relacionadas con
las del vector de estado x mediante la siguiente
funcio´n de cuantiﬁcacio´n con histe´resis 1
qj(t) =
⎧⎨⎩
qj(t−) + ΔQjsi xj(t)− qj(t−) ≥ ΔQj
qj(t−)−ΔQjsi qj(t−)− xj(t) ≥ εj
qj(t−) en otro caso
Aqu´ı ΔQj se denomina quantum y εj se denomina
ancho de histe´resis.
El ancho de histe´resis en general se toma igual al
quantum (para reducir oscilaciones sin aumentar
el error). En tal caso, puede verse fa´cilmente
que qj(t) sigue una trayectoria seccionalmente
constante, que so´lo cambia cuando la diferencia
con xj(t) se hace igual al quantum, y tras cada
cambio queda qj(t) = xj(t).
2.2 Ejemplo Introductorio
Para ilustrar el funcionamiento del me´todo de
QSS1, consideremos el sistema
x˙1(t) = 0.01 x2(t)
x˙2(t) = −100 x1(t)− 100 x2(t) + 2020 (3)
El me´todo de QSS1 aproximara´ este sistema segu´n
x˙1(t) = 0.01 q2(t)
x˙2(t) = −100 q1(t)− 100 q2(t) + 2020 (4)
Considerando condiciones iniciales x1(0) = 0,
x2(0) = 20, y cuantiﬁcacio´n ΔQ1 = ΔQ2 = 1,
la integracio´n por QSS1 hara´ los siguientes pasos:
En t = 0 tenemos q1(0) = 0 y q2(0) = 20.
Por lo tanto, de acuerdo a la Ec.(4), tendremos
x˙1(0) = 0.2 y x˙2(0) = 20. Esta situacio´n se
mantiene hasta que |qi − xi| = ΔQi = 1.
El pro´ximo cambio en q1 es entonces agendado
para t = 1/0.2 = 5 mientras que el cambio en q2
se agenda para t = 1/20 = 0.05.
1 Llamamos qj(t−) al l´ımite por izquierda de qj(t)
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Por lo tanto en t = 0.05 hay un nuevo paso, tras el
cual, q1(0.05) = 0, q2(0.05) = 21, x1(0.05) = 0.01,
x2(0.05) = 21. Las derivadas quedan x˙1(0.05) =
0.21 y x˙2(0.05) = −80.
El pro´ximo cambio en q1 se reagenda para t =
0.05+(1−0.01)/0.21 = 4.764 mientras el siguiente
cambio en q2 se agenda para 0.05+1/80 = 0.0625.
Por lo tanto, el siguiente paso se hace en t =
0.0625.
Luego retomaremos este ejemplo, pero puede
verse que los ca´lculos son muy sencillos.
Si bien el algoritmo descripto se puede imple-
mentar en forma directa en cualquier lenguaje de
programacio´n, una manera simple y general de
hacerlo es mediante el formalismo DEVS.
2.3 Formalismo DEVS
Un modelo DEVS (Zeigler et al., 2000) procesa
una trayectoria de eventos de entrada y, en base
a la misma y a sus propias condiciones iniciales,
produce una trayectoria de eventos de salida.
El comportamiento de un modelo ato´mico DEVS
se deﬁne formalmente mediante la siguiente estuc-
tura:
M = (X,Y, S, δint, δext, λ, ta) (5)
donde
X es el conjunto de eventos de entrada, es
decir, el conjunto de todos los valores que
puede adoptar un evento.
Y es el conjunto de eventos de salida.
S es el conjunto de valores de estado.
δint, δext, λ y ta son las funciones que deﬁnen
la dina´mica del sistema.
Cada posible estado s (s ∈ S) tiene asociado
un tiempo de avance calculado a trave´s de la
funcio´n de avance de tiempo ta(s) (ta(s) → R+0 ).
El tiempo de avance es un nu´mero no negativo
que indica cuanto tiempo permanece el sistema
en un estado determinado en ausencia de eventos
de entrada.
Luego, si en el tiempo t1 el estado s toma el
valor s1, tras ta(s1) unidades de tiempo (o sea,
en el tiempo t1 + ta(s1)) el sistema realiza una
transicio´n interna yendo a un nuevo estado s2.
El nuevo estado se calcula como s2 = δint(s1).
La funcio´n δint (δint : S → S) es la funcio´n de
transicio´n interna.
Cuando el estado pasa de s1 a s2 se produce
un evento de salida con el valor y1 = λ(s1). La
funcio´n λ (λ : S → Y ) se denomina funcio´n
de salida. Las funciones ta, δint y λ deﬁnen el
comportamiento auto´nomo de un modelo DEVS.
Cuando llega un evento de entrada, el estado
cambia instanta´neamente. El nuevo estado no so´lo
depende del evento de entrada sino tambien del
valor del estado anterior y del tiempo transcurrido
desde la u´ltima transicio´n. Si el sistema llega al
estado s3 en t3 y luego llega un evento de entrada
en el instante t3 + e con un valor x1, el nuevo
estado se calcula segu´n s4 = δext(s3, e, x1) (notar
que e < ta(s3)). En este caso se dice que el
sistema realiza una transicio´n externa. La funcio´n
δext (δext : S × R+0 × X → S) se llama funcio´n
de transicio´n externa. Durante una transicio´n
externa no se produce ningu´n evento de salida.
Los modelos DEVS pueden acoplarse, y el resul-
tado del acoplamiento deﬁne un modelo DEVS
ato´mico equivalente.
2.4 DEVS y QSS
Cada componente de la Ec.(2) puede pensarse
como el acoplamiento de dos subsistemas elemen-
tales. Uno esta´tico
di(t) = fi(q1, · · · , qn, u1, · · · , um) (6)
y otro dina´mico
qi(t) = Qi(xi(·)) = Qi(
∫
di(τ)dτ) (7)
donde Qi es la funcio´n de quantiﬁcacio´n con
histe´resis (no es una funcio´n del valor instanta´neo
de xi sino un funcional sobre la trayectoria xi(·)).
Dado que las componentes ui(t) y qi(t) son sec-
cionalmente constantes, la salida del subsistema
(6), o sea di(t), sera´ seccionalmente constante. De
esta manera, ambos subsistemas tienen trayecto-
rias de entrada y salida seccionalmente constantes
y estas pueden ser representadas por secuencias de
eventos.
As´ı, los subsistemas (6) y (7) deﬁnen una relacio´n
entre sus secuencias de eventos de entrada y
salida. En consecuencia, existen modelos DEVS
equivalentes para estos subsistemas, denominados
funciones esta´ticas e integradores cuantiﬁcados
respectivamente (Kofman and Junco, 2001).
Luego, el me´todo de QSS1 puede implementarse
sencillamente acoplando los modelos DEVS cor-
respondientes a los integradores cuantiﬁcados y
funciones esta´ticas.
Un programa que permite implementar de man-
era directa el me´todo de QSS1 (y tambie´n los
de orden superior) es PowerDEVS (Pagliero and
Lapadula, 2002). El mismo cuenta con un entorno
gra´ﬁco en el cual se puede armar directamente el
diagrama de bloques que representa la ecuacio´n
diferencial a simular. En el mismo, cada bloque
es en realidad un modelo DEVS elemental de una
funcio´n esta´tica y/o integrador cuantiﬁcado. En
deﬁnitiva, el entorno de modelado es casi igual al
de Simulink.
G. Migoni, E. Kofman, F. Cellier 99
2.5 QSS1 en Sistemas Stiﬀ
Volviendo al ejemplo introductorio, puede notarse
que en realidad, el sistema de la Ec.(3) es stiﬀ, ya
que tiene autovalores λ1 ≈ −0.01 y λ2 ≈ −99.99.
Continuaremos entonces la simulacio´n a mano del
mismo con el me´todo de QSS1 para analizar lo que
ocurre.
En t = 0.0625 tenemos q1(0.0625) = 0, q2(0.0625) =
x2(0.0625) = 20, x1(0.0625) ≈ 0.0126 y las
derivadas son las mismas que en t = 0.
Esto se repite c´ıclicamente hasta que efectiva-
mente se produce el cambio en q1 (esto se da
en t ≈ 4.95, tras 158 cambios en el valor de q2,
oscilando entre 20 y 21).
La simulacio´n continua de la misma manera. En
las Figs.1–2 puede observarse la evolucio´n de q1(t)
y q2(t) hasta t = 500 seg.
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Figura 1. Simulacio´n con QSS1.
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Figura 2. Simulacio´n con QSS1 (detalle).
Como puede verse, hay oscilaciones ra´pidas en
q2 que provocan un total de 15995 transiciones
en dicha variable, mientras que q1 realiza so´lo 21
cambios. En deﬁnitiva hay ma´s de 16000 pasos
para completar la simulacio´n (es del orden de los
25000 pasos que realizar´ıa como mı´nimo el me´todo
de Euler para obtener un resultado estable).
Evidentemente, el me´todo de QSS1 no es capaz de
integrar eﬁcientemente el sistema (3). En realidad,
algo muy parecido ocurre con los me´todos de
orden superior (QSS2 y QSS3)
3. BACKWARD QSS
En esta seccio´n introduciremos el nuevo me´todo
de BQSS y analizaremos los principales detalles
de su implementacio´n.
3.1 Idea Ba´sica
La integracio´n eﬁciente de sistemas stiﬀ requiere
del uso de me´todos impl´ıcitos, que evalu´en la
derivada en instantes futuros de tiempo.
Esta idea, aplicada a QSS1 implicar´ıa que las
componentes de q(t) en (2) sean versiones cuan-
tiﬁcadas de valores futuros de x(t). En otras pal-
abras, dado xi(t), qi(t) sera´ un valor cuantiﬁcado
cercano a xi(t) tal que xi(t) evolucione hacia qi(t).
Para el ejemplo introductorio de la Ec.(3), con
las condiciones iniciales y cuantiﬁcacio´n utilizada
anteriormente, esta idea nos llevar´ıa a la siguiente
simulacio´n:
En t = 0, podemos elegir q2(0) = 19 o q2(0) = 21
segu´n x˙2(0) sea positivo o negativo. En ambos
casos resultara´ x˙1(0) > 0 por lo que el valor
cuantiﬁcado futuro de x1 sera´ q1(0) = 1.
Si elegimos q2(0) = 21 resulta x˙2(0) = −180 < 0,
por lo que x2 no evoluciona hacia q2, sino en
sentido contrario.
Por otro lado, si elegimos q2(0) = 19 resulta
x˙2(0) = 20 > 0. Luego, no es posible elegir q2
tal que x2 evolucione hacia q2.
Sin embargo, dado que el signo de x˙2 cambia segu´n
elijamos q2 = 19 o q2 = 21, necesariamente hay
un punto intermedio qˆ2 entre estos valores tal que
x˙2 = 0.
En este caso, dejaremos q2 = 21 pero ﬁjaremos
x˙2 = 0 (como si q2 hubiera adoptado el valor de
la ra´ız qˆ2).
El pro´ximo cambio en q1 quedara´ entonces agen-
dado para t = 1/0.21 ≈ 4.762 mientras que el
pro´ximo cambio en q2 se agendara´ para t =∞.
El siguiente paso es entonces en t = 4.762.
Aqu´ı resulta x1 = 1 y x2 = 20. Luego tendremos
q1(4.762) = 2 (porque x˙1 > 0). Aqu´ı evaluamos
nuevamente x˙2 para q2 = 19 y q2 = 21, resultando
negativa en ambos casos, por lo tanto el valor
correcto es q2(4.762) = 19 ya que de esta manera
x2 evoluciona hacia q2.
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Con estos valores de q1 y q2 se tiene x˙1 = 0.19
y x˙2 = −80. El pro´ximo cambio en q1 se agenda
para t = 4.762+ 1/0.19 = 10.025, mientras que el
de q2 se agenda para t = 4.762 + 1/80 = 4.774.
Por lo tanto, el siguiente paso se da en t = 4.774,
cuando x2 alcanza a q2.
Los ca´lculos continuan de la misma manera. El
algoritmo es similar a QSS, so´lo que siempre
intentamos utilizar el valor qi que este´ en el
sentido de la evolucio´n de xi. Cuando esto no es
posible, es porque existe un punto intermedio en
el cual x˙i = 0 y entonces forzamos esta condicio´n,
pero conservando el valor de qi.
La Figura 3 muestra el resultado de esta simu-
lacio´n, que llevo´ 21 cambios en q1 y 22 en q2.
En realidad, luego de t = 354.24 seg no se re-
alizan ma´s ca´lculos ya que los cambios en ambas
variables se agendan en t = ∞ (se encuentra una
situacio´n estable).
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Figura 3. Simulacio´n con BQSS
Esta es la idea ba´sica del me´todo de BQSS: Para
cada variable de estado usamos dos funciones de
cuantiﬁcacio´n, una por encima y otra por debajo
del valor del estado xi. Luego, el valor de qi
adopta una u otra funcio´n de cuantiﬁcacio´n segu´n
el sentido en que quede la derivada de xi.
Esta idea, en el caso analizado, funciono´ muy bien.
El algoritmo pudo resolver el sistema stiﬀ (3)
con so´lo 43 pasos, lo que iguala la performance
de cualquier me´todo impl´ıcito (si bien el error es
aqu´ı algo grande ya que es una aproximacio´n de
primer orden).
Sin embargo, como sabemos del caso de QSS, el
uso de cuantiﬁcacio´n sin histe´resis puede provocar
oscilaciones inﬁnitamente ra´pidas. Por ejemplo,
usando la misma idea que antes en el sistema
x˙1(t) = 0.5 x1 + x2(t)
x˙2(t) = −x1(t) + 0.5 x2(t) (8)
con ΔQi = 1 y condiciones iniciales x1(0) = 0.1,
x2(0) = −0.01 se obtiene una solucio´n donde los
cambios en q1 y q2 ocurren cada vez ma´s ra´pido,
con una frecuencia que tiende a inﬁnito.
La solucio´n a este problema, al igual que en QSS,
es el agregado de histe´resis en las funciones de
cuantiﬁcacio´n superior e inferior.
3.2 Deﬁnicio´n de BQSS
Dado el sistema (1), el me´todo BQSS lo aproxima
por:
x˙(t) = f(q(t),u(t)) +Δf (9)
donde las componentes qj de q veriﬁcan:
qj(t) ∈ {qj(t), qj(t)} (10)
con:
q
j
(t) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
q
j
(t−)−ΔQj
si xj(t)− qj(t−) ≤ 0
q
j
(t−) + ΔQj
si xj(t)− qj(t−) ≥ εj +ΔQj
q
j
(t−) en otro caso
(11)
qj(t) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
qj(t
−) + ΔQj
si qj(t
−)− xj(t) ≤ 0
qj(t
−)−ΔQj
si qj(t
−)− xj(t) ≥ εj +ΔQj
qj(t
−) en otro caso
(12)
y adema´s debe veriﬁcarse:
fj(q(t),u(t)) · (qj(t)− xj(t)) > 0
∨
∃qˆ(j)(t)/fj(qˆ(j)(t),u(t)) = 0
(13)
donde cada componente del vector qˆ(j)(t) cumple:
|xi(t)− qˆ(j)i (t)| < ΔQi + εi (14)
Por otro lado
Δfj =
{
0, si fj(q(t),u(t)) · (qj − xj) > 0
−fj(q(t),u(t)), en otro caso (15)
Como en QSS1, a ΔQj lo llamaremos quantum y
a εj < ΔQj lo denominaremos ancho de histe´resis.
Como vemos, la deﬁnicio´n del valor de qj conocido
xj , es impl´ıcita. Incluso, puede conllevar ma´s de
una solucio´n. Sin embargo, sabemos que qj(t)
puede tomar so´lamente 2 valores (q
j
(t) o qj(t)).
En principio, podr´ıa pensarse que es necesario
evaluar todas las combinaciones de valores posi-
bles de los qj hasta encontrar un vector q correcto.
Sin embargo, como veremos a continuacio´n, esto
no es necesario sino que q puede obtenerse de
manera expl´ıcita.
3.3 Obtencio´n expl´ıcita de q.
La diferencia principal de BQSS respecto de QSS1
es la forma de obtencio´n de q a partir de x, ya
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que (13) implica cierta interdependencia entre los
valores de las distintas componentes.
En QSS1, los cambios en qj se dan cuando xj
diﬁere de qj en ΔQj . Similarmente, en BQSS los
cambios se dan cuando xj alcanza a qj . Adema´s,
un cambio en qj puede provocar cambios en otras
variables cuantiﬁcadas debido a (13). As´ımismo,
cambios en alguna componente de u pueden de
la misma forma provocar cambios en algunas
variables cuantiﬁcadas.
En deﬁnitiva, los eventos pueden ser provocados
por cambios en las entradas o porque una vari-
able de estado alcanzo´ la correspondiente variable
cuantiﬁcada. Tras cualquiera de estos cambios, la
principal diﬁcultad aparenta ser encontrar el valor
de q correcto, que cumple con las Ecs.(10)–(14).
Veremos entonces un algoritmo que encuentra, de
una forma muy simple y expl´ıcita, un valor de q
que satisface las mencionadas ecuaciones.
Deﬁnimos para esto D como el conjunto de
sub´ındices de las funciones fi que van siendo eval-
uadas y A como el conjunto de sub´ındices de los qi
que cambian de valor (ambos inicialmente vacios).
Algoritmo 1.
1.a. Si cambia una entrada (uj(t) = uj(t−)):
> Se agregan a D los sub´ındices de las fi que dependen
explicitamente de uj .
> Para cada i ∈ D:
- Deﬁnimos q˜(i)  q(t−).
- Si fi(q˜
(i),u(t)) · (q˜(i)i − xi) < 0
. Se agrega i a A
. Deﬁnimos
qi(t) 
{
qi(t) si fi(q˜
(i),u(t)) > 0
q
i
(t) si fi(q˜
(i),u(t)) < 0
(16)
- Sino, qi(t)  qi(t−)
1.b. Si xi alcanza a qi:
> Se agrega i a A y D.
> Se deﬁne q˜(i)  q(t−).
> Se calcula qi(t) segu´n la Ec.(16)
2. Mientras A = φ
> Sea j el menor elemento de A.
> Deﬁnimos B como el conjunto de sub´ındices i ∈ D y
tales que fi depende explicitamente de qj .
> Para cada i ∈ B:
− Deﬁnimos q˜(i) con componentes
q˜
(i)
k
=
{
qk(t) si k ∈ D
qk(t
−) si k ∈ D (17)
− Si fi(q˜(i),u(t)) · (q˜(i)i − xi) < 0
. Se agrega i a A.
. Calculamos qi(t) segu´n la Ec.(16).
− Sino, qi(t)  qi(t−).
> Se agregan los elementos de B al conjunto D y se saca
j de A.
3. Para los i ∈ D, se deja qi(t) = qi(t−).
Como puede verse, este algoritmo siempre en-
cuentra un valor de q (luego demostraremos que
cumple con la deﬁnicio´n dada en la seccio´n 3.2).
Notar que ningu´n sub´ındice puede ser agregado
ma´s de una vez al conjunto D, por lo que cada
componente de la funcio´n f es evaluada a lo sumo
una vez.
Teorema 1. Supongamos que en la aproximacio´n
BQSS (9) conocemos x(t) y q(t−) que satisface
las Ecs.(10)–(14). Asumamos adema´s que ui(t) =
ui(t−) o bien que xi(t) = qi(t−) para un sub´ındice
i. Luego, el Algoritmo 1 siempre encuentra un
valor q(t) que cumple con las Ecs.(10)–(14).
Demostracio´n: Para los i ∈ D, deﬁnimos q˜(i) 
q(t−).
Demostraremos entonces que una componente
qj(t) arbitraria cumple las Ecs.(10)–(14).
Observar que los u´nicos valores que pueden ser
asignados a qj(t) son qj(t−), qj(t) o qj(t). En
los u´ltimos dos casos, la Ec.(10) se cumple au-
toma´ticamente.
En el primer caso, al asignar qj(t) = qj(t−) puede
verse que se cumple q
j
(t) = q
j
(t−) y qj(t) =
qj(t−). De otra forma, xj(t) hubiera alcanzado a
su variable cuantiﬁcada qj(t−) y no hubie´ramos
asignado qj(t) = qj(t−) (punto 1.b.). Con esto, se
garantiza que siempre se cumple la Ec.(10).
Para probar el cumplimiento de (13) y (14) se
debe demostrar que si fj(q(t),u(t)) · (qj(t) −
xj(t)) ≤ 0 entonces ∃qˆ(j) tal que fj(qˆ(j),u(t)) = 0
y las componentes de qˆ satisfacen (14).
Notar que si qj(t) = qj(t−), el nuevo valor se
calcula segu´n la Ec. (16). Por lo tanto, teniendo
en cuenta (11)–(12) se cumplira´ que
fj(q˜(j),u(t)) · (qj(t)− xj(t)) ≥ 0 (18)
Por otro lado, si se asigno´ qj(t) = qj(t−), era
porque la ecuacio´n (18) se cumpl´ıa. En deﬁnitiva,
la ecuacio´n (18) se cumple siempre.
Teniendo en cuenta esta ecuacio´n, si fj(q(t),u(t))·
(qj(t)− xj(t)) ≤ 0, entonces
fj(q˜(j)(t),u(t)) · fj(q(t),u(t)) ≤ 0
y por el teorema del valor medio, existe un qˆ(j)
entre q˜(j)(t) y q(t) tal que fj(qˆ(j),u) = 0.
Las Ecs.(11) y (12) aseguran que
|qi − xi| ≤ ΔQi + εi ; |qi − xi| ≤ ΔQi + εi (19)
Por otro lado, puede verse fa´cilmente que las
componentes q˜(j)i pueden adoptar so´lamente los
valores qi(t) o´ qi(t), o directamente xi(t) (en el
punto 1.b). Entonces
|q˜(j)i − xi(t)| ≤ ΔQi + εi
|q(j)i − xi(t)| ≤ ΔQi + εi
(20)
De esta ecuacio´n y por estar qˆ(j)i entre qi(t) y
q˜
(j)
i (t) resulta
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|qˆ(j)i − xi(t)| ≤ ΔQi + εi (21)
lo que concluye la demostracio´n. 
3.4 Modelo DEVS del integrador BQSS
A continuacio´n se describira´ una forma de imple-
mentar un modelo DEVS equivalente a la aproxi-
macio´n BQSS de un sistema. Esta implementacio´n
tendra´ una estructura igual a la de QSS, es de-
cir, consistira´ en el acoplamiento de funciones
esta´ticas e integradores cuantiﬁcados como se
muestra en la Fig.4.
f1 IntegradorBQSS
fn IntegradorBQSS
d1u
dn
q1
qn
q
Figura 4. Diagrama de Bloques de un BQSS
En el mismo, dado que las trayectorias de ui(t) y
qi(t) son seccionalmente constantes (esto u´ltimo
lo demostraremos en la siguiente seccio´n), las
funciones esta´ticas son ide´nticas a las de QSS.
La diferencia entre BQSS y QSS1 radicara´ en la
forma de calcular qi en los integradores cuantiﬁ-
cados y eventualmente, en la forma de evaluar la
derivada de xi cuando Δfi = 0 en (15).
Para calcular qi utilizaremos el Algoritmo 1,
pero implementado de manera local por los in-
tegradores cuantiﬁcados. Esto nos lleva a lo sigu-
iente:
Supongamos que el integrador que calcula qi
recibe en el tiempo t un evento de entrada con
valor di y supongamos que no hab´ıa recibido
ni provocado otro evento en dicho instante. En-
tonces, debe calcular
qi(t) =
⎧⎨⎩
qi si di > 0
q
i
si di < 0
qi(t−) c.o.c.
(22)
Si el nuevo valor de qi coincide con qi(t−), no se
produce ningun evento de salida mantenie´ndose
qi(t) = qi(t−). Por otro lado, si el nuevo valor de qi
no coincide con qi(t−), instantaneamente produce
un evento de salida con el nuevo valor de qi(t).
Luego, cualquier nuevo evento de entrada di en el
tiempo t no cambia el valor ﬁjado en qi.
Esto, implementado en todos los integradores,
asegura que tras un nu´mero ma´ximo de 1 evento
de salida por cada integrador quede ﬁjado en cada
uno de estos el valor correcto de qi de acuerdo al
Algoritmo 1.
Una vez calculado qi es simple agendar el pro´xi-
mo evento y ﬁjar el valor de Δfi. Si al recibir
un evento de entrada con valor di resulta (qi −
xi) · di > 0, se calcula el tiempo en el que se
producira´ el pro´ximo evento como σ = (qi−xi)/di
y se mantiene Δfi = 0, sino, se ﬁja σ = ∞ y
Δfi = −di.
Este comportamiento puede traducirse en el sigu-
iente modelo DEVS.
M = 〈X,Y, S, δint, δext, λ, ta〉 (23)
donde
X = Y = R; S = R5 × R+
δint(s) = sˆ; δext(s, e, u) = s˜; ta(s) = σ
siendo
s = [x, dx, q, qi, qs, σ]
sˆ = [xˆ, dx, qˆ, qˆi, qˆs, σˆ]
xˆ = x + σ · dx
qˆ =
⎧⎪⎪⎨⎪⎪⎩
qˆs si dx > 0 ∧ σ > 0
qs si dx > 0 ∧ σ = 0
qˆi si dx ≤ 0 ∧ σ > 0
qi si dx ≤ 0 ∧ σ = 0
qˆi =
⎧⎨⎩
qˆs − 2 ·ΔQ si dx > 0 ∧ σ > 0
qi −ΔQ si dx ≤ 0 ∧ σ > 0
qi c.o.c
qˆs =
⎧⎨⎩
qs +ΔQ si dx > 0 ∧ σ > 0
qˆi + 2 ·ΔQ si dx ≤ 0 ∧ σ > 0
qs c.o.c
σˆ =
{
(qˆ − xˆ)/dx si dx = 0
∞ c.o.c
s˜ = [x + e · dx, d˜x, q, q˜i, q˜s, σ˜]
d˜x =
{
0 si u · (q − x˜) < 0 ∧ e = 0
u c.o.c.
q˜i =
{
qi +ΔQ si x˜− qi ≥ ΔQ + 	
qi c.o.c
q˜s =
{
qs −ΔQ si qs − x˜ ≥ ΔQ + 	
qs c.o.c
σ˜ =
⎧⎨⎩
(q − x˜)/u si u = 0 ∧ u · (q − x˜) ≥ 0
0 si u · (q − x˜) < 0 ∧ e > 0
∞ c.o.c.
y la Funcio´n de Salida resulta
λ(s) =
⎧⎪⎪⎨⎪⎪⎩
qs si σ = 0 ∧ u > 0
qi si σ = 0 ∧ u ≤ 0
q +ΔQ si σ = 0 ∧ u > 0
q −ΔQ c.o.c
4. PROPIEDADES DE BQSS
Trataremos aqu´ı las propiedades fundamentales
del me´todo de BQSS. Primero veremos que en
BQSS se realizan un nu´mero ﬁnito de pasos para
cada intervalo ﬁnito de tiempo (lo que garantiza
que las simulaciones no pueden trabarse). Luego,
analizaremos las propiedades de estabilidad y cota
de error global.
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4.1 Legitimidad de BQSS
Teorema 2. Supongamos que la funcio´n f del lado
derecho de (1) es acotada en cualquier dominio
acotado y que la funcio´n u(t) es seccionalmente
constante. Luego,
1. Cualquier solucio´n x(t) de (9) es continua
mientras permanece acotada,
2. La trayectoria de q(t) es seccionalmente con-
stante mientras permanece acotada.
Demostracio´n: La prueba del punto (1) es trivial,
ya que al estar acotada la derivada de x en (9), la
trayectoria resulta continua.
Para el punto (2) en tanto, es claro que cada
componente qj puede so´lamente tomar valores de
la forma k ·ΔQj . Sin embargo, para probar que q
es seccionalmente constante es necesario asegurar
que so´lamente cambia un nu´mero ﬁnito de veces
en cualquier intervalo ﬁnito de tiempo.
Sea entonces un intervalo arbitrario (t1, t2), en
el cual una solucio´n x(t) de (9) permanece aco-
tada. Probaremos que en este intervalo q(t) re-
alizara´ so´lo un nu´mero ﬁnito de cambios.
Dado que cada componente qj diﬁere de xj en a lo
sumo ΔQj+	j, resulta que q(t) esta´ tambie´n aco-
tado en (t1, t2). Dado que u(t) es seccionalmente
constante (y por ende acotado en este intervalo)
resulta que f(q,u) es tambie´n acotado. Teniendo
en cuenta (9) y (15), existen constantes mj tales
que en el intervalo (t1, t2)
|x˙j(t)| ≤ mj ; para j = 1, . . . , n.
Sea tc ∈ (t1, t2) y supongamos que qj(t−c ) =
qj(t
+
c ). De acuerdo a (12), esta situacio´n no puede
repetirse hasta que |xj(t) − xj(tc)| ≥ 	j . Por lo
tanto, el intervalo de tiempo mı´nimo entre dos
discontinuidades en qj(t) es
tj =
	j
mj
Luego, llamando nj al nu´mero de cambios que
realiza qj(t) en el intervalo (t1, t2), resulta
nj ≤ (t2 − t1)mj
	j
Puede verse fa´cilmente que q
j
realizara´ tambie´n
un ma´ximo numero de cambios acotado por la
ecuacio´n anterior.
Siendo u(t) seccionalmente constante, realizara´ un
nu´mero de cambios ﬁnito nu en el intervalo
(t1, t2).
De acuerdo a la deﬁnicio´n de qj(t), e´sta puede
tomar so´lamente los valores qj(t) o qj(t). Adema´s,
podra´ cambiar so´lo si cambian e´stas, o si cambia
alguna otra variable qi(t) o ui(t) para que se siga
cumpliendo la restriccio´n (13). En deﬁnitiva, los
cambios de qj(t) estara´n ligados a cambios en
alguna qi(t), qi(t) o ui(t). Por lo tanto, el nu´mero
total de cambios sera´ menor o igual a la suma de
cambios en dichas variables, es decir,
nj ≤ nu + 2(t2 − t1)
n∑
i=1
mi
	i
lo que es evidentemente un nu´mero ﬁnito. 
4.2 Representacio´n Perturbada
Las propiedades teo´ricas de los me´todos de QSS
se basan en el hecho de que la aproximacio´n
(2) puede verse como una versio´n perturbada del
sistema original (1), donde las perturbaciones en
la primera esta´n acotadas por la cuantiﬁcacio´n
utilizada. Veremos entonces que en BQSS ocurre
algo similar.
Cada componente de la Ec.(9) puede escribirse
como
x˙i(t) = fi(q(t),u(t)) + Δfi (24)
Deﬁniendo
∗
q
(i)
(t) =
{
q(t) si Δfi = 0
qˆ(i)(t) en otro caso
y utilizando las Ecs. (13)–(15), la Ec.(24) puede
reescribirse como
x˙i = fi(
∗
q
(i)
(t),u(t)) (25)
Deﬁniendo Δx(i)(t) 
∗
q
(i)−x(t) y reemplazando
en la Ec.(25) resulta
x˙i(t) = fi(x(t) +Δx(i)(t),u(t)) (26)
donde
|Δx(i)j (t)| ≤ ΔQj + εj (27)
ya que, de las Ecs.(10), (11) y (12) resulta
|qj(t)− xj(t)| ≤ ΔQj + εj
y de la Ec.(14) se tiene que
|qˆ(i)j (t)− xj(t)| ≤ ΔQj + εj
4.3 Estabilidad y Cota de Error Global
El caso Lineal y Estacionario de la Ec.(1) toma la
forma
x˙(t) = Ax(t) + Bu(t) (28)
La aproximacio´n BQSS, en tanto, sera´
x˙(t) = Aq(t) + Bu(t) +Δf(t) (29)
Para este caso, el siguiente teorema demuestra la
existencia de una cota de error global:
Teorema 3. Supongamos que la matriz A es Hur-
witz. Sea φ(t) la solucio´n de (28) con condicio´n
inicial φ(0) y sea φ˜(t) una solucio´n de (29) desde
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la misma condicio´n inicial. Sea e(t)  φ(t)− φ˜(t).
Luego, para todo t ≥ 0 resulta 2
|e(t)| ≤ |V | · |Re(Λ)−1V −1||A|(ΔQ+ ε) (30)
donde Λ = V −1AV es la descomposicio´n modal
de A y ΔQ y ε son los vectores de las cuantiﬁca-
ciones y anchos de histe´resis en (29).
Demostracio´n:
De acuerdo a la Ec.(26), la i–e´sima componente
de (29) puede escribirse como
x˙i(t) = Ai(x(t) +Δx(i)(t)) + Bi u(t))
Deﬁniendo di(t)  Ai Δx(i)(t), podemos ree-
scribir
x˙i(t) = Ai(x(t)) + di + Bi u(t)) (31)
Teniendo en cuenta (27) y la deﬁnicio´n de di
resulta
|di(t)| ≤ |Ai| · (ΔQ+ ε) (32)
Volviendo a la notacio´n vectorial, (31) resulta:
x˙(t) = Ax(t) + Bu(t) + d(t) (33)
con
|d(t)| ≤ |A| · (ΔQ+ ε) (34)
Reemplazando (28) con φ(t) y (33) con φ˜(t) y
restando, resulta el sistema
e˙(t) = A e(t) + d(t) (35)
con e(0) = 0.
Luego, el Teorema 3.3 de (Kofman et al., 2007)
establece directamente la validez de (30) a partir
de (35) y (34). 
Un corolario de este Teorema es que si la matriz
A es estable, entonces la aproximacio´n nume´rica
da una solucio´n ﬁnalmente acotada (no se puede
garantizar estabilidad asinto´tica, pero siempre se
garantiza estabilidad pra´ctica).
Otro corolario es que la cota de error depende
linealmente de la cuantiﬁcacio´n.
5. EJEMPLOS E IMPLEMENTACIO´N
El me´todo de BQSS fue implementado en Pow-
erDEVS, agrega´ndose para esto el algoritmo cor-
respondiente al bloque integrador que imple-
mentaba los me´todos de QSS1, QSS2 y QSS3. Este
bloque permite elegir entre los me´todos menciona-
dos y ahora tambie´n BQSS. Adema´s, permite in-
corporar el quantum y la condicio´n inicial como
para´metros.
2 El s´ımbolo “≤” representa una desigualdad vectorial
componente a componente. De manera similar, “| · |” es
el mo´dulo por componentes de una matriz o vector.
En la implementacio´n, se tomo´ un ancho de
histe´resis 	 = ΔQ/100 para evitar que aumente
la cota de error, manteniendo la legitimidad.
Presentamos a continuacio´n resultados de simu-
lacio´n sobre dos sistemas stiﬀ. Todas las simula-
ciones se realizaron en una PC con procesador
AMD Sempron 2400 de 1.67 GHz con 248MB
de RAM y fueron realizadas en los simuladores
PowerDEVS y Simulink 6.3.
5.1 Sistema Lineal de Segundo Orden
Consideremos nuevamente el sistema lineal stiﬀ
de la Ec.(3) con condiciones iniciales x1(0) = 0 y
x2(0) = 20.
Se realizo´ primero una simulacio´n con BQSS usan-
do quantum ΔQ1 = ΔQ2 = 1. Luego se repitio´ el
experimento disminuyendo en 10 y 100 veces la
cuantiﬁcacio´n. En el primer caso, la simulacio´n
se completo´ con 20 y 22 pasos en x1 y x2 re-
spectivamente. Para ΔQi = 0.1 se realizaron 201
pasos en cada variable y para ΔQi = 0.01, 2006 y
2024 pasos en cada variable. En todos los casos
el tiempo ﬁnal se selecciono´ tf = 1000, pero
la simulacio´n alcanzo´ una situacio´n estable (sin
realizar ma´s pasos) antes de t = 500.
En la Fig.5 se observan las respuestas obtenidas
con ΔQi = 1 y 0.1 (no se incluyo´ la correspon-
diente a 0.01 por no ser apreciable a la vista la
diferencia con la de ΔQi = 0.1).
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Figura 5. Respuesta del sistema lineal (3)
La cota de error global teo´rica, segu´n lo calculado
en el Teorema 3 para ΔQi = 1 es de
e1 ≤ 3.004; e2 = 5.001 (36)
mientras que para ΔQi = 0.1 es 10 veces menor y
para ΔQi = 0.01 es 100 veces menor. Sin embargo,
puede verse en la gra´ﬁca que la diferencia entre la
primera trayectoria y la u´ltima es siempre menor
que 1 para ambas variables, por lo que el error
en la primera simulacio´n no puede ser mayor que
1.03 en x1 y 1.05 en x2, lo que muestra que la cota
de error es en realidad bastante conservadora.
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5.2 Sistema No lineal Stiﬀ
El siguiente problema no lineal es un proble-
ma stiﬀ esta´ndar de prueba (Enright and Pryce,
1987).
x˙1 = −0.013x1 − 1000x1x3
x˙2 = −2500x2x3
x˙3 = −0.013x1 − 1000x1x3 − 2500x2x3
(37)
con condiciones iniciales x1(0) = 1 x2(0) =
1 x3(0) = 0.
Para la simulacio´n con BQSS se utilizo´ la cuan-
tiﬁcacio´n ΔQ1 = 0.01 ΔQ2 = 0.01 ΔQ3 = 10−7 y
un tiempo ﬁnal de 1000.
Los resultados de la simulacio´n pueden verse en
la Fig.6. La misma se realizo´ con un total de
456 pasos (100 en x1, 105 en x2 y 251 en x3),
llegando a una situacio´n estable en t=419.66. El
tiempo total de ca´lculo fue de aproximadamente
6 milisegundos.
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Figura 6. Respuesta del sistema no lineal (37)
Al simular el mismo sistema con los me´todos
impl´ıcitos de Matlab ode15s, ode23s y ode23tb
(utilizando una tolerancia de 10−3) se redujo el
numero de pasos a 44, 27 y 27 respectivamente,
pero el tiempo de ca´lculo se incremento´ a aprox-
imadamente 17 milisegundos (en modo compila-
do). La comparacio´n de estos resultados con los
de BQSS muestran que el error es del orden del
quantum utilizado.
El incremento del tiempo de simulacio´n en Matlab
es atribuible al costo computacional de cada paso,
en el cual debe resolverse una ecuacio´n impl´ıcita,
mientras que en BQSS cada paso so´lo involucra
ca´lculos escalares elementales. Si bien tanto Pow-
erDEVS como Matlab ejecutan co´digo C++ com-
pilado, la forma en que lo hacen no es la misma,
lo que relativiza esta comparacio´n.
6. CONCLUSIONES
Se presento´ el me´todo de BQSS, el primer algorit-
mo de QSS impl´ıcito que permite simular sistemas
stiﬀ de manera eﬁciente. Se demostro´ tambie´n que
el me´todo comparte las propiedades de precisio´n
de los me´todos de QSS anteriores
Una caracter´ıstica notable de BQSS es que su
implementacio´n es en realidad expl´ıcita, por lo que
se trata de un me´todo expl´ıcito que no necesita
reducir excesivamente el paso de integracio´n para
conservar la estabilidad nume´rica.
El trabajo futuro debera´ orientarse a desarrol-
lar me´todos similares de orden mayor, ya que
BQSS esta´ limitado en precisio´n al realizar una
aproximacio´n de primer orden. Para esto, deber´ıa
tomarse como base la idea de las aproximaciones
de QSS2 y QSS3.
Adema´s un problema en el que BQSS puede
resultar muy importante y que por lo tanto debe
estudiarse es la simulacio´n en tiempo real de
sistemas stiﬀ, ya que este me´todo no necesita
realizar las iteraciones que constituyen el principal
inconveniente de los me´todos impl´ıcitos.
REFERENCIAS
Cellier, F.E. and E. Kofman (2006). Continuous
System Simulation. Springer. New York.
Enright, W. H. and J. D. Pryce (1987). Two
(fortran) packages for assessing initial value
methods. (ACM) Transactions on Mathemat-
ical Software 13(1), 1–27.
Kofman, E. (2002). A Second Order Approxima-
tion for DEVS Simulation of Continuous Sys-
tems. Simulation 78(2), 76–89.
Kofman, E. (2003). Simulacio´n y Control de Sis-
temas Continuos por Eventos Discretos. PhD
thesis. Facultad de Ciencias Exactas, Inge-
nier´ıa y Agrimensura. Universidad Nacional
de Rosario.
Kofman, E. (2004). Discrete Event Simulation of
Hybrid Systems. SIAM Journal on Scientiﬁc
Computing 25(5), 1771–1797.
Kofman, E. (2006). A Third Order Discrete Event
Simulation Method for Continuous System
Simulation. Latin American Applied Research
36(2), 101–108.
Kofman, E. and S. Junco (2001). Quantized State
Systems. A DEVS Approach for Continu-
ous System Simulation. Transactions of SCS
18(3), 123–132.
Kofman, E., H. Haimovich and M. Seron (2007). A
systematic method to obtain ultimate bounds
for perturbed systems. International Journal
of Control 80(2), 167–178.
Pagliero, E. and M. Lapadula (2002). Herramienta
Integrada de Modelado y Simulacio´n de Sis-
temas de Eventos Discretos. Diploma Work.
FCEIA, UNR, Argentina.
Zeigler, B., T.G. Kim and H. Praehofer (2000).
Theory of Modeling and Simulation. Second
edition. Academic Press. New York.
Integración por Cuantificación de Sistemas Stiff106
