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We study the statistical distribution of components in the non-perturbative parts of energy eigen-
functions (EFs), in which main bodies of the EFs lie. Our numerical simulations in five models
show that deviation of the distribution from the prediction of random matrix theory (RMT) is
useful in characterizing the process from nearly-integrable to chaotic, in a way somewhat similar to
the nearest-level-spacing distribution. But, the statistics of EFs reveals some more properties, as
described below. (i) In the process of approaching quantum chaos, the distribution of components
shows a delay feature compared with the nearest-level-spacing distribution in most of the models
studied. (ii) In the quantum chaotic regime, the distribution of components always shows small but
notable deviation from the prediction of RMT in models possessing classical counterparts, while, the
deviation can be almost negligible in models not possessing classical counterparts. (iii) In models
whose Hamiltonian matrices possess a clear band structure, tails of EFs show statistical behaviors
obviously different from those in the main bodies, while, the difference is smaller for Hamiltonian
matrices without a clear band structure.
PACS numbers: 05.45.Mt, 03.65.-w, 05.45.Pq
I. INTRODUCTION
Statistical properties of energy eigenfunctions (EFs) of
quantum chaotic systems have been studied extensively
in the past several decades (see, e.g., Refs.[1–28]). These
properties are of interest in many fields in physics, e.g.,
in the study of chaotic quantum dots [29, 30], in that of
optical, elastomechanical, and microwave resonators [31–
37], and in the study of decay and fluctuations of heavy
nuclei [38–40]. They are also of relevance to thermaliza-
tion [41–48], a topic which has attracted renewed interest
in recent years.
Compared with statistical properties of the spectra of
quantum chaotic systems, which can be described by the
random matrix theory (RMT) [6, 14, 25, 49–53], those of
EFs are much more complex and satisfactory answers to
many important questions are still lacking. For example,
to what extent could components in what parts of EFs
of quantum chaotic systems have a distribution close to
the prediction of RMT? To what extent could deviation
of the distribution of components from the prediction of
RMT be used to characterize a transition process from
integrable to chaotic?
In the study of statistics of EFs, several problems are
inevitably faced. One is the basis-dependence problem
— clearly, EFs may have different statistical properties in
different bases. This problem is not serious in many mod-
els of practical interest, because in these models certain
specific bases may be of interest due to physical reasons,
e.g., the configuration space or certain unperturbed basis.
For EFs in the configuration space, Berry’s conjecture
supplies a basic framework for investigation [1], mean-
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while, specific dynamics of the underlying classical sys-
tem may induce certain modifications [3, 12, 16, 18, 23].
However, for EFs in unperturbed bases, not as much is
known for their statistical properties.
Another problem is related to the location of main bod-
ies of EFs. Indeed, long-tails of EFs with fast decay
should show statistical behaviors different from those of
the main bodies, and this may lead to deviation from the
prediction of RMT (see, e.g., Ref.[5]). In the configura-
tion space, the location can be approximately given by
the classically-allowed region [1, 51, 54]. However, the
situation is not so clear in the case of unperturbed basis.
A promising method of locating main bodies of EFs
is given by a generalized Brillouin-Wigner perturbation
theory (GBWPT) [13]. The GBWPT shows that an EF
can be divided into a non-perturbative (NPT) part and a
perturbative (PT) part, with the PT part expanded in a
convergent perturbation expansion by making use of the
NPT part. For a Hamiltonian matrix with a band struc-
ture, PT parts of its EFs show an exponential-type decay
and, hence, main bodies of the EFs should lie in the NPT
parts [55]. In fact, in the Lipkin-Meshkov-Glick (LMG)
model [56] with a banded Hamiltonian matrix, numerical
simulations show that, for those EFs that are delocalized
in their NPT parts, the distribution of components in
their NPT parts is quite close to the prediction of RMT
[17].
In this paper, we carry out a systematic study of the
statistical distribution of components in NPT parts of
EFs. We study all EFs in the middle energy region in
five models with different features, some possessing clas-
sical counterparts and some not, some having banded
Hamiltonian matrices and some not. As well known, de-
viation of the nearest-level-spacing distribution from the
prediction of RMT can be used as a measure of the “dis-
tance to quantum chaos” [25]. We show that deviation of
2the above-mentioned distribution from the prediction of
RMT is also useful in characterizing the process from in-
tegrable to chaotic and, further, it may reveal more than
that supplied by the former deviation.
The paper is organised as follows. In Sec.II A, we
briefly recall basic results of the GBWPT, in particular,
the division of PT and NPT parts of EFs. In Sec.II B, we
introduce the models to be employed. Numerical results
obtained in models possessing classical counterparts are
discussed in Sec.III. Those in models without classical
counterparts are given in Sec.IV. Finally, summaries and
discussions are given in Sec.V.
II. THE GBWPT AND THE MODELS
EMPLOYED
In this section, we first recall basic contents of the GB-
WPT, then, discuss the models to be employed in our
numerical simulations.
A. Generalized Brillouin-Wigner perturbation
theory
Consider a Hamiltonian of the form
H(λ) = H0 + λV, (1)
where H0 is an unperturbed Hamiltonian and λV repre-
sents a generic perturbation with a control parameter λ.
Eigenstates of H(λ) and H0 are denoted by |α〉 and |k〉,
respectively,
H(λ)|α〉 = Eα(λ)|α〉, H0|k〉 = E0k|k〉, (2)
with labels α and k in energy order. Components of the
EFs are denoted by Cαk = 〈k|α〉 and the dimension of
the Hilbert space is denoted by dH .
In the GBWPT, for each perturbed state |α〉, the set
of unperturbed states |k〉 is divided into two substes, de-
noted by Sα and Sα. The related projection operators,
PSα =
∑
|k〉∈Sα
|k〉〈k|, QSα =
∑
|k〉∈Sα
|k〉〈k| = 1− PSα , (3)
divide the perturbed state into two parts, |αs〉 ≡ PSα |α〉,
|αs〉 ≡ QSα |α〉. As shown in Ref.[13], if this division
satisfies the following condition, namely
lim
n→∞
〈φ|(T †α)nT nα |φ〉 = 0 ∀|φ〉, (4)
where
Tα =
1
Eα −H0QSαλV, (5)
then, making use of the part |αs〉, the other part |αs〉 can
be expanded in a convergent perturbation expansion, i.e.,
|αs〉 = Tα|αs〉+ T 2α|αs〉+ · · ·+ T nα |αs〉+ · · · . (6)
Let us consider an operator Wα in the subspace
spanned by unperturbed states |k〉 ∈ Sα,
Wα := QSαV
1
Eα −H0QSα , (7)
and use |ν〉 and wν to denote its eigenvectors and eigen-
values, Wα|ν〉 = wν |ν〉, where for brevity we omit the
subscript α for |ν〉 and wν . It is easy to verify that the
condition (4) is equivalent to the requirement that
|λwν | < 1 ∀|ν〉. (8)
In a quantum chaotic system H(λ), all good quantum
numbers of the unperturbed system H0, except that re-
lated to the energy, are destroyed. For this reason, we
consider Sα of the form
Sα = {|k〉 : k1 ≤ k ≤ k2}. (9)
We call the smallest set Sα satisfying the condition (4)
the non-perturbative (NPT) region of the state |α〉, and
the related set Sα the perturbative (PT) region. Corre-
spondingly, the state |α〉 is divided into a NPT part |αs〉
and a PT part |αs〉. Clearly, the NPT region of |α〉 has
the smallest value of (k2 − k1).
For sufficiently small λ and for Eα not very close to
any of the unperturbed eigenenergies, the condition (4)
can be satisfied with Sα = {|k0〉}, where |k0〉 is the un-
perturbed state whose energy is the closest to Eα. In
this case, k1 = k2 = k0. With increasing perturbation
strength λ, usually the width the NPT region increases.
As an application of the GBWPT, let us discuss
a Hamiltonian whose matrix has a band structure in
the unperturbed basis. Expanding the state vector
QSαλV |αs〉 in the basis |ν〉, one has
QSαλV |αs〉 =
∑
ν
dν |ν〉. (10)
Substituting Eq.(5) and Eq.(10) into Eq.(6), after simple
derivation, it is found that, for each unperturbed state
|j〉 in the set Sα, the component Cαj = 〈j|α〉 is written
as
Cαj =
1
Eα − E0j
∑
ν
[
dν
1− λwν 〈j|ν〉
]
(λwν)
m−1
, (11)
where m is the smallest positive integer for
〈j|(QSαV )m|αs〉 not equal to zero, i.e., the small-
est number of steps of coupling from |j〉 to |αs〉 through
the perturbation V [55]. Let us use b to denote the band
width of the Hamiltonian matrix, thus, 〈k|V |k′〉 = 0
if |k − k′| > b. For j > k2, one has m ≥ 1b (j − k2),
then, since |λwν | < 1, Eq.(11) shows that the EF has an
exponential-type decay with increasing j. Similarly, the
EF has an exponential-type decay with decreasing j for
j < k1.
Special attention should be paid to the two regions
[k1 − b, k1] and [k2, k2 + b], for which m = 1. According
3to Eq.(11), the exponential-type decay does not appear in
these two regions. We call these two regions the shoulders
of the NPT region. Usually, the main body of the EF
should lie within the region [k1−b, k2+b], namely, within
the NPT-plus-shoulder region.
B. Models Employed
We employ five models in our numerical simulations,
all exhibiting quantum chaos in certain parameter re-
gions. Here, quantum chaos is defined by closeness of
the statistics of the spectrum, particularly, the nearest-
level-spacing distribution to the prediction of RMT [25].
The first two models, a three-orbital LMG model [56]
and a single-mode Dicke model [57], possess classical
counterparts. While, the rest three models, the Wigner-
band random-matrix (WBRM) model [58], a defect XXZ
chain [59], and a defect Ising chain [60], do not have any
classical counterpart. Hamiltonian matrices in the LMG,
the Dicke, and the WBRM models have a clear band
structure in the considered unperturbed bases, while,
those in the rest two models do not have a clear band
structure. Below, we give brief descriptions of the mod-
els.
The three-orbital LMG model is composed of Ω
fermionic particles, occupying three energy levels labeled
by r = 0, 1, 2, each possessing Ω-degeneracy. Here, we
are interested in the collective motion of this model. We
use ǫr to denote the energy of the r-th level and, for
brevity, we set ǫ0 = 0. The Hamiltonian of the model, in
the form of Eq.(1), is given by
H0 = ǫ1K11 + ǫ2K22, V =
4∑
t=1
µtV
(t). (12)
Here,Krr represents the particle number operator for the
orbital r and
V (1) = K10K10 +K01K01, V
(2) = K20K20 +K02K02,
V (3) = K21K20 +K02K12, V
(4) = K12K10 +K01K21,(13)
where Krs with r 6= s indicate particle raising and low-
ering operators. (See Refs.[5, 13] for detailed proper-
ties of the operators Krs and of the Hamiltonian ma-
trix.) In our numerical simulations, the particle num-
ber is set at Ω = 40, as a result, the dimension of
the Hilbert space is dH = 861. Other parameters are
ǫ1 = 1.1, ǫ2 = 1.61, µ1 = 0.039, µ2 = 0.044, µ3 = 0.048,
and µ4 = 0.041. With these parameters, the nearest-
level-spacing distribution is quite close to the Wigner
distribution at λ about 1.
The single-mode Dicke model describes the interaction
between a single bosonic mode and a collection of N two-
level atoms. The system can be described in terms of a
collective operator Jˆ for the N atoms, with
Jˆz ≡
N∑
i=1
sˆ(i)z , Jˆ± ≡
N∑
i=1
sˆ
(i)
± , (14)
where sˆ
(i)
x(y,z) represent Pauli matrices divided by 2 for
the i-th atom. The operators Jz,± obey the usual com-
mutation rules for the angular momentum,
[Jz, J±] = ±J±, [J+, J−] = 2Jz. (15)
The unperturbed Hamiltonian and the perturbation are
written as [61]
H0 = ω0Jz + ωa
†a,
V =
1√
2j
(a† + a)(J+ + J−), (16)
where j = N/2. In numerical simulations, we take N =
40 and truncate the particle number of the bosonic mode
at 40. We consider the resonance condition with ω0 =
ω = 1. The Hilbert space is spanned by eigenstates of
Jz, denoted by |m〉 with m = −j,−j + 1, · · · , j − 1, j.
In the WBRM model, the unperturbed Hamiltonian
H0 takes a diagonal form with E
0
i = i (i = 1 · · · , dH).
The elements vij of the perturbation V are random num-
bers with Gaussian distribution for 1 6 |i − j| 6 b
(〈vij〉 = 0, 〈v2ij〉 = 1) and are zero otherwise. Thus, the
Hamiltonian matrix has a band structure with a band-
width b. This model exhibits a phenomenon called “lo-
calization in the energy shell” at large λ [62].
The defect XXZ model is a modified XXZ model, with
a magnetic field applied to one of the N spins. We use the
free boundary condition. The unperturbed Hamiltonian
and the perturbation are written as
H0 = µdσ
5
z +
N−1∑
i=1
µσizσ
i+1
z ,
V =
N−1∑
i=1
σixσ
i+1
x + σ
i
yσ
i+1
y . (17)
The system is integrable without the additional magnetic
field applied at the N/2-th spin, but, it can be a quantum
chaotic system when the additional magnetic field is suf-
ficiently strong. The total Hamiltonian H is commutable
with Sz, the z-component of the total spin, and we use
the subspace of Sz = −2 in our numerical study. Other
parameters used in this model are N = 12, µd = 1.11,
and µ = 0.5.
The defect Ising model has a defect term similar to that
in the defect XXZ model discussed above and, similarly,
it can be a quantum chaotic system when the additional
field is sufficiently strong. In this model,
H0 = µdσ
5
z +
N∑
i
Jzσ
i
zσ
i+1
z , V =
N−1∑
i=1
σix. (18)
Parameters used are N = 10, µd = 1.11, Jz = 1, and
µz = 0.4.
For the sake of convenience when comparing results
obtained in different models, we rescale the parameter
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FIG. 1: (Color online) Average shape of EFs in the LMG,
Dick, defect Ising, and defect XXZ models, as a function of
the energy difference ε [see Eq.(19)]. Vertical straight lines
indicate edges of the averaged NPT regions.
λ→ λ′ = λ/a, such that the nearest-level-spacing distri-
bution has the smallest deviation from the Wigner dis-
tribution at λ about 1 in all the models. Specifically,
a = 0.8, 1.3, 0.6, 1.2, and 2 for the LMG, Dicke, defect
Ising, defect XXZ, and WBRM models, respectively. For
brevity, in what follows, we omit the prime in λ′.
C. Average shape of EFs and their NPT regions
Before discussing statistical properties of EFs, it is use-
ful to compute the average shape of EFs, which we denote
by Π(ε),
Π(ε) = 〈|Cαk|2〉ε, (19)
where 〈·〉ε indicates taking average for a given value of ε
for εαk = E
0
k − Eα. In numerical computation of Π(ε),
we take average over 50 EFs in the middle energy region
in each model.
In models with band structure of the Hamiltonian ma-
trices, namely the LMG model, the Dicke model, and the
WBRM model, as predicted by the GBWPT, main bod-
ies of the EFs indeed lie in the NPT-plus-shoulder regions
(see Fig.1). Interestingly, even in the defect Ising and
defect XXZ models, whose Hamiltonian matrices do not
have a clear band structure, main bodies of the EFs also
lie in the NPT regions. As predicted by the GBWPT, in
the three models with banded Hamiltonian matrices, the
EFs behave differently in the NPT and PT regions, with
quite fast exponential-type decay in the PT regions (see
Fig.2) (see Ref.[55] for numerical results for the WBRM
model.)
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FIG. 2: Same as in Fig.2, but, in the logarithm scale.
III. DISTRIBUTION OF COMPONENTS IN
MODELS POSSESSING CLASSICAL
COUNTERPARTS
In this section, we discuss the distribution of compo-
nents in NPT parts of EFs in models that possess classical
counterparts.
A. Distribution in the quantum chaotic regime
In models possessing classical counterparts, the ma-
trices of perturbed Hamiltonians in unperturbed bases
usually have a band structure. This is related to the fact
that in the semiclassical limit the spectrum of the un-
perturbed system usually does not have an upper bound.
Meanwhile, the perturbation usually gives a finite con-
tribution to the total energy and, as a result, it couples
unperturbed basis with a finite energy difference. In-
deed, both the LMG model and the Dicke model have
this property.
As discussed previously, we are mainly interested in
statistical properties of the NPT parts. Suppose we have
M components Cαk taken from the NPT parts of consid-
ered EFs. To compute the distribution of these compo-
nents, we first normalize them, getting C˜αk, then, com-
pute the distribution of x = C˜αk
√
M , which we denote
by f(x). The RMT predicts a Gaussian form of this dis-
tribution for the Gaussian orthogonal ensemble (GOE),
denoted by fGOE(x) [25],
fGOE(x) =
1√
2π
exp(−x2/2). (20)
In our numerical computations of the distribution f(x),
we use the 300 EFs in the middle energy region in each
system.
As discussed previously, in the quantum chaotic regime
of the LMG model, restricted to those EFs that are de-
localized in their NPT regions, the distribution f(x) is
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FIG. 3: (Color online) Upper panels: The distribution f(x)
(circles in red) for components in the NPT parts of EFs in the
middle energy region of the LMG model and the Dicke model
at λ = 1. The solid curve (in black) indicates the Gaussian
distribution predicted by the RMT in Eq.(20). Lower panels:
The distribution g(x) for rescaled components in the NPT
parts of EFs.
quite close to the Gaussian form fGOE(x) [17]. Similar
phenomenon has also been observed in the Dicke model.
However, when all the EFs in the middle energy region
are taken into account, the distribution f(x) shows some
notable deviation from the prediction of GOE (see upper
panels in Fig.3), though the deviation is almost negli-
gible between the nearest-level-spacing distribution and
the prediction of RMT under the same parameters.
A fact that should be taken into account is that the
average shape of EFs, i.e., Π(ε), is usually not flat in
the NPT regions. For example, in the Dicke model, Π(ε)
has a high peak (Fig.1). Such a high peak may have non-
negligible influence in the distribution of components. To
take out influence of such peaks, a procedure of ‘rescal-
ing’ can be performed, flattening the average shape of the
EFs, which has some similarity to the procedure of ‘un-
folding’ employed in the study of statistical properties of
spectra. Specifically, we consider the following ‘rescaled’
components,
C˜αk = Cαk/
√
Π(ε), (21)
and use g(x) to indicate the distribution of C˜αk. Indeed,
in the Dicke model the distribution g(x) becomes closer
to fGOE(x) than f(x), though it still has some small,
but notable deviation from fGOE(x). (see lower panel in
Fig.3). There is almost no change in the LMG model.
The above-discussed deviation of g(x) from fGOE(x)
can be understood from a semiclassical point of view.
As is known, specific dynamics of the underlying classi-
cal counterparts, such as closed orbits that may lead to
scars [3] and small regular islands in the chaotic sea, may
have non-negligible influences in EFs. Such influences
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FIG. 4: Variation of the deviations ∆f , ∆g , and ∆p with the
perturbation strength λ in the LMG and Dicke models.
can not be moved out by the procedure of ‘rescaling’.
Consistently, as to be shown later, the distribution of
components can be quite close to the prediction of RMT
in models not possessing classical counterpart.
B. The process from nearly-integrable to chaotic
In this subsection, we study whether the deviation of
f(x) from fGOE(x) can be employed to characterize the
process from nearly-integrable to chaotic. In particular,
it is of interest to know whether this deviation may give
information that is not supplied by the spectra. Quan-
titatively, we use the following quantity as a measure of
the deviation, i.e.,
∆f =
∫
|f(x)− fGOE(x)| dx. (22)
Similarly, for the distribution g(x), we use
∆g =
∫
|g(x)− fGOE(x)| dx. (23)
For the sake of comparison, we also study variation of
the near-level-spacing distribution p(s). Since the distri-
bution p(s) often has large fluctuations, one can instead
consider the cumulative distribution of p(s), denoted by
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FIG. 5: Upper panels: Similar to Fig.3, for g(x) in the Dicke
model at λ = 0.4 and 0.9. Lower panels: The corresponding
cumulative distribution I(s) (solid circles in read) and IW (s)
given by the Wigner distribution (solid curve) in Eq.(26).
I(s), I(s) =
∫ s
−∞
p(s′)ds′. Specifically, we study the
quantity
∆p =
∫
|I(s)− IW(s)|ds. (24)
Here, IW (s) is the cumulative distribution of the Wigner
distribution pW (s), which is almost identical to the pre-
diction of RMT,
pW (s) =
πs
2
exp
(
−πs
2
4
)
. (25)
It is straightforward to verify that
IW (s) = 1− exp
(
−πs
2
4
)
. (26)
In each system, the distribution I(s) is computed for the
same 300 EFs in the middle energy region as those used
in the computation of f(x). To improve the statistics,
for each value of λ, we also use 10 values of λ′ within the
interval [λ− δ, λ+ δ] with δ = 0.05.
Variation of the deviations ∆f , ∆g and ∆p with the
perturbation strength λ are given in Fig.4 for the two
models. Although as discussed above the two distribu-
tions f(x) and g(x) always have some notable deviation
from fGOE(x) even in the chaotic regime, their variations
show a trend similar to that of ∆p. Hence, these two dis-
tributions are also useful in characterizing the process
from nearly-integrable to chaotic. In the LMG model,
we found that, similar to the case of chaotic regime dis-
cussed above, the ‘rescaling’ procedure introduces quite
small modification to the distribution of components and,
as a result, the values of ∆g are close to ∆f in the whole
parameter regime. While, in the Dicke mode, ∆g are
obviously smaller than ∆f .
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FIG. 6: (Color online) Similar to Fig.3, but for the WBRM
model at λ = 1.
In the process of approaching the chaotic regime in the
Dicke model, there is some discrepancy between the be-
haviors of ∆f (similar for ∆g) and those of ∆p (Fig.4).
To be specific, let us use λfm and λ
p
m to denote the
values of λ at which ∆f and ∆p first reach their (ap-
proximate) minimum values, respectively. In the Dicke
model, λfm ≈ 0.9 > λpm ≈ 0.4. This implies that there
exists a parameter regime, namely (λpm, λ
f
m), in which
the nearest-level-spacing distribution p(s) has already be-
come close to the Wigner distribution, while the distri-
bution f(x) still has obvious deviation from the closest
form it may have to fGOE(x). We give some examples
of this phenomenon in Fig.5, showing g(x) and I(s) at
λ = 0.4 and 0.9.
We call the above-discussed interesting phenomenon
of λpm < λ
f
m a delay effect of the distribution of com-
ponents. In the LMG model, λfm ≈ λpm and there is no
obvious decay effect. The decay effect suggests that the
spectrum and the EFs do not reach the chaotic regime
simultaneously. Intuitively, this phenomenon is not quite
unexpected. In fact, the most significant feature of the
spectrum of a quantum chaotic system is level repulsion,
while, to have level repulsion, it is unnecessary for the
EFs to reach the most irregular form it may have. The
delay effect also exists in the three models to be discussed
in the next section.
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FIG. 7: Similar to Fig.4, but, for the WBRM model, the
defect Ising model, and the defect XXZ model.
IV. DISTRIBUTION OF COMPONENTS IN
MODELS WITHOUT CLASSICAL
COUNTERPARTS
In this section, we discuss the three models which do
not have any classical counterpart. We first discuss the
WBRM model, whose Hamiltonian matrix has a clear
band structure, then, discuss the defect Ising and the
defect XXZ models, whose Hamiltonian matrices do not
have a clear band structure.
A. The WBRM model
In the WBRM model, when the perturbation is not
strong with Γ ≪ b, where Γ = 2π|λVjk|2ρ(E), main
bodies of the averaged EFs and local spectral density
of states have approximately a Lorentz shape with width
given by Γ [63–65]. Here, ρ(E) is the density of states.
At relatively strong perturbation with Γ ≈ b, the aver-
aged EFs have a Gaussian shape. At strong perturbation
with very large λ, this model shows an interesting phe-
nomenon called “localization in energy shell” [62], which
is due to localization of EFs in their NPT regions [55].
This model does not have any classical counterpart,
hence, unlike in the models of LMG and Dicke, there
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FIG. 8: (Color online) Similar to Fig.3, but for the defect
Ising and defect XXZ models at λ = 1.
is no influence coming from specific, classical dynamics.
In fact, in this model the distribution f(x) can be quite
close to the prediction of RMT (see Fig.6 for λ = 1).
Furthermore, the averaged EF has a relatively flat shape
inside the NPT region, as a result, the two distributions
f(x) and g(x) are close to each other, as well as the two
deviations ∆f and ∆g (see Fig.7). In the computation
of the distributions of components, 10 realizations of the
perturbation V have been used for each value of λ.
As seen in Fig.7, the delay effect is quite significant
in this model, with λpm ≈ 0.4 and λfm ≈ 1. In fact,
this model has a feature not possessed by the LMG and
Dicke models, namely, the NPT regions of EFs are quite
narrow at relatively small λ; for example, they have only
about 5 components at λ = 0.5. The narrowness of the
NPT regions of EFs prevents the distribution f(x) from
becoming quite close to the prediction of RMT.
With increasing λ, the number of components in the
main bodies of the EFs increases. At λ = 1, as seen
in Fig.6, the distributions f(x) and g(x) are quite close
to the Gaussian distribution. However, with further in-
crease of λ, deviation of f(x) from fGOE(x) increase and
this is due to the phenomenon of ‘localization in energy
shell’ mentioned above.
B. The defect Ising model and defect XXZ model
The defect Ising model and the defect XXZ model do
not have any classical counterpart, either. Similar to a
feature discussed above for the WBRM model, without
influence from specific classical dynamics, the distribu-
tions f(x) and g(x) can be quite close to the prediction
of the RMT in the quantum chaotic regime (see upper
panels in Fig.8 at λ = 1).
In the process from nearly-integrable to chaotic, varia-
tion of the two deviations ∆f and ∆g show a trend similar
to that of ∆p obtained from the spectra. Hence, these
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FIG. 9: (Color online) Similar to Fig.5, but for the defect
XXZ model at λ = 0.5 and 0.7.
two deviations can also be useful in characterizing the
process. The delay effect also exists in these two models,
with λpm between 0.6 and 0.7 and λ
f
m ≈ 0.8 in the defect
Ising model, and λpm ≈ 0.5 and λfm ≈ 0.7 in the defect
XXZ model. Some examples of this effect in the defect
XXZ model are shown in Fig.9.
Before concluding this section, we discuss briefly the
distribution of all components of EFs, including both the
PT and NPT parts, in the quantum chaotic regime in
the five models discussed above. As expected, the dis-
tribution f(x) always shows obvious deviation from the
prediction of RMT in all the five models.
However, the distribution g(x) of ‘rescaled’ compo-
nents shows different features, depending on whether the
Hamiltonian matrices have a clear band structure or not.
Specifically, in the three models of LMG, Dicke, and
WBRM with banded Hamiltonian matrices, the distri-
bution g(x) always shows large deviation from the pre-
diction of RMT, but, the distribution becomes close to
the prediction of RMT in the two models of defect Ising
and defect XXZ at some values of λ (see examples in
Fig.10). We found that this difference is related to the
following observed fact, that is, in models with banded
Hamiltonian matrices, fast-decaying long tails of individ-
ual EFs usually have large deviations from their averaged
shape Π(ε).
V. SUMMARY AND DISCUSSIONS
As well known, statistical properties of the spectra
of quantum chaotic systems have universal features de-
scribed by the RMT, only depending on symmetry of
the system. However, in order to understand statistical
properties of EFs of quantum chaotic systems, specific
dynamics can not be neglected. A important problem
faced in this study is to make clear what part of EFs
in what type of systems may show similar statistical be-
haviors. In this paper, by means of numerical simula-
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FIG. 10: (Color online) The distribution g(x) for all
(“rescaled”) components of the EFs in the LMG, the WBRM,
the defect Ising, and the defect XXZ models at λ = 1.
tions performed in five models, we study this problem in
quantum chaotic systems, as well as in the process from
nearly-integrable to chaotic. Below, we summarize our
results and give brief discussions.
(i) Loosely speaking, main bodies of EFs lie in the
NPT (non-perturbative) parts of the EFs. In the study
of statistical properties of EFs, it proves useful to con-
sider their NPT and PT parts separately, particularly in
models whose Hamiltonian matrices have a clear band
structure. Below, we discuss the NPT parts, unless oth-
erwise stated.
(ii) In the process from nearly-integrable to chaotic,
deviation of the distribution of components in NPT parts
of EFs from the prediction of RMT shows a trend similar
to that given by the statistics of spectra. Hence, the
distribution of components is also useful in characterizing
the process.
(iii) The distribution of components shows some dif-
ferent features, depending on whether the studied model
possesses a classical counterpart or not. Specifically, in
the two models possessing classical counterparts, the dis-
tribution always shows some notable deviation from the
prediction of RMT in the quantum chaotic regime, which
may be at least partially attributed to specific dynamics
of the underlying classical system. In contrast, in the
three models without any classical counterpart, the dis-
tribution of components can become quite close to the
prediction of RMT.
This phenomenon deserves further investigation. By
no means should one expect that not-possessing classical
counterpart could be a sufficient condition for the dis-
tribution of components to be close to the prediction of
RMT in the quantum chaotic regime.
(iv) The distribution of components may show a delay
effect in the process from nearly-integrable to chaotic,
compared with the statistics of spectra. Specifically, in
four of the models studied, there exists a regime of per-
9turbation strength, in which the distribution of compo-
nents shows obvious deviation from its closest form to
the prediction of RMT, while the nearest-level-spacing
distribution has already become quite close to the pre-
diction of RMT. (In the rest model, namely, the LMG
model, the width of such a regime can be neglected.)
Analytical explanation of this phenomenon seems a
tough task. Anyway, this phenomenon suggests that
closeness of the nearest-level-spacing distribution to the
prediction of RMTmay not necessarily imply completely-
chaotic motion of the EFs.
(v) In models whose Hamiltonian matrices have a clear
band structure, the distribution of components in the
PT parts of EFs always shows large deviation from the
prediction of RMT, even after ‘rescaling’. But, in models
whose Hamiltonian matrices do not have a clear band
structure, the distribution of ‘rescaled’ components in
the PT parts has a form close to the prediction of RMT
in the quantum chaotic regime.
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