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COHOMOLOGIE AUTOMORPHE ET
COMPACTIFICATIONS PARTIELLES DE
CERTAINES VARIE´TE´S DE GRIFFITHS–SCHMID.
Henri Carayol
We study some automorphic cohomology classes of degree one on the Griffiths-
Schmid varieties attached to some unitary groups in 3 variables. Using partial
compactifications of those varieties, constructed by K. Kato and S. Usui, we define
for such a cohomology class some analogues of Fourier-Shimura coefficients, which
are cohomology classes on certain elliptic curves. We show that a large space of
such automorphic classes can be generated by those with rational ”coefficients”.
More precisely, we consider those cohomology classes that come from Picard modular
forms, via some Penrose-like transform studied in a previous article : we prove that
the coefficients of the classes thus obtained can be computed from the coefficients of
the Picard form by a similar transform defined at the level of the elliptic curve.
Le pre´sent travail prolonge les articles [Ca1] et [Ca2], dans lesquels on e´tudiait les
groupes de cohomologie de certains faisceaux cohe´rents sur les varie´te´s de Griffiths–
Schmid associe´es a` certaines formes de groupes unitaires en trois variables. Rap-
pelons sommairement la de´finition des varie´te´s en question : elles sont des quotients
de domaines de pe´riodes (”period matrix domains”), attache´s a` certains groupes
re´ductifs, par des groupes arithme´tiques, ou, si l’on pre´fe`re, des version ade´liques de
tels quotients. En tant que telles, elles ge´ne´ralisent la notion de varie´te´ de Shimura,
bien qu’elles ne soient pas en ge´ne´ral, contrairement a` ces dernie`res, des varie´te´s
alge´briques. Elles avaient e´te´ conside´re´es et e´tude´es par Griffiths et Schmid (cf.
[G-S]) parce qu’elles parame`trent des structures de Hodge munies de polarisations
et de donne´es additionnelles.
Comme dans le cas plus classique des varie´te´s de Shimura, la de´composition
des groupes de cohomologie de faisceaux cohe´rents se de´crit en termes de formes
automorphes, une diffe´rence essentielle avec ce cas habituel consistant en ceci :
que le H0 est souvent nul ou trivial, autrement dit qu’il n’y a pas ou peu de
formes automorphes au sens usuel (d’ou` le fait que ces varie´te´s sont la plupart
du temps non-alge´briques), mais plutoˆt des classes de cohomologie automorphe
de degre´ ≥ 1. Les articles [Ca1] et [Ca2] tirent leur origine de l’observation que
ces groupes de cohomologie, dans le cas des varie´te´s de Griffiths–Schmid, peuvent
contenir un peu plus de formes automorphes que dans le cas des varie´te´s de Shimura;
en particulier, du moins dans le cas de formes de groupes unitaires a` trois variables,
mais sans doute aussi dans des cas beaucoup plus ge´ne´raux, on y trouve des classes
associe´es a` des formes du type de Maass qui ne peuvent pas intervenir dans le
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cadre des varie´te´s de Shimura. On aimerait bien suˆr beaucoup pouvoir se servir de
l’apparition de ces formes dans la cohomologie de ces varie´te´s afin de prouver des
proprie´te´s arithme´tiques (rationalite´, congruences, construction de repre´sentations
galoisiennes), mais on se heurte aussitoˆt dans ce projet a` l’obstacle essentiel que
constitue leur non-alge´bricite´.
L’objet du pre´sent article est d’aborder la question suivante : comment peut-
on de´finir ce qu’est une classe de cohomologie rationnelle, en de´pit du fait que la
varie´te´ e´tudie´e n’est pas munie d’une structure arithme´tique ? Si l’on pense au
cas plus habituel des varie´te´s de Shimura (en oubliant provisoirement qu’elles sont
alge´briques et de´finies sur un corps de nombres) et si l’on veut de´finir e´le´men-
tairement pour ces dernie`res ce qu’est la rationalite´ d’une forme automorphe, on
voit que cela peut se faire essentiellement de deux fac¸ons : la premie`re consiste
a` regarder les valeurs prises aux points spe´ciaux et la seconde a` conside`rer les
coefficients des de´veloppements de Fourier aux pointes ou composantes frontie`res.
La premie`re fac¸on peut se ge´ne´raliser sous la forme suivante aux classes de coho-
mologie porte´es par les varie´te´s de Griffiths-Schmid : on inte`gre ladite classe sur
des cycles convenables, ce qui est a` la base d’une approche souvent utilise´e (cf.
par exemple [WW]) quoique pour d’autres motifs que des questions de rationalite´.
Quant a` la seconde fac¸on de proce´der, sa ge´ne´ralisation au cas pre´sent ne´cessite
de disposer d’un analogue des composantes frontie`res, c’est-a`-dire d’une sorte de
compactification des varie´te´s de Griffiths-Schmid. Or une telle compactification
partielle vient d’eˆtre construite par K. Kato et S. Usui [K-U]. Le but du pre´sent
article est d’explorer ce que l’on peut faire a` l’aide de ces compactifications.
Nous nous plac¸ons ici dans le cas particulier d’un groupe unitaire en trois va-
riables ; c’est le meˆme cadre que celui ou` nous nous e´tions place´s dans les deux
articles [Ca1] [Ca2], a` ceci pre`s que nous prenions alors pour simplifier une forme
anisotrope du groupe, ce que nous ne faisons plus maintenant car bien suˆr nous
voulons travailler sur une varie´te´ non-compacte. Notre varie´te´ complexe est de
dimension 3, et nous de´crivons dans ce cas la ”compactification” (en fait tre`s
partielle) que nous donne la construction de Kato et Usui : elle revient a` ajouter
comme composantes frontie`res des courbes elliptiques a` multiplication complexe.
D’autre part nous appliquons une construction analogue a` celle de [Ca2] qui donne,
a` partir de formes de Picard classiques, les classes de cohomologie - de degre´ 1 -
qui leur correspondent sur notre varie´te´. Nous regardons ensuite la restriction au
voisinage d’une composante frontie`re de cette classe et expliquons enfin comment
e´crire une sorte de de´veloppement de Fourier et comment exprimer les coefficients
de ce de´veloppement – qui sont des e´le´ments duH1 des courbes elliptiques frontie`res
– en terme du de´veloppement de Fourier-Shimura (cf. [Sh2] , [Sh3]) de la forme
de Picard de de´part. On peut donc lire sur ce de´veloppement les proprie´te´s de
rationalite´ de nos classes.
Il serait extreˆmement inte´ressant de pouvoir faire de meˆme pour des classes de
cohomologie de degre´ 2 : en effet, de meˆme que dans [Ca1], on devrait obtenir par
cup-produit de formes de type holomorphe et anti-holomorphe toutes les formes du
type de Maass. Si l’on pouvait de´finir des sortes de coefficients de Fourier pour
de telles classes, on en de´duirait des renseignements tout-a`-fait nouveaux sur leurs
proprie´te´s arithme´tiques. Il s’agit toutefois d’un proble`me nettement plus difficile
que pour le H1. On verra en effet dans le cours de cet article a` quoi ressemble un
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voisinage de la courbe elliptique frontie`re : un tel voisinage n’est pas localement de
Stein ; le H2 d’un tel voisinage de notre courbe elliptique fait intervenir, outre la
ge´ome´trie de cette courbe, les groupes de 1 - cohomologie des voisinages des points
de la frontie`re. Il s’agit donc d’un objet de nature nettement moins alge`brique que
le H1.
Le plan de l’article est le suivant : au paragraphe 1, nous de´finissons les varie´te´s
qui nous inte´ressent, et nous expliquons comment adapter les constructions de [Ca2]
afin de pouvoir associer aux formes modulaires de Picard des classes de cohomologie
automorphe. Dans le second paragraphe nous explicitons, dans le cas particulier
conside´re´ ici, la construction de Kato et Usui, qui donne naissance a` une compacti-
fication partielle de notre varie´te´ de Griffiths–Schmid. Le troisie`me paragraphe est
consacre´ a` la de´finition des de´veloppements de Fourier-Jacobi tant dans le cas des
formes modulaires de Picard que dans celui des classes de cohomologie automorphe
sur les varie´te´s ici conside´re´es : le premier cas est bien classique, et on obtient des
e´le´ments du H0 de courbes elliptiques CM, autrement dit des fonctions the´ta. Dans
le second cas nous obtenons comme ”coefficients” des classes dans le H1 des meˆmes
courbes - ou` plutoˆt de leurs complexes conjugue´es.
Au quatrie`me paragraphe nous de´finissons une transformation cohomologique
qui associe aux sections de faisceaux sur d’une courbe elliptique des classes de 1–
cohomologie sur la courbe conjugue´e et nous e´tablissons des proprie´te´s de rationalite´
pour cette transformation. Finalement, nous ve´rifions au paragraphe 5 que la
transformation cohomologique du §1 est donne´e au niveau de chaque coefficient
par celle du §4, ce qui prouve finalement les proprie´te´s de rationalite´ attendues.
J’ai expose´ une version pre´liminaire de ce travail lors d’un workshop ”Arithmetic
Groups and Automorphic Forms” organise´ au de´but 2002 par Joachim Schwermer
a` l’Erwin Schro¨dinger International Institute for Mathematical Physics de Vienne.
Je remercie ici cet organisme ainsi que l’organisateur de la rencontre.
1. Formes automorphes et cohomologie automorphe
Soit F ⊂ C un corps quadratique imaginaire, muni d’un plongement complexe.
On note G = SU(2, 1) le groupe spe´cial unitaire (quasi-de´ploye´) associe´ a` la forme
hermitienne H sur F 3 donne´e par H(x, y, t) = −xt¯ + yy¯ − x¯t, ou` x → x¯ de´signe
la conjugaison complexe sur F . Le groupe G(R) ope`re naturellement sur le plan
projectif complexe P2(C) avec deux orbites ouvertes qui sont respectivement la
”boule unite´” ouverte ∆ , constitue´e des points p associe´s aux vecteurs v qui ve´rifient
H(v) < 0, et le comple´mentaire de la boule ferme´e ∆c. On a repris ici des notations
de [Ca2] sauf en ce qui concerne la forme hermitienne qui e´tait diagonale dans (loc.
cit) et qu’il est plus pratique de conside´rer maintenant comme nous le faisons ici,
dans le but d’e´tudier les phe´nome`nes qui se passent au voisinage des pointes. Une
autre diffe´rence essentielle avec [Ca2] est que nous avions conside´re´ alors une forme
anisotrope de SU(2, 1).
Le domaine de pe´riodes Ω est le sous-espace ouvert de l’ensemble des drapeaux
(p, L) constitue´ de ceux tels que p n’appartienne pas a` la boule ferme´e ∆c et que L
rencontre ∆. Si on note Ωˇ l’ensemble de tous les drapeaux de P2(C), on voit qu’il y
a 3 orbites ouvertes pour l’action de G(R) sur Ωˇ: d’une part Ω, d’autre part deux
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orbites note´es X et Y, en dualite´ par rapport a` la forme H : on a de´signe´ par X
(resp. Y) le sous espace de l’espace des drapeaux Ωˇ constitue´ des (p, L) tels que
p ∈ ∆ (resp. tels que L ∩∆c = ∅).
Les varie´te´s de Griffiths-Schmid (connexes) associe´es a` cette situation sont les
quotients Γ\Ω pour Γ un sous-groupe de congruence assez petit de G. Ce sont
des varie´te´s analytiques complexes non alge´briques. Contrairement a` la situation
e´tudie´e dans [Ca2], elles ne sont plus maintenant compactes.
Plus classiquement, on conside`re les surfaces de Picard Γ\∆. L’espaceX est fibre´
en droites projectives au dessus de ∆, et il en est donc de meˆme pour les quotients
Γ \X, au-dessus des surfaces Γ \ ∆. Quand a` Y et ses quotients, ils s’identifient
naturellement, sous la dualite´ donne´e par la forme hermitienne H , aux conjugue´s
complexes de X et de ses quotients. Ils sont fibre´s en droites projectives sur la
surface de Picard Γ\∆, ou` ∆ de´signe l’ensemble, dual de ∆, constitue´ des droites
L exte´rieures a` ∆c.
De´signons d’autre part par Fa,b la restriction du faisceau O(a) ⊗ O(b) a` Ωˇ ⊂
P2(C)×P2∨(C), ainsi qu’aux diffe´rents espaces Ω, X, Y; puisqu’il s’agit de faisceaux
e´quivariants , cela de´finit e´galement des faisceaux, note´s de fac¸on identique, sur les
quotients Γ\Ω , Γ\X , Γ\Y. Nous appellerons formes modulaires de Picard les
sections, quand elles existent, des faisceaux Fa,b sur les varie´te´s Γ\X (resp. Γ\Y),
munies de condditions de croissance convenable aux pointes. Pour le faisceau F−k,0
sur Γ \X (resp. F0,−k sur Γ \Y), qui provient de Γ\∆ (resp. Γ\∆), on obtient
ainsi la notion la plus usuelle de ’forme de Picard de poids k’ ; pour les autres on
retrouve la de´finition plus habituelle en conside´rant le fibre´ vectoriel sur Γ\∆ (resp.
Γ\∆) de´fini comme l’image directe du faisceau constant par la fibration en P1 dont
il a e´te´ question ci-dessus.
Dans [Ca2] nous avions de´fini des transformations line´aires:
P : H0(X , Fa,b) −→ H1(Ω , F−a−2,a+b+1) ,
et P ′ : H0(Y , Fa,b) −→ H1(Ω , Fa+b+1,−b−2) ,
la premie`re e´tant injective pour b ≥ 0 et a + b ≤ −2, et la seconde pour a ≥ 0 et
a+ b ≤ −2. Nous nous placerons toujours sous ces hypothe`ses. Nous appliquerons
ces transformations aux sections Γ–invariantes qui correspondent a` des formes
modulaires de Picard. On obtient alors comme image une classe de cohomologie
automorphe, c’est-a`-dire invariante par Γ. Comme dans l’article pre´cite´, une telle
classe provient d’une (unique) classe de cohomologie sur le quotient Γ \ Ω : une
fac¸on de voir ceci est de conside´rer la suite exacte des termes de bas degre´s associe´e
a` la suite spectrale de Cartan–Leray relative au quotient Γ \ Ω :
H1
(
Γ, H0(Ω,Fa′,b′)
)→ H1(Γ \Ω,Fa′,b′)→ H1(Ω,Fa′,b′)Γ → H2(Γ, H0(Ω,Fa′,b′))
avec a′ et b′ intervenant dans l’image de la transformation P (resp. P ′) ; puis de
remarquer que pour ces valeurs de a′ et b′, l’espace H0(Ω,Fa′,b′) est nul : en effet
une telle section doit se prolonger, d’apre`s le lemme (4.2) de [Ca2], a` l’espace de
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drapeaux Ωˇ tout entier, et le fait que a + b + 1 ( = a′ ou b′) soit ne´gatif entraˆıne
qu’une telle section ne peut qu’eˆtre nulle.
Ce qui pre´ce`de permet donc de de´finir des applications line´aires injectives note´es
encore P et P ′:
P : H0(Γ \X , Fa,b) −→ H1(Γ \ Ω , F−a−2,a+b+1) ,
P ′ : H0(Γ \Y , Fa,b) −→ H1(Γ \ Ω , Fa+b+1,−b−2) .
Rappelons plus en de´tail comment nous avions dans [Ca2] de´fini les transforma-
tions P et P ′ au niveau des espaces X , Y, Ω : nous avions utilise´ la the´orie des
Eastwood-Gindikin-Wong (cf. [EGW1] , [EGW2], [Gi]), qui permet d’exprimer la
cohomologie a` partir d’une fibration a` fibres contractiles et dont l’espace total est
de Stein. Dans notre cas, un tel espace est l’ensemble U constitue´ des couples de
drapeaux (z, l; ξ, α) ve´rifiant les conditions suivantes:
(i) les points z et ξ sont distincts et la droite J qui les joint ne rencontre pas ∆c.
(ii) les droites l et α sont distinctes et leur intersection I appartient a` ∆.
L’espace U est de Stein et la projection sur le premier facteur π : U → Ω
est a` fibres contractiles. Sous ces hypothe`ses on a alors un isomorphisme entre
la cohomologie de Ω a` valeurs dans un faisceau F et la cohomologie du complexe
Γ(U,Ω•pi(F)) des sections globales sur U du faisceau des diffe´rentielles relatives a`
valeurs dans F . Nous avions alors de´fini nos transformations dans ce cadre par des
formules:
P(f)(z, l; ξ, α) = f(l ∧ α, l) α(z)−a ωI
P ′(f ′)(z, l; ξ, α) = f ′(z, z ∧ ξ) l(ξ)−b ωJ
avec ωI ∈ Γ(U,Ω1pi(F−2,1)) et ωJ ∈ Γ(U,Ω1pi(F1,−2)) des e´le´ments canoniques dont
nous rappellerons plus bas (au §5) la de´finition exacte.
Ces meˆmes formules de´finissent e´galement les transformations P et P ′ au niveau
des espaces quotients, une fois ve´rifie´e la proposition suivante (que nous avions
prouve´ dans ([Ca2] prop. 5.2) sous l’hypothe`se que Γ e´tait co-compact) :
Proposition 1. L’espace Γ \U est de Stein.
Preuve. La construction donne´e dans [Ca2] de fonctions qui se´parent les points
n’utilisait pas la co-compacite´ de Γ et reste donc valide ici.
Par contre nous utilisions cette hypothe`se pour construire, e´tant donne´e une
suite sans valeur d’adhe´rence ((In, ln), (ξn, Jn)) d’e´le´ments de Γ \U, une fonction
Φ telle que Φ((In, ln), (ξn, Jn)) ne soit pas borne´e. Expliquons comment modifier
l’argument afin qu’il s’applique au cas pre´sent.
Tout d’abord on ve´rifie aussitoˆt que l’argument donne´ dans (loc. cit.) s’applique
tel quel si l’image de la suite In dans le quotient Γ \ ∆, de meˆme que celle de la
suite Jn dans le quotient Γ \∆, sont contenues dans des parties compactes.
On peut donc supposer, quitte a` permuter e´ventuellement le roˆle de X et Y, que
In admet une pointe comme valeur d’adhe´rence. Quitte a` remplacer ensuite Γ par
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un conjugue´, a` extraire une sous-suite et a` choisir des repre´sentants convenables,
on se rame`ne a` supposer que In est repre´sente´ par I˜n =

xnyn
1

, avec yn et ℑ(xn)
borne´s tandis que ℜ(xn) tend vers +∞. On peut aussi supposer qu’un repre´sentant
J˜n = (un, vn, wn) a e´te´ choisi de telle sorte qu’il converge vers J˜ = (u, v, w), dont
l’image J peut appartenir a` ∆ ou a` sa frontie`re suivant que |v|2 − 2ℜ(uv¯) est < 0
ou bien nul ; noter que dans le premier cas u est ne´ce´ssairement non nul.
Le cas le plus simple est le cas ou` J ∈ ∆. Dans ce cas f(I˜n) converge vers
la valeur de notre forme en la pointe conside´re´e, g(J˜n) vers g(J˜), et |J˜n(I˜n)| =
|unxn + vnyn +wn| tend vers +∞. On voit alors que pour un choix convenable de
f et g, la suite
Φf,g((In, ln), (ξn, Jn)) = f(I˜n)g(J˜n)J˜n(I˜n)
−a
(notations de loc. cit avec b = 0 , a ≤ −2) n’est pas borne´e.
Le second cas est celui ou` la suite Jn converge vers un point de la frontie`re, mais
ou` son image dans le quotient Γ\∆ reste dans un compact. On peut alors trouver des
scalaires κn ainsi que des e´le´ments γn ∈ Γ tels que κnJ˜nγ−1n = J˜ ′n = (u′n v′n w′n )
converge vers J˜ ′ = (u′ v′ w′ ) repre´sentant un e´le´ment J ′ de ∆. Dans ce cas
|v′n|2 − 2ℜ(u′nw¯′n) = |κn|2(|vn|2 − 2ℜ(unw¯n))
tend vers un re´el < 0 tandis que |vn|2 − 2ℜ(unw¯n) tend vers 0, de sorte que |κn|
tend vers l’infini.
On a : g(J˜ ′n) = κ
a
ng(J˜n), de sorte que
Φf,g((In, ln), (ξn, Jn)) = f(I˜n))g(J˜
′
n)(κnJ˜n(I˜n))
−a = f(I˜n)g(J˜
′
n)(J˜
′
nγnI˜n)
−a.
Les vecteurs I˜ ′n = γnI˜n =

x′ny′n
z′n

 repre´sentent des points de la boule unite´ dont
toutes les valeurs d’adhe´rence sont sur sa frontie`re (sans quoi leur projection sur
le quotient ne tendrait pas vers la frontie`re). Extrayant encore une sous-suite, on
peut supposer que pour certains scalaires λn le vecteur λ
−1
n I˜
′
n converge vers

 x′y′
z′


repre´sentant un point frontie`re. D’autre part |y′n|2−2ℜ(x′nz¯′n) = |yn|2−2ℜ(xn) tend
vers−∞ et donc |λn| tend vers +∞. Enfin λ−1n J ′n(I ′n) tend vers u′x′+v′y′+w′z′ qui
est non nul, d’ou` il de´coule que la suite J ′n(I
′
n) n’est pas borne´e. Nous en de´duisons
comme pre´ce´demment que, pour un choix convenable des fonctions f et g, la suite
des Φf,g((In, ln), (ξn, Jn)) n’est pas borne´e.
Il reste le cas ou` l’image de Jn converge aussi vers une pointe. Il existe alors
γ ∈ G(Q) tel que Jn soit repre´sente´ par J˜n = ( 1 vn wn ) γ avec vn et ℑwn borne´s
et ℜwn tendant vers +∞. On a
f(I˜n)g(J˜n)J˜n(I˜n)
−a = f(I˜n)g(J˜n)(( 1 vn wn ) γI˜n)
−a.
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Les γI˜n ==

 x′ny′n
z′n

 repre´sentent des points qui convergent vers la frontie`re et
comme plus haut pour les I˜ ′n on peut trouver λn tendant vers l’infini et tel que
λ−1n γI˜n converge vers

 x′y′
z′

 repre´sentant un point frontie`re. L’expression
λ−1n ( 1 vn wn ) γIn = λ
−1
n (x
′
n + vny
′
n + wnz
′n)
tend vers l’infini (si z′ 6= 0 ), ou vers x′ 6= 0 dans le cas ou` z′ = y′ = 0. Dans un cas
comme dans l’autre, on voit que ( 1 vn wn ) γIn n’est pas borne´e et on conclut
comme dans les cas pre´ce´dents.
Remarque : Dans [Ca2] nous avions donne´ une expression des transformations P
et P ′ en termes de cohomologie de Dolbeault et qui ne fait pas appel a` la the´orie
de Gidinkin. Une telle expression est encore valide ici.
Remarque : Dans (loc.cit.) nous avions montre´ que les transformations P et
P ′ sont aussi surjectives. Ceci est probablement encore vrai ici a` condition de
se limiter aux sous-espaces constitue´ des formes (resp. des classes) paraboliques.
Tout le proble`me est de de´finir une notion convenable de parabolicite´ pour les
classes de cohomologie automorphe. On peut le faire sans difficulte´ d’un point
de vue analytique, en exprimant de fac¸on habituelle la cohomologie automorphe
comme (P ,K)–cohomologie d’un espace de formes automorphes puis en se limitant
a` la partie parabolique de ce dernier. Avec une telle de´finition, la surjectivite´ des
trandsformations P et P ′ est essentiellement triviale. Il serait inte´ressant d’avoir
une notion plus ge´ome´trique analogue a` ce que fait Harris ([Ha]) dans le cas des
varie´te´s de Shimura. Malheureusement les compactifications que nous allons utiliser
dans cette article semblent trop partielles pour pouvoir produire une telle de´finition.
2. Compactification de Kato – Usui
L’article [K-U] construit des ’compactifications partielles’ – a` vrai dire en ge´ne´ral
bien loin d’eˆtre compactes – des espaces classifiants de structures de Hodge po-
larise´es. Cette meˆme construction vaut encore si l’on ajoute des donne´es supple´-
mentaires (actions). Nous allons appliquer cela a` la varie´te´ de Griffiths–Schmid
que nous conside´rons. Comme la construction donne´e dans [K-U] s’exprime en
termes de structures de Hodge, nous allons commencer par expliquer brie`vement
(en suivant [De]) comment Ω parame`tre certaines structures de ce type. Cette
description ne jouera dans la suite qu’un roˆle assez auxiliaire.
(2.1) Notons W = F 3, muni de la forme hermitienne H , et V le meˆme espace
apre`s restriction des scalaires a` Q. De´signons par Ψ la forme alterne´e sur V
obtenue comme l’oppose´e de la partie imaginaire de H . Alors il revient au meˆme
de parler du groupe unitaire (resp. des similitudes unitaires) de (W,H), ou bien du
groupe des e´le´ments qui commutent a` l’action de F et qui appartiennent au groupe
symplectique (resp. des similitudes symplectiques) de (V,Ψ).
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L’application w ⊗ λ → (wλ,wλ¯) identifie V ⊗ F a` la somme W ⊕W de W et
de son conjugue´ W (le meˆme espace mais muni de l’action conjugue´e de F ). Avec
cette identification la forme ΨF de´duite de Ψ par extension des scalaires s’exprime
comme il suit:
ΨF (v1 ⊕ v¯2 , w1 ⊕ w¯2) = i
2
(
H(v1 , w¯2)−H(w1 , v¯2)
)
.
De meˆme, on a VR, isomorphe a` WC = C
3 dont le complexifie´ s’identifie a`
WC⊕WC. Choisissons une base (e1, e2, e3) deWC, orthogonale et telle que H(e1) =
H(e2) = 1 = −H(e3). Notons e¯i les meˆmes e´le´ments ei, mais vus dans WC, de
sorte que l’on a :
ΨF (ei, e¯j) = 0 si i 6= j
ΨF (e1, e¯1) = ΨF (e2, e¯2) = 1 ΨF (e3, e¯3) = −1
Pour z ∈ C∗ conside´rons alors la similitude unitaire h(z) de WC dont la ma-
trice dans cette base s’e´crit diag(z−p1 z¯−q1 , z−p2 z¯−q2 , z−p3 z¯−q3), avec six entiers qui
ve´rifient:
p1 + q1 = p2 + q2 = p3 + q3 = w = −1
−p1 + q1 ≡ −p2 + q2 ≡ 1 mod 4 et −p3 + q3 ≡ −1 mod 4,
cette seconde condition signifiant que h(i) = diag(i, i,−i) de´finit une involution de
Cartan ; elle entraˆıne d’autre part, compte tenu de la premie`re, le fait que p1 et
p2 sont pairs et p3 impair (d’ou` q1 et q2 impairs, q3 pair). De plus, on a alors
le fait que Ψ(x, h(i)y) est une forme syme´trique de´finie positive sur VR = WC.
Finalement, prenant le F0 de la structure de Hodge de´finie par h sur l’alge`bre de
Lie complexifie´e de G, on trouve une sous-alge`bre parabolique qui co¨ıncide avec
l’alge`bre de Lie du sous-groupe de Borel note´ B dans [Ca1] (3.1) si et seulement
si la condition suivante est satisfaite: p1 > p3 > p2.
Il y a de nombreux choix possibles de tels entiers, donnant lieu a` des types
diffe´rents de structures de Hodge (suivant la position relative des pi et des qj) mais
aboutissant finalement a` la meˆme compactification. Prenons pour fixer les ide´es
p2 = q3 = −1 ; q2 = p3 = 0 ; p1 = 1 ; q1 = −2. Dans ce cas la structure de Hodge
associe´e a` h est donne´e par :
V 1,−2 = 〈e1〉 , V −1,0 = 〈e2, e¯3〉 , V −2,1 = 〈e¯1〉 , V 0,−1 = 〈e3, e¯2〉 .
D’autre part le Drapeau (p, L) correspondant a` h, c’est-a`-dire celui fixe´ par B,
est donne´ par: p = 〈e1〉 et L = 〈e1, e3〉. La filtration de Hodge sur V associe´e est
donne´e par :
F0 = {0} ; F1 = 〈e1〉 ; F0 = 〈e1, e3, e¯2〉 ; F−1 = 〈e1, e2, e3, e¯2, e¯3〉 ; F−2 = V .
Autrement dit on obtient comme filtration :
F1 = p ⊂ F0 = L⊕ L⊥ ⊂ F−1 =WC ⊕ p⊥
(nous avons de´note´ ici – un peu abusivement – par les meˆmes notations le point p
(resp. la droite L) et les sous-espaces vectoriels de WC correspondants).
Prenant les conjugue´s de h, lesquels correspondent aux diffe´rents points de Ω,
on obtient des structures de Hodge du type pre´ce´dent. Ainsi Ω classifie de telles
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structures (polarise´es, munies d’une action de F ). A chaque (p, L) ∈ Ω correspond
une structure de Hodge, telle que la filtration de Hodge associe´e reste donne´e par
les meˆmes expressions que ci-dessus.
(2.2) Donne´es combinatoires.
L’ingre´dient de base de la construction de [K-U] consiste en la donne´e d’un
e´ventail Σ constitue´ de coˆnes σ dans l’alge`bre de Lie sur Q de G. Chacun de ces
coˆnes doit eˆtre engendre´ par des e´le´ments nilpotents commutant entre eux. A une
conjugaison pre`s on voit que l’on peut se ramener a` supposer qu’un tel coˆne est
contenu dans la sous-alge`bre, constitue´e des matrices triangulaires supe´rieures :
N =
{  0 α β0 0 α¯
0 0 0

 / β + β¯ = 0
}
et associe´e au sous-groupe:
V =
{  1 α β0 1 α¯
0 0 1

 / β + β¯ = αα¯
}
Pour chaque tel coˆne σ on ajoute comme composante frontie`re l’ensemble cons-
titue´ des orbites σ - nilpotentes : ce sont les exp(σC)-orbites exp(σC)(X) dans la
varie´te´ de drapeaux Ωˇ qui ve´rifient une condition de transversalite´ de Griffiths et
une condition de positivite´. La condition de positivite´ exprime le fait que, pour Nj
des e´le´ments du coˆne σ et pour des re´els Yj tous assez grands, exp(
∑
iYjNj)(X)
appartient a` Ω. Celle de transversalite´ est que, pour N ∈ σ et la filtration du
type Hodge qui continue a` eˆtre associe´e aux points de Ωˇ, on ait N Fp ⊂ Fp−1. La
relation explicite´e ci-dessus entre drapeaux (p, L) et filtration de Hodge montre que
cette condition est e´quivalente a` : Np ⊂ L.
Remarquons que, si σ est un coˆne de dimension 2, engendre´ par deux e´le´ments
(non nuls, non proportionnels, commutant entre eux) :
N1 =

 0 α1 β10 0 α¯1
0 0 0

 et N2 =

 0 α2 β20 0 α¯2
0 0 0


alors il n’y a aucune orbite σ-nilpotente. En effet si X = (p, L) appartenait a` une
telle orbite, avec p =

 xy
t

, on aurait t 6= 0 par la condition de positivite´ ; la
condition de transversalite´ entraˆınerait que les points de´finis par :
N1p =

α1y + β1tα¯1t
0

 et N2p =

α2y + β2tα¯2t
0


appartiennent a` la droite L. Comme ils appartiennent tous deux a` la ”droite a`
l’infini” d’e´quation t = 0, ils sont donc confondus, ce qui s’e´crit :
(α1α¯2 − α¯1α2)ty + (α¯2β1 − α¯1β2)t2 = 0;
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d’autre part la condition de commutation entre N1 et N2 est que α1α¯2− α¯1α2 = 0;
il en re´sulte que α¯2β1 − α¯1β2 = 0, ce qui contredit la non-proportionalite´ de N1 et
N2.
On peut donc se limiter a` ne conside´rer que des coˆnes de dimension 1. Un
tel coˆne est engendre´ par un e´le´ment nilpotent N . On normalisera dans la suite
ce nilpotent comme dans [K-U], de telle sorte que exp(N) soit un ge´ne´rateur de
Γ(σ) = exp(σ) ∩ Γ . De tels N sont de deux types possibles suivant leur ordre de
nilpotence (2 ou 3). Les e´le´ments nilpotents d’ordre 3 et qui appartiennent a` N sont
ceux de la forme

 0 α β0 0 α¯
0 0 0

 avec α 6= 0 ; ceux d’ordre 2 s’e´crivent

 0 0 β0 0 0
0 0 0

.
(2.3) Nous allons de´terminer pour chacun de ces types l’espace des orbites N–
nilpotentes, c’est-a`-dire la composante frontie`re qui lui correspond. Nous ne traitons
le cas des nilpotents d’ordre 3 qu’a` titre indicatif, car seules joueront un roˆle dans
la suite de l’article les composantes attache´es aux nilpotents d’ordre 2.
(a) Cas d’un nilpotent d’ordre 3 : N =

 0 α β0 0 α¯
0 0 0

. Faisant agir
exp(iY N) =

 1 iY α −Y
2
2 αα¯+ iY β
0 1 iY α¯
0 0 1

 sur un drapeau X = (p, L) avec
p =

 xy
t

 et L = (u v w ) on obtient le drapeau X ′ = (p′, L′) avec
p′ =

 x′y′
t′

 =

x+ iY αy − Y
2
2 αα¯t+ iY βt
y + iY α¯t
t

 et L′ = (u′ v′ w′ )
=
(
u −iY αu+ v −Y 22 αα¯u− iY βu− iY α¯v + w
)
. La condition de positivite´ est
que, pour Y re´el assez grand, y′y¯′ − 2ℜ(x′t¯′) ainsi que v′v¯′ − 2ℜ(w′u¯′) soient tous
deux > 0. D’autre part on doit avoir que Np =

αy + βtα¯t
0

 ∈ L. On en de´duit
que t 6= 0 : sans quoi en effet, puisque L ne peut pas eˆtre la droite d’e´quation t = 0,
on voit que p et Np seraient lie´s, ce qui entraˆıne y = 0 et conduit finalement a` une
contradiction avec la condition de positivite´.
Si t 6= 0 la condition de positivite´ pour p′ est satisfaite (Y grand). Celle pour L′
l’est aussi : c’est clair si v 6= 0 ; sinon on remarque que u 6= 0 : en effet, L, passant
par Np, ne passe pas par le point

 10
0

.
En re´sume´ on doit partir d’un drapeau (p, L) avec p =

 xy
1

 et L la droite
joignant p a` Np. La exp(σC)-orbite correspondante se compose des e´le´ments (p
′, L′)
avec p′ donne´ par la meˆme formule que ci-dessus – mais Y variant dans C tout
entier – et L′ la droite correspondante, joignant p′ a` Np′. Chaque orbite de ce type
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admet un unique repre´sentant ve´rifiant p′ =

 x0
1

, ce qui permet de parame´trer
cet ensemble d’orbites par x ∈ C. Version duale : on part de la droite L = (1, v, w)
et p le point d’intersection de L et LN = (0, α, β + α¯v)
(b) Cas d’un nilpotent d’ordre 2 : Si β0 est le plus petit e´le´ment imaginaire,
de partie imaginaire positive, tel que

 1 0 β00 1 0
0 0 1

 ∈ Γ, on peut supposer que
N =

 0 0 ±β00 0 0
0 0 0

. Alors exp(iY N) =

 1 0 ±iY β00 1 0
0 0 1

 transforme X = (p, L)
en X ′ = (p′, L′), donne´ par (avec les meˆmes notations que ci-dessus) :
x′ = x± iY β0t , y′ = y , t′ = t ; u′ = u , v′ = v , w′ = ∓iY β0u+ w .
La conditions de positivite´ correspondante signifie que pour Y re´el assez grand:
yy¯ − 2ℜ(xt¯)∓ 2iY β0tt¯ > 0
et : vv¯ − 2ℜ(wu¯)± 2iY β0uu¯ > 0
Cas (b +). N =

 0 0 β00 0 0
0 0 0

. Alors la premie`re des deux conditions pre´ce´-
dentes est satisfaite si t 6= 0 ou si t = 0 et y 6= 0 , tandis que la seconde l’est si et
seulement si u = 0 et v 6= 0. Les conditions sont donc e´quivalentes a` ce que la droite
L passe par le point p∞ =

 10
0

 (ce qui entraˆıne la condition Np (= p∞) ∈ L) et
soit distincte de la droite L∞ = ( 0 0 1 ), et que p soit un point de cette droite L
distinct de p∞. La σC–orbite correspondante se de´crit ainsi : L est fixe et p varie
sur L \ {p∞}. Remarquer que l’on a finalement que t 6= 0.
Cas (b -) . N =

 0 0 −β00 0 0
0 0 0

. Maintenant la premie`re condition entraˆıne
t = 0 et y 6= 0 : p varie sur L∞ prive´e de p∞, et L est une droite passant par p
et distincte, en vertu de la seconde condition, de L∞. L’orbite correspondante est
telle que p est fixe et L varie en passant par p et en restant distincte de L∞.
Remarquer que l’on a sur Ω et ses quotients une involution anti-holomorphe
provenant de la forme hermitienne. Cette involution pre´serve l’ensemble des orbites
du type (a) et e´change celles de type (b +) et (b -).
(2.4). Compactification de [K-U]. Pour chaque coˆne σ, on ajoute comme com-
posante frontie`re l’ensemble des orbites σ-nilpotentes, quotiente´ par le stabilisateur
dans Γ de σ. Il est plus difficile de voir comment recoller cette composante a` la
varie´te´ Γ \ Ω. Dans le cas d’un coˆne de dimension 1 engendre´ par un e´le´ment N ,
on introduit dans ce but l’espace :
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Eσ =
{
(θ,X) ∈ C× Ωˇ
∣∣∣∣∣
{ si θ 6= 0 , exp((log(θ)/2πi)N)X ∈ Ω ;
si θ = 0 , exp(σC)X est une orbite σ − nilpotente.
}
On obtient ensuite Γgrpσ \ Ωσ, quotient de Ω auquel on a accole´ la composante
frontie`re associe´e a` σ par le groupe engendre´ par Γ(σ) , comme le quotient de Eσ
par l’action de C donne´e par :
λ.(θ,X) = (exp(2πiλ)θ, exp(−λN)X).
Il ne reste plus alors qu’a` quotienter l’espace ainsi obtenu par le stabilisateur dans
Γ de σ, et ce quotient de´crit un voisinage de la composante frontie`re conside´re´e.
Mettons en pratique cette construction dans chacun des cas conside´re´s.
( Cas a ) : On peut supposer pour fixer les ide´es et simplifier les notations que
N =

 0 1 00 0 1
0 0 0

 . Alors Eσ se compose des triplets (θ, p, L) avec p =

 xy
t

 et
L = (u v w ) qui ve´rifient les conditions suivantes, ou` l’on a pose´ q = log(θ)/2π:
- Si θ 6= 0 :
|y − iqt|2 − 2ℜ ((x− iqy − q
2
2
t) t¯) > 0
et : |v + iqu|2 − 2ℜ ((w + iqv − q
2
2
u) u¯) > 0
- Si θ = 0 : t 6= 0 et L est la droite joignant p a` Np =

 yt
0


L’action de λ ∈ C est donne´e par:
λ.(θ , (p, L)) = (exp(2πiλ)θ , (p′, L′))
avec p′ =

x− λy + λ
2
2 t
y − λt
t

 et L′ = (u λu+ v λ22 u+ λv + w ). Comme on
cherche a` de´crire un voisinage de la composante frontie`re on peut se placer dans
l’ouvert E′σ de Eσ constitue´ des points tels que t 6= 0, lequel est stable par l’action
de C. Dans cet ouvert, l’ensemble des points pour lesquels y = 0 constitue
un ensemble de repre´sentants transverse aux orbites (un ”slice”), de sorte qu’on
peut de´crire un voisinage de la composante frontie`re comme l’ensemble des points
(θ ,

x0
1

 , (u v −ux )) qui ve´rifient les conditions ci-dessus. En particulier, pour
θ = 0 on doit avoir v = 0 et par suite u 6= 0. De sorte que l’on peut se restreindre
un peu plus, et se placer dans l’ouvert ou` u 6= 0. Notre nouveau voisinage est
l’ensemble des (θ ,

 x0
1

 , ( 1 v −x )), pour lequel les conditions pre´ce´dentes se
re´crivent :
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- Si θ 6= 0 :
2(ℜ(q))2 − 2ℜ(x) > 0 et 2(ℜ(q))2 + |v|2 + 2ℜ(x) + 4ℜ(q)ℑ(v) > 0
- Si θ = 0 : v = 0.
Au voisinage de θ = 0 les ine´galite´s pre´ce´dentes sont automatiquement satisfaites
(ℜ(q) tend vers−∞), de sorte qu’un voisinage de cette composante frontie`re peut se
de´crire localement comme la droite {(0, x, 0)} ajoute´e a` l’ensemble des {(θ, x, v) ∈
C∗ × C × C}. Il reste ensuite a` passer au quotient par le stabilisateur dans Γ
de notre coˆne σ. On voit que ce stabilisateur est constitue´ (en supposant Γ assez
petit) des matrices de la forme

 1 α′ β′0 1 α′
0 0 1

 avec α′ ∈ Z et β′ entier de F ve´rifiant
β′ + β¯′ = (α′)2 , ces deux e´le´ments e´tant soumis a` des conditions de congruence.
On ve´rifie qu’une telle matrice envoie (θ, x, v) sur (θ, x + iℑ(β′), v). En particulier
la composante frontie`re ajoute´e s’identifie au quotient de C par un re´seau de iR, et
donc a` une copie de C∗.
( Cas b ) : N =

 0 0 ±β00 0 0
0 0 0

 . Dans ce cas la condition lorsque θ 6= 0
s’e´crit :
|y|2 − 2ℜ (xt¯)± 2(ℜ(q))iβ0|t|2 > 0
et |v|2 − 2ℜ (wu¯)∓ 2(ℜ(q))iβ0|u|2 > 0
L’action de λ ∈ C envoie (θ, (p, L)) sur ((exp(2πiλ)θ, (p′, L′)) avec
p′ =

x∓ λβ0ty
t

 et L′ = (u v ±λβ0u+ w ).
(Cas b +) : On a explicite´ ci-dessus la condition que l’on a pour θ = 0 : en
particulier, on a alors t 6= 0 et v 6= 0 . On peut se placer dans un voisinage E′σ
de la composante frontie`re ou` ces conditions sont encore remplies. Ce voisinage est
stable par l’action de C. On obtient un syste`me de repre´sentants transverse aux
orbites dans E′σ en faisant : x = 0 ; d’autre part, on peut prendre t = 1 et v = 1 , et
donc w = −y. Dans E′σ la premie`re moitie´ des conditions relatives au cas θ 6= 0 est
automatique de`s que θ est assez petit. Il en re´sulte que l’on peut de´crire localement
un voisinage de la composante frontie`re {(θ, y, u) = (0, y, 0)} en ajoutant a` cette
dernie`re l’ensemble des (θ, y, u) qui ve´rifient l’ine´galite´ :
1 + 2ℜ (y¯u)− 2(ℜ(q))iβ0|u|2 > 0
ou, si l’on pre´fe`re:
log |θ| > π 1 + 2ℜ(y¯u)
iβ0|u|2 .
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On doit ensuite passer au quotient par Γ∩V . Une matrice

 1 α β0 1 α¯
0 0 1

 ( avec β+
β¯ = αα¯) envoie (θ, y, u) sur le point (θ, p′, L′) ou` p′ =

αy + βy + α¯
1

 et
L′ = (u 1− αu uβ¯ − α¯− y ) et ce dernier est e´quivalent par l’action de λ =
1
β0
(αy + β) a` exp(2pii
β0
(αy + β)) θ , p′′ , L′′) avec p′′ =

 0y + α¯
1

 et
L” = (u 1− αu αyu+ βu+ uβ¯ − α¯− y ) = (1− αu) ( u1−αu 1 −α¯− y ) .
En de´finitive (θ, y, u) est envoye´ sur (exp(2pii
β0
(αy + β)) θ , y + α¯, u1−αu ). En
particulier, la composante frontie`re est C quotiente´e par un re´seau (un ordre R
de F plonge´ par α → α¯), et donc une courbe elliptique CM que nous noterons
E . Noter que le voisinage Eσ que nous avions choisi n’est pas stable sous Γ ∩ V
(la condition v 6= 0 n’est pas conserve´e) ce qui explique le de´nominateur dans la
formule pre´ce´dente (laquelle de´crit ne´anmoins la structure locale au voisinage de
notre composante frontie`re).
(Cas b -) : Dans ce cas, pour θ = 0 on a y 6= 0 et u 6= 0 de sorte qu’on peut se
placer dans le voisinage E′σ de´fini par ces conditions. Alors un syste`me transverse
de repre´sentants est constitue´ des points qui ve´rifient w = 0. On peut prendre
y = u = 1, de sorte que v = −x . Cette fois c’est la seconde des deux ine´galite´s qui
est automatique pour θ assez petit. On de´crit localement notre compactification
partielle en ajoutant a` la droite(θ, x, t) = (0, x, 0) l’ensemble des points de´fini par :
log |θ| > π 1 − 2ℜ(x¯t)
iβ0|t|2 .
Maintenant l’action d’une matrice comme ci-dessus envoie notre point sur
(θ, p′, L′) avec p′ =

x+ α+ βt1 + α¯t
t

 et L′ = ( 1 −x− α β¯ + α¯x ) ; faisant agir
λ = β¯+α¯x
β0
on obtient en de´finitive le point associe´ a` :
(exp(2pii
β0
(α¯x+ β¯)) θ , x+α, t1+α¯t ). La frontie`re est la courbe elliptique quotient par
le meˆme re´seau que ci-dessus, mais plonge´ par α → α, autrement dit la complexe
conjugue´e E ′ de la pre´ce´dente.
(2.5) Remarques. La structure des compactifications au voisinage des com-
posantes de type (b) est complique´e ; en particulier un voisinage e´pointe´ d’un
point-frontie`re n’est pas de Stein. Ceci en contraste avec les composantes du type
(a) qui ont une structure beaucoup plus simple, comme explique´ ci-dessus.
Pour voir cela, par exemple dans le cas (b +), on peut se placer dans un voisinage
du point de la courbe frontie`re image de y = 0 et conside´rer la section transverse
de´finie par y = 0. C’est donc l’intersection d’un voisinage du point (0, 0) avec
l’ensemble constitue´ des (θ, u) qui ve´rifient
log |θ| > π 1
iβ0|u|2 .
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Posant Θ = log θ et U = log u, on voit que l’ine´galite´ pre´ce´dente se re´crit :
ℜΘ > π
iβ0
exp(−2ℜU)
L’ensemble des tels couples (Θ, U) constitue donc un domaine tube au dessus d’un
ouvert concave de R2 (rappelons en effet que iβ0 est un re´el ne´gatif). Il n’est donc
pas de Stein, non plus que l’ensemble des (θ, u) dont il constitue un reveˆtement. De
meˆme pour les voisinages de (0, 0), dont en obtient les reveˆtements d’un syste`me
fondamental en tronquant par les conditions Θ < −A et U < −A pour A un re´el
positif assez grand.
Il serait tre`s inte´ressant de comprendre la cohomologie d’un tel voisinage. Com-
me nous l’avons de´ja` dit dans l’introduction, cela permettrait d’associer des coef-
ficients de Fourier-Jacobi aux classes de cohomologie de degre´ 2 et d’en de´duire
des renseignements arithme´tiques nouveaux sur les formes modulaires du type de
Maass. Faute d’une telle compre´hension, nous allons dans la suite nous borner a`
de´finir de tels coefficients dans le cas des classes de degre´ 1, ce qui n’utilise que la
partie la plus alge´brique de la cohomologie.
3. De´veloppements a` la frontie`re des formes
modulaires et des classes de cohomologie automorphe
(3.1) Le cas classique : De´veloppement des formes modulaires de
Picard.
Pour simplifier, nous nous bornerons ici a` ne conside´rer que les faisceaux F−k,0
sur Γ\X (resp. F0,−k sur Γ\Y), qui proviennent des surfaces de Picard Γ\∆ (resp.
Γ\∆). Nous ne conside´rerons de plus que des sections qui s’annulent aux pointes.
De telles sections correspondent, comme on l’a de´ja` fait remarquer, a` des ’formes
de Picard paraboliques de poids k’ .
Expliquons comment e´crire le de´veloppement de Fourier – Shimura d’une telle
forme ; les coefficients qui apparaissent sont des fonctions the´ta, associe´es a` certaines
courbes elliptiques C M. Ge´ome´triquement, cela correspond au fait que les surfaces
de Picard admettent des compactifications lisses, dont la frontie`re est compose´e de
telles courbes : voir [Lar] pour la construction d’un mode`le arithme´tique d’une telle
compactification.
Nous suivrons ici le point de vue plus concret de Shimura ([Sh1] et [Sh2]). On
peut voir ∆ comme l’ouvert du plan constitue´ des points (x, y) ∈ C2 qui ve´rifient
l’ine´galite´ 2ℜ(x) > |y|2. Nous allons de´finir le de´veloppement de Fourier de formes
modulaires, en une pointe associe´e au parabolique normalisateur du sous-groupe
V de´ja` conside´re´ plus haut. Une forme de Picard s’identifie a` une fonction f(x, y)
avec (x, y) les coordonne´es d’un point de ∆, qui doit ve´rifier la loi de transformation
habituelle, et en particulier eˆtre invariante sous le groupe Γ ∩ V . Autrement dit,
pour

 1 α β0 1 α¯
0 0 1

 ∈ Γ ∩ V , on doit avoir : f(x+ αy + β , y + α¯) = f(x, y).
Conside´rant le cas ou` α = 0, et donc β imaginaire multiple de β0, on voit que ce
qui pre´ce`de et la condition de cuspidalite´ entraˆınent que f admet un de´veloppement:
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f(x, y) =
∑
r∈N∗
gr(y) exp(−2πir
β0
x)
avec gr satisfaisant a` l’e´quation fonctionnelle :
gr(y + α¯) = gr(y) exp(
2πri
β0
(αy + β)).
Il s’agit donc de fonctions the´ta, associe´es a` la courbe elliptique E de´ja` rencontre´e
plus haut. La relation ci-dessus de´finit un fibre´ en droites Lr sur E dont les gr
constituent des sections. Plus pre´cise´ment on peut re´crire la relation pre´ce´dente
sous la forme :
gr(y + α¯) = gr(y)χ(α¯) exp(
2πri
β0
(αy +
1
2
αα¯))
ou` le multiplicateur χ est de´fini par χ(α¯) = exp(2piriℑβℑβ0 ) (en effet β est de´termine´
par α a` un multiple entier pre`s de β0) ; χ(α¯) est une racine de l’unite´ parce que
ℑβ
ℑβ0
est un rationnel.
De fac¸on duale, on peut conside´rer des formes paraboliques dansH0(Γ\Y , F0,b).
Une telle forme f ′ ne de´pend que de L, de coordonne´es (1, v, w), et satisfait a` la loi
de transformation : f ′(v−α,w− α¯v+ β¯) = f ′(v, w). Il en re´sulte qu’elle admet un
de´veloppement :
f ′(v, w) =
∑
r∈N∗
g′r(v) exp(−
2πir
β0
w)
ou` les g′r satisfont a`
g′r(v + α) = g
′
r(v) exp(2
πri
β0
(α¯v + β))
autrement dit ce sont des fonctions the´ta relatives a` la courbe elliptique conjugue´e
E ′ et au faisceau conjugue´ L′r.
(3.2) De´veloppement de Fourier au voisinage de la frontie`re de Kato-
Usui
Commenc¸ons par remarquer que les faisceaux Fa,b sont triviaux au voisinage
des composantes frontie`res de type (b) : pour le type (b +) cela re´sulte du fait,
de´ja` remarque´ en (2.4), que dans un tel voisinage on peut supposer t et v non
nuls, de sorte que tavb de´finit une section partout non nulle de Fa,b, et donc une
trivialisation de ce faisceau. De meˆme pour le type (b -) puisque l’on peut alors
supposer y et u non nuls. La situation est d’ailleurs analogue au voisinage des
composantes de type (a) , mais nous n’utiliserons pas ces dernie`res dans la suite.
Conside´rons une composante du type (b +) et plac¸ons-nous sur le ferme´ du
voisinage de cette composante ou` u = 0 : les drapeaux (p, L) correspondants sont
tels que L passe par le point p∞. Un tel voisinage peut se de´crire comme le quotient
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de l’ensemble des (θ, y) par l’action de Γ ∩ V telle qu’une matrice

 1 α β0 1 α¯
0 0 1


envoie (θ, y) sur (exp(2pii
β0
(αy + β)) θ , y + α¯).
Un tel quotient s’identifie donc a` l’espace total, que nous noterons L˜1, du fibre´
L1 sur E conside´re´ ci-dessus. Si ω ∈ H1(Γ\Ω , Fa,b) est une classe de cohomologie,
on peut la restreidre a` ce quotient – ou plus pre´cise´ment a` un voisinage e´pointe´ de
la section nulle dans L˜1 . Ensuite on de´finit un ’de´veloppement de Fourier’ comme
suit.
Notons U ⊂ L˜1 le voisinage conside´re´, et U ′ le comple´mentaire de la section nulle
E . On peut prendre U assez petit de sorte que le faisceau Fa,b soit trivial sur U ′ ;
nous le trivialisons comme explique´ ci-dessus. On peut ainsi voir la restriction de
ω comme un e´le´ment de
H1(U ′ , O) = H1(U , j∗(O))
ou` j de´signe l’inclusion de U ′ dans U (noter que les Rij∗ supe´rieurs sont nuls.) La
restriction a` E nous fournit un e´le´ment de H1(E , j∗(O)|E ).
Ensuite, e´tant donne´e une section locale de j∗(O)|E , on peut e´crire son de´ve-
loppement de Laurent sur les fibres de la projection sur E (si l’on veut, en utilisant
les notations de ci-dessus, c’est le de´veloppement en les puissances de θ) ; les
coefficients de ce de´veloppement sont des sections locales des puissances du fibre´
dual. On obtient donc ainsi pour chaque entier r ∈ Z un morphisme de j∗(O)|E
dans L−r, d’ou` une application de H1(E , j∗(O)|E ) dans H1(E ,L−r). Au bout du
compte cette construction associe a` une classe de cohomologie automorphe ω des
’coefficients’ ωr ∈ H1(E ,L−r) (ne´cessairement nuls si r < 0).
On de´finit de fac¸on comple`tement analogue les coefficients de
ω′ ∈ H1(Γ \ Ω , Fa,b) au voisinage d’une composante frontie`re de type (b -):
ce sont des e´le´ments ω′r ∈ H1(E ′ ,L′−r).
4. Des transformations cohomologiques
au niveau des courbes elliptiques
Nous allons maintenant de´finir des transformations cohomologiques entre les
courbes elliptiques E et E ′. Plus pre´cise´ment, nous allons de´finir des applications
line´aires (en fait bijectives) η′ : H0(E ′,L′r) → H1(E ,L−r) et η : H0(E ,Lr) →
H1(E ′,L′−r). Leur construction est analogue a` celle des transformations P et P ′,
que nous avions rappele´e au de´but de cet article.
(4.1) Commenc¸ons par introduire l’espace
W = R \ C× C
ou` R est le re´seau qui de´finit les courbes elliptiques E et E ′, ope´rant par α→ α¯ sur
le premier facteur C et par α → −α son sur le second. Cet espace W se projette
sur E (premier facteur) et sur E ′ (second facteur). Nous noterons π1 et π2 ces deux
projections.
18 COHOMOLOGIE AUTOMORPHE
Proposition 2. L’espace W est de Stein.
Preuve. On construit comme suit des fonctions holomorphes sur W : Partant de
deux fonctions the´ta f et f ′ relatives a` E et E ′ respectivement :
f(z + α¯) = f(z) exp(
2πir
β0
(αz + β)),
et f ′(z′ − α) = f ′(z′) exp(2πir
β0
(−α¯z′ + β)),
on voit alors que la fonction g(z, z′) = f(z)f ′(z′) exp(2piir
β0
zz′) est invariante sous
R et de´finit donc une fonction sur W. De telles fonctions se´parent les points de
W (cela re´sulte du fait que pour r assez grand les fonctions the´ta produisent des
plongements projectifs.)
Il reste a` voir que W est holomorphiquement convexe. Donnons-nous une suite
sans valeur d’adhe´rence d’e´le´ments de W. Quitte a` extraire une sous-suite, on
peut supposer des repre´sentants (zn, z
′
n) choisis tels que zn converge vers z ∈ C.
Puis (extrayant peut-eˆtre encore une suite) que z′n = z
′′
n − αn avec αn ∈ R et z′′n
convergeant vers z′′.
Il reste alors a` choisir des fonctions the´ta f (resp. f ′) comme ci-dessus et ne
s’annulant pas en z (resp. z′′). Alors
g(zn, z
′
n) = f(zn)f
′(z′′n) exp(
2πir
β0
znz
′′
n) exp(
2πir
β0
(−αnzn − α¯nz′′n + β¯n)) ,
et on voit que cette expression n’est pas borne´e : en effet la suite αn n’est pas
borne´e et ℜβn = 12 |αn|2, d’ou` il re´sulte que la dernie`re exponentielle de l’expression
ci-desssus n’est pas borne´e (rappelons que 2piir
β0
est un re´el > 0).
(4.2) Nous allons maintenant de´finir les transformations η et η′ en termes de la
the´orie de Eastwood – Gindikin – Wong (cf. §1). Partons d’un e´le´ment
φ′ ∈ H0(E ′,L′r), autrement dit d’une fonction the´ta comme plus haut.
La fonction h(z, z′) = φ′(z′) exp(
2πir
β0
zz′) ve´rifie alors l’e´quation fonctionnelle :
h(z + α¯, z′ − α) = h(z, z′) exp(−2πir
β0
(αz + β)),
c’est donc une section sur W de l’image re´ciproque par π1 du faisceau L−r. L’ex-
pression :
η′(φ′) = φ′(z′) exp(
2πir
β0
zz′)dz′
de´finit alors une forme diffe´rentielle relative (a` la projection π1) a` valeurs dans
π∗1L−r et donc l’e´le´ment cherche´ de H1(E , L−r).
On de´finit η de manie`re similaire :
η(φ) = φ(z) exp(
2πir
β0
zz′)dz.
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(4.3) Exprimons ces transformations en termes de cohomologie de Dolbeault. Ceci
est analogue a` ce que nous avions rappele´ plus haut (remarque a` la fin du §1)
concernant les transformations P et P ′. Le moyen d’effectuer cette traduction est
explique´ dans [EGW] : pour obtenir un repre´sentant de la classe de cohomologie
de Dolbeault associe´e a` η′(φ′), on doit commencer par e´tendre cette dernie`re en
une forme diffe´rentielle absolue sur W; puis prendre l’image re´ciproque de cette
extension par s, une section C∞ de la projection de W sur E . Enfin, on prend la
partie de type (0, 1) de cette image re´ciproque.
Dans notre cas une section est donne´e par s(z) = (z,−z¯); si l’on prend la partie
de type (0, 1) du pull-back par s de la forme diffe´rentielle φ′(z′) exp(2piir
β0
zz′) dz′,
on obtient l’expression de notre e´le´ment comme une classe de cohomologie de Dol-
beault:
η′D(φ
′) = −φ′(−z¯) exp(−2πir
β0
zz¯) dz¯ .
De fac¸on analogue η(φ) s’exprime en cohomologie de Dolbeault :
ηD(φ) = −φ(−z¯′) exp(−2πir
β0
z′z¯′) dz¯′ .
(4.4) La formule
〈φ′1, φ′2〉 =
∫
E′
φ′1(z
′)φ′2(z
′) exp(−2πir
β0
|z′|2) |dz′ ∧ dz′|
de´finit un produit scalaire hermitien sur H0(E ′,L′r), associe´ a` une me´trique sur
le fibre´ L′r. Cette me´trique est d’ailleurs essentiellement canonique (i.e. a` une
constante de normalisation pre`s) : elle est caracte´rise´e, a` multiplication pre`s par
un scalaire, par le fait d’eˆtre hermitienne et a` courbure paralle`le. D’autre part, on
a une bijection antiline´aire de H0(E ′,L′r) sur H0(E ,Lr) qui associe a` φ′ la section
φˇ′ de´finie par φˇ′(z) = −φ′(−z¯). On a finalement la dualite´ de Serre ( , ) entre
H0(E ,Lr) et H1(E ,L−r), donne´e en cohomologie de Dolbeault par l’inte´grale sur
E du produit. Il re´sulte des formules ci-dessus que pour φ′1 et φ′2 ∈ H0(E ′,L′r) on a
〈φ′1, φ′2〉 = (η′D(φ′1), φˇ′2).
ce qui exprime l’application η′ comme une certaine compose´e entre dualite´ de Serre,
dualite´ 〈 , 〉, et application φ′ → φˇ′. En particulier η′ est une bijection entre
H0(E ′,L′r) et H1(E ,L−r). De meˆme bien suˆr pour η.
(4.5) Les courbes E , E ′ ainsi que les faisceaux L et L′ sont de´finis sur l’extension
abe´lienne maximale F ab ⊂ C de F . Notre objectif est de prouver qu’il en est de
meˆme des transformations η et η′.
The´ore`me 1. A multiplication pre`s par un scalaire inde´pendant de r, les transfor-
mations η et η′ sont de´finies sur F ab (autrement dit transforment sections ration-
nelles sur ce corps en classes de cohomologie rationnelles).
Preuve. D’apre`s ce qu’on a dit plus haut (4.4), il suffit de voir que le produit scalaire
hermitien sur H0(E ′,L′r) de´fini par la formule ci-dessus, de meˆme que son analogue
sur H0(E ,Lr):
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〈φ1, φ2〉 =
∫
E
φ1(z)φ2(z) exp(−2πir
β
|z|2) |dz ∧ dz|
est rationnel sur F ab a` une constante multiplicative c pre`s, c’est-a`-dire que si φ1 et
φ2 sont de´finis sur F
ab alors il en est de meˆme de c〈φ1, φ2〉.
On utilise dans ce but l’article [Sh1] qui explicite une base de telles sections
rationnelles sur F ab en termes de fonctions the´ta classiques. On peut alors ex-
plicitement calculer les produits scalaires de ces e´le´ments, dont on trouve qu’ils
constituent une base orthogonale. Un tel calcul se trouve d’ailleurs dans Siegel [Si].
Tout cela vaut d’ailleurs plus ge´ne´ralement pour des varie´te´s abe´liennes CM.
Notons (ω1, ω2) une base du re´seau R choisie de telle sorte que z = ω1/ω2
soit de partie imaginaire > 0. Posons λ = ir
β0
. Alors les fonctions the´ta que
nous conside´rons sont celles e´tudie´es dans loc.cit. avec H(x, y) = 2λx¯y (a` ne
pas confondre bien suˆr avec la forme hermitienne du §1 qui de´finit G) et Ψ(a) =
exp(2πri ℑbℑβ0 ) (une racine de l’unite´). Les notations de Shimura s’e´crivent dans
notre cas particulier : Ω = (ω1, ω2), ǫ = 1 et enfin
µ = E((ω2, ω1) = 2λℑ(ω¯2ω1) = 2λ|ω2|2ℑz.
Les fonctions the´ta sont donne´es par
θ(u, z; ρ, s) =
∑
n∈Z
exp(πi(n+ ρ)2z) exp(2πi(n+ ρ)(u + s)),
ou` u ∈ C et ou` ρ et s sont des parame`tres re´els (en fait dans Q) qui doivent eˆtre
choisis de telle sorte que ψ(ω1α1+ω2α2) = exp(πiα1α2+µρα2−sα1). Le rationnel
s est de´fini a` un entier pre`s, et ρ a` un e´le´ment pre`s de µ−1Z.
On pose ensuite φ(u, z; ρ, s) = exp( pi2ℑzu
2) θ(u, z; ρ, s) et on de´finit enfin des
sections de Lr par la formule :
fρ,s(u) = φ(µω
−1
2 u, µω
−1
2 ω1; ρ, s) = exp(
π
2ℑz µω
−2
2 u
2) θ(µω−12 u, µz; ρ, s);
Soit encore, avec ζ = ω2/|ω2| :
fρ,s(u) = exp(πλζ
−2u2) θ(µω−12 u, µz; ρ, s).
Un des re´sultats de l’article pre´cite´ est le suivant: Pour ρ, s fixe´s et j variant
dans un syste`me de repre´sentants des classes de µ−1Z/Z, les fonctions fρ+j , s(u)
constituent une base de H0(E ,Lr) sur C. D’autre part on obtient une base de
sections rationnelles sur F ab en prenant les fonctions f ′ρ+j , s(u) = h(z)
−1fρ+j , s(u)
pour h une quelconque forme modulaire de poids demi-entier alge´brique sur Qab.
On voit que les produits scalaires 〈fρ1,sfρ2,s〉 sont donne´s par les inte´grales :∫
E
exp(−4πλ(ℑ(ζ−1u))2θ(µω−12 u, µz; ρ1, s)θ(µω−12 u, µz; ρ2, s) | du ∧ du|
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On calcule ces dernie`res en remplac¸ant les fonctions the´ta par la somme qui les
de´finit et en inte´grant sur un rectangle fondamental (de sommets 0, ω1, ω2, ω1+ω2)
chacun des produits qui apparaissent. Autrement dit on doit inte´grer
exp
(
2πi(n1+ ρ1)(µω
−1
2 u+ s)− 2πi(n2+ ρ2)(µω¯−12 u¯+ s)− 4πλ|ω2|2(ℑ(ω−12 u))2
)
=
exp
(
2πi(n1+ρ1−n2−ρ2)µℜ(ω−12 u)−2π(n1+ρ1+n2+ρ2)µℑ(ω−12 u)−4πλ|ω2|2(ℑ(ω−12 u))2
)
On peut commencer cette inte´gration avec ℑ(ω−12 u) constant et la partie re´elle
variant de 0 a` 1 ; les inte´grales ci-dessus sont alors nulles sauf si n1+ρ1−n2−ρ2 = 0.
Ceci n’est possible que pour ρ1 ≡ ρ2 mod Z, et donc dans notre cas on voit que
les fonctions que nous conside´rons sont orthogonales deux a` deux.
Il reste a` calculer 〈fρ,sfρ,s〉. C’est la somme de la se´rie dont le terme de rang n
est le produit par exp(−2π(n+ ρ)2µℑz) de l’nte´grale sur le rectangle fondamental
de exp
( − 4π(n + ρ)ℑ(ω−12 u) − 4πλ|ω2|2(ℑ(ω−12 u))2). On doit donc calculer la
somme des inte´grales des fonctions :
exp
(− 2π(n+ ρ)2µℑz − 4π(n+ ρ)µℑ(ω−12 u)− 4πλ|ω2|2(ℑ(ω−12 u))2).
Soit, compte tenu du fait que µℑz = 2λ|ω2|2(ℑz)2 , la somme des inte´grales des
exp
(
− 4πλ|ω2|2
(
(n+ ρ)ℑz + ℑ(ω−12 u)
)2)
.
Prenons pour fixer les ide´es la mesure usuelle sur C. Le changement de variable
v = ω−12 u transforme notre rectangle en celui de sommets 0, 1, z, 1 + z, et nous
devons donc inte´grer sur ce dernier les fonctions |ω2|2 exp
(
− 4πλ|ω2|2
(
(n+ρ)ℑz+
ℑ(v))2). Comme cette fonction ne de´pend que de y = ℑu, on doit donc calculer la
somme des |ω2|2
∫ ℑz
0
exp
(
−4πλ|ω2|2
(
(n+ρ)ℑz+y)2)dy . On voit alors finalement
que l’on a:
〈fρ,sfρ,s〉 = |ω2|2
∫ +∞
−∞
exp(−4πλ|ω2|2y2)dy
On obtient donc le re´sultat suivant :
〈fρ,sfρ,s〉 = |ω2|
2
√
λ
et donc
〈f ′ρ,sf ′ρ,s〉 =
|ω2|
2|h(z)2|√λ ;
ces produits scalaires sont donc bien rationnels sur F ab a` la constante pre`s
c = |h(z)2
ω2
|.
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5. Relations entre les transformations P ,P ′, η, η′
The´ore`me 2. Soit f ′ une forme modulaire parabolique de poids k ≥ 2 sur Γ\∆
et soit ω′ = P ′(f ′) ∈ H1(Γ \ Ω , F−k+1,k−2) la classe de cohomologie automorphe
correspondante. Alors les coefficients du de´veloppement de ω′ au voisinage de la
composante frontie`re du type ( b -) sont nuls, tandis qu’en celle du type ( b +)
ces coefficients sont donne´s en fonction des coefficients g′r de f
′ par : ω′r = −η′(g′r)
pour r ≥ 1, et ω′r = 0 pour r ≤ 0 .
De meˆme pour f une telle forme sur Γ\∆, les coefficients de ω = P(f) sont
donne´s par ωr = −η(gr) (r ≥ 1) et 0 si r ≤ 0 au voisinage de la composante de
type (b -) ; ils sont nuls au voisinage de celle de type (b +).
Preuve.
(i) Rappelons en quelques mots la construction de [EGW]; Soit π : X →M une
fibration holomorphe entre varie´te´s complexes, a` fibres contractiles et dont l’espace
total est de Stein. Soit F un fibre´ vectoriel sur M . Alors on a un isomorphisme
entre la cohomologieH∗(M,O(F)) et la cohomologie du complexe Γ(X,Ω∗pi(F)), ou`
Ω∗pi(F) de´signe le faisceau des formes diffe´rentielles π–relatives a` valeurs dans F . Cet
isomorphisme s’obtient ainsi : on conside`re le faisceau π∗O(F) image re´ciproque
de O(F). Parce que les fibres de π sont contractiles, on a : H∗((M,O(F)) ≃
H∗(X, π∗O(F)). D’autre part le complexe de de Rham relatif est une re´solution
du faisceau π∗O(F), et cette re´solution est acyclique parce que l’espace total est
de Stein. D’ou` un isomorphisme entre H∗(X, π∗O(F)) et H∗(Γ(X,Ω∗pi(F))).
On voit facilement que cette construction est fonctorielle au sens suivant : pour
M ′ → M et η une classe de cohomologie associe´e a` une forme diffe´rentielle ω, sa
restriction a` M ′ est donne´e par la restriction de ω au produit fibre´ X ′ =M ′×M X
pourvu que ce dernier soit de Stein. C’est le cas en particulier pour M ′ un sous-
espace ferme´ de M .
De meˆme, si une classe de cohomologie est associe´e a` ω sur X et si X ′ ⊂ X
est une sous-varie´te´, encore de Stein, et telle que la restriction de π soit encore
une fibration sur M a` fibres contractiles, alors la meˆme classe est de´finie par la
restriction de ω a` X ′.
(ii) Nous appliquerons ces conside´rations a` P ′(f ′), qui est de´finie par la forme
diffe´rentielle f ′(z ∧ ξ) l(ξ)k ωJ sur l’espace Γ \ U (cf. §1 ; on tient compte ici
du fait que a = 0 ). En fait nous commencerons par prendre le pull-back de cette
forme sur l’espace quotient Γ ∩ V \U : ceci de´finit le pull-back sur Γ ∩ V \ Ω de
notre classe de cohomologie ; noter que Γ ∩ V \U est de Stein : cela re´sulte de ce
qu’il est un reveˆtement de l’espace de Stein Γ \U (on peut aussi de´montrer cela de
fac¸on plus explicite).
NotonsU− sous-ensemble ferme´ deU constitue´ des couples de drapeaux (z, l; ξα)
dans U tels que z ∈ D∞ et que α passe par p∞. Le quotient Γ ∩ V \U−, ferme´
dans Γ ∩ V \U, est encore de Stein. Il se projette sur le sous ensemble ferme´ de
Γ ∩ V \ Ω, que nous noterons S− et qui est constitue´ des drapeaux qui ve´rifient la
condition supple´mentaire z ∈ D∞. Le de´veloppement en une composante de type
( b -) se calcule a` partir de la restriction a` S− de la classe de cohomologie ω.
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On voit que les fibres de la projection de Γ ∩ V \ U− sur S− sur sont encore
contractiles. Par suite la restriction de notre classe de cohomologie est donne´e par
la restriction de la forme diffe´rentielle correspondante a` Γ ∩ V \U−.
De fac¸on duale on conside`re U+, forme´ des drapeaux tels que l passe par p∞
et que ξ ∈ D∞. C’est un reveˆtement de sous-espace S+ ⊂ Γ ∩ V \ Ω constitue´
des drapeaux (z, l) ve´rifiant la condition supple´mentaire que l passe par p∞. Le
de´veloppement en la composante de type ( b +) se lit sur la restriction de la
classe de cohomologie a` S+, et cette restriction est associe´e a` la restriction a` U+
de la forme diffe´rentielle.
(iii) Commenc¸ons par le cas d’une composante de type ( b -) . On va montrer
alors que la restriction de P ′(f ′) a` U− est relativement exacte. Pour cela, on
remarque que c’est vrai sur chaque fibre de la projection sur S− : P ′(f ′) y est
la diffe´rentielle d’une section holomorphe bien de´finie a` une constante pre`s. Ces
inte´grales sur les fibres ne de´pendent que de J , la droite joignant x a` ξ, et nous
allons les normaliser de sorte que leur limite soit nulle lorsque cette droite tend vers
D∞. Une fois cette normalisation accomplie, on obtient une section holomorphe
bien de´finie sur U− du faisceau F−k+1 k−2 dont P ′(f ′) est la diffe´rentielle relative.
Ve´rifions qu’une telle normalisation est possible. Soient z =

x01
0

 et
l = ( 1 −x0 τ0 ) un point fixe´ de S− ; un point de la fibre au-dessus de cet
e´le´ment correspond a` la donne´e supple´mentaire de ξ =

xy
1

 et α = ( 0 1 −y )
tels que le point d’intersection I de l et α soit inte´rieur a` ∆ et que la droite
J joignant z et ξ soit exte´rieure a` ∆. Des coordonne´es de J sont donne´es par
J = ( 1 −x0 w ) avec w = x0y − x ( 2ℜw > |x0|2). La diffe´rentielle ωJ est
la diffe´rentielle d’une coordonne´e y(J) bien de´finie a` une constante pre`s par :
y(J) = detz(J, J0) det
−1
z (J, l), ou` les de´terminants sont pris dans le plan constitue´
des formes nulles sur z et ou` J0 repre´sente le choix d’un point-base (ne de´pendant
que de (z, l)), normalise´ de telle sorte que det(J0, l, ∗) = ∗(z).
Ici on peut prendre J0 = ( 0 0 1 ), ce qui donne y(J) = (τ0 − x0y + x)−1 =
(τ0−w)−1. Parce que l(ξ) = x−x0y+x = τ0−w, la restriction a` la fibre au dessus
de (z, l) de notre forme diffe´rentielle est donne´e par :
P ′(f ′) = f ′(J)(τ0 − w)kd((τ0 − w)−1 = f ′(1, −x0, w) (τ0 − w)k−2dw .
L’expression f ′(1, −x0, w) est une fonction φ′(q) de q = exp(− 2piiβ0 w), holomor-
phe au voisinage de 0 et nulle en 0. Notre forme diffe´rentielle est alors le produit
de φ
′(q)
q
dq par un polynoˆme en log(q) et on voit qu’une primitive d’une telle forme
admet une limite en q = 0 (une de´termination de log e´tant choisie avec une partie
imaginaire borne´e); autrement dit, toute primitive admet une limite lorsque ℜw
tend vers +∞, la partie imaginaire restant borne´e.
(iv) Traitons maintenant le cas d’une composante de type ( b +) . Un point
de U+ e´tant de´fini par un couple de drapeaux (z, l) = (

xy
1

 , ( 0 1 −y ))
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et (ξ, α) = (

−v1
0

 , ( 1 v w )), on voit que la droite J est donne´e par J =
( 1 v −x− vy ). La classe de cohomologie P ′(f ′) est associe´e a` la forme diffe´-
rentielle relative f ′(J) ωJ (noter en effet que l(ξ) est identiquement 1).
On calcule comme ci-dessus (la restriction de) ωJ . On peut prendre J0 =
( 1 v0 −x− v0y ) (avec v0 fixe´). On trouve alors que y(J) = v0 − v et donc
ωJ = −dv.
Finalement, −P ′(f ′) est donne´e par:
−P ′(f ′)(x, y; v, w) = f ′(v,−x− vy) dv =
∑
r∈N∗
g′r(v)exp(
2πir
β0
(x + vy)) dv
Ou, si l’on pre´fe`re, en termes θ = exp(2pii
β0
x) :
−P ′(f ′)(x, y; v, w) =
∑
r∈N∗
g′r(v)exp(
2πir
β0
vy) θr dv .
Cette dernie`re expression ne de´pend que de v, y et θ. L’action d’un e´le´ment
 1 α β0 1 α¯
0 0 1

 de Γ∩ V transforme y en y+ α¯, v en v − α, θ en exp 2pii
β0
(αy + β), et
laisse invariante l’expression de P ′(f ′).
Notons WL˜1 l’espace total du fibre´ image re´ciproque de L1 par la projection de
W sur E . Cet espace ce projette sur l’espace total du fibre´ L1, que nous avions note´
L˜1. Notons e´galementWL˜∗1 et L˜∗1 les comple´mentaires des sections nulles. On voit
que l’expression pre´ce´dente de´finit une forme diffe´rentielle sur WL˜∗1 (relativement
a` sa projection sur L˜∗1).
Remarquons de plus que l’espace WL˜1 est de Stein : on peut utiliser le fait
ge´ne´ral qu’un fibre´ vectoriel sur un espace de Stein est encore de Stein, ou bien
aussi le prouver directement dans ce cas particulier. Il en est donc de meˆme de
WL˜∗1, et il en re´sulte que la formule ci-dessus de´finit une classe de cohomologie
sur L˜∗1. Cette dernie`re n’est autre, en vertu des conside´rations (i) ci-dessus, que
la classe de cohomologie qui nous a servi en (3.2) a` de´finir le de´veloppement de
Fourier.
On remarque enfin que la formule ci-dessus a un sens sur l’espace WL˜1 tout
entier : notre classe de cohomologie se prolonge donc a` L˜1. Dans ces conditions
il est clair que la construction de (3.2) revient a` se restreindre a` la section nulle
puis a` prendre les coefficients de Fourier. Il en re´sulte que la r–ie´me composante de
Fourier de −P ′(f ′) est associe´e au cocycle qui envoie (y, v) sur g′r(v)exp(2piirβ0 vy) dv.
Cela prouve le the´ore`me pour la transformation P .
La de´monstration dans le cas de la transformation P est duale de la pre´ce´dente.
Compte tenu des proprie´te´s de rationalite´ pour les transformations η et η′ prou-
ve´es au paragraphe pre´ce´dent, et du fait que les formes modulaires de Picard sont
engendre´es par celles rationnelles sur F ab, le the´ore`me pre´ce´dent admet le corollaire
suivant :
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Corollaire 1. L’image de la transformation P ′ est engendre´e par des classes de
cohomologie rationnelles sur F ab (au sens que leurs coefficients sur les composantes
du type (b+) le sont). Re´sultat analogue pour l’image de P.
On remarquera d’ailleurs que cette image est l’ensemble des classes paraboliques,
que l’on peut de´finir de fac¸on analytique (remarque finale du §1) a` de´faut de disposer
d’une de´finition ge´ome´trique.
Commentaire final : Pour ω′ = P ′(f ′) comme dans l’e´nonce´ du the´ore`me, le
fait que les coefficients correspondant aux composantes de type (b-) soient nuls
traduit le fait qu’au voisinage d’une composante frontie`re de ce type, la restriction
de ω′ a` la partie alge´brique de la compactification (cf. (3.2)) s’annule. On aimerait
pouvoir de´finir des invariants plus fins, qui ”mesurent” le H1 d’un voisinage de la
courbe frontie`re (rappelons (cf. (2.5)) qu’un tel voisinage n’est pas de Stein).
Ce proble`me est intimement lie´ a` celui de de´finir des coefficients pour les 2-classes
de cohomologie du type de Maass; en effet, de meˆme que nous l’avions de´montre´
dans [Ca1] dans le cas compact, il devrait encore eˆtre vrai que ces classes (dans le
cas parabolique) sont engendre´es par des cup-produits P(f) ∪ P ′(f ′).
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