Collective Phenomena in Quasi-Two-Dimensional Fermionic Polar Molecules: Band Renormalization and Excitons by Demler, Eugene A. & Babadi, Mehrtash
 
Collective Phenomena in Quasi-Two-Dimensional Fermionic Polar
Molecules: Band Renormalization and Excitons
 
 
(Article begins on next page)
The Harvard community has made this article openly available.
Please share how this access benefits you. Your story matters.
Citation Babadi, Mehrtash, and Eugene Demler. 2011. Collective
phenomena in quasi-two-dimensional fermionic polar molecules:
band renormalization and excitons. Physical Review A 84(3):
033636.
Published Version doi://10.1103/PhysRevA.84.033636
Accessed February 19, 2015 9:24:08 AM EST
Citable Link http://nrs.harvard.edu/urn-3:HUL.InstRepos:13421136
Terms of Use This article was downloaded from Harvard University's DASH
repository, and is made available under the terms and conditions
applicable to Open Access Policy Articles, as set forth at
http://nrs.harvard.edu/urn-3:HUL.InstRepos:dash.current.terms-of-
use#OAPCollective phenomena in quasi-two-dimensional fermionic polar molecules:
band renormalization and excitons
Mehrtash Babadi1, Eugene Demler1
1 Physics Department, Harvard University, Cambridge, Massachusetts 02138, USA
We theoretically analyze a quasi-two-dimensional system of fermionic polar molecules in a harmonic trans-
verse conﬁning potential. The renormalized energy bands are calculated by solving the Hartree-Fock equa-
tion numerically for various trap and dipolar interaction strengths. The inter-subband excitations of the sys-
tem are studied in the conserving time-dependent Hartree-Fock (TDHF) approximation from the perspective
of lattice modulation spectroscopy experiments. We ﬁnd that the excitation spectrum consists of both inter-
subband particle-hole excitation continuums and anti-bound excitons, arising from the anisotropic nature of
dipolar interactions. The excitonic modes capture the majority of the spectral weight. We also evaluate the
inter-subband transition rates in order to investigate the nature of the excitonic modes and ﬁnd that they are anti-
bound states formed from particle-hole excitations arising from several subbands. Our results indicate that the
excitonic effects are present for interaction strengths and temperatures accessible in current experiments with
polar molecules.
I. INTRODUCTION
In the past decade, much of the experimental and the-
oretical progress in the ﬁeld of ultracold atoms [1–3] are
motivated by the prospect of realizing novel strongly corre-
lated many-body states of matter. In particular, experimental
realization of quantum degenerate gases of fermionic polar
molecules has witnessed a very rapid progress. By associa-
tion of atoms via a Feshbach resonance to form deeply bound
ultracold molecules [4, 5], a nearly degenerate gas of KRb po-
lar molecules in their rotational and vibrational ground state
has been recently realized [6–10]. The molecules can be po-
larized by applying a d.c. electric ﬁeld, resulting in strong
dipole-dipole inter-molecular interactions.
A strikingly new feature of systems of fermionic polar
molecules is the anisotropy of dipolar interactions, making
them unparalleled among the traditional condensed matter
systems. Thus, experiments with polar molecules go be-
yond quantum simulation of effective theories motivated by
electronic systems and aim at exploring a genuinely new do-
main of many-body quantum behavior, unique to dipolar in-
teractions. Dipolar interactions can be utilized to generate
long-range interactions of arbitrary shape using microwave
ﬁelds [11], simulate exotic spin Hamiltonians [12, 13] and
are theoretically predicted to give rise to numerous inter-
esting collective phenomena such as roton softening [14–
16], supersolidity [17–21], p-wave superﬂuidity [22], emer-
gence of artiﬁcial photons [23], bilayer quantum phase transi-
tions [24], multi-layer self-assembled chains [25] for bosonic
molecules, dimerization and inter-layer pairing [26, 27], spon-
taneous inter-layer coherence [28], itinerant ferroelectric-
ity [29], anisotropic Fermi liquid theory and anisotropic sound
modes [30–33], fractional quantum Hall effect [34], Wigner
crystallization [35], density-wave and striped order [36, 37],
biaxial nematic phase [38], topological superﬂuidity [39] and
Z2 topological phase [40], just to mention a few.
Despite the theoretical prediction of numerous exotic quan-
tum many-body phenomena in polar molecules, realization
and observation of many of these novel predictions are still
an experimental challenge. At the time this paper was written,
the coldest gas of fermionic polar molecules has been realized
with KRb molecules at a temperature of 1:4TF [6–10], where
TF is the Fermi temperature. The majority of the mentioned
quantum phenomena require strong suppression of thermal
ﬂuctuations, i.e. strong degeneracy condition (T  TF).
A major obstacle towards further evaporative cooling of
a large class of bi-alkali polar molecules (KRb, LiNa, LiK,
LiRb, and LiCs) is the existence of an energetically allowed
two-body chemical reaction channel [41], resulting in signiﬁ-
cant molecule losses in two-body scatterings. In a low temper-
ature gas composed of a single hyperﬁne state, Fermi statis-
tics blocks scatterings in the s-wave channel and the major-
ity of scatterings take place through the p-wave channel. In
unstructured three-dimensional clouds, the attractive head-to-
tail dipolar interactions soften the p-wave centrifugal barrier
and increase the cross section of reactive collisions. However,
the rate of chemical reactions can be effectively suppressed
by loading the gas into a one-dimensional optical lattice (or
trap) and aligning the dipoles perpendicular to the formed
pancakes. In such geometries, the incidence of head-to-tail
scatterings is effectively suppressed due to the transverse con-
ﬁnement of the gas on one hand, and reinforcement of the p-
wave barrier due to repulsive side-by-side dipolar interactions
on the other hand [9, 42, 43]. Therefore, the preferred geom-
etry to study reactive polar molecules is in tightly conﬁned
two-dimensional layers.
Recently, it has been shown that the suppression of chemi-
cal reactions of reactive fermionic molecules in conﬁned ge-
ometries remains effective even in the quasi-two-dimensional
limit, i.e. where not only the lowest, but also the ﬁrst few ex-
cited subbands (transverse modes) are populated [43]. On the
other hand, occupation of higher subbands does not impose
any difﬁculty on experiments with non-reactive molecules
such as NaK, NaRb, NaCs, KCs, and RbCs [41]. The pos-
sibility of going beyond the single-subband limit opens a new
window towards experimental and theoretical exploration of
many-body physics of quasi-two-dimensional fermions with
anisotropic interactions.
Besides being highly anisotropic, fermionic polar
molecules and electronic systems differ in another im-
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portant way: in contrast to the Coulomb interactions,
dipole-dipole interactions dominate the kinetic energy in
the high density limit. In d dimensions, dipolar interaction
scales as n3=d (n is the density) while the kinetic energy
scales as n2=d, implying that their ratio scales as n1=d, i.e.
the interactions are more pronounced at higher densities. We
deﬁne the following dimensionless quantity as a measure of
dipolar interaction in two dimensions:
rd 
mD2 n1=2
~2 ; (1)
where D is the electric dipole moment of a single molecule.
The main goal of this paper is studying the inter-subband
collective modes of quasi-two-dimensional polar molecules
and to propose experimental signatures of such phenomena.
At the time this paper was written, the dipolar interaction
strengths accessible in the experiments belong to the weakly
interacting regime (e.g. rd  0:05 in experiments of the group
at JILA) and therefore, we restrict our analysis to the same
regime. For small rd, the normal liquid phase is expected to
be the stable phase of the system.
In the ﬁrst part of this paper, we study the effect of dipo-
lar interactions on the single-particle energy dispersions by
solving the Hartree-Fock equation. In order to simplify our
analysis, we focus on a single pancake and neglect compli-
cations such as inter-layer tunneling and attractive inter-layer
interactions in this study. This approximation is relevant to a
well-separated stack of pancakes as well. The normal phase
and the collective modes of fermionic polar molecules in the
strictly two-dimensional case (single-subband limit) has been
recently studied by different authors [22, 33, 36]. Therefore,
we do not discuss the intra-subband collective modes here and
instead, focus on genuinely quasi-two-dimensional phenom-
ena.
In the second part of this paper, we explore the inter-
subband excitation spectrum from the lattice modulation
spectroscopy perspective, an experimental technique origi-
nally developed for studying strongly correlated phases of
cold atomic systems [44–48]. We predict the energy absorp-
tion and inter-subband transition rates for an exponentially
switched-on a.c. lattice modulation pulse in the conserving
time-dependent Hartree-Fock (TDHF) approximation [49].
We show that the excitation spectrum consists of both
inter-subband particle-hole (p-h) excitation continuums and
anti-bound excitons, arising from the anisotropic nature of
dipolar interactions. We show that these many-body effects
persist for weak interactions and temperatures of the order
of the Fermi temperature, making their observation feasible
in current experiments. Finally, we study the inter-subband
particle transition rates in order to shed light on the nature of
excitons. We ﬁnd that in contrast to p-h excitation continuums
which are associated to certain inter-subband transitions, the
excitons are composite anti-bound states formed from p-h
excitations arising from several subbands.
Before we embark on the formal development of the out-
lined program, we ﬁnd it worthwhile to summarize the ob-
Non-interacting system Interacting system
(a) (b)
(c) (d)
(e) (f)
FIG. 1. A comparison between quasi-two-dimensional fermions in
the absence (left column) and presence (right column) of interac-
tions. (a) and (b) show a schematic plot of the band structure. The
blue and red arrows indicate p-h excitations from 0 to 2, and 1 to 3
subbands respectively, at different regions in the Fermi sea. (c) and
(d) show a schematic representation of excited states probed in mod-
ulation spectroscopy experiments. The labels, 0 ! 2 and 1 ! 3,
indicate the inter-subband transition associated to the excitation. The
blue and red intervals denote p-h continuums and the red lines de-
note excitonic modes. (e) and (f) show the energy absorption rate, _ E,
and inter-subband transition rates, R0!2 and R1!3, as a function of
modulation frequency, !mod. The blue and red shaded continuums
correspond to 0 ! 2 and 1 ! 3 inter-subband transitions respec-
tively. The red spike denotes an exciton. The kink in the middle of
the red shaded continuum is indicating of an exciton lying inside that
continuum (see plots c and d). Refer to the text for more details.
tained results in a schematic way. Fig. 1 shows a side by side
comparison between non-interacting and interacting quasi-
two-dimensional fermions with dipolar interactions. A typical
plot of the band structure is shown in Fig. 1a and 1b. In the
absence of interactions, however, the single-particle energy
dispersions are quadratic and have a constant energy separa-
tion of ~!trap, where !trap is the trap frequency (we neglect
the anharmonicity of the trap in order to simplify the analy-
sis). In the presence of interactions, the single-particle energy
dispersions are renormalized and no longer remain quadratic.
We will see later that modulation of the optical lattice stim-
ulates excitation of particles from populated subbands in equi-
librium to their second next subband (0 ! 2, 1 ! 3, etc).
The excitation energy of such processes can be directly mea-3
sured in the experiments. In the absence of interactions, all
of the elementary inter-subband excitations have a constant
energy cost of 2~!trap. The interactions modify the degen-
erate excited states dramatically, transforming the p-h excita-
tion energies from their constant value of 2~!trap to a collec-
tion of continuums and discrete collective modes (excitons),
as shown in Fig. 1c and 1d. Also, the excitonic modes capture
the majority of the spectral weight, leaving behind a small
trace of p-h continuums.
The mechanism of energy absorption in lattice modulation
experiments can be explored further by studying the inter-
subband transition rates. If the modulation frequency lies
within a certain inter-subband p-h excitation continuum, we
expect to observe transitions only between the two involved
subbands, leaving the population of other subbands unaf-
fected. For example, the blue shaded continuum in the energy
absorption spectrum in Fig. 1d and 1f is associated to 0 ! 2
excitations and consequently, the continuum only appears in
the plot of R0!2 and is absent in the plot of R1!3 vs. mod-
ulation frequency, where R! denotes the net current from
’th to ’th Hartree-Fock subband.
If the modulation frequency corresponds to an excitonic
mode, we expect to observe transition currents between sev-
eral pairs of subbands, given that the excitons are generally
mixtures of p-h excitations of different subbands. For exam-
ple, the red spikes in the energy absorption spectrum, which
denotes an exciton, is visible in both R0!2 and R1!3 plots.
Finally, if an exciton lies inside a continuum, it will be
damped and yield a broadened peak in the energy absorption
spectrum. In this case, although the continuum is associated
to a certain inter-subband transition per se, we expect to
observe its trace in other inter-subband transition rate plots
due to mixing with the excitonic mode. This effect is
schematically shown in plots Fig. 1d and 1f. The red shaded
continuum in the energy absorption spectrum denotes a 1 ! 3
p-h continuum and the kink in the middle is indicative of an
exciton lying inside it. Both the continuum and the kink ap-
pearinalloftheinter-subbandtransitionrateplotsinthiscase.
In the remainder of this paper, we explore the ideas summa-
rized above in detail. This paper is organized as follows: the
microscopic model is introduced in Sec. II and the Hartree-
Fock equation is discussed in Sec. III. The numerical results
obtained by solving the Hartree-Fock equation is discussed in
Sec. IIIA. Lattice modulation spectroscopy experiments are
reviewed in Sec. IV and the calculation of energy absorption
spectrum and inter-subband transition rates in the TDHF ap-
proximation is discussed in Sec. IVA. The numerical results
are presented and discussed in Sec. IVB. The paper is con-
cluded by a short discussion on the experimental outlook of
the presented results.
II. THE MICROSCOPIC MODEL
In this section, we review the microscopic model for spin-
less fermions with electric dipole-dipole interactions in a one-
dimensional optical trap. This model is relevant to a pancake
of polar molecules prepared in a single hyperﬁne state, as well
as to a stack of well-separated pancakes.
For concreteness, we assume that the gas is conﬁned about
the x-y using a conﬁning optical potential centered at z =
0. Also, we assume that the dipoles are aligned along the z-
axis (perpendicular to the conﬁning plane) using a strong d.c.
electric ﬁeld. The Hamiltonian of the system is the sum of
the optical trap potential, the kinetic energy and the electric
dipole-dipole interactions. A convenient basis for the second
quantized notation is one that diagonalizes the one-body part
of the Hamiltonian. We choose the following basis:
hrj;ki = (z)
1
p
A
eikx; (2)
where (z) is the wavefunction of the ’th transverse mode
of the trap, A is the area of the trap in the x-y plane and x =
(x;y) is the in-plane coordinates. In this basis, the second-
quantized Hamiltonian is easily found to be:
H =
X
k;

~2jkj2
2m
+ 

c
y
k;ck;
+
1
2
X
;
X
k1k2q
V;(q)c
y
k1+q;c
y
k2 q;ck2;ck1;; (3)
where ck; (c
y
k;) annihilates (creates) a particle in the in-
plane momentum state k and ’th subband.  is the zero-
point energy of ’th subband ( = 0;1; :::). We measure the
energies with respect to the zero-point energy of the lowest
subband ( = 0). V;(q) is the Fourier transform of the
effective inter-subband dipolar interaction, deﬁned as:
V;(x   x0) =
Z Z
dz dz0 
(z)
(z0)(z0)(z)
Vdip(z   z0;x   x0); (4)
where Vdip(z;x) is the electric dipole-dipole interaction of
two particles with a center separation of (z;x):
Vdip(z;x) =
D2
(jxj2 + z2)
5
2
 
jxj2   2z2
: (5)
The intra-subband interactions are special cases of Eq. (4),
i.e. the intra-subband interaction in ’th subband is given by
V;(q). Since the dipoles are perpendicular to the x-y
plane, the interaction matrix elements are isotropic in the in-
plane momentum q.
One can always choose the transverse wavefunctions
(z) to be real and of well-deﬁned parity for trap potentials
which are symmetric about z = 0 (harmonic trap is one
example). As a result, it is easy to verify that V;
is invariant under the following interchange of indices:
 $ ,  $ , or  $ . Also, V; vanishes if
+ + +  1 (mod 2). This parity-conserving behavior
is due to the invariance of Eq. (5) under inversion z !  z,
and breaks down for unaligned dipoles.4
For simplicity, we assume that the optical trap is perfectly
harmonic with a frequency !trap. In this case, we easily ﬁnd:
 = (~!trap);
(z) =
1
p
1=2 !2 a?
H(z=a?)e z
2=2a?; (6)
where H(z) is the ’s Hermite polynomial [50] and a? is the
transverse conﬁnement width, related to the trap frequency as
!trap = ~=ma2
?. A generating function for V;(q) for
harmonic traps is derived in Appendix A and explicit expres-
sions for the ﬁrst few inter-subband interactions are given.
We note that in the experiments, nearly-perfect harmonic
trapping can be achieved by loading the gas into a single well
of a strong optical lattice. An optical lattice potential of the
form Vlat:(z) = (~2=2ma4
?k2)sin
2 kz yields a harmonic trap
with frequency ~=ma2
? centered at z = 0 in the limit k ! 0.
III. HARTREE-FOCK EQUATIONS FOR A UNIFORM
QUASI-TWO-DIMENSIONAL FERMIONIC GAS
We brieﬂy review the Hartree-Fock (HF) theory for a
uniform quasi-two-dimensional fermionic gas in thermal
equilibrium and apply the formalism to the system of
fermionic polar molecules. The Hartree-Fock equation
for quasi-two-dimensional systems is found to be sub-
stantially more difﬁcult to solve compared to the strictly
two-dimensional case due to subband hybridization.
We begin our treatment with the usual deﬁnition of the 1-
particle thermal Green’s function:
G(k;i!n) =  
Z ~
0
d ei!n Tr

^ G ck;()c
y
k;(0)

;
(7)
where  = 1=kBT, T is the temperature, i!n = (2n+1)=
is the fermionic Matsubara frequency, ^ G = e H=Tr[e H]
is the grand-canonical statistical weighting operator and
c
(y)
k;() = eH=~ c
(y)
k; e H=~ is the imaginary-time Heisen-
berg fermion annihilation (creation) operator. In the pres-
ence of interactions, the non-interacting subband indices no
longer remain good quantum numbers due to hybridization
and consequently, G(k;i!n) is expected to have non-zero
off-diagonal elements.
The Hartree-Fockapproximation for the Green’sfunction is
given by the following diagrammatic Dyson’s equation [51]:


q =


q +






q
k0 q
+






q
k0 q k0
q
(8)
where the thin and thick fermion lines denote non-interacting
and interacting Green’s functions respectively. The diagram
yields the following equation:
G(k;i!n) = G0
(k;i!n) + G0
(k;i!n)?
(k)
G(k;i!n); (9)
where the proper self-energy ?
(k) is the sum of the direct
and exchange diagrams:
?
(k) =
1

X
i!0
n
Z
d2k0
(2)2 [V;(0)   V;(k   k0)]
G(k0;i!0
n)ei!
0
n0
+
: (10)
Summation over repeated indices is assumed throughout this
paper. The non-interacting thermal Green’s function is given
by:
G0
(k;i!n) =

i!n   k;
; k; =
jkj2
2m
+ : (11)
Intheabsenceofspontaneoussymmetrybreakingoftheinver-
sion symmetry (which may happen in the strongly interacting
regime and is beyond the scope of this paper), the interactions
only mix subbands of the same parity due to the symmetries
of the inter-subband interaction matrix elements mentioned in
the previous section. Investigating Eqs. (9) and (10) shows
that G = 0 if  +   1 (mod 2) and therefore, G will
have the following matrix structure in the non-interacting sub-
band indices:
G =
0
B
B B
B
B B
@
G00 0 G02 0 G04 :::
0 G11 0 G13 0 :::
G02 0 G22 0 G24 :::
0 G13 0 G33 0 :::
G04 0 G24 0 G44 :::
. . .
. . .
. . .
. . .
. . .
...
1
C
C C
C
C C
A
: (12)
In order to solve the Hartree-Fock equation at ﬁnite tempera-
tures, one must carry out the Matsubara summations appear-
ing in Eq. (10). The summation can be easily done once
the dependence of the Green’s function on the Matsubara fre-
quency is explicitly known. In fact, expressing the interacting
Green’s function its diagonal basis reveals its explicit depen-
dence on the Matsubara frequency. Treated as a matrix equa-
tion, Eq. (9) formally yields:
G =
h 
G0 1
  ?
i 1
=
h
i!nI   
?i 1
; (13)
where 
?
(k) = ?
(k) + 0
k;, i.e. the proper self-
energy including the kinetic energy contribution. It is easy
to see that 
?
(k) is a symmetric matrix and therefore, there
exists a real orthonormal basis in which it is diagonal and has
real eigenvalues. Let U(k) be the unitary transformation that
diagonalizes 
?
(k):

?
(k) = U(k)(k)UT(k);
(k) = diagf~ 1(k); ~ 2(k); :::g; (14)
where f~ (k)g are the eigenvalues. The same transformation
clearly diagonalizes the interacting Green’s function:
~ G(k;i!n)
def =

U(k)TGU(k)

 = [i!nI   (k)]
 1

=

i!n   ~ (k)
: (15)5
As promised, the Matsubara frequency summation appearing
in Eq. (10) can be evaluated with ease in the new basis:
1

X
i!0
n
G(k0;i!0
n)ei!
0
n0
+
=
1

X
i!0
n
X

U(k0)U(k0)
ei!
0
n0
+
i!0
n   ~ (k0)
=
X

U(k0)nF[~ (k0)]U(k0): (16)
where nF(x) =
 
ex + 1
 1
is the Fermi occupation func-
tion, resulting from the summation over fermionic Matsubara
frequencies [51]. Plugging this result into Eq. (9), we get an
explicit self-consistent equation for the proper self-energy:
?
(k) =
Z
d2k0
(2)2 [V;(0)   V;(k   k0)]U(k0)
U(k0)nF [(k0)]: (17)
It is understood that U(k) and (k) are implicit functions of
?(k), deﬁned in Eq. (14).
It is clear from the preceding discussion that the orthogo-
nal transformation U(k) also deﬁnes the mean-ﬁeld single-
particle states in the presence of interactions. We identify
~ (k) as the energy dispersion of ’th Hartree-Fock subband
and deﬁne the Hartree-Fock fermion annihilation (creation)
operators as:
~ c
(y)
k;() =
X

U(k)c
(y)
k;(): (18)
It is straight-forward to show in light of Eq. (15) that
~ G(k;i!n) can be identically deﬁned using the Hartree-Fock
fermion operators:
~ G(k;i!n) =  
Z ~
0
d ei!n Tr

^ HF
G ~ ck;()~ c
y
k;(0)

;
(19)
where ^ HF
G is the grand-canonical operator deﬁned in terms
of the Hartree-Fock decoupled Hamiltonian.
At this point, it is also useful to deﬁne the effective inter-
action between Hartree-Fock quasiparticles. The evaluation
of response functions, which is our goal in the next section,
is more natural in this basis. Expressing the interaction part
of the Hamiltonian in terms of Hartree-Fock fermion opera-
tors, one can easily read off the renormalized interaction be-
tween incoming particles in Hartree-Fock subbands  and 
with momenta k1 and k2, scattering to subbands  and  with
momenta k1 + q and k2   q respectively:
~ V;(k1;k2;q) =
X
0000
V00;00(q) U0(k1 + q)
U0(k2   q)U0(k2)U0(k1): (20)
Note that the renormalized interaction is no longer just a func-
tion of the momentum transfer, but also depends on the indi-
vidual momenta of the scattering quasiparticles.
A. Results: renormalized bands
In this section, we present the numerical results obtained
by solving the Hartree-Fock equation. The numerical method
is described in Appendix B in detail. The temperatures are
reported in the units of T, which is deﬁned as:
T = ~2n=2mkB: (21)
Note that T ua related to T
(0)
F , the Fermi temperature of a
two-dimensional non-interacting Fermi gas, as:
T = T
(0)
F =4 ' 0:08T
(0)
F : (22)
Fig. 2 shows the energies of the ﬁrst ﬁve Hartree-Fock
subbands (panels a, c and e) and their corresponding den-
sity of states (DOS) (panels b, d and f) for rd = 1:0,
T=T = 0:1 and for three different transverse conﬁnement
widths
p
na? = 0:2, 0:4 and 0:6. Deviations from the non-
interacting quadratic energy dispersions can also be observed
in the DOS plots: the DOS of a quasi-two-dimensional non-
interacting Fermi gas has a uniform staircase structure (shown
in Fig. 2b, 2d and 2f as blue dashed lines for reference). In
the presence of interactions, we ﬁnd that (1) the DOS plot
starts at a ﬁnite energy, meaning that the zero-point energy of
the lowest subband is lifted, (2) the DOS plot no longer has
ﬂat regions (due to deviations from quadratic), (3) the energy
spacing between the jumps, which correspond to the spacing
between the zero-point energies of the subbands, become non-
uniform, and (4) the DOS of a non-interacting gas is always
larger than the DOS of the interacting gas, which is associ-
ated to the long-range repulsive nature of dipolar interactions
in the studied conﬁned geometry.
At zero temperature, the occupation of higher subbands is
only due to Pauli exclusion and the Fermi occupation func-
tion is sharp. Therefore, at any given density, trap strength
and interaction strength, only a ﬁnite number of Hartree-Fock
subbands are fully or partially occupied. There, a phase dia-
gram can be obtained for the system at T = 0 as a function
of trap and dipolar interaction strengths (Fig. 4). It is noticed
that at ﬁxed transverse conﬁnement width a? and density n,
stronger interactions result in occupation of higher subbands.
This behavior can be understood in light of the reduction of
DOS due to interaction. The energy and fractional occupation
of the subbands were found to be continuous across the phase
boundaries and therefore, the transitions are continuous. The
same transitions has been reported to be ﬁrst-order for quasi-
two-dimensional electron gas [52].
In order to see the hybridization of non-interacting sub-
bands, we have plotted the fractional density of non-
interacting and Hartree-Fock subbands in Fig. 3a and 3b re-
spectively, as a function of transverse conﬁnement width and
at ﬁxed rd = 0:05 and temperature T=T = 0:1. Fig. 3c
and 3c show the same quantities at a higher temperature
T=T = 1:0. It is observed that larger transverse conﬁne-
ment widths (i.e. weaker traps) naturally results in occu-
pation of higher subbands. Hybridization is clearly notice-
able by comparing Fig. 3a and 3b: occupation of the lowest6
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FIG. 2. The energy dispersion of the ﬁrst ﬁve Hartree-Fock subbands (panels a, c, and e) and the density of states (DOS) g() (panels b, d and
f) for rd = 1:0, T=T
 = 0:1. (a) and (b):
p
na? = 0:2 (c) and (d):
p
na? = 0:4 (e) and (f):
p
na? = 0:6. The DOS in the absence of
interactions is also shown for comparison (blue dashed lines).
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FIG. 3. Subband mixing and renormalization of the chemical potential. Panels (a) and (b) show the fractional population of non-interacting
subbands and Hartree-Fock subbands respectively, as a function of transverse conﬁnement width a? at constant dipolar interaction strength
rd = 0:05 and temperature T = 0:1T
 ' 0:008T
(0)
F . Panels (c) and (d) are the same quantities at a higher temperature T = T
 '
0:08T
(0)
F . Panel (e) shows the chemical potential as a function of transverse conﬁnement width a? at T = 0:1T
 ' 0:008T
(0)
F (solid blue),
T = 1:0T
 ' 0:08T
(0)
F (solid black) and T = 2:0T
 ' 0:16T
(0)
F (solid red). The dashed lines denote the chemical potential in the absence
of interactions for comparison. Notice the non-monotonic ordering of the chemical potential vs. temperature in the inset (refer to the text for
discussions).
Hartree-Fock subband amounts to occupation of several non-
interacting subbands of even parity, 0;2;4; :::, with decreas-
ing weights. A consequence of subband mixing is anomalous
population inversion, i.e. the 2nd non-interacting subband is
populated before the 1st non-interacting subband, due to hy-
bridization with 0th, 4th, ... subbands.
Finally, Fig. 3e shows the renormalized chemical potential
as a function of transverse conﬁnement width at three dif-
ferent temperatures (solid lines). We have also plotted the
chemical potential in the absence of interactions for reference
(dashedlines). Itisnoticedthattherenormalizedchemicalpo-
tential is always greater than its non-interacting value, which
is again due to reduction of the DOS in the presence of in-
teractions. An interesting observation is the non-monotonic
behavior of the chemical potential as a function of tempera-
ture, which is clearly noticeable in the inset plot of Fig. 3e.
As a consequence, the isothermal compressibility of the in-
teracting gas, T = n 2(@n=@)T also turns out to have a
non-monotonic behavior as a function of temperature. This
behavior has been reported earlier [53] and is conﬁrmed by
our calculations. Intuitively, a small rise in temperature will
result in thermal excitation of states just below the Fermi
level. Having larger momenta, the thermally excited quasi-
particles experience stronger interactions and decrease DOS7
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FIG. 4. The quasi-two-dimensional liquid phases of fermionic polar
molecules at T = 0. The abbreviations N0, N1, etc stand for nor-
mal liquid phases populating up to the zeroth, ﬁrst, ... Hartree-Fock
subbands respectively.
at the Fermi level. Consequently, the chemical potential has
to be increased in order to compensate for the reduced DOS.
At higher temperatures, the effect is suppressed as the states
abovetheFermilevelaresigniﬁcantlypopulatedandasmaller
chemical potential is required to keep the number of particles
constant.
IV. PROBING THE INTER-SUBBAND EXCITATIONS IN
LATTICE MODULATION SPECTROSCOPY
EXPERIMENTS
The single particle and collective excitations of a strictly
two-dimensional gas of polar fermionic molecules has been
recently studied by several authors [22, 33, 36]. The two-
dimensional gas corresponds to the single-subband limit of a
quasi-two-dimensional gas and can be achieved by increasing
the trap frequency. At zero tilt angle, i.e. when the dipoles
are aligned perpendicular to the two-dimensional plane of the
trap, the dipole-dipole interactions are effectively repulsive.
The dipolar interactions are also short-range and regular in
the long wavelength limit. Therefore, such systems are ex-
pected have the same qualitative properties as He-3, which is
described well by Fermi liquid theory of neutral systems [54].
The elementary excitations of such systems consists of single
particle excitations and the zero sound.
As the higher subbands are populated, we encounter a new
class of elementary excitations. Analogous to the strictly two-
dimensional case, the inter-subband excitations also come in
two ﬂavors: inter-subband quasiparticle-like excitations and
p-h bound states (excitons).
The inter-subband excitations can be experimentally de-
tected using the technique of lattice modulation spec-
troscopy [44–48] which was originally introduced and real-
ized in cold atomic systems in order to study the Mott insu-
lator and superﬂuid phases of the simulated Hubbard model.
This method relies on the high controllability of the optical
lattices which allows rapid modulation of the optical poten-
tial. Introducing a weak oscillatory modulation to the ampli-
tude of the optical potential, one stimulates the transition of
particles from lower subbands to higher subbands. The en-
ergy of the inter-subband excitations must match the modu-
lation frequency for the transition to occur. Therefore, one
directly measures the excitation energy in such experiments
and no tedious calibration of parameters is needed.
If one is interested to measure the energy absorbed in the
process of lattice modulation, one allows the system to re-
thermalize after the lattice modulation pulse. All optical po-
tentials (including the polarizing d.c. electric ﬁeld in the case
of polar molecules) are suddenly switched off then and the
density proﬁle of the gas is measured after an interval of bal-
listic expansion. The change in the width of the central peak
in the momentum proﬁle can be taken as a measure of the
absorbed energy. By carrying out this procedure for a range
of frequencies, one obtains the inter-subband excitation spec-
trum of the system. We refer to this procedure as energy-
resolved measurement for brevity.
Another quantity which is often measured in lattice modu-
lation spectroscopy experiments is the change in the number
of particles in each subband. We refer to such experiments as
band-resolvedmeasurementsforbrevity. Insuchexperiments,
one avoids the re-thermalization of the gas after the modula-
tion pulse. Instead, the gas is allowed to expand ballistically
quickly after the modulation pulse and the transverse momen-
tum proﬁle of the particles is measured. The particles are re-
solved into subbands by ﬁtting the measured density proﬁle
to a weighted sum of the density proﬁles calculated from the
transverse wavefunctions. Band-resolved measurements can
be used to study the mechanism of energy absorption.
A. The Perturbative Formulation of Lattice Modulation
Spectroscopy Experiments
In this section, we describe a theoretical framework for pre-
dicting the results of modulation spectroscopy experiments of
polar molecules. As mentioned in Sec. II, we are interested
in the case of well separated layers, where one can neglect
the inter-layer couplings and just focus on transitions within
a single layer. For concreteness, we focus on the pancake at
z = 0. Upon introducing the amplitude modulation, the opti-
cal potential takes the following time-dependent form:
Vlat:(z;t) = [V0 + V1f(t)] sin
2(kz)
'
1
2
m!2
trap z2 +  f(t)z2=a2
?; (23)
where !trap = k
p
2V0=m, a? =
p
~=(m!trap),  =
(~!trap=2V0)V1 and f(t) is the shape of the amplitude mod-
ulation pulse. We have expanded the optical potential to
quadratic order about its minimum at z = 0. The second
quantized form of the lattice modulation potential, i.e. the
second term in Eq. (23), can be written as:
^ Vmod(t) =  f(t)
X
k;
T c
y
kck; (24)8
where T = a
 2
?
R
dz 
(z)z2 (z). For a harmonic trap,
T is given by:
T =
1
2
p
( + 1)( + 2); 2
+
p
(   1);+2 + (2 + 1)

: (25)
It is easier for subsequent derivations to express the perturba-
tion Hamiltonian in terms of Hartree-Fock fermion operators:
^ Vmod(t) =  f(t)
X
k;
~ T(k) ~ n(k); (26)
where:
~ n(k) = ~ c
y
k~ ck;
~ T(k) =
X
00
U0(k)U0(k)t00: (27)
We note that both T and ~ T are symmetric is the
subband indices. It is clear from Eqs. (24) and (25) that
this perturbation stimulates an inter-subband p-h excitation
between subbands whose index differ by 2. Note that we
have tacitly assumed that the amplitude of the modulation
is low (i.e.   ~!trap in Eq. 23) and neglected the small
anharmonic terms such as  cos(!t)z4, which stimulate
transitions between subbands whose index differ by 4 as
well.
For low-amplitude modulations and short modulation
pulse durations, the disturbance in the equilibrium state of
the system is expected to be negligible and therefore, we
can treat the modulation potential in perturbation theory. In
the ﬁrst order approximation, the response of any dynamical
variable of system to an oscillatory external ﬁeld is also
purely oscillatory. Therefore, the linear response vanishes
on average and one needs to consider processes which
are at least second order in the external ﬁelds in order to
describe transport phenomena such as energy absorption and
inter-band transitions.
We focus on energy-resolved measurements ﬁrst. A
straightforwardcalculationyieldsthefollowingexpressionfor
_ E(t)  @tTr[^ (t) ^ H] in the second-order perturbation theory:
_ E(t) = 2Re
Z
 1t
dt0 h^ Vmod(t) ^ H ^ Vmod(t0)
  ^ H ^ Vmod(t) ^ Vmod(t0)i
= i2 f(t)
Z 1
 1
dt0 f(t0)@t T (t   t0); (28)
where:
T (t) =
X
k1;
X
k2;
T;(k1;k2;t); (29)
and:
T;(k1;k2;t) = ~ T(k1) ~ T(k2) ~ R
;(k1;k2;t);
(30)
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FIG. 5. Plot of the a.c. pulse for =
 = 0:05. The band-resolved
measurement is done at t = 0.
in which ~ R
;(k1;k2;t) is the retarded inter-subband po-
larization insertion:
~ R
;(k1;k2;t) =  i(t)Trf^ 0 [~ n(k1;t); ~ n(k2;0)]g:
(31)
In the experiments, the lattice modulation pulse is switched
on and off smoothly. For concreteness, we assume an expo-
nentially switched-on pulse:
f(t) = e jtj cos(
t); (32)
where  is the switching rate and 
 is the frequency of the a.c.
modulation. We chose the exponentially switched-on pulse
(shown in Fig. 5) since it yields simple and transparent ana-
lytical expressions. It is shown in Appendix C that the energy
absorption rate for such a pulse is given by:
_ E



; =  
1
4

Im[T (
 + i)] + O(~2  !
 1
trap): (33)
Note that in light of Eqs. (29) and (30), T (!), the Fourier
transform of T (t), can be identiﬁed as the self-energy cor-
rection of the optical lattice photons with energy ~! coupled
to the fermionic molecules. Thus, Eq. (33) can be simply
interpreted as the energy of the absorbed photons multiplied
by their decay rate, i.e. the imaginary part of their self-energy.
It is evident from Eq. (29) that the fundamental quan-
tity to be evaluated is ~ R
;(k1;k2;t), i.e. the dynami-
cal inter-subband polarization insertion with zero net momen-
tum transfer. We evaluate this quantity in the conserving
time-dependent Hartree-Fock (TDHF) approximation [49],
also known as Generalized Random Phase Approximation
(GRPA) [54] or Random Phase Approximation with Ex-
change (RPAE) [55]. Once the inter-subband polarizations
are found, one can easily evaluate the energy absorption rate
using Eqs. (29), (30) and (33). We carry out the diagram-
matic calculations in the imaginary-time formalism. The re-
tarded polarization appearing in Eq. (30) can be found by the
standard procedure of analytical continuation of the Matsub-
ara frequency to the upper complex frequency half-plane:
~ ;(k1;k2;
) = ~ ;(k1;k2;in ! 
):
(34)
Evaluating polarization diagrams in the TDHF approxima-
tion amounts to summing the direct and exchange scatterings9
between the p-h pairs to all orders in each p-h loop. In other
words, the full polarization diagram is the sum of all ring di-
agrams with ladder-like vertex corrections [49]. The succes-
sive iterations of following Bethe-Salpeter equation generates
all such contributions:
k1;
k2; k1;
k2;
; =


k1k2
k1;
k1;
+
k1; k0;
k1; k2; k0;
k2;
; (35)
where the double zigzag line represents the combined direct
and exchange interaction between Hartree-Fock quasiparti-
cles:
~ U
(d+e)
;(k;k0) =
k;
k;
k0;
k0;
=
k;
k;
k0;
k0;
+
k;
k; k0;
k0;
= ~ V;(k;k0;k0   k)   ~ V;(k;k0;0):
(36)
The negative sign of the direct interaction is due to the extra
Fermion loop it introduces. The diagrammatic Eq. (35) yields:
~ ;( k1; k2;in) = ~ G(k1;i!n1 + in)~ G(k1;i!n2)
"
k1k2  
1

X
i!0
n
Z
d2k0
(2)2
~ U
(d+e)
;(k1;k0)
 ~ ;( k0; k2;in)
#
; (37)
where  k1 = (k1;i!n1),  k2 = (k2;i!n2) and  k0 = (k0;i!0
n).
We note that if we had formulated the problem in the non-
interacting basis, the Green’s functions would have been non-
diagonal in the subband indices and the resulting integral
equation would have had additional intermediate subband in-
dex summations.
Summing both sides of Eq. (37) over the Matsubara fre-
quencies i!n1 and i!n2 and analytically continuing in ! 
,
we get:
~ ;(k1;k2;
) = ~ 
(0)
(k1;
)
"
k1k2
 
Z
d2k0
(2)2
~ U
(d+e)
;(k1;k0) ~ ;(k0;k2;
)
#
; (38)
where, ~ 
(0)
(k;
), the bare inter-subband polarization with
zero net momentum transfer, is deﬁned as:
~ 
(0)
(k;
) =
1

X
i!n
~ G(k;i!n + in)~ G(k;i!n)


 
in!

=
n(k)   n(k)

 + ~ (k)   ~ (k)
: (39)
The poles of ~ 
(0)
(k;
) correspond to  !  p-h excitation
energies.
Eq. (38) is an integral equation for the inter-subband polar-
ization. However, it is more suitable for our purpose to formu-
late an integral equation for the following auxiliary function,
in which some of the summations appearing in Eq. (29) is al-
ready carried out:
~ h(k1;
) =
P
k2; ~ ;(k1;k2;
) ~ T(k2)
~ 
(0)
(k1;
)
: (40)
Using Eq. (38), one easily ﬁnds:
~ h(k1;
) = ~ T(k1)
 
Z
d2k0
(2)2
~ U
(d+e)
;(k1;k0) ~ (0)
(k0;
)~ h(k0;
):
(41)
Iterating the above integral equation,
one identiﬁes ~ h as the effective inter-subband transition
matrix. The presence of p-h scatterings to all orders suggests
that ~ h(k;
) will have poles at excitonic energies. Note
that in contrast to Eq. (38), the bare polarizations (which have
integrable singularities) appear under integrals in the above
equation. Therefore, provided that its Fredholm determinant
is non-vanishing, Eq. (41) yields smooth solutions. However,
the Fredholm determinant may vanish for an isolated set
of frequencies, corresponding to the excitons. We use this
criteria for locating the excitons.
Once h(k;
) is found, T (
) can be readily evaluated
using Eq. (40):
T (
) =
X

X
k1
~ T(k1) ~ 
(0)
(k1;
)~ h(k1;
): (42)
The numerical procedure used to solve the integral equation
for ~ h is described in detail in Appendix E.
In the TDHF approximation, the excitons that lie outside of
p-h continuums are undamped and have inﬁnitely long life-
times. Therefore, the excitonic poles appear inﬁnitesimally
below the real frequency axis. Thus, according to Eq. (33),
such undamped excitons yield sharp Dirac delta-like peaks in
the energy absorption spectrum in the adiabatic pulse switch-
ing limit ( ! 0). The spectral weight of an exciton can
be found using the analyticity of T (!) in the upper complex
frequency half-plane. Assuming that that T (!) is singular at
! = !0   i0+, one can ﬁnd the spectral weight associated to
it using the Kramers-Kronig relations:
W
 
!=!0 =
2
4
!0 lim
!!!0
n
(!   !0)Re

T (!)
o
: (43)10
Finally, we address the subtler problem of evaluating the
inter-subband transition rates. The subtlety originates from
the fact that the number of particles in each subbands is not
conserved separately by the microscopic Hamiltonian. The
presence of inter-subband interaction matrix elements such as
V; implies that [ ^ N; ^ H] 6= 0, where ^ N is the total num-
ber operator of particles in ’th subband. We note that this
result holds for Hartree-Fock number operators as well. As
a consequence, the inter-subband excitations generated by the
latticemodulationtermaresubjecttonon-equilibriumdynam-
ics as the system evolves. Ultimately, one needs to use the
Schwinger-Keldysh formalism and non-equilibrium Green’s
functions in order to calculate the transition rates in such sit-
uations. We note that this additional difﬁculty is not present
in theories in which the number of each species is conserved
separately. In those cases, the transition rates can be evaluated
using the equilibrium formalism in the second-order perturba-
tion theory [56].
We quote the ﬁnal result of the non-equilibrium analysis
and leave the technical details for future works. In brief, our
strategy is to solve the non-equilibrium Dyson’s equation up
to second order in the external ﬁeld. The inter-subband transi-
tion rates can be extracted from the second-order corrections
to the non-equilibrium Green’s functions. For the exponen-
tially switched-on pulse, we ﬁnd that the total number of par-
ticles transferred from the Hartree-Fock subband  to  for
times t  0 can be written as:
 ~ N!(t)

 
t0
=
e 2jtj
4

~ h(
+i)

2
Im
h
~ 
(0)
(
 + i)
i
:
(44)
We have neglected the oscillatory terms in the above equa-
tion. Such contributions are the second harmonics of the ex-
ternal a.c. ﬁeld which naturally arise in the second-order per-
turbation theory. In the limit =
  1, such terms are much
smaller than the retained term. Moreover, they yield no steady
transition current on average due to their oscillatory nature.
The effective duration of the exponentially switched-on
pulse from t =  1 to t = 0, when the measurement takes
place, is t   1. We deﬁne the effective inter-subband
transition rate as:
~ R!    ~ N!(0): (45)
For weakly interacting systems, subband hybridization is
a negligible effect (see Fig. 3; the fractional hybridization
is  10 6 for rd = 0:05) and the transition rates be-
tween Hartree-Fock subbands are virtually the same as the
transition rates between the non-interacting subbands, i.e
 ~ N!(t)  N!(t) and ~ R!  R!.
We conclude this section by a short discussion on the condi-
tions for validity of the time-dependent Hartree-Fock theory.
We begin with the subtler case of evaluating the rate of change
of non-conserved quantities. Note that conserved and non-
conserved quantities are deﬁned with respect to the Hamilto-
nian in the absence of external ﬁelds. Generally, we expect the
prediction of the Hartree-Fock theory to become less reliable
for longer pulse durations. In particular, the study of the adia-
batic limit must be avoided in this approximation. The reason
is that the collision integrals are neglected in the Hartree-Fock
approximation and consequently, the resulting picture lacks
relaxation and rethermalization mechanisms. Hence, the the-
ory yields unphysically long-lived excitations (with the only
exception of bound states lying inside p-h continuums) and
leads to erroneous predictions for transition rates. Therefore,
one must make sure that the lifetime of excitations are larger
than the pulse duration. For the exponentially switched-on
pulse of Eq. (32), this condition leads to the following crite-
ria:
h rel:
 i < 2 (for all ); (46)
where h rel:
 i is the average relaxation rate of an excitation in
’th subband. An estimate of h rel:
2 i for quasiparticle-like ex-
citations is provided in Appendix D. We will use Eq. (46) and
the results of Appendix D in order to choose an appropriate
value for  in the next section. We note that in experiments
with reactive polar molecules, another constraint on the pulse
duration results from the reduced lifetime of molecules in the
higher subbands. In practice,  must be chosen to be larger
than both the relaxation rate and the molecule loss rate.
Finally, we remark that the reliability the Hartree-Fock pre-
dictions for the evolution of conserved quantities, such as the
expectation value of energy, is expected to be unaffected by
long pulse durations. The reason is that the rate of energy ab-
sorption processes, i.e. creation of excitations, is essentially
determined by the equilibrium states of the system and their
occupation, which is assumed to be only slightly disturbed
by the external perturbation during the experiment. In other
words, relaxation processes only affect the evolution of non-
conserved quantities.
B. Results
Inthissection, wepresenttheresultsobtainedbyevaluating
Eq. (33) and (44) numerically. We keep the ﬁrst ﬁve subbands
in the numerical calculations. The results are given in terms
of the following dimensionless and intensive quantities:
_ "  (2~N 1 2) _ E;
w  (2~N 1 2!
 1
trap)W;
r!  (2~2N 1 2)
R!;
 
  
=!trap: (47)
Based on the remarks mentioned at the end of the previous
section, one expects the energy absorption spectrum obtained
in experiments done at a ﬁnite switching rate to be essentially
a broadened versionof those obtained inthe adiabatic limit. In
fact, the appearance of T (
 + i) in Eq. (33) and the analyt-
icity of T (!) in the upper complex frequency half-plane is a
rigorous justiﬁcation of this claim. In light of this observation,
we have evaluated the energy absorption rates in the adiabatic
limit for the clarity of presentation. In this limit, the excitonic11
peaks will be Dirac delta-like and one can easily differentiate
between the excitons and the p-h continuums.
1. Energy Absorption Rates
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FIG. 6. Energy absorption rate plots for various dipolar interaction
strengths at ﬁxed
p
na? = 0:2 and T = 0:1T
 ' 0:008T
(0)
F . In all
of the shown cases, the spectrum consists of a single p-h excitation
continuum (yellow shaded continuum) and a single anti-bound exci-
ton (red spikes). The exciton captures 99:74% of the spectral weight
for the range of rd shown in the ﬁgure.
We start with the simpler case of a strong trap at low tem-
peratures, where only the zeroth subband is populated. Fig. 6
shows the energy absorption spectrum for a range of weak
dipolar interactions rd = 0:001; 0:005; 0:010; :::; 0:050
at a constant transverse conﬁnement width
p
na? = 0:2 and
temperature T = 0:1T ' 0:008T
(0)
F . It is noticed that the
spectrum consists of a single p-h continuum, corresponding
to 0 ! 2 transitions, and a single exciton. The energy of the
exciton lies above the p-h continuum and therefore, it is an
anti-bound p-h pair. The anti-binding nature of the excitonic
mode is a consequence of the anisotropic dipole-dipole
interactions. The exciton captures 99:74%  0:01% of
the spectral weight, leaving only 0:26%  0:01% for the
continuum. These ratios were found to be independent of rd
in the studied range, though, may depend on a? and T.
Fig. 7 shows the energy absorption spectrum for various
temperatures in the range 0:04 < T=T
(0)
F < 1:60 at a con-
stant transverse conﬁnement width
p
na? = 0:2 and dipolar
interaction strength rd = 0:05. It is found that at low temper-
atures, the spectrum consists of a single exciton and a single
p-h continuum corresponding to 0 ! 2 transitions (yellow
regions). As the temperature is increased, the spectral weight
of the excitonic mode slightly drops from 99:74%0:01% to
99:67%0:01%. At this point, the p-h continuum associated
to 1 ! 3 transitions (shown as blue) becomes visible due
to thermal population of the ﬁrst excited subband. The
exciton also merges into the 1 ! 3 continuum. At higher
temperatures, more p-h continuums appear continuously due
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FIG. 7. Energy absorption rate plots for various temperatures at ﬁxed p
na? = 0:2 and rd = 0:05 (achievable in the current experiments
of the group at JILA). The excitons appear as red spikes and their
fractional spectral weights are shown above them. At low tempera-
tures, the spectrum consists of a single p-h continuum corresponding
to0 ! 2transitions(yellowshadedcontinuums)andasingleexciton
(redspikes). Athighertemperatures, morep-hexcitationcontinuums
appear continuously due to thermal occupation of higher subbands.
The blue and violet shaded continuums correspond to 1 ! 3 and
2 ! 4 transitions respectively. The excitonic modes capture more
than 99% of the spectral weight, whether they are outside or inside
p-h continuums.
to thermal population of higher subbands. It is also noticed
that the 1 ! 3 exciton, which appears initially on the edge of
1 ! 3 continuum (the peak at the end of 1 ! 3 continuum,
visible for T=T
(0)
F ' 0:4 to  1:0), moves out of continuum
and merges into 2 ! 4 continuum (visible for T=T
(0)
F & 1:0).
We expect that all of the excitons and continuums converge
to a single peak at ! = 2!trap at temperatures well beyond
quantum degeneracy, where all interaction effects are masked
due to thermal ﬂuctuations. The shift of 0 ! 2 continuum
towards ! = 2!trap and its shrinking for T > T
(0)
F agrees
with this speculation.
Fig. 8 shows the energy absorption spectrum for various
transverse conﬁnement widths at a ﬁxed dipolar interaction
strength rd = 0:05 for two different temperatures T =
0:1T ' 0:008T
(0)
F (a) and T = 10T ' 0:8T
(0)
F (b). The
low temperature and high temperature results have strikingly
similar features. At strong conﬁnements (small a?), the spec-
trum consists of a single exciton and a single p-h continuum.
Like before, the exciton captures more than 99% of the spec-
tralweight. Uponrelaxingthetrap(increasinga?), theenergy
gap between the subbands is reduced and the higher subbands
will be populated, resulting in appearance of more p-h contin-
uums and excitonic modes associated to each continuum. In
the low temperature case (Fig. 8a), the excitons lie outside of
continuums in most of the plots while at higher temperatures,
the continuums are broadened and the excitons lie inside the
continuums in most cases. Had we included higher subbands
in the calculations, the bare exciton appearing in Fig. 8b for p
na? > 0:3 would have appeared inside the 3 ! 5 p-h con-
tinuum.12
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FIG. 8. Energy absorption rate plots for various transverse conﬁnement widths at ﬁxed rd = 0:05. (a) T = 0:1T
 ' 0:008T
(0)
F , (b)
T = 10T
 ' 0:8T
(0)
F . The excitons appear as red spikes. For strong transverse conﬁnements (small a?), the spectrum consists of a single
p-h continuum corresponding to 0 ! 2 transitions (yellow shaded continuums) and a single exciton (red spikes). For weaker transverse
conﬁnements (larger a?), more p-h excitation continuums appear continuously due to the reduced energy gap between the subbands, corre-
sponding to transitions 1 ! 3 (blue), 2 ! 4 (violet), etc. The length of the spikes indicate their dimensionless spectral weight, w. The
excitonic modes capture more than 99% of the spectral weight, whether they are outside or inside p-h continuums.
We ﬁnd that as soon as a new exciton appears (upon in-
creasing a?), it continuously captures the spectral weight of
the exciton below it as the trap is relaxed further. Thus, one
may question the nature of the excitons, i.e. whether they
are associated to certain inter-subband transitions or have a
mixed nature and inherit the properties of the previous exci-
tons which were depleted of spectral weight. We address this
question in the next section where we discuss inter-subband
transition rates.
Another interesting ﬁnding is the appearance of Fano line-
shape [57] in parts of the spectrum. This phenomenon is most
easily noticeable in the 1 ! 3 continuums for
p
na? > 0:34
in Fig. 8b. The missing spectral weight inside the continuum
is associated to the interference of the p-h excitations and the
excitonic mode just above it.
It is worthy of mention that despite the fact that all of
the results presented so far belong to the weakly interacting
regime (rd  0:05), one ﬁnds that the presence of interactions
dramatically modiﬁes the inter-subband excitation spectrum.
In the absence of interactions, all of the structures shown in
Figs. 6, 7 and 8 disappear, leaving a single peak at ! = 2!trap
(see Fig. 1).
2. Inter-subband Transition Rates
Motivated by band-resolved spectroscopy experiments and
also in order to elucidate the nature of excitonic peaks in the
energy absorption spectrum, we evaluate the inter-subband
transition rates in this section. According to the remarks at the
end of Sec. IVA and estimates obtained in Appendix D for
the quasiparticle relaxation rate, we choose  = 0:01~n=2m.
According to Eq. (46), this choice guarantees that the effec-
tive duration of the modulation interval is smaller than the
lifetime of the majority of the inter-subband excitations.
Fig. 9 shows the energy absorption rate along with different
inter-subband transition rates for three transverse conﬁnement
widths at T = 0:1T ' 0:008T
(0)
F . The topmost plots are
slices of Fig. 8a, which are broadened due to ﬁnite switching-
on rate. The energy absorption rates in the adiabatic switching
limit are also shown for comparison. Note that we have cho-
sen different scales along the vertical axis for the clarity of
presentation.
For
p
na? = 0:30 (plots a1 and a2), the spectrum con-
sists of a single p-h continuum and an exciton. The only
non-vanishing inter-subband transition channel is 0 ! 2. For p
na? = 0:45 (plots b1, b2 and a3), the spectrum consists
of two p-h continuums and two excitons. We ﬁnd that the
excitons have a mixed nature in this case, i.e. although the
ﬁrst and the second excitons are mainly composed of 0 ! 2
and 1 ! 3 p-h pairs, each has a considerable contribution
from the other p-h pairs. For
p
na? = 0:54 (plots c1,
c2 and c3), one ﬁnds that the spectral weight of the ﬁrst
exciton is reduced and second exciton dominates. The en-
ergy absorption is mainly due to 1 ! 3 transitions in this case.
Fig. 10 shows the same quantities as Fig. 9 at a higher
temperature T = 10T ' 0:8T
(0)
F . For
p
na? = 0:05
(plots a1 and a2), the spectrum consists of a single p-h
continuum and an exciton, both of which are associated to
0 ! 2 transitions. For
p
na? = 0:16 (plots b1, b2 and
a3), the spectrum consists of two p-h continuums and one
visible exciton which lies inside the second continuum. The
exciton is a mixture of both 0 ! 2 and 1 ! 3 p-h pairs. For p
na? = 0:28 (plots c1-c4), one ﬁnds more continuums and
excitons. Again, the excitons are mixtures of different p-h
pairs.
Another interesting ﬁnding is the signiﬁcantly reduced
spectral weight between the two excitons in the r0!2 plots
(See Figs. 9-b2, 9-c2 and 10-c2). This phenomenon is13
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FIG. 9. Energy absorption rates and inter-subband transition rates for various transverse conﬁnement widths at a ﬁxed dipolar interaction
strength rd = 0:05 and temperature T = 0:1T
 ' 0:008T
(0)
F . The grey shaded plots correspond to quantities evaluated at a ﬁnite pulse
switching rate of  = 0:01~n=2m. The blue plots are evaluated in the adiabatic switching limit and are shown for comparison. The red spikes
correspond to excitons lying outside of p-h continuums in the adiabatic limit. The length of the spikes indicate their dimensionless spectral
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FIG. 10. Energy absorption rates and inter-subband transition rates for various transverse conﬁnement widths at a ﬁxed dipolar interaction
strength rd = 0:05 and temperature T = 10T
 ' 0:8T
(0)
F . The grey shaded plots correspond to quantities evaluated at a ﬁnite pulse
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an example of Fano interference between the excitons and
has also been previously reported in semiconductor quantum
wells [58].
V. EXPERIMENTAL OUTLOOK
Like numerous other theoretical predictions about many-
body phenomena using polar molecules, the observation of14
the results presented in this study may also be experimentally
challenging. In this section, we discuss some of these
challenges and point out the experimental signatures that are
expected to more robust.
The group at JILA have successfully realized a near-
degenerate gas of KRb polar molecules with a density of
n  4  1011 cm 3, a temperature of T ' 1:4T
(0)
F and a
maximum dipole moment of D ' 0:22 Debye [6–10]. Load-
ing the gas into a one-dimensional optical lattice with a wave-
length of  1m yields stacks of pancakes with
p
na? ' 0:2
andrd ' 0:04, closelymatchingtheparametersusedto obtain
the higher temperature plots in Fig. 7.
In the experiments with KRb and generally all species
with energetically favorable two-body chemical reactions, the
molecules have a ﬁnite lifetime due to head-to-tail collisions.
Populating higher subbands generally results in higher reac-
tive collision rates, making experiments more challenging.
From this perspective, it is favorable to prepare the system
in the single subband regime. The results shown in Fig. 6
belong to such regime and in particular, observation of the the
excitonic peak is expected to be feasible. However, presence
of heating noise and broadening of excitonic peaks due to
inelastic scatterings and ﬁnite pulse durations may mask the
p-h continuum, which has less than 1% of the spectral weight.
If only a single peak is resolved, it can be difﬁcult to judge if
the peak is associated to the exciton. Therefore, one may need
to look for signatures of excitons in the multi-subband regime.
Qu´ em´ ener et al. have recently studied chemical reaction
rates of reactive polar molecules in pancake geometries and
have established that the suppression of chemical reactions
remains effective even if the ﬁrst few excited subbands are
populated [43]. Realizing ultracold gases of non-reactive po-
lar molecules is another possibility for making quasi-two-
dimensional systems with long lifetimes.
In the multi-subband regime, a more robust experimental
signature for excitonic effects can be found in the plots shown
in Fig. 8. Appearance of two excitonic peaks (one mainly as-
sociated to 0 ! 2 and the other to 1 ! 3) and disappearance
of the ﬁrst exciton upon relaxing the trap is expected to be
detectable in both energy-resolved and band-resolved lattice
modulation spectroscopy experiments. Most strikingly, the
Fano interference effects lowers the spectral weight between
the two excitons signiﬁcantly (see Fig. 10-c2) and allows the
double peak structure to be resolved even if the broadening
of peaks is beyond their frequency separation. The plots in
Fig. 8b and Fig. 10 suggest that observation of excitonic ef-
fects is not limited to strongly degenerate systems and is ex-
pected to be feasible for temperatures of the order of the Fermi
temperature as well.
We also note that extension of the band-resolved mea-
surement technique to momentum-resolved measure-
ments [59, 60] can be used to directly measure the exciton
wavefunctions.
Although the band-resolved measurements yield valuable
information about the nature of excitations, the energy-
resolved measurements are expected to be less prone to broad-
ening since they are not affected by quasiparticle relaxation
processes. Therefore, energy-resolved measurements are ex-
pected to yield shaper peaks in the spectrum.
We also note that we chose the exponentially switched-on
pulse shape in this study mainly for theoretical convenience.
Generally, the broadening of the peaks can be minimized by
ramping up the amplitude of modulations as fast as possible,
followed by a hold interval at the maximum amplitude, rather
than a gradual amplitude build-up.
VI. CONCLUSION
In this paper, we theoretically analyzed a quasi-two-
dimensional system of fermionic polar molecules in a har-
monic transverse conﬁning potential. The electric dipole mo-
ments of the molecules were assumed to be aligned perpen-
dicular to the conﬁning plane by applying a strong d.c. elec-
tric ﬁeld. We studied the renormalization of the energy bands
in the Hartree-Fock approximation for various trap strengths,
dipolar interaction strengths and temperatures (Fig. 2). The
renormalized subbands were found to be parity-conserving
mixtures of the non-interacting subbands (Fig. 3). A phase di-
agram was obtained for the normal liquid phases of the system
at zero temperature (Fig. 4) as a function of trap and interac-
tion strengths.
We also studied the inter-subband excitation spectrum of
the system in the conserving time-dependent Hartree-Fock
(TDHF) approximation for various system parameters and
presented theoretical predictions for energy absorption rates
in lattice modulation spectroscopy experiments. We found
that the excitation spectrum consists of both inter-subband p-
h continuums and anti-bound exciton (Figs. 6, 7 and 8). The
excitons capture more than 99% of the spectral weight. Our
results indicate that both types of excitations are present for
interaction strengths and temperatures accessible in current
experiments with polar molecules.
By evaluating the inter-subband transition rates in lattice
modulation spectroscopy experiments, we studied the nature
of excitons and found that they are generally mixtures of
p-h excitations arising from several subbands (Figs. 9 and
10). We also found a criteria for the validity of the predic-
tionsoftime-dependentHartree-Fockapproximationforinter-
subband transitions (Eq. 46).
Finally, we brieﬂy discussed the experimental outlook of
this study and pointed out the most robust experimental sig-
natures of excitonic effects based on the the presented results.
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Appendix A: The generating function for the effective
inter-subband dipolar interactions in harmonic traps
In this appendix, we derive a generating function for the ef-
fective inter-subband dipolar interactions for harmonic traps
and provide explicit formulas for the ﬁrst few. We start the
derivation by transforming the in-plane coordinates of the
electric dipole-dipole interaction (Eq. 5) to the momentum
space:
Vdip(z;q) =
Z
d2xe iqx Vdip:(z;x)
=
8D2
3
(z)   2D2jqje jqjjzj: (A1)
Theeffectiveinter-subbandinteractionisobtainedbyintegrat-
ing out the z coordinate:
V;(q) =
Z
dz dz0 (z)(z)(z0)(z0)Vdip(z   z0;q)
=
8D2
3
Z 1
 1
dz (z)(z)(z0)(z0)   4D2jqj
Z 1
0
d
Z 1
 1
d
"
( + )( + )
(   )(   ) + (   )(   )( + )( + )
#
e 2jqj; (A2)
where the transverse wavefunctions, (z), etc., are the well-
known harmonic oscillator wavefunctions (Eq. 6). We have
changed variables to  = (z + z0)=2 and  = (z   z0)=2 in
order to take care of the absolute value appearing in Eq. (A1)
conveniently.
A generating function for V;(q) can be found by ex-
pressing the Hermite functions appearing in Eq. (6) in terms
of their generating function:
e2xt t
2
=
1 X
n=0
Hn(x)tn
n!
: (A3)
Plugging Eq. (6) into Eq. (A2) and using Eq. (A3), we get the
following generating function for V;(q):
 (w1;w2;w3;w4;q) =
8D2
3a?
Z 1
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and V;(q) is given by:
V;(q) =
@
w1@
w2@
w3@
w4  (w1;w2;w3;w4;q)
p
!!!!2 2 2 2
 


wi=0
:
(A5)
Using Eq. (A5), we provide explicit expressions for the inter-
actions between the ﬁrst two subbands and their long wave-16
length limits for reference:
V00;00(q) =
4
p
2D2
3a?
  2D2jqjejqj
2a
2
?=2
Erfc(jqja?=
p
2)
'
4
p
2D2
3a?
  2D2jqj + O(jqj2); (A6)
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V00;11(q) =
p
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3a?
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p
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2
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2D2
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Note that V01;01 = V10;01 = V10;10 = V01;10, V00;11 = V11;00
and V00;01 = V00;10 = V01;00 = V10;00 = 0.
Appendix B: Numerical solution of the Hartree-Fock equation
Our goal is to develop a numerical routine to ﬁnd a self-
consistent solution to Eq. (17) at any given temperature, dipo-
lar interaction strength and transverse conﬁnement strength.
In its current form, Eq. (17) describes an inﬁnite number of
coupled non-linear integral equations. However, we note that
at zero temperature, there is only a ﬁnite number of occupied
subbands due to the sharp step-like behavior of Fermi occupa-
tion function. At ﬁnite temperatures, we also expect to ﬁnd a
ﬁnite number of subbands with a signiﬁcant population. Thus,
a cut-off can be imposed on the number of subbands in prac-
tice. In our implementation, we choose the cut-off such that
the fractional density of the highest neglected subband is less
than 10 3. This ensures that the presence of higher subbands
have a negligible effect, i.e. of the order of 10 3D2 k3
F, on
the energies of the lower subbands (See Eq.17). The number
of dimensions of the integral equations can also be reduced
due to the isotropy of the inter-subband interactions, which is
inherited by the self-energy matrices and their related quan-
tities. The self-consistent Hartree-Fock self-energy equation
can be rewritten as:
?
(k) =
Z
k0 dk0
2
[W;(0;0)   W;(k;k0)]U(k0)
U(k0) nF [(k0)]; (B1)
where W;(k;k0) is the angle-averaged interaction, de-
ﬁned as:
W;(k;k0) =
Z 2
0
d
2
V;
p
q2 + k2   2qkcos

:
(B2)
From a numerical perspective, it is favorable to deal with inte-
grals with bounded integration domains. Although the mo-
mentum integral appearing Eq. (B1) is unbounded, an up-
per bound can be imposed on it in a controlled way. Since
the subbands have (approximately) a quadratic energy disper-
sion for large momenta, the Fermi occupation of states falls
super-exponentially fast for large k0 and the integral kernel of
Eq. (B1) becomes negligible for large k0. In our implemen-
tation, we impose a large momentum cut-off Kcut, such that
nF [(k0)] < 10 6 for all k0  Kcut. Finally, we approxi-
mate the resulting bounded integrations using quadrature for-
mulas:
?(ki) =
Np X
j=1
wjk0
j
2

V;(0)   W;(ki;k0
j)

U(k0
j)U(k0
j)nF 
(k0
j)

; i = 1;:::;Np (B3)
where ki and wi denote the quadrature nodes and weights
respectively and Np is the number of quadrature points. We
used a 200-point Gauss-Lobatto quadrature in our implemen-
tation [61].
It is desirable from an experimental perspective to solve the
Hartree-Fock equations for a given particle density n instead
of the chemical potential . Therefore, the chemical potential
must be found in a such a way that the self-energy equation
(Eq. B3) and particle density equation,
n =
X

Z
d2k
(2)2 nF [(k)] '
X

Np X
j=1
wjkj
2
nF [(kj)];
(B4)
are satisﬁed simultaneously. We found it more efﬁcient to
solve the system of non-linear equations (Eqs. B3 and B4)
using an interior reﬂective trust region method [62] instead of
the usual solution by iterations. In all of the runs, the solution
was unique and the convergence was rapid.
Appendix C: Energy absorption rate for an exponentially
switched-on a.c. modulation pulse
In this appendix, we derive the formula given for the energy
absorption rate for an exponentially switched-on a.c. modula-
tion pulse in Sec. IV (Eq. 33). Our strategy is to evaluate the
total absorbed energy for a given pulse shape, E. We deﬁne17
the energy absorption rate as E=t, where t is the effec-
tive time interval during which the external ﬁeld interacts with
the system. For the exponentially switched on and off pulse
of Eq. (32), t  2 1. Our starting point is Eq. (28), which
we integrate to get E:
E = i2
Z 1
 1
dtf(t)
Z 1
 1
dt0 f(t0)@t T (t   t0)
= i2
Z
d!
2
jf(!)j2 ! T (!): (C1)
Here, f(!) is the Fourier transform of Eq. (32). We write
jf(!)j2 as:
jf(!)j2 = f2
+(!) + f2
 (!) + 2f+(!)f (!); (C2)
where:
f(!) =

2 + (!  
)2: (C3)
First, we focus on the contributions of f2
(!) to E. This
function has two second order poles at frequencies 
 + i
and 
 i. Since T (t) is a causal function, T (!) is analytic
in the upper complex plane and the integral in the second line
of Eq. (C1) can be evaluated by closing the contour on the
upper half-plane. The resulting contribution is easily found to
be:
E   22
"
T (
 + i)
(2i)2 +
(
 + i)T 0(
 + i)
(2i)2
 
2(
 + i)T (
 + i)
(2i)3
#
; (C4)
where T 0(!) = (d=d!)T (!).
The contribution of the cross-term, 2f+(!)f (!), to E
can be evaluated in the same way and we get:
Ec 
i2
8


T (
 + i)   T ( 
 + i)

: (C5)
Using Eqs. (29), (30), (38) and (39), it is straightforward to
establish the following identities:
T (!) = T ( !);
T (!) = T (!);
T 0(!) =  T 0( !);
T 0(!) = T 0(!); (C6)
using which we get T ( 
+i) = T (
+i) and T 0( 
+
i) =  T 0(
 + i). Using these identities, we get the fol-
lowing simple expression for _ E =  E=2   (E+ +
E  + Ec)=2:
_ E =

4
Re[T (
 + i) + (
 + i)T 0(
 + i)]
 
1
4
Im[(
 + i)T (
 + i)]: (C7)
In the limit =
  1, the term in the second line is dominant
and we get the desired result (Eq. 33).
(i) (ii)
(iii)
FIG. 11. The three relaxation processes contributing to  
rel:
2 .
Appendix D: Estimation of the relaxation rate of inter-subband
p-h excitations
In this appendix, we estimate the relaxation rate of inter-
subband p-h excitations created by the lattice modulation
pulse. As mentioned in the ﬁnal remarks of Sec. IVA, such
relaxation processes are absent in the TDHF approximation.
Therefore, predictions of TDHF approximation for the inter-
subband transition rates are only valid if the lifetime of exci-
tations are larger than the pulse duration (See Eq. 46).
For weak interactions, we expect the relaxation rate of
both types of inter-subband excitations, quasiparticle-like
excitations and excitons, to be of the same order. Therefore,
we study only the former case here. We are interested in
relaxation processes that change the population of subbands
and therefore, we neglect the intra-subband scatterings.
Relaxation of a quasiparticle excitation can occur through
several channels. The number of relaxation channels is
higher for quasiparticles in higher subbands. As mentioned
in Sec. II, the inter-subband interaction matrix elements
conserve the net parity of the interacting particles and this
condition constrains the number of relaxation channels.
A simple combinatorial analysis shows that the number
of relaxation channels scales like  N3=4, where N is
the subband index of the decaying quasiparticle. One can,
however, argue that the most important contributions still
result from the processes involving only the ﬁrst few lower
subbands. The reason is twofold: (1) the inter-subband
interaction between particles in well separated subbands is
small, and (2) the lower subbands have larger Fermi momenta
and consequently, creating a quasiparticle excitation in them
upon de-exciting the original quasiparticle has a higher
energy cost. Therefore, the quasiparticle relaxation rate of
particles in the higher subbands are expected to be of the
same order as those in the lower subbands.18
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FIG. 12. (a) the total momentum-averaged relaxation rate of a quasiparticle in the second excited subband, h 
rel:
2 i as function of transverse
conﬁnement width a?. The solid and dashed lines correspond to T = 0 and T = 10T
 respectively. (b), (c) and (d) show the momentum-
resolved contribution of different relaxation processes. The black and blue plots correspond to jp0j = 0 and jp0j = pF;0 respectively, where
pF;0  ~
p
4n, is the Fermi momentum of the zeroth subband at zero temperature. The inset ﬁgures are graphical representations of the
processes.
As a concrete example, we study the relaxation of a quasi-
particle excitation in the second excited subband, as a func-
tion of transverse conﬁnement width and temperature. Fig. 12
shows the three relaxation processes that that contribute to the
decay. Since the interactions are assumed to be weak (rd 
1), Born’s approximation is applicable. We ignore the self-
energy correction since such contributions are beyond Born’s
approximation. The initial and ﬁnal wavefunctions of the sys-
tem in all of the processes shown in Fig. 12 can be written
as jii = ~ c
y
p0;~ cp0;j	0i and jfi = ~ cy
p1;~ c
y
p0
1;~ cp0
0;~ cp0;j	0i
respectively, where j	0i is the Fermi gas-like ground state of
the system. The rate of this generic process can be obtained
using Fermi’s golden rule:
 ;(p0;p0
0;p1;p0
1) =
83
A3
 
~ V;(p1   p0)   ~ V;(p0
1   p0)
 

2
 (p0 + p0
0   p1   p0
1)
 (~ (p0) + ~ (p0
0)   ~ (p1)   ~ (p0
1))
 [1   n(p1)] [1   n(p0
1)] n(p0
0): (D1)
We work in units in which ~ = 1 in this appendix. Since the
particles are identical,  ; =  ; and over-counting
must be carefully avoided. The total contribution of this pro-
cess can be found by summing over p0
0, p1 and p0
1. After a
lengthy but straightforward algebra, we obtain:
 ;(p0)  A3
Z
d2p0
0
(2)2
d2p1
(2)2
d2p0
1
(2)2
;(p0;p0
0;p1;p0
1)
=
m
83
Z 1
0
QdQ
Z 2
0
d
Z 2
0
d 
 

V;

1
2
[Q + q0   p0]

  V;

1
2
[Q   q0   p0]
 


2
 n(Q)

1   n

1
2
[Q + q0 + p0]



1   n

1
2
[Q   q0 + p0]

; (D2)
where Q = Q(cos ^ x + sin ^ y), q0 = q0(cos  ^ x + sin  ^ y)
and q0 =
p
( +       )2m~!trap + jQ   p0j2. The
total relaxation rate is obtained by summing over all channels:
 rel:
2 (p0) =  02;00(p0)+ 12;10(p0)+ 02;11(p0): (D3)
We deﬁne the momentum-averaged relaxation rate as:
h rel:
2 i 
Z
d2p
(2)2 [n0(p)   n2(p)]  rel:
2 (p)
Z
d2p
(2)2 [n0(p)   n2(p)]
; (D4)
where the averaging is weighted according to the mo-
mentum distribution of the p-h excitations generated
by the lattice modulation pulse. For weak interactions,
the number of excitations at momentum p is propor-
tional to the equilibrium occupation of the states, i.e.
/ n0(p)[1   n2(p)]   n2(p)[1   n0(p)] = n0(p)   n2(p).19
We evaluate the triple integral in Eq. (D2) numerically us-
ing an adaptive Monte Carlo integration algorithm. Fig. 12a
shows h rel:
2 i as a function of transverse conﬁnement width
a? for T = 0 and T = 10T. Fig. 12b-d show the
momentum-resolved rate of each of the relaxation processes
as a function of a? for jp0j = 0 and jp0j = pF;0, where
pF;0  ~
p
4n, is the Fermi momentum of the zeroth sub-
band at zero temperature.
Weﬁndthatthemajorcontributionsresultfromtheﬁrsttwo
processes, the former being dominant for stronger traps. Also,
increasing the temperature and quasiparticle momenta natu-
rally results in higher relaxation rates. According to Fig. 12a,
the highest relaxation rate is h rel:
2 imax  5r2
d [~n=2m] and
10r2
d [~n=2m] for T = 0 and T = 10T respectively. Us-
ing these estimates and Eq. (46), choosing  & 5r2
d [~n=2m]
guarantees that the predictions of TDHF approximation for
inter-subband transition rates are reliable for temperatures up
to T = 10T. For rd = 0:05, we get  & 0:01[~n=2m].
Appendix E: Numerical Evaluation of ~ h(!)
In this appendix, we discuss the numerical method used to
solve Eq. (41). Our approach is similar to similar to that de-
scribed in Appendix B, i.e. we approximate the integral equa-
tions using integral quadratures. However, given that the in-
tegral equation to be solved is linear, the resulting system of
equations is also linear.
As a ﬁrst step, we note that the dimension of the integral
equations can be reduced due to the isotropy of the inter-
subband interactions and Eq. (41) reduces to:
~ h(k1;!) = ~ T(k1)
 
Z
k0dk0
2
~ W
(d+e)
;(k1;k0) ~ (0)
(k0;!)~ h(k0;!);
(E1)
where:
~ W
(d+e)
;(k;k0)
=
Z 2
0
dk0
2
~ U
(d+e)
;(k;k0)
=
Z 2
0
dk0
2

~ V;(k;k0;
q
k2 + k02   2kk0 cos0
k)
 ~ V;(k;k0;0)

: (E2)
First, we study the subtler case of adiabatic switching ( ! 0)
for which ! = 
+i ! 
+i0+. In this limit, it is useful to
separate the regular and singular parts of ~ 
(0)
(k0;!):
~ 
(0)
(k0;!) = P:V:
n(k)   n(k)
! + ~ (k)   ~ (k)
  i [n(k)   n(k)]
 

 + ~ (k)   ~ (k)

: (E3)
where P:V: denotes the Cauchy’s principal value integration.
The delta function may also be written as:

 

 + ~ (k)   ~ (k)

=
X
j
(k   qj)
j~ 0
(qj)   ~ 0
(qj)j
; (E4)
where fqjg is the set of solutions of 
 + ~ (q)   ~ (q) = 0.
Inserting Eqs. (E3) and (E4) into Eq. (E1) and approximating
the principal value integrals using quadratures, we get:
~ h(k

i ;!) =  ~ T(k

i )  
X

N

p X
j=1

w

j k

j
2
 ~ W
(d+e)
;(k

i ;k

j )
n(k

j )   n(k

j )
! + ~ (k

j )   ~ (k

j )
~ h(k

j ;!)

+
i
2
X

X
q

j

q

j
n(q

j )   n(q

j )
j~ 0
(q

j )   ~ 0
(q

j )j
 ~ W
(d+e)
;(k

i ;q

j )~ h(q

j ;!)

; (E5)
where fk

i g and fw

i g are quadrature nodes and weights
for the principal value integrals involving ~ h;:::, N
p is the
number of corresponding nodes and fq

j g is the set of solu-
tions of 
 + ~ (q)   ~ (q) = 0.
In the case of ﬁnite swtiching rate ( > 0), ! = 
 + i
and ~ 
(0)
(k;!) is regular on the real axis. Therefore, the last
term in Eq. (E5) arising from the poles on the real axis will be
absent.
In our implementation, we imposed a large momentum cut-
off on the integrals based on the same criteria as described
in Sec. B. Quadratures for principal value integrations were
generated using a combination of 16th-order Gauss-Lobatto
quadratureintheproximityofthesingularpointsandSimpson
rule elsewhere [61]. The resulting complex linear system of
equations was solved for h(k

i ;!) and consequently, the
function T (!) was evaluated using the discretized version of
Eq. (42):
T (!) =  2!
X

"
X
k

i
w

i k

i
2
~ T(k

i )

n(k

i )   n(k

i )
! + ~ (k

i )   ~ (k

i )
~ h;(k

i ;!)
 
i
2
X
q

i
q

i T(q

i )
n(q

i )   n(q

i )
j~ 0
(q

i )   ~ 0
(q

i )j
 ~ h(q

i ;!)
#
:
Again, the last term is absent for ﬁnite switching rates.
Once ~ h(!) and T (!) are found, the enegry absorp-
tion spectrum, the spectral weight of excitons and the
inter-subband transition rates can be readily evaluated using20
Eq.(33),(43)and(44), respectively. Forﬁnitepulseswitching
rates, the excitons will be broadened and Eq. (33) yields the
full spectrum, including the broadened excitons and Eq. (43)
is no longer needed.
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