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Abstract 
Polygonal faults are non-tectonic fault systems which are layer-bound (at some 
vertical scale) and are widely developed in fine-grained sedimentary basins. 
Although several qualitative mechanisms have been hypothesised to explain the 
formation of these faults, there is a weak general consensus that they are 
formed by the coupled deformation and fluid expulsion of the host sediments 
(consolidation). This thesis presents a numerical framework that can be 
extended to investigate the role consolidation plays in the development and 
evolution of these faults.   
The method is also applicable to reservoir engineering and CO2 storage. An 
understanding of the coupled mechanical response and fluid flow is critical in 
determining compaction and subsidence in oil reservoirs and fault-seal 
integrity during CO2 disposal and storage. 
The technique uses a fracture mapping approach (FM) and the extended 
finite element method (XFEM) to modify the single phase FEM consolidation 
formulation. A key feature of FM-XFEM is its ability to include discontinuities 
into a model independently of the computational mesh.  
The fracture mapping approach is used to simulate the flow interaction 
between the matrix and existing fractures via a transfer function. Since 
fractures are represented using level set data, the need for complex meshing to 
describe fractures is not required.  
The XFEM component of the method simulates the influence of the pore 
fluid on the mechanical behaviour of the fractured medium. In XFEM, 
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enrichment functions are added to the standard finite element approximation 
to ensure an accurate approximation of discontinuous fields within the 
simulation domain.  
FM-XFEM produces results comparative to the discrete fracture method on 
relatively coarse meshes. FM-XFEM has also been extended to model the 
propagation of existing fractures using a mixed-mode criterion applicable to 
geological media. Stress concentrations at the tips of existing fractures show 
good agreement with an analytical solution found in literature. 
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CHAPTER 1 
Introduction 
Polygonal structures have been recently identified in many fields of the Arabian 
Gulf, both onshore and offshore platform carbonates, due to recent 
refinements in 3D seismic processing and interpretation (Bockel-Rebelle et al., 
2006; Moen-Maurel et al., 2007). Connectivity of these faults radically affects 
the behaviour of hydrocarbon reservoirs and can both facilitate and impede 
flow (hydrocarbon and/or water), therefore their distribution and effect on 
fluid flow has direct impacts on the development of reservoir recovery schemes 
and their economic evaluation. Faults in one tier may partially interconnect 
with those in adjacent tiers by cross-propagation of a sub-set of the total fault 
population, but the majority of the faults in the separate tiers are contained 
wholly within individual tiers (Fig. 1.1). A horizontal cross-section of the 
polygonal faults observed in the North Sea is also shown in Fig. 1.2. 
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(a) Schematic diagram of a seismic section of a 2D layer-bound fault system taken 
from Dewhurst et al. (1999). Individual faults do not generally cut through the 
entire deformed succession, but are restricted to particular layers, termed tiers to 
convey the idea of a set of partially connected faulted layers. Some larger faults do 
connect from tier to tier, but these are subordinate in number to those confined 
within individual tiers. 
(b) Three-dimensional schematic diagram of a polygonal fault system. (taken 
from Dewhurst et al. (1999))  
Fig. 1.1.  Schematic diagram of a polygonal fault systems; (a) 2D and (b) 3D. 
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The formation mechanism for polygonal structures and the necessary 
physical conditions are also of great interest to exploration and production 
schemes as new faults may develop or existing faults propagate during 
hydrocarbon recovery. The four competing, hypothesised genetic formation 
mechanisms found in literature are Density Inversion – (Henriet et al., 1991; 
Cartwright, 1994), Gravity Collapse – (Clausen et al., 1999), Syneresis – 
(Cartwright and Dewhurst, 1998) and Compactional loading at low coefficients 
of residual friction – (Goulty, 2001). A consensus exists among these 
mechanisms that polygonal faults are formed during coupled compaction and 
compaction driven flow of the host sediments (consolidation). However, to the 
author’s knowledge, no numerical models have been developed to test the 
hypothesised formation mechanisms. This research work presents a numerical 
framework for simulating fracture propagation in porous media that can be 
extended to test the validity of these formation mechanisms. 
 
Fig. 1.2.  Horizontal cross-section of Upper Oligocene in Block 16/26 of the 
UK sector of the North Sea showing polygonal faults. (taken from 
Cartwright and Lonergan, (1996). 
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Previously, numerical models for simulating fracturing in saturated porous 
media have been presented by De Borst et al.  (2006) and Al-Khoury and Sluys 
(2006). The methods, developed independently of each other, use the partition 
of unity method (PUM), in their formulation to describe discontinuous 
displacement and/or pressure fields across existing fractures. PUM the is  
predecessor of the extended finite element method (Melenk and Babuska, 1996; 
Belytschko et al., 2009).  At this juncture a definition for a porous medium is 
provided. A porous medium is composed of a matrix and interconnected pore 
spaces. These interconnected pores may contain and conduct fluid (Coussy, 
2004). 
The model proposed by De Borst assumes that both the displacement and 
pressure fields within the medium are discontinuous. The method also assumes 
that a diaphragm exists at the discontinuity. This diaphragm allows fluid flow 
into the fracture and assumes that once the fluid has entered the fracture it can 
only flow along the fracture length and never re-enter the porous matrix. This 
assumption is a limitation of their model since a reversal in the pressure 
gradient would undoubtedly cause fluid migration from the fracture to the 
porous matrix. Their model therefore does not provide a realistic 
representation of the fluid interaction between the porous matrix and fractures.  
Al-Khoury and Sluys also assumes a discontinuous displacement field; 
however, the dual porosity concept is used to simulate the fluid interaction 
between the porous matrix and fractures within the domain. Although the 
introduction of the dual porosity concept into their formulation adequately 
simulates the fluid flow interaction between the matrix and fracture, the model 
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does not address the scaling of the fracture properties (porosity and 
permeability) within the domain. Also their formulation does not include the 
tip-enrichment terms or address fracture propagation.  
1.1 Scope of Thesis 
This work presents a numerical framework developed for the coupled 
deformation, fluid flow and fracture propagation in porous media that can be 
extended to study the formation and evolution of polygonal faults. This 
technique uses a new fracture mapping approach to quantify the fluid flow 
interaction between the matrix and fractures and uses the extended finite 
element method to account for the discontinuity in the displacement field 
across existing fractures. Fracture propagation is achieved using a mixed mode 
fracture criterion dependent on stress intensity factors determined using the J-
integral approach. The methodology developed is generic and also applicable to 
the fields of reservoir engineering and CO2 storage.    
Coupled deformation and fluid flow reservoir simulations are conducted in 
stress sensitive, naturally fractured hydrocarbon reservoirs to accurately 
capture changes in stress dependent permeabilities that may occur during 
production as the fluid pressure decreases. Although not all hydrocarbon 
reservoirs are located in geologically weak fractured units, coupled simulation 
still plays an important role since over-pressurized reservoirs in stable 
environments have undergone subsidence at the start of production (Minkoff 
et al., 2003). Modelling coupled fluid flow and deformation within a reservoir is 
necessary for predicting pressure response, recovery, and the impact of 
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subsidence or heave during production. CO2 injection into deep subsurface 
aquifers or disused hydrocarbon reservoirs causes changes in pore pressure and 
may lead to geomechanical deformation of both the reservoir and surrounding 
rock. The deformation may lead to the generation of new fractures or 
reactivation of existing fractures, providing pathways for migration from 
targeted storage zones.  
1.2 The Numerical Model 
The finite element method (FEM) has been successfully used to develop 
coupled deformation and flow models (Potts and Zdravkovic, 1999; 
Zienkiewicz et al., 2005); however, these models currently do not address the 
inclusion of strong (displacement) or weak (strain) discontinuities. Geological 
faults are defined as fractures that have undergone appreciable shear 
deformation and fall under the heading of strong discontinuities. To obtain 
accurate results within the finite element framework the computational mesh 
must be aligned with existing discontinuities and refined in areas where the 
solution is expected to possess singularities or large gradients. As 
discontinuities evolve with time the computational domain must be continually 
remeshed; remeshing is computationally expensive and very time consuming 
for complex geometries containing several hundred discontinuities. The 
standard FEM is therefore not ideally suited for fault modelling on the field 
scale; on the kilometre scale. 
Over the last few years several numerical techniques have been developed to 
model discontinuities in solids independently of the FE mesh. These include 
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and are not limited to, the incorporation of a discontinuous mode on an 
element level (Oliver, 1995), a moving mesh technique (Rashid, 1998), and an 
enrichment technique for finite elements based on a partition-of-unity which 
does not require remeshing (Moës et al., 1999). The method presented by Moes 
et al. (1999), referred to as the extended finite element method (XFEM) has 
gained a great deal of attention due to its accuracy and versatility in simulating 
discontinuities (Dolbow, 1999; Daux et al., 2000; Stolarska et al., 2001; Moës et 
al., 2002; Huang et al., 2003; Budyn et al., 2004; Bordas et al., 2008). The 
method allows the integration of discontinuities into the computational 
domain independently of the finite element mesh and reduces the level of 
complexity and refinement of the mesh in the vicinity of discontinuities. XFEM 
has been used to modify the single phase FEM coupled deformation and fluid 
flow model to allow the inclusion of discontinuities into the computational 
domain as part of this work.   
Although the discontinuous displacement field across fractures can be 
facilitated through the integration of XFEM into the consolidation model, the 
flow between the porous matrix and fractures also needs to be addressed.  A 
fracture mapping (FM) approach has been introduced into the formulation to 
account for this flow interaction. The mapping approach allows the 
incorporation of fractures into the computational domain without having the 
mesh aligned with existing discontinuities. Finite elements which contain a 
fracture are viewed as two overlapping elements; a matrix element and a 
fracture element. The fracture properties are mapped onto the fracture element 
and the flow interaction between the fracture and matrix elements is done 
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using the quasi steady-state transfer function, adopted from Barenblatt et al. 
(1960). Mapping is used to produce a realistic representation of fracture fluid 
flow properties and geometry within individual finite elements.  
In FM-XFEM the discretization of the computational domain and the 
fractures are performed independently, i.e. there is no requirement to explicitly 
mesh the fractures into the computational mesh. Existing fractures are 
represented using the level set method (LSM) (Osher and Sethian, 1988) which 
provides a mathematical description of fractures within the domain. The 
method represents an interface, in this case a fracture, as the zero of a function 
called the level set function (Duflot, 2007). In the FEM implementation 
elements intersected by the level set are decomposed into smaller elements to 
prevent numerical difficulties that may arise during numerical integration 
(Sukumar et al., 2000; Sukumar and Prévost, 2003). 
Propagation of existing fractures is achieved using classical fracture 
mechanics theory which is based on the theory of linear elasticity and hence 
referred to as Linear Elastic Fracture Mechanics (LEFM). This theory assumes 
that material nonlinearity associated with the fracturing process only occurs at 
the crack tip and remains valid if the fractured domain as a whole behaves in an 
approximately elastic manner (Janssen et al., 2004). If the domain undergoes 
irrecoverable plastic deformation elastic-plastic fracture mechanics (EPFM) 
then becomes applicable. Since the work conducted in this research is limited 
to elastic deformation LEFM theory has been used for fracture calculations. 
The use of standard finite element approaches in LEFM requires the mesh 
conform to existing discontinuities and costly mesh generation/regeneration as 
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discontinuities propagate. The mesh also has to be highly refined to capture the 
singularity in the stress fields at the fracture tip. The extended finite element 
method provides a viable alternative to solving LEFM without the 
shortcomings experienced using standard FEM.  
This work also presents a meshfree implementation of the fracture mapping 
scheme for fluid flow in fractured porous media. Meshfree methods have 
evolved from the need to reduce the dependence on a finite element mesh in 
the formulation of a numerical solution. The meshfree implementation is ideal 
for modelling complicated geological formations as well as areas in the vicinity 
of existing fractures that would normally require complex meshing using FEM. 
Meshfree methods use a set of nodes scattered within the problem domain as 
well as along the boundaries of the domain to represent the problem domain 
and its boundaries. These methods include, among others, the discrete element 
method (DEM, Cundall and Strack, 1979), element free galerkin (EFG, 
Belytschko et al., 1994), and the radial point integration method (RPIM, Wang 
and Liu, 2002). A nodal integration variant of RPIM, NI-RPIM, was used for the 
meshfree implementation of the fracture mapping approach presented.  
In the DEM, computational points are associated with a finite size and 
shape. Interaction between points (particles) occurs only where they are in 
contact - according to the specified interaction rules. This method is very well 
suited to modelling fractures since particle interactions can take the form of 
breakable bonds, however, DEMs are processor intensive and this limits either 
the length of a simulation or the number of particles.  
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EFG is continuum method in which the shape functions are calculated using 
the moving least-square method (MLS). Shape functions constructed using 
MLS do not satisfy the Kronecker delta function properties, i.e., the shape 
function at the node is equal to one and zero for all other nodes used to 
construct the shape function. These shape functions therefore have the 
following disadvantages; (1) difficulties in the implementation of essential 
boundary conditions and; (2) complexity of algorithms to construct shape 
functions. Several methods have been proposed to overcome these 
disadvantages for example the Lagrangian method (Lu et al., 1994), the penalty 
method (Onate et al., 1996), the collocation method (Onate et al., 1996; 
Wagner and Liu, 2000) for essential boundary conditions. Analytical 
integration (Lancaster and Salkauskas, 1981), the recursive method (Breitkopf 
et al., 2000) and parallel computing (Danielson et al., 2000) have been proposed 
for the construction of shape functions.  
The RPIM formulation combines radial and polynomial basis functions to 
address the problems of implementing essential boundary conditions and 
construction of shape functions (2002). Involvement of radial basis functions 
overcome possible singularity associated with the meshfree methods based on 
only the polynomial basis (Liu and Gu, 2001). The interpolation (shape) 
function obtained passes through all scattered points in an influence domain 
and thus satisfy the Kronecker delta function property. This makes the 
implementation of essential boundary conditions much easier than meshfree 
methods based on the moving least-squares approximation, e.g., the element 
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free Galerkin method. A nodal integration variant of RPIM was used for the 
meshfree implementation (NI-RPIM) presented.  
Although the meshfree method was able to adequately describe the fluid 
flow in fractured porous media, enriching RPIM with the partition-of-unity as 
part of this work did not correctly describe the discontinuous strain field across 
the fracture and therefore a fully coupled meshfree scheme has not been 
presented in this thesis. However, the development of a fully coupled meshfree 
scheme has been cited as an area of future work and is discussed in chapter 6 of 
this thesis. 
1.3 Implementation of the Numerical Model 
The numerical methods discussed within this thesis have been implemented 
using MATLAB®. MATLAB® is a high-level computing language and interactive 
environment for algorithm development. The software’s immense predefined 
mathematical library allows users to quickly develop and code numerical 
methods. MATLAB® also has matrix (sparse and dense), vector and many linear 
algebra tools already defined allowing users to focus entirely on algorithm 
implementation without having to define these data structures. The extensive 
mathematics and graphics functions further free users from the arduous task of 
developing these functions themselves or finding equivalent pre-existing 
libraries. It should be noted that the built-in functions are already compiled 
and are extremely efficient and should be used as much as possible. 
There is a disadvantage to this ease of development. Since MATLAB® is an 
interpretive language, each line of code is interpreted by the command line 
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interpreter and executed sequentially at run time; the run times can be much 
greater than that of compiled programming languages like FORTRAN or C++.  
The slow down due to the interpretive nature of the program can be 
circumvented through the use of MATLAB® Executable (MEX) files. MEX-files 
are dynamically linked subroutines generated from FORTRAN or C++ source 
code that, when compiled, can be used in the same manner as built-in 
functions or MATLAB® script files. The main advantages provided by the use of 
MEX-files are: the ability to speed up bottleneck computations by rewriting 
routines in a lower level programming language; and the ability to call existing 
FORTRAN or C++ routines/libraries without having to rewrite code as native 
MATLAB® script. An example of a FORTRAN 90 and C++ MEX-file are 
included in Appendix A. The FORTRAN 90 MEX-file, Ma57Mex.f90, is an 
interface to the hsl_m57a direct matrix solver (Duff, 2004) which is 50% faster 
than the MATLAB® built-in solver. The C++ Mex-file, VoroMex.cpp, is an 
interface to Voro++ (Rycroft et al., 2006); a C++ library for the computation of 
2D and 3D Voronoi cells. Since MATLAB® does not calculate bounded Voronoi 
cells or return cell information such as cell areas, cell centroids or connecting 
vertices, Voro++ was used to prepare the Voronoi cells used for the meshfree 
nodal integration implementation described in chapter 3. MEX-files were also 
used for the global matrix assembly procedure.  
Regular quadrilateral meshes used for the numerical simulations presented 
were constructed using a mesh generator developed in MATLAB® as part of 
this research while unstructured meshes were generated using DISTMESH 
(Persson and Strang, 2004); 
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1.4 Thesis Layout 
The organization of this thesis is as follows. Chapter 2 discusses the theory of 
consolidation (coupled deformation and fluid flow) and presents the finite 
element discretzation of the governing equations. Numerical examples are also 
provided to verify that the MATLAB® consolidation code implemented within 
this study correctly solves the governing equations which describe coupled 
deformation and fluid flow in porous media.  
Chapter 3 presents the fracture mapping scheme developed to describe fluid 
flow interaction between fractures and the porous matrix. The FEM and NI-
RPIM implementation procedures are then discussed. A numerical example of 
a closed reservoir containing a vertical fracture is also included and the 
numerical results are compared to the analytical solution existing in literature. 
The method is also compared to the discrete fracture model in which existing 
fractures are explicitly meshed along with the porous matrix. 
XFEM implementation is discussed in Chapter 4. The discretized equations 
which incorporate the fracture mapping are then presented along with a 
numerical example that tests the viability of the fracture mapping - extended 
finite element method (FM-XFEM) consolidation formulation.  
Chapter 5 presents the fracture propagation aspect of this work. The chapter 
begins with a brief description of the stress intensity factor determination using 
the J-integral approach. Stress intensity factors provide a measure of the stress 
concentration at fracture tips. The criterion for mixed mode fracture 
propagation is presented along with the propagation algorithm. A numerical 
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example is presented to compare the stress intensity factors obtained from the 
developed FM-XFEM to an analytical solution. The final chapter presents 
conclusions drawn from the proposed methodology along with possible 
directions for future work. 
1.5 Notation 
Stress and strain tensors are written using Voigt notation throughout this 
document. Voigt notation exploits the symmetry of these tensors and allows 
them to be represented in vector form. The two dimensional symmetric stress 
and strain tensors take the following forms using this notation:   
 
ો = ቀ σ௫ τ௫௬τ௫௬ σ௬ ቁ = ൣσ௫ ,σ௬ , τ௫௬൧୘, 
ઽ = ቀ ε௫ ߛ௫௬ߛ௫௬ ε௬ ቁ = ൣε௫ , ε௬ ,ߛ௫௬൧୘. (1.1) 
 
1.6 Thesis Contributions 
The work presented in this thesis can be categorized into the following 
contributions to the existing body of scientific knowledge: 
1)  A new fracture mapping scheme which allows the inclusion of fractures 
into a domain without explicit discretization, i.e., fractures are not 
meshed and need not conform to the computational mesh. A finite 
element and meshfree implementation of this scheme are also 
presented. 
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2)  A scheme for coupled deformation and fluid flow in fractured porous 
media. This numerical technique combines the extended finite element 
method with the fracture mapping approach (FM-XFEM). 
3) The FM-XFEM method has been extended to handle fracture 
propagation in porous elastic (poroelastic) media.  
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CHAPTER 2 
Consolidation Theory and its Finite 
Element Formulation 
This chapter presents a brief overview of linear elastic consolidation theory 
along with the finite element discretization of the governing equations which 
describe the coupled deformation and fluid flow in porous media. Numerical 
experiments are included at the end of this chapter to verify the single phase 
FEM consolidation implementation in MATLAB®. This verification is used to 
ensure that the implemented code correctly solves the governing equations 
before fracture mapping and the extended finite element method are used to 
modify the formulation in chapter 4.  
2.1 Consolidation Theory 
When a layer of saturated soil is subjected to stress, the volume of the layer is 
reduced and excess fluid is expelled from the layer; this constitutes the process 
of consolidation. The first mathematical description of the consolidation 
process was developed by Terzaghi (1925). Terzaghi's theory is based on the 
physical assumption of mass conservation within the soil-pore fluid system. 
Despite the widespread use of this theory in the field of geotechnical analysis it 
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does not adequately address the coupling between the soil skeleton 
deformation and pore fluid flow. Terzaghi assumed that the pore pressure field 
and the applied stress field are uncoupled; i.e., the pore pressure history curve 
is expected to behave monotonically after a stress is applied to a drained 
system.   
Biot (1941; 1955)  generalized Terzaghi's theory and provided a three 
dimensional formulation for the coupling between the soil skeleton and pore 
fluid, based on stress-strain constitutive relations. Biot’s theory combines the 
mechanics of elastic rock deformation described by Hooke’s Law and the fluid 
flow in a porous media which is sufficiently approximated by Darcy’s law. The 
soil skeleton is treated as a porous elastic solid and the laminar flow of the 
pore-fluid is coupled to the solid by the conditions of compressibility and 
continuity. This theory produced a realistic model for the mechanical 
behaviour of saturated soils or rocks and accounts for the time dependent 
relationship that exists between the soil skeleton and the pore fluids.  
 
2.2 Governing Equations of Consolidation Theory 
This section provides an overview of the equations that describe the physical 
process of coupled elastic deformation and fluid flow in porous media. The 
stress and strain matrices given within these equations take the following forms 
in 2D using Voigt notation: 
  
ો = ൣσ௫ ,σ௬ , τ௫௬൧୘, 
ઽ = ൣε௫ ,ε௬ ,ߛ௫௬൧୘. (2.1) 
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A saturated soil/rock mass can be viewed as a two-phase deformable porous 
medium in which the pores are filled with a liquid. Although the porous matrix 
and pore fluids interact at the micro-level when subject to external loading, 
Biot’s theory provides a comprehensive description of this interaction at the 
macro level and is developed from the following concepts: 
1) Force equilibrium of the soil-water mixture: 
 ∇ୱ୘ો + ߩ܏ = 0, (2.2) 
where ો is total stress, ܏ is gravity and ߩ is the averaged density of a multiphase 
system and ∇ୱ is the symmetric gradient operator matrix given by: 
 ∇ୱ= ൥߲/߲ݔ 00 ߲/߲ݕ
߲/߲ݕ ߲/߲ݔ൩, (2.3) 
     2) The total stress of the system, assuming that tension is positive, is given 
by:  
 ો = ો" − ߙ۷ ௪ܲ , (2.4) 
where ો"	is a general form of the effective stress, ௪ܲ 	is the water pore pressure 
in the porous matrix, ۷ is the unit tensor written as [1	1	0]୘ in two dimensions 
using Voigt notation and ߙ	is Biot’s compressibility coefficient. Equation (2.4) 
represents Terzaghi’s effective stress principle which has been modified to take 
into account the compressibility of the system through the inclusion of Biot’s 
compressibility coefficient. 
3) The constitutive stress-strain relationship of the solid phase is given by: 
 ݀ો" = ۲݀ઽ, (2.5) 
where ۲ is the linear elastic material matrix and ઽ is the strain of the system. 
For two dimensional plane stress problems ۲ is defined as: 
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 ۲ = ܧ1 − ߥଶ ൦1 ߥ 0ߥ 1 00 0 1 − ߥ2 ൪, (2.6) 
and for plane strain it is defined as: 
 ۲ = ܧ(1 + ߥ)(1 − 2ߥ) ൦1 − ߥ ߥ 0ߥ 1 − ߥ 00 0 12 − ߥ൪, (2.7) 
where ܧ is the modulus of elasticity, ߥ is Poisson’s ratio. Plane stress is defined 
as a state of stress in which the normal stress	σ୸, and the shear stresses, τ௬௭ , τ௭௫ 
directed perpendicular to the x-y plane are assumed to be zero while plane 
strain is defined to be a state of strain in which the strain normal to the x-y 
plane,		ε୸, and the shear strain γ୷୸ , γ୸୶ are assumed to be zero. The numerical 
examples presented in this thesis are all plane strain problems.  
4) The relationship between the change in strain, ݀ઽ, and the change in 
displacement, ݀ܝ, given by: 
 ݀ઽ = ∇ୱ݀ܝ, (2.8) 
This linear relationship is only valid under the assumption of small strain 
theory where the components of  ∇ୱܝ  are much smaller in magnitude than 1 
(Davis and Selvadurai, 2002).  
5) Darcy’s seepage velocity given by: 
 ݒௗ = 	 ۹μ୵ (−∇ ௪ܲ + ߩ܏), (2.9) 
where μ୵ is the fluid viscosity and ۹ is the material permeability. 
6) The flow through the porous material which is equal to the reduction in 
volume and is given by: 
 ∇ ∙ ݒௗ = −	ߙ۷୘ 	߲ઽ߲ݐ , (2.10) 
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7) The rate of change of grain volume due to pressure changes within the 
domain which is given by: 
 ൬
α− ݊
ܭ௦
+ ݊
ܭ௪
൰
߲ ௪ܲ
߲ݐ
 (2.11) 
where ܭ௦ and ܭ௪ represent the bulk modulus of the material skeleton and 
water respectively. Equations (2.9) - (2.11) together define the continuity/mass 
balance equation which is given by: 
 ൬
α − ݊
ܭ௦
+ ݊
ܭ௪
൰
߲ ௪ܲ
߲ݐ
+ 	∇ ∙ ൭ ۹
μ୵
(−∇ ௪ܲ + 	ߩ܏)൱+ 	ߙ۷୘ 	߲ઽ߲ݐ = 0, (2.12) 
 
2.2.1    Initial and Boundary conditions 
Initial conditions which specify the displacements and water pressures at t = 0 
are given by: 
 ܝ = ܝ଴				in ષ	∪	ડ, (2.13) 
 					 ௪ܲ = ௪ܲ଴					in ષ	∪	ડ, (2.14) 
where ષ is the domain of interest and ડ its boundary. Boundary conditions can 
be imposed values on ડ௙௜௘௟ௗ  (Dirichlet boundary conditions), or fluxes on ડ௙௜௘௟ௗ
௤  
(Nemann boundary conditions) where the boundary ડ = 	 ડ௙௜௘௟ௗ ⋃ડ௙௜௘௟ௗ௤ . 
Dirichlet boundary conditions for displacements and pore-water pressures are 
given by: 
 ܝ = ܝෝ	   on			ડ௨ , (2.15) 
 ௪ܲ = ෠ܲ௪ 			  on 	ડ௪ , (2.16) 
while Neumann boundary conditions for imposed stresses and flux conditions 
are as follows: 
 ܜ̅ = ܖ ⋅ ો	  on	ડ௨௤ , (2.17) 
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ݍ௪ = 	 ߩ௪ ۹ߤ௪ (−∇ ௪ܲ + ߩ௪܏)୘ ⋅ ܖ				on		ડ௪௤ ,	 (2.18) 
where ܖ is the unit normal vector to the surface, ܜ ̅ is the prescribed external 
traction force and ݍ௪ is the applied mass flux normal to the boundary. 
 
2.3  Numerical Simulation 
The goal of numerical simulation is to transform a complex practical problem 
into a simple discrete mathematical description, recreate and solve the problem 
numerically. It is often possible to develop a numerical/approximate solution 
for complex natural events, as long as an appropriate numerical method is 
employed. When using numerical methods a discrete approximation for the 
solution is sought, i.e., computed values of the field variable at a set of specified 
points within the domain. 
FEM has been successfully applied to solve consolidation problems (Smith 
and Griffiths, 2004; Zienkiewicz and Taylor, 2005). In FEM the computational 
domain is subdivided into discrete elements (domain discretization) that are 
interconnected at their vertices called nodes. Field variables (e.g. displacement 
and pore pressure) are determined at the nodes and are interpolated over the 
elements using polynomial approximating functions (shape functions).  
 
2.4  Spatial Discretization 
The discrete equations are obtained by applying the Galerkin-based finite 
element approach to the governing and continuity equations presented in 
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section 2.2. The application of the finite element method to the consolidation 
equations is given in Appendix B. The dependent displacement and pressure 
variables are approximated by: 
 ܝ ≈ ܝ௛ = ۼ௨ܝഥ, (2.19) 
and 
 
௪ܲ ≈ ௪ܲ
௛ = ۼ௣۾௪ , (2.20) 
where ܝ௛ and ௪ܲ௛ are the discrete approximations of the displacement and 
pressures respectively; ܝഥ and ۾௪ are the vectors of nodal unknowns of 
displacement and excess pressures at the finite element nodes. A second order 
polynomial is used for the displacement shape function  ۼ௨  while a first order 
polynomial is used for the pressure	ۼ௣. The use of equal-order interpolation 
violates the Babuska-Brezzi convergence condition, particularly when 
approaching the undrained limit state (Babuška, 1971, 1973; Brezzi, 1974). 
Although equal-order interpolants are possible, stabilization techniques are 
required for example the Galerkin least square method, enhanced strain 
stabilization and characteristic base split procedure. Mixed order shape 
functions have been used in this study owing to its relative simplicity and prior 
successful implementation in existing consolidation codes (Potts and 
Zdravkovic, 1999; Smith and Griffiths, 2004; Zienkiewicz and Taylor, 2005). 
The finite element combinations used for the coupled numerical simulations 
presented in this thesis are the Taylor-Hood element (triangular six/three node 
element pair - T6/T3) and the quadrilateral eight/four node element pair 
(Q8/Q4) (Fig. 2.1). Displacements are calculated at the element vertices and 
mid-side nodes of the quadratic elements (triangular - T6 and quadrilateral - 
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Q8) and pressures are calculated at the vertices of the linear elements 
(triangular - T3 and quadrilateral - Q4).   
 
 
Since the numerical examples presented in this thesis are allowed to drain 
along a boundary, a volume change can occur and the domain cannot be 
considered as incompressible (Davis and Selvadurai, 2002). If the domain was 
not allowed to drain, the Q9/Q4 (Fig. 2.2) element pair may also be considered 
since it satisfies the Babuska-Brezzi stability condition, also known as the Inf-
Sup condition. It should be noted that despite satisfying the Inf-Sup stability 
condition, very poor approximations of the incompressibility condition are 
frequently noted when using the Q9/Q4 finite element pair (Hughes, 2000). 
The Q8/Q4 is also widely used in incompressible analysis (Hughes, 2000).  
 
Fig. 2.1. Element combination used for interpolation of the coupled solid-
fluid interaction (a) Quadratic elements are used for displacement, (b) 
Linear elements are used for pressure. Displacements are calculated at 
element vertices and mid-side nodes of the quadratic elements. 
(a) Quadratic displacement 
elements 
(b) Linear pressure 
elements 
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Applying the Galerkin-based finite method to the governing and continuity 
equations presented in section 2.2, the fully coupled discretized equations 
describing deformation and fluid flow in porous media take the form 
(Appendix B provides details on the derivation of these terms): 
 −۹܍	
߲ܝഥ
߲ݐ
	+ ۺ ߲ܝഥ
߲ݐ
	= −۴௨ (2.21) 
 
۶۾௪ 	+ 	ۺ୘ ߲ܝഥ߲ݐ 	+ ܁ ߲۾௪߲ݐ 		= ۴௣ (2.22) 
Equations (2.21) and (2.22) can be conveniently cast into matrix form and re-
written as:  
 ቂ૙	 ૙
૙ ۶
ቃ	൤
ܝഥ
۾௪
൨ + 	 ቂ−۹܍	 ۺ
ۺ୘ ܁
ቃ	
߲
߲ݐ
൤
ܝഥ
۾௪
൨ = 	 ቂ−۴௨
۴௣
ቃ, (2.23) 
where  
۹܍ is the elastic stiffness matrix,  
ۺ	is the coupling matrix, 
۶ is the permeability matrix, 
܁ is the compressibility matrix, 
۴௨ is the compressibility matrix, 
and ۴௣ is the force vector due to the flow field. 
 
Fig. 2.2. Illustration of Q9/Q4 finite element pair. 
(a) Quadratic displacement 
elements 
(b) Linear pressure 
elements 
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The elements of these matrices are given below. 
 ۹܍		 = න۰୘
ஐ
۲۰	݀Ω,	 (2.24) 
 ۺ		 = න۰୘
ஐ
ߙ۷ۼ௣	݀Ω,	 (2.25) 
 ۶		 = න൫∇ۼ௣൯୘
ષ
۹
ߤ௪
	∇ۼ௣	݀Ω,	 (2.26) 
 ܁		 = නۼ௣୘
ஐ
൬
α − ݊
ܭ௦
+ ݊
ܭ௪
൰ۼ௣	݀Ω,	 (2.27) 
 ۴
௨ = නۼ௨୘
ஐ
ߩ܏	݀Ω + 	න ۼ௨୘
୻ೠ
೜
ܜ̅	݀Γ,	 (2.28) 
 ۴
௣ = න൫∇ۼ௣൯୘
ஐ
۹
ߤ௪
ߩ௪	܏	݀Ω	 − න ۼ௣
୘
୻ೢ
೜
	
ݍ௪
ߩ௪
		݀Γ,	 (2.29) 
 ۰	 = ∇ୱۼ௨ =
⎣
⎢
⎢
⎢
⎢
⎢
⎡
߲
߲ݔ
00 ߲
߲ݔ
߲
߲ݕ
߲
߲ݔ⎦
⎥
⎥
⎥
⎥
⎥
⎤
	ۼ௨ ,	 (2.30) 
 ∇ۼ௣ =
⎣
⎢
⎢
⎡
߲
߲ݔ
ۼ௣
߲
߲ݕ
ۼ௣⎦
⎥
⎥
⎤. (2.31) 
 
2.5  Temporal Discretization 
The temporal discretization can be divided into two distinct methods; the 
absolute load version and an incremental load version. The absolute load 
version applies the entire external loading at each time step and is suitable for 
linear elastic problems. The incremental version is best suited for non-linear 
systems in which the load must be redistributed in each time step to ensure the 
system return to equilibrium, e.g. the use of penalty method for contact 
algorithm (see Chapter 4). 
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2.5.1 Absolute Load 
The discretized form of the consolidation equations can be written in a more 
concise form, i.e. 
 ۯ܆+ ۰܌܆
܌ܜ
= ۱.	 (2.32) 
Time discretization is achieved using a variable-ߠ finite difference scheme 
given by the following approximations (Smith and Griffiths, 2004): 
 ൬
݀܆
݀ݐ
൰ = ܆௡ାଵ − ܆௡
Δݐ
, (2.33) 
 ܆ = (1 − ߠ)܆௡ + ߠ܆௡ାଵ, (2.34) 
where Δݐ is the time step length, ܆௡ and ܆௡ାଵ are the state vectors at times ݐ௡ 
and ݐ௡	ାଵ and ߠ is a parameter which has limits 0 ≤ ߠ ≤ 1. Substituting (2.33) 
and (2.34) into (2.32) produces: 
 (۰ + ۯΔݐߠ)܆௡ାଵ 	= (۰ −ۯΔݐ(1 − ߠ))܆௡ + 	۱Δݐ. (2.35) 
The final discrete equations take the form: 
ቂ−۹܍	 ۺ
ۺ୘ ܁ + Δݐθ۶ቃ	൤ ܝഥ۾௪൨௡ାଵ = 	 ൤−۹܍	 ۺۺ୘ ܁ − (1 − θ)Δݐ۶൨	൤ ܝഥ۾௪൨௡ + Δݐ ቂ−۴௨۴௣ ቃ. (2.36) 
These equations are used to determine displacement and pressure at any time 
relative to their initial values. 
 
2.5.2    Incremental Load  
If Δ۴௨ is the change in load between successive times, the incremental form of 
equation (2.23) is given by: 
 ቂ૙	 ૙
૙ ۶
ቃ	൤
Δܝ
Δ۾௪
൨+ 	 ቂ−۹܍	 ۺ
ۺ୘ ܁
ቃ	
߲
߲ݐ
൤
Δܝഥ
Δ۾௪
൨ = 	 ቂ−Δ۴௨
۴௣
ቃ, (2.37) 
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where Δܝഥ and Δ۾௪ are the incremental changes in displacement and excess 
pore pressure respectively. Linear interpolation in time using the ߠ-method to 
the displacement vector yields: 
 Δܝഥ = Δݐ ൭(1 − ߠ) ൤݀ܝഥ
݀ݐ
൨
௡
+ 	ߠ ൤݀ܝഥ
݀ݐ
൨
௡ାଵ
൱. (2.38) 
Applying this interpolation Smith and Griffiths (2004) presented the 
following incremental relation: 
 ቂ۹܍	 −ۺ
−ۺ୘ ܁ − Δݐθ۶
ቃ	൤
Δܝഥ
Δ۾௪
൨ = 	 ൤ Δ۴௨Δݐ۶۾௪௡ + ۴௣൨. (2.39) 
At each time step, both displacement and excess pore pressure are updated 
as follows: 
 ܝഥ௡ାଵ = ܝഥ௡ + 	Δܝഥ, (2.40) 
 ۾௪௡ାଵ = ۾௪௡ + 	Δ۾௪ . (2.41) 
For both time discretization methods the value of ߠ determines the accuracy 
and stability of the time integration scheme. When ߠ = 1  the scheme is fully 
implicit (backward Euler) and imposes no requirements on the time step size, 
Δݐ, chosen for both stability and the elimination oscillatory effects in the 
solution. The fully implicit scheme has been implemented in all numerical tests 
conducted in this thesis.  
 
2.6  Consolidation Code Verification  
Code verification is the process by which one demonstrates that the code 
correctly solves the fundamental governing equations (Knupp and Salari, 2003). 
Consolidation provides the foundation upon which the current work has been 
built, it is therefore essential to demonstrate that the implemented code solves 
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the governing equations correctly before further complexities are added to the 
model, specifically, fracture mapping and XFEM.  
This section verifies the finite element consolidation code implemented 
within MATLAB®. The examples used for the code verification are one and two 
dimensional consolidation problems which have analytical solutions that can 
be found in literature. These analytical solutions have also been included in this 
section for ease of reference. The absolute load time discretization is used for 
examples presented in this chapter. 
 
2.6.1 One-dimensional Consolidation 
The finite element mesh used for the one dimensional plane strain 
consolidation example along with support conditions are given in Fig. 2.3. The 
domain is fully saturated and allowed to freely drain at the top (excess pore 
water pressure is equal to zero) and is assumed to be sealed on the right, left 
and bottom boundaries. A static load of 10kPa is applied at the top of the block 
at time ݐ = 0 and maintained throughout the duration of the simulation. The 
block is homogenous and assumed to behave in a linearly elastic manner. The 
time step used, Δݐ, is 1day. Material properties are shown in Table 2.1. 
Comparisons between the numerical and analytical results for the surface 
settlement and excess pore pressure are shown in Fig. 2.4 and Fig. 2.5 
respectively. These plots indicate that the code correctly solves the governing 
equations on both the coarse and refined finite element meshes. 
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The analytical solution for one dimensional consolidation of a porous 
domain of depth ܪ, subjected to a total stress ߪ and supported on an 
impermeable base was presented by Terzaghi (1925).  
The closed solution for the excess pore fluid pressure presented by Terzaghi is 
given by: 
 
݌ = Δߪ	 ෍ 2
ܯ
ஶ
௠ୀ଴
sin ൬ܯݖ
ܪ
൰	exp(−ܯଶ ௩ܶ). (2.42) 
and the degree of consolidation ௧ܷ  is 
 ௧ܷ = 1 −	෍ 2ܯଶஶ
௠ୀ଴
	exp(−ܯଶ ௩ܶ), (2.43) 
where the parameters are defined by 
 ܯ = 12ߨ(2݉ + 1),		 (2.44) 
 
௩ܶ = ܿ௩ݐܪଶ ,		 (2.45) 
 
ܿ௩ = ݇ߛ௪݉௩ ,		 (2.46) 
 
݉௩ = (1 + ߥ)(1 − 2ߥ)ܧ(1 − ߥ) . (2.47) 
The parameters ௩ܶ , ܿ௩	and	݉௩ represent the time factor, coefficient of 
consolidation and coefficient of compressibility respectively.  
The deformation at the surface ௧ܵ  at any time ݐ is given by: 
 ௧ܵ = ௧ܷ݉௩Δߪܪ. (2.48) 
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C 
A 
B 
࣌ = 10 kPa 
50 m 
ࢠ 
ࡴ 
Point Depth (m) 
A 12.5 
B 25 
C 50 
 
Support Conditions 
- vertical translation   
- fixed i.e. no translation   
  or rotation    
15 m 
߲ ௪ܲ௠/߲݊	 = 0 Undrained 
Free Draining 
௪ܲ௠ = 0 
Fig. 2.3. Domain used for one-dimensional consolidation example.  
Parameter Definition Magnitude Units 
ܧ Modulus of Elasticity 40 MPa 
ν Poisson’s ratio 0.3 - 
݊ Matrix porosity 0.2 - 
۹ଵ/ߤ Matrix mobility 1 × 10-6 m2/(MPa∙s) 
 
Table 2.1. Material properties for consolidation example. 
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Fig. 2.5. Excess pore pressure variation with time at various locations in the domain 
(see Fig. 2.3 ).  
 
Fig. 2.4. Surface settlement variation with time. 
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2.6.2  Two-dimensional Consolidation 
Cryer’s ball (Cryer, 1963) was used for the two dimensional FE consolidation 
example. Cryer developed an analytical solution for a drained sphere of elastic 
porous material having an applied constant surface pressure.  He found that the 
pore pressure at the centre of the sphere exceeded the externally applied 
pressure, and then reverses and dissipates. This non-monotonic behaviour, due 
to poroelastic coupling, is termed the Mandel-Cryer effect.  
 The Mandel-Cryer or stress transfer effect is characterised by an increase in 
excess pore water pressure within a poroelastic body above the initial stress 
condition at early times in the consolidation process. This behaviour can be 
explained by the contraction at the drained boundaries inducing a pore 
pressure build-up within the body. This phenomena was first identified by 
Mandel (1953), who presented an analytical solution for uniaxially loaded body 
under plane strain conditions. Gibson et al. (1963) also observed the Mandel-
Cryer effect on laboratory experiments conducted on several clay spheres.  
The closed solution for the excess pore water pressure at the centre of the 
sphere is given by (Cryer, 1963): 
 
ܲ(0, ݏ) = sinh√ݏ −	√ݏ(ݏ + 4ߤ௖) sinh√ݏ − 4ߤ௖ 	√ݏ cosh√ݏ		, (2.49) 
where ݏ is the Laplace parameter and ߤ௖ is a dimensionless constant and given 
by : 
 
ߤ௖ = ߤߣ + 2ߤ	, (2.50) 
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where ߣ and ߤ are the first and second Lamé parameters of the soil skeleton 
respectively. The closed form solution for surface displacement of the sphere is 
given by: 
 
ܷ(1, ݏ) = 3 − 4ߤ
ݏ
	
√ݏ cosh√ݏ − sinh√ݏ(ݏ + 4ߤ௖) sinh√ݏ − 4ߤ௖ 	√ݏ cosh 	√ݏ	, (2.51) 
The Laplace transform closed form solutions for the excess pore pressure and 
displacement were determined numerically using the MATLAB® function 
invlap.m (Hollenbeck, 1998). 
The axisymmetric nature of the sphere allows the ball to be reduced to a two 
dimensional problem (Fig. 2.6). The material properties used in the 1D 
consolidation example are also used for the sphere. The sphere is fully 
saturated, homogenous and assumed to behave in a linearly elastic manner. 
The finite element meshes used for the numerical simulations are shown in Fig. 
2.7.  
The numerical and analytical results for the excess pore pressure at the 
centre of the ball and the surface settlement plotted against the dimensionless 
time factor ௩ܶ are shown in Fig. 2.8 and Fig. 2.9 respectively. The results display 
good agreement with the analytical solution. The rate of convergence for the 
mixed formulation is shown in Fig. 2.10.  
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Fig. 2.7. Varying finite element meshes used for numerical simulations.  
  
Mesh B: 1110 elements Mesh A: 167 elements Mesh C: 11090 elements 
 
Fig. 2.6. 3D-axisymmetric problem reduced to a 2D problem.  
 
Radius = 4m 
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 Fig. 2.8. Excess pore pressure at the centre of Cryer’s consolidation ball vs dimensionless 
time.  
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The error measure of the coupled formulation used to determine both 
displacement and pressure within the domain was calculated as the sum of the 
ܮଶ-norm of the displacement gradients and the  ܮଶ-norm of the pressure and is 
given by (Hughes, 2000): 
 ‖ܝ௡௨௠ − ܝ௘௫‖ଵ + ‖ܘ௡௨௠ − ܘ௘௫‖଴ 	= ܱ(ℎ୫୧୬	(௞,௟ାଵ))	, (2.52) 
where ܝ௡௨௠ and ܘ௡௨௠ are the numerically determined displacement and 
pressure values respectively; ܝ௘௫ and ܘ௘௫ 	 are the exact values of the 
displacement and pressure respectively; ݇ and ݈ are the orders of the 
displacement and pressure interpolations and have the values of 2 and 1 
respectively. A rate of convergence equal to 2 is therefore “optimal” for this 
system. The norms in (2.52) are given by: 
 Fig. 2.9. Surface displacement of Cryer’s consolidation ball vs dimensionless time. 
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 ‖ܝ௘௫ − ܝ௡௨௠‖ଵ = ቆන (ܝ௘௫ − ܝ௡௨௠)ଶ + (∇ܝ௘௫ − ∇ܝ௡௨௠)ଶ݀Ω
ஐ
ቇ
ଵ/ଶ
	, (2.53) 
 ‖ܘ௘௫ − ܘ௡௨௠‖଴ = ቆන (ܘ௘௫ − ܘ௡௨௠)ଶ݀Ω
ஐ
ቇ
ଵ/ଶ
	, (2.54) 
These norms are normalised by the norm of the exact solution before 
determining the rate of convergence and are given by (Fish and Belytschko, 
2007):  
 
‖ܝ௘௫ − ܝ௡௨௠‖ଵ
‖ܝ௘௫‖ଵ
= ൫∫ (ܝ௘௫ − ܝ௡௨௠)ଶ + (∇ܝ௘௫ − ∇ܝ௡௨௠)ଶ݀Ωஐ ൯ଵ/ଶ
൫∫ (ܝ௘௫)ଶ + (∇ܝ௘௫)ଶ݀Ωஐ ൯ଵ/ଶ 	, (2.55) 
 
‖ܘ௘௫ − ܘ௡௨௠‖଴
‖ܘ௘௫‖଴
= ൫∫ (ܘ௘௫ − ܘ௡௨௠)ଶ݀Ωஐ ൯ଵ/ଶ
൫∫ (ܘ௘௫)ଶ݀Ωஐ ൯ଵ/ଶ 	, (2.56) 
The rate of convergence is given by the gradient of the log-log plot of the  ܮଶ 
error norm vs. the nodal spacing h. The rate of convergence obtained for the 
coupled scheme is 2.085.  
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2.7  Conclusion 
This chapter has provided an overview of the consolidation process followed by 
a description of the governing equations that describe coupled deformation 
and fluid flow in porous media. Examples presented within the chapter 
demonstrate that the finite element code implemented correctly solves the 
governing equations which describe the physical system of coupled 
deformation and fluid flow. This code provides the foundation for the fracture 
mapping – extended finite element code (FM-XFEM) which is presented in 
chapter 4. 
Fig. 2.10. Rate of convergence of implemented finite element code for Cryer’s 
consolidation ball. 
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CHAPTER 3 
Fracture Mapping 
This chapter presents a new fracture mapping approach developed as part of 
this work to handle the fluid flow interaction between the porous matrix and 
the fractures. The mapping approach uses a transfer function to account for the 
fluid flow interaction between the matrix and fractures contained within the 
domain. The fracture geometry is defined using level sets. In contrast to the 
discrete fracture model (DFM) the fracture representation is not meshed along 
with the computational domain. The method can therefore effectively 
determine the influence of fracture geometry and orientation on fluid flow 
within a fractured domain without the computational resource requirements of 
DFM. The formulation is presented along with finite element and meshfree 
numerical experiments to demonstrate the validity of the approach.  
3.1 Introduction 
A porous medium can be described as a matrix of solid material with 
interconnected pores, with at least several continuous paths (Bear, 1988). These 
pores are void-spaces within the medium that may contain and conduct fluid. 
When fractures are also present, the medium then consists of two distinct pore 
spaces which are represented by the void-spaces between fracture walls and the 
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pore spaces within the intact matrix blocks. Several conceptual methods have 
been developed to quantitatively estimate the flow behaviour in fractured 
porous media. The methods that have dominated this area of research are the 
equivalent continuum (Berkowitz et al., 1988), dual continuum (Barenblatt et 
al., 1960), discrete fracture model (Karimi-Fard et al., 2004) and discrete 
fracture network (Lee et al., 1999; Lee et al., 2001). These methods fall under 
two main categories; continuum methods and discrete fracture methods.  
The equivalent continuum approach treats the fractured medium as a single 
continuum with its hydraulic properties (porosity and permeability) averaged 
over the sub domains. The averages are determined for a representative 
elementary volume (REV) which must contain a large number of fractures. This 
approach is well suited for simulating large-scale flow since the heterogeneities 
resulting from the existing fractures are smoothed out over a very large area 
(Huyakorn et al., 1983; Samardzioska and Popov, 2005). Although this 
approach is simple to implement and requires low computational resources, it 
cannot reliably estimate fluid flow in localised areas around fractures.  
Barenblatt et al. (1960) introduced the dual continuum (DC) concept by 
modelling flow through a non-deformable, fractured porous medium. The dual 
continuum concept provides a mathematical framework for the fluid flow 
interaction between the matrix domain and fractures and was originally applied 
to the field of reservoir engineering by Warren and Root (1963) to characterize 
and simulate fluid flow in naturally fractured reservoirs. The dual continuum 
concept can be subdivided into the dual porosity and dual permeability 
approach (Diodato, 1994). The dual porosity approach assumes that the porous 
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matrix is discontinuous and flow within the domain is achieved via the 
fractured network. The simulated fluid flow is therefore directly affected by 
fracture network connectivity and distribution. In contrast, the dual 
permeability model assumes that the matrix is continuous and fluid flow occurs 
within both the matrix and fractures (Fung, 1991; Diodato, 1994; Zhang and 
Sanderson, 2002). Fracture network connectivity is not a prerequisite when 
using the dual permeability method. DC approaches are very simple to 
implement; however since these methods rely on averaged properties they 
cannot adequately simulate fluid flow in highly heterogeneous domains. Since 
the approach does not consider fracture geometry and orientation and are 
unable to accurately determine the influence large scale fractures have on fluid 
flow within a domain. 
The discrete fracture model (DFM) has received considerable interest over 
the last few years in the field of reservoir simulation and hydrology (Lee et al., 
1999; Kim and Deo, 2000; Karimi-Fard et al., 2004; Matthäi et al., 2007; Tran 
and Ravoof, 2007; Geiger-Boschung et al., 2009). In this approach fractures are 
represented within the domain in a spatially explicit manner and are meshed 
along with the matrix domain. Fractures are therefore represented by 1D line 
elements or 2D triangular/quadrilateral elements for a 2D simulation model. 
For 3D simulation models fractures are modelled using 2D or 3D elements.  
Although this method considers real fracture geometry, size and orientation, its 
demands on computer storage for models containing hundreds or thousands of 
fractures limits its applicability to domains with low fracture density. 
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Generating computational meshes incorporating fractures are also challenging 
and time consuming to generate. 
The discrete fracture network method (DFN) explicitly models fractures 
without including the porous matrix. Since fracture permeability is usually 
several orders of magnitude larger than the matrix permeability it is assumed 
that the matrix is impervious and therefore eliminated from the model (Lee et 
al., 2001). Flow within the model is restricted to the fracture network therefore 
fracture connectivity is necessary for successful implementation. The method, 
as with the discrete fracture method, is also computationally intensive.  
 
3.2 Modern approaches to fracture flow modelling 
Efforts to combine both continuum and discrete methods have been previously 
undertaken by Svensson (2001a, b), Mckenna and Reeves (2006) and Botros et 
al. (2008). Svensson (2001a, b) represented fracture networks as grid cell 
permeabilities in a finite- difference framework. This resulted in a 16% error in 
the simulated flow when compared to the DFN flow model. The error has been 
attributed to the ratio between the fracture width,	ܹ, and grid cell size,	Δ, 
which must be greater than 0.1. 
Mckenna and Reeves (2006) developed a technique called the fracture 
continuum model (FCM) which assumed critical properties of the fracture 
network to be spatially random variables that are assigned to finite-difference 
grid cells. The critical properties considered are the number of fractures within 
the computational domain, a measure of the fracture connectivity 
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(coordination number) and domain permeability. Although this model is easily 
implemented, deriving connectivity distributions and the number of the 
fractures within a grid block is not a straightforward task. The transformation 
of distributions of fracture length, aperture, orientation and fracture spacing 
obtained from borehole observations and pressure testing is a subjective matter 
and can significantly affect the flow simulation results (Botros et al., 2008).  
The method proposed by Botros et al. (2008) maps fractures directly onto a 
finite-difference grid in a manner similar to that outlined by Svensson (2001a, 
b). However, there is no restriction on the ratio of fracture width to cell size. 
Correction factors are used to account for the orientation and length of 
fractures contained within a finite-difference cell. This approach uses the sum 
of the cell permeability and permeability of the fracture contained within the 
cell for flow calculations. Although the method retains original fracture 
geometry and benefits from the processing speed of continuum models the 
method overestimates the flow through the porous network when compared to 
DFN. Botros et al. (2008) has stated that this overestimation is due to the 
enhanced permeability of matrix grid cells caused by the applied correction 
factor. Another limitation of the method is the fact that it has been developed 
for regular Cartesian finite difference grids and its applicability is yet to be 
extended to irregular grids. 
The new fracture mapping (FM) technique developed as part of this 
research combines the merits of both discrete and continuum approaches; 
fracture geometry is preserved without having to mesh existing fractures within 
the simulation domain. In contrast to the discrete fracture model, fractures do 
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not need to conform to the computational mesh. Elements intersected by a 
fracture are treated as two overlapping elements; a matrix element and a 
fracture element. The orientation and permeability fractures are then mapped 
to the fracture element. The approach adopts the transfer function presented 
by Barenblatt et al. (1960) to account for fluid flow interaction between the 
overlapping matrix and fracture elements. Individual fractures are incorporated 
into the simulation domain using the level set method (LSM) introduced by 
(Osher and Sethian, 1988). LSM provides a mathematical description of 
fractures within the domain rather than an explicit representation of the crack 
geometry. The method represents an interface, in this case a fracture, as the 
zero of a function called the level set function (Duflot, 2007). In this thesis the 
level set function used is the signed distance function, which has a value of zero 
at the fracture. Fracture representation using LSM is discussed further in 
section 3.4 of this chapter.   
Within this thesis the fracture mapping has been implemented using the 
finite element method and a meshfree method known as the nodal integration 
radial point interpolation method (NI-RPIM). In the finite element 
implementation the fracture permeability is mapped unto a fracture element 
which interacts with a matrix element. The same approach is adopted with the 
meshfree method; however the interaction is done between nodes and not 
elements. The resulting fracture mapping ensures that realistic fracture 
geometry is retained and the method adequately estimates the flow within a 
fractured domain when compared to the DFM.  
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The developed mapping approach is presented in the next section and is 
followed by a brief description of the level set method used to describe the 
fractures. The discretized flow equations are then presented along with details 
of the meshfree implementation procedure. Numerical examples are then 
presented to test the validity of the FEM and meshfree implementations of the 
mapping approach.   
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3.3 Transfer Function Mapping 
This section presents the fracture mapping approach developed as part of this 
work. In this approach elements intersected by a fracture are treated as the 
superposition of two sets of elements, matrix and fracture elements, which 
interact via a transfer function (Fig. 3.1). The transfer function provides a 
mathematical description of the fluid flow interaction between the matrix and 
the fracture. The transfer function adopted in this study is based on the quasi 
steady-state function proposed by Barenblatt et al. (1960), which assumes that 
the flow within an element is directly proportional to the difference between 
the matrix pore pressure and the fracture fluid pressure. The transfer function 
implemented is a 2x2 matrix given by: 
 ܂௥ = s̅۹௙ߤ௪ 	൫ ௪ܲ௠ −	 ௪ܲ௙൯,	 (3.1) 
where ۹௙ is the fracture permeability tensor, ߤ௪ is the fluid viscosity, 	 ௪ܲ௠ is 
the matrix fluid pore pressure, ௪ܲ௙ is the fracture fluid pressure. In the original 
transfer function presented by Barenblatt et al. (1960),  s̅ represents a shape 
factor which accounts for the fracture size and geometry. Since the fracture 
mapping presented in this work describes the size and geometry of a fracture 
within a fracture element, the shape factor has only been retained to ensure 
that the dimensional consistency of the transfer function is equivalent to the 
original formulation.  The variable  s̅  has dimension L-2, where L represents 
length. s̅ was assigned the value of 1 in this work.  
The amount of the fluid transferred between the matrix and fracture 
elements is characterized by the fracture permeability	۹௙. Section 3.5 illustrates 
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the incorporation of the transfer function into the governing equations which 
describe fluid flow within the matrix and the fracture. It should be noted that 
since fracture elements share mesh nodes with neighbouring fracture elements 
the fluid pressure is continuous across these elements (see Fig. 3.1). 
 
Transfer 
function 
Fig. 3.1. Schematic representation of the matrix and fracture elements/nodes 
extracted from discretized fractured domain. 
Finite element 
containing fracture 
Matrix element  Fracture element  
Discretized fractured 
porous domain 
≡ + 
Ω௙ Ω௠ 
(a) Finite element discretization and fracture mapping. 
(b) Meshfree discretization and fracture mapping. 
Discretized fractured 
porous domain 
   Matrix node      
   Fracture mapping node 
Fracture mapping 
nodes 
Matrix nodes Fracture nodes 
௪ܲ௠ 
௪ܲ௠ 
≡ 
Transfer 
function 
௪ܲ௙ 
௪ܲ௙ 
௪ܲ௙ 
௪ܲ௠ 
௪ܲ௠ ௪ܲ௠ 
௪ܲ௠ 
௪ܲ௠ ௪ܲ௠ 
௪ܲ௠ 
௪ܲ௙ ௪ܲ௙ 
௪ܲ௙ 
௪ܲ௙ ௪ܲ௙ 
௪ܲ௙ 
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When fractures intersect within an element the fracture mapping is 
accomplished by creating a fracture element for each fracture that exists within 
the element (Fig. 3.2). 
 
The fracture permeability is represented within a fracture element through 
the following mapping:  
 ࡷ௙௘ = ܣ௙ܣ௘ࡷ௙ᇱ ,	 (3.2) 
where ۹௙௘ is the fracture element permeability, ܣ௙ is the area of the fracture 
within the element, ܣ௘ is the area of the element and ۹௙ᇱ 	is the fracture 
permeability tensor aligned to the global Cartesian axes (Fig. 3.3). This 
mapping equates the total flow through the fracture to the total flow through 
the fracture element and ensures an effective representation of the fracture 
flow within the fracture element. When using the meshfree implementation the 
fracture permeability rotation is carried out on the nodes that describe the 
Fig. 3.2. Schematic representation of fracture mapping for intersecting fractures. 
Finite element 
containing fractures 
Ω௙ Ω௙ᇲ Ω௠ ≡ + 
Transfer 
function 
Matrix element  Fracture elements  
+ 
Fracture associated with fracture element Ω௙   
Fracture associated with fracture element Ω௙ᇲ   
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fracture.
 
3.4 Fracture Representation 
The level set method (LSM), commonly used in conjunction with XFEM to 
represent discontinuities instead of using an explicit representation, has been 
adopted to describe the geometry of fractures contained within the domain for 
the fracture mapping approach (Stolarska et al., 2001; Sukumar et al., 2001; 
Gravouil et al., 2002; Moës et al., 2002; Stazi et al., 2003; Ventura et al., 2003; 
Duflot, 2007; Prabel et al., 2007). The fracture is represented as the zero level 
set of the signed distance function	߶(ܠ), i.e. by: 
 
߶(ܠ) = 0. (3.3) 
The signed distance function is defined by 
Fracture permeability,	۹௙, aligned 
with local axes of fracture (ݔ௙ ,ݕ௙). 
۹௙ = ൤݇௫ 00 ݇௬൨ 
݇௫ 
݇௬ 
ݕ௙ 
ݔ௙ 
۹௙
ᇱ = ܀୘۹௙܀ , where ܀ = ൤ cosβ sinβ−sinβ cosβ൨ 
Fracture permeability,۹௙
ᇱ , aligned 
with global grid axes (ݔ, ݕ).   
Fig. 3.3. Fracture permeability is aligned with the Cartesian axes using the 
rotation tensor ܀. 
ߚ ݕ௙ 
ݔ௙ 
ݔ 
ݕ 
68 
 
 ߶(ܠ) = sign[ܖ ∙ (ܠ − ܠത)] minܠത∈ડ౜౨‖ܠ − ܠത‖, (3.4) 
where ܠ is a finite element mesh node, ܠത is the normal projection of the point ܠ 
onto the fracture defined by ડ୤୰ and ܖ  is the unit outward normal from the 
fracture at ܠത (see Fig. 3.4). The fracture tips are defined by tangential level set 
߰௜(ܠ) given by: 
 
߰௜(ܠ) = (ܠ − ܠ௜) ∙ ̂ܜ, (3.5) 
 where ̂ܜ	is a unit vector tangent to the fracture at its tip and ܠ௜  is the location of 
the ݅th fracture tip. When more than one fracture tip exists in the domain, the 
tangential level set can be represented by a single function and given as: 
 
߰(ܠ) = ܕ܉ܠ
௜
	(߰௜) (3.6) 
Using the signed distance function and tangential level set, a fracture in 2D is 
defined by: 
 
߶(ܠ) = 0	and		߰(ܠ) ≤ 0 (3.7) 
The level set functions, ߶(ܠ) and ߰௜(ܠ) and the representation of the fracture 
are also illustrated in Fig. 3.4.  
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3.4.1    Assignment of fractured elements 
For a given fracture, whose input geometry is defined by a single line segment 
or a series of line segments, the values of ߶(ܠ) and ߰(ܠ) are calculated for all 
the finite element nodes within close proximity to the fracture (see Fig. 3.5). An 
element is defined as a fracture element if the values of ߶(ܠ) and ߰(ܠ) 
determined at its nodes satisfy the following conditions (Stolarska et al., 2001): 
 
൜
߶௠௔௫߶௠௜௡ ≤ 0, ߰ < 0,		split element,	
߶௠௔௫߶௠௜௡ ≤ 0, ߰௠௔௫߰௠௜௡ ≤ 0,	tip element. (3.8) 
Split elements are defined as those elements that are completely cut a fracture 
and tip elements are those elements that contain a fracture tip. Fracture 
mapping is applied to both split and tip elements. 
 
߰ଶ > 0 
߰ଵ < 0 
߰ଶ < 0 
߶(ݔ) = 0,߰(ݔ) ≤ 0 defines the fracture surface 
߶ < 0 
߶ > 0 
ଵ߰ > 0 
Fig. 3.4. Level set functions for 2D fracture representation. 
ܖሬ⃗  
ܠത 
ܠ 
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3.5 Governing Equations of Single Phase Fluid 
Flow in Porous Media 
Single phase fluid flow through porous media can be described by Darcy’s law 
which is given by: 
 ࢜ௗ = 	۹ߤ (−∇ ௪ܲ + ߩ܏),	 (3.9) 
where ࢜ௗ  is Darcy’s velocity, ۹, is the spatially varying permeability tensor of 
the porous medium concerned, ߤ is the fluid viscosity, ௪ܲ is the pore fluid 
pressure, ܏ is gravity and ߩ is fluid density.  
Continuity or mass conservation is a second important law in the 
development of the flow equations, i.e., for steady-state conditions, continuity 
 
split elements  tip elements  
߶(ݔ)	and	߰(ݔ) are determined for all nodes within ellipse 
Fig. 3.5. Assignment of fractured elements using level set values. 
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requires that the amount of fluid flowing into a control volume be equal to the 
amount flowing out. Therefore the continuity equation is given by: 
 ∇ ⋅ ࢜ௗ = 	 ܳ௪ ,	 (3.10) 
where ܳ௪ is the specified source/sink term. Combining (3.9) and (3.10) results 
in the single phase, elliptical pressure equation:  
 ∇ ⋅ ቆ
۹
ߤ
(−∇ ௪ܲ + ߩ܏)ቇ = 	 ܳ௪ ,	 (3.11) 
The transfer function ܂௥ is then incorporated into equation (3.11) to account 
for the flow interaction between the matrix and fractures. The steady state flow 
equations then take the form: 
 ∇ ⋅ ቆ
۹௠
ߤ
(−∇ ௪ܲ௠ + ߩ܏)ቇ	+ 	 s̅۹௙ߤ 	൫ ௪ܲ௠ −	 ௪ܲ௙൯ = ܳ௪ ,	 (3.12) 
for the porous matrix, and,  
 ∇ ⋅ ൭
۹௙
ߤ
൫−∇ ௪ܲ௙ + ߩ܏൯൱ −	 s̅۹௙ߤ 	൫ ௪ܲ௠ −	 ௪ܲ௙൯ = 0,	 (3.13) 
for the fractured domain. The transient flow equation is obtained by including 
the specific storage of the medium given by,		݊/ܭ௪, assuming incompressible 
grains. The domain porosity is represented by ݊ and ܭ௪ represents the bulk 
modulus of the fluid (see Istok (1989) for a detailed derivation of the specific 
storage coefficient).  The transient flow equations take the form: 
∇ ⋅ ቆ
۹௠
ߤ
(−∇ ௪ܲ௠ + ߩ܏)ቇ	+ 	 s̅۹௙ߤ 	൫ ௪ܲ௠ −	 ௪ܲ௙൯ + ݊௠ܭ௪ ߲ ௪ܲ௠߲ݐ 	= ܳ௪ ,		 (3.14) 
for the porous matrix, and,  
∇ ⋅ ൭
۹௙
ߤ
൫−∇ ௪ܲ௙ + ߩ܏൯൱	−	 s̅۹௙ߤ 	൫ ௪ܲ௠ −	 ௪ܲ௙൯ + ݊௙ܭ௪ ߲ ௪ܲ௙߲ݐ 	= 0,		 (3.15) 
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for the fractured domain. The first numerical example in this chapter solves the 
transient pressure equation and the second example solves the steady state 
pressure equation. 
3.5.1    Boundary conditions 
When solving equations (3.14) and (3.15) boundary conditions are only applied 
to the matrix domain. These boundary conditions can be either Dirichlet or 
Neumann boundary conditions. Enforcing Dirichlet boundary conditions 
involves specifying constant pressures at domain boundaries or well locations. 
Neumann boundary conditions require specification of flow rates at the 
reservoir boundaries or wells.  
3.6 Spatial Discretization 
Applying the Galerkin-based finite method (see appendix B) to the steady state 
elliptic pressure equations for the porous matrix and the fractured domains 
given by equations (3.12) and (3.13), neglecting the effects of gravity, the 
resulting discretized equations take the form:  
 ۶௠۾௪௠ + ۶ ೝ்൫۾௪௠ − ۾௪௙൯ = 	ۿ,	 (3.16) 
 ۶௙۾௪௙ − ۶ ೝ்൫۾௪௠ −۾௪௙൯ = 	૙.	 (3.17) 
Equations (3.16) and (3.17) can be conveniently cast into matrix form and re-
written as:  
 ൤
۶௠ + ۶ ೝ் 	 −۶ ೝ்
−۶
ೝ்
۶௙ + ۶ ೝ்൨	ቈ۾௪௠۾௪௙ ቉ = 	 ቂۿ૙ቃ,	 (3.18) 
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where 
۶௠ is the porous medium permeability matrix, 
۶௙ is the fracture permeability matrix, 
۶
ೝ்
 is the transfer matrix,  
ۿ	is the flow field vector, 
 ۾௪௠ and ۾௪௙  are vectors representing the nodal pressures for the matrix and 
fracture respectively. The elements of these matrices are given below. 
 ۶௠ = 	න൫∇ۼ௣൯୘
ષ
۹௠
ߤ௪
	∇ۼ௣	݀Ω,	 (3.19) 
 ۶௙ = න൫∇ۼ௣൯୘
ષ
۹௙
ߤ௪
	∇ۼ௣	݀Ω,	 (3.20) 
 ۶ ೝ் = නۼ୮୘
ષ
s̅۹௙
ߤ௪
	ۼ௣	݀Ω,	 (3.21) 
 ۿ	 = නۼ୮୘
ષ
ܳ௪ 	݀Γ,	 (3.22) 
 ∇ۼ௣ =
⎣
⎢
⎢
⎡
߲
߲ݔ
ۼ௣
߲
߲ݕ
ۼ௣⎦
⎥
⎥
⎤.	 (3.23) 
 
3.7 FEM Implementation 
This section summarizes the implementation procedure for the FEM fracture 
mapping. The FEM fracture mapping involves the following steps: 
1. Mesh generation: The domain is divided into a series of finite elements, 
quadrilateral or triangular.  
2. Calculate the level sets of nodes in the vicinity of the line segments 
which describe the fracture geometry, see section 3.4; 
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3. Determine fracture elements using the equality conditions presented in 
section 3.4.1;  
4. Loop over all elements (matrix assembly): 
a. Determine element contributions to discrete system equation 
(3.14): if an element is a fracture element, calculate element 
permeability using the procedure outlined in section 3.3. Element 
contributions are also made to the fracture permeability and 
transfer matrix (۶௙ and	۶ ೝ்) for fracture elements; 
b. Add element contributions to the global system matrix  
5. Apply boundary conditions; 
6. Solve system equations to obtain field variable, in this instance nodal 
pore pressures. 
Meshfree methods have been developed to eliminate mesh dependence by 
constructing the numerical approximation entirely in terms of nodes. 
3.8 Meshfree Implementation 
A meshfree implementation of the fracture mapping approach has also been 
developed as part of this work. The meshfree approach allows the inclusion of 
fractures within the domain without a dependence on the computational mesh. 
This reduces the need for complex meshes for complicated geological 
formations as well as localised mesh refinement required around existing 
fractures. Using the meshfree method the numerical approximation is 
constructed independently of a finite element mesh and is based entirely on the 
nodes used to discretize the domain. It should be noted that all meshfree 
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methods require cell generation for numerical integration of the approximation 
over the domain and the term meshfree highlights the fact that the 
approximation/shape functions are determined without the need of a finite 
element mesh. The issue of mesh quality which is associated with the task of 
finite element mesh generation does not factor into the generation of these 
background cells. 
This section outlines the implementation of the nodal integration radial 
point interpolation method (NI-RPIM - Liu et al., 2007) used in the meshfree 
fracture mapping portion of this study. The implementation of the NI-RPIM 
has the following steps: 
1. Domain discretization: nodes are used to describe both the domain and 
existing fracture. Domain pore pressures are approximated at these 
node locations; 
2. Generate Voronoi cells for nodal integration: Cells are generated using a 
MATLAB® Executable (MEX) interface to Voro++ (Rycroft et al., 2006);  
3. Loop over all nodes: 
a. Determine area of Voronoi Cell along with first and second 
moment area of cell corresponding to current node; 
b. Determine shape functions associated with current node; 
c. Evaluate nodal contributions to the discrete system equation 
(3.14): nodes that describe the fracture contribute to the fracture 
permeability and transfer matrix (۶௙ and	۶ ೝ்); 
d. Assemble nodal contribution of current node to form global 
system matrices. 
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4. Apply boundary conditions;  
5. Solve system equations to obtain field variable, in this instance nodal 
pore pressures. 
Since steps 1-3 differ significantly from the standard procedures used in the 
finite element method, they are described in a bit more detail below. 
STEP 1:  Domain discretization 
The problem domain and its boundary are represented using nodes scattered in 
the problem domain and on its boundary (Fig. 3.6); these nodes may have a 
regular or irregular distribution. Since these nodes carry the values of the field 
variables (displacement, pressure or velocity); in a meshfree formulation, they 
are often referred to as field nodes. The number of nodes used within the 
problem domain depends on the accuracy required and resources available. 
The nodal distribution can be irregular as meshfree methods work for arbitrary 
nodal distributions.  
By comparison, the FEM requires meshing be performed to discretize the 
geometry and create elements of specific shapes. Information, such as element 
to node connectivity, also has to be created during meshing for later system 
assembly. Mesh generation is a very important part of the pre-processing stage 
of the finite element method. It is ideal to have an entirely automated mesh 
generator; unfortunately, it is not practically available for general situations 
with complex geometries. 
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STEP 2:  Numerical integration cells 
The finite element method relies on the use of Gaussian integration over finite 
elements cells to solve the discretized equations given by (3.14). Meshfree 
methods also employ Gaussian integration; however since these methods do 
not rely on a finite element framework, a background mesh independent of the 
nodal arrangement, is required for numerical integration. The aim of nodal 
integration schemes is to eliminate the need for a background mesh for 
numerical integration. These integration schemes use the field nodes that 
discretize the domain as the integration points for numerical integration. In 
their publication on the NI-RPIM, Liu et al. (2007) creates integration cells by 
connecting the centroids and mid-edge points of triangles formed from a 
tessellation of the field nodes. Since Voronoi cell generation is a straight 
forward process it was chosen over the tessellation method for the NI-RPIM 
implemented within this research work (Fig. 3.7). Mathematical details of the 
nodal integration procedure are given in Appendix C.  
 
FEM elements 
     (a) FEM 
Fig. 3.6. Domain discretization (a) FEM (b) MFree. 
 
     (b) MFree 
Field nodes 
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STEP 3:  Function interpolation/approximation 
The meshfree shape functions are constructed during the simulation in 
contrast to the finite element for which shape functions are pre-defined for 
different elements. The shape function for a particular node is calculated based 
the nodes within its support domain. Fig. 3.8 illustrates the use of a circular 
support domain to determine the points to be used in the construction of the 
RPIM shape functions. The support domain can also take a rectangular form 
and is sized to ensure that a minimum of 10 points are captured within the 
domain; this guarantees that an adequate number of points are used for 
building the shape function. The derivation of the RPIM shape functions 
presented by Wang and Liu (2002) is given in Appendix C.  
Integration cells for uniformly 
distributed nodes 
Integration cells for irregularly 
distributed nodes 
Fig. 3.7. Voronoi  cells used for nodal integration. 
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3.9  Numerical Examples 
Numerical experiments are presented to validate the fracture mapping 
approach. The first numerical example compares the FEM and meshfree 
solutions to the analytical solution for a vertical fracture intersecting a well in a 
closed reservoir. The second example is used to compare the results obtained 
using fracture mapping against those obtained from a discrete fracture model. 
The third example illustrates the resulting pressure field for a domain 
containing two intersecting fractures.  
3.9.1    One well intersecting a vertical fracture 
This example assesses the accuracy of the fracture mapping code by simulating 
a well fully penetrating a fractured confined reservoir. The model dimensions 
and properties are shown in Fig. 3.9. The fracture is aligned with the x-axis and 
is located at the centre of a square region of a confined reservoir. It is assumed 
that the fracture intersects a fully penetrating well at the centre of the reservoir. 
 
Circular support  
domain 
Integration point (field node) 
Nodes used to construct shape function 
Fig. 3.8. Selection of supporting nodes required for shape function calculations.  
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The analytical solution for this problem has been presented by Gringarten et al. 
(1974). The pressure drop on the fracture is given by: 
 
௪ܲ = 2ߨන ൥1 + 2෍݁ݔ݌(−(2݇ߨ)ଶݐ஽஺)ஶ
௞ୀଵ
൩
௧ವಲ
଴
 
቎1 + 2෍ exp(−(2݇ߨ)ଶݐ஽஺)ஶ
௞ୀଵ
sin ቀ݇ߨ ௫೑
௫೐
ቁ
݇ߨ
௫೑
௫೐
cos൬݇ߨ ݔ௙
ݔ௘
൰቏݀ݐ஽஺, (3.19) 
where ݐ஽஺ represents the dimensionless time based on the drainage area and is 
given by: 
 ݐ஽஺ = ܶݐ4 ௖ܵ(ݔ௘ݕ௘)ଶ	, (3.20) 
where ܶ is the matrix transmissivity, ݐ represents time and ܵ௖ is the matrix 
storage coefficient. ݔ௙ and ݔ௘ represent the fracture half length and rectangular 
reservoir half dimensions respectively (see Fig. 3.9).  The pressure drop given in 
(3.19) was determined using the MATLAB® symbolic toolbox. 
 
Property Magnitude Units 
T 50 m2/d 
S 0.005 - 
ߢ௙  
(fracture 
hydraulic 
conductivity) 
108 m/d 
Q 
(well discharge) 
6280 m3/d 
ݔ௙ 1500 m 
 
3000m (2ݔ௘)	 
ݔ௙ 
Fracture 
Q 
ݔ௙ 3
00
0m
 (2ݔ ௘) 
ݕ 
Fig. 3.9. Closed rectangular reservoir containing a well intersected by a vertical 
fracture.  Due to domain symmetry only one-quarter of the domain is discretized 
for the numerical simulation. This region is represented by the hatched area. 
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Given the symmetry of the domain, only one-quarter of the domain has 
been discretized for the numerical simulations (see Fig. 3.9). The 
discretizations used for the numerical solutions are shown in Fig. 3.10. The 
finite element meshes ranges from a coarse mesh with 300m square Q4 
elements to meshes containing a modest refinement along the fracture length. 
The refined elements extend to a length of 75m and the thicknesses of these 
elements are 25m and 12.5m respectively. For the meshfree implementation 
the refinement is obtained by increasing the number of nodes that describe the 
fracture (decreasing the distance between fracture nodes). A coarse 
discretization is used in this example to illustrate the effectiveness of the 
fracture mapping. A comparison of the analytical and numerical results for 
both methods is given in Fig. 3.11. The computed well drawdown vs 
dimensionless time for the discretization labelled C is given in Table 3.1 for 
both the FEM and meshfree implementation. 
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(a) Finite element discretization 
(b) Mfree discretization. The fracture is discretized using A) 6 nodes, B) 12 nodes 
and C) 18 nodes. 
Fig. 3.10. Domain discretizations used for the closed rectangular reservoir.  
Given the domain symmetry, only one-quarter of the domain has been 
discretized. 
A) nodes:36  elements:25 B) nodes:54  elements:40 C) nodes:72  elements:55 
  
A) nodes:36 B) nodes:42 C) nodes:48 
Fracture Fracture Fracture 
Fracture node 
Fracture 
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Fig. 3.11. Dimensionless well drawdown vs dimensionless time, showing comparison 
of numerical and analytical solutions. (a) FEM comparison, (b) meshfree comparison.  
(a) 
(b) 
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The numerical results obtained show good agreement with the analytical 
solution. NI-RPIM provides a good approximation of the problem using fewer 
nodes within the domain than the FEM implementation.  
 
Time t 
(days) 
ݐௗ = ܶݐݔ௙ଶ ௖ܵ 
Dimensionless 
Time ௪ܲௗ = 2ߨܶ ௪ܲܳ  
Dimensionless Pressure drop 
 
Analytical FEM meshfree 
0.50 5.56E-04 0.0835 0.0857 0.0811 
1.21 1.34E-03 0.1298 0.1300 0.1342 
2.21 2.45E-03 0.1755 0.1739 0.1848 
3.62 4.02E-03 0.2248 0.2225 0.2372 
5.62 6.24E-03 0.2801 0.2777 0.2944 
8.45 9.38E-03 0.3434 0.3409 0.3586 
12.44 1.38E-02 0.4168 0.4140 0.4325 
18.09 2.01E-02 0.5026 0.4991 0.5185 
26.08 2.90E-02 0.6035 0.5989 0.6195 
37.38 4.15E-02 0.7227 0.7172 0.7392 
53.36 5.93E-02 0.8654 0.8602 0.8840 
75.95 8.44E-02 1.0424 1.0393 1.0653 
107.89 0.12 1.2740 1.2736 1.3022 
153.06 0.17 1.5917 1.5926 1.6242 
216.92 0.24 2.0380 2.0370 2.0726 
307.22 0.34 2.6684 2.6629 2.7038 
434.92 0.48 3.5599 3.5471 3.5954 
615.47 0.68 4.8204 4.7973 4.8558 
870.78 0.97 6.6028 6.5649 6.6375 
1231.78 1.37 9.1230 9.0643 9.1562 
1742.23 1.94 12.6867 12.5985 12.7162 
2464.02 2.74 17.7257 17.5959 17.7472 
3484.62 3.87 24.8508 24.6622 24.8554 
4927.75 5.48 34.9258 34.6539 34.8952 
6968.34 7.74 49.1718 48.7822 49.0691 
 
Table 3.1 Computed well drawdown vs dimensionless time. 
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3.9.2    Discrete-fracture model comparison 
In this example the steady state pressure equation (equations (3.12) and (3.13)) 
is solved on a fractured domain using the discrete fracture model (DFM) and 
the fracture mapping approach. The rates of convergence of each method are 
determined and the pressure field obtained within the domain is also 
compared. The model used in this numerical example is shown in Fig. 3.12. 
 
 
The finite element discrete fracture model in this example uses triangular, 
three noded elements (T3) to discretize the matrix and 2-noded linear line (L2) 
elements to discretize the fracture (Fig. 3.13).  
N
o
 
f
l
o
w
10m 
16m 
ܲ = 0 kPa 
45  
ܲ = 286 kPa 
Km = 8mD 
Kf  = 80D  
 
Fracture width = 1mm 
Fig. 3.12. 2D fractured domain with applied pressures at top and bottom 
boundary. 
N
o
 
f
l
o
w
Tip 1 
Tip 2 
ݔ 
ݕ 
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Prior to comparing DFM to the fracture mapping approach, the rate of 
convergence of DFM was determined. Three of the six meshes used to 
determine the rate of convergence of DFM are shown in Fig. 3.14. 
 
   
Fig. 3.14. Mesh refinements used to determine rate of convergence of DFM.  
(a) MeshA: 366 elements (b) MeshB: 1464 elements (c) MeshC: 5856 elements 
 
݊1 
݊3 
T3 
݊1 ݊2 L2 
Fig. 3.13. Elements used for discrete fracture model. (a) Triangular element 
(T3) used to discretize the matrix and (b) line element (L2) used to 
discretize the fracture. 
(b) ݊2 
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The mesh refinements used to determine the rate of convergence of DFM were 
obtained by dividing each element of the preceding mesh into four new 
elements using MeshA as the base mesh (Fig. 3.14.(a)).  The mesh used as the 
reference mesh for the convergence study contained 374784 elements3.1 (fifth 
refinement step). The third (23424 elements) and fourth (93696 elements) 
refinement steps were also used in determining the rate of convergence. The 
error was measured using the normalised ܮଶ norm defined by. 
 
ฮܘ௖ − ܘ௥௘௙ฮ଴
ฮܘ௥௘௙ฮ଴
= ቀ∫ ൫ܘ௖ − ܘ௥௘௙൯ଶ݀Ωஐ ቁଵ/ଶ
ቀ∫ ൫ܘ௥௘௙൯
ଶ
݀Ω
ஐ
ቁ
ଵ/ଶ
	
	, (3.26) 
where ܘ௖ is the pressure determined from a coarse mesh and ܘ௥௘௙ is the 
pressure determined on the reference mesh. The rate of convergence is given 
by the gradient of the log-log plot of the  ܮଶ error norm vs. the nodal spacing h 
(Fig. 3.16). The rate of convergence was obtained using linear regression of the 
data points and is equal to 1.21.  
Using the DFM reference solution the rates of convergence of both the FEM 
and Meshfree implementation of FM were also determined. The discretizations 
used to determine the rates of convergence are shown in Fig. 3.15. The number 
of nodes for the discretizations are 289, 1089, 4225 and 166413.1 respectively. 
 
 
                                                   
3 1 At higher resolutions the discretizetion is not clearly shown and therefore has not been included. 
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16 x16 mesh 32 x 32 mesh 64 x 64 mesh 
(b) Meshfree regular node distribution resolutions. 
   
289 nodes 1089 nodes 4225 nodes 
   
289 nodes 1089 nodes 4225 nodes 
(a) Finite element mesh resolutions. 
(c) Meshfree irregular node distribution resolutions. 
Fig. 3.15. Domain discretizations used to determine the rates of convergence of 
the FEM and Meshfree fracture mapping implementation.  
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The rates of convergence of FM implementations are very similar to the rate of 
convergence of DFM. The meshfree implementation using an irregular nodal 
distribution provided the lowest convergence rate of 0.93 and indicates that the 
nodal distribution affects the rate of convergence of the meshfree numerical 
scheme. The comparative convergence rates obtained between DFM and FM 
implementations indicate that the fracture mapping approach solution 
accuracy is similar to that of DFM. 
The pressure fields determined for the discrete fracture model and fracture 
mapping (FEM and meshfree) were also compared. The discretizations used to 
determine the pressure fields are shown in Fig. 3.17 and the resulting pressure 
fields are shown in Fig. 3.18. Since differences in the pressure fields obtained 
for the different methods are indistinguishable, a pressure profile along a 
Fig. 3.16. Convergence rates for the discrete fracture model and the fracture 
mapping approach. The fracture mapping approach has been implemented using 
FEM and the Meshfree method for both regular and irregular nodal distributions.   
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vertical section through the centre of the domain was created to compare the 
pressure change across the domain for each model.  
 
 
Fig. 3.17. Domain discretizations used to create comparative pressure fields. 
 
  
(a) DFM Mesh: 5856 elements (b) FM-FEM Mesh: 1024 elements 
(c) FM-Meshfree: 1089 nodes (d) FM-Meshfree (irregular nodal 
distribution): 1089 nodes 
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Fig. 3.18. Pressure fields obtained for DFM and fracture mapping implementations. 
  
  
 
(b) FM-FEM     
(c) FM-Meshfree 
(a) DFM 
 
(d) FM-Meshfree (irregular 
nodal distribution) 
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Using the discrete fracture model as a baseline for comparison, the fracture 
mapping method adequately describes the variation in pressure across the 
domain (Fig. 3.19). It should be noted that the fracture mapping models used to 
generate the pressure fields are all at discretization resolutions lower than that 
of DFM. 
 
 
 
 
Fig. 3.19. Pressure profile for a vertical section taken through the centre of the 
fractured domain. 
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3.9.3    Intersecting Fractures 
The model set-up for this example is the similar to the model given in section 
3.9.1 with the inclusion of an additional fracture (Fig. 3.20). This example is 
used to compare the pressure fields obtained for a domain containing 
intersecting fractures using the discrete fracture model and the fracture 
mapping approach.   
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16m 
ܲ = 0 kPa 
45  
ܲ = 286 kPa 
Km = 8mD 
Kf  = 80D  
 
Fracture width = 1mm 
Fig. 3.20. 2D fractured domain containing intersecting fractures with applied 
pressures at top and bottom boundary. 
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The meshes used to generate DFM and FM solutions are shown in Fig. 3.21.  
 
 
 
 
 
 
 
 
 
Fig. 3.21. Finite element meshes used for simulation. 
  
Discrete-fracture flow model: 
3017 elements 
Fracture mapping approach: 
 2500 elements 
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The resulting pressure fields are shown in Fig. 3.22. The fracture mapping 
solution obtained for the intersecting fractures is also in good agreement with 
the discrete fracture model solution.   
 
 
Fig. 3.23 shows a close up of the pressure fields shown in Fig. 3.22 and displays 
the flow velocity vectors within the domain. The figure is used to illustrate the 
influence of the highly permeable fractures on the direction of the fluid flow for 
both DFM and FM. The mapping adequately reproduces the flow field obtained 
  
Discrete fracture model 
 
Pressure (kPa) 
Fracture mapping model 
Fig. 3.22. Pressure fields for discrete fracture and fracture mapping models 
for intersecting fractures.  
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from the discrete fracture model. Fluid flow is directed towards the fractures in 
both models. 
 
 
 
 
 
 
Discrete-fracture flow model 
Fracture mapping model 
Fig. 3.23. Influence of interacting fractures on the flow field direction for DFM 
and FM. 
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3.10  Conclusions 
The fracture mapping presented is able to adequately simulate the fluid flow in 
a fractured porous domain without meshing the fracture. The method 
produces results that are in good agreement with analytical results presented in 
literature. Both the FEM and meshfree implementations perform adequately on 
coarse meshes when compared to analytical and discrete fracture model 
solutions. The developed method is also able to adequately resolve the fluid 
flow interaction between intersecting fractures and the matrix.  
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CHAPTER 4 
FM-XFEM formulation 
This chapter presents the fracture mapping-extended finite element method 
(FM-XFEM) for coupled deformation and fluid flow in fractured porous media. 
The method has been developed by modifying the single phase consolidation 
formulation discussed in chapter 2 using the fracture mapping approach 
presented in chapter 3 and the extended finite element method. The method 
performs well on coarse structured grids without having the computational 
mesh aligned with existing fractures. Comparison between the proposed 
method and the discrete fracture method (DFM) shows its ability to adequately 
determine the displacement and fluid pore pressure distribution within a 
fractured domain.  
4.1 Modelling Discontinuities 
Standard finite element approximations are piecewise differentiable 
polynomials that are not well suited for problems with strong and weak 
discontinuities (problems with a jump in the displacement and strain field 
respectively). To accurately model these discontinuities the finite element mesh 
must conform to the line of discontinuity (Fig. 4.1). This becomes a major 
difficulty for moving discontinuities (such as cracks, shear bands and faults) 
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because of the need to update the mesh to match the geometry of the 
discontinuity. The extended finite element method (XFEM) has been 
developed to address the difficulties associated with handling discontinuities 
within the finite element framework (Dolbow, 1999; Daux et al., 2000; Chessa 
et al., 2002; Moës et al., 2002; Stazi et al., 2003; Sukumar and Prévost, 2003; 
Budyn, 2004; Zi et al., 2007; Bordas et al., 2008).  
 
 
The extended finite element method (XFEM), introduced by Belytschko and 
Black (1999) and subsequently improved by Moës et al.(1999), exploits the 
partition of unity (PU) (Melenk and Babuska, 1996) property of finite elements. 
Local enrichment functions are added to the finite element shape functions 
which allow the approximated field and its derivatives to be discontinuous 
within an element. Therefore, a domain can be modelled by finite elements 
without explicitly meshing discontinuities. Belytschko et al. (2009) gives a 
comprehensive review of the extended finite element method. 
The enrichment terms consist of modified Heaviside function and Branch 
functions which represent the Westergaard near tip asymptotic fields (Fleming 
Fig. 4.1. Discretized fractured domain. (a) Fractures cutting across 
elements, (b) Elements aligned with fracture. 
(a) (b) 
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et al., 1997). The Heaviside function is applied to elements entirely cut by a 
fracture and is given by:  
 ܪ(ܠ) = ൜	+1 ߶(ܠ) 	≥ 0,
−1 ߶(ܠ) < 0, 	 (4.1) 
where ߶(ܠ) is the signed distance function normal to the crack. Branch 
functions are used to enrich elements that contain fracture tips and are given 
by:  
 
ൣΦఊ(ܠ)൧ఊୀଵସ = ൤√ݎ sinߠ2 	 ,√ݎ cosߠ2 	 ,√ݎ sinߠ sinߠ2 	 ,√ݎ sinߠ cosߠ2൨, (4.2) 
where ݎ and ߠ are the polar coordinates of the point ܠ (integration point or 
finite element node) in a local coordinate system centred on the tip of the 
fracture with the x-axis aligned with the fracture direction (Fig. 4.2). 
 
The addition of these enrichment terms results in the following displacement 
field within a fractured domain: 
Fig. 4.2. Coordinate configuration for fracture front enrichment functions in 
2D. ܠ∗ represents the fracture tip and ܠ represents either an integration point 
or finite element node. 
ݕ 
ܠ 
 
ܠ∗ 
ݔ 
 
ݎ ߠ 
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ܝ௛(ܠ) = ෍ܰ௨ூ (ܠ)ܝഥூ
ூ∈ࣨᇣᇧᇧᇧᇤᇧᇧᇧᇥ
ௌ௧௔௡ௗ௔௥ௗ
+ ෍ ෡ܰ௨௃(ܠ)	 ቂܪ൫߶(ܠ)൯ − ܪ ቀ߶൫ܠ௃൯ቁቃ܉௃ 	
௃∈	 ౙࣨ౨ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
ு௘௔௩௜௦௜ௗ௘+ 	 ෍ ෡ܰ௨௄(ܠ)
௄∈	ࣨ౪౟౦
෍(ܠ)ൣΦఊ(ܠ) −Φఊ(ܠ௄)൧ସ
ఊୀଵ
܊ఊ௄
ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
஻௥௔௡௖௛
,	 (4.3) 
where ܝഥூ is the nodal displacement vector associated with the continuous part 
of the finite element solution (standard approximation), ௨ܰூ , ෡ܰ௨௃ and ෡ܰ௨௄ are 
finite element shape functions, ࣨ is the set of all nodes in the mesh; ୡࣨ୰ is the 
set of nodes whose support element is cut by the fracture; ୲ࣨ୧୮ is the set of 
nodes whose support element contains a fracture tip; ܉௃	is the nodal enriched 
degrees of freedom vector associated with the modified Heaviside function; and 
܊ఈ௄  is the nodal enriched degree of freedom vector associated with the elastic 
asymptotic fracture-tip functions. Both ܉௃	and ܊ఈ௄  represent additional degrees 
of freedom associated with enriched nodes.  
The determination of both Heaviside and tip enriched nodes is illustrated in 
Fig. 4.3. Tip enriched nodes can be determined via topological or 
geometrical/fixed area enrichment. Only the nodes of elements containing the 
fracture tips are enriched if a topological enrichment is implemented. If 
geometrical enrichment is used nodes within a fixed area centred on the 
fracture tip become tip enriched nodes (see Fig. 4.3).  Although topological 
enrichment is usually adequate, geometrical enrichment improves the 
method’s rate of convergence (Bechet et al., 2005; Laborde et al., 2005; 
Belytschko et al., 2009). Geometrical enrichment was used in this work with a 
fixed area of radius (ࡾ)  1/20 of the domain width. 
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4.1.1    Intersecting Fractures 
The nodal enrichment of elements containing intersecting fractures was 
determined using the methodology presented by Daux et al. (2000). The 
method, which introduces a discontinuous branching function to (4.3), is 
described in this section.  
Consider the case of a branched fracture which is modelled using the 
standard finite element method (Fig. 4.4(a)). This fracture can also be modelled 
in an equivalent discrete space using XFEM by enriching the standard finite 
element formulation with the discontinuous function ܪ(ܠ) and another 
function which accounts for the junction between the branches of the fracture 
(Fig. 4.4(b)).  
 
Fig. 4.3. Assignment of enriched nodes.  Heaviside enriched     Tip enriched   
    : Crack 
    : Nodes in   
  : Nodes in  ୲ࣨ୧୮ 
ୡࣨ୰ 
ࡾ
Geometrical  
enrichment 
Topological  
enrichment 
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By defining the discontinuous functions of fractures 1 and 2 as ܪଵ(ܠ) and 
ܪଶ(ܠ) respectively, the branching function ܤݎ(ܠ) can now be expressed as: 
 ܤݎ(ܠ) = ൜	ܪଶ(ܠ) for	ܪଵ(ܠ) < 0,0 for	ܪଵ(ܠ) > 0,	 (4.4) 
A visual interpretation of the relationship between the discontinuous functions 
is given in Fig. 4.5. 
 
1 
8 
15 2 
12 
3 
18 4 5 
(a) XFEM mesh  
Fig. 4.5. Discontinuous enrichment functions, ܪଵ(ܠ), ܪଶ(ܠ) and ܤݎ(ܠ).   
-1 1 
-1 
1 1 
-1 
0 
ܪଵ(ܠ) ܪଶ(ܠ) ܤݎ(ܠ) 
Fracture 1 
Fracture 2 
3 
1 13 14 2 
6 9 
7 10 
5 16 17 4 
1 
8 
15 2 
12 
3 
18 4 5 
Fracture 1 
Fracture 2 
(a) FEM mesh  (b) XFEM mesh 
Fig. 4.4. Intersecting fractures modelled by: (a) finite element method and 
(b) the extended finite element method. 
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Daux et al. (2000) divides intersecting fractures into a main fracture and 
secondary branching fractures before applying the discontinuous functions to 
the formulation. This ensures that the XFEM discrete space remains equivalent 
to the standard finite element method discrete space, i.e., the degrees of 
freedom are the same for both numerical schemes. The enriched nodes for an 
intersecting fracture are defined as shown in Fig. 4.6. To simplify the figure, 
topological enrichment has been used for the fracture tips. 
 
For a main fracture with several connecting secondary fractures the 
displacement approximation can be obtained by adding the branching function 
to (4.3) and is given by: 
Fig. 4.6. Nodal enrichment for intersecting fracture. 
     : Main fracture 
     : Heaviside enriched        : Tip enriched 
      : Secondary fracture 
       : Heaviside enriched         : Tip enriched 
      : Junction nodes 
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ܝ௛(ܠ) = ෍ܰ௨ூ(ܠ)ܝഥூ
ூ∈ࣨ
+ ෍ ෍ ෡ܰ௨௃(ܠ)	 ቂܪ௜൫߶(ܠ)൯ − ܪ௜ ቀ߶൫ܠ௃,௜൯ቁቃ܉௃,௜ 	
௃∈	ࣨౙ౨,೔
௡೎
௜ୀଵ+ 	෍ ෍ ෡ܰ௨௄(ܠ)
௄∈	ࣨ౪౟౦,೔ ෍(ܠ)ൣΦఊ(ܠ) −Φఊ൫ܠ௄,௜൯൧
ସ
ఊୀଵ
܊ఊ௄,௜௡೟
௜ୀଵ+ ෍ ෍ ෡ܰ௨ெ(ܠ)	 ቂܤݎ௜൫߶(ܠ)൯ − ܤݎ௜ ቀ߶൫ܠெ,௜൯ቁቃ ܋ெ,௜ 	
ெ∈	ࣨౘ౨,೔
௡ೣ
௜ୀଵ
,	 
(4.5) 
where ݊௖ is the number of fractures (main plus secondary fractures), ݊௧ is the 
number of fracture tips, ݊௫ is the number of intersections (݊௫ = ݊௖ − 1) , ୠࣨ୰ 
is the set of nodes that are enriched with the branching function and ܋ெ 
represents the associated enriched degrees of freedom. 
4.2 Numerical Integration 
Standard Gaussian integration causes numerical inaccuracies and creates ill-
conditioned system matrices when performed on elements enriched by the 
discontinuous Heaviside function (4.1) and the Branch function (4.2) 
(Belytschko et al., 2001; Sukumar and Prévost, 2003; Laborde et al., 2005). To 
remedy the numerical issues associated with the integration of these 
discontinuous enrichment functions, elements intersected by a fracture are 
decomposed into sub-elements. The edges of these sub-elements are aligned 
along the discontinuity surface and a higher order of Gaussian quadrature is 
usually used in these elements to improve the accuracy of the numerical 
integration.  
Element decomposition is done only for the purpose of numerical 
integration and does not introduce any additional degrees of freedom (nodes) 
Decomposition of finite elements that are intersected by the fracture is a clear-
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cut procedure that is done using computational geometry since no restrictions 
are placed on the shape of the generated sub-elements. Fig. 4.7 illustrates 
element decomposition for quadrilateral and triangular elements. The sub-
elements are determined by applying Delaunay triangulation to the vertex 
nodes of an element and the end nodes of the fracture segment contained 
within that element. 
 
 
4.3 Fracture Closure 
The influence of the matrix deformation around the fracture will undoubtedly 
have an influence on fractures within the domain. The faces of existing 
fractures at some instances may come into contact and close off the fracture. In 
this work fracture closures are accounted for using the well-established field of 
Fig. 4.7. Element decomposition into sub-elements: (a) elements containing 
fracture tip; (b) elements completely cut by fracture. Sub-elements are 
obtained by applying Delaunay triangulation to the vertex nodes of the 
element and end nodes of fracture segments contained within the element.  
1 
2 
3 
4 5 
6 
1 
2 3 
4 5 
1 
2 
3 
4 
1 
2 
3 
(a) (b) 
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contact mechanics. The use of a contact algorithm allows fractures within the 
domain to close and reopen during a simulation.  
The bottom and top boundaries of a fracture may be defined by  Γ୅ and	Γ୆ 
respectively (Fig. 4.8). If Γ୅ is defined as the master surface and Γ୆ is defined as 
the slave surface, the penetration/contact condition between these two surfaces 
can be written as the motion of the top boundary relative to the bottom 
boundary. For a point P on Γ୆ which has come into contact with the master 
surface Γ୅ the penetration condition is defined as: 
 g୒ = 	 ൜(ܠ୅ − ܠത୔) ∙ ܖഥ୅ if	(x୅ − x୔) ∙ n୅ < 00 otherwise.  (4.6) 
where ܠ୅ is the perpendicular distance from the surface Γ୅ to the surface to 
point P. ܖഥ୅ is the outward unit normal to Γ୅. In the case of geometrically linear 
kinematics, it is advantageous to write the penetration in terms of 
displacements.  
 g୒ = (ܝ୅ − ܝഥ୔) ∙ ܖഥ୅ (4.7) 
where ܝ୅ and ܝഥ୔  are the displacements at nodes A and P respectively. 
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For contact problems there are several different methods that can be used to 
ensure that the penetration constraint is satisfied, i.e., if interpenetration 
occurs between the fracture faces (g୒ < 0)	the displacement field must be 
iteratively re-calculated to ensure that (4.7) is reduced to	g୒ = 0. These 
methods include the Lagrange multiplier method (Hughes et al., 1976; 
Papadopoulos and Solberg, 1998), the penalty method (Zhong, 1993; Laursen, 
2002), the barrier method (Wriggers, 2006) and the Nitsche method (Nitsche, 
1970; Becker and Hansbo, 1999). The penalty method, implemented here 
because of its simplicity, applies a penalty to the amount of penetration that 
can occur. 
When interpenetration occurs between two fracture faces the gap, g୒, 
determined using (4.7) is less than 0. At this point contact forces are now 
 
Γ஺ 
Γ஻ 
gap g୒ 
ܠ஺ 
ܠ஻ 
Fracture 
Undeformed domain Deformed domain showing self-
penetration of fracture faces   
ݕ 
ݔ 
Fig. 4.8. Penetration condition of fracture faces. 
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introduced into the system and the standard/extended finite element system 
equations which take the general form: 
where ۹ is the stiffness matrix, ܝഥ is the displacement vector and ۴ is the 
external force vector, must be amended to include the contact force that exists 
between the two interacting faces. The system equations therefore become: 
 ۹ܝഥ + 	۹௖ܝഥ 	= ۴, (4.9) 
where ۹௖ is the contact stiffness given by (Wriggers, 2006):  
 ۹௖ = න ߳ே
୻ి
൫ ூܰ
஺݊ூ
஺ −	 ௃ܰ
஻
௃݊
஻൯
்
൫ ூܰ
஺݊ூ
஺ −	 ௃ܰ
஻
௃݊
஻൯	݀ડେ, (4.10) 
where ߳ே  is a large number called the penalty parameter and can be thought of 
physically as a stiff spring between the contact surfaces. ݊஺ and ݊஻ represent 
the normal to the boundaries Γ୅ and Γ୆ respectively and ܰ is the finite element 
shape function determined at the nodes along the boundaries Γ୅ and Γ୆. The 
contact surface is defined as Γେ and represents the portion of the fracture faces 
that touch, i.e.,	Γେ = Γ୅ ∩ Γ୆. ܫ and ܬ represent the set of nodes boundaries Γ୅ 
and Γ୆ respectively.  
When penetration occurs the system equation (4.9) must now be solved to 
determine a new displacement vector, ܝഥ, such that the gap,	g୒, determined 
using (4.7) returns to 0. Since the contact stiffness, ۹௖, is non-zero only when g୒ < 0, it is considered to be a function of the displacement	(ܝഥ) making 
equation (4.9) a non-linear system which is solved using the Newton-Raphson 
method (Belytschko and Fleming, 1999; Wriggers, 2006). The next section 
describes the implementation of the penalty method as part of this work. 
 ۹ܝഥ = ۴, (4.8) 
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4.3.1    Penalty Method Implementation 
The implementation of the penalty method within this coupled deformation 
and fluid flow framework involves the following steps: 
1. For each time step determine the displacement increment on either 
face of the fracture. As shown in Fig. 4.9, the fracture within an 
element is divided into segments and the incremental displacement 
is determined at fictional nodes along the segments on either side of 
the fracture using (4.3). 
 
2. Determine the total displacement obtained at the nodes shown in 
Fig. 4.9. The total displacement is equal to the sum of the 
incremental displacement at this time step and the cumulative 
displacement obtained over previous time steps.  
Γ஻ 
Γ஺ 
݊1஻ ݊2஻ ݊3஻ ݊4஻ ݊5஻ 
݊1஺ ݊2஺ ݊3஺ ݊4஺ ݊5஺ 
Finite element 
containing a fracture 
Fracture within element divided into segments for 
contact calculations 
Fig. 4.9. Segments created to determine if contact has occurred between 
fracture faces. 
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3. The total displacements of the nodes on both faces of the fracture 
are used to determine the gap g୒ using (4.7). If  g୒ < 0 
interpenetration between the faces of the fractures has occurred and 
the incremental displacement must be minimized so that g୒ = 0. If g୒ ≥ 0 no contact/penetration has occurred between the fracture 
faces and the simulation can proceed to the next time step. 
4. If contact has occurred, the standard/extended finite element system 
equations take the general form  
where ۹ is the stiffness matrix, Δܝഥ is the change in displacement 
vector and Δ۴ is the change in the external force vector. Equation 
(4.11) is now solved to obtain the new incremental displacement 
vector using the Newton-Raphson algorithm shown in Box 4.1. This 
new incremental displacement vector ensures that g୒ = 0, i.e., there 
is no interpenetration between the faces.  
 
 ۹Δܝഥ 	+ 	۹௖Δܝഥ 	= Δ۴, (4.11) 
۹௜௡௧ = ۹ + ۹௖ 
Δ۴௜௡௧ = ۹௜௡௧Δܝഥ 
܀ = 	Δ۴௜௡௧ − 	Δ۴௘௫௧ 	(applied	force) Do While ൣฮ܀௜ାଵฮ < 1x10ି଺	or	݅ < maximum	iteration൧         ۹௜Δܠ௜ = 	−܀௜  
       Δܝഥ௜ାଵ ← Δܝഥ௜ + Δܠ௜        Δ۴௜௡௧௜ାଵ = ۹௜௡௧Δܝഥ௜ାଵ 
       ܀௜ାଵ = 	Δ۴௜௡௧௜ାଵ − Δ۴௘௫௧  
       ݅ ← ݅ + 1 End Do 
 
Box 4.1. The Newton-Raphson Iterative Procedure. 
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4.4 Spatial Discretization 
Recall that the continuity equation 2.12 is written as: 
 ൬
α − ݊
ܭ௦
+ ݊
ܭ௪
൰
߲ ௪ܲ
߲ݐ
+ 	∇ ∙ ൭ ۹
μ୵
(−∇ ௪ܲ + 	ߩ܏)൱+ 	ߙ۷୘ 	߲ઽ߲ݐ = 0. (4.12) 
To simplify the system of equations the effect of gravity is neglected and the 
material grains are assumed incompressible, i.e.,	1/ܭ௦ = 0,ߙ = 1. Adding the 
transfer function term which accounts for the fluid flow interaction between 
the matrix and fracture, and a source sink term equation (4.12) takes the form: 
 	∇ ∙ ൬−
۹
ߤ௪
∇ ௪ܲ൰+ 	 s̅۹௙ߤ௪ 	൫ ௪ܲ௠ −	 ௪ܲ௙൯ + ܳ௪ + ݊ܭ௪ ߲ ௪߲ܲݐ + ߙ۷୘ 	߲ઽ߲ݐ = 0. (4.13) 
After Ghafouri and Lewis (1996), the continuity equations can be written for 
both the porous matrix and the fractures as:  
 ∇ ∙ ൬−
۹௠
ߤ௪
	∇ ௪ܲ௠൰+ 	 s̅۹௙ߤ௪ 	൫ ௪ܲ௠ −	 ௪ܲ௙൯ + ܳ௪ + ݊௠ܭ௪ ߲ ௪ܲ௠߲ݐ + ۷୘ ߲ߝ߲ݐ = 0, (4.14) 
for the porous matrix, and,  
 ∇ ∙ ൬−
۹௙
ߤ௪
	∇ ௪ܲ௙൰ −
s̅۹௙
ߤ௪
	൫ ௪ܲ௠ −	 ௪ܲ௙൯ + 	 ݊௙ܭ௪ ߲ ௪ܲ௙߲ݐ = 0, (4.15) 
for the fractured zone.  
The discretized form of the equations which describe coupled deformation 
and fluid flow in porous media is obtained using the Galerkin based finite 
element approach (see Appendix B for the standard procedure). The weighted 
residuals used in the integral equation (B6) must be amended to account for 
the presence of a discontinuity within the domain.  The weighting functions 
therefore take the forms: 
 ܟ௨ 	= 	ܟ௨∗ + ܪܟ௨∗ + Φܟ௨∗ , (4.16) 
for the domain and  
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 ܟഥ௨ 	= 	ܟഥ௨∗ + ܪܟഥ௨∗ + Φܟഥ௨∗ , (4.17) 
for the boundary, where ܪ and Φ represent the Heaviside and Branch terms 
given by (4.1) and (4.2) respectively. The nodal displacements are approximated 
using (4.3) and the pressure variables are approximated using   
 ௪ܲ௠
≈ ܲݓ݉
ℎ = ۼ௣۾௪௠ , (4.17) 
and 
 ௪ܲ௙ ≈ ௪ܲ௙
௛ = ۼ௣۾௪௙ , (4.18) 
where ۾௪௠ and ۾௪௙ are the vectors of nodal unknowns of matrix and fracture 
excess pressures respectively and ۼ௣ is the approximating shape function. The 
resulting discrete equations take the form: 
 
ۯ܆+ ۰܌܆
܌ܜ
= ۱,	 (4.19) 
where 
 
ۯ = 	
⎣
⎢
⎢
⎡
0 0 0 0 00 0 0 0 00 0 0 ۶௠ + ۶ ೝ் −۶ ೝ்0 0 0 −۶
ೝ்
۶௙ + ۶ ೝ்⎦⎥⎥
⎤
 (4.20) 
 
۰ = 	
⎣
⎢
⎢
⎢
⎡
۹܍௨௨ ۹܍௨௔ ۹܍௨௕ −ۺ 0
۹܍௔௨ ۹܍௔௔ ۹܍௔௕ −ۺ௔ 0
۹܍௕௨ ۹௕௔ ۹܍௕௕ −ۺ௕ 0
ۺ୘ ۺ௔
܂ ۺ௕
܂ 		܁௠ 00 0 0 0 ܁௙⎦⎥⎥
⎥
⎤
 
(4.21) 
 
܆ =
⎣
⎢
⎢
⎢
⎢
⎡
ܝഥ
܉
܊
۾௪௠
۾௪௙ ⎦
⎥
⎥
⎥
⎥
⎤
	 
(4.22) 
 
۱ =
⎣
⎢
⎢
⎢
⎡
d۴d۴௔d۴௕
܎̅0 ⎦⎥⎥
⎥
⎤
 
(4.23) 
The elements of the above listed matrices are given in Appendix D: 
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4.5 Temporal Discretization 
Using the incremental loading scheme discussed in section 2.5.2, the final 
discrete equations can be written as: 
⎣
⎢
⎢
⎢
⎢
⎡
۹܍௨௨ ۹܍௨௔ ۹܍௨௕ −ۺ 0
۹܍௔௨ ۹܍௔௔ ۹܍௔௕ −ۺ௔ 0
۹܍௕௨ ۹܍௕௔ ۹܍௕௕ −ۺ௕ 0
−ۺ୘ −ۺ௔
܂ −ۺ௕
܂ ܁௠ − Δݐߠ(۶௠ + ۶ ೝ்) −۶ ೝ்Δݐߠ0 0 0 −۶
ೝ்
Δݐߠ ܁௙ − (۶௙ + ۶ ೝ்)Δݐߠ⎦⎥⎥
⎥
⎥
⎤
⎣
⎢
⎢
⎢
⎢
⎡
Δܝഥ
Δ܉
Δ܊
Δ۾௪௠
Δ۾௪௙ ⎦
⎥
⎥
⎥
⎥
⎤
= 		
⎣
⎢
⎢
⎢
⎢
⎡
Δ۴
Δ۴௔
Δ۴௕(۶௠ + ۶ ೝ்)۾௪௠೙ + 	−۶ ೝ்۾௪௙೙ + ܎̅
−۶
ೝ்
۾௪௠೙ + (۶௙ + ۶ ೝ்)۾௪௙೙ ⎦⎥⎥
⎥
⎥
⎤
 
    (4.24) 
The value of ߠ determines the accuracy and stability of the time integration 
scheme. A fully implicit scheme, i.e., ߠ = 1, imposes no requirements on the 
time step size (Δݐ) chosen for both stability and the elimination oscillatory 
effects in the solution.  
 
4.6 FM/XFEM Implementation 
This section summarizes the implementation procedure for the FM/XFEM 
method. The method implementation has the following steps: 
1. Mesh generation: The domain is divided into a series of quadrilateral 
finite elements;  
2. Calculate the level sets of nodes in the vicinity of the line segments 
which describe the fracture geometry, see section 3.4. Nodal enrichment 
is also assigned at this step; 
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3. Determine fracture elements using the equality conditions presented in 
section 3.4.1;  
4. Loop over all elements (matrix assembly): 
a. Determine element contributions to discrete system equation 
(4.24): if an element is a fracture element, calculate element 
permeability using the procedure outlined in section 3.3. Element 
contributions are also made to the fracture permeability and 
transfer matrix (۶௙ and	۶ ೝ்) for fracture elements; 
b. Add element contributions to the global system matrix  
 5. Apply boundary conditions; 
6. Solve the system equations given by (4.24) to obtain field variables, 
nodal displacements and pressures, at each time step. If the contact 
module is enabled, determine whether or not contact between the 
fracture faces has occurred for time step	݊. When contact occurs 
calculate the displacement and pressure fields that result in a stable 
configuration at time step ݊ using Box 4.1. As discussed in section 4.3, a 
stable configuration is obtained when the displacement field calculated 
results in a penetration gap (g୒) equal to zero.   
This implementation procedure assumes that the fracture geometry remains 
constant over the simulation period. Both the matrix permeability and fracture 
permeability are also assumed constant. 
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4.7 Numerical Examples 
This section presents two numerical examples which validate the FM-XFEM 
algorithm developed as part of this work. The first numerical example is used 
to verify the implemented contact algorithm module. The second example 
compares the FM-XFEM approach with a discrete fracture model in which 
both the fracture and matrix are discretized using T6/T3 (Taylor-Hood) 
elements. A third example is used to illustrate the coupled deformation and 
fluid flow in a domain containing intersecting fractures. 
 
4.7.1    Contact Algorithm Example 
The model used to test the contact algorithm within the FM-XFEM framework 
is shown in Fig. 4.10. The model consists of a block of homogenous porous 
material and its material properties are given in Table 4.1. The domain 
contains a 1mm wide, 7m long horizontal fracture. The domain is fully 
saturated and allowed to freely drain at the top (excess pore water pressure is 
equal to zero) and is assumed to be sealed on the right, left and bottom 
boundaries. The mesh used for the simulation is shown in Fig. 4.11 along with 
the deformed meshes for simulations conducted with and without the contact 
algorithm being enforced. The deformed mesh obtained for the simulation 
which ignored contact between the fracture faces shows that interpenetration 
has occurred and is illustrated by the overlapping mesh. In reality once the 
fracture faces come into contact the fracture will close and the displacement 
will be uniform along the length of the fracture as illustrated by the deformed 
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mesh obtained when contact between the fracture faces is considered. This is 
also clearly shown in the corresponding displacement fields given in Fig. 4.12.      
 
Fig. 4.10. 2D fractured domain with assigned boundary conditions. 
15 kPa 
Support Conditions 
- vertical translation   
- fixed i.e. no translation   
  or rotation    
10m 
Undrained 
20m 
1mm fracture 
߲
௪ܲ
௠
/߲݊	=
0 
߲ ௪ܲ௠/߲݊	 = 0 
߲
௪ܲ
௠
/߲݊	=
0 
Table 4.1. Material properties for contact algorithm example. 
 
Parameter Definition Magnitude Units 
ܧ Modulus of Elasticity 40 MPa 
ν Poisson’s ratio 0.25 - 
߶ଵ Matrix porosity 0.1 - 
߶ଶ Fracture porosity 0.05 - 
۹ଵ/ߤ Matrix mobility 1.75 × 10-3 m2/(MPa∙s) 
۹ଶ/ߤ Fracture mobility 1.75 m
2/(MPa∙s) 
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(a) Displacement 
field with contact 
(b) Displacement field 
without contact 
Fig. 4.12. Displacement field: (a) contact between fracture faces is considered; (b) 
contact between fracture faces is ignored. 
    
Displacement (mm) Displacement (mm) 
Fig. 4.11. Initial FEM mesh along with deformed meshes: (a) contact between fracture 
faces is considered; (b) contact between fracture faces is ignored. 
   
FEM Mesh (a) Deformed mesh 
with contact 
(b) Deformed mesh 
without contact 
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4.7.2    Coupled Numerical Example 
The validity of FM-XFEM is demonstrated on the 2D plane strain problem 
shown in Fig. 4.13. The domain is fully saturated and allowed to freely drain at 
the top (excess pore water pressure is equal to zero) and is assumed to be 
sealed on the right, left and bottom boundaries. A static load of 10kN/m2 is 
applied at the top of the block at time t=0 and maintained throughout the 
duration of the simulation. The block is homogenous and assumed to behave in 
linearly elastic manner and material properties are shown in Table 4.2. The 
fracture is 8m long, inclined at 45 degrees and is centred in the middle of the 
block.  
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The current model is compared to a discrete fracture model (DFM) in which 
the fracture is modelled as an elliptical soft inclusion with its interior meshed 
along with the domain using T6/T3 triangular elements. The inclusion has an 
aspect ratio of ~1:40 with a Young’s modulus three orders-of-magnitude lower 
than the surrounding matrix material and a Poisson’s ratio of ν = 0. Since the 
fracture geometry remains constant throughout the simulation for the FM-
XFEM model, i.e., the fracture does not close or open during the simulation, 
the nodes of the elements used to model the soft inclusion are assigned a cross-
Fig. 4.13. 2D fractured domain with assigned boundary conditions. 
Support Conditions 
- vertical translation   
- fixed i.e. no translation   
  or rotation    
10m 
Undrained 
16m 
5m 
B 
45  
߲
௪ܲ
௠
/߲݊	=
0 A 
10 kPa 
߲ ௪ܲ௠/߲݊	= 0
߲
௪ܲ
௠
/߲݊	=
0 
Table 4.2. Material properties for coupled example. 
Parameter Definition Magnitude Units 
ܧ௠ Modulus of Elasticity 40 MPa 
ν Poisson’s ratio 0.3 - 
݊௠ Matrix porosity 0.1 - 
݊௙ Fracture porosity 0.05 - 
۹௠/ߤ Matrix mobility 1 × 10-6 m2/(MPa∙s) 
۹௙/ߤ Fracture mobility 1 × 10-1 m2/(MPa∙s) 
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displacement of zero to ensure consistency between the DFM and FM-XFEM 
models. 
The computational meshes used for the both the DFM and FM-XFEM are 
shown in Fig. 4.14 along with the level of refinement used around the tip of the 
fracture. A uniform mesh is used for the FM-XFEM to demonstrate the 
methods ability to produce fairly accurate results in the vicinity of the 
discontinuity without the need for mesh refinement. 
 
 
Fig. 4.14. Computational meshes used to conduct the comparison between DFM and 
FM-XFEM. 
DFM Mesh - 28440 Elements FM-XFEM Mesh –  
2500 Elements (50x50) 
Fracture mesh resolution 
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The resulting displacement fields after 100 days are shown in Fig. 4.15 and 
they are qualitatively similar. The vertical displacement at A (point located at 
the surface shown in Fig. 4.13) during 100 days is given in Fig. 4.16. The plot 
also illustrates the displacement variation for the DFM model and the current 
method at varying mesh resolutions. The FM-XFEM results adequately match 
the results of the DFM model and show very little change in the resulting 
displacement at higher mesh resolutions. 
 
 
 
Fig. 4.15. Displacement field for fractured domain after 100days for DFM and 
FM-XFEM. 
DFM FM-XFEM 
  
Displacement (mm) 
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The excess pore pressure fields are shown in Fig. 4.17 and they are also 
qualitatively similar. The variation in the excess pore pressure within the 
domain at point B (point located at bottom boundary shown in Fig. 4.13) has 
been plotted in Fig. 4.18. The plot shows the variation in pressure for the DFM 
and the current model at varying mesh resolutions. The pressure variation is 
very similar for all mesh resolutions used for the FM-XFEM and is also similar 
to the DFM results. 
A point of interest observed on the pore pressure plot of both models is the 
increase in the initial pressure before it starts to decrease. The increase in 
pressure from the initial pressure and then the decrease is described as the 
Mandel-Cryer effect which has been discussed in section 2.6.2 of this thesis. 
The initial contraction of the domain that occurs as the water escapes the 
Fig. 4.16. Surface displacement at point A obtained for DFM and FM-XFEM.  
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domain causes an increase in the excess pore pressure above the initial value. 
The results obtained illustrate that on a coarse mesh, FM-XFEM is able to 
provide a physical description of the pressure dissipation comparable to that of 
the DFM.   
Using a 512x512 reference mesh the convergence rate of FM-XFEM was 
determined with mesh resolutions of 32x32, 64x64, 128x128 and 256x256. The 
convergence rate, calculated using the error measure of the sum of the ܮଶ-
norm of the displacement gradients and the ܮଶ-norm of the pressure given in 
section 2.6.2 of this thesis, is 1.05. A log-log plot of the ܮଶ error norm vs. the 
maximum nodal spacing h is shown in Fig. 4.19. The convergence rate obtained 
for FM-XFEM is similar to the rate of convergence calculated for the finite 
element implementation of fracture mapping approach obtained in chapter 3. 
It should be noted that this rate of convergence represents a 50% reduction in 
the rate obtained for the standard finite element consolidation formulation 
presented in chapter 2. 
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 Fig. 4.18. Excess pore pressure at point B obtained for DFM and FM-XFEM. 
 
 
DFM FM-XFEM 
Fig. 4.17. Pressure field for fractured domain after 100days for DFM and FM-
XFEM. 
  
Pressure (Pa) 
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4.7.3    Intersecting Fractures Example 
This example is used to demonstrate the FM-XFEM’s ability to resolve the 
displacement and pressure fields around intersecting fractures on a coarse, 
structured mesh. The model used for this example is the same as the previous 
example; however, the fracture is replaced by four intersecting fractures (Fig. 
4.20). For this simulation, contact between the fracture faces has been ignored 
and the branching function presented by Daux et al. (2000) is used to enrich 
the nodes of elements containing fracture junctions. 
 Fig. 4.20 shows the computational mesh along with the displacement field 
and pressure contours. The figure illustrates discontinuities within the 
displacement field across the individual fractures and fracture intersections. 
Since contact has been neglected the load is not transferred across the fracture 
 
Fig. 4.19. Convergence rate of FM-XFEM. 
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faces and gives rise to the sharp changes observed in the displacement field. 
Displacement across the fractures is not well resolved if contact between the 
fracture faces is not considered.  
The pressure contours are discontinuous and aligned to the fractures within 
the domain. The influence of the fractures on the pressure field is consistent 
with results obtained for the evaluation of the fracture mapping methodology 
for intersecting fractures presented in section 3.9.3.  
 
 
 
 
 
 
Fig. 4.20. Computational mesh along with resulting displacement field 
and pressure contours for domain containing intersecting fractures. 
   
 
Displacement (mm) 
 
Pressure (Pa) FM-XFEM Mesh –  
2500 Elements (50x50) 
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4.8 Conclusions 
FM-XFEM is able to adequately determine the fluid flow and deformation in 
porous media without meshing fractures along with the computational domain. 
Although the method has been developed within a dual continuum framework, 
the flow through individual fractures is retained through permeability 
mapping. The validation exercise performed illustrates the method’s potential 
as an alternative to the discrete fracture method. The method performs well on 
a coarse mesh and also adequately resolves both the displacement and pressure 
fields for a domain containing intersecting fractures. 
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CHAPTER 5 
Fracture Propagation 
The preceding chapter presents a method developed for simulating 
deformation and fluid flow in fractured porous media called FM-XFEM. This 
chapter extends the scheme to facilitate the propagation of existing fractures 
within the domain. The displacement field determined from FM-XFEM is used 
to determine the stress intensity factors at the fracture tip using the J-integral 
approach. The stress intensity factor provides a measure of the stress 
concentration at the fracture tip and is used in a mixed mode fracture criterion 
to determine whether or not existing fractures will propagate. The fracture 
extension length is determined using an empirical growth rate developed for 
fracturing in geological media. The mode I stress intensity factor determined 
from the J-integral is compared to an analytical solution and a propagation 
example is also presented.  
5.1 Stress Intensity Factor Calculation 
Stress intensity factors can be extracted from XFEM results using direct or 
energy approaches. Direct approaches calculate the SIFs from the XFEM 
displacements directly while energy approaches extract the SIFs from energy 
release rates computed using the displacements. Although energy approaches 
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are more accurate, the simplicity of the expressions used in direct approaches 
make them ideal for verifying energy approach results (Ingraffea and 
Wawrzynek, 2003). The displacement correlation technique (DCT) and the 
quarter-point displacement technique (QPDT) (Chan et al., 1970; Fehl and 
Truman, 1999) are two direct approaches that are commonly used within the 
finite element framework.  
 The J-integral, an energy approach, has been employed to determine the 
SIFs in this work due to its prior successful application in conjunction with 
XFEM (Moës et al., 1999; Dolbow et al., 2000; Gravouil et al., 2002; Nagashima 
et al., 2003). The J-integral is a nonlinear fracture mechanics parameter 
introduced by Rice (1968), and is equivalent to the energy release rate,	ܩ, under 
linear elastic material assumptions.  
The integral relates the energy release rate for a 2D body to a contour 
integral and is defined by: 
 
ܬ = lim
୻→଴
න ൤ܹ݀ݔଶ −	ߪ௜௝
߲ݑ௜
߲ݔଵ
௝݊൨ ݀Γ	
୻
, (5.1) 
where ܹ is the strain energy density, ߪ is the stress tensor and ݑ is the 
displacement vector. ܖ is the unit outward normal to the contour generated at 
the fracture tip where the ݔଵ axis is tangential to the crack and the ݔଶ axis is 
perpendicular to the crack (Fig. 5.1).   
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The contour integral in this form is path independent providing there are no 
body forces inside the integration area, no tractions on the crack surface and 
the material behaviour is elastic. To simplify the use of the J-integral in the 
finite element context, the contour integral is transformed into an area integral 
and is given by:   
 
ܬ = න ൤ߪ௜௝ ߲ݑ௜߲ݔଵ	 − 	ܹߜଵ௝൨ ߲ݍଵ߲ݔ௝ ݀A୅ , (5.2) 
where ߜ is Kronecker delta and ݍ is a weighting function defined over the 
domain of integration which is defined by a circular region that surrounds the 
crack tip (Fig. 5.1). The integral is performed on all elements contained within 
the domain centred on the fracture tip. The weighting function ݍ is defined by 
prescribing nodal values that are interpolated over elements in the integration 
domain using standard shape functions: 
 
ݍ = 	෍ ௜ܰݍ௜ 							and										 ߲ݍ߲ݔ௝ = ෍߲ ௜߲ܰݔ௝௜௜ ݍ௜  (5.3) 
The function ݍ takes a value of 1 inside the domain and decreases linearly to 
zero on the external edge of the internal domain.  
ܖ 
ݔଶ 
ݔଵ 
ܣ 
Γଵ 
Γଶ 
Γଷ 
Fig. 5.1. Integration domain for evaluation of J-integral. 
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The J-integral as defined by (5.2) gives the total energy release rate for the 
crack, and can be written as: 
 ܬ = ܩ = (ܭூଶ + ܭூூଶ)/ܧᇱ (5.4) 
where ܭூ and ܭூூ are the SIFs for modes I and II failure modes respectively. The 
fracture tip displacement is generally classified as mode I (opening mode), 
mode II (sliding or shearing mode and mode III (tearing mode) (see Fig. 5.2). ܧᇱ 
is defined as: 
 
ܧᇱ = 	 ൝ ܧ1 − ߥଶ
ܧ
			
for  plane strain,
for  plane stress,
				 (5.5) 
where ܧ and ߥ are the Young’s modulus and Poisson’s ratio of the material 
respectively. 
 
 
The J-integral in equation (5.4) on its own cannot be used to determine the 
values of ܭூ and ܭூூ in a mixed mode crack problem. The SIFs are computed by 
writing the integral as the combination of two stress states and defining an 
interaction integral after Yau et al. (1980). The stress states considered are state 
 
Fig. 5.2. Fundamental fracture tip displacement modes. 
Mode I 
opening mode 
Mode II 
sliding mode 
Mode III 
tearing mode 
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1,	ቀߪ௜௝
(ଵ), ߝ௜௝(ଵ),ݑ௜(ଵ)ቁ, which represents the present state and state 2, 
ቀߪ௜௝
(ଶ), ߝ௜௝(ଶ),ݑ௜(ଶ)ቁ, is an auxiliary state. The J-integral for the sum of the two 
stress states is given by: 
 ܬ(ଵ,ଶ) = 	 ܬ(ଵ) + ܬ(ଶ) + ܫ(ଵ,ଶ),	 
(5.6) 
where ܫ(ଵ,ଶ) is the interaction integral for states 1 and 2 and is given by: 
 
ܫ(ଵ,ଶ) = 	න ൥ߪ௜௝(ଵ) ߲ݑ௜(ଶ)߲ݔଵ	 + ߪ௜௝(ଶ) ߲ݑ௜(ଵ)߲ݔଵ	 – 	ܹ(ଵ,ଶ)ߜଵ௝൩߲ݍଵ߲ݔ௝ ݀A୅ 	. (5.7) 
ܹ(ଵ,ଶ) represents the interaction strain energy and is given by,  
 ܹ(ଵ,ଶ) = 	 ߪ௜௝(ଵ)ߝ௜௝(ଶ) = 	 ߪ௜௝(ଶ)ߝ௜௝(ଵ). (5.8) 
Using the interaction integral the stress intensity factors are given by (Moës et 
al., 1999): 
 
ܭூ
(ଵ) = ܧᇱ2 ܫ(ଵ,mode	ூ)	and		ܭூூ(ଵ) = ܧᇱ2 ܫ(ଵ,mode	ூூ) . (5.9) 
 
5.2 Fracture Propagation 
Fracture propagation/extension occurs once an applicable crack extension 
criterion has been satisfied. Fracture propagation referred to in this work 
represents quasi-static crack growth, in which inertial effects are neglected. 
This approach assumes that the body remains in equilibrium throughout the 
numerical simulation. Similar to brittle elastic solids, porous elastic media 
fracture propagation is assumed to occur when the stress intensity factors at 
the fracture tip satisfies the following condition:  
 ܭூ = ܭூ஼ , (5.10) 
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where ܭூ஼  is the critical stress intensity factor in the crack opening mode. 
Equation (5.10) can be generalized to include the influence of mode II shearing 
effects. The mixed mode fracture criterion presented by Erdogan and Sih 
(1963) has been implemented in this work and takes the form:  
 cos൬ߠ௣2 ൰ ൤ ܭூܭூ஼ cosଶ ߠ௣2 − 3ܭூூ2ܭூ஼ sinߠ௣൨ ≤ 1, (5.11) 
where ߠ௣ is the fracture propagation angle. The propagation angle is 
determined via the maximum hoop stress criterion which states that the 
fracture will propagate from its tip in the direction ߠ௣ where the 
circumferential stress, ߪఏఏ , is maximum. After Sukumar and Prévost (2003) the 
propagation angle is given by: 
   
ߠ௣ = 2 arctan ቈ− 2ܭூூ/ܭூ1 + ඥ1 + 8(ܭூூ/ܭூ)ଶ቉	. (5.12) 
 
5.2.1    Fracture Extension Length 
Two common approaches have been used to determine the fracture extension 
length within the XFEM framework. The first approach assumes a constant 
fracture extension increment which is used to update the fracture geometry 
(Moës et al., 1999). The second approach relies on external criteria to predict 
the increment of fracture extension. This work uses the extension criterion for 
geological material presented by Renshaw and Pollard (1994). This criterion 
relates the energy accumulated around a specific fracture tip with the 
maximum energy of all existing fracture tips and restricts fracture extension by 
applying an empirical velocity index, ߷. The incremental fracture length is 
given by: 
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݈௔ௗ௩ = ݈௠௔௫ ൬ ܩܩ௠௔௫൰ద, (5.13) 
where ܩ௠௔௫ is the maximum energy release rate in the fracture set at the 
current growth iteration. After Paluszny and Matthai (2008), ݈௠௔௫ is taken as 
the radius of the plastic zone that occurs at the fracture tip (Irwin, 1958). This 
radius is given by:  
   
݈௠௔௫ = 	
⎩
⎪
⎨
⎪
⎧ 16ߨ ቆܭூߪ௬௦ቇଶ12ߨ ቆܭூߪ௬௦ቇଶ 						
for plane strain,
			
for plane stress,
 (5.14) 
where ߪ௬௦ is the material yield stress.  
 
5.3 Fracture Propagation Algorithm 
The fracture propagation algorithm flow chart is shown in Fig. 5.3. This 
algorithm assumes that the domain permeability remains constant during the 
simulation. Items shown in red indicate algorithm steps required for a stress 
dependent domain permeability, i.e., the matrix deformation causes changes in 
the matrix permeability. This permeability can be adjusted using the stress 
dependent relationship presented by Bai et al. (1997): 
   
Δ۹	 = ۹଴ቌ1 ± 12 ቈ9(1 − ߥଶ)2 (ߨΔε)ଶ቉భయቍଶ (5.15) 
where ۹଴ represents the initial permeability of the domain, ߥ is Poisson’s ratio 
and ε is the volumetric strain of the domain. In equation (5.15), the positive 
sign is used when a tension load is applied to the domain and the negative sign 
is used when a compression load is applied to the domain. 
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Mesh Generation 
Determine level sets for nodes along with tip 
and split elements 
Assemble stiffness matrix 
Solve system equations for nodal displacements 
and pressures 
Calculate domain stresses and stress intensity 
factors (section 5.1) 
Calculate propagation extension 
length (5.13)  
Apply boundary conditions 
Is the criterion for 
fracture extension 
satisfied (5.11)? 
Evaluate stable 
configuration 
(section 4.3) 
Is there contact 
between 
fracture faces? 
Yes 
No 
n =n+1 
Yes 
Update fracture 
geometry and matrix 
permeability (5.15) 
Start Program 
n = 1 n : Time steps 
End Program 
No 
Fig. 5.3. Flow chart of fracture propagation algorithm. 
Update 
matrix 
permeability 
(5.15) 
n =n+1 
n =n+1 
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5.4 Numerical Examples 
The first example is divided into two parts. The first part is used to build 
confidence in the mode I stress intensity factor, ܭூ, determined using FM-
XFEM and the J-integral method, by comparing the numerically determined 
SIF to a closed form solution found in literature. The next part of the example 
presents the extended configuration of the fracture obtained using the fracture 
propagation algorithm given in section 5.3.  Plots of the vertical and Von Mises 
stresses within the fractured domain are also included to demonstrate the 
strain smoothing method presented in Appendix E.  
The second example illustrates the effect an additional fracture within the 
domain has on the final fracture geometry after propagation. The final example 
shows the resulting fracture geometry obtained by allowing the fracture given 
in section 4.7.2 to propagate during the simulation.  
 
5.4.1    SIF Example 
The mode I SIF, ܭூ obtained from FM-XFEM is compared to the analytical 
solution developed by Atkinson and Craster (1991) in the first part of this 
example. The domain is assumed fully saturated and the simulation is 
conducted until the system reaches equilibrium. The equilibrium state here is 
defined as the point where the excess pore pressure returns to zero. For the 
first part of the example the fracture is assumed static, i.e., no propagation 
occurs during the simulation. For a permeable semi-infinite fracture loaded 
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internally under tension by an impulse load of	߬଴݁௫/௔, the elastic stress 
intensity factor is given by (Atkinson and Craster, 1991): 
   ܭ௘ = 	 ߬଴√2ܽ	, (5.16) 
where ܽ is the fracture length (5m). The model used for this example is 
illustrated in Fig. 5.4: 
 
 
The domain is allowed to freely slide vertically on the left and right boundaries 
and allowed to slide horizontally at the base. The domain is also allowed to 
freely drain on the left, right and bottom boundaries. Numerical simulations 
were conducted using varying radii for the geometrical enrichment at the 
fracture tip, 0.5m, 1m and 2m. (Geometrical enrichment for fracture tips is 
dicussed in section 4.1 of this document) 
 
10݁௫/௔ 
ݔ 
10m 
10m 
5mm Fracture 
Fig. 5.4. Model for stress intensity simulation. 
Parameter Magnitude 
ܧ 4kPa 
ߥ 0.3 
ܭ௠/ߤ 1 m2/(kPa s) 
 
5m 
5m 
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The mesh resolutions used for this numerical example are given below: 
Mesh A: 1089 Elements 
Mesh B: 4225 Elements 
Mesh C: 16641 Elements 
Mesh D: 66049 Elements 
Mesh E: 263169 Elements  
A comparison of the numerical SIF, ܭூ, with the analytical elastic SIF, ܭ௘, is 
given in Table 5.1 for the different mesh refinements and fixed enrichment 
radii.  The numerical values are in good agreement with the analytical SIF. A 
plot of the error against node spacing, h, is given in Fig. 5.5. The average rate of 
convergence for the current methodology is 2.08. The rate of convergence of 
the SIF obtained was 2.08. This convergence rate indicates that FM-XFEM is 
suitable for determining the stress intensity factors in fractured porous media. 
  
 
 
 
 
 
 
Table 5.1. Comparison between analytical and numerical stress intensity factor 
Mesh 
resolution 
max ܭூ kPam1/2 % Error = |ܭூ −ܭ௘|/|ܭ௘| 
ܭ௘ =31.623 kPam1/2 
R=0.5 R=1.0 R=2.0 R=0.5 R=1.0 R=2.0 
Mesh A 31.688 31.819 31.685 0.2083 0.6212 0.1960 
Mesh B 31.635 31.675 31.639 0.0364 0.1653 0.0512 
Mesh C 31.625 31.635 31.627 0.0056 0.0363 0.0119 
Mesh D 31.624 31.626 31.624 0.0018 0.0089 0.0029 
Mesh E 31.623 31.624 31.623 0.0006 0.0022 0.0007 
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In the second part of this example the simulation is also conducted until the 
system reaches equilibrium, however, the fracture is allowed to propagate 
during the simulation. The values of the yield stress of the material, ߪ௬௦, and 
the critical stress intensity factor, ܭூ஼ , are 25kPa and 1kPam1/2 respectively. The 
final fracture configuration along with domain stresses are shown in Fig. 5.6. 
The lack of symmetry in the final fracture configuration is attributed to the 
asymmetrically applied loading. The stresses within the domain are determined 
using an extended global recovery procedure presented in Appendix E.   
 
Fig. 5.5. Error in numerically determined stress intensity factor. 
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Vertical stress - ߪ௬௬ - kPa 
 
Von Mises stress - ߪ௩௠ - kPa 
Fig. 5.6. Final fracture configuration and domain stress fields. 
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5.4.2    Fracture Interaction 
This example is used to examine the influence an additional fracture has on the 
final fracture configuration obtained in the previous example. The model 
dimensions, loading and boundary conditions are the same as those specified in 
the previous example.  The initial and final fracture configurations are shown 
in Fig. 5.7 along with the mesh used to conduct the simulation. The figure 
shows the fracture on the left moving towards the lower fracture on the right to 
form a curved pattern. This contrasts the left to right movement of the fracture 
observed in the previous example which contains a single fracture within the 
domain. The close proximity of the fracture tips during propagation influences 
the orientation of the fractures as they propagate. Interaction of the stress fields 
at the tips caused the propagation path to deviate from the straight course 
shown in Fig. 5.7. 
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Fig. 5.7. Initial and final fracture configurations along with mesh. 
 
Initial fracture configuration 
 
Final fracture configuration 
Mesh: 9801 elements 
Initial fracture tips  
Fracture 
Incremental fracture tips  
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5.4.3    Fracture Extension Example 
This example illustrates the fracture configuration obtained by allowing the 
fracture in example 4.7.2 of chapter 4 to propagate during the simulation. The 
final fracture geometry along with domain stresses are shown in Fig. 5.8. The 
values of the yield stress of the material, ߪ௬௦, and the critical stress intensity 
factor, ܭூ஼ , are 25kPa and 1kPam1/2 respectively. The fracture extends 
horizontally at both fracture tips during the simulation. This indicates that the 
fracture propagation was controlled by the fluid pressure and not the applied 
vertical load. If the fracture propagation was dictated by the applied loading the 
extension would have been oriented in the vertical direction. 
 
Fig. 5.8. Final fracture configuration and domain stress fields. 
 
 
 
Vertical stress - ߪ௬௬ - kPa 
 
Von Mises stress - ߪ௩௠ - kPa 
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5.5 Conclusion 
The mode I stress intensity factor calculated using the J-integral approach show 
good agreement with the analytical value provided in literature. Since the SIF is 
calculated using the displacements obtained from the FM-XFEM method it 
demonstrates the method’s ability to accurately determine the discontinuous 
displacement field within a fractured porous domain.   
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CHAPTER 6 
Conclusions and Future Work 
This chapter, firstly, summarizes the work presented in this thesis and then 
presents recommendations for future research work. 
 
6.1 Conclusions  
This thesis presents a finite element based method for coupled deformation, 
fluid flow and fracture propagation in porous media. The numerical framework 
has been developed with the intention of creating a method that can be 
extended to test hypothesized mechanisms for polygonal fault generation. The 
method is a combination of a fracture mapping approach, which allows fluid 
flow interaction between the porous matrix and existing fractures and the 
extended finite element method, which is able to adequately model the 
discontinuous displacements across existing fractures without explicitly 
meshing the fracture geometry. 
The fracture mapping approach is presented in chapter 3 along with the 
FEM and NI-RPIM (meshfree) implementation procedure. The FEM 
implementation separates finite elements which contain a fracture into two 
overlapping elements; a matrix element and a fracture element. The fracture 
properties are mapped onto the fracture element and the flow interaction 
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between the fracture and matrix elements is done using a transfer function. 
The transfer function adopted assumes that the flow within an element is 
directly proportional to the difference between the matrix pore pressure and 
the fracture fluid pressure. The meshfree implementation presented uses nodes 
to discretize the fracture geometry. Both the FEM and meshfree 
implementations perform adequately on coarse meshes when compared to 
analytical and discrete fracture model solutions. The mapping approach also 
adequately resolves the fluid flow interaction between intersecting fractures 
and the matrix. 
The standard single-phase consolidation formulation was modified using the 
fracture mapping approach and the extended finite element method (FM-
XFEM) in chapter 4. This formulation allows the inclusion of discontinuities 
within the domain without having the mesh conform to the discontinuity. In 
the standard finite element method the mesh must be aligned with existing 
discontinuities in order to obtain accurate results. This formulation reduces the 
need for refinement in areas where the solution is expected to possess 
singularities or large gradients as the domain undergoes compaction. The FM 
approach used within the formulation ensures an adequate representation of 
the fluid flow with the fractured domain. Also, the proposed method compared 
well with a discrete fracture model.  
The numerical experiments presented in chapters 3 and 4 were used to 
develop confidence in the performance of FM and FM-XFEM respectively. 
Both methods have demonstrated they are able to adequately simulate both the 
fluid flow and deformation in fractured porous media. The displacement field 
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generated from FM-XFEM is used to determine the stress intensity factors at 
the fracture tip using the J-integral approach in chapter 5. The stress intensity 
factor provides a measure of the stress concentration at the fracture tip and is 
used in a mixed mode fracture criterion to determine whether or not existing 
fractures will propagate. The stress intensity factor obtained from the 
numerical method shows good agreement with the analytical solution.  
 
6.2 Future work 
The thesis acts as a proving ground for the proposed FM-XFEM. Extensions to 
the method are required before the method can be applied to real world 
applications; more specifically the evolution of polygonal faults. This section 
provides recommendations for possible future research.  
 
6.2.1  Extension to Multiphase Flow 
The current work uses the FM-XFEM to modify the single phase consolidation 
formulation. In order to extend this work to simulate polygonal faulting, 
coupled flow and deformation in hydrocarbon reservoirs or CO2 storage 
simulations the method must be extended to handle multiphase flow 
components; water, oil and gas. This extension can be achieved by modifying 
the multiphase consolidation formulation presented by Lewis and Shrefler 
(1998) using FM-XFEM. Their formulation incorporates non-linear stress 
strain behaviour for the consolidation phenomenon and is capable of 
simulating multi-phase flow having relative permeability contrasts, complex 
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rock and fluid properties, the effects of capillary pressure and saturations. The 
model is enhanced further by its capability in simulating reservoirs with 
differing types of boundary conditions.  
 
6.2.2  Extension to 3D  
The proposed methodology has been limited to 2D space. If the evolution of 
polygonal faults is to be pursued the formulation must be extended to 3D 
space. XFEM has previously been implemented for 3D fracture propagation in 
linear elastic fracture mechanics (Sukumar et al., 2000; Huang et al., 2003; 
Sukumar et al., 2003); this previous work provides a suitable template for 
extending the XFEM portion of the current formulation to 3D.  
The validity of the fracture mapping approach in 3D must be assessed before 
FM-XFEM can be extended. Within 3D space a fracture exhibits local 
permabilities (݇௫ ,݇௬ and ݇௭)	which are aligned to the local axes of the fracture. 
The rotation and subsequent scaling of these permabilities within a 3D finite 
element may or may not adequately capture the flow interaction between the 
matrix and fracture and warrants further investigation.  
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6.2.3  Meshfree Implementation 
The meshfree method has been used only for the fracture mapping approach in 
this study. A proposed research avenue is the investigation of a partition of 
unity enriched meshfree scheme similar to XFEM. The element free Galerkin 
method has been previously enriched using the partition of unit (Ventura et al., 
2002; Rabczuk and Belytschko, 2004; Nguyen et al., 2008), however due to the 
difficulties in implementing essential boundary conditions and the complexity 
of the algorithms used to construct shape functions (Belytschko et al., 1996; 
Liu, 2002; Liu and Gu, 2005) this scheme was not pursued in the present work. 
Although RPIM implemented in the fracture mapping does not have the above 
shortcomings, attempts made to incorporate the partition of unity into the 
formulation as part of this study found that the nodal displacements obtained 
from the scheme were in good agreement with analytical values; however the 
discontinuous strain field was not accurately calculated. This therefore 
warrants further investigation before the scheme can be fully developed and 
used in conjunction with the fracture mapping approach.  
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Appendix A 
This appendix presents MATLAB® Executable (MEX) files developed for 
hsl_m57a, a direct matrix solver (Duff, 2004)  and Voro++ (Rycroft et al., 2006), 
a C++ library for the computation of 2D and 3D Voronoi cells. 
 
A1 Ma57Mex.f90 
 
!  This subroutine solves a linear system of equations 
!  using hsl_ma57 direct sparse solver.  
!  http://www.hsl.rl.ac.uk/catalog.html 
!   
!   
!  Usage: 
! 
!  mex Ma57Mex (Ensure that source files are in the same folder) 
! 
!  x = Ma57Mex(A,b) 
!  x = Ma57Mex(A,b,iter)  
! 
!  Input: 
!  A - Sparse symmetric matrix 
!  b - RHS vector (this vector must not be sparse) 
!  iter - Number of iterations to be used for iterative refinement 
! 
!  Output: 
!  x   - Solution vector 
! 
!  Jan 05 2010 Anthony R. Lamb 
!  $Revision: 1.0 $ 
 
 
#include "fintrf.h" 
  
      SUBROUTINE MEXFUNCTION(NLHS, PLHS, NRHS, PRHS) 
      USE HSL_MA57_DOUBLE 
      IMPLICIT NONE 
      TYPE(ZD11_TYPE) MATRIX 
      TYPE(MA57_CONTROL) CONTROL 
      TYPE(MA57_AINFO) AINFO 
      TYPE(MA57_FINFO) FINFO 
      TYPE(MA57_SINFO) SINFO 
      TYPE(MA57_FACTORS) FACTORS 
      MWSIZE,PARAMETER::iwp=SELECTED_REAL_KIND(15) 
152 
 
      MWPOINTER :: PLHS(*), PRHS(*) 
      INTEGER :: NLHS, NRHS, INFO 
      MWPOINTER :: A_pr, b_pr,x_pr,x_res,max_it_pr,tol_pr,& 
      flag_pr,iter_conv_pr,MXGETIR,MXGETJC, & 
      MXGETNZMAX,A_ja, A_ia,MXCREATENUMERICMATRIX,& 
      MXISSPARSE,MXCLASSIDFROMCLASSNAME, MXGETPR, & 
      MXCREATEDOUBLEMATRIX, temp_pr         
      MWSIZE MXGETM, MXGETN,N,Nnz, M 
      MWSIZE  full, dig,max_it,ord 
      MWINDEX i,j 
      DOUBLE PRECISION MXGETSCALAR, ord_r 
      MWINDEX , DIMENSION(:), ALLOCATABLE :: ip_in,irn_in,irn,jcn 
      DOUBLE PRECISION, ALLOCATABLE, DIMENSION (:) :: X,B,a_val 
 
       
!     For Windows only! 
!     This resets the floating point exception to allow divide by  
      zero, overflow and invalid numbers.  
      
#if defined MSWIND    
      INTEGER(2) CONTROL 
      CALL GETCONTROLFPQQ(CONTROL) 
      CONTROL = CONTROL .OR. FPCW$ZERODIVIDE 
      CONTROL = CONTROL .OR. FPCW$INVALID 
      CONTROL = CONTROL .OR. FPCW$OVERFLOW 
      CALL SETCONTROLFPQQ(CONTROL) 
#endif 
        
!     CHECK FOR PROPER NUMBER OF ARGUMENTS 
! 
      IF   (NRHS .LT. 2)  THEN 
        CALL MEXERRMSGTXT('Ma57ERROR: Ma57Mex REQUIRES TWO INPUT  
                           ARGUMENTS MIN') 
      ENDIF 
       
             
!     CHECK IF MATRIX IS SPARSE 
      full = MXISSPARSE(PRHS(1)) 
      IF (full .EQ. 0) THEN 
       CALL MEXERRMSGTXT('Ma57ERROR: INPUT MATRIX MUST BE SPARSE') 
      ENDIF 
       
       
!     ASSIGN POINTERS TO THE VARIOUS PARAMETERS      
      A_pr = MXGETPR(PRHS(1)) 
      A_ia = MXGETIR(PRHS(1)) 
      A_ja = MXGETJC(PRHS(1))      
      b_pr = MXGETPR(PRHS(2)) 
 
 
      M     = MXGETM(PRHS(1)) ! ORDER OF MATRIX (Square matrix) 
      N     = MXGETN(PRHS(2)) 
      Nnz    = MXGETNZMAX(PRHS(1)) ! NUMBER OF NON_ZERO ENTRIES 
           
           
      ALLOCATE(ip_in(M+1)) 
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      ALLOCATE(irn_in(Nnz))  
      ALLOCATE(MATRIX%VAL(Nnz), MATRIX%ROW(Nnz), MATRIX%COL(Nnz)) 
      
      CALL mxCopyPtrToINTEGER8(A_ja, ip_in, M+1) 
      CALL mxCopyPtrToINTEGER8(A_ia, irn_in, Nnz) 
      CALL mxCopyPtrToReal8(A_pr,MATRIX%VAL,Nnz)  
      
      DO i=1,M 
        DO j=ip_in(i)+1,ip_in(i+1) 
           MATRIX%COL(j) = i 
           MATRIX%ROW(j) = irn_in(j)+1 
        END DO 
      END DO 
   
       
!     Read matrix order and number of entries 
      MATRIX%N  = M 
      MATRIX%NE = Nnz 
 
 !    Allocate arrays of appropriate sizes 
      ALLOCATE(B(M), X(M)) 
      CALL MXCOPYPTRTOREAL8(b_pr, B, M) ! Copy rhs into B  
 
!     INITIALIZE STRUCTURES 
      CALL MA57_INITIALIZE(FACTORS,CONTROL) 
 
!     ANALYSE 
      CALL MA57_ANALYSE(MATRIX,FACTORS,CONTROL,AINFO) 
      IF(AINFO%FLAG<0) THEN 
       CALL MEXERRMSGTXT('Ma57ERROR: Failure of MA57_ANALYSE with   
                          AINFO%FLAG=', AINFO%FLAG)  
      END IF 
 
!     FACTORIZE 
      CALL MA57_FACTORIZE(MATRIX,FACTORS,CONTROL,FINFO) 
      IF(FINFO%FLAG<0) THEN 
        CALL MEXERRMSGTXT('Ma57ERROR: Failure of MA57_FACTORIZE  
                           with FINFO%FLAG=', FINFO%FLAG)  
      END IF 
 
      IF  (NRHS .EQ. 4)  THEN 
        ord = MXGETSCALAR(PRHS(4)) 
        CONTROL%ORDERING = INT(ord) 
      ENDIF  
 
!     SOLVE WITHOUT REFINEMENT 
      X = B 
      CALL MA57_SOLVE(MATRIX,FACTORS,X,CONTROL,SINFO) 
 
      IF   (NRHS .GE. 3) THEN 
        max_it = MXGETSCALAR(PRHS(3)) 
      ENDIF 
         
!     SOLVE WITH REFINEMENT IF ITERATION VALUE GIVEN 
      IF   ((NRHS .GE. 3) .AND. (INT(max_it).NE.0))  THEN 
            DO i= 1,max_it 
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                CALL MA57_SOLVE(MATRIX,FACTORS,X,CONTROL,SINFO,B) 
            ENDDO    
      ENDIF 
       
!     SET UP OUTPUT POINTERS       
      PLHS(1) = MXCREATEDOUBLEMATRIX(M, N, 0) 
      x_res = MXGETPR(PLHS(1)) 
       
      IF(SINFO%FLAG==0) THEN 
        CALL MXCOPYREAL8TOPTR(X,x_res, M) 
      ELSE 
         
        CALL MEXERRMSGTXT('Ma57ERROR: No Solution obtained with  
                           SINFO%FLAG=', SINFO%FLAG) 
      ENDIF 
 
      INFO = INT(INFO) 
!     CLEAN UP 
      
DEALLOCATE(MATRIX%VAL,MATRIX%ROW,MATRIX%COL,B,X,irn_in,ip_in) 
      CALL MA57_FINALIZE(FACTORS,CONTROL,INFO) 
       
      RETURN 
       
      CALL MXFREE (x_res) 
      CALL MXFREE (A_pr) 
      CALL MXFREE (A_ia) 
      CALL MXFREE (A_ja) 
      CALL MXFREE (b_pr) 
      CALL MXDESTROYARRAY(PRHS) 
 
    END SUBROUTINE MEXFUNCTION 
 
 
A2 VoroMex.cpp  
 
/*This subroutine serves as an interface to Voro++ by Chris  
  Rycroft. 
  http://math.lbl.gov/voro++/about.html  
  Using the 2D version supplied by Chris 
   
  Usage: 
 
  mex voro++Mex (Ensure that source files are in the same folder) 
 
  [vIndex nID] = voroCMex(nodes,box,lscale) 
 
  Input: 
  nodes - particle coordinates 
  box - bounding box [minX maxX; minY maxY]  
  lscale - lengthscale 
155 
 
 
  Output: 
  vIndex   - Voronoi cell coordinates 
  nID      - particle id of associated Voronoi cell  
 
  May 30 2010 Anthony R. Lamb 
  $Revision: 1.0 $*/ 
 
 
#include <stdio.h> 
#include <search.h> 
#include <malloc.h> 
#include "mex.h" 
#include "matrix.h" 
#include <cstring> 
#include "cell_2d.cc" 
#include "container_2d.cc" 
 
 
/*A guess for the memory allocation per region*/ 
const int memory=8; 
 
/*A maximum allowed number of regions, to prevent enormous amounts 
of memory  being allocated*/ 
const int max_regions=16777216; 
 
 
void mexFunction( int nlhs, mxArray *plhs[], 
                  int nrhs, const mxArray *prhs[] ) 
{ 
 
 bool xperiodic=false,yperiodic=false; 
 char buffer[256]; 
 double *nodes; 
      double *box; 
 double lscale; 
 double *xValues, *yValues; 
 double *pointer; 
 int nPts,i; 
      double x,y,minX, maxX, minY, maxY; 
   
 /* Check for proper number of arguments. */ 
 if(nrhs!=3) { 
  mexErrMsgTxt("Three input arguments are required."); 
 } else if(nlhs!=2) { 
  mexErrMsgTxt("Two output arguments are required."); 
 } 
 
 /* Assign pointers to each input.*/ 
 nodes   = mxGetPr(prhs[0]); 
 box     = mxGetPr(prhs[1]); 
 lscale  = mxGetScalar(prhs[2]); 
 
 /* Determine number of points*/ 
 nPts = mxGetM(prhs[0]);  
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    /*Assign values to bounding box*/ 
 minX = box[0]; 
 maxX = box[2]; 
 minY = box[1]; 
 maxY = box[3]; 
 
 lscale =1.8/lscale ; 
 
   
    /*Compute the number regions based on the length scale        
      provided. If the total number exceeds a cutoff then bail  
      out,to prevent making a massive memory allocation. Do this  
      test using floating point numbers, since huge integers could  
      potentially wrap around to negative values.*/ 
 
 double nxf=(maxX-minX)*lscale +1; 
 double nyf=(maxY-minY)*lscale +1; 
 
 
 if (nxf*nyf>max_regions){ 
  mexErrMsgTxt("voro++: Number of computational blocks  
                          exceeds the maximum allowed of: " );} 
    
    /*Now that we are confident that the number of regions is  
      reasonable,create integer versions of them.*/ 
 int nx=int(nxf); 
 int ny=int(nyf); 
 
 
 
    /*Create a container with the geometry given above, and make  
      it non-periodic in each of the three coordinates. Allocate 
      space for eight particles within each computational block*/ 
 
 container_2d con(minX,maxX,minY,maxY,nx,ny, 
         xperiodic,yperiodic,memory); 
 
 /* Add particles to container*/ 
 for(i=0;i<nPts;i++) { 
  x= nodes[i]; 
  y= nodes[i+nPts]; 
  con.put(i,x,y);} 
 
 /* Creation of Voronoi cells*/ 
 voronoicell_2d vCell; 
 int j,k,ij=0,q,ct=0,nVert,vPt; 
 int* nID = new int [nPts]; 
  
 
 /*Create cell array to store vCell indicies*/ 
 mxArray* vCell_out; 
      /*Create pointer to vCell indicies*/ 
 double *pr; 
 /*Create return cell arary*/ 
 plhs[0] = mxCreateCellMatrix(nPts, 1);  
 /* Create a nPts-by-1 mxArray to store nodal ID*/ 
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 plhs[1] = mxCreateNumericMatrix(nPts, 1, mxINT32_CLASS,  
                                      mxREAL); 
 pointer = mxGetPr(plhs[1]); 
 
 for(j=0;j<ny;j++) for(i=0;i<nx;i++,ij++)  
        for(q=0;q<con.getco()[ij];q++){   
     x=con.getp()[ij][2*q];y=con.getp()[ij][2*q+1]; 
  if(!con.compute_cell_sphere(vCell,i,j,ij,q,x,y))     
            continue;  
  nVert = vCell.p; 
  /* Only if nVert greater than zero will we store  
               data*/ 
  if (nVert>0){ 
   mwIndex k=0; 
   nID[ct] = (con.getID()[ij][q])+ 1 ; 
      vCell_out = mxCreateDoubleMatrix(2,nVert, mxREAL); 
      pr = mxGetPr(vCell_out); 
   do { 
    *pr++ = x+0.5*vCell.pts[2*k]; 
    *pr++ = y+0.5*vCell.pts[2*k+1]; 
    k = vCell.ed[k][0]; 
   } while (k!=0); 
    /*Attach cell data to Matlab cell array*/ 
    mxSetCell(plhs[0],ct,vCell_out); 
  ct++; 
  }   
 } 
 
   /* Copy data into the mxArray */ 
   memcpy(pointer,nID,nPts*sizeof(int)); 
 
   /* Clean up arrays */ 
   mxFree(nID); 
   mxDestroyArray(vCell_out);  
} 
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Appendix B 
B1 Galerkin Method 
Mathematical models are used to describe many systems in nature whether 
mechanical, geological or biological. These models take the form of governing 
equations with associated boundary conditions and/or initial conditions. 
Governing equations usually take the form of ordinary differential, partial 
differential or integral equations. Corresponding boundary and/or initial 
conditions are also required for the determining the field variables described by 
the governing equations.  
Obtaining the exact solution of derived governing equations is very difficult 
for many of the complex phenomena that occur in nature. In contrast an 
approximate solution can be obtained by introducing an integral operation to 
the governing equations. The resulting equations are known as the weak-form 
and usually produce very stable discretized system equations that give accurate 
results.  
The Galerkin method, a weighted residual method, is used to develop the 
integral form of a set of governing equations. Consider the following boundary 
value problem: 
 ۯ(ܝ) = ۱(ܝ) + ܘ = ૙		in problem domain	Ω, (B1) 
where ۱ is a differential operator and  ܘ is a known function independent of the 
field variable ܝ. The boundary condition is given as: 
 ۰(ܝ) = ۻ(ܝ) + ܙ = ૙		on the boundary	Γ, (B2) 
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where ۻ is also a differential operator and ܙ is a known function independent 
of ܝ which is the exact solution of the boundary value problem. Only in very 
simple instances can an exact solution be obtained for the system described by 
(B1) and (B2). For most practical problems only an approximate solution can 
be obtained. Using the Galerkin method the field variable ܝ is firstly 
approximated by:   
 ܝ ≈ ܝ௛ = ෍ ௜ܰܽ௜ = ۼ܉௡
௜
, (B3) 
where ௜ܰ is  the ݅th term basis function or shape function (usually a polynomial 
of ݔ, ݕ, ݖ), ܽ௜  is the unknown coefficient for the ݅th term basis function and ݊ is 
the number of basis functions used. The introduction of the approximate 
solution ܝ௛  introduces an error called the residual error. This residual error ܀, 
is given by: 
 ܀ = 	 ܀ஐ + ܀୻ = 	ۯ(ܝ௛) + ۰(ܝ௛). (B4) 
The approximate method revolves around minimising the residual error over 
the entire domain Ω and boundary Γ. This requires that the sum of the integrals 
of the error over Ω and Γ be equal to zero. Therefore: 
 නܟ୘	ۯ(ܝ௛)	݀Ω
ஐ
+ නܟഥ୘	۰(ܝ௛)	݀Γ
୻
= 0, (B5) 
where ܟ and ܟഥ  are weighting functions applied to the domain and the 
boundary respectively. It should be noted that if (B5) is satisfied for a large 
number of arbitrary weighting functions, the approximate solution will 
approach the exact solution. 
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B2 Application of Galerkin method 
This section illustrates the application of the Galerkin method in the 
development of the finite element formulation for the equations describing the 
mechanics of coupled deformation and fluid flow in porous media outlined in 
Chapter 2. Applying the integral equation (B5) to (2.2) and (2.17) gives: 
 න ܟ௨୘	(∇ୱ୘ો+ ߩ܏)	݀ષ	+ 	නܟഥ௨୘(ܖ ⋅ ߪ −		 ܜ̅)	݀ડ
୻ஐ
= 0, (B6) 
in which ܟ௨ and ܟതതത௨ 	are the weighting functions. In this case the weighting 
functions are given such that: 
 
ܟ௨ 	= 0	on	Γ௨ , 
					ܟഥ௨ = −ܟ௨	on	Γ௨௤ . (B7) 
 Green’s theorem, given below, is now applied the first part of (B6). 
 න ϕ
߲Ψ
∂ݔஐ
݀Ω = −න ∂ϕ
∂ݔ
	Ψ݀Ω
ஐ
+ 	නϕΨ݊௫݀Γ
୻
. (B8) 
Equation (B6) then becomes 
 −න (∇ୱܟ௨)୘ો
ஐ
݀Ω + නܟ௨୘	ߩ܏	݀Ω
ஐ
+ නܟ௨୘ܜ̅	݀Γ
୻
= 0. (B9) 
The weighted residual approach is now applied to the continuity equations for 
fluid flow (2.9) and to the natural boundary conditions (2.13) and (2.14). The 
weighting functions for the domain and boundary are now represented by ܟ௣ 
and ܟതതത௣	respectively and satisfy conditions similar to those given by (B7). After 
applying Green’s theorem to the divergence operator the resulting equation 
takes the form:  
 
න ൥−൫∇	ܟ௣൯
୘
	൭
۹
ߤ௪
(−∇ ௪ܲ + ߩ௪܏)൱+ ܟ௣୘ߙ۷୘∇ୱ ߲ܝ߲ݐ 	ஐ + 	ܟ௣୘ ൬α − ݊ܭ௦ + ݊ܭ௪൰߲ ௪߲ܲݐ ൩ 	݀Ω + න ܟ௣୘ ݍ௪ߩ௪ 	dΓ	୻ೢ೜ = 0. (B10) 
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The following expressions for ܝ and ௪ܲ are now substituted into (B9) and 
(B10):  
 
ܝ ≈ ܝ௛ = ۼ௨ܝഥ, 
௪ܲ ≈ ௪ܲ
௛ = ۼ௣۾௪ , (B11) 
where ܝഥ and ۾௪ are the vectors of nodal unknowns of displacement and excess 
pressures respectively. The weighting functions ܟ௨ and ܟ௣	are also replaced by 
the shape functions ۼ௨, the displacement shape function and 	ۼ௣, the pressure 
shape function respectively.  The resulting equations are given below: 
 න (∇ୱۼ௨)୘ો
ஐ
݀Ω = නۼ௨୘	ߩ܏	݀Ω
ஐ
+ නۼ௨୘ܜ̅	݀Γ
୻
 (B12) 
 
න ൥−൫∇	ۼ௣൯
୘
	൭
۹
ߤ௪
൫−∇ۼ௣۾௪ + ߩ௪܏൯൱+ ۼ௣୘ߙ۷୘∇ୱۼ௨ ߲ܝഥ߲ݐ 	ஐ + 	ۼ௣୘ ൬α− ݊ܭ௦ + ݊ܭ௪൰ۼ௣ ߲۾௪߲ݐ ൩ 	݀Ω+ න ۼ௣୘ ݍ௪ߩ௪ 	dΓ	୻ೢ೜ = 0. 
(B13) 
Considering equation (2.2), which describes force equilibrium of the soil-water 
mixture, and equation (2.4), which describes the total stress of the system, 
equations (B12) and (B13)can be rewritten as: 
 ۹܍	ܝഥ		݀Ω	 − ۺ۾௪ 	= ۴௨ , (B14) 
 
۶۾௪ 	+ 	ۺ୘ ߲ܝഥ߲ݐ 	+ ܁ ߲۾௪߲ݐ 		= ۴௣. (B15) 
Equations (B14) and (B15) represent the fully coupled discretized equations 
describing deformation and fluid flow in porous media. 
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Definitions of the terms given in (B14) and (B15) are given below.  
۹܍ is the elastic stiffness matrix,  
ۺ	is the coupling matrix, 
۶ is the permeability matrix, 
܁ is the compressibility matrix, 
۴௨ is the compressibility matrix, 
and ۴௣ is the force vector due to the flow field. 
The elements of these matrices are: 
 ۹܍		 = න۰୘
ஐ
۲۰	݀Ω,	 (B16) 
 ۺ		 = න۰୘
ஐ
ߙ۷ۼ௣	݀Ω,	 (B17) 
 ۶		 = න൫∇ۼ௣൯୘
ષ
۹
ߤ௪
	∇ۼ௣	݀Ω,	 (B18) 
 ܁		 = නۼ௣୘
ஐ
൬
α − ݊
ܭ௦
+ ݊
ܭ௪
൰ۼ௣	݀Ω,	 (B19) 
 ۴
௨ = නۼ௨୘
ஐ
ߩ܏	݀Ω + 	න ۼ௨୘
୻ೠ
೜
ܜ̅	݀Γ,	 (B20) 
 ۴
௣ = න൫∇ۼ௣൯୘
ஐ
۹
ߤ௪
ߩ௪	܏	݀Ω	 − න ۼ௣
୘
୻ೢ
೜
	
ݍ௪
ߩ௪
		݀Γ,	 (B21) 
 ۰	 = ∇ୱۼ௨ =
⎣
⎢
⎢
⎢
⎢
⎢
⎡
߲
߲ݔ
00 ߲
߲ݔ
߲
߲ݕ
߲
߲ݔ⎦
⎥
⎥
⎥
⎥
⎥
⎤
	ۼ௨ ,	 (B22) 
 ∇ۼ௣ =
⎣
⎢
⎢
⎡
߲
߲ݔ
ۼ௣
߲
߲ݕ
ۼ௣⎦
⎥
⎥
⎤. (B23) 
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The discretized equations describing coupled deformation and fluid flow can 
be conveniently cast into matrix form and re-written as: 
 ቂ۹܍	 −ۺ
૙ ۶
ቃ	൤
ܝഥ
۾௪
൨ + 	 ቂ૙	 ૙
ۺ୘ ܁
ቃ	
߲
߲ݐ
൤
ܝഥ
۾௪
൨ = 	 ቂ۴௨
۴௣
ቃ. (B24) 
Since (B24) is not symmetric, symmetry can be restored by time differentiating 
the lhs of (B14) and multiplying by -1 (Lewis and Shrefler, 1998). This shifts the 
component matrices horizontally in the global matrix. The final equations take 
the form: 
 ቂ૙	 ૙
૙ ۶
ቃ	൤
ܝഥ
۾௪
൨ + 	 ቂ−۹܍	 ۺ
ۺ୘ ܁
ቃ	
߲
߲ݐ
൤
ܝഥ
۾௪
൨ = 	 ቂ−۴௨
۴௣
ቃ. (B25) 
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Appendix C 
C1 Nodal Integration 
The integrals of any discrete variable are numerically determined over 
individual elements and summed for all elements to obtain the global 
integration. Using the Guass quadrature scheme the numerical integration can 
be written as:  
 න݂(ݔ,ݕ)
ఆ
݀Ω = 	෍෍ݓ௜݂(ݔ௜௣, ݕ௜௣)௡௚
௜ୀଵ
|ࡶ௜௞|௡௘
௞
	 (C1) 
where ݂(ݔ, ݕ) is the integrand applicable over domain Ω, ݓ௜  is the Gauss 
weighting factor for the ݅th Gauss point at (ݔ௜௣, ݕ௜௣) and ܬ௜௞  is the Jacobian 
matrix for the finite element ݇. ݊݁ and ݊݃ are the number of elements and 
Gaussian integration points respectively.  
NI-RPIM uses the Taylor series extension to carry out the integration over 
an integration cell. The integral function is extended to include additional 
terms of the Taylor series, and the integration will be approximately performed 
on these terms. Therefore the Taylor series extension of the integrand ݂(ݔ,ݕ) 
can be written as a two-dimensional (2D) continuous function approximated in 
the vicinity of a point (ݔ଴,ݕ଴) as follows: 
 
݂(ݔ, ݕ) ≈ ݂(ݔ଴,ݕ଴) + ൬ݔ ߲߲ݔ + ݕ ߲߲ݕ൰݂(ݔ଴,ݕ଴)+ 12! ൬ݔ ߲߲ݔ + ݕ ߲߲ݕ൰ଶ ݂(ݔ଴,ݕ଴)	 (C2) 
The integral over the nodal integration domain Ω௜  (Voronoi cell ݅) can be 
expressed as: 
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නන ݂(ݔ, ݕ)	݀Ω ≈ නන ቌ݂(ݔ଴,ݕ଴) + ൬ݔ ߲߲ݔ + ݕ ߲߲ݕ൰ 	݂(ݔ଴,ݕ଴)ஐ೔ஐ೔
+ 	 12!൬ݔ ߲߲ݔ + ݕ ߲߲ݕ൰ଶ ݂(ݔ଴,ݕ଴)ቍ݀Ω 
		= 	݂(ݔ଴,ݕ଴)නන 1	݀Ω
ஐ೔
+ డ݂௫(ݔ଴,ݕ଴)	නන ݔ	݀Ω
ஐ೔+ 	 డ݂௫(ݔ଴,ݕ଴)නන ݕ	݀Ω
ஐ೔+ 12 డ݂௫௫(ݔ଴,ݕ଴)නන ݔଶ݀Ωஐ೔+ 	 డ݂௫௬(ݔ଴,ݕ଴)නන ݔݕ	݀Ω
ஐ೔+ 12 డ݂௫௫(ݔ଴,ݕ଴)නන ݔଶ݀Ωஐ೔  = ݂(ݔ଴,ݕ଴)ܣ௜ + డ݂௫(ݔ଴,ݕ଴)ܯ௬௜ + డ݂௬(ݔ଴,ݕ଴)ܯ௫௜+ 12 డ݂௫௫(ݔ଴,ݕ଴)ܯ௬௬௜ + డ݂௫௬(ݔ଴,ݕ଴)ܯ௫௬௜+ 12 డ݂௬௬(ݔ଴,ݕ଴)ܯ௫௫௜  
(C3) 
where ܣ௜is the area of the nodal integration domain of the ݅th node, 
 ܯ௫௜ = නන ݕ	݀ܣ௜
஺೔
																ܯ௬௜ = නන ݔ	݀ܣ௜
஺೔
 (C4) 
are the area moments of the first-order for the integration domain of the ݅th 
node, and  
 ܯ௫௫௜ = නන ݕଶ݀ܣ௜
஺೔
					ܯ௬௬௜ = නන ݔଶ݀ܣ௜
஺೔
				ܯ௫௬௜ = නන ݔݕ	݀ܣ௜
஺೔
							 (C5) 
are the area moments of second-order for the integration domain of the ݅th 
node. 
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C2 RPIM shape functions 
The radial point interpolation method (RPIM) is formulated based on the 
Galerkin weak form using shape functions that satisfy the Kronecker delta 
function property. These shape functions are created through an interpolation 
using local nodes with both radial and polynomial basis functions. Such an 
interpolation is often used by many researchers for curve or surface fitting and 
function approximation (Golberg, 1996). The procedure of constructing RPIM 
shape functions is as follows.  
The function ݑ(ܠ) is approximated using radial and polynomial basis 
functions in the form of 
 ܝ(ܠ) = 	෍ܴ௜(ܠ)ܽ௜௡
௜ୀଵ
+ 	෍ ௝ܲ(ܠ) ௝ܾ௠
௝ୀଵ
= 	 ܀୘(ܠ)܉ + ۾୘(ܠ)܊, (C6) 
where ܴ௜(ܠ) and ௝ܲ(ܠ) are radial polynomial basis functions in two dimensional 
space ܠ୘ = [ݔ,ݕ], ݊ is the number of field nodes in the local support domain of 
point ܠ, ݉ is the number of terms of polynomial basis functions, and ܽ௜  and ௝ܾ  
are coefficients for  ܴ௜(x) and ௝ܲ(x) respectively. These vectors are defined as: 
 			܀(ܠ) = [ܴଵ(ܠ),ܴଶ(ܠ),ܴଷ(ܠ), … ,ܴ௡(ܠ)]୘, 
(C7) 
 ۾(ܠ) = [ ଵܲ(ܠ), ଶܲ(ܠ), ଷܲ(ܠ), … , ௡ܲ(ܠ)]୘, 
 ܉ = [ܽଵ,ܽଶ, ܽଷ, … , ܽ௡]୘, 
 	܊ = [ܾଵ,ܾଶ,ܾଷ, … ,ܾ௠]୘. 
The radial basis function ܴ௜(ܠ) has the following general form:  
 ܴ௜(x) = ܴ(ݎ௜), (C8) 
where ݎ௜ is the distance between the interpolating point ܠ and field node ܠ௜  and 
is expressed as:  
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 ݎ௜ = ඥ(ݔ − ݔ௜)ଶ + 	(ݕ − ݕ௜)ଶ				for 2-D problems.	 (C9) 
The polynomial basis vector ۾(ܠ) has the following form for two dimensional 
problems:  
 ۾(ܠ) = [1,ݔ, ݕ,ݔଶ, ݔݕ	, ݕଶ, … ]୘. (C10) 
In order to determine ܽ௜  and ௝ܾ  of (C6), a support domain is constructed for the 
point of interest at ܠ, with ݊ field nodes included in the support domain (see 
Fig. 3.6). The coefficient vectors ܉ and ܊ are then determined by ensuring that 
the displacement of all the ݊ field nodes within the local support domain satisfy 
(C6). This leads to ݊ linear equations, one for each node and can be expressed 
in the following matrix form:  
 ܃௦ = ܀଴܉+ ۾௠܊, (C11) 
where ܃௦ is the vector of approximate function values is given. ܀଴ and ۾௠  
represent the moment matrix of radial basis functions and polynomial moment 
matrix respectively. To ensure that the linear equations have a unique solution 
the following constraint is also added: 
 ෍ ௝ܲ(ݔ௜ ,ݕ௜)ܽ௜௡
௜ୀଵ
= 0								݆ = 1,2, … ,݉. (C12) 
The system equations are now expressed as:  
 ቂ܃௦
૙
ቃ = ൤܀଴ ۾௠
۾௠
୘ ૙
൨ ቂ
܉
܊
ቃ = ۵ ቂ܉܊ቃ.  (C13) 
The function approximation is now expressed as: 
 ܝ(ܠ) = [܀୘(ܠ)۾୘(ܠ)]۵ିଵ ቂ܃௦
૙
ቃ = ۼ(ܠ)܃௦ , (C14) 
where the matrix of shape functions ۼ(ܠ) is defined by: 
 ۼ(ܠ) = [ ଵܰ(ܠ), ଶܰ(ܠ), ଷܰ(ܠ), … ,ܰ௡(ܠ)], (C15) 
where  the ݇th shape function is defined as: 
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 ௞ܰ(ܠ) = ෍ܤ௜(ܠ)̅ܩ௜ ,௞௡
௜ୀଵ
+ 	෍ ௝ܲ(ܠ)̅ܩ௡ା௝,௞௠
௝ୀଵ
. (C16) 
where  ̅ܩ௜,௞ is the (݅,݇) element of ۵ିଵ. Using the inverse of matrix ۵ the shape 
functions are obtained via: 
 
߲ ௞ܰ
߲ݔ
= ෍߲ܤ௜
߲ݔ
̅ܩ௜,௞௡
௜ୀଵ
+ 	෍߲ ௝ܲ
߲ݔ
̅ܩ௡ା௝,௞௠
௝ୀଵ
 
(C17) 
 ߲ ௞ܰ
߲ݕ
= ෍߲ܤ௜
߲ݕ
̅ܩ௜,௞௡
௜ୀଵ
+ 	෍߲ ௝ܲ
߲ݕ
̅ܩ௡ା௝,௞௠
௝ୀଵ
 
The radial basis function used in this work is the multi-quadratics radial basis 
function (MQ-RBF) given by:  
 ܴ௜(ݔ, ݕ) = (ݎ௜ଶ + (ߙ௖݀௖)ଶ)௤ , (C18) 
where ݀௖ is the characteristic length that relates to the nodal spacing in the 
support domain of the field node ܠ and is usually taken as the average nodal 
spacing for all the nodes in the support domain, ݍ and ߙ௖ are shape parameters. 
Liu and Gu (2005) has demonstrated that MQ-RBF produce acceptable results 
for 2D solid and fluid mechanics problems when compared to the Gaussian, 
thin plate spline and logarithmic radial basis functions. 
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Appendix D 
D1 XFEM discrete equations 
This appendix presents the expanded form of the discrete system equations 
given in Chapter 4. 
The discrete system is given by: 
 
ۯ܆+ ۰܌܆
܌ܜ
= ۱	 (D1) 
where 
 
ۯ = 	
⎣
⎢
⎢
⎡
0 0 0 0 00 0 0 0 00 0 0 ۶௠ + ۶ ೝ் −۶ ೝ்0 0 0 −۶
ೝ்
۶௙ + ۶ ೝ்⎦⎥⎥
⎤, (D2) 
 
۰ = 	
⎣
⎢
⎢
⎢
⎡
۹܍௨௨ ۹܍௨௔ ۹܍௨௕ −ۺ 0
۹܍௔௨ ۹܍௔௔ ۹܍௔௕ −ۺ௔ 0
۹܍௕௨ ۹܍௕௔ ۹܍௕௕ −ۺ௕ 0
ۺ୘ ۺ௔
܂ ۺ௕
܂ 		܁௠ 00 0 0 0 ܁௙⎦⎥⎥
⎥
⎤, (D3) 
 
܆ =
⎣
⎢
⎢
⎢
⎢
⎡
ܝഥ
܉
܊
۾௪௠
۾௪௙ ⎦
⎥
⎥
⎥
⎥
⎤,	 (D4) 
 
۱ =
⎣
⎢
⎢
⎢
⎡
d۴d۴௔d۴௕
܎̅0 ⎦⎥⎥
⎥
⎤. (D5) 
The elements of the above listed matrices are given by: 
 ۹܍௨௨ = −න۰୘۲۰
ஐ
݀ષ௠ , (D6) 
 ۹܍௨௔ = −න۰୘۲۰௔
ஐ
݀ષ௠ , (D7) 
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 ۹܍௨௕ = −න۰୘۲۰௕
ஐ
݀ષ௠ , (D8) 
 ۹܍௔௨ = −න۰௔୘۲۰
ஐ
݀ષ௠ , (D9) 
 ۹܍௔௔ = −න۰௔୘۲۰௔
ஐ
݀ષ௠ , (D10) 
 ۹܍௔௕ = −න۰௔୘۲۰௕
ஐ
݀ષ௠ , (D11) 
 ۹܍௕௨ = −න۰௕୘۲۰
ஐ
݀ષ௠ , (D12) 
 ۹܍௕௔ = −න۰௕୘۲۰௔
ஐ
݀ષ௠ , (D13) 
 ۹܍௕௕ = −න۰௕୘۲۰௕
ஐ
݀ષ௠ , (D14) 
 ۺ = න۰୘۷ۼ௣	݀ષ௠
ஐ
, (D15) 
 ۺ௔ = න۰௔୘۷ۼ௣	݀ષ௠ ,
ஐ
 (D16) 
 ۺ௕ = න۰௕୘۷ۼ௣	݀ષ௠
ஐ
, (D17) 
 ۴ = −නۼ௨୘	ߩ܏	dષ௠
ஐ
−නۼ௨
୘	ܜ̅	݀ડ௠
୻
, (D18) 
 ۴௔ = −න 	ܪۼ௨୘	ߩ܏	݀ષ௠
ஐ
−නܪۼ௨
୘	ܜ̅	݀ડ௠ ,
୻
 (D19) 
 ۴௕ = −න	ߔఈۼ௨୘	ߩ܏	݀ષ
ஐ
−නߔఈۼ௨
୘	ܜ̅	݀ડ௠
୻
, (D20) 
 ۶௠ = න൫∇ۼ௣൯୘۹௠ߤ௪ 	∇ۼ௣ஐ ݀ષ௠ , (D21) 
 ۶௙ = න൫∇ۼ௣൯୘ s̅۹௙ߤ௪ 	∇ۼ௣ஐ ݀ષ௙ , (D22) 
 ۶ ೝ் = න ۼ௣୘ ۹௙ߤ௪ 	ۼ௣݀ષ௠&௙ஐ , (D23) 
 		܁௠ = න ۼ௣୘ ݊௠ܭ௪ ۼ௣ஐ ݀ષ௠ , (D24) 
 ܁௙ = න ۼ௣୘ ݊௙ܭ௪ ۼ௣ஐ ݀ષ௙ , (D25) 
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 ܎̅ = 	න ۼ௣୘
୻ೢ
೜
	
۹௠
ߤ௪
	ߩ௪܏ ⋅ ܖ	݀ડ௠ −න ۼ௣
୘
୻ೢ
೜
ݍ௪
ߩ௪
	݀ડ௠ , (D26) 
 
۰	 = ∇ୱۼ௨ =
⎣
⎢
⎢
⎢
⎢
⎢
⎡
߲
߲ݔ
00 ߲
߲ݔ
߲
߲ݕ
߲
߲ݔ⎦
⎥
⎥
⎥
⎥
⎥
⎤
	ۼ௨ ,	 (D27) 
 ۰௔ = ∇ୱۼ෡௨ ቀܪ൫߶(ܠ)൯ − ܪ൫߶(ܠ)൯ቁ
=
⎣
⎢
⎢
⎢
⎢
⎢
⎡
߲
߲ݔ
00 ߲
߲ݔ
߲
߲ݕ
߲
߲ݔ⎦
⎥
⎥
⎥
⎥
⎥
⎤
	ۼ෡௨ ቀܪ൫߶(ܠ)൯ − ܪ൫߶(ܠ)൯ቁ,	 (D28) 
 ۰௕ = ∇ୱۼ෡௨ ቀΦఊ(ܠ) −Φఊ(ܠ௄)ቁ
=
⎣
⎢
⎢
⎢
⎢
⎢
⎡
߲
߲ݔ
00 ߲
߲ݔ
߲
߲ݕ
߲
߲ݔ⎦
⎥
⎥
⎥
⎥
⎥
⎤
	ۼ෡௨ ቀΦఊ(ܠ) − Φఊ(ܠ௄)ቁ, (D29) 
 
∇ۼ௣ =
⎣
⎢
⎢
⎡
߲
߲ݔ
ۼ௣
߲
߲ݕ
ۼ௣⎦
⎥
⎥
⎤
	. (D30) 
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Appendix E 
E1 Global strain recovery in XFEM 
This appendix presents a global strain recovery scheme implemented as part of 
this work. The method incorporates an enhanced discontinuous strain field 
presented by Duflot and Bordas (2008) into the standard least squares fit global 
strain recovery procedure (ܮଶ projection) to improve the accuracy of the 
recovered nodal strains obtained from XFEM. The procedure is presented 
within this appendix and the analytical solution of an infinite plate containing a 
fracture is used to illustrate the methods performance.     
Introduction 
 Zienkiewicz et al. (1971) has demonstrated that strains determined at the 
Gaussian integration points, also known as superconvergent points,  produce 
values that closely match the exact strains. The same level of accuracy of these 
fields is also required at element nodes and elsewhere within the element when 
energy norm and other norms are to be evaluated in error estimation 
calculations (Zienkiewicz et al., 2005). To obtain accurate values elsewhere 
within an element local or global recovery techniques can be used.  
Local recovery techniques are commonly used because they are 
computationally less intensive. Strains are calculated for the nodes of each 
element separately, or patches of elements formed by several adjacent 
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elements. Therefore, local strain recovery does not produce unique values of at 
the nodal points and calculation of nodal averages is required.  
In global recovery techniques, values are calculated for the entire finite 
element domain globally. Strains are calculated at the Gaussian integration 
points, optimal calculation locations, within each element and are extrapolated 
to the domain nodes using a least squares fit technique. The resulting strains 
are more accurate using these superconvergent points as oppose to the nodal 
points.  
Standard FEM yields a strain field that is continuous within its elements but 
discontinuous across interelement boundaries. Global recovery techniques are 
therefore used to project a continuous field onto the entire domain. When 
using XFEM the strain field within the elements containing a fracture or 
fracture tip becomes discontinuous and the standard global recovery no longer 
accurately reproduces a continuous strain field throughout the domain. To 
improve the accuracy of the recovered strain field this work uses an enhanced 
discontinuous strain field in the least squares fit of the strains determined at 
the element Gauss points.  
E2 Least Squares Fit 
This section outlines the least squares fit procedure. Let ૏ = [߯ଵ	߯ଶ …߯௡]୘ 
represent the element nodal values to be determined using a least squares fit. If 
ܛ = [ݏଵ	ݏଶ … ݏ௡]୘ represents the vector of interpolated values at the Gaussian 
integration points, and ܉ = [ܽଵ	ܽଶ … ܽ௡]୘ represents the actual values of the 
variable calculated at the integration points, the error may be defined as: 
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 ࣕ = ෍ (ܛ − ܉)୘(ܛ − ܉)
௘௟௘௠௘௡௧
. (E1) 
The relationship between the nodal values ૏ and the interpolated values ܛ is 
defined as: 
 ܛ = ۼ૏, (E2) 
where ۼ represents the shape functions and takes the form: 
 ۼ =
⎣
⎢
⎢
⎢
⎡ 	ܰଵ
ଵ
	ܰଶ
ଵ … 	ܰ௝ଵ
	ܰଵ
ଶ
	ܰଶ
ଶ … 	ܰ௝ଶ
⋮ ⋮ … ⋮
	ܰଵ
௜
	ܰଶ
௜ … 	ܰ௝	௜⎦⎥⎥⎥
⎤, (E3) 
where  	ܰ௝	௜ represents the shape function ௝ܰ evaluated at the interior point ݅. 
Inserting (E2) into (E1) the error becomes: 
 ࣕ = ෍ ૏୘ۼ୘ۼ૏− 2૏୘ۼ୘܉+ ܉୘܉.
௘௟௘௠௘௡௧
 (E4) 
Setting the derivatives of ࣕ with respect to ૏ equal zero, the following equation 
is obtained: 
  ۼ୘ۼ૏ = ۼ୘܉. (E5) 
The unknown values of ૏ are obtained by solving (E5). The matrix ۼ୘ۼ is 
similar to the finite element stiffness matrix and  ۼ୘܉ is similar to the finite 
element force vector. 
 
E3 Enhanced Strain Field 
The strain field calculated at the integration points is given by:  
 ઽത(ܠ) = ∇ୱܝഥ(ܠ), (E6) 
where ܝഥ represents enriched finite element approximation for the displacement 
field and is given by (4.3) and the superscript s denotes the symmetric part of 
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the gradient operator. After Duflot and Bordas (2008) the enhanced strain field 
approximated at the element nodes is taken as: 
 
ઽ௘௡(ܠ) = ෍ܰ௨ூ(ܠ)܌ூ
ூ∈ࣨᇣᇧᇧᇧᇤᇧᇧᇧᇥ
ௌ௧௔௡ௗ௔௥ௗ
+ ෍ ܰ௨௃(ܠ) 	ቂܪ൫߶(ܠ)൯ − ܪ ቀ߶൫ܠ௃൯ቁቃ܍௃ 	
௃∈	 ౙࣨ౨ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
ு௘௔௩௜௦௜ௗ௘+ 	 ෍ ܰ௨௄(ܠ)
௄∈	ࣨ౪౟౦
෍(ܠ)ൣܩఊ(ܠ) − ܩఊ(ܠ௄)൧ସ
ఊୀଵ
܎ఊ௄
ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
஻௥௔௡௖௛
,	 (E7) 
where ܌ூ, ܍௃ and ܎ఊ௄  are the coefficients that are to be evaluated to define the 
enhanced strain field. ௨ܰூ , ௨ܰ௃ and ௨ܰ௄ are finite element shape functions, ࣨ is 
the set of all nodes in the mesh; ୡࣨ୰ is the set of nodes whose support element 
is cut by the fracture; ୲ࣨ୧୮ is the set of nodes whose support element contains a 
fracture tip. ܩఊ is a component of the asymptotic near-tip strain function given 
by: 
 ۵ =
⎣
⎢
⎢
⎢
⎡
1
√ݎ	
cos൬θ2൰ , 1√ݎ sin ൬ߠ2൰ , 1√ݎ cos൬θ2൰ sin ൬ߠ2൰ cos൬3ߠ2 ൰ ,
	
1
√ݎ
cos ൬θ2൰ sin ൬ߠ2൰sin ൬3ߠ2 ൰ ⎦⎥⎥⎥
⎤
 (E8) 
Following the procedure outlined in section E1 the system of equations 
obtained takes the form: 
 ൦
ܰ௨
௜
௨ܰ
ூ ܰ௨
௜
௨ܰ
௃ℎ ܰ௨
௜
௨ܰ
௄݃௅
ܰ௨
௝
௨ܰ
ூℎ ܰ௨
௝
௨ܰ
௃ ܰ௨
௝ℎܰ௨
௄݃௅
ܰ௨
௞
௟݃ ௨ܰ
ூ ܰ௨
௞
௟݃ ௨ܰ
௃ℎ ܰ௨
௞
௟݃ ௨ܰ
௄݃௅
൪ቌ
܌ூ
܍௃
܎ఊ௄
ቍ = ቌ ܰ௨௜ ઽതܰ௨௝ℎઽത
ܰ௨
௞
௟݃ઽത
ቍ, (E9) 
where ℎ = ቂܪ൫߶(ܠ)൯ − ܪ ቀ߶൫ܠ௃൯ቁቃ	 and ݃௅ = 	 ൣܩఊ(ܠ) − ܩఊ(ܠ௄)൧. The 
components ܌ூ, ܍௃ and ܎ఊ௄  are global strains recovered at the domain nodes.  
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E4 Numerical Example 
This section presents a linear elastic fracture mechanics example to illustrate 
the performance of the strain recovery procedure using the enhanced strain 
field. The domain under consideration is an infinite plate containing a straight 
crack of length 2a and loaded by a remote stress field σ (Fig. E.1). In practical 
terms, “infinite” means that the width of the plate is ≫ 2a. 
 
Along ABCD the closed form solution for mode I displacement in terms of 
polar coordinates centred at the crack tip is given by (Anderson, 2005): 
 
ݑ௫ = ܭூ2ܩ௦ට ݎ2ߨ cos൬ߠ2൰ ൤κ − 1 + 2 sinଶ ൬ߠ2൰൨, (E.10) 
 
ݑ௬ = ܭூ2ܩ௦ට ݎ2ߨ sin൬ߠ2൰ ൤κ + 1 − 2 cos	ଶ ൬ߠ2൰൨ , (E.11) 
Fig. E.1. Infinite cracked plate loaded by remote tensile stress. 
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where ܭூ is the mode I stress intensity factor given by ߪ√ߨܽ, ܩ௦ is the shear 
modulus given by ܧ/2(1 + ߥ) and κ is given by (3 − ߥ)/(1 + ߥ) for the plane 
stress condition. The closed form strain is also given by: 
 
ߝ௫ = ܭூ8ܩ௦ ඨ 2ݎߨ cos൬ߠ2൰ ൤κ + 1 + 8 cosସ	 ൬ߠ2൰ − 10 cosଶ ൬ߠ2൰൨, (E.12) 
 
ߝ௬ = − ܭூ8ܩ௦ඨ 2ݎߨ cos൬ߠ2൰ ൤3 − κ + 8 cosସ	 ൬ߠ2൰ − 10 cosଶ ൬ߠ2൰൨ , (E.13) 
 
߬௫௬ = ܭூ4ܩ௦ඨ 2ݎߨ cosଶ ൬ߠ2൰ sin൬ߠ2൰ ൤+4 cosଶ	 ൬ߠ2൰ − 3൨. (E.14) 
For this example ABCD is a square of 2mm x 2mm, ܭூ = 1, ܧ = 10݁3N/mm2 
and ߥ = 0.3. The finite element mesh used for this example is shown in Fig. E.2.  
 
 
The strain fields obtained from the exact solution along with those obtained for 
the standard and enhanced global recovery procedure are shown in Fig. E.3.  
Fig. E.2. Finite element mesh used to model infinite plate with crack. 
 
2 mm 
1 mm 
1 mm 
2 mm 
FEM mesh: 2601 Elements 
ݔ 
ݕ 
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Visually the strain fields appear very similar, with very small variations in the 
vicinity of the fracture tip. Plots of the strain along vertical sections through the 
domain are provided in Fig. E.4 and provide a comparison of the strain fields 
obtained from the standard and enhanced recovery procedures. The section at 
x=0.5, y, shows that while both recovery techniques are able to adequately 
determine the strain field away from the fracture, the standard recovery 
scheme overestimates the strain at the location of the fracture. This 
overestimation in the strain is also shown at the section taken at x=1, y, which 
passes through the fracture tip. The plots show that the incorporation of the 
enhanced strain field improves the approximation of the strain field. At section 
x=1.5, y, the fracture is not encountered and therefore both the standard and 
enhanced recovery procedure adequately approximate the strain.     
Fig. E.3. Strain fields,	ߝ௫, obtained for infinite plate with crack. 
Exact strain  
   
 
Strain ߝ௫ 
Standard strain recovery Enhanced strain recovery 
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Fig. E.4. Comparison of exact strain to recovered strain, ߝ௫, at vertical sections taken at (a) 
x=0.5, y, (b) x=1.0, y and (c) x=1.5, y, through the domain. 
(a) 
(b) 
(c) 
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