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Abstract This article focuses on a biobjective extension of the maximum
flow network interdiction problem, where each arc in the network is associated
with two capacity values. Two maximum flows from a source to a sink are to
be computed independently of each other with respect to the first and second
capacity function, respectively, while an interdictor aims to minimize the value
of both maximum flows by interdicting arcs. We show that this problem is in-
tractable and that the decision problem, which asks whether or not a feasible
interdiction strategy is efficient, is NP-complete. We propose a pseudopoly-
nomial time algorithm in the case of two-terminal series-parallel graphs and
positive integer-valued interdiction costs. We extend this algorithm to a fully
polynomial-time approximation scheme for the case of unit interdiction costs
by appropriately partitioning the objective space.
Keywords Network Interdiction · Dynamic Programming · Multiobjective
Optimization · Series-parallel graphs
1 Introduction
The maximum flow problem is one of the best studied optimization problems
in operations research with several applications, cf. [1,10], where one aims
to send as many units of flow from a source to a sink over a network while
satisfying given arc capacities.
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In the maximum flow network interdiction problem (MFNI), an addtional
opposing force, called the interdictor, is introduced, who tries to reduce the
maximum flow value in a network as much as possible by interdicting arcs.
Thereby, each arc is associated with an interdiction cost and the interdic-
tor is constrained by a given interdiction budget. Although (MFNI) has been
investigated quite early, cf. [29,16,12,20], the probably most prominent work
considering the complexity, different integer programming formulations as well
as several variants of (MFNI) is revealed in [30]. While some of the above men-
tioned articles consider special cases of (MFNI), where e.g. each arc requires
exactly one unit of the interdictor’s budget, the work presented in [30] covers
(MFNI) in its most general setting. In [2], the authors investigate the inte-
ger linear programming formulation of (MFNI) presented in [30], provide new
valid inequalities and investigate the approximability of the problem. Further,
(MFNI) has received considerable interest regarding the modeling of real-world
applications, see e.g., drug interdiction, cf. [30], hospital infection control, cf.
[3], and protection of electrical power grids, cf. [24], [25]. Furthermore, inter-
diction problems are often modelled as bilevel mixed integer programs, see
[31], [27] for an overview.
It has been shown that (MFNI) with unit interdiction costs, also called the
k most vital link problem, cf. [20], is strongly NP-hard, cf. [18,30]. Thus,
NP-hardness for (MFNI) in its general form follows. However, several authors
provide specialized algorithms for different graph classes, see e.g. [18] for a
pseudopolynomial time algorithm solving (MFNI) on planar networks and
[29] for a polynomial time algorithm for the k most vital link problem on
source-sink-planar networks.
Nevertheless, literature on approximation algorithms for (MFNI) is rather
sparse, cf. [7]. In [18], the author presents a fully polynomial time approx-
imation scheme for planar graphs, while in [7] an approximation algorithm
with an approximation ratio of 2(n−1) for general graphs is developed, where
n denotes the number of vertices in the network. Further, in [4], an algorithm
is proposed that either returns a (1, 1 + 1ε )-approximation, i.e., a feasible so-
lution that does not deviate from the optimal solution by more than a factor
of 1 + 1ε , or a (1 + ε, 1)-pseudoapproximation, i.e., a solution that violates the
interdiction budget by at most a factor of 1 + ε, but with the same objective
function value as the optimal solution.
In contrast, there are only a few articles dealing with multiobjective interdic-
tion problems. In [22], the authors consider a biobjective extension of (MFNI),
where an attacker aims at minimizing the maximum flow and the total interdic-
tion costs. An evolutionary algorithm for a multiobjective variant of (MFNI)
is developed in [19], see also [21].
Our contribution In this article, we consider a new biobjective extension of
(MFNI), called the biobjective maximum flow network interdiction problem
(BMFNI), which to the best of our knowledge has not been considered in
the literature so far. We associate each arc with two integer capacity values
such that two maximum flows can independently be computed from a source
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to a sink. An opposing force, called the interdictor, aims at reducing those
maximum flows simultaneously by interdicting arcs. Consequently, this leads
to several incommensurable interdiction strategies.
The remainder of this article is outlined as follows. In Section 2, we formally
introduce the problem setting. We address the complexity of (BMFNI) in Sec-
tion 3 by providing an instance with an exponential number of non-dominated
points and showing that its hard to decide whether or not a given interdic-
tion strategy is efficient. In Section 4, we propose a pseudopolynomial time
algorithm for (BMFNI) on two-terminal series-parallel graphs. We extend this
algorithm to a fully polynomial time approximation scheme for the same prob-
lem with unit interdiction costs and, thus, reduce the gap on approximation
algorithms for interdiction problems. Section 5 summarizes the paper and pro-
poses further directions of research.
Note that a preliminary version of this article has been published in [26]. In
comparison to the preliminary version, all proofs to the respective theorems
have been added. Further, the connection to the biobjective knapsack problem
for a special version of (BMFNI) has been elaborated. Additionally, in case
of two-terminal series-parallel graphs and unit interdiction costs, we extended
the dynamic programming algorithm to a fully polynomial time approximation
scheme.
2 Preliminaries and problem formulation
Let G = (V,A) be a directed graph with vertex set V and arc set A, where
s, t ∈ V with s 6= t denote the source and sink vertex in G, respectively.
Further, we set n := |V | and m := |A|. An s-t-flow is a function f : A → R+
assigning a flow value to each arc while satisfying flow conservation constraints∑
a∈A:a∈δ−(v) f(a)−
∑
a∈A:a∈δ+(v) f(a) = 0 for all v ∈ V \{s, t} with δ
−(v) and
δ+(v) denoting the set of incoming and outgoing arcs of v ∈ V , respectively.
We call f feasible, if f(a) ≤ u(a) for all a ∈ A for some capacity function
u : A → N. The value of f is equal to the excess at the sink vertex t, i.e.,
val(f) =
∑
a∈A:a∈δ−(t) f(a) −
∑
a∈A:a∈δ+(t) f(a). The maximum flow prob-
lem asks for the maximum flow value over all feasible s-t-flows, denoted by
VAL(G, u), cf. [1].
As in (MFNI), we introduce an interdictor who is constrained by an interdic-
tion budget B ∈ N, while each arc a ∈ A is associated with an interdiction cost
c(a) ∈ N. Consequently, the set of all feasible interdiction strategies, denoted
by Γ , can be expressed as follows:
Γ :=
{
γ = (γa)a∈A ∈ {0, 1}
m |
∑
a∈A
c(a) · γa ≤ B
}
,
where γa equals zero or one, if arc a is interdicted or not, respectively. Further,
we assign two capacity values to each arc, i.e., u := (u1, u2) : A → N2 with
ui : A→ N, i = 1, 2. By U1 and U2, we denote the maximum arc capacity with
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respect to u1 and u2, respectively, i.e., U i := max{ui(a) | a ∈ A} for i = 1, 2.
Further, U denotes the maximum of U1 and U2. Thus, two feasible s-t-flows
f1 and f2, denoted by f := (f1, f2), can be computed in G with respect to u1
and u2, respectively. In what follows, each interdiction strategy γ ∈ Γ induces
an interdicted graph G(γ) := (V ′, A′) with V ′ = V and A′ = A \A(γ), where
A(γ) := {a ∈ A | γa = 1}. Thus, for a given interdiction strategy γ ∈ Γ ,
we denote by VAL(G(γ), u) :=
(
VAL(G(γ), u1),VAL(G(γ), u2)
)
the vector of
maximum flow values in the interdicted graph G(γ) with respect to u1 and
u2, respectively. Note that those two maximum flows can be computed in
polynomial time, cf. [1]. Since every interdiction strategy leads to a vector of
maximum flows, we use the following orders on N2, which are commonly used
in the field of multi-, or more specifically, in biobjective optimization, cf. [8]:
y1 ≤ y2 ⇔ y1k ≤ y
2
k for k = 1, 2 and y
1 6= y2,
y1 ≦ y2 ⇔ y1k ≤ y
2
k for k = 1, 2.
Generally speaking, in biobjective optimization problems, one aims to find
those feasible solutions that do not allow to improve the one objective function
without deteriorating the other, which leads to the following definition.
Definition 1 A feasible interdiction strategy γ ∈ Γ is called efficient, if there
does not exist γ′ ∈ Γ such that
VAL(G(γ′), u) ≤ VAL(G(γ), u).
In this case, we call VAL(G(γ), u) a non-dominated point. By ΓE and ZN , we
denote the set of efficient interdiction strategies and non-dominated points,
respectively.
Using Definition 1, we state (BMFNI) as min
γ∈Γ
VAL(G(γ), u).
Further, we say a feasible interdiction strategy γ ∈ Γ ε-approximates another
interdiction strategy γ′ ∈ Γ for some ε > 0, if
VAL(G(γ), u) ≦ (1 + ε) VAL(G(γ′), u).
Additionally, we call A ⊆ Γ an ε-approximation of the set of non-dominated
points, if for every γ ∈ Γ there exists an a ∈ A that ε-approximates γ. We
call an algorithm a fully polynomial-time approximation scheme (FPTAS) for
(BMFNI), if for any instance of (BMFNI) and for any value ε ∈ Q+, the
algorithm returns an ε-approximation in time polynomial both in the size of
the instance and in 1ε .
In what follows, we focus on two-terminal series-parallel graphs, which are,
due to [9], defined as follows.
Definition 2 A directed graph G = (V,A) is called two-terminal series-
parallel with source s and sink t, if G can be constructed by a sequence of
the following operations.
1) Construct a primitive graph G′ = (V ′, A′) with V ′ = {s, t} and A′ =
{(s, t)}.
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2) (Parallel Composition) Given two directed, series-parallel graphs G1 with
source s1 and sink t1 and G2 with source s2 and sink t2, form a new graph
G by identifying s = s1 = s2 and t = t1 = t2.
3) (Series Composition) Given two directed, series-parallel graphs G1 with
source s1 and sink t1 and G2 with source s2 and sink t2, form a new graph
G by identifying s = s1, t1 = s2 and t2 = t.
Two-terminal series-parallel graphs can be recognized in polynomial time along
with the corresponding decomposition tree. We denote the decomposition tree
of a two-terminal series-parallel graph G by TG. The size of TG is linear in the
size of G, cf. [28]. Note that TG specifies how G has been constructed by using
the above mentioned rules. Thus, each vertex in TG can be associated with a
two-terminal series-parallel graph itself, see Figure 1. Consequently, if we refer
to a graph H in TG, we actually refer to the graph H , which actually denotes
a subgraph of G, corresponding to a vertex in TG.
s t
s t s t
s t s t s t s t
s t s t s t s t
Fig. 1 Decomposition tree TG of a two-terminal series-parallel graph G. The root vertex
corresponds to G itself. Every leaf corresponds to a primitive graph. Dashed lines correspond
to series compositions, whereas straight lines correspond to parallel compositions.
If a graph G = (V,A) consists of only two vertices, i.e., V = {s, t}, connected
by m parallel arcs from s to t, we call G a two-terminal parallel graph. Note
that a two-terminal parallel graph is a special case of a two-terminal series-
parallel graph.
In the following, an instance of (BMFNI) is denoted by (G, u, c, B), where
G = (V,A) denotes a directed graph, u = (u1, u2) assigns two capacities to
each arc, c associates every arc with an interdiction cost and B refers to the
interdiction budget.
6 Luca E. Scha¨fer∗ et al.
3 Complexity Results
In this section, we prove the following decision version of (BMFNI) to be
NP-complete: Given an instance (G, u, c, B) of (BMFNI) and a value K =
(K1,K2)⊤ ∈ N2, decide whether there exists an interdiction strategy γ ∈ Γ
with VAL(G(γ), u) ≤ K. Thus, we basically show that its hard to decide
whether or not an interdiction strategy is efficient.
Theorem 1 The decision version of (BMFNI) is NP-complete, even for unit
interdiction costs, i.e., c(a) = 1 for all a ∈ A, and even on two-terminal
parallel graphs.
Proof The problem is clearly contained in NP . To show NP-completeness,
we conduct a polynomial time reduction from the binary knapsack problem,
which is known to be NP-complete, cf. [11]. The decision version of the binary
knapsack problem is as follows: Given a finite set I = {1, . . . , n} of elements
with profits pi ∈ N and weights wi ∈ N for all elements i ∈ I and positive
integers P and W , does there exist a solution I∗ ⊆ I such that
∑
i∈I∗ wi ≤W
and
∑
i∈I∗ pi ≥ P?
Given an instance of the binary knapsack problem, we construct an instance of
(BMFNI). Let G = (V,A) with V = {s, t} and for each element i ∈ I introduce
an arc ai and a dummy arc bi going from s to t. Thus, A := A1 ∪ A2 with
A1 = {a1, . . . , an} and A2 = {b1, . . . , bn}. Further, we set u(ai) = (pmax −
pi, wi) and u(bi) = (pmax, 0) with pmax := maxi∈I{pi}. We define B := n and
K = (K1,K2) := (npmax − P,W ).
Given a solution I∗ ⊆ I of the binary knapsack instance, i.e.,
∑
i∈I∗ pi ≥ P
and
∑
i∈I∗ wi ≤ W , we construct an interdiction strategy γ := (γa, γb) :=
(γa1 , . . . , γan , γb1 , . . . , γbn) as follows:
γai =
{
1, if i /∈ I∗
0, else
γbi =
{
1, if i ∈ I∗
0, else.
It follows:
VAL(G(γ), u1) =
∑
i|ai∈A\A(γa)
u1(ai) +
∑
i|bi∈A\A(γb)
u1(bi)
=
∑
i|ai∈A\A(γa)
pmax − pi +
∑
i|bi∈A\A(γb)
pmax
= npmax −
∑
i|ai∈A\A(γa)
pi
≤ npmax − P = K
1
VAL(G(γ), u2) =
∑
i|ai∈A\A(γa)
u2(ai) +
∑
i|bi∈A\A(γb)
u2(bi)
=
∑
i|ai∈A\A(γa)
wi +
∑
i|bi∈A\A(γb)
0 ≤W = K2.
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For the other direction let γ = (γa, γb) ∈ Γ be a feasible interdiction strategy.
Without loss of generality, we can assume that γ either interdicts ai or bi
for all i = 1, . . . , n, since all bi have the same capacity values. Thus, we set
I∗ := {i | γai 6= 1, i = 1, . . . , n} and show that I
∗ is a solution to the knapsack
problem:∑
i∈I∗
wi =
∑
i∈I∗
u2(ai) =
∑
i∈I∗
u2(ai) +
∑
i/∈I∗
u2(bi) = VAL(G(γ), u
2) ≤ K2 = W
npmax −
∑
i∈I∗
pi =
∑
i∈I∗
pmax − pi +
∑
i/∈I∗
pmax =
∑
i∈I∗
u1(ai) +
∑
i/∈I∗
u1(bi)
= VAL(G(γ), u1) ≤ K1 = npmax − P.
Thus, it holds that
∑
i∈I∗ wi ≤ W and
∑
i∈I∗ pi ≥ P , which concludes the
proof. ⊓⊔
Further, in multiobjective combinatorial optimization, one is usually interested
in the worst-case size of the non-dominated set. To account for this question,
we show that (BMFNI) is intractable, i.e., there might be exponentially many
non-dominated points with respect to the size of the problem instance. To
prove intractability, consider the parametric cost knapsack problem, cf. [5]:
f(q) = max
{
n∑
i=1
(
p1i q + p
2
i
)
xi |
n∑
i=1
wixi ≤ b, xi ∈ {0, 1}, i = 1, . . . , n
}
,
where p1i , p
2
i ∈ R+ refer to the coefficients of the linear cost function f for item
i and q ≥ 0. The weight of item i is denoted by wi and b refers to the knapsack
capacity. It is known that the number of breakpoints, i.e., values of q where
the slope of f(q) changes, is in general exponential in the number of variables.
Theorem 2 ([6]) For every n ∈ N, there exists a parametric cost knapsack
problem with 12
(
9n2 − 7n
)
variables, such that f(q) has 2n − 1 breakpoints in
the interval (−2n, 2n). ⊓⊔
This holds even true, when restricting q to be on a compact, positive real-
valued interval, cf. [13], and even for integral input data, cf. [14].
Further, the parametric cost knapsack problem can be interpreted as a weighted
sum scalarization of the following biobjective knapsack problem:
max
(
n∑
i=1
p1ixi,
n∑
i=1
p2ixi
)
s.t.
n∑
i=1
wixi ≤ b
xi ∈ {0, 1}, i = 1, . . . , n
Thus, using Theorem 2, we can conclude:
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Corollary 1 The biobjective knapsack problem is intractable, i.e., there might
be exponentially many non-dominated points with respect to the size of the
problem instance. ⊓⊔
Theorem 3 Let (G, u, c, B) be an instance of (BMFNI) with G being a two-
terminal parallel graph with m arcs and capacities (u1(a), u2(a)) for all a ∈
A(G). Further, let XE denote the set of efficient solutions of
max
{
v(x) :=
(
m∑
i=1
u1(ai)xi,
m∑
i=1
u2(ai)xi
)
|
m∑
i=1
c(ai)xi ≤ B, x ∈ {0, 1}
m
}
.
Then, it holds that XE = ΓE , where ΓE denotes the set of efficient interdiction
strategies of the (BMFNI) instance.
Proof ΓE ⊆ XE: Let γ ∈ ΓE be an efficient interdiction strategy and assume
γ /∈ XE . Then, there exists x ∈ XE such that v(x) ≥ v(γ). Consequently, it
follows that VAL(G(x), u) = v(e) − v(x) ≤ v(e) − v(γ) = VAL(G(γ), u) with
e = (1, . . . , 1), contradicting that γ is an effcicient interdiction strategy. Thus,
γ ∈ XE .
XE ⊆ ΓE : Let x ∈ XE and assume x /∈ ΓE . Then, there exists γ ∈ Γ such
that VAL(G(γ), u) = v(e) − v(γ) ≤ v(e) − v(x) = VAL(G(x), u), It follows
that v(x) ≤ v(γ), contradicting that x ∈ XE . Thus, x ∈ ΓE . ⊓⊔
Note that the optimization problem in Theorem 3 is nothing but a biobjective
knapsack problem, where the capacities and costs of (BMFNI) denote the
profits and weights of the biobjective knapsack problem, respectively. Thus,
using Corollary 1 and Theorem 3, we obtain the following result.
Theorem 4 The problem (BMFNI) is intractable even on two-terminal paral-
lel graphs, i.e., the number of non-dominated points might be exponential in the
size of the problem instance. In fact, even the set of supported non-dominated
points might be exponential in the size of the problem instance. ⊓⊔
4 Solution Procedures
In this section, we briefly state how to tackle (BMFNI) on two-terminal parallel
graphs and propose a solution procedure to solve the problem on two-terminal
series-parallel graphs.
By Theorem 3, we know that (BMFNI) on two-terminal parallel graphs can
be formulated as a biobjective knapsack problem.
Since there is an FPTAS for the biobjective knapsack problem, cf. [17,23],
(BMFNI) can be solved by using the same approximation scheme.
Corollary 2 There is an FPTAS for (BMFNI) on two-terminal parallel graphs
constructing an ε-approximation of the set of non-dominated points. ⊓⊔
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Next, we propose a dynamic programming algorithm for (BMFNI) for the case
of two-terminal series-parallel graphs. We assume a decomposition tree TG for
a given two-terminal series-parallel graph to be given. For a graph H in TG,
we denote by L(H,x) the set of non-dominated points of (BMFNI) in H using
an interdiction budget of x ∈ N, i.e., the interdictor’s budget is x. By sH and
tH , we refer to the source and sink of H , respectively.
For the case of H = (VH , AH) being a primitive graph, i.e., a leaf of TG, with
VH = {sH , tH} and AH = {a∗}, where a∗ = (sH , tH), we can clearly compute
L(H,x) for all x ∈ {0, 1, . . . , B} in the following way:
L(H,x) =
{
{(u1(a∗), u2(a∗))}, if x = 0, 1, . . . , c(a∗)− 1
{(0, 0)}, if x = c(a∗), . . . , B
(2)
Note that if c(a∗) > B, then L(H,x) is equal to {(u1(a∗), u2(a∗))} for all
x ∈ {0, 1, . . . , B}.
Now, let H be the parallel composition of H1 and H2. Then, L(H,x) can
be computed by adding each non-dominated point in L(H1, k) to every non-
dominated point in L(H2, x− k) for all k ∈ {0, . . . , x}. Afterwards, dominated
points are discarded with respect to the Pareto-order, which yields
L(H,x) = min
{
x⋃
k=0
L(H1, k)⊕ L(H2, x− k)
}
for x = 0, 1, . . . , B, (3)
where ⊕ denotes the Minkowski sum.
Let H be the series composition of H1 and H2. Analogously to above, L(H,x)
can be computed by combining each non-dominated point in L(H1, k) with
every non-dominated point in L(H2, x− k) for all k ∈ {0, . . . , x}. We combine
these non-dominated points by taking the respective minima of the maximum
flows in each component. Again, dominated points are discarded afterwards:
L(H,x) = min
{
x⋃
k=0
L(H1, k)⊙ L(H2, x− k)
}
for x = 0, 1, . . . , B, (4)
where r ⊙ s :=
(
min{r1, s1},min{r2, s2}
)
for r, s ∈ R2 with r = (r1, r2) and
s = (s1, s2) and R⊙ S := {r ⊙ s | r ∈ R, s ∈ S} for R,S ⊂ R2.
Theorem 5 After termination of the dynamic programming algorithm defined
by formulas (2), (3) and (4), the label set L(G,B) defines the set of non-
dominated points for the (BMFNI) instance.
Proof We use induction on the size of the decomposition tree TG of G. Us-
ing (2), the set of non-dominated points for a primitive graph, i.e., a leaf of
TG, can easily be computed. Now, let H be a graph in TG and a parallel
composition of H1 and H2 and let y = VAL(H(γ), u) be a non-dominated
point for H with a total interdiction cost of x∗ for some x∗ ∈ {0, . . . , B} and
γ ∈ Γ that has not been found. Let y = p + q with p = VAL(H1(γ1), u)
and q = VAL(H2(γ
2), u), where γ1 + γ2 = γ and let c =
∑
a∈A c(a) · γ
1
a.
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If p ∈ L(H1, c) and q ∈ L(H2, x∗ − c), then y would have been added to
L(H,x∗) due to construction of the algorithm. Thus, we may assume that
p /∈ L(H1, c) or q /∈ L(H2, x∗ − c). Without loss of generality, we assume that
p /∈ L(H1, c). It follows that there exists a non-dominated point r ∈ L(H1, c)
with r ≤ p. Consequently, it holds that r + q ≤ y, which contradicts the as-
sumption that y is non-dominated. Now, let H be a series composition of H1
and H2 and let y = VAL(H(γ), u) again be a non-dominated point for H with
a total interdiction cost of x∗ for some x∗ ∈ {0, . . . , B} and γ ∈ Γ that has not
been found. Let y = (min{p1, q1},min{p2, q2}) with p = VAL(H1(γ1), u) and
q = VAL(H2(γ
2), u), where γ1+γ2 = γ and let c =
∑
a∈A c(a)·γ
1
a. As described
above, if p ∈ L(H1, c) and q ∈ L(H2, x∗ − c), then y would have been added
to L(H,x∗) due to construction of the algorithm. Thus, we may assume that
p /∈ L(H1, c) or q /∈ L(H2, x∗ − c). Without loss of generality, we assume that
p /∈ L(H1, c). It follows that there exists a non-dominated point r ∈ L(H1, c)
with r ≤ p. Consequently, it holds that (min{r1, q1},min{r2, q2}) ≦ y, which
either contradicts the assumption that y is non-dominated or the fact that y
has not been found. ⊓⊔
Corollary 3 Let G be a two-terminal series-parallel graph and let TG be its
decomposition tree. After execution of the dynamic programming algorithm the
following holds for all H in TG and for all x ∈ {0, . . . , B}:
– If H is the parallel composition of H1 and H2, then for all p ∈ L(H,x)
there exists r ∈ L(H1, k) and s ∈ L(H2, x−k) for some k ∈ {0, . . . , x} with
p = r + s.
– If H is the series composition of H1 and H2, then for all p ∈ L(H,x) there
exists r ∈ L(H1, k) and s ∈ L(H2, x − k) for some k ∈ {0, . . . , x} with
p = (min{r1, s1},min{r2, s2}), where r = (r1, r2) and s = (s1, s2).
⊓⊔
Further, the above described dynamic programming algorithm runs in pseudo-
polynomial time.
Theorem 6 The dynamic programming algorithm has a worst-case running-
time complexity of O(B2m3U2 log(BmU)).
Proof First, note that the size of L(H,x) is bounded from above by mU , i.e.,
|L(H,x)| ≤ mU for all x ∈ {0, . . . , B} and for any H in TG. Further, the
decomposition tree TG has 2m − 1 vertices containing m leaf vertices. The
set of non-dominated points for a leaf vertex can be computed in constant
time. Thus, in total O(m) work is involved for all leaf vertices. For each of the
remaining m− 1 vertices, we have to create at most
B∑
x=0
x∑
k=0
|L(H1, k)| · |L(H2, x− k)| ∈ O(B
2m2U2)
labels regardless of H being a series or a parallel composition of H1 and H2,
respectively. Thus, the total number of labels created is in O(B2m3U2). Fur-
ther, we have to check these label sets for non-dominance, which can be done
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in O(B2m3U2 log(B2m3U2)) = O(B2m3U2 log(BmU)), cf. [15]. In total, a
running-time complexity of O(B2m3U2 log(BmU)) is achieved, which con-
cludes the proof. ⊓⊔
Remark 1 Note that the worst-case running-time complexity in case of c(a) =
1 for all a ∈ A reduces to O(m5U2 log(mU)), since B can assumed to be
smaller than m. Further, the computation of L(H,x) in case of H being a
primitive graph simplifies to:
L(H,x) =
{
{(u1(a), u2(a))}, if x = 0
{(0, 0)}, else.
(5)
Thus, the above described dynamic programming algorithm can analogously
be defined in the case of unit interdiction costs, i.e., c(a) = 1 for all a ∈ A.
For the remainder of this article, we assume that c(a) = 1 for all a ∈ A.
Further, note that both attainable maximum flow values VAL(G(γ), ui) lie in
the interval between 0 and mU i, i = 1, 2, for all γ ∈ Γ . With respect to this
setting, we extend the previously presented dynamic programming algorithm
to an FPTAS by partitioning the objective space into polynomially many
subintervals. More specifically, we partition the range between 0 and mU i into
qi intervals in the following way:
[0, (1 + ε)0), [(1 + ε)0, (1 + ε)1), . . . , [(1 + ε)q
i−1, (1 + ε)q
i
),
where qi := ⌈log1+ε(mU
i)⌉ and ε > 0. Note that qi ∈ O(1ε log(mU
i)). Further,
we define two different kinds of label sets over a graph H in TG, denoted by
Aε(H,x) and Lε(H,x) for all x ∈ {0, 1, . . . , B}. The label sets Lε(H,x) are
computed by using the auxiliary label sets Aε(H,x) and, finally, denote an ε-
approximation on the set of non-dominated points in H , where the interdictor
has an interdiction budget of x. The labels in Aε(H,x) are obtained as follows.
For the case of H = (VH , AH) being a primitive graph with VH = {sH , tH}
and AH = {a∗}, where a∗ = (sH , tH), we compute Aε(H,x) for all x ∈
{0, 1, . . . , B}, in the following way:
Aε(H,x) =
{
{((1 + ε)i, (1 + ε)j , γ′)}, if x = 0
{(0, 0, γˆ)}, else,
(6)
where γ′ = (0, . . . , 0) and γˆa equals 1 if a equals a
∗ and 0 otherwise. Further, i
and j are chosen to be the maximal possible indices such that (1+ε)i ≤ u1(a∗)
and (1 + ε)j ≤ u2(a∗), respectively, i.e., i := max{k ∈ N | (1 + ε)k ≤ u1(a∗)}
and j := max{k ∈ N | (1 + ε)k ≤ u2(a∗)}. In the following, we say a label
l = (l1, l2, γl) ∈ Aε(H,x) dominates another label q = (q1, q2, γq) ∈ Aε(H,x)
for some x ∈ {0, 1, . . . , B}, if (l1, l2) ≤ (q1, q2).
In case ofH being the parallel composition ofH1 andH2, we compute Aε(H,x)
as follows:
Aε(H,x) = min
{
x⋃
k=0
Aε(H1, k)⊕Aε(H2, x− k)
}
for x = 0, 1, . . . , B, (7)
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where r ⊕ s := ((1 + ε)i, (1 + ε)j , γr + γs) with
i := max{k ∈ N | (1 + ε)k ≤ VAL(H1(γ
r), u1) + VAL(H2(γ
s), u1)},
j := max{k ∈ N | (1 + ε)k ≤ VAL(H1(γ
r), u2) + VAL(H2(γ
s), u2)}
and R ⊕ S := {r ⊕ s | r ∈ R, s ∈ S}.
If H is the series composition of H1 and H2, we compute Aε(H,x) as follows:
Aε(H,x) = min
{
x⋃
k=0
Aε(H1, k)⊙Aε(H2, x− k)
}
for x = 0, 1, . . . , B, (8)
where r ⊙ s := ((1 + ε)i, (1 + ε)j , γr + γs) with
i := max{k ∈ N | (1 + ε)k ≤ min{VAL(H1(γ
r), u1),VAL(H2(γ
s), u1)}},
j := max{k ∈ N | (1 + ε)k ≤ min{VAL(H1(γ
r), u2),VAL(H2(γ
s), u2)}}
and R ⊙ S := {r ⊙ s | r ∈ R, s ∈ S}.
Note that we simply add up interdiction strategies both in the case of a series
and parallel composition. Using the auxiliary label sets Aε(H,x), we compute
Lε(H,x) as follows. For each label l = (l
1, l2, γl) ∈ Aε(H,x), we compute
l∗ := VAL(H(γl), u) and put it into Lε(H,x). Again, dominated labels
get discarded afterwards. Note that we could simply store this information
additionally in Aε(H,x). However, for the sake of clarity and better readability,
it is useful to be able to refer to both kinds of labels.
Observation 1 Let ε > 0. First, observe that |Aε(H,x)| ≥ |Lε(H,x)| for
all H in TG and for all x ∈ {0, 1, . . . , B}. Second, note that for all p ∈
Lε(H,x) there exists a label q ∈ Aε(H,x) with q = (q1, q2, γ′) and p =
(VAL(H(γ′), u1),VAL(H(γ′), u2)) and (q1, q2) ≦ p for all H in TG and for
all x ∈ {0, . . . , B}.
To prove that this procedure defines an FPTAS for (BMFNI) with unit in-
terdiction costs, we need to show that the points in Lε(G,B) define an ε-
approximation of L(G,B) and that the size of the label sets throughout the
execution of the algorithm is bounded by a polynomial of the size of the prob-
lem instance.
Theorem 7 Let ε > 0. After termination of the approximation scheme de-
fined by formulas (6), (7) and (8), the label set Lε(G,B) defines an ε-approxi-
mation on the set of non-dominated points of the (BMFNI) instance.
Proof Again, we use induction on the size of the decomposition tree TG of G.
Let H = (VH , AH) be a leaf of TG with VH = {sH , tH} and AH = {a∗}. We
need to distinguish two cases, i.e., x = 0 and x > 0. For x = 0, let g be the
unique label in Aε(H, 0) and let γ
g = (0, . . . , 0) be its interdiction strategy.
Thus, we create the unique label q := VAL(H(γg), u) = u(a∗) at Lε(H, 0).
Consequently, it holds for the unique label p ∈ L(H, 0) with p = u(a∗) that
q = u(a∗) ≦ (1 + ε)u(a∗) = (1 + ε)p. For x > 0, let h be the unique label in
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Aε(H,x) and let γ
h be its interdiction strategy with γha equals 1 if a equals a
∗
and 0 otherwise. Thus, we create the unique label q := VAL(H(γh), u) = (0, 0)
at Lε(H,x). Consequently, it holds for the unique label p ∈ L(H,x) with
p = (0, 0) that q = (0, 0) ≦ (1 + ε)(0, 0) = (1 + ε)p.
Now, let H be the parallel composition of H1 and H2. Further, let x ∈
{0, 1, . . . , B} and p ∈ L(H,x) be a non-dominated point. By Corollary 3,
we know that there exist r ∈ L(H1, k) and s ∈ L(H2, x − k) for some k ∈
{0, 1, . . . , x} with r+s = p. By induction hypothesis, we know that there exist
r′ ∈ Lε(H1, k) and s′ ∈ Lε(H2, x−k) with r′ ≦ (1+ε)r and s′ ≦ (1+ε)s. Due
to construction, there exist r′′ ∈ Aε(H1, k) and s′′ ∈ Aε(H2, x − k) such that
r′ = VAL(H1(γ
r′′), u) and s′ = VAL(H2(γ
s′′), u), where γr
′′
and γs
′′
denote
the corresponding interdiction strategies of r′′ and s′′, respectively. Now, two
cases might occur that need to be distinguished. Either there exists a label
q = VAL(H(γ∗), u) ∈ Lε(H,x) with γ
∗ := γr
′′
+ γs
′′
or there exists a label
y = VAL(H(γˆ), u) ∈ Lε(H,x) with y ≦ q for some γˆ ∈ Γ . Since y ≦ q, we only
have to consider the former case. Therefore, let us assume that q ∈ Lε(H,x).
Thus, it holds q = VAL(H(γ∗), u) = VAL(H1(γ
r′′), u) + VAL(H2(γ
s′′), u) =
r′ + s′ ≦ (1 + ε)r + (1 + ε)s = (1 + ε)(r + s) = (1 + ε)p.
Now, let H be the series composition of H1 and H2. Again, let x ∈ {0, . . . , B}
and p ∈ L(H,x) be a non-dominated point. By Corollary 3, we know that
there exist r ∈ L(H1, k) and s ∈ L(H2, x− k) for some k ∈ {0, 1, . . . , x} with
(min{r1, s1},min{r2, s2}) = p. By induction hypothesis, we know that there
exist r′ ∈ Lε(H1, k) and s′ ∈ Lε(H2, x−k) with r′ ≦ (1+ε)r and s′ ≦ (1+ε)s.
Due to construction, there exist r′′ ∈ Aε(H1, k) and s′′ ∈ Aε(H2, x − k) such
that r′ = VAL(H1(γ
r′′), u) and s′ = VAL(H2(γ
s′′), u), where γr
′′
and γs
′′
denote the corresponding interdiction strategies of r′′ and s′′, respectively.
Again, two cases might occur that need to be distinguished. Either there exists
a label q = VAL(H(γ∗), u) ∈ Lε(H,x) with γ∗ := γr
′′
+ γs
′′
or there exists a
label y = VAL(H(γˆ), u) ∈ Lε(H,x) with y ≦ q for some γˆ ∈ Γ . Since y ≦ q, we
only have to consider the first case. Therefore, let us assume that q ∈ Lε(H,x).
Thus, it holds that
q = VAL(H(γ∗), u)
= (min{VAL(H1(γ
r′′), u1),VAL(H2(γ
s′′), u1)},
min{VAL(H1(γ
r′′), u2),VAL(H2(γ
s′′), u2)})
= (min{r
′1, s
′1},min{r
′2, s
′2})
≦ (min{(1 + ε)r1, (1 + ε)s1},min{(1 + ε)r2, (1 + ε)s2})
= (1 + ε)(min{r1, s1},min{r2, s2}) = (1 + ε)p,
which concludes the proof. ⊓⊔
Corollary 4 Let G be a two-terminal series-parallel graph and let TG be its
decomposition tree. After execution of the approximation scheme for some
ε > 0, the label set Lε(H,x) defines an ε-approximation on the set L(H,x)
for all H in TG and for all x ∈ {0, . . . , B}. ⊓⊔
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Theorem 8 The time involved for computing Lε(G,B) is in
O(m3
1
ε2
log2(mU) log(m log(mU)) + Tm3
1
ε2
log2(mU)),
where T denotes the time for solving a maximum flow problem on a two-
terminal series-parallel graph.
Proof First, note that for all x ∈ {0, . . . , B} and for all H in TG the size of the
auxiliary label set Aε(H,x) is bounded from above by ⌈log1+ε(mU)⌉, which
is in O(1ε log(mU)). Further, the decomposition tree TG has 2m − 1 vertices
containing m leaf vertices. The set of non-dominated points in Aε(H,x) for
a leaf vertex can be computed in constant time. Thus, in total O(m) work is
involved for all leaf vertices. For each of the remaining m− 1 vertices, we have
to create at most
B∑
x=0
x∑
k=0
|Aε(H1, k)|·|Aε(H2, x−k)| ∈ O(B
2 1
ε2
log2(mU)) = O(m2
1
ε2
log2(mU))
labels regardless of H being the series or a parallel composition of H1 and H2,
respectively. Thus, the total number of labels created is in O(m3 1ε2 log
2(mU)).
Two maximum flow problems have to be solved for each of those labels, which
is inO(Tm3 1ε2 log
2(mU))). Moreover, we have to check these label sets for non-
dominance, which can be done in O(m3 1ε2 log
2(mU) log(m3 1ε2 log
2(mU))) =
O(m3 1ε2 log
2(mU) log(m 1ε log(mU))), cf. [15]. Using the label set Aε(G,B), we
can compute Lε(G,B) in O(T
1
ε log(mU)), which is in O(Tm
3 1
ε2 log
2(mU)))
and can thus be neglected. In total, we get a running-time complexity of
O(m3
1
ε2
log2(mU) log(m
1
ε
log(mU)) + Tm3
1
ε2
log2(mU)),
which concludes the proof. ⊓⊔
Corollary 5 There is an FPTAS for (BMFNI) on two-terminal series-parallel
graphs with unit interdiction costs constructing an ε-approximation on the set
of non-dominated points.
Proof Follows from Lemma 7 and Lemma 8. ⊓⊔
5 Conclusion
We introduced the biobjective maximum flow network interdiction problem,
called (BMFNI). We showed that (BMFNI) is intractable and that the deci-
sion problem, which asks whether a feasible interdiction strategy is efficient, is
NP-complete, even on graphs with only two vertices and several parallel arcs
connecting those. We showed that (BMFNI) on those graphs can be formu-
lated as a biobjective knapsack problem and can thus be approximated within
arbitrary precision. Lastly, we proposed a dynamic programming algorithm to
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solve (BMFNI) on two-terminal series-parallel graphs, which we extended in
case of unit interdiction costs to a fully polynomial-time approximation scheme
and thus, addressing the gap of approximation schemes in network interdic-
tion problems. In the future, it would be interesting to investigate whether
(BMFNI) can be approximated on two-terminal series-parallel graphs with
arbitrary interdiction costs, or even on general directed graphs.
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