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ABSTRACT 
[CHOZ ] ions exist in two isomeric forms, a quasi-linear carboxyhc structure, OCOH+ (I), 
and a formate structure, O(CH)O+ (II). The latter is known to isomer&e into the former with 
a low rate constant (about lo5 s-l). Configuration interaction ab initio calculations reveal 
that the ion can exist in three low-lying electronic states of different multiplicity and 
symmetry species, a singlet (*‘,4’) and two triplets ( Z3A’ and s3A”), The potential energy 
surfaces cross so that the nature of the lowest state varies as a function of the nuclear 
geometry. The singlet surface (Z’A’) has its deepest minimum for structure I and a subsidiary 
minimum for structure II. The situation is reversed for the Z3A’ state which has its deepest 
minimum for structure II and which exhibits a shallow minimum for structure I. Thus, at low 
energies, the carboxylic and formate ions are respectively in a singlet and in a triplet state. 
These ions lose an oxygen atom on a microsecond time scale by a composite mechanism 
which is subject to a large isotope effect. One of the components of the metastable peak 
corresponds to reaction 
OCOH+ (‘A’) --, O(CH)O+ (3A’) + HCO+ +0 
giving rise to a small kinetic energy release. The second component is due to a spin-orbit 
controlled direct predissociation process, viz. 
OCOH+ (‘A’) + OCOH+ (3A’) + HOC+ +0 
The probability of surface hopping varies as a function of the internal energy between 0 and a 
maximum value of ca. 0.098. The corresponding kinetic energy release is expected to be larger 
for the deuterated than for the hydrogenated compound. Thus, the two components are 
resolved in the deuterated compound, but hardly distinguishable in the hydrogenated species. 
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INTRODUCTION 
There has been much interest in ions of global structure [CHOC], both 
from experimental [l] and theoretical [2-91 viewpoints. Several authors have 
calculated ab initio their equilibrium geometries and have detected two 
isomeric structures: the carboxylic OCOH+ and the formate O(CH)O+ 
cations. On the lowest singlet potential energy surface, the former structure 
appears as a deeper minimum than the latter [4,8,9]. However, the situation 
is reversed for the lowest triplet state. The O(CH)O+ structure has been 
shown [5] to be more stable in the 3A’ than in the ‘A’ state. Bursey et al. thus 
suggest that a correct discussion of the reactivity of the ions requires 
specification of the multiplicity of the reactant. This will be attempted in the 
present paper in which we wish to show that there exist two groups of 
experimental data which indicate that the behaviour of these ions involves 
interactions between singlet and triplet states. 
Two research groups [5,10] have found the O(CH)O+ isomer to rearrange 
spontaneously into the carboxylic structure OCOH+ with a rate constant of 
about lo5 s-l. Such a low value is certainly compatible with a singlet-triplet 
isomerisation process. In addition, there exists another set of puzzling 
measurements whose interpretation leads to the same conclusion. Burgers et 
al. [ll] have observed a metastable fragmentation of the [CXO:] ions 
(X = H or D) which apparently takes place in a different way in each 
isotope. The peak shape is clearly composite (with an important dished 
component) for the deuterated compound, whereas it is apparently simply 
Gaussian for the hydrogenated species. These authors suggest the schemes 
OCOD+ + DOC+ + 0 
characterised by a large kinetic energy release (T’,., = 180 meV), and 
(1) 
OCOD+ + O(CD)O+ + DCO+ + 0 
with a much smaller kinetic energy release ( To.5 = 45 meV). 
(2) 
According to the authors’ published interpretation, the unusual isotope 
effect on the peak shape is due to the fact that only channel (2) is open for 
the hydrogenated species in the time scale of metastable transitions. Now, 
the Wigner-Witmer correlation rules [12] indicate that production of an 
oxygen atom in its triplet ground state plus another fragment in a singlet 
state necessarily implies that the fragmentation process takes place on a 
triplet potential energy surface. If, as is highly probable, reactions (1) and 
(2) involve the lowest state of the reactant, i.e. the OCOX+ structure in a 
singlet state, then, necessarily, reactions (1) and (2) require a surface 
hopping between singlet and triplet states. 
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The purpose of the present paper is to get a qualitatiue knowledge of the 
potential energy surfaces of the lowest electronic states and to identify the 
molecular processes which control reactions (1) and (2). For reasons just 
discussed, particular attention has to be paid to the lowest ‘A’, 3A’, and ‘A” 
states and to the spin-orbit interaction which exists between them. 
COMPUTATIONAL METHODS 
High-quality determinations of the structural properties of the ion are 
available [2-91, but very little exists for a study of its dynamical properties. 
In the latter case, constructing diagrams which represent the potential 
energy surface of the ground state as a succession of equilibrium structures 
separated by transition states, all this plotted along a succession of ill-de- 
fined reaction coordinates, is not the appropriate strategy for two reasons. 
First, in problems in which several electronic states are expected to be 
involved, the use of configuration interaction (CI) wave functions offers 
great advantages over the SCF approximation [13]. Secondly, our aim is to 
inject later on the results of the qualitative analysis which is presented here 
into a statistical expression of the rate constants. In this theory [14,15], a 
partition is made between a set of (usually just two) crucial degrees of 
freedom (including, of course, the reaction coordinate), and the remaining 
set of “spectator” degrees of freedom which play a much less important role. 
The necessary information has to be found in two-dimensional graphs of a 
set of potential energy surfaces extending over a rather large range of the 
nuclear configuration space and this for several electronic states. For practi- 
cal reasons, this inevitably implies restricting the size of the basis set of 
atomic orbitals, at least in a preliminary study. 
Configuration interaction calculations have therefore been carried out 
using a standard Dunning basis set of atomic orbitals (AOs) 1161. For carbon 
and oxygen, we use the [3s2p] contraction of the Huzinaga [9sSp] set. For 
hydrogen, we use the [2s] contraction of the [4s] set, multiplied by a scale 
factor of 1.2. This is a split valence-shell basis, without polarization AOs. As 
a result, quantitative accuracy cannot be expected for the energy gaps and 
barriers derived from the calculations. For each state, the CI wave function 
has been expanded in a set of configuration state functions (CSFs) which 
were generated from two reference configurations. All the singly-excited plus 
part of the doubly-excited configurations have been included in the expan- 
sion. The molecular orbitals (MOs), among which the double excitations 
were ahowed, ranged from 4a’ to 13~’ and from la” to 4a” in the case of 
the singlet matrix. For both triplet states, the range was restricted to 
(4a’-11~‘) and to (la”44a”). 
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For the ‘A’ state, the reference configurations are 
@i = . . . (9a1)2(10a~)2(la”)2 
@, = . . . (9a’)2(la”)2(20”)2 
and the expansion included 1292 CSFs. 
For the 3A’ state, the reference configurations are 
op, = . . . (9~‘)~(2#)‘(3a”)’ 
Qp, = . . . (9a’)‘(10a’)1(2a”)2 
and 1692 CSFs were generated. 
The reference configurations of the 3A” state are 
a5 = . . . (9a’)2(10a’)‘(2a”)1 
Q, = . . . (9a’)‘(2a”)2(3a”)’ 
The size of the CI matrix is equal to 1705. 
The ALCHEMY-MOLECULE system of programs [17] was used 
throughout. 
In order to obtain a simple graphical representation, the surfaces have to 
be plotted as a function of two coordinates only [Fig. 11. Therefore, only 
planar geometries have been considered. One of the CO bond distances has 
been frozen to a value of 1.246 A (i.e. to the equilibrium value calculated by 
Seeger et al. [4]). T wo sets of calculations were then carried out. 
(1) A first set was used to determine the general features and the ordering 
of the lowest potential energy surfaces. These calculations, reported in the 
next section, lead to an interpretation of the isomerisation reaction. For that 
purpose, remaining coordinates have been defined with respect to the centre / / / -J 
0 / / ’ 2 




Fig. 1. Geometry of the [CHOT ] ion in the system of coordinates ( OL, /?). 
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Fig. 2. Geometry of the HOCO+ ion in the system of coordinates (R, 9). 
of mass, G, of the fixed CO bond. The distances GH and GO (between G 
and the mobile atoms) have been frozen to values of 1.5 A and 1.8 A, 
respectively (inspired by the results of previous calculations [4,5]). The 
potential energy surfaces have been plotted as a function of the angles a and 
p defined in Fig. 1. A value of a close to 0” corresponds to the linear 
HOCO+ structure, whereas the other isomer O(CH)O+ implies a = 140 O. 
For these calculations, the method of the intermediate configuration has 
been adopted [18-201: the same MOs have been calculated for the three 
states ‘A’, 3A’, and 3A”. These MOs are eigenfunctions of a unique Hamilto- 
nian corresponding to the fictitious configuration (9a’)*(10a’)‘~*(2a”)* 
(3a”)*‘*, in which all the MOs which appear in the reference configurations 
aI to a6 are occupied. 
As a result of these calculations, localised regions of non-adiabatic 
interaction will be recognised, and reasonable reaction mechanisms will 
emerge. 
(2) Since the previous calculations led to the conclusion that for a 
non-adiabatic reaction the optimum value of a is equal to zero, a second 
series of calculations was then attempted. The potential energy surfaces are 
now plotted as a function of two coordinates (R, +) defined in Fig. 2. 
Coordinate R measures the extension of the breaking CO bond length and #J 
is a polar angle. The fixed CO and OH bond distances were frozen to values 
of 1.246 and 0.969 A, respectively. The corresponding potential energy 
surfaces reveal that at least one of the metastable fragmentations (viz. that 
leading to the production of the HOC+) results from an electronic predis- 
sociation process. 
THE ISOMERISATION PROCESS 
Energy contours for the three states ‘A’, 3A’, and 3A”, are represented in 
Figs. 3-5. The three surfaces are found to cross along loci of intersection 
(the “seams”) which are also represented in these figures. 
The lowest states are the IA and 3A’. The 3A” state is found to lie nearly 
always at a higher energy than the other two. Careful inspection of the 
surfaces (together with additional calculations not reported here) reveals 
that the 3A” state does not play a role in the threshold mechanisms leading 
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Fig. 3. Energy contours of the Z’A state plotted as a function of the coordinates (Y and p. 
The contour interval is 0.02 u (1 a.u. = 27.21 eV). The energies are measured from the energy 
minimum of the state _?_4’. Squares and triangles represent, respectively, the seam between 
the d’A’ and the G3A’ states and the seam between the T?‘A’ and the i3A” states. Diamonds 
represent the lowest energy crossing points between the _?A’ and the G3A’ states (points C, 
C’, C”). 
to isomerisation and fragmentation into HOC’. However, the 3A” state 
might be involved in the final steps leading to the production of the 
fragment HCO+. We shall therefore focus attention on the interaction 
between ‘A’ and 3A’. A schematic view of their ordering is shown in Fig. 6. 
Inspection of Figs. 3-5 reveals the following. 
Fig. 4. Energy contours of the C3A’ state plotted as a function of the coordinates a and p. 
The contour interval is 0.02 u. The energies are measured from the energy minimum of the 
state _$?A’. Squares and dots represent, respectively, the seam between the ?A’ and the Z3A’ 
states and the seam between the a3AA’ and the h3A” states. Diamonds represent the lowest 
energy crossing points between the .?A’ and the H3A’ states (points C, C’, C”). 
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Fig. 5. Energy contours of the i3A” state plotted as a function of the coordinates a and /I. 
The contour interval is 0.02 u. The energies are measured from the energy minimum of the 
state _?‘A’. Triangles and dots represent, respectively, the seam between the _?A’ and ii3A” 
states and the seam between the G3A’ and the g3A” states. 
The i?A’ state 
This state has its deepest minimum around the HOCO+ structure. How- 
ever, large-amplitude motions both of the oxygen and of the hydrogen atoms 
are possible around the CO core, so that the ion is found to have a floppy 
structure, in conformity with previous studies [2-91. A secondary minimum 
corresponding to the O(CH)O+ structure [((Y, j3) = (140 O, 60”)] clearly 
shows up. Both minima are separated by a saddle point around (cy, /3) = 
(120 O, 20 O ). On the whole, there is good agreement with the SCF results of 
Seeger et al. [4]. 
Fig. 6. Schematic view of the potential energy surfaces of the %‘A’ and C3A states. 
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The C3A’ state 
This state exhibits its deepest minimum for the O(CH)O+ structure, as 
already found by Bursey et al. [5] in their SCF ST0 3G calculations 
[(cx, j3) = (140°, 40”)]. T wo secondary minima corresponding to the HOCO+ 
structure also exist. They are symmetrically located around points ((Y, p) = 
(20°, 40”) and (-20”, - 40 O ). These minima are separated by saddle- 
points at (a, j3) = (90”, 40°) and (,20”, 0”). 
The h3AA” state 
This state has also its deepest minimum at the O(CH)O+ structure 
[( cx, /I) = (135 ‘, 40 “)I, and secondary minima at (cy, /?) = (0”, +40”). 
The seams 
Of particular interest is the locus of intersection between the J?A’ and 
C3A’ states, which is represented by squares in Figs. 3 and 4. A perspective 
plot is presented in Fig. 7. The three points at which the intersystem crossing 
requires the least energy are represented by diamonds in these figures. The 
lowest energy crossing takes place at point C [((Y, /I) = (0 O, 45 O )]. Two 
other possibilities exist at points C’ (120”, 20°) and C” (140 O, 60”). 
Mechanisms of isomerisation 
According to measurements carried out by Burgers et al. [lo], the 
O(CH)O+ ions isomerise to the OCOH+ structure with a lifetime of the 
Fig. 7. Perspective plot of the seam between the Z’A’ and G3,4’ states. Diamonds represent 
the lowest energy crossing points between these states (points C’ and C”). 
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order of 10B5 s. As suggested by Bursey et al. IS], it is reasonable to think 
that the O(CH)O* ion reacts in its 3A’ state since (i) this corresponds to its 
most stable structure, and (ii) the ion is created by a collision-induced 
charge stripping from the anion, i.e. by a collision process which need not 
obey any multiplicity conservation rule. The slow isomerisation process thus 
corresponds to the spy-forbidden transition to the HOCO+ ion in its ‘A’ 
state. The most favourable crossing takes place at point C’ [geometry 
(a, 8) = (120°, 200)]. 
However, the spin-forbidden character of the transition alone is probably 
insufficient to account for the observed low rate of isomerisation. The 
process is probably slowed down by additional factors linked to the com- 
plicated shape of the potential energy surfaces. 
THE METASTABLE FRAGMENTATION 
On the basis of the previous results, two mechanisms can be proposed for 
the metastable loss of an oxygen atom. First, a spin-orbit controlled but 
otherwise direct dissociation, in which the reactant always retains the 
quasi-linear structure and which leads to the least stable isomer XOC?. 
XOCO+(“A’) + XOCO+(3A’) + XOC+(‘E+) + O(3P) 0’) 
The sleet-t~plet surface hopping takes place at point C [(a, /3) = 
(O”, 45”)]. 
Secondly, an indirect process, leading to the most stable fragment XCO+ 
via the spin-forbidden isomerisation to the O(CX)O’ structure discussed in 
the previous paragraph. 
XOCO+(*A’) + 0(~X)O+(3A’) --* XCO+(lE’) + O(3P) (2’) 
This is in complete agreement with the mechanism proposed by Burgers 
et al. [ll], except that there is no obvious explanation for the origin of the 
isotope effect. Reaction (2’) accounts for the narrow Gaussian component 
which is not affected by isotope substitution_ But why should reaction (1’) 
contribute to the production of oxygen atoms in the metastable time scale 
for the deuterated compound only and not for the normal compound? 
Additional ab initio calculations were therefore carried out to obtain a more 
explicit picture of this particular reaction. 
These surfaces, plotted as a function of coordinates R and cp are repre- 
sented in Fig. 8 (for the ‘A’ state) and Fig. 9 (for the 3A’ state). Also 
represented is the seam between both surfaces. The minimum energy of the 
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Fig. 8. Potential energy surface of the state _?“A’ plotted as a function of coordinates R and 
9. The contour interval is 0.005 u. The energies are measured from the energy minimum of 
the state *‘A’. The thick line represents the seam between the ,?‘A’ and C3A’ states. 
locus of intersection is located at point R = 1.65 A, + = 50 O. A cross-section 
for the optimal value of the angle + is given in Fig. 10. It represents, as a 
function of the reaction coordinate R, the non-adiabatic reaction path 
responsible for the metastable dissociation leading to the HOC+ fragment. 
Clearly, one has to deal with a spin-orbit controlled predissociation. 
Spin-orbit interaction 
Spin-orbit coupling is an interaction which couples states of different 
multiplicities and allows radiationless transitions between, for example, 
Fig. 9. Potential energy surface of the state H3A’ plotted as a function of coordinates R and 
+. The contour interval is 0.005 u. The energies are measured from the energy minimum of 
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Fig. 10. Section of the potential energy surfaces of the states gl.4’ and d3A’ plotted as a 
function of R (Cp = 50 ’ ). 
singlet and triplet surfaces. According to time-dependent perturbation the- 
ory [21], the transition probability is proportional to the square of an 
off-diagon~ matrix element 
Go=PrI&oIW 
in which 9?r and !Ps refer to the wave functions of the G3A’ and J?A’ states, 
respectively. Each of them is given by a CI expansion in CSFs. Since the 
spin-orbit coupling operator is given by a summation of one-electron 
operators [22], only the pairs of CSFs which differ by, at most, one spin 
orbital contribute to V,,. Each MO is then expanded in the set of the Aas. 
Then, V, is given by a sum of terms [23], each of which is equal to a 
product of LCAO and CI coefficients multiplied by an elementary matrix 
element between AOs called czP 1241. The latter can be estimated from 
experimental spectroscopic data on atoms and elementary ions [25]. This 
leads to a value of about 40 cm-l for Vs,. 
The probability of undergoing a transition from the bound state _?A’ to 
the repulsive E3A’, i.e., the probab~ty of undergoing a predi~~iation 
process (Fig. 10) can then be estimated from the simple Landau-Zener 
formula or from the much more accurate weak-coupling formula [26-281. 
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Both involve the value of Vs, (which has just been calculated) and the 
slopes of the two potential energy curves at the crossing point, whifh can be 
read off Fig. 10. One finds -Fs = 6.48 eV A-’ and F, = - 1.95 eV A-‘. Also 
needed is the value, E,, of the kinetic energy in the reaction coordinate. It is 
equal to the internal energy in the reaction coordinate ( ER) minus that of 
the crossing point (E,). 
E, = E, - Ec = (l/2)/~* 
The Landau-Zener formula becomes very inaccurate as E, -+ 0 and, in 
particular, is unable to account for tunneling [26-281. Since it is precisely 
this energy range which is responsible for the metastable fragmentation, we 
have to abandon it in favour of the more accurate weak-coupling formula. 
The transition probabilities predicted by this equation exhibit an oscillatory 
character of quantum origin, as shown in Fig. 11. That part of the graph 
corresponding to negative values of E, describes the tunnel effect. Also 
represented by broken lines is the Landau-Zener formula. The latter gives 
an average value at high energies only, but fails at lower energies. 
The probability of undergoing a predissociation process is found to 
oscillate as a function of energy between values of zero and approximately 
0.008. Too much attention should not be paid to these oscillations of 
quantum origin. At a given total internal energy, E, they will be washed out 
as a result of the integration over all the possible values in the reaction 
coordinate. Since there is no reason to express doubts about the fact that the 
ions react in a state of microcanonical equilibrium, what is now required is 
an extension of the QET-RRKM theory which would enable us to calculate 
rate constants for non-adiabatic processes. We are currently working on 
expressions in which the rate constant (just as in the usual RRKM/QET 
-0.1 0 0.1 0.2 E,kVI 
Fig. 11. Transition probability plotted as a function of E,, the kinetic energy in the reaction 
coordinate. The broken line represents the Landau-Zener probability and the thick line 
represents the weak-coupling probability. 
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Fig. 12. Kinetic energy releases (I$” and EF) for the dissociation of the HOCO+ and 
DOCO+ ions when the rate constant is equal to lo6 s-l. 
equations) is given by a summation over the various exit channels, each one 
being weighted by the appropriate non-adiabatic transition probability. 
A qualitative explanation of the isotope effect can already be put forward. 
In statistical models based on a state of microcanonical equilibrium, hydro- 
genated compounds are found to react faster than deuterated species. The 
reasons, which have been explained by Forst in the case of an adiabatic 
process [29], remain true for a non-adiabatic reaction [14,15]. Thus, the 
hydrogenated compound is expected to undergo predissociation in the 
metastable time scale at a lower internal energy than the deuterated com- 
pound. As a result, the kinetic energy release will be lower for the former 
than for the latter (Fig. 12). Thus, both dissociation processes (1) and (2) 
take place in competition in both isotopic molecules. However, for HCOC, 
both reactions lead to similar (and relatively small) kinetic energy releases 
and thus to an apparently one-component simple Gaussian signal. On the 
other hand, for DCO,+ the kinetic energy release retains the same value for 
process (2) but is much larger for process (1). Hence the composite nature of 
the peak. Thus, if this interpretation is correct, the metastable fragmentation 
should also be composite in the hydrogenated species, i.e. both fragments 
HOC+ and HCO+ should be produced. In a private communication, we 
have been informed by Burgers et al. that this may indeed be the case. A 
quantitative estimate of the differences in the kinetic energy release of both 
species has to await the development of a theory of rate constants and 
kinetic shifts for non-adiabatic reactions. We will shortly report on this 
[14,15]. 
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