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Abstract: We provide a discussion of the bulk viscosity of two-flavor quark plasma, described
by the Nambu–Jona-Lasinio model, within the framework of Kubo-Zubarev formalism. This
discussion, which is complementary to our earlier study, contains a new, detailed derivation of
the bulk viscosity in the case of multiple conserved charges. We also provide some numerical details
of the computation of the bulk viscosity close to the Mott transition line, where the dissipation is
dominated by decays of mesons into quarks and their inverse processes. We close with a summary of
our current understanding of this quantity, which stresses the importance of loop resummation for
obtaining the qualitatively correct result near the Mott line.
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1. Introduction
Transport coefficients of hot and dense quark plasma are key inputs in the hydrodynamical
description of the heavy-ion experiments at Relativistic Heavy Ion Collider (RHIC) and Large Hadron
Collider (LHC). The matter created in these experiments exhibits a very small ratio of the shear viscosity
to the entropy density, which is close to the lower bound placed by the uncertainty principle [1] and
conjectured on the basis of AdS/CFT duality [2].
The bulk viscosity describes the dissipation in cases where pressure falls out of its equilibrium
value on uniform expansion or contraction of fluid. It vanishes in several cases, e.g., for an
ultrarelativistic or nonrelativistic gas interacting weakly with local forces via binary collisions,
as well as in strongly coupled systems with conformal symmetry. Because at high energies QCD
is almost conformally symmetric, the bulk viscosity of quark-gluon plasma is small in the perturbative
regime [3–6]. At low energies, the conformal symmetry is broken by the quark mass and/or by
dimensionful regularization of the ultraviolet divergences, in which case the bulk viscous effects can
become important. Large values of bulk viscosity were found, in particular, close to the chiral phase
transition line [7,8]. Computations of the QCD bulk viscosity in the strongly coupled regime where
carried out using various methods including lattice simulations [5,9,10], quasiparticle Boltzmann
transport [11–15] and the Kubo formalism [16–18].
The focus of this contribution, which is complementary to our earlier study [16], is the bulk
viscosity of quark matter in the non-perturbative regime as it is realized close to the chiral phase
transition line. The case of bulk viscosity is special because it requires a resummation of an infinite
series of loop diagrams, whereas the remaining coefficient (shear viscosity, thermal and electrical
conductivities) are given by the one-loop result only, see Ref. [19]. Specifically, our aim here is to
provide details of the computation of this quantity which complement our earlier publication [16].
First, we provide a formal derivation of the bulk viscosity coefficient from the Zubarev formalism of
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non-equilibrium statistical operator (NESO) [20,21] in a general setting of relativistic quantum field
theory assuming a system with multiple conserved charges. We then go on to discuss the details of
diagrammatic evaluation of the bulk viscosity within the Nambu–Jona-Lasinio (NJL) model, which
is an effective field theory of QCD that captures its chiral symmetry breaking feature. The main
mechanism of dissipation within this model is provided by the mesonic fluctuations close to the critical
line of chiral phase transition.
Another important ingredient of the diagrammatic evaluation of the two-point correlation function
determining the bulk viscosity is the 1/Nc expansion [22]. Several recent computations of bulk viscosity,
which were based on a Kubo formula and the NJL model, evaluated the relevant correlation function at
the one-loop level [17,18]. However, our recent analysis [16] indicates, that the one-loop approximation
is not consistent with the 1/Nc power counting scheme and a resummation of infinite series of loop
diagrams is required to obtain the leading-order approximation to the bulk viscosity. Below, we
provide some numerical details of this computation.
This work is organized as follows. In Section 2 we review Zubarev’s method of the NESO
and derive a Kubo-type formula for the bulk viscosity. Section 3 is devoted to the application of
the general formalism to the case of two-flavor quark matter described by the NJL model. Our
numerical results for the bulk viscosity are collected in Section 4. Section 5 provides a short summary.
The computation of a Matsubara sum, which is used in the derivation of the Kubo formula, is relegated
to Appendix A. We use the natural (Gaussian) units with h¯ = c = kB = 1, and the metric signature
gµν = diag(1,−1,−1,−1).
2. Bulk Viscosity Formula from the Non-Equilibrium Statistical Operator
The coefficient of the bulk viscosity was computed within the NESO method for the case of a
system without conserved charges in the seminal paper by Hosoya et al. [23]. Our purpose here is to
extend that derivation to the case of systems with multiple conserved charges.
Hydrodynamics of relativistic quantum fluids is described by the energy-momentum tensor
Tˆµν(x) and currents of conserved charges Nˆµa (x). We consider the general case of multiple conserved
charge flavors (e.g., baryonic, electric, etc.) which are labeled by the index a. In this case, these
conservation laws take the form
∂µTˆµν(x) = 0, ∂µNˆ
µ
a (x) = 0. (1)
For systems in the hydrodynamic regime, one can introduce local thermodynamic variables,
such as temperature T(x) ≡ β−1(x), chemical potentials µa(x) and fluid 4-velocity uν(x) as smooth
functions of the space-time coordinates x ≡ (x, t). Below we will specify the (matching) conditions
which are necessary to identify these quantities. Our next step is to define a NESO as
ρˆ(t) = Q−1e−Aˆ+Bˆ, Q = Tre−Aˆ+Bˆ, (2)
with operators defined as
Aˆ(t) =
∫
d3x
[
βν(x)Tˆ0ν(x)−∑
a
αa(x)Nˆ0a (x)
]
, (3)
Bˆ(t) = lim
ε→+0
∫
d3x1
∫ t
−∞
dt1eε(t1−t)Cˆ(x1), (4)
Cˆ(x) = Tˆµν(x)∂µβν(x)−∑
a
Nˆµa (x)∂µαa(x), (5)
where the covariant quantities (c-numbers) are defined as
βν(x) = β(x)uν(x), αa(x) = β(x)µa(x). (6)
Particles 2018, 1, 212-229 3 of 18
Note that the limit ε→ +0 in Equation (4) should be taken only after the thermodynamic limit.
The proper order of taking the thermodynamic and ε → +0 limits guarantees that the NESO in
Equation (2) satisfies the Liouville equation with an infinitesimal source term, which breaks the
time-reversibility of that equation and chooses its retarded solution for positive values of ε [20,21,23].
Equations (2)–(6) generalize the analogous expressions of Refs. [23,24] to the case of a system with
multiple conserved charges.
The first term in the exponent in Equation (2) corresponds to the local equilibrium part of the
statistical operator, defined as
ρˆl(t) = Q−1l e
−Aˆ, Ql = Tre−Aˆ. (7)
The second term in the exponent of Equation (2) is the non-equilibrium part of the statistical
operator, which can be interpreted as a thermodynamic “force”. For small deviations from equilibrium,
it can be treated as a small perturbation. Expanding the NESO around the local equilibrium distribution
and keeping linear in the operator Bˆ terms we find
ρˆ =
[
1+
∫ 1
0
dτ
(
e−τAˆ BˆeτAˆ − 〈Bˆ〉l
)]
ρˆl . (8)
The statistical average of any operator Xˆ(x) can be written now as
〈Xˆ(x)〉 = Tr[ρˆ(t)Xˆ(x)] = 〈Xˆ(x)〉l +
∫
d3x1
∫ t
−∞
dt1eε(t1−t)
(
Xˆ(x), Cˆ(x1)
)
, (9)
where 〈Xˆ(x)〉l is the local equilibrium average and a two-point correlation function has been defined
as [23,24] (
Xˆ(x), Cˆ(x1)
)
=
∫ 1
0
dτ〈Xˆ(x)
[
e−τAˆCˆ(x1)eτAˆ − 〈Cˆ(x1)〉l
]
〉l . (10)
The final point of our general discussion of the NESO method is the procedure by which
the quantities βν and αa are matched with the relevant thermodynamic variables in an arbitrary
non-equilibrium state. This can be achieved by the following matching conditions [20,21,24]
〈eˆ(x)〉 = 〈eˆ(x)〉l , 〈nˆa(x)〉 = 〈nˆa(x)〉l , (11)
where the operators of the energy and charge densities are defined as eˆ = uµuνTˆµν and nˆa = uµNˆ
µ
a .
In these expressions, the fluid 4-velocity uµ, which is normalized to unity uµuµ = 1, should be “tied” to
a physical current. This could be either the energy flow, which specifies the Landau-Lifshitz frame [25]
or the charge flow, which specifies the Eckart frame [26]. In the Landau frame uµ〈Tˆµν〉 = 〈eˆ〉uν,
whereas in the Eckart frame 〈Nˆµa 〉 = 〈nˆa〉uµ. The conditions (11) define the temperature and the
chemical potentials of components as non-local functionals of 〈eˆ(x)〉 and 〈nˆa(x)〉 [27]. However,
the hydrodynamic description requires thermodynamic parameters as local functions of the energy
and charge densities. In practice, this difficulty is circumvented by dividing the fluid into elements
which are in local statistical equilibrium and each of which is independent of the other [28]. In practice,
the local equilibrium values 〈eˆ〉l and 〈nˆa〉l in Equation (11) are then evaluated assuming formally
constant values of β and µa, which are identified by matching 〈eˆ〉l and 〈nˆa〉l to the real values of these
quantities 〈eˆ〉 and 〈nˆa〉 at any given point x. In this way one can construct a fictitious local equilibrium
state, characterized by the thermodynamic parameters β(x) and µa(x), such that it reproduces the local
values of the energy and charge densities at every point of the space and time.
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2.1. Decomposition into Different Dissipative Processes
To identify the different dissipative processes, we now exploit the common decompositions of the
energy-momentum tensor and the charge currents into the ideal and dissipative parts
Tˆµν = eˆuµuν − pˆ∆µν + qˆµuν + qˆνuµ + pˆiµν, (12)
Nˆµa = nˆauµ + jˆ
µ
a , (13)
where pˆ is the operator of pressure; ∆µν = gµν − uµuν is the projection operator onto the 3-space
orthogonal to uµ and has the properties
uµ∆µν = ∆µνuν = 0, ∆µν∆νλ = ∆
µ
λ, ∆
µ
µ = 3. (14)
The dissipative quantities pˆiµν, qˆµ and jˆµa are the operators of the shear stress tensor, energy
diffusion flux and charge diffusion fluxes, respectively, and they satisfy the following conditions
uν qˆν = 0, uν jˆνa = 0, uνpˆi
µν = 0, pˆiµµ = 0. (15)
The operators on the right-hand sides of Equations (12) and (13) can be obtained via the projections
of Tˆµν and Nˆµa
eˆ = uµuνTˆµν, nˆa = uµNˆ
µ
a , pˆ = −13∆µνTˆ
µν, (16)
pˆiµν = ∆µναβTˆ
αβ, qˆµ = uα∆
µ
β Tˆ
αβ, jˆνa = ∆
ν
µNˆ
µ
a , (17)
which in the local rest frame [uµ = (1, 0, 0, 0)] read
eˆ = Tˆ00, nˆa = Nˆ0a , pˆ = −
1
3
Tˆkk , (18)
pˆikl =
(
δkiδl j − 13δklδij
)
Tˆij, qˆi = Tˆ0i, jˆia = Nˆ
i
a. (19)
In Equation (17) we introduced a fourth-rank traceless projector orthogonal to uµ
∆µνρσ =
1
2
(
∆µρ∆νσ + ∆µσ∆νρ
)− 1
3
∆µν∆ρσ. (20)
The hydrodynamic quantities piµν, qµ and jµa are obtained as the statistical averages of the
corresponding operators over the NESO according to Equations (9) and (10). In local equilibrium the
averages of the dissipative operators vanish:
〈qˆµ〉l = 0, 〈 jˆµ〉l = 0, 〈pˆiµν〉l = 0. (21)
To compute the non-equilibrium averages of these operators it is convenient to write the operator
Cˆ given by Equation (5) as a sum of contributions of different dissipative processes according to
Equations (12) and (13). Similar decompositions were performed in Refs. [23,24]. Recalling the
properties (14) and (15) we obtain
Cˆ = eˆDβ− pˆβθ −∑
a
nˆaDαa + qˆλ(βDuλ +∇λβ)−∑
a
jˆλa∇λαa + βpˆiλρσλρ, (22)
where we introduced the covariant time-derivative D = uρ∂ρ, the covariant spatial derivative
∇ρ = ∆ρλ∂λ, the fluid expansion rate θ = ∂ρuρ and the velocity stress tensor via σλρ = ∆λραβ∂αuβ.
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As a first approximation, we can eliminate the terms Dβ, Dαa and Duλ using the equations of ideal
hydrodynamics
Dna + naθ = 0, De+ hθ = 0, hDuλ = ∇λp, (23)
where p = p(e, na) is the equilibrium pressure fixed by an equation of state, and h = e+ p is the
enthalpy density. Choosing e and na as independent thermodynamic variables and using the first two
equations in (23) we can write
Dβ =
(
∂β
∂e
)
na
De+∑
a
(
∂β
∂na
)
e,nb 6=na
Dna = −hθ
(
∂β
∂e
)
na
−∑
a
naθ
(
∂β
∂na
)
e,nb 6=na
, (24)
Dαc =
(
∂αc
∂e
)
na
De+∑
a
(
∂αc
∂na
)
e,nb 6=na
Dna = −hθ
(
∂αc
∂e
)
na
−∑
a
naθ
(
∂αc
∂na
)
e,nb 6=na
. (25)
In the next step we exploit the thermodynamic relations
ds = βde−∑
a
αadna, βdp = −hdβ+∑
a
nadαa, (26)
to obtain (
∂β
∂na
)
e,nb 6=na
= −
(
∂αa
∂e
)
nb
,
(
∂αc
∂na
)
e,nb 6=na
=
(
∂αa
∂nc
)
e,nb 6=nc
, (27)
h = −β
(
∂p
∂β
)
αa
, na = β
(
∂p
∂αa
)
β,αb 6=αa
. (28)
Substituting these relations back into Equations (24) and (25) we obtain
Dβ = βθ
(
∂p
∂e
)
na
, Dαc = −βθ
(
∂p
∂nc
)
e,nb 6=nc
. (29)
Now the first three terms in Equation (22) can be combined as follows
eˆDβ− pˆβθ −∑
a
nˆaDαa = −βθ pˆ∗, (30)
where
pˆ∗ = pˆ−
(
∂p
∂e
)
na
eˆ−∑
a
(
∂p
∂na
)
e,nb 6=na
nˆa. (31)
2.2. Kubo Formula for the Bulk Viscosity
By definition, bulk viscous pressure Π measures the deviation of the thermodynamic pressure
from its equilibrium value, which results from the expansion or compression of the fluid. Therefore,
it might appear at a first glance that the bulk viscous pressure should be identified as 〈 pˆ〉 − 〈 pˆ〉l .
However, it is easy to see that such a definition would be erroneous. To understand the problem, we
go back to the matching conditions (11), which define the local equilibrium state. As explained above,
these conditions are satisfied only if the local equilibrium distribution function is evaluated formally
assuming uniform background values of the thermodynamic parameters, i.e., as if these were constant
in space and time with the given values β(x) and µa(x). Because the local equilibrium distribution (7)
is actually a functional of non-uniform thermodynamic parameters, the average values 〈eˆ〉l and 〈nˆa〉l in
the full computation are shifted from the actual values of e = 〈eˆ〉 and na = 〈nˆa〉 by additional gradient
terms ∆e ≡ 〈eˆ〉 − 〈eˆ〉l and ∆na ≡ 〈nˆa〉 − 〈nˆa〉l , which were neglected in Equation (11). These shifts
bring, in their turn, an additional shift in the equilibrium part of the pressure 〈 pˆ〉l , which should not be
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included in the bulk viscous pressure [4,29,30]. Thus, the bulk viscous pressure should be defined as
the difference between the actual non-equilibrium pressure 〈 pˆ〉 and the equilibrium pressure p(e, na),
which is not equal to 〈 pˆ〉l ≡ p(〈eˆ〉l , 〈nˆa〉l):
p(e, na) = p(〈eˆ〉l + ∆e, 〈nˆa〉l + ∆na) = 〈 pˆ〉l +
(
∂p
∂e
)
na
∆e+∑
a
(
∂p
∂na
)
e,nb 6=na
∆na, (32)
where we kept only the linear terms. Then, the bulk viscous pressure is given by
Π ≡ 〈 pˆ〉 − p(e, na) = 〈 pˆ∗〉 − 〈 pˆ∗〉l , (33)
where we used the definition of pˆ∗ given by Equation (31). From Equations (9), (22) and (30) we
then obtain
Π = −βθ
∫
d3x1
∫ t
−∞
dt1eε(t1−t)
(
pˆ∗(x), pˆ∗(x1)
)
, (34)
where we dropped the correlators between operators of different rank, because they vanish in isotropic
medium according to Curie’s theorem [31]. Introducing the bulk viscosity as
ζ = β
∫
d3x1
∫ t
−∞
dt1eε(t1−t)
(
pˆ∗(x), pˆ∗(x1)
)
, (35)
we rewrite Equation (34) as
Π = −ζθ. (36)
The correlator (35) can be evaluated using uniform background values of thermodynamic
parameters, i.e., as if the system is in global thermal equilibrium. Finally, the bulk viscosity can be
cast in the form of a Kubo formula [23,24]
ζ = − d
dω
ImGRζ (ω)
∣∣∣∣
ω=0
, (37)
where the two-point retarded equilibrium Green’s function in the zero-wavenumber limit is given by
GRζ (ω) = −i
∫ ∞
0
dteiωt
∫
d3x〈[ pˆ∗(x, t), pˆ∗(0, 0)]〉l , (38)
where the square brackets denote a commutator.
3. Bulk Viscosity within the Two-Flavor NJL Model
In this section, we illustrate the computation of the bulk viscosity following Ref. [16]; in doing so
we will provide some numerical details not exposed earlier. The Lagrangian of the two-flavor NJL
model contains scalar-isoscalar and pseudoscalar-isovector channels of interactions among quarks and
is given by
L = ψ¯(i/∂ −m0)ψ+ G2
[
(ψ¯ψ)2 + (ψ¯iγ5τψ)2
]
, (39)
where ψ = (u, d)T is the Dirac field for u and d quarks, m0 = 5.5 MeV is the current-quark
mass, G = 10.1 GeV−2 is the effective coupling and τ is the vector of Pauli matrices in the space
of isospin. The NJL model is regularized with a three-momentum cut-off Λ = 0.65 GeV. Assuming
isospin-symmetry, the only conserved current is the net particle current given by
Nˆµ = ψ¯γµψ. (40)
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The energy-momentum tensor reads
Tˆµν =
i
2
(ψ¯γµ∂νψ+ ψ¯γν∂µψ)− gµνL. (41)
The relevant operator pˆ∗ which enters the Kubo formula (37) with the correlator given by
Equation (38) in the local rest frame reads (see Equations (18) and (31))
pˆ∗ = 1
3
Tˆii −
(
∂p
∂e
)
n
Tˆ00 −
(
∂p
∂n
)
e
Nˆ0. (42)
Inserting Equation (42) back into Equation (38) and using the symmetry relations [Tˆ11, Tˆ22] =
[Tˆ22, Tˆ11] = [Tˆ11, Tˆ33], etc., we obtain
GRζ (ω) = −i
∫ ∞
0 dte
iωt ∫ d3x〈 13 [Tˆ11, Tˆ11] + 23 [Tˆ11, Tˆ22]− 2γ[Tˆ11, Tˆ00]
−2δ[Tˆ11, Nˆ0] + 2γδ[Tˆ00, Nˆ0] + γ2[Tˆ00, Tˆ00] + δ2[Nˆ0, Nˆ0]〉l ,
(43)
where we omitted the arguments of the operators. Substituting here the explicit expressions for Tˆµν
and Nˆµ and switching to the imaginary-time (Matsubara) formalism via the substitutions t → −iτ,
∂t → i∂τ , we obtain
−GMζ (ωn) = 13Π[iγ1∂1, iγ1∂1] + 23Π[iγ1∂1, iγ2∂2]− 2γΠ[iγ1∂1,−γ0∂τ ]
− 2δΠ[iγ1∂1,γ0] + 2γδΠ[−γ0∂τ ,γ0] + γ2Π[−γ0∂τ ,−γ0∂τ ]
+ δ2Π[γ0,γ0] + 2(1+ γ)Π[iγ1∂1, i/∂τ −m0]− 2γ(1+ γ)Π[−γ0∂τ , i/∂τ −m0]
− 2δ(1+ γ)Π[γ0, i/∂τ −m0] + (1+ γ)2Π[i/∂τ −m0, i/∂τ −m0],
(44)
with two-point correlation functions defined as
Π[aˆ, bˆ](ωn) =
∫ β
0
dτeiωnτ
∫
dr〈Tτ(ψ¯aˆψ
∣∣∣
(r,τ)
, ψ¯bˆψ
∣∣∣
0
)〉0, (45)
where ωn = 2pinT, n = 0,±1, . . . are the bosonic Matsubara frequencies; Tτ is the imaginary
time-ordering operator; i/∂τ ≡ −γ0∂τ − iγj∂j, and aˆ and bˆ are either constants or γ-matrices contracted
with partial derivatives. (Note that the correlators which arise from the interaction part of Equation (39)
vanish for ω 6= 0 because of the energy conservation, see Ref. [16] for details). Figure 1 illustrates
diagrammatically the series of the loop diagrams which contribute to the correlation function given by
Equation (45).
Figure 1. Contributions to the two-point correlation functions from O(N1c ) (first and second lines) and
O(N0c ) (the third line) diagrams which are either of zeroth or first order in the coupling constant G.
The interaction vertex Γ stands for the strong (scalar or pseudoscalar) vertex. The operators aˆ and bˆ are
defined in the text.
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Resummation of the Feynman Diagrams
The class of leading-order diagrams which contributes to the correlation function (45) is identified
according to theO(1/Nc) power-counting scheme. In this scheme each diagram is selected according to
its power with respect to the color number Nc, which is determined by the following rules [22]: (a) each
quark loop contributes a factor of Nc, which arises from the trace over the color space; (b) each coupling
G contributes a factor of 1/Nc. It is easy to see that the leading-order diagrams in the correlation
function (45) are of the order of O(N1c ) and involve loop diagrams without vertex corrections, i.e.,
those of the type shown in the first and the second lines in Figure 1. Indeed, the factor Nc associated
with each additional loop is compensated by the factor 1/Nc from an interaction insertion. Therefore,
we conclude that we need to resume an infinite chain of loop diagrams without vertex corrections.
To carry out the resummation, define the single-loop diagram in the momentum space as
Π0[aˆ, bˆ](ωn) = −T∑
l
∫ dp
(2pi)3
Tr
[
aˆD(p, iωl + iωn)bˆD(p, iωl)
]
, (46)
where D(p, iωl) is the full (i.e., dressed) quark propagator defined in the imaginary time, and the
summation is over the fermionic Matsubara frequencies ωl = pi(2l + 1)T − iµ, l = 0,±1, . . . , where
µ is the quark chemical potential. The traces should be taken in Dirac, color, and flavor spaces.
The resummation then leads to
Π[aˆ, bˆ] = Π0[aˆ, bˆ] + G˜Π0[aˆ, Γ]Π0[Γ, bˆ], (47)
where Γ = 1 (the correlators with the pseudoscalar vertex ∝ γ5 vanish because the relevant traces
vanish in the Dirac space). The frequency arguments in Equation (47) were omitted for the sake of
brevity. The effective coupling in Equation (47) is related to the bare coupling G via
G˜(ωn) =
G
1− GΠ0[1, 1](ωn) . (48)
The diagrams involving vertex corrections, such as the one shown in the third line of Figure 1, are
of higher order in the O(1/Nc) power-counting scheme. Thus, the computation of the leading-order
contribution to the bulk viscosity reduces to the calculation of the series of loop diagrams defined by
Equation (47), which in turn requires the evaluation of the single-loop diagram given by Equation (46).
To carry out the sum over the Matsubara frequencies in Equation (46) one needs the frequency
dependence of the operators aˆ and bˆ which arises when aˆ, bˆ ∝ ∂τ [see Equation (44)]. Indeed, in
the frequency space, such dependence translates as ∂τ → −iω¯l ≡ −i(ωl + ωn/2). For such cases,
we separate the iω¯l-dependence by formally factorizing the frequency dependence into a function
f (iω¯l), i.e., we write aˆ...bˆ... = f (iω¯l)aˆ0...bˆ0..., where aˆ0 and bˆ0 do not depend on iω¯l . After summation
over the Matsubara frequencies and subsequent analytical continuation (i.e., iωn = ω+ iδ) we obtain
(see Appendix A for details)
Π0[aˆ, bˆ](ω) =
∫ ∞
−∞
dε
∫ ∞
−∞
dε′
∫ dp
(2pi)3
Tr[aˆ0 A(p, ε′)bˆ0 A(p, ε)]
n˜(ε′) f (ε′ −ω/2)− n˜(ε) f (ε+ω/2)
ε− ε′ +ω+ iδ , (49)
where n˜(ε) = n(ε)− 1/2 with n(ε) = [eβ(ε−µ) + 1]−1 being the Fermi distribution for quarks. Finally,
we separate the real and imaginary parts in Equation (49) by exploiting the Dirac identity
1
x + iδ
= P
1
x
− ipiδ(x). (50)
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From Equations (49) and (50) we find
d
dω
ImΠ0[aˆ, bˆ](ω)
∣∣∣∣
ω=0
= −pi
∫ ∞
−∞
dε
∫ dp
(2pi)3
∂n(ε)
∂ε
f (ε)Tr[aˆ0 A(p, ε)bˆ0 A(p, ε)], (51)
and
ImΠ0[aˆ, bˆ](ω)
∣∣∣∣
ω=0
=
d
dω
ReΠ0[aˆ, bˆ](ω)
∣∣∣∣
ω=0
= 0. (52)
Using Equation (52) we can compute the imaginary part of Equation (47)
d
dω
ImΠ[aˆ, bˆ](ω)
∣∣∣∣
ω=0
= L0[aˆ, bˆ] + G¯L1[aˆ, bˆ] + G¯2L2[aˆ, bˆ], (53)
where
L0[aˆ, bˆ] =
d
dω
ImΠ0[aˆ, bˆ](ω)
∣∣∣
ω=0
, (54)
L1[aˆ, bˆ] = R0[aˆ, 1]L0[1, bˆ] + R0[1, bˆ]L0[aˆ, 1], (55)
L2[aˆ, bˆ] = L0[1, 1]R0[aˆ, 1]R0[1, bˆ], (56)
R0[aˆ, bˆ] = ReΠ0[aˆ, bˆ](ω)
∣∣∣
ω=0
, (57)
G¯ =
G
1− GR0[1, 1] . (58)
To compute the traces in Equations (49) and (51) one needs to exploit the Dirac decomposition of
the spectral function
A(p, p0) = − 1
pi
(mAs + p0γ0 A0 − pγAv), (59)
where m is the quark mass. The coefficients As, A0 and Av can be expressed in terms of the relevant
components of the quark self-energy according to the relations [19,32,33]
Ai(p0, p) =
1
d
[n1$i − 2n2(1+ ri)], d = n21 + 4n22, (60)
where $i = ImΣi, ri = ReΣi, i = s, 0, v, and
n1 = p20[(1+ r0)
2 − $20]− p2[(1+ rv)2 − $2v]−m2[(1+ rs)2 − $2s ], (61)
n2 = p20$0(1+ r0)− p2$v(1+ rv)−m2$s(1+ rs). (62)
From now on we will neglect the irrelevant real parts of the self-energy, which lead to
momentum-dependent corrections to the constituent quark mass in next-to-leading order O(N−1c ) and
will keep only the imaginary parts which were computed in Refs. [19,32,33]. The three components of
the quark self-energy are identified via
ΣR(A) = mΣ(∗)s − p0γ0Σ(∗)0 + pγΣ(∗)v . (63)
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With this input, we can now calculate the relevant correlators entering Equation (44). Computing
the traces and performing the angular integrations in Equations (49) and (51), we find, e.g.,
R0 [1, iγ1∂1] = −
2NcN f
3pi4
∫ ∞
−∞
dε
∫ ∞
−∞
dε′
∫ Λ
0
dp
n(ε)− n(ε′)
ε− ε′ mp
4(A′s Av + As A′v), (64)
L0[iγ1∂1, iγ1∂1] = −
2NcN f
15pi3
∫ ∞
−∞
dε
∫ Λ
0
dp
∂n(ε)
∂ε
p4(−5m2 A2s + 5ε2 A20 + p2 A2v), (65)
where A′i ≡ Ai(p, ε′); Nc = 3 and N f = 2 are the color and flavor numbers, respectively. The remaining
correlation functions can be computed in analogy to Equations (64) and (65); the explicit expressions
are given in Ref. [16].
Inserting the relevant correlators in Equations (37), (44), (53)–(58), we can write the bulk
viscosity as
ζ = ζ0 + ζ1 + ζ2, (66)
where each of the three terms arises from the corresponding terms in Equation (53). The first
(single-loop) term is given by
ζ0 = −
2NcN f
9pi3
∫ ∞
−∞
dε
∂n
∂ε
∫ Λ
0
dpp2
[
2(ax + by + cz)2 − (x2 − y2 + z2)(a2 − b2 + c2)
]
, (67)
where x = 3(1+ γ)m0, y = 3(δ− ε), z = (2+ 3γ)p, a = mAs, b = εA0, and c = pAv. The multiloop
contributions are given by
ζ1 = 2(G¯R¯)I1, ζ2 = (G¯R¯)2 I2, (68)
where the effective coupling G¯ is given by
G¯ =
G
1− R0G , (69)
with the polarization loop
R0 = −
2NcN f
pi4
∫ ∞
−∞
dε
∫ ∞
−∞
dε′ n(ε)− n(ε
′)
ε− ε′
∫ Λ
0
dpp2(aa′ + bb′ − cc′), (70)
and
I1 = −
2NcN f
3pi3
∫ ∞
−∞
dε
∂n
∂ε
∫ Λ
0
dpp2
[
x(a2 + b2 − c2) + 2a(by + cz)
]
, (71)
I2 = −
2NcN f
pi3
∫ ∞
−∞
dε
∂n
∂ε
∫ Λ
0
dpp2(a2 + b2 − c2), (72)
R¯ = −2NcN f
3pi4
∫ ∞
−∞
dε
∫ ∞
−∞
dε′
∫ Λ
0
dpp2
1
ε− ε′
{
[n(ε)− n(ε′)]
× [x(aa′ + bb′ − cc′) + z(a′c + ac′)]+ [yn(ε)− y′n(ε′) + 3
2
(ε− ε′)
]
(a′b + ab′)
}
. (73)
Here the functions a′, b′, c′, y′ are obtained from a, b, c, y defined above by substitution ε→ ε′. Equations
(66)–(73) express the bulk viscosity of quark plasma in terms of the components of its spectral function.
It is remarkable that the multiloop contributions to the bulk viscosity vanish trivially in the chirally
symmetric case, where m0 = 0. Indeed, for massless quarks and temperatures T > Tc, where Tc is the
critical temperature of the chiral phase transition, we find x = 0 and a, a′ ∝ m = 0 in Equation (70).
As a result, we have ζ1,2 = 0 and ζ = ζ0 according to Equations (68) and (66).
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4. Numerical Results
We use the Lorentz components of the quark spectral function, obtained previously in
Refs. [19,32,33], to evaluate numerically the bulk viscosity. We concentrate on the region of the phase
diagram which is located above the Mott transition temperature TM, which is defined as the threshold
temperature at any given chemical potential above which the meson decay into two on-mass-shell
quarks is kinematically allowed. It is identical to the chiral phase transition temperature Tc in the
chiral limit m0 = 0.
To gain insight into the numerical results for the bulk viscosity, it is useful first to analyze the
integrands of Equations (67) and (70)–(73). The integrands of ζ0, I1 and I2 are shown in Figure 2.
Each of these integrands develops a peak structure at p ' |ε|, whereby the height of the peak rapidly
increases with |ε|. The momentum integrals are increasing functions of |ε| as long as |ε| ≤ Λ, and
decreasing for larger energies (because of the momentum cut-off p ≤ Λ, see Figure 2).
0.05
0.1
-1 -0.5 0 0.5 1
 ε [GeV]
0
0.05
0.1
µ = 0(a)
(b) µ = 0.2 GeV
0
0.02
0.04
-1 -0.5 0 0.5 1
 ε [GeV]
0
0.02
(c)
(d)
0
0.1
-1 -0.5 0 0.5 1
 ε [GeV]
0
0.1
(e)
(f)
Figure 2. The integrands of ζ0 (a,b), I1 (c,d) and I2 (e,f) as functions of the quark energy without
(black circles, in GeV units) and with (blue triangles) the factor −∂n/∂ε for vanishing (a,c,e) and finite
(b,d,f) chemical potential. The temperature is fixed at T = 0.26 GeV.
Note that for µ = 0 the integrands are even functions of ε, which reflects the quark-antiquark
symmetry. The factor ∂n(ε)/∂ε breaks this symmetry for non-vanishing chemical potentials by
increasing the contribution of quarks. Thus, we see that the dominant contribution to the bulk
viscosity comes from the modes with p ' |ε|, whereby the quark contribution dominates the antiquark
contribution at non-zero µ.
Now we turn to the three-dimensional integrals R0 and R¯ given by Equations (70) and (73). Their
integrands are strongly peaked at p ' |ε| ' |ε′|, and have two smaller maxima located at p ' |ε|
and p ' |ε′| in the cases where |ε| 6= |ε′|, see Figure 3. As a result, the momentum integrals of these
expressions obtain the main contribution form energies ε′ ' ±ε. We also observe that the height of
each peak increases with |ε| for |ε| ≤ Λ and sharply drops beyond the cut-off. The peak structures
seen above reflect the quasiparticle-like nature of the excitations, which however have non-zero width
because of the meson decay and recombination processes included in our consideration.
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(b)
T = 0.3 GeV
ε2
-ε1ε1
-ε2
Figure 3. The integrands of the integral R0: (a) the inner integrand as a function of quark momentum at
various values of ε and ε′ (shown in GeV units); (b) the p-integral of R0 (solid lines, in GeV units) and
its product with the factor [n(ε)− n(ε′)]/(ε− ε′) (dashed lines) as functions of ε′ for various values of
ε: ε1 = 0.3, ε2 = 0.6 and ε3 = 0.7 GeV.
Figure 4 illustrates the temperature and chemical potential dependence of the integrals I1, I2,
R0 and the renormalized coupling G¯ = G/(1− GR0) [given by Equation (58)]. The behavior of R¯ is
similar to R0 and is not shown. Quantitatively, the three- and two-dimensional integrals R0 and I1, I2,
respectively, show the same behavior, reflecting the importance of the meson decay processes close
to the Mott line. The renormalized coupling G¯ attains its maximum close to the Mott line, where it
exceeds the bare coupling constant roughly by an order of magnitude. Because of this behavior of G¯,
the multiloop contributions to the bulk viscosity given by Equation (68) are expected to be important
close to the Mott temperature.
0.15 0.2 0.25 0.3
T [GeV]
0.1
1
I 2
 
[G
eV
]
µ = 0
µ = 0.1 GeV
µ = 0.2 GeV
µ = 0.25 GeV
10-3
10-2
10-1
-
I 1
 
[G
eV
2 ]
(a)
(b)
0.06
0.08
0.1
R
0 
[G
eV
2 ]
0.15 0.2 0.25 0.3
T [GeV]
0
100
200
G
 
[G
eV
-
2 ]
µ = 0
µ = 0.1 GeV
µ = 0.2 GeV
µ = 0.25 GeV
(c)
(d)
Figure 4. Dependence of the integrals I1 (a), I2 (b), R0 (c) and the renormalized coupling G¯ (d) on the
temperature for several values of the chemical potential. The corresponding Mott lines are shown by
vertical lines. The value of the bare coupling constant G is shown by the solid horizontal line.
The results for the bulk viscosity are shown in Figure 5. The multiloop contributions ζ1
and ζ2 dominate over the one-loop contribution ζ0 in the regime close to the Mott transition line,
where all three components rapidly decrease with the temperature and density. At high enough
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temperatures, the one-loop contribution scales as T3 and dominates over the multiloop contributions.
The net bulk viscosity which is the sum of the one-loop and multiloop contributions then exhibits a
shallow minimum as a function of temperature. From the analysis above, we thus conclude that the
single-loop approximation is justified only at sufficiently high temperatures where multiloop diagrams
are suppressed.
10-4
10-2
100
ζ [
Ge
V3
]
ζ0ζ1ζ2ζ
0.2 0.25 0.3
T [GeV]
10-4
10-2
100
µ = 0.2 GeV
µ = 0 (a)
(b)
Figure 5. The contributions of the single-loop (ζ0) and multiloop (ζ1, ζ2) diagrams to the bulk
viscosity, as well as their sum as functions of the temperature for vanishing (a) and finite (b) chemical
potential. The dotted lines correspond to the chiral limit m0 = 0. The results of the fit formula (74) are
shown by circles.
We now comment briefly on the case where the chiral symmetry is intact, i.e., m0 = 0. In this
case, the multiloop contributions vanish automatically, as explained in Section 3. The bulk viscosity is
then given by the single-loop contribution ζ0 taken in the limit m → 0, which is shown in Figure 5
by the dotted lines for zero and finite chemical potentials. Contrary to the case where m0 6= 0,
here ζ0 is smooth at the Mott temperature and increases with the temperature ∝ T3 in the whole
temperature-density range. We thus conclude that the explicit chiral symmetry breaking is essential
for the correct description of the bulk viscosity in the low-temperature region of the phase diagram,
especially in the region close to the chiral phase transition line.
For completeness, we also compare our results with the shear viscosity η, which was computed
previously in Ref. [19] (see also Refs. [32,33]) by employing the same formalism and approximations.
Figure 6 shows the dependence of the ratios ζ/s and η/s, where s is the entropy density, on the
temperature for several values of the chemical potential [16,19]. For comparison, we also show the
AdS/CFT lower bound 1/4pi on the η/s ratio [2]. We see that both ratios decrease rapidly with the
temperature, but the slope of this decrease is larger in the case of the bulk viscosity in the region which
is close to the Mott transition line. In this regime, the bulk viscosity exceeds the shear viscosity by
factors ζ/η ' 5÷ 20. Thus, in the low-temperature regime close to the Mott transition line the bulk
viscosity is the dominant source of dissipation. It is worth stressing that had we kept only the one-loop
contribution to the bulk viscosity, it would have been negligible compared to the shear viscosity. As ζ
drops much faster than η with the temperature, the shear viscosity is the dominant dissipation channel
at high temperatures.
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Figure 6. The ratio ζ/s as a function of the temperature for several values of the chemical potential.
The corresponding η/s ratios are shown for comparison by crosses. The solid horizontal line shows the
KSS bound [2].
Our numerical results can be fitted using the formula
ζfit(T, µ) = a(y) exp
[
c(y)
T/TM(y)− b(y)
]
+ d(y)T3, (74)
where y = µ/µ0, and µ0 = 0.345 GeV is the value of the chemical potential at which the Mott line
terminates. The coefficients a, b, c, d depend only on the chemical potential and are given by
a(y) = (2.57− 5.65y2)× 10−6 [GeV3], (75)
b(y) = 0.806− 0.055y2 − 0.617y4, (76)
c(y) = 2.89+ 0.96y2 + 12.73y4, (77)
d(y) = 0.082+ 0.02y2. (78)
The relative error of the fit formula (74) is ≤ 10% for chemical potentials µ ≤ 0.2 GeV. The bulk
viscosity according to our fit formula is shown in Figure 5 by empty circles. The fit formula above
should be complemented by a fit to the Mott temperature as a function of the chemical potential, which
is given by the formula
TfitM (µ) = T0
{
1−√γye−pi/(γy) 0 ≤ y ≤ 0.5,√
1.55(1− y) + 0.04(1− y)2 0.5 < y ≤ 1, (79)
where T0 = TM(µ = 0) = 0.213 GeV, and γ = 2.7. The relative accuracy of the formula (79) is ≤ 3% for
chemical potentials µ ≤ 0.32 GeV.
5. Conclusions
In this contribution, we provided a general derivation of the Kubo formula for the bulk
viscosity from Zubarev’s formalism of NESO generalized to systems with multiple conserved charges.
The method was then illustrated on the example of computation of the bulk viscosity of quark
matter in the framework of the two-flavor NJL model. The previous discussion of Ref. [16] has
been supplemented by further details.
The key finding of our work is that at low temperatures and close to the Mott transition line the
overall multiloop contribution to the bulk viscosity is larger than the one-loop contribution. This is in
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contrast to the results found for the shear viscosity and the thermal and electrical conductivities, for
which the single-loop approximation gives the leading-order result [19]. We have shown that the bulk
viscosity decreases with the temperature and the chemical potential in this regime, attains a minimum
and then increases again at higher temperatures where the one-loop contribution becomes dominant.
Phenomenologically interesting is the fact that the bulk viscosity provides the main source of
dissipation of stresses close to the Mott line as it exceeds the shear viscosity in this regime by factors of
5÷ 20. The bulk viscosity drops faster than the shear viscosity as the temperature increases and it becomes
negligible above a certain value of the temperature. Finally, we observed that in the chiral symmetric case,
where the quark masses vanish above the (critical) Mott temperature, the picture is different. In this case,
the multiloop contributions to the bulk viscosity vanish, and consequently the bulk viscosity becomes
negligible compared to the shear viscosity in the entire temperature-density plane.
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Appendix A. Matsubara Summations
To perform the Matsubara summation in Equation (46) we express the full quark propagator in
terms of the quark spectral function
D(p, z) =
∫ ∞
−∞
dε
A(p, ε)
z− ε , (A1)
where the spectral function is defined as
A(p, ε) = − 1
2pii
[
DR(p, ε)− DA(p, ε)
]
, (A2)
with DR/A(p, ε) being the retarded/advanced Green’s functions. According to Equation (A1), D(p, z)
has a branch cut on the real axis, therefore a calculation of the residues gives for the integrand of
Equation (46)
S[aˆ, bˆ](p, iωn) ≡ T∑
l
Tr
[
aˆD(p, iωl + iωn)bˆD(p, iωl)
]
= T∑
l
f (iω¯l)Tr
[
aˆ0D(p, iωl + iωn)bˆ0D(p, iωl)
]
= −
∫
C
dz
2pii
n˜(z) f (z + iωn/2)Tr
[
aˆ0D(p, z + iωn)bˆ0D(p, z)
]
, (A3)
where n(z) = [eβ(z−µ)+ 1]−1 is the Fermi distribution function, and n˜(z) = n(z)− 1/2. The integration
contour C is shown in Figure A1, where the circle should be taken infinitely large in order to include
all poles of the function n(z). Note that due to the fact that ωn does not coincide with ωl for any n and
l, the poles of n(z) do not lie on the branch cuts of C.
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Figure A1. The contour of integration in Equation (A3). The dots correspond to the fermionic
Matsubara frequencies.
We show now that the contribution of the large circle to the integral (A3) vanishes. Because of the
sum rule
∫ ∞
−∞ dεA(p, ε) = const, the quark propagator for large |z| has the scaling D ∝ z−1. Therefore,
for large |z| the integrand in Equation (A3) scales as ∝ n˜(z)zk−2 (recall that f ∝ zk). For the Fermi
distribution function we have the asymptotics n(z) →Rez→∞ 0 and n(z) →Rez→−∞ 1. Substituting
z = Reiφ, dz = iReiφdφ, and performing the limit R→ ∞, we can write for the integral along the circle
SR ∝ −
∫
CR
dz
2pii
zk−2n˜(z) = R
k−1
4pi
[∫ pi/2
−pi/2
dφei(k−1)φ −
∫ 3pi/2
pi/2
dφei(k−1)φ
]
=
Rk−1
pi
{
sin(k−1)pi/2
k−1 , k 6= 1,
0, k = 1.
(A4)
As seen from Equation (A4), the integral vanishes in the limit R→ ∞ if k = 0, 1. If k = 2, we have
SR ∝ R→ ∞, which is purely real and can be dropped since in this case we need only the imaginary
parts of S[ f ] functions. As a result, we need to keep only the integrals along the two branch cuts shown
in Figure A1. Then, using also Equation (A2), we obtain for Equation (A3)
S[aˆ, bˆ](p, iωn) =
∫ ∞
−∞
dεn˜(ε)
{
f (ε− iωn/2)Tr[aˆ0 A(p, ε)bˆ0D(p, ε− iωn)]
+ f (ε+ iωn/2)Tr[aˆ0D(p, ε+ iωn)bˆ0 A(p, ε)]
}
, (A5)
where we took into account that n(ε− iωn) = n(ε). Substituting the spectral representation (A1) into
Equation (A5), changing the variables ε↔ ε′ in the first term and performing analytical continuation
via iωn → ω+ iδ, we find
S[aˆ, bˆ](p,ω) =
∫ ∞
−∞
dε
∫ ∞
−∞
dε′ Tr[aˆ0 A(p, ε′)bˆ0 A(p, ε)]
n˜(ε) f (ε+ω/2)− n˜(ε′) f (ε′ −ω/2)
ε− ε′ +ω+ iδ . (A6)
Substituting this expression into Equation (46), we obtain Equation (49) of the main text.
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