change in their firing properties, nonetheless enhance the responsiveness of the feeding circuit to a specific chemical lip stimulus? Invertebrate neurobiologists have known for some 30 years that steady-state shifts in the soma resting potential of presynaptic neurons can act to modulate their spike-mediated transmitter release [9] [10] [11] [12] , apparently via passive (electrotonic) spread of the potential change to the synaptic terminals, where it affects resting calcium levels. Kemenes et al. [2] used an impressive range of approaches to confirm this mechanism in the cerebral giant cells, including simultaneous electrode impalements of soma and axon, voltage-and calcium-sensitive dye recording, and reconstituting cerebral giant cell synaptic connections in cell culture. They conclude that, even though the cerebral giant cells do not fire more to the CS after paired training, their depolarization-enhanced synapses nonetheless enhance the ability of CS-activated afferent neurons to excite the cerebralbuccal interneurons, increasing feeding responsiveness to the CS. An intriguing aspect of this extrinsic storage scheme is that it allows the feeding network, in principle, to remain in a naïve state throughout the duration of the learning, allowing the animal's frequent spontaneous bouts of feeding to occur unaltered.
The report by Kemenes et al. [2] has relevance well beyond invertebrate neurobiology. Although the ability of soma membrane potential to modulate spike-mediated transmitter release has long been known from invertebrate studies, this mechanism of synaptic plasticity has just recently been described in three different regions of the vertebrate brain [13] [14] [15] [16] . One such locus is the hippocampus, a major site of learning-related synaptic plasticity, so it is presumably just a matter of time before this novel memory mechanism, demonstrated so convincingly here in Lymnaea, is evaluated in the vertebrate brain.
Two lessons emerge from this important study. First, we must now face the fact that neurons can store memory somewhat cryptically, by a simple change in resting membrane potential, with no effect on their firing threshold, tonic firing, or firing responses to inputs. Second, critical memory traces may lurk, again somewhat hidden, outside of the circuits mediating the altered behaviors. The good news for memory researchers is that we are now aware of additional guises that memory traces can take. But this comes with the realization that when searching for the essential plasticity underlying learning we must now look more widely -both within [1] and outside the circuits that mediate the modified behavior -as well as for an ever-broadening array of cellular mechanisms of plasticity. [2, 3] . Indeed, extensive reviews of geographic parthenogenesis in animals [4] and plants [5] have revealed some general patterns. Parthenogenetic populations tend to occur at higher latitudes and higher elevations, at xeric (dry) rather than mesic (moderately wet) sites, or generally in more 'marginal' and 'disturbed' environments. But there is little consent about the reasons for these patterns. The problem is mainly one of confounding factors. A large fraction of natural parthenogens are hybrids, polyploids or both. For example, all known cases of unisexual vertebrates are of hybrid origin and many of them are polyploid [6] , making it impossible to separate the effects of reproductive mode from those of hybridity or polyploidy.
A selective difference directly related to reproductive mode may be that parthenogens adapt poorly to rapid environmental change due to low or (in strictly clonal parthenogens) zero genetic variability among their offspring.
Arguably, the strongest and most rapid environmental changes result from biotic interactions with parasites, predators or competitors. Glesener and Tilman [4] thus point out that the 'marginal' habitats typically occupied by parthenogens are areas characterized by weak biotic interactions. This suggestion is in line with the Red Queen hypothesis for the maintenance of sex, stating that sex is an adaptation to resist coevolving parasites [7, 8] .
Alternatively, parthenogens may predominate in marginal habitats simply because they are better colonizers -a single female is sufficient to found a new population -and because once established, parthenogenetic populations can increase faster by foregoing the cost of producing males. Yet a valid point can also be made that geographic parthenogenesis has little to do with parthenogenesis per se. Instead, it might arise indirectly from selection for elevated ploidy levels or vigorous hybrid genotypes in certain environments. Hence, most studies on geographic parthenogenesis have done little more than document the patterns and discuss them in the light of several plausible hypotheses on their formation. Understandably, this caused frustration, culminating in Kondrashov's [9] dismissal of such studies because ''they clearly cannot lead to rejection of any hypothesis''.
So should we simply stop doing that? A recent paper by Kearney et al. [10] suggests not. Their study does not get around all of the problems mentioned above, but it gains additional insights by comparing the case of geographic parthenogenesis in two very distantly related animals within the same biogeographical settingthe Australian arid zone -and by using the tools of phylogeography to reconstruct the formation and colonization history of parthenogenetic lineages. This comparison has revealed striking similarities between the two cases, suggesting that a general selective force may have favoured the loss of sex in both cases.
The first parthenogenetic animal under scrutiny is the grasshopper Warramaba virgo (Figure 1 ), a diploid hybrid between two undescribed sexual species referred to as 'P169 and 'P196', both restricted to a small arid area of southwestern Australia. The other animal is the parthenogenetic gecko Heteronotia binoei (Figure 1 ), a triploid hybrid between two sexual chromosome races referred to as 'CA6' and 'SM6', occurring in western and central Australia.
For the grasshoppers and the geckos, Kearney et al. [10] collected DNA sequence data of mitochondrial genes from sexuals and parthenogens throughout their ranges. These sequences were used to reconstruct their phylogenetic relationships. In both cases, the data revealed high sequence divergence among the sexual parental taxa, with substantial variation and additional subdivision into geographically restricted lineages within the sexuals. In grasshoppers as well as geckos, there was unambiguous evidence for two distinct lineages of parthenogens with independent origins by hybridization.
In each case, the two parthenogenetic lineages correspond to groups previously recognized based on other traits, the 'Standard' and 'Boulder-Zanthus' phylads in the grasshopper [11] and the '3N1' and '3N2' lineages in the gecko [12] , respectively. Within the parthenogenetic lineages, DNA sequence diversity is extremely low. Because mitochondrial DNA is inherited through mothers only, it is possible to determine the maternal sexual ancestors of hybrid parthenogens. In the grasshopper, this is P169 for both phylads; in the gecko it is a western clade of race CA6 for 3N1 and a western clade of race SM6 for 3N2. In grasshoppers and geckos, the DNA sequences of the more widespread parthenogenetic lineage differ more from those of their maternal sexual progenitors than those of the more geographically restricted lineage, suggesting that the widespread lineages are older.
The interpretation of these patterns is that early, roughly coeval hybridization events in Australia's west formed the parthenogenetic Standard phylad (grasshopper) and the 3N1 lineage (gecko), while later events formed the Boulder-Zanthus phylad and 3N2. Each time, the parthenogens' formation was followed by their eastward expansion in parallel waves. Assuming a molecular clock, the ages of the parthenogens can be estimated from their DNA sequences. These estimates are consistent with this interpretation. Yet the wide confidence intervals typical for such estimates would not allow the exclusion of alternative scenarios.
What could be the forces driving these parallel patterns? The age estimates of parthenogenetic grasshoppers and geckos suggest that they originated and spread in the late Pleistocene, a time when deserts in Australia expanded and contracted in cycles of approximately 100,000 years [13] . Such climatic oscillations may well be the general driving force. First, they alter species ranges and may bring formerly separated species into contact, providing the opportunity for hybridization. Second, they open new habitat, feasibly favouring parthenogens as superior colonizers. In this context, I would like to draw attention to an additional point that I consider somewhat underappreciated. Doncaster et al. [14] have shown mathematically that, because of their genetic similarity, parthenogens may impact their own population growth more than that of sexual competitors. Under strong density-dependence, this may provide sexuals with a competitive edge. Thus, the twofold demographic advantage of parthenogens over sexuals may only be fully realized in expanding populations, contributing to their success under such circumstances.
Obviously, there is still ample room for speculation, highlighting the need for experimental approaches to test hypotheses about the maintenance of sex. Nevertheless, this study shows that by making full use of our everincreasing ability to reconstruct phylogenetic relationships and past environmental changes along a timeline, more can be learnt from such comparative studies than was hitherto appreciated. How do brain systems support our subjective experience of recollection and our senses of familiarity and novelty? A new functional imaging study concludes that each of these functions is accomplished by a distinct component of the medial temporal lobe, shedding new light on the functional organization of this memory system.
Howard Eichenbaum
A central goal of systems neuroscience is to identify the functional organization of the brain's information processing systems. Major successes have been achieved in delineating each of the perceptual systems, as well as motor, attentional and emotional systems. The visual system, for example, is composed of over 30 functionally distinct areas which are hierarchically organized in two
