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Abstract
Let G be a finite group and D2n be the dihedral group of 2n elements.
For a positive integer d, let sdN(G) denote the smallest integer ℓ ∈ N0 ∪
{+∞} such that every sequence S over G of length |S| ≥ ℓ has a nonempty
1-product subsequence T with |T | ≡ 0 (mod d). In this paper, we mainly
study the problem for dihedral groups D2n and determine their exact values:
sdN(D2n) = 2d+⌊log2n⌋, if d is odd with n|d; sdN(D2n) = nd+1, if gcd(n, d) =
1. Furthermore, we also analysis the problem for metacyclic groups Cp⋉sCq
and obtain a result: skpN(Cp ⋉s Cq) = lcm(kp, q) + p− 2 + gcd(kp, q), where
p ≥ 3 and p|q − 1.
Keywords: 1-product sequence, dihedral groups, metacyclic groups,
congruence, odd integer.
1. Introduction
Let G be a finite group and D2n be the dihedral group of 2n elements.
For a finite abelian group G, it is well known that |G| = 1 or G = Cn1 ⊕
Cn2 ⊕ . . .⊕Cnk with 1 < n1|n2| . . . |nk, where r(G) = k is the rank of G and
the exponent exp(G) of G is nk. Set
D
∗(G) := 1 +
r∑
i=1
(ni − 1).
For a finite group G, we define exp(G) to be the maximum value of ord(g)
over all g ∈ G. Obviously, the definition covers the one of exponent of a
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finite abelian group. The Davenport constant D(G) is the minimal integer
ℓ ∈ N0 ∪ {+∞} such that every sequence S over G of length |S| ≥ ℓ has
a nonempty 1-product subsequence. It is easy to see that D(G) ≥ D∗(G)
for any finite abelian group G. Let sk exp(G)(G) denote the smallest integer
ℓ ∈ N0 ∪ {+∞} such that every sequence S over G of length |S| ≥ ℓ has a
nonempty 1-product subsequence T of length |T | = k exp(G), where k is a
positive integer. In this paper, we investigate a following generalization of
D(G) and sk exp(G)(G).
Definition 1. Let G be a finite group. For a positive integer d, let sdN(G)
denote the smallest integer ℓ ∈ N0 ∪ {+∞} such that every sequence S over
G of length |S| ≥ ℓ has a nonempty 1-product subsequence T with |T | ≡ 0
(mod d).
The invariant sdN(G) was introduced by A. Geroldinger etc. [6]. It is
trivial to see that sdN(G) = D(G), if d = 1; sdN(G) ≤ sk exp(G)(G), if d =
k exp(G). In addition, it is easy to see that
S = 1[d−1]S1 ∈ F (G)
is dN-1-product free, where S1 is a 1-product free subsequence of length
D(G)− 1. Hence,
sdN(G) ≥ D(G) + d− 1 (1)
for any positive integer d. In particular, for d = k exp(G) with k ∈ N we
have
k exp(G) +D(G)− 1 ≤ sk exp(G)N(G) ≤ sk exp(G)(G). (2)
For general, the problem of determining sdN(G) is not at all trivial. Recently,
A. Geroldinger etc. [6] determined the exact values of sdN(G) for all d ≥ 1
when G is a finite abelian group with rank at most two. That is,
sdN(G) = D
∗(G⊕ Cd) = lcm(n, d) + gcd(n, lcm(m, d)) + gcd(m, d)− 2
for G ∼= Cm ⊕ Cn with 1 ≤ m|n, and
sdN(G) = D
∗(G⊕ Cd) = lcm(n, d) + gcd(n, d)− 1
for G ∼= Cn. From the above results it follows that sdN(G) can take the lower
bound of (1). Furthermore, they also obtained precise values in the case of
2
p-groups under mild conditions on d. They found that most of these values
can also take the lower bound of (1).
We are interested in the case d = k exp(G) with k ∈ N. From the above
we can see that sknN(Cn) = (k + 1)n− 1 = kn+ n− 1 = skn(Cn). In [3], the
authors proved the following theorem:
Theorem 2 ([3], Theorem 1.1). Let H be an arbitrary finite abelian group
with exp(H) = m ≥ 2, and let G = Cmn
⊕
H. If n ≥ 2m|H| + 2|H|, then
skmn(G) = kmn +D(G)− 1 for all positive integers k ≥ 2.
Combining Theorem 2 with (2) yields the following results:
Corollary 3. Let H be an arbitrary finite abelian group with exp(H) = m ≥
2, and let G = Cmn
⊕
H. If n ≥ 2m|H| + 2|H|, then skmnN(G) = kmn +
D(G)− 1 for all positive integers k ≥ 2.
Hence, sdN(G) can take the upper bound of (2).
In this paper, we mainly study the invariant sdN(D2n) with d odd and
n|d. Since d is odd, then it is easy to see that sd(D2n) = +∞, since x
[N ] is
d-1-product free for any N ∈ N. Thus from Theorem 4 it follows that
d+D(D2n)− 1 = d+ n < sdN(D2n) < +∞ = sk exp(G)(G),
that is, sdN(G) can take the middle values of (2).
We use the following generators and relations for the dihedral group of
order 2n:
D2n = 〈x, y : x
2 = yn = 1, xy = y−1x〉.
Following the notations of [2] and [5], let H be the cyclic subgroup of D2n
generated by y, and letN = D2n\H. It is easy to see thatN = D2n\H = x·H.
For any sequence S ∈ F (D2n), we denote S ∩H and S ∩N by SH and SN ,
respectively.
Our main result is the following:
Theorem 4. Let n, d be positive integers, n ≥ 3. If d is odd and n|d, then
sdN(D2n) = 2d+ ⌊log2n⌋.
Furthermore, if gcd(n, d) = 1, then sdN(D2n) = nd+ 1.
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We also analysis the problem for metacyclic groups Gpq = Cp ⋉s Cq and
obtain a result:
Theorem 5. Let Gpq = 〈x, y : x
p = yq = 1, yx = xys, ordq(s) = p, and p, q
primes〉 be an nonabelian group. If p ≥ 3 and p|q − 1, then
skpN(Gpq) = lcm(kp, q) + p− 2 + gcd(kp, q)
2. Preliminaries
Now we present some key concepts. Let N denote the set of positive
integers and N0 = N ∪ {0}. For real numbers a, b ∈ R, we set [a, b] = {x ∈
Z : a ≤ x ≤ b}. For any x ∈ R, denote ⌊x⌋ by the smallest integer t ≤ x.
For positive integers m, n, denote by gcd(m, n) and lcm(m, n) the greatest
common divisor and the least common multiple of m, n respectively. For
positive integers n and g with (n, g) = 1, let ordn(g) denote the minimal
positive integer ℓ such that gℓ ≡ 1 (mod n).
Let G be a finite group with multiply operation · and unit element 1 and
Cn be the cyclic group. If H is a subgroup of G and H 6= G, then we call H
a proper subgroup of G. Let G• = G \ {1}. Let F (G) be the free abelian
monoid, multiplicatively written, with basis G. The elements of F (G) are
called sequences over G. Let
S = g1 · . . . · gℓ =
∏
g∈G
•
g[vg(S)] ∈ F (G)
with vg(S) ∈ N0 for all g ∈ G. We call vg(S) the multiplicity of g in S, and
if vg(S) > 0 we say that S contains g. We call S a ±-1-product sequence
(1-product sequence) if 1 =
∏ℓ
i=1 g
εi
τ(i) (1 =
∏ℓ
i=1 gτ(i)) holds for some per-
mutations τ of {1, . . . , l}, where εi ∈ {1,−1} for each i ∈ [1, ℓ]. We denote
by Π±(S) (Π(S)) the set of all ±-products (products)
∏ℓ
i=1 g
εi
τ(i) (
∏ℓ
i=1 gτ(i)),
where τ runs over all permutation of [1, ℓ], i.e., Π±(S) = {
∏ℓ
i=1 g
εi
τ(i) : τ
is a permutation of [1, ℓ], εi ∈ {1,−1}} (Π(S) = {
∏ℓ
i=1 gτ(i) : τ is a permu-
tation of [1, ℓ]}). Note that if (G,+, 0) is an additive finite abelian group, then
we can replace ±-1-product by ±-zero-sum. Definite π±(S) = g
ε1
1 ·g
ε2
2 · . . .·g
εℓ
ℓ
(π(S) = g1g2 · . . . · gℓ) to be the specific ±-product (product) of S obtained
by multiplying all elements in the order they appear in S. Denote D±(G)
by the minimal integer ℓ ∈ N such that every sequence S over G of length
|S| ≥ ℓ has a nonempty ±-1-product subsequence.
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If for all g ∈ G we have vg(S) = 0, then we call S the empty sequence.
Apparently, a squarefree sequence over G can be treated as a subset of G.
A sequence S is called squarefree if vg(S) ≤ 1 for all g ∈ G. A sequence
S1 ∈ F (G) is called a subsequence of S if vg(S1) ≤ vg(S) for all g ∈ G, and
denoted by S1 | S. It is called a proper subsequence of S if it is a subsequence
with 1 6= S1 6= S. Let S1, S2 ∈ F (G), we set
S1 · S2 =
∏
g∈G
•
g[vg(S1)+vg(S2)] ∈ F (G).
S1 ∩ S2 =
∏
g∈G
•
g[min{vg(S1),vg(S2)}] ∈ F (G).
S1S
−1
2 =
∏
g|S1
•
g[max{0,vg(S1)−vg(S2)}] ∈ F (G).
In particular, if S2 | S1, we set
S1S
−1
2 =
∏
g∈G
•
g[vg(S1)−vg(S2)] ∈ F (G).
For the sequence S, we list the following definitions:
|S| = ℓ =
∑
g∈G
vg(S) ∈ N0, the length of S;
h(S) = max{vg(S) : g ∈ G} ∈ [0, |S|], the maximum multiplicity of S;
supp(S) = {g ∈ G : vg(S) > 0} ⊆ G, the support of S;
Σ(S) = {
∏
i∈I
gτ(i) : I ⊂ [1, ℓ] with 1 ≤ |I| ≤ ℓ and τ is a permutation of I},
the set of all subproducts of S;
Σ±(S) = {
∏
i∈I
gεi
τ(i) : εi ∈ {1,−1}, I ⊂ [1, ℓ] with 1 ≤ |I| ≤ ℓ and τ is a permutation of I},
the set of all ±-subproducts of S;
Σk(S) = {
∏
i∈I
gτ(i) : I ⊆ [1, ℓ] with |I| = k and τ is a permutation of I},
the set of k-term subproducts of S,
ΣdN(S) = {
∏
i∈I
gτ(i) : I ⊆ [1, ℓ] with d||I| and τ is a permutation on I}.
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In addition, we write
∑
≤k
(S) =
⋃
j∈[1,k]
∑
j
(S),
∑
≥k
(S) =
⋃
j≥k
∑
j
(S),
and
∑
E
(S) = {
∑
(T ) : T |S and 2||T |},
∑
O
(S) = {
∑
(T ) : T |S and 2 ∤ |T |}.
The sequence S is called
• 1-product free if 1 6∈ Σ(S),
• n-1-product free if 1 6∈ Σn(S),
• dN-1-product free if 1 6∈ ΣdN(S),
• a minimal ±-1-product (1-product) sequence if S is nonempty, 1 ∈∑
±(S) (1 ∈
∑
(S)), and every S ′ | S with 1 ≤ |S ′| < |S| is ±-1-
product (1-product) free.
In the process of the proof, we will use some basic results in the zero-sum
theory.
Lemma 6. Let m, n, d be positive integers, m|n, n ≥ 2 and let G be a finite
abelian group, Cn be a cyclic group of order n, D2n be the dihedral group.
Then
(a) D(Cn) = n. If S ∈ F (Cn) is a minimal 1-product sequence of length n,
then S = g[n] for some g ∈ G with ord(g) = n.([7], Theorem 5.1.10.1)
(b) sdn(Cn) = (d+ 1)n− 1. ([7], Corollary 5.7.5)
(c) D(Cm ⊕ Cn) = D
∗(Cm ⊕ Cn) = m+ n− 1. ([7], Theorem 5.8.3)
(d) Cn ⊕ Cd ∼= Cgcd(n,d) ⊕ Clcm(n,d). ([6], Lemma 3.2)
(e) If D∗(G⊕Cd) = D(G⊕Cd), then sdN(G) = D
∗(G⊕Cd). ([6], Proposition
3.3)
(f) D(D2n) = n + 1. ([2], Lemma 4)
(g) s2n(D2n) = 3n. ([2], Theorem 8)
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Lemma 7 ([8], Theorem 1.3). Let S be a sequence of length n in the di-
hedral group D2n, where n ≥ 3.
(1) If n ≥ 4, then the following statements are equivalent:
(i) S is 1-product free;
(ii) S = (yt)[n−1], xys with 1 ≤ t ≤ n − 1, gcd(t, n) = 1 and 0 ≤ s ≤
n− 1.
(2) If n ≥ 3, then S is 1-product free if and only if either S = (yt, yt, xyν)
with t ∈ {2, 3} and ν ∈ {0, 1, 2} or S = (x, xy, xy2).
By the above lemmas, we can easily show following results:
Lemma 8. (i) Let m be a positive integer, and let G be a finite abelian
group. Suppose that S ∈ F (G) is a 1-product free sequence of length
m. Then |
∑
(S)| ≥ |S|. In particular, if |
∑
(S)| = |S|, then S = g[m]
for some g ∈ G with ord(g) > m.
(ii) Let n ≥ 3 be a positive integer and let D2n be the dihedral group. Then
s≤n(D2n) = n+ 1.
Proof. (i) Set
S = g1 · . . . · gm ∈ F (G)
is a 1-product free sequence. It is easy to see that g1, g1g2, g1g2g3, . . . , g1g2·. . .·
gm are distinct, which implies that |
∑
(S)| ≥ |S|. Suppose that |supp(S)| ≥ 2
and let g1 6= g2. Since S is 1-product free, we have that g1, g2, g1g2,g1g2g3, . . . , g1g2·
. . . · gm are all distinct and contained in
∑
(S). This is in contradiction to
|
∑
(S)| = |S|. Hence, |supp(S)| = 1 and then S = g[m] for some g ∈ G with
ord(g) > m.
(ii) Let D2n = 〈x, y : x
2 = yn = 1, xy = y−1x〉. It is easy to see that
S ′ = xy[n−1]
is a 1-product free sequence of length n. Thus it suffices to prove that
s≤n(D2n) ≤ n+ 1.
Fix a sequence S of length n+1. If |SH | ≥ n, then Lemma 6 (a) completes
the proof. If |SH | ≤ n− 1, then |SN | = |S| − |SH | ≥ 2. Take a subsequence
T |S of length n satisfying |TN | ≥ 2. From Lemma 7 it follows that if T ∈
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F (D2n) is a 1-product free sequence of length n, then |TN | = 1. Therefore,
there exists a 1-product subsequence T1|T of length |T1| ≤ n, and we complete
the proof.

The following lemmas and corollaries are repeatedly used.
Lemma 9 ([7]). Let G be a finite abelian group of order n, and let S be a
sequence of n elements in G. Let k = max{vg(S) : g ∈ G} be the maximal
value of repetition of an element occurring in S. Then 1 ∈
∑
≤k(S).
Lemma 10 ([1], Lemma 2.1). Let n ∈ N and (y1, . . . , ys) be a sequence of
integers with s > log2n. Then there exists a nonempty J ⊆ {1, 2, 3, . . . , s}
and εj ∈ {±1} for each j ∈ J such that
∑
j∈J
εjyj ≡ 0 (mod n)
Corollary 11. Suppose that T1 ∈ F (N), T2 ∈ F (H) are two sequences
satisfying that ⌊ |T1|
2
⌋, ⌊ |T2|
2
⌋ > ⌊log2n⌋. Then
(i) there exists a 1-product subsequence T ′1 in T1 satisfying that 2||T
′
1| and
|T ′1| ≤ 2⌊log2n⌋+ 2;
(ii) there exist two disjointing subsequences W1, W2 in T2 satisfying that
1 ≤ |W1| = |W2| ≤ ⌊log2n⌋+ 1 and π(W1) = π(W2).
Proof. The proof of the Corollary is from Proof of Theorem 1.3 of [8]. For
the convenience, we exhibit it here.
(i). Set T1 =
∏•
i∈[1,k]xy
αi. Thus k = |T1| and ⌊
k
2
⌋ > ⌊log2n⌋. From
Lemma 10 it follows that there exists a linear combination of a subset T ′′1 of
{(α1 − α2), (α3 − α4), . . . , (α2⌊k
2
⌋−1 − α2⌊k
2
⌋)}
with coefficients ±1 summing 0 satisfying that v = |T ′′1 | ≤ ⌊log2n⌋ + 1.
Suppose without loss of generality that, in this combination
(α1 − α2), (α3 − α4), . . . , (α2u−1 − α2u)
8
appear with signal −1 and
(α2u+1 − α2u+2), (α2u+3 − α2u+4), . . . , (α2v−1 − α2v),
appear with signal +1. Then
(xyα1 · xyα2) · . . . · (xyα2u−1 · xyα2u) · (xyα2u+1 · xyα2u+2) · . . . · (xyα2v−1 · xyα2v) =
yα2−α1 · . . . · yα2u−α2u−1 · yα2u+2−α2u+1 · . . . · yα2v−α2v−1 = 1
and we find a 1-product subsequence satisfying the conditions of (i).
(ii). By imitating the proof of (i), one can obtain (ii). One can also find
the proof in Lemma 8 of [5].

Lemma 12. Let n ≥ 2 be a positive integer. Then
D±(D2n) ≤ 2⌊log2n⌋ + 2.
Furthermore, if S ∈ F (D2n) is a ±-1-product sequence with |SN | > 0, then
S is 1-product.
Proof. Let D2n = 〈x, y : x
2 = yn = 1, xy = y−1x〉, H = 〈y〉 and N = x ·H .
Suppose that
S = xyα1 , . . . , xyαt , yβ1, . . . , yβk ∈ F (D2n)
is a sequence with |S| = t+ k ≥ 2⌊log2n⌋+ 2. Set
S0 = (α1 − α2), (α3 − α4), . . . , (α2⌊ t
2
⌋−1 − α2⌊ t
2
⌋), β1, . . . , βk.
Thus, |S0| = ⌊
t
2
⌋ + k ≥ ⌊log2n⌋ + 1. By imitating the proof of Corollary 11,
we can find a ±-1-product subsequence in S. The first assertion is c1ear.
It will not be too confusing to suppose that
S = xyα1 , . . . , xyαt , yβ1, . . . , yβk ∈ F (D2n)
is a ±-1-product sequence with |SN | > 0. In addition, it is no loss of gener-
ality to assume that
t∏
i=1
xyαi
∏
j∈I
yβj
∏
ℓ∈I
y−βℓ = 1
9
where I ⊆ [1, k] and I = [1, k] \ I. Thus
t−1∏
i=1
xyαi
∏
ℓ∈I
yβℓxyαt
∏
j∈I
yβj = 1.
The proof of the second assertion is complete.

Lemma 13 ([4]). Let Cn be a cyclic group of order n ∈ N and let S ∈
F (Cn) be a sequence of length |S| ≥ n. If |SH | ≤ |H| − 1 for any proper
subgroup H of Cn, then
∑
(S) = Cn.
Lemma 14 ([10]). Let G be a cyclic group of order n, and let S be a se-
quence of length n− 1 in G. If |SH | ≤ |H| − 1 for any proper subgroup H of
G, and
∑
(S) 6= G, then S = g[n−1] where g is a generator of G.
By Lemma 13 and Lemma 14, we can prove the following lemma which
is crucial in this paper.
Lemma 15. Let n be a positive integer with 2 ∤ n, and let Cn be a cyclic
group of order n. If S ∈ F (Cn) is a sequence of length |S| ≥ n, then S has
a ±-1-product subsequence T with 2 ∤ |T |.
Furthermore, if S is a minimal ±-1-product subsequence of length n, then
S = g[n], where g is a generator of Cn.
Proof. If 1 is contained in S, then T = 1 is ±-1-product with 2 ∤ |T |. Now
suppose that 1 is not contained in S.
Case 1: For any proper subgroup H of Cn, |SH | ≤ |H| − 1.
Then by |S| ≥ n, it is easy to see that S contains an element g0 with
ord(g0) = n. Set
S1 = Sg
−1
0 .
It follows that |S1| ≥ n−1. If
∑
E(S)∩
∑
O(S) 6= φ, then S has two nonempty
subsequences T1 and T2 satisfying that 2||T1|, 2 ∤ |T2| and π(T1) = π(T2). Let
T ′1 = T1T
−1
2 and T
′
2 = T2T
−1
1 . Thus one can obtain that π(T
′
1) = π(T
′
2) and
T ′1T
′
2 is a subsequence of S satisfying that
|T ′1T
′
2| = |T1|+ |T2| − 2|T1 ∩ T2|
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is odd. It follows that T ′1T
′
2 is ±-1-product with 2 ∤ |T
′
1T
′
2|. If
∑
(S1) 6= Cn,
then by Lemma 13 we have |S1| ≤ n − 1. From the choice of S1 it follows
that |S1| = n− 1. Combining the above assumptions with Lemma 14 yields
that S1 = Sg
−1
0 = g
[n−1], where g is a generator of Cn. Set g0 = g
x with
x ∈ [1, n− 1]. Let S ′ = g0g
[n−x] if 2 ∤ x; otherwise let S ′ = g0g
[x]. For 2 ∤ n,
we have that S ′ is a ±-1-product subsequence of odd length.
Now suppose that
∑
E(S) ∩
∑
O(S) = φ and
∑
(S1) = Cn. Thus
∑
E
(S1) ∩
∑
O
(S1) = φ
and
Cn =
∑
(S) =
∑
E
(S) ∪
∑
O
(S) =
∑
(S1) =
∑
E
(S1) ∪
∑
O
(S1).
It follows that
|
∑
E
(S1)|+ |
∑
O
(S1)| = |
∑
E
(S)|+ |
∑
O
(S)| = n.
In addition, we can suppose that g0 ∈
∑
O(S), since otherwise g0 ∈
∑
E(S),
and it follows that there exists a subsequence S ′|S of even length such that
S ′g is a ±-1-product subsequence of odd length. Since
∑
E(S1) ⊆
∑
E(S)
and
∑
O(S1) ⊆
∑
O(S), we must have that
∑
E
(S1) =
∑
E
(S) and
∑
O
(S1) =
∑
O
(S).
Since
∑
O(S) =
∑
O(S1) ∪ (g0 ·
∑
E(S1)) ∪ {g0} =
∑
O(S1) ∪ (g0 ·
∑
E(S1))
and
∑
E(S) =
∑
E(S1) ∪ (g0 ·
∑
O(S1)), we have
g0 ·
∑
E
(S1) ⊆
∑
O
(S1) and g0 ·
∑
O
(S1) ⊆
∑
E
(S1).
Thus |
∑
E(S1)| = |g0 ·
∑
E(S1)| ≤ |
∑
O(S1)| and |
∑
O(S1)| = |g0 ·
∑
O(S1)| ≤
|
∑
E(S1)|. It follows that |
∑
E(S1)| = |
∑
O(S1)|, which implies that n =
2|
∑
E(S1)| is even. This is in contradiction to 2 ∤ n.
Case 2: There exists a proper subgroup N in Cn such that |SN | ≥ |N |.
Then the number of divisors of |N | is less than that of n. The following
proof is by induction on the number k of divisors of n.
If k = 2, then n is a prime. It follows that the unique proper subgroup
H of Cn is {1}. For 1 ∤ S, we have |SH | ≤ |H| − 1. By Case 1, the proof
is complete. Now suppose that the lemma has been established for integers
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less than k. By the induction hypothesis, there exists a subsequence T |SN
such that T is a ±-1-product subsequence of odd length. We complete the
proof of the first assertion.
Let S ∈ F (Cn) be a minimal ±-1-product subsequence of length n. Sup-
pose that S has a decomposition:
S = T1T2
with 1 ≤ |T1| ≤ |T2| and π(T1) = π(T2). For n odd, we must have |T1| 6= |T2|,
i.e., 1 ≤ |T1| < |T2|. By the minimality of S, we have that T1 and T2
are 1-product free and
∑
(T1) ∩
∑
(T2) = π(T1) = π(T2). It follows that
1 6∈
∑
(T1) ∪
∑
(T2) ⊆ Cn, |
∑
(T1)| ≥ |T1| and |
∑
(T2)| ≥ |T2|. Combining
the above results yields that n−1 ≥ |
∑
(T1)∪
∑
(T2)| = |
∑
(T1)|+|
∑
(T2)|−
|
∑
(T1)∩
∑
(T2)| ≥ |T1|+|T2|−1 = |S|−1 = n−1, that is, |
∑
(T1)| = |T1| and
|
∑
(T2)| = |T2|. By Lemma 8 (i), we have that T1 = g
[|T1|]
1 and T2 = g
[n−|T1|]
2
for some g1, g2 ∈ Cn with ord(g1) > |T1| and ord(g2) > n − |T1|. For
π(T1) = π(T2), we have g
|T1|
1 = g
n−|T1|
2 , i.e., g
|T1|
1 · g
|T1|
2 = 1. Combining
this with 1 ≤ |T1| < |T2| = n − |T1| yields that g
[|T1|]
1 g
[|T1|]
2 is a proper ±-1-
product subsequence of S, a contradiction. Hence, S is a minimal 1-product
subsequence of length n. By Lemma 6 (a), we complete the proof.

3. The proof of Theorem 4
Lemma 16 ([5], Lemma 7). Let G be a finite abelian group of order n and
let r ≥ 2 be an integer. Suppose that S is a sequence of n + r − 2 elements
in G. If 1 /∈
∑
n(S), then |
∑
n−2(S)| = |
∑
r(S)| ≥ r − 1.
Lemma 17 ([9], Lemma 2.2). Let A, B be two subsets of a finite group
G. If |A|+ |B| > |G|, then A+B = G, where A+B = {ab : a ∈ A, b ∈ B}.
Theorem 18. Let n be a positive integer, n ≥ 3. If n is odd, then
snN(D2n) = 2n+ ⌊log2n⌋.
Proof. Let D2n = 〈x, y : x
2 = yn = 1, xy = y−1x〉, H = 〈y〉 and N = x ·H .
In addition, for any sequence S ∈ F (D2n), we denote S ∩H and S ∩ N by
SH and SN , respectively. Set W = x
[2n−1]
∏•⌊log2n⌋−1
i=0 y
2i. For 2 ∤ n, it is easy
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to see that |W | = 2n + ⌊log2n⌋ − 1 and W is nN-1-product free. Thus it
suffices to prove that sn(D2n) ≤ 2n+ ⌊log2n⌋.
Fix a sequence S of length 2n + ⌊log2n⌋. Let ϕα be a homomorphism
mapping: D2n → D2n with ϕα(x) = xy
α and ϕα(y) = y, where α is an
integer. It is easy to see that for any integer α, T is a 1-product subsequence
of S iff ϕα(T ) is a 1-product subsequence of ϕα(S). It follows that if ϕα(S)
has a 1-product subsequence ϕα(T ) with |ϕα(T )| ≡ 0 (mol n), then T is a
1-product subsequence of S with |T | ≡ 0 (mol n). Hence, we can suppose
that the term with the maximal multiplicity in SN is x.
Set
SN = x
[h(SN )](a1, a1), . . . , (ar, ar), T1, (c1, . . . , cu), (3)
where h(SN ) is the maximal multiplicity in SN and T
′ := T1(c1, . . . , cu) is
squarefree with a maximal 1-product subsequence T1 (T1 may be empty)
and a 1-product free subsequence T ′(T1)
−1. Obviously, |T ′| ≤ n − 1 (Since
x ∤ T ′), |T1| is even and c1, . . . , cu are distinct. By Corollary 11, we have
u ≤ 2⌊log2n⌋ + 1. In addition, set
SH = (b1, b1), . . . , (bs, bs), T2, (d1, . . . , dv), (4)
where T ′′ := T2(d1, . . . , dv) is squarefree and T2 is a maximal ±-1-product
subsequence with 2||T2| in T
′′ (T2 may be empty). Obviously, d1, . . . , dv are
distinct. By Corollary 11, we have v ≤ 2⌊log2n⌋ + 1. Let
S0 = (c1, . . . , cu)(d1, . . . , dv) = (xy
α1, . . . , xyαu)(yβ1, . . . , yβv). (5)
Thus |S0| = u + v ≤ 4⌊log2n⌋ + 2, |S(S0)
−1| ≥ 2n − 3⌊log2n⌋ − 2 and
|T1|+ |T2|+ |S0| ≤ 2n− 1 (Since x ∤ T1S0).
If there exists a 1-product subsequence of length n in SH , then we are
done. Hence, we can suppose that SH is n-1-product free. By Lemma 6
(b), we must have that |SH | ≤ 2n − 3 and then |SN | ≥ ⌊log2n⌋ + 2 ≥ 3.
If h(SN) = 1, then SN is squarefree and suppose SN = (c
′
1, c
′
2, . . . , c
′
u′). It
follows that c′1c
′
2, . . . , c
′
1c
′
u′ are distinct. Thus |
∑
2(c
′
1, c
′
2, . . . , c
′
u′)| ≥ u
′ − 1.
Since |SH | = |S| − |SN | = 2n + ⌊log2n⌋ − u
′ and SH is n-1-product free,
Lemma 16 implies that |
∑
n−2(SH)| ≥ n+ ⌊log2n⌋ − u
′ + 1. It follows that
|
∑
n−2
(SH)|+ |
∑
2
(c′1, c
′
2, . . . , c
′
u′)| ≥ n + ⌊log2n⌋ > n.
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By Lemma 17 we have
1 ∈
∑
n−2
(SH) +
∑
2
(c′1, c
′
2, . . . , c
′
u′) ⊆
∑
n
(S).
Suppose now that h(SN ) ≥ 2. If SH has a minimal ±-1-product subse-
quence T of odd length, then by Lemma 15 one can obtain that |T | ≤ n. If
|T | = n, then Lemma 15 implies that T = g[n], where g is a generator of H ,
that is, T is a 1-product subsequence of length n. Suppose that |T | ≤ n− 2.
It will not be too confusing to assume that
(ST−1)N = SN = x
[h(SN )], (a1, a1), . . . , (ar, ar), T1, (c1, . . . , cu),
with h(SN) ≥ 2, and
(ST−1)H = (b1, b1), . . . , (bs, bs), T2, (d1, . . . , dv).
with symbols having the same meaning as (4). Thus we can suppose that
|T | + h(SN ) + 2r + 2s ≤ n − 1, since otherwise there exist 2h ∈ [1, h(SN)],
r1 ∈ [0, r] and s1 ∈ [0, s] such that
x[2h], (a1, a1), . . . , (ar1, ar1), (b1, b1), . . . , (bs1 , bs1), T
is a 1-product subsequence of length n. Hence, |T1| + |T2| + u + v = |S| −
(|T |+ h(SN) + 2r + 2s) ≥ n + 1 + ⌊log2n⌋. Let
A = {i ∈ [0, n−1] : xyi|T1(c1, . . . , cu)} and B = {j ∈ [0, n−1] : y
j|T2(d1, . . . , dv)}.
Thus |A ∪ B| ≤ n. Since T1(c1, . . . , cu) and T2(d1, . . . , dv) are squarefree, we
have that n ≥ |A∩B| = |A|+|B|−|A∪B| = |T1|+u+|T2|+v−|A∪B| ≥ 1+
⌊log2n⌋. Combining the above results yields that |T |+h(SN)+2r+2s+2|A∩
B| = |S|+ |A∩B| − |A∪B| ≥ n+1+2⌊log2n⌋. Set SAB =
∏•
i∈A∩B(y
i, xyi).
Thus we can easily find a 1-product subsequence of length n in
x[h(SN )], (a1, a1), . . . , (ar, ar), (b1, b1), . . . , (bs, bs), T, SAB.
In the following, let h(SN) ≥ 2 and suppose that SH does not have ±-
1-product subsequences of odd length. Thus by Lemma 15 we must have
that |SH | ≤ n − 1 and |SN | = |S| − |SH | ≥ n + 1 + ⌊log2n⌋. It follows from
(4) that (d1, . . . , dv) does not have ±-1-product subsequences of even length.
Combining this with the assumption of SH yields that
(d1, . . . , dv) (6)
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is ±-1-product free. This continues to imply that v ≤ ⌊log2n⌋ by Lemma
10. Again by the assumption of SH , we have that 1 ∤ SH which implies that
|T2|+ v ≤ n− 1. For |T1|+ u ≤ n− 1, we have |T1|+ u+ |T2|+ v ≤ 2n− 2.
Firstly, suppose that |T1|+ u+ |T2|+ v = 2n− 2. Set
A = {i ∈ [1, n−1] : xyi|T1(c1, . . . , cu)} and B = {j ∈ [1, n−1] : y
j|T2(d1, . . . , dv)}.
Since x ∤ T1(c1, . . . , cu) and 1 ∤ SH , we have |A ∪ B| ≤ n− 1. It follows that
n− 1 ≥ |A∩B| = |A|+ |B| − |A∪B| = |T1|+u+ |T2|+ v−|A∪B| ≥ n− 1,
i.e., |A ∩ B| = n− 1. It is easy to see that
(x, x)
∏
i∈A∩B
•
(yi, xyi)
is a 1-product subsequence of length 2n.
Secondly, suppose that |S0| ≤ ⌊log2n⌋. Then |SN(S0)
−1| ≥ n + 1 and
|S(S0)
−1| ≥ 2n. Set S = S(S0)
−1, if |S(S0)
−1| is even; set S = S(S0, x)
−1, if
|S(S0)
−1| is odd. For the latter case, we must have that |S(S0)
−1| ≥ 2n+ 1.
Hence, |S| is even and |S| ≥ 2n. By (3) and (4), one can easily obtain that
SN is 1-product and SH is ±-1-product satisfying that |SN | ≥ 2 and |SN |,
|SH | are even. Combining them with Lemma 12 yields that S is 1-product.
If |S((b1, b1), . . . , (bs, bs))
−1| ≤ 2n, then there exists s1 ∈ [0, s] such that
S((b1, b1), . . . , (bs1 , bs1))
−1
is a 1-product subsequence of length 2n. Suppose that |S((b1, b1), . . . , (bs, bs))
−1| >
2n. Since |T1| + |T2| ≤ |T1| + u + |T2| + v ≤ 2n − 2, there exists r1 ∈ [0, r]
and ℓ ∈ [1, h(SN)] such that
x[ℓ], (a1, a1), . . . , (arl, arl), T1, T2
is a 1-product subsequence of length 2n.
Finally, by the above analysis, it suffices to prove that if h(SN) ≥ 2, SH
does not have ±-1-product subsequences of odd length, |T1|+ u+ |T2|+ v ≤
2n− 3 and |S0| ≥ ⌊log2n⌋ + 1, then there exists a 1-product subsequence of
length 2n in S. In the following, we distinguish two cases in terms of whether
or not h(SN ) ≥ ⌊log2n⌋ + 1.
Case 1: h(SN) ≥ ⌊log2n⌋+ 1.
Let ψ be a map D2n → Cn with ψ(xy
α) = α and ψ(yβ) = β. It follows
from (5) that
ψ(S0) = (α1, . . . , αu)(β1, . . . , βv)
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with |ψ(S0)| = |S0| ≥ ⌊log2n⌋ + 1. By Lemma 10, we have that
ψ(S0) = ψ(L1), . . . , ψ(Lk), ψ(L
′)
where k ≥ 1, ψ(Li) is minimal ±-zero-sum with |Li| = |ψ(Li)| ≤ ⌊log2n⌋+ 1
for 1 ≤ i ≤ k and |L′| = |ψ(L′)| ≤ ⌊log2n⌋. Suppose that Li = L
′
iL
′′
i with
σ±(ψ(Li)) = σ(ψ(L
′
i))−σ(ψ(L
′′
i )) = 0. In addition, we have L
′
i = L
′
iHL
′
iN and
L′′i = L
′′
iHL
′′
iN , where L
′
iHL
′′
iH = Li ∩H = LiH and L
′
iNL
′′
iN = Li ∩N = LiN .
By a reasonable rearrangement for the signals ±1 appearing in ψ(L′i) and
ψ(L′′i ), we have that for any k1 ∈ [1, k]
|
k1∑
i=1
|L′iN | −
k1∑
i=1
|L′′iN || ≤ ⌊log2n⌋ + 1
and ∆ :=
∑k
i=1 |L
′
iN | −
∑k
i=1 |L
′′
iN | ≥ 0. Since h(SN) ≥ ⌊log2n⌋ + 1 ≥ ∆, we
have
S ′0N := L
′
1N , . . . , L
′
kN
and
S ′′0N := x
[∆], L′′1N , . . . , L
′′
kN
with |S ′0N | = |S
′′
0N |. Since ψ(Li) is minimal ±-zero-sum for 1 ≤ i ≤ k, it is
easy to see that
∏
xyαi |S′
0N
,xy
αj |S′′
0N
(xyαj · xyαi)
k∏
i=1
π(L′iH)
k∏
i=1
(π(L′′iH))
−1
= yσ(ψ(S
′
0N ))−σ(ψ(S
′′
0N )) · y
∑k
i=1(σ(ψ(L
′
iH ))−σ(ψ(L
′′
iH )))
= y
∑k
i=1(σ(ψ(L
′
iH
))+σ(ψ(L′
iN
))−σ(ψ(L′′
iH
))−σ(ψ(L′′
iN
)))
= y
∑k
i=1(σ(ψ(L
′
i))−σ(ψ(L
′′
i ))) = y
∑k
i=1(σ±(ψ(Li))) = 1.
It follows that
S := x[∆], L1, . . . , Lk, T1, T2 (7)
is ±-1-product with (L1, . . . , Lk, T1, T2) squarefree. If |S| = 2n, then |T1| +
u + |T2| + v ≤ 2n − 3 implies that |SN | ≥ ∆ > 0. Combining this with
Lemma 12 yields that S is a 1-product subsequence of length 2n, we are
done. Suppose that |S| < 2n. For |L′| ≤ ⌊log2n⌋, we have |S(L
′)−1| =
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|S|+h(SN)−∆+2r+2s ≥ 2n. Since |(S(L
′)−1)N | > 0, one can obtain that
S(L′)−1 is 1-product. Thus there exists △′ ∈ [0, h(SN) −∆], r1 ∈ [0, r] and
s1 ∈ [0, s] such that
S
′
:= S, x[△
′], (a1, a1), . . . , (ar1, ar1), (b1, b1), . . . , (bs1, bs1)
satisfies that |S
′
| = 2n and |(S
′
)N | > 0. It follows that S
′
is a 1-product
subsequence of length 2n.
Now suppose |S| > 2n. Since |T1|+|T2|+|S0| = |T1|+u+|T2|+v ≤ 2n−3,
by (7) we must have △ ≥ 4. Combining this with ∆ ≤ ⌊log2n⌋ + 1 yields
that n ≥ 9. In (7) we suppose that
S1 := x
[∆], L1, . . . , Lk.
Combining the above results with (3), (4) yields that S1 is ±-1-product with
|S1| ≤ ∆ + u + v ≤ 5⌊log2n⌋ + 3 ≤ 2n. In addition, it is easy to see that S
and S1 are 1-product. Set
S
′′
= S, x[h(SN )−∆−σ], (a1, a1), . . . , (ar, ar), (b1, b1), . . . , (bs, bs)
S
′′
1 = S1, x
[h(SN )−∆−σ], (a1, a1), . . . , (ar, ar), (b1, b1), . . . , (bs, bs)
(8)
where σ = 0 if h(SN)−∆ is even; σ = 1 if h(SN )−∆ is odd. Thus S
′′
and
S
′′
1 are also 1-product with S
′′
= S
′′
1T1T2 and |S
′′
| ≥ |S| > 2n. In addition,
we can suppose that |S
′′
1| < 2n, since otherwise by |S1| ≤ 2n we can easily
find a 1-product subsequence of length 2n in S
′′
1.
Since |S| > 2n and ∆ ≤ ⌊log2n⌋+1, from (5) and (7) one can obtain that
S(x[∆])−1 = T1T2S0(L
′)−1 is squarefree with |S(x[∆])−1| = |T1| + |T2| + u +
v− |L′| ≥ 2n−⌊log2n⌋. Since |T1|+ u ≤ n− 1 and |T2|+ v ≤ n− 1, we have
that n−⌊log2n⌋+1 ≤ |T1|+u ≤ n−1 and n−⌊log2n⌋+1 ≤ |T2|+v ≤ n−1.
Suppose that
T1, (c1, . . . , cu) = C1, . . . , Cu1,
and
T2, (d1, . . . , dv) = D1, . . . , Dv1,
where the power exponents of y in each Ci, Dj are continuous and
max{t : xyt|Ci}+ 1 < min{t
′ : xyt
′
|Ci+1},
max{l : yl|Dj}+ 1 < min{l
′ : yl
′
|Dj+1}.
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From this we can obtain two maximal subsequences:
F1, . . . , F2ω|T1(c1, . . . , cu)
and
(G1, G
′
1), . . . , (Gλ, G
′
λ)|T2(d1, . . . , dv)
satisfying that |Fi| = 2 and π(Fi) = y for 1 ≤ i ≤ 2ω; Gj = {y
αj , yαj+1} and
G′j = {y
βj , yβj+1} for 1 ≤ j ≤ λ. It is easy to see
n− ⌊log2n⌋ + 1 ≤ |T1|+ u =
u1∑
i=1
|Ci| ≤ n− u1 + 1
and
n− ⌊log2n⌋ + 1 ≤ |T2|+ v =
v1∑
j=1
|Dj| ≤ n− v1 + 1
Thus
4ω =
2ω∑
i=1
|Fi| ≥
u1∑
i=1
2(⌊
|Ci|
2
⌋)−2 ≥
u1∑
i=1
(|Ci|−1)−2 = |T1|+u−u1−2 ≥ n−2⌊log2n⌋−1.
Similarly,
4λ ≥
v1∑
j=1
(|Dj| − 1)− 2 = |T2|+ v − v1 − 2 ≥ n− 2⌊log2n⌋ − 1.
In addition,
∏ω
i=1(π(F2i−1) ·π(F
−1
2i )) = 1 and
∏λ
j=1((y
αj ·(yαj+1)−1) ·((yβj)−1 ·
yβj+1)) = 1. Thus F1, . . . , F2ω is 1-product and (G1, G
′
1), . . . , (Gλ, G
′
λ) is ±-
1-product. From (3) and (6) we know that (c1, . . . , cu) is 1-product free and
(d1, . . . , dv) is ±-1-product free. Hence, we can suppose that
F1, . . . , F2ω|T1
and
(G1, G
′
1), . . . , (Gλ, G
′
λ)|T2.
In (8), suppose h(SN)−∆− σ + 2r + 2s ≥ 2. It is easy to see that
S
′′′
:= S
′′
(F1, . . . , F2ω, (G1, G
′
1), . . . , (Gλ, G
′
λ), (z, z))
−1
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is a 1-product subsequence where (z, z)|S
′′
(S)−1. In addition, |S
′′′
| = |S
′′
| −
4ω − 4λ − 2 ≤ |S| − 4ω − 4λ − 2 ≤ 5⌊log2n⌋ ≤ 2n. For |S
′′
| > 2n, there is
σ = 0 or 1, ω1 ∈ [0, ω] and λ1 ∈ [0, λ] such that |S
′′′
|+ 4ω1 + 4λ1 + 2σ = 2n
where σ = 0, if 2n − |S
′′′
| ≡ 0 (mod 4); σ = 1, if 2n − |S
′′′
| ≡ 2 (mod 4).
Thus,
S
′′′
, F1, . . . , F2ω1 , (G1, G
′
1), . . . , (Gλ1 , G
′
λ1
), (z, z)σ
is a 1-product subsequence of length 2n.
If h(SN)−∆− σ + 2r + 2s ≤ 1, then h(SN)−∆− σ ≤ 1 and r = s = 0.
It follows that
S = x[h(SN )], T1(c1, . . . , cu)T2(d1, . . . , dv).
From (8), we know that h(SN)−∆−σ is even. Thus h(SN)−∆−σ = 0. For
∆ ≤ ⌊log2n⌋+ 1, we have h(SN ) = ∆+ (h(SN)−∆− σ) + σ ≤ ⌊log2n⌋+ 2.
Thus |T1|+ u+ |T2|+ v = |S| − h(SN) ≥ 2n− 2. This is in contradiction to
|T1|+ u+ |T2|+ v ≤ 2n− 3.
Case 2: h(SN) ≤ ⌊log2n⌋.
By (3), we have that ψ(SN ) = 0
[h(SN )]ψ(SN1), where ψ is a map: D2n →
Cn with ψ(xy
α) = α, ψ(yβ) = β, and SN1 = SN(x
[h(SN )])−1. For |SN | ≥ n +
⌊log2n⌋+1, we have that |SN1| = |ψ(SN1)| ≥ n+⌊log2n⌋+1−h(SN) ≥ n. By
using Lemma 9 on T repeatedly, there exist minimal 1-product subsequences
ψ(T1), . . . , ψ(Tk′) in ψ(SN1) with |ψ(Ti)| ≤ h(SN) for 1 ≤ i ≤ k
′ and ⌊log2n⌋−
h(SN) + 1 ≤ |ψ(T1)|+ . . . + |ψ(Tk′)| ≤ ⌊log2n⌋. It will not be too confusing
to suppose that
SN = x
[h(SN )], T1, . . . , Tk′, (a1, a1), . . . , (ar, ar), T1, (c1, . . . , cu)
with h(SN) + |T1|+ . . .+ |Tk′| ≥ ⌊log2n⌋ + 1, and
SH = (b1, b1), . . . , (bs, bs), T2, (d1, . . . , dv).
In addition, we can suppose that
S0 = (c1, . . . , cu)(d1, . . . , dv)
with |S0| ≥ ⌊log2n⌋ + 1 and
ψ(S0) = ψ(L1), . . . , ψ(Lk), ψ(L
′).
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Note that the symbols have the same meaning with the above. By imitating
the proof of Case 1, we have that LiN = L
′
iNL
′′
iN and for any k1 ∈ [1, k]
|
k1∑
i=1
|L′iN | −
k1∑
i=1
|L′′iN || ≤ ⌊log2n⌋ + 1
and ∆ :=
∑k
i=1 |L
′
iN | −
∑k
i=1 |L
′′
iN | ≥ 0.
If ∆ ≥ |T1|+ . . .+ |Tk′|, then there is ∆1 ∈ [0,∆] such that
L1, . . . , Lk, T1, . . . , Tk′, (x, . . . , x︸ ︷︷ ︸
∆1
)
is 1-product, where
k∑
i=1
|L′iN | =
k∑
i=1
|L′′iN |+ |T1|+ . . .+ |Tk′|+∆1.
If ∆ < |T1| + . . . + |Tk′|, then there are T ′ = T1, . . . , Tk′
1
and T ′′ =
Tk′
1
, . . . , Tk′ such that
|(
k∑
i=1
|L′iN |+ |T
′|)− (
k∑
i=1
|L′′iN |+ |T
′′|)| ≤ h(SN).
It follows that there is ∆2 ∈ [0, h(SN)] such that
L1, . . . , Lk, T1, . . . , Tk′, (x, . . . , x︸ ︷︷ ︸
∆2
)
is 1-product.
Repeat the reasoning in Case 1 and we can find a 1-product subsequence
of length 2n. The proof is complete.

The proof of Theorem 4: Let D2n = 〈x, y : x
2 = yn = 1, xy = y−1x〉.
Let d be odd and n|d. Suppose that d = kn for some positive integer k
and then 2 ∤ n, 2 ∤ k. Set W = x[2d−1]
∏•⌊log2n⌋−1
i=0 y
2i. It is easy to see that W
is dN-1-product free and |W | = 2d + ⌊log2n⌋ − 1. Thus it suffices to prove
that sdN(D2n) ≤ 2d+ ⌊log2n⌋.
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Fix a sequence S of length 2d + ⌊log2n⌋ in D2n. By using Lemma 6 (g)
on S repeatedly, we have a decomposition:
S = T1 . . . Tk−1S1
where |S1| = 2n + ⌊log2n⌋ and each Ti is a 1-product subsequence of length
2n. Theorem 18 implies that S1 has a 1-product subsequence S2 of length n
or 2n. If |S2| = 2n, then T1 . . . Tk−1S2 is a 1-product subsequence of length
2d. If |S2| = n, then T1 . . . T k−1
2
S2 is a 1-product subsequence of length d.
The proof of the first assertion is complete.
Let gcd(n, d) = 1. It is easy to see that W = xy[nd−1] is a dN-1-product
sequence of length nd. Thus it suffices to prove that sdN(D2n) ≥ nd+ 1.
Fix a sequence S of length nd + 1 in D2n. By using Lemma 8 (ii) on S
repeatedly, we have a decomposition:
S = T1 . . . TdT
where π(Ti) = 1, 1 ≤ |Ti| ≤ n for any i ∈ [1, d], and |T | ≥ 1. Let
T = |T1|, . . . , |Td|
be a sequence of length d in the cyclic group Cd. By Lemma 6 (a), T has a
zero-sum subsequence
T ′ = |Ti1 |, . . . , |Tik|,
that is,
∑k
j=1 |Tij | ≡ 0 (mod d). Hence,
S ′ = Ti1 , . . . , Tik
is a 1-product subsequence with length |S ′| ≡ 0 (mod d) and we complete
the proof.

4. The proof of Theorem 5
Let Gpq = 〈x, y : x
p = yq = 1, yx = xys, ordq(s) = p, and p, q primes〉
be an nonabelian group. Thus we must have that p ≥ 2 and p|q − 1. Note
that for p = 2, this is simply the dihedral group of order 2q. Therefore, in
the following we assume p ≥ 3, so q ≥ 2p+ 1.
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Similarly to the previous sections, let H be the cyclic subgroup of Gpq
generated by y, and let N = Gpq \ H . We can further split up N into
cosets of H : let Ni = x
iH , so N = N1 ∪ . . . ∪ Np−1. Note that these cosets
(with H included) form a group isomorphic to Zp, and since D(Zp) = p, any
sequence of p elements in Gpq must have a nonempty subsequence T with
π(T ) ∈ H . If A and B are subsets of a group, then we define A + B =
{ab : a ∈ A, b ∈ B}. In the preliminaries, we define Π(S) = {
∏
i∈[1,ℓ] gτ(i) :
τ is a permutation of [1, ℓ]} for a sequence S = g1 · . . . · gℓ ∈ F (G).
The following two lemmas will be repeatedly used in the proof of our
main theorem.
Lemma 19 (Cauchy-Davenport inequality [9], pp 44-45). For q prime,
and for any k nonempty sets A1, . . . , Ak ⊆ Zq,
|A1 + . . .+ Ak| ≥ min{q, |A1|+ . . .+ |Ak| − k + 1}.
In particular, if A and B are two nonempty subsets of Zq, then |A + B| ≥
min{q, |A|+ |B| − 1}.
Lemma 20 ([2], Theorem 15). If p ≥ 3 and p|q − 1, then spq(Gpq) =
pq + p+ q − 2.
By imitating the proof of Theorem 15 of [2], we can prove Theorem 5. In
the proof, we will cite some results showed in Theorem 15 of [2] and ignore
their proofs.
The proof of Theorem 5: LetGpq = 〈x, y : x
p = yq = 1, yx = xys, ordq(s) =
p, and p, q primes〉, H = 〈y〉, and N = Gpq \ H . Put d = lcm[kp, q] +
gcd(kp, q)− 1. It is easy to see that W = x[p−1]y[d−1] is a kpN-1-product se-
quence of length p+d−2. Thus it suffices to prove that skpN(Gpq) ≥ p+d−1.
Fix a sequence S of length p + d − 1 in Gpq. If |S ∩ N | ≤ p − 1, then
|S ∩ H| ≥ d. Combining Lemma 6 (c) and (d) yields that D(H ⊕ Ckp) =
D(Cq ⊕ Ckp) = D(Cgcd(kp,q) ⊕ Clcm(kp,q)) = lcm(kp, q) + gcd(kp, q)− 1 = d =
D∗(H⊕Ckp). By Lemma 6 (e), we have that skpN(H) = d which implies that
S ∩ H has a 1-product subsequence T satisfying that |T | ≡ 0 (mod kp). If
q|k, then |S| = kp+ p+ q− 2. By using Lemma 20 on S repeatedly, we have
a decomposition:
S = T1 . . . T k
q
S1
where |S1| = p + q − 2 and each Ti is a 1-product subsequence of length pq.
It follows that (T1, . . . , T k
q
) is a 1-product subsequence of length kp.
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Now suppose that |S ∩N | ≥ p and (q, k) = 1. Thus |S| = kpq + p− 1.
In the following, by imitating the proof of Theorem 15 of [2], we can
complete the proof.
In Theorem 15 of [2], Bass showed the following three claims:
Claim 1:
For any sequence S of length p + d − 1 in Gpq, we have the following
decomposition:
S = (A1, . . . , Ar)(A
′
1, . . . , A
′
r′)(F1, . . . , Fℓ)(F
′
1, . . . , F
′
ℓ′)E
where
• For all 1 ≤ k ≤ r, Ak is a subsequence of S ∩ Ni for some i and has
π(Ak) = 1, |Ak| = p. For all 1 ≤ k ≤ r
′, A′k has π(A
′
k) = 1 and
|A′k| = p.
• For all 1 ≤ k ≤ ℓ, Fk is a subsequence of S ∩ Ni for some i, π(Fk) =
ymk 6= 1, |Fk| = p, and Π(Fk) = {y
mk , ymks, . . . , ymks
p−1
}. For all
1 ≤ k ≤ ℓ′, F ′k has π(F
′
k) = y
m′
k 6= 1 and |F ′k| = p.
• |(S((A1, . . . , Ar)(F1, . . . , Fℓ))
−1)N | ≤ (p − 1)
2 and |E| ≤ 2p − 2. Note
that |E| ≡ |S| = kpq + p − 1 ≡ −1 (mod p), since p|q − 1. Since 0 ≤
|E| ≤ 2p−2, this implies |E| = p−1, and therefore (ℓ+ℓ′+r+r′)p = kpq.
Claim 2: (Lemma 16 of [2]) Let Z = (z1, . . . , zp) be a sequence of p
elements in Ni. Then for any k ∈ [1, ℓ
′], the sequence ZF ′1 . . . F
′
ℓ′ attains all
products in the set
{Π(Z)}+ {ym
′
1, ym
′
1s, . . . , ym
′
1s
p−1
}+ . . .+ {ym
′
k , ym
′
k
s, . . . , ym
′
k
sp−1}.
Claim 3: (Subcase 3A of [2]) For any nonempty sequence W ∈ F (N)
with π(W ) ∈ H , a product of the sequence P = (d1, . . . , dq−1)W can take on
any value in H , where di ∈ H for all 1 ≤ i ≤ q − 1.
By Claim 1, we can assume that r+r′ ≤ k−1, since otherwise there exists
a 1-product subsequence of length kp in (A1, . . . , Ar)(A
′
1, . . . , A
′
r′). Thus,
(l + l′)p =
∑ℓ
i=1 |Fi| +
∑ℓ′
j=1 |F
′
j| = |S| − |E| − (
∑r
i=1 |Ai| +
∑r′
j=1 |A
′
j|) =
kpq − (r + r′)p ≥ kpq − (k − 1)p = kp(q − 1) + 1 ≥ q.
In the following, we distinguish three cases:
Case 1 : ℓ ≥ 1.
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Recall the definitions of Fi and Π(F1) in Claim 1. Use Claim 2 to k = ℓ
′,
Z = F1 and we have that the products of F1, F
′
1, . . . , F
′
ℓ′ attain all values in
the set
{Π(F1)}+ {y
m′1, ym
′
1s, . . . , ym
′
1s
p−1
}+ . . .+ {ym
′
ℓ, ym
′
ℓ
s, . . . , ym
′
ℓ
sp−1}
where Π(F1) = {y
m1, ym1s, . . . , ym1s
p−1
}. Since π(Ai) = 1 and π(A
′
j) = 1 for
all 1 ≤ i ≤ r and 1 ≤ j ≤ r′, the sequence SE−1 = (A1, . . . , Ar)(A
′
1, . . . , A
′
r′)
(F1, . . . , Fℓ)(F
′
1, . . . , F
′
ℓ′) can take on all products in a set of the form
X : = {ym1, ym1s, . . . , ym1s
p−1
}+ . . .+ {yml, ymls, . . . , ymls
p−1
}
+ {ym
′
1, ym
′
1s, . . . , ym
′
1s
p−1
}+ . . .+ {ym
′
l, ym
′
l
s, . . . , ym
′
l
sp−1}.
By Lemma 19, we have that |X| ≥ min{q, (ℓ + ℓ′)q} = q, that is, SE−1
is a 1-product subsequence of length kpq.
Case 2 : ℓ = 0 and r ≥ 1.
By the definitions of Ai, we can use Claim 2 to k = ℓ
′ and Z = A1. From
π(A1) = 1 it follows that the products of A1, F
′
1, . . . , F
′
ℓ′ attain all values in
the set
{ym
′
1, ym
′
1s, . . . , ym
′
1s
p−1
}+ . . .+ {ym
′
ℓ , ym
′
ℓ
s, . . . , ym
′
ℓ
sp−1}.
Repeat the reasoning of Case 1 and one can obtain that SE−1 is a 1-product
subsequence of length kpq.
Case 3 : l = r = 0.
This implies that p ≤ |S∩N | ≤ (p−1)2 and |S∩H| ≥ kpq+p−1−(p−1)2.
Set
S ∩H = 1[n]d1, . . . , dv = 1
[n]ym1, . . . , ymv
where n = v1(S∩H) and di = y
mi is an nonidentity element for all 1 ≤ i ≤ v.
If n ≥ kp, we are done. If n ≤ kp− 1, then v = |S ∩H| −n ≥ kpq+ p− (p−
1)2 − kp ≥ q − 1. Consider S ∩N as a sequence in Gpq/H and suppose that
W is its subsequence of maximum length satisfying π(W ) ∈ H . It follows
that |(S ∩ N)W−1| ≤ p− 1. For |S ∩N | ≥ p, W is nonempty. By Claim 3,
we have that a product of the sequence P = (d1, . . . , dq−1)W can take on any
value in H . Since |P | = |W |+q−1 ≤ |S∩N |+q−1 ≤ (p−1)2+q−1 ≤ kpq
and |(S ∩ H)W | = |S| − |(S ∩ N)W−1| ≥ kpq, take any subsequence T of
(S ∩H)(d1, . . . , dq−1)
−1 with length |T | = kpq − |P | and let π(P ) = π(T )−1.
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It follows that TP is a 1-product subsequence of length kpq and the proof is
complete.

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