Bio-motif detection is one of essential computational tasks for bioinformatics and genomics. Based on a theoretical framework for quantitatively modeling the relationship of convolution kernel shape and the motif detection effectiveness, we design and propose a novel convolution-based model, VCNN (Variable CNN), for effective bio-motif detection via the adaptive kernel length at runtime. Empirical evaluations based on both simulated and real-world genomics data demonstrate VCNN's superior performance to classical CNN in both detection power and hyper-parameter robustness. All source code and data are available at https://github.com/gao-lab/VCNN/ freely for academic usage.
Introduction
DNA (or RNA) motifs are generally defined as recurring sequence patterns from DNA (or RNA) sequences (Kulakovskiy and Makeev [2013] , Achar and Saetrom [2015] ). So far, such motifs are typically known in the form of "conserved" segments, i.e., fixed-length segments with some or all positions occupied by fixed nucleotides (Kulakovskiy and Makeev [2013] ). A series of DNA (or RNA) motifs have been experimentally confirmed to exert or regulate important biological functions, including protein-binding (Stormo [2015] ), transcription initiation (Kadonaga [2012] ), alternative splicing (Blencowe [2000] ), subcellular localization (Zhang et al. [2014] ), translation efficiency (Zucchelli et al. [2015] ), and serving as microRNA's target (Thomson and Dinger [2016] ). In addition, many motifs have been shown to be closely related to a series of complex diseases, such as cancer (Wolfe et al. [2014] ). Precisely profiling major DNA and RNA motifs is thus critical to the understanding of how they work and how they are related to various diseases.
Traditional motif discovery algorithms are typically completely heuristic. For example, the wellknown MEME software (Bailey and Elkan [1994] ) is dedicated to handle a set of arbitrary unlabeled DNA/RNA sequences to discover motifs that can be described in Position Weight Matrix (PWM), where the length of the expected motif is predefined, and the probability distribution of four nucleotides on each position of this motif is independent of all other positions; in this way it can also be regarded as a zero-order Markov chain. DREME (Bailey [2011] ) goes more stringent in this direction by allowing fixed segments (i.e., the k-mers) only. CentriMo (Bailey and Machanick [2012] ), which is designed specifically for finding motifs from ChIP-Seq peaks, assumes instead that all input sequences should be of equal length and centered at the peaks. On the other hand, HMMER (Finn et al. [2011] ) assumes that motifs can be better described by Hidden Markov Model (HMM). The RNA structural motif-finding software Infernal (Nawrocki and Eddy [2013] ) complexified it even further by introducing a variant of HMM called Stochastic Context-Free Grammar (SCFG), allowing the motif to have varied length while still conserved in secondary structures. Nevertheless, in this paper we focus on PWM-form motifs only.
While these heuristic algorithms have been used extensively, they do not scale well with the explosion of high-throughput sequencing datasets these days. This is where supervised motif discovery algorithms, benefiting from fast-growing deep learning techniques, come into a play. Alipahani et al. developed the first Convolutional Neural Network (CNN) , DeepBind, to discover protein binding motifs from DNA and RNA sequences (Alipanahi et al. [2015b] ). This CNN network treats each convolutional kernel as an individual motif scanner, extracts the major signal by global max-or average-pooling, and predicts whether the input sequence binds to the protein in question by a simple logistic regression or a two-layer neural network on such signals from all kernels. Most, if not all, subsequent CNN models for DNA/RNA sequences have followed DeepBind's kernel-as-motif-scanner strategy and successfully handled various DNA/RNA problems with huge volumes of input datasets (e.g., Zhou et al. [2018] , Kelley et al. [2018] , Angermueller et al. [2017] , , Zhang et al. [2018] ).
However, although being fast and decently accurate, all these supervised models still suffer from a subtle problem common in the deep learning field, but not in the traditional motif discovery algorithms: they are inherently unable to learn the motif length by themselves, because the length of kernels -the motif scanners -is predefined. Here we first confirmed that this subtle problem is, in fact, severe to the performance of CNN model; the CNN model will not only become inaccurate when kernels and motifs are mismatched in length, but also fail to discover mixed motifs of different lengths from the same input sequences. We then presented our solution, VCNN (Variable CNN), where the kernel is designed to learn from its own Information Content (IC) the real motif length autonomously during training. We showed empirically that VCNN is robust to the initial kernel length and capable of discovering mixed motifs effectively from the input sequences. All source code and data are available at https://github.com/gao-lab/VCNN/ freely for academic usage.
Theoretical Analysis

Overview
In this section, we introduce our theoretical framework. In brief, we derive a scoring function to quantify the "goodness" of a kernel length to detect a specific bio-motif. The main conclusion is that classical CNN with fixed kernel length cannot detect bio-motifs effectively. This intrinsic limitation motivated us to develop a new convolutional model, called VCNN (Variable CNN). This section is divided into three parts. First, we present the mathematical definitions in bio-motif detection task. Then we introduce the scoring function which measures the "goodness of kernel length". Finally, we describe the algorithm for implementing VCNN, a novel convolution model with adaptable kernel length.
Mathematical definition in bio-motif detection
In bio-motif detection, we start with bio-sequences and their matched biology function. Our ultimate goal is to discover motifs among the sequences, which are statistically important for a sequence to play its function. These motifs are potential biology functional elements and this discovery is critical to understand the underlying biology processes. Currently, we have following prior knowledge about Bio-motifs: they are short, recurring patterns which are presumed to be associated with particular biological functions (D'haeseleer [2006] ).
The representation of Bio-sequences and their functions Bio-sequences consist of various alphabets, such as the A, C, G, T for DNA and A, C, G, U for RNA. In our case, we use x i ∈ R Ls×4 to represent a sequence, where L s is the length of sequence and each column x i j is one-hot representation of the j th nucleotides in x i . Each sequence has an integral label y i referring to its function.
The representation of bio-motif We are going to use PWM (position weight matrix), the most common representation used by biologists (Sinha [2006] , Xia [2012] ), to represent bio-motif. Formally, each motif is a 2D matrix: M, the j th column M j represents the probability of each nucleotide at the j th position, where
Quantify the "goodness" of kernel length
We proposed our scoring function in the 1(b),the detailed formulas are shown in the Supplementary2.1.
The statistic model behind the scoring function
In this part, we introduce a novel statistic model of CNN. Then we further explain how to derive the scoring function using the statistic model. The overall logical flow refers to figure 1
The statistic model of CNN Here we focus on a specific architecture of CNN: a convolutional layer followed by a global max-pooling layer. We note that the only input nodes that contribute to kernel's update during backpropagation is those whose convolutional value is maximal across all convolutional values, and thus passed to the global max-pooling layer. Therefore, we calculate a statistic about the ratio of "useful" information that can be transmitted to the following neural layer. First, we assume that sequences with signal motif M are drawn from the following distribution:
Each column in α i and γ k belongs to the background distribution, B, which is a multinomial distribution. Without prior knowledge, we assume that there is no bias in type distribution of nucleotides and set B = (0.25, 0.25, 0.25, 0.25). Then we model the relationship between kernel K and S. For convenience, we write L k -length subsequence of x i as:
K is initialized randomly and updated according to the gradient. Therefore, the update of K with length L k can be modeled as: Specifically,
Where w i is the weight when calculating the gradient, is cross-correlation operator and * is the multiplication operator. Note that the change of kernel value is largely determined by the subsequences § i [j] that have the largest convolution score. The higher percentage of § i [j] that "falls" within the territory of M is, the better the kernel K will be learned to detect the motif M. Therefore, we construct K t using a parameter P ideal , which means the percentage of § i [j] that "falls" within the territory of M in previous state as following:
WhereM i is a cut-or padded-version of M i (so that it matches the size of K; details are available from the Supplementary document, section 2). And R is a 2D matrix of length L k . Each column is drawn from a distribution derived from B. Then we calculated statistic about P real , which refers to the percentage of "right" subsequence obtained by K t .
Formal definition of the scoring function Formally, we define the scoring function as the expectation of P real :
Because the value of kernel is a random variable, P real can also be regarded as a random variable which is defined by the above function. And X s , X n are two random variables, defined as following:
Andj is the starting position of the true motif in the sequence S i predicted by K. Since X n can be regarded as the maximum of many i.i.d random variables, we used extreme value distribution to approximate X n (details refer to the Supplementary document, section 2) (a) (b) Figure 1 : The logic flow of kernel scoring. There are 3 main steps to calculate the score for the kernel. There are 2 steps in figure (a) , and the last one is in figure (b) . First, we build the simulated sequences and the kernel which are used for scoring. Then we used cross-correlation product to obtain the x n and x s , which are highest volume number in background part and the signal part in sequences, respectively. Finally, we used extreme value distribution to define the score of the kernel for the specific signal motif. And in the figure (b) , the parameters below are as defined. L k is kernel length. M i is a PWM of a given bio-motif. The function takes L k ,M i and P ideal as input and yields a score, called P real ∈ (0, 1), which measures the "goodness" of L k to detect M i . More details are available from Section 2.1 of Supplementary document. 
VCNN Design and Implementation
The implementation of Variable CNN (VCNN) can be separated into two parts: first making the kernel length changeable at runtime, and then designing an algorithm to decide when and how to change. For the first part, we use a "mask" to cover the kernel.(A schematic diagram of a Mask refers to fig 2) "Mask" is a matrix consisting of ones and zeros only. The mask is applied to the kernel by Hadamard product; in this way, only those kernel elements multiplied by ones will contribute to the subsequent convolution. Therefore, we can change the valid kernel length by changing the position of ones in the "mask". For the second part, we design an algorithm based on Information Content (IC). IC measures the information encoded in the kernel. If a kernel's edge is "rich" in information in the sense that the IC-per-position is always high around this edge, we can judge that this part has captured some meaningful bio-motifs in the dataset. Moreover, it is likely that the edges did not delineate the whole motif. Therefore, we should widen the valid kernel length by moving the edges away from the kernel center. On the other side, if the information is not high enough, then the region around this edge did not overlap the underlying motif, and we should narrow the valid kernel length instead by shifting the edges towards the kernel center. Details about implementation are available from the Supplementary Document, section 3.
Experimental Results
In this part, we first confirmed that the score we proposed mirrors the model performance on simulation datasets. Then we demonstrated the out-performance of our VCNN model over classical CNN on simulated datasets, w.r.t. model performance and motif recovery. Finally, we confirmed this out-performance w.r.t. model performance further on real-world dataset (i.e., the benchmark datasets from Alipanahi et al. [2015a] ).
Settings for simulation datasets
The score mirrors the model performance on simulated datasets
The score is parameterized by P ideal ∈ [0, 1] and the kernel length L k . Therefore, we can plot the score's working curves directly, as shown in fig 4. Should the score mirror the model performance, we would expect the following observations in simulation: Expected observation 1: The best-performing kernel length for learning "Len-8_IC-10", the shorter and more conserved motif, is 8, because it has the highest curve in fig 4(a) .
Expected observation 2:
The best-performing kernel length for learning "Len-23_IC-12", the longer and less conserved motif, is 24, because it has the highest curve in fig 4(b) .
Expected observation 3: Learning the motif "Len-23_IC-12" is more sensitive to changes in kernel length than learning "Len-8_IC-10", because the former's curves (fig 4(b) ) are more separated from each other (i.e., its performance drops more when the kernel length deviates from the best-performing one).
We then examined them by comparing the performance, defined as the average AUC value here, between different kernel lengths on each simulation dataset (see Supplementary Document for details of model structure and training). The first observation was confirmed by fig 5(a) . The second one, however, was not well supported by fig 5(b) ; the 32-length kernel slightly outperformed the 24-length one. It reveals some intrinsic limitation of the scoring function, which will be further discussed in the Supplementary Document. And the last observation is confirmed by comparing the between fig  5(a) and fig 5(b) , which indicates that the dataset with motif "Len-23_IC-12" is more sensitive to different kernel lengths. More detailed analyses on different kernel numbers refer to Supplementary Document, section 5.1. Figure 5 : Empirical results on simulation dataset matches the theoretical prediction. Model empirical performance is defined by the average AUC. Figure (a), (b) , and (c) are for simulation datasets 01, 02, and 03 respectively, which contains the motifs mentioned before. Kernel lengths are selected from 4, 6, 8, 16, 24, 32 , corresponding to the kernel lengths evaluated theoretically before.
(a) Simulation dataset 01 (b) Simulation dataset 02 (c) Simulation dataset 03 Figure 6 : Comparing with CNN, VCNN has a more robust performance in simulation dataset 02, a superior performance in simulation dataset 03 (which contains multiple motifs) and a similar performance in dataset 01. Each boxplot is a summary of AUC across models with different kernel initial length. This result indicates that VCNN
VCNN outperforms classical CNN
Having unveiled the problems of classical CNN on kernel length, we demonstrated now that our VCNN model can handle this more properly. Here the VCNN model is exactly the same in structure and training with the classical CNN model to compare with, except for its exclusive VCNN kernels. As shown in fig 6(a) , 6(b) and 6(c), VCNN obtained an AUC similar or better than that of classical CNN across different kernel length setups. Specifically, we note that the out-performance is considerably larger for simulation dataset 03 than others, suggesting that VCNN, but not the kernel length-fixed classical CNN, can handle those cases with mixed-length motifs properly.
Besides models' prediction power, their fidelity to recover motifs is also important. By discovering motifs faithfully, models can further help biologists to get insights of the underlying biological processes. In order to investigate different models' ability to recover motifs, we compared the similarity between the real motif and the recovered one. For each model, the similarity score was calculated with respect to different motifs. In each dataset, only those models whose AUC is among the top 5% (i.e., likely to be selected by grid search in practice) had their motifs compared. The results were shown in fig 7. Note that in simulation datasets with single motif (01 and 02) (fig 7(a)7(b) ), CNN and VCNN have similar similarity scores. However, in simulation dataset 03, where two different motifs are mixed, VCNN outperformed CNN (fig 7(c) ). This result indicated that VCNN can recover the motifs more faithfully when different motifs are mixed altogether.
Result on real-world dataset
We next assessed the performance on real-world dataset. In Alipanahi et al. [2015a] 's work, the positive dataset was set as the 690 ENCODE ChIP-Seq datasets for transcription factors and other DNA-binding proteins, and the negative dataset was created by shuffling the positive dataset. We downloaded all these data from "http://cnn.csail.mit.edu". We then compared the motif detection effectiveness of our proposed VCNN with the reported benchmark results Alipanahi et al. [2015a] 's. Figure 7 : VCNN can recover the motifs more effectively than CNN, especially when dataset contains multiple motifs. Each boxplot describes the similarity score distribution of models whose AUC is among the five largest ones for the dataset in question.
fig 8(b) shows that VCNN has a overall better performance than the classical CNN. Figure 8( We analyzed 36 datasets with poor VCNN performance (when AUC difference is larger than 0.02) and found that these datasets have a common feature -their sample size is small, fig 8(c) . And on the dataset where vCNN is considerably less effective than DeepBind (AUC is lower by 0.1), we found that VCNN's kernel has basically no IC-rich positions (see Supplementary Document, section 5.3 for more details). Therefore, we would not expect the model to discover any conservative motifs in these dataset.
Discussion
In this paper, we first proposed a scoring method to quantify the detection power of a given kernel length for a particular bio-motif. Then we designed and implemented a new convolution model, VCNN, which adaptively tunes kernel lengths at runtime. The experimental results based on both simulated and real-world dataset (Alipanahi et al. [2015a] ) showed that VCNN outperforms the classical CNN in both motif detection power and accuracy.
Several efforts have been done to understand how the model's architecture influences its ability to detect patterns, with main focus on the potential of a model to fit a function (Hornik [1991] ). However, our work pinpoints that the relationship between kernel length and performance strongly depends on the patterns in data. Therefore, it will be impossible to decide the kernel length beforehand. And our heuristic model VCNN is one of the first attempt to address this problem by adapting the kernel length at runtime.
We noticed that our quantitative model provides an explanation for the observation that some datasets are more sensitive to the kernel length than others, as shown by Sun et al. [2016] . Additionally, we showed that our the scoring curve is strongly related to the model's performances. In the Supplementary Document, section 5.3, we discuss the relationship between the area under scoring curve and model's average AUC. The result indicated that the area is (closely) related to the AUC in a way independent of the dataset in question. Therefore, our scoring function is a good indicator that can judge the goodness of kernel length regardless of the differences in dataset. However, to calculate the scoring function, one has to know the motif within the dataset beforehand. This will not be possible in real-world data. This is a major limitation of the scoring function, which will need future efforts to overcome. 
