ABSTRACT Video-based person reidentification (re-id) is a challenging problem due to much discrepancy between different videos by person pose, illumination, viewpoint change, background clutter, and occlusion within each camera and across different cameras. However, most existing video-based person re-id methods usually focus on dealing with the discrepancy between different cameras and do not fully consider the correlation between different cameras. In this paper, we propose a semicoupled dictionary learning with relaxation label space transformation approach to capture the intrinsic relationship of the same person under different cameras. First, to reduce the discrepancy between different views, we transform the original feature spaces into the common feature space by local Fisher discriminant analysis. Two dictionaries are learned from this common feature space. Second, a relaxation label space is introduced to associate the same person under different views. In this label space, the distance between different persons can be enlarged as much as possible, such that label information has stronger discriminative capability. A single dictionary is learned from the relaxation label space. Finally, in order to further enhance the correlation of the same person between different cameras, we use a pair of transformation matrices which map the coding coefficients learned from the common feature space to the coding coefficients learned from the relaxation label space, respectively. Extensive experimental results on two public iLIDS Video re-IDentification and Person Re-ID 2011 video-based person re-id datasets demonstrate the effectiveness of the proposed method.
I. INTRODUCTION
Identifying a specific person from videos plays an important role in many computer vision tasks such as human tracking and behavior analysis. It is known as person re-identification (re-id) problem, which has received increasing attention in recent years. Person re-id aims to match specific person across non-overlapping cameras. However, because person images and videos captured by different cameras exist large variations, person re-id still remains a challenging problem.
Existing person re-id approaches can be categorized into two types: image-based and video-based. Most researchers rely on still images to address person re-id problem. These image-based approaches mainly focus on two aspects including handcrafted feature representation and distance metric learning.
Handcrafted feature representation approaches play a crucial role in a variety of machine learning based person re-id models. Many studies utilize the spatial information, such as person's appearance, pose, texture and background, to design robust and discriminative feature descriptors. These works include symmetry-driven accumulated local features (SDALF) [1] , the Local Binary Pattern (LBP) [2] , salience features [3] , salient color features [4] , local maximal occurrence (LOMO) [5] . However, representation capability of these descriptors are limited by unconstrained variations, so the handcrafted feature representation approaches can't be directly applied to practical problems. Distance metric learning approaches aim to learn a discriminative distance metric which makes the intra-class more similar and the interclass more different. Typical metric learning methods include large margin nearest neighbor (LMNN) [6] , the keep it simple and straightforward metric (KISSME) [7] and probabilistic relative distance comparison (PRDC) [8] . However, the number of matched image pairs (or positive sample pairs) are much smaller than mismatched image pairs (or negative sample pairs) in practical scenarios, so that the metric learning process is usually dominated by the mismatched image pairs, which may lead to a weak metric [9] .
Because of large variations in person's appearance, spatial information from a still image is intrinsically limited [10] . Actually, videos contain richer information than still images. Specifically, in the single-shot person re-id problem, each person only has one image on both gallery and probe sets. If a single image of a specific person is denoted as a label vector, then multiple images of this person can be denoted as a label matrix in the multi-shot person re-id problem, which contains richer class label information than the singleshot style. Because the video of each person is consisted of an image sequence, video also contains richer information. Video-based methods for person re-id problem have attracted much attention recently. Furthermore, compared with imagebased person re-id, video-based person re-id is closer to realword.
Different viewing conditions of cameras, such as outdoor and indoor scenes, crowded and uncrowded environments, high-resolution and low-resolution cameras, may cause large discrepancy between videos of the same person from different cameras. The discrepancy may lead to dramatic appearance changes so that the same person may look very different and different persons may look extremely similar. However, most existing video-based person re-id methods usually focus on dealing with the discrepancy across different cameras, and do not fully consider the correlation and intrinsic structure of the same person across different cameras.
Motivated by the above analysis, we aim to design a method which reduces the discrepancy and captures the intrinsic relationship of the same person under different views. Intuitively, the same person from different cameras share the same class label information in a label space. Therefore, we use the class label information within videos to correlate the same person between different cameras. In this paper, we propose semi-coupled dictionary learning with relaxation label space transformation for video-based person re-id. Firstly, local Fisher discriminant analysis (LFDA) [11] is used to transform person videos under two cameras into a common feature space, which is able to preserve the global and local structures of data. In this common space, a pair of dictionaries are learned. Then, we constructed a relaxation label space by relaxing the strict binary label matrix into a non-negative label relaxation matrix. Finally, a pair of transformation matrices are learned to map coding coefficients learned from the common feature space to the coding coefficients learned from the relaxation label space, respectively. Fig. 1 shows the framework of the proposed method.
The main contributions of this paper can be summarized as follows:
• We learn the coding coefficients by label information, which is able to represent a same person across different cameras. In order to improve the discriminative capability of the learned coding coefficients, a relaxation label space is constructed, where the distance between different persons can be maximized as much as possible.
• We introduce a pair of transformation matrices to capture the intrinsic relationship of the same person under different cameras. By the transformation matrices, label information can be shared into two different camera views, so as to strengthen the correlations of the same person.
• Extensive comparative evaluations are constructed on the public iLIDS Video re-IDentification (iLIDS-VID) and Person Re-ID (PRID) 2011 video-based person re-id benchmarks. Experimental results show that the proposed method can effectively improve the person re-id performance. The remainder of this paper is organized as follows. In Section II, we briefly reviews two types of works that are related to our method. In Section III, our method is expained in detail. In Section IV, extensive experimental results are presented on two public person re-id datasets. In Section V, we conclude this paper.
II. RELATED WORK A. VIDEO-BASED PERSON RE-ID
Recently, video-based methods for person re-id have been extensively studied, due to the rich information contained in the image sequences. These methods mainly focus on three aspects. Firstly, the space-time information is explored within an image sequence of single person. In [12] , a discriminative video fragment selection and ranking (DVR) model is formulated by combing HOG3D [13] feature and optic flow energy profile (FEP) of each image sequence. In [14] , the intrinsic periodicity property of walking pedestrians is exploited to divide the video sequence of a walking cycle into several segments and each segment is described by temporally aligned pooling. In [15] , to improve the spatiotemporal alignment, an adaptive spatio-temporal appearance model is proposed by inducing the adaptive body-action units, and fisher vectors are learned as the representation of the pedestrian's appearance. In [16] , a hierarchical spatialTemporal model (HSTM) is designed to reduce the search range of multiple cameras. Secondly, distance metric learning is also an important method to match person videos. In [17] , a top-push distance learning model (TDL) is proposed. The top-push constraint is employed to optimize the top-rank matching, in order to select more discriminative features to improve top-rank performance of video-based person re-id. In [18] , an intra-video and an inter-video distance metrics are learned by a simultaneous intra-video and inter-video distance learning (SI 2 DL) method, the former aims to make each video more compact and the latter aims to discriminate videos of different identities. In [19] , the impostor images in the videos can be automatically discovered by a multiple instance metric learning framework, which solves the visual ambiguities problem. Thirdly, deep learning has shown potential in video-based person re-id problem in recent years. These methods mainly integrate the feature representation and distance metric learning into a uniform framework. Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN) are used to extract the space-time features from image sequences [10] , [20] , [21] .
B. SEMI-COUPLED DICTIONARY LEARNING
Coupled dictionary learning (CDL) method has presented impressive results in many cross-style image synthesis problems, such as image super-resolution [22] , image deblurring [23] , cross-modal matching [24] . CDL assumes that the representation coefficients of different styles should be strictly equal in a latent space. However, because data from different styles have various changes, this assumption is too strong to address the flexibility of image structures [25] . To relax this assumption, a semi-coupled dictionary learning (SCDL) model is presented for image super-resolution and photo-sketch synthesis in [25] , which learns a linear transformation as a mapping function to reveal the intrinsic relationship. Inspired by SCDL, many methods introduce more discriminative conditions. In [26] , this assumption is further relaxed, which formulates an association function and learns a pair of projection matrices to describe the crossdomain data. In [27] , the coupled dictionary and canonical representation are jointly learned from the cross-modality and the canonical space, then two projection matrices are used to transform representation coefficients from different modalities is equal to representation coefficients of canonical representation. The idea of SCDL is also applied to solve person re-id as a cross-view problem. In [28] , a semi-coupled low rank discriminant dictionary learning (SLD 2 L) approach is proposed for super-resolution person re-id problem, which simultaneously learns a pair of high-resolution (HR) and low-resolution (LR) dictionaries and a single mapping while low-rank regularization is applied to characterize the intrinsic feature space. In [29] , a cross-view projective dictionary learning (CPDL) framework is designed, which learns two pairs of dictionaries from patch level and image level, respectively, and formulates two semi-coupled discriminative function in order to capture the local and global characteristics from person images.
III. PROPOSED METHOD
In this section, we first introduce the proposed method (Section III-A and III-B). Then, an optimization algorithm is also described for solving the proposed objective function. Finally, video-based person re-id with our method is presented.
A. COMMON FEATURE SPACE
LFDA combines the Fisher discriminant analysis and locality preserving projection, which is able to not only reduce the dimension, but also preserve the intrinsic geometrical structure of data. It has shown impressive performance in person re-id [2] , [30] - [32] . In this paper, we employ LFDA to project data into a common feature space to minimize the withinclass scatter and maximize the between-class scatter.
Let
represents the whole feature matrix of training set, where N is the total number of images. l i = (1, 2, · · · , c) is the corresponding identity label, where c is the index of person. The within-class scatter matrix S w and between-class scatter matrix S b are defined as follows
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where
where n c is the number of person images in class c. The transformation T can be defined as
Finally, x i is projected into the common feature space by T as follows
B. PROBLEM FORMULATION
The various challenges mentioned previously, the similarity between the same person under different cameras is not always robust enough and the boundary between different individuals may be blurred by factors like similar dressing. Therefore, this common feature space is not sufficient to describe intrinsic relationship between person features. In order to further capture the closer relationship, in this paper we proposed a semi-coupled dictionary learning with relaxation label space transformation model to relate person videos between two camera views. Given n training pedestrian video pairs from camera a and camera b. Considering the previous analysis, our method should has three properties: (1) The person data from two cameras can be reconstructed by the corresponding learned dictionaries. (2) The class label information can be used to associate two camera views, which should be able to discriminate the same person and different persons. (3) The feature coding coefficients in corresponding features dictionaries should be maximally correlated with the label information.
Based on above considerations, we design our objective function with following three aspects:
The person videos from each view can be well reconstructed by the corresponding learned dictionary and feature coding coefficients. Therefore, the data reconstruction term can be formulated as follows 
n×N , where l i denotes the label vector of the i-th sample pair, and L means: for each image in all person videos, if this image belongs to the n-th specific person, then only the n-th entry of l i is one and all other entries of l i are zero.
However, the traditional binary label matrix lacks the discriminative information of inter-class [33] , Inspired by Xu et al. [34] , we relax this strict binary label matrix into a slack label matrix by a non-negative label relaxation matrix M . It is able to enlarge the distance between different persons in the label space, such that the learned label coding coefficient is discriminative enough to represent a person. For example, the distance between the first and second classes can be computed as
By computing the distance between any two classes, it is clear to see that the distances between classes are all equal to We can see that the distances between different classes can be equal or greater than √ 2. In our method, M is introduced to construct a discriminative label space, such that the learned label coding coefficients have stronger discriminative capability. Hence, the label information reconstructed term is formulated as follows
where is a Hadamad product operator,
, the label information of person can be reconstructed by the label dictionary D L and label coding coefficients Z L . The learned Z L is able to represent the same person under two cameras. The non-negative label relaxation matrix M is introduced to avoid that the distances between different person are equal in the label space, such that the learned coding coefficients Z L have discriminative capability to distinguish different persons.
3) CODING COEFFICIENTS CORRELATION TERM
In order to capture the relationship of the same person between two cameras, we use label coding coefficients to align feature coding coefficients. Therefore, a pair of transformation matrices P a and P b are introduced to map a pair of feature coding coefficients to the label coding coefficients. Transformation matrices can maximally correlate between different views. So the coding coefficients correlation term can be formulated as
Based on above three terms, the final objective function is formulated as the following minimization problem:
F r is used to avoid over-fitting and defined as
In the objective function (9), λ, α, β and γ are regularization parameters to balance weights between terms.
C. OPTIMIZATION ALGORITHM
The objective function is not jointly convex. Following the work in [34] and [35] , we can iteratively update each variable until convergence by keeping other variables fixed. All steps have closed form solutions.
1) INITIALIZATION
In this work, we use the K-SVD [36] 
The transformation matrices P a , P b and the label relaxation matrix M are initialized as the identity matrix. When other variables are fixed, we can update the coding coefficients Z L , Z a and Z b , respectively. Therefore, Z L is updated by solving the following optimization problem
where Y L = L + H M . By setting first-order derivative of Z L to zero, the closed form solution of (10) can be computed as follows (11) where µ = 2λ + β and I is an identity matrix. Similarly, the objective functions with respect to Z a and Z b can be written as
(12) and (13) can be solved by the similar way as (10) . So the optimal solutions of Z a and Z b are
3) STEP 2 (UPDATING P a AND P b )
Keep the others variables fixed, the objective functions regarding transformation matrices P a and P b become
By setting the derivative to zero, the closed form solutions of (16) and (17) are obtained as follows
4) STEP 3 (UPDATING M)
Fixing the other variables, the objective function with respect to the label relaxation matrix M is represented as
We denote M ij as the 
The optimal solution of M ij can be obtained by
Therefore, the optimal solution with respect to M is 
There are many methods to solve (24) , (25) and (26) . In this paper, we use ADMM algorithm introduced in [37] to obtain the optimal solution of each dictionary. Here a auxiliary variable S is introduced. Therefore, (24) can be transformed as (27) where s a,k represents the k-th atom in S. Finally, the optimal process can be obtained by the following iteration
where ρ is a regularization parameter and K is the number of iterations. The initial matrix S a is equal to D a and T is initialized as a zero matrix. (25) and (26) can be solved in a similar way. The optimization process of our method is summarized in Algorithm 1. The convergence analysis is discussed in Section IV.
D. VIDEO-BASED PERSON RE-IDENTIFICATION
Suppose that the gallery videos come from Camera a and the probe videos come from Camera b. With the learned dictionaries {D a , D b } and transformation matrices {P a , P b }, video-based person re-id can be easily carried out. 
while not converged do 3: Fix other variables and update Z a , Z b , Z L .
4:
Fix other variables and update P a , P b .
5:
Fix other variables and update M . 
Secondly, compute the coding coefficients j of probe set
Thirdly, the coding coefficients are transformed by the corresponding transformation matrices. Cosine distance is adopted to compute the similarity score as follows
where ϕ i and ϕ j are coding coefficients of i and j , respectively. Finally, we sort the similarity scores and obtain the matching results by descending order.
IV. EXPERIMENTS AND ANALYSIS

A. DATASETS
We evaluate our method on two public benchmark datasets: iLIDS-VID [12] and PRID 2011 [38] , which are widely used in video-based person re-id, as shown in Fig. 2 . The details of two datasets are as follows:
The iLIDS-VID dataset is captured by two nonoverlapping camera views at an airport arrival hall. This dataset comprises 300 identities, where each identity has a pair of image sequences. The length of image sequences ranges from 22 to 192 frames, with an average length of 73. This dataset is very challenging due to lighting and viewpoint variations, clothing similarities, occlusions and background clutters.
The PRID 2011 dataset is captured by two non-overlapping camera views in an outdoor scene. This dataset totally contains 749 persons, where only 200 persons appear in both camears. The length of image sequences ranges from 5 to 675 frames, with an average length of 100. In our experiments, to ensure the effective length of the video, we follow the experimental setup of [17] , only consider 178 persons from both cameras and each image sequence include at least 27 frames. The color inconsistency and shadow changes in each sequence are obvious. However, comparing with the iLIDS-VID dataset, the images of PRID 2011 dataset have the cleaner background and rarer occlusions because it is captured by the non-crowded outdoor scene.
B. EVALUATION SETTING
In our experiments, the following evaluation protocol is employed. We randomly split the whole of image sequences pairs into two sets of equal size, one for training and the other for testing. Image sequences from one camera are used as the probe set and sequences from the other camera are used as the gallery set. The Cumulative Matching Characteristics (CMC) curve is used to evaluate the performance, and report the Rank-r (r = 1, 5, 10, 20 in our experiments) matching rate by repeating the experiments for 10 trials.
C. FEATURE EXTRACTION
In this paper, we use Local Maximal Occurrence (LOMO) [5] descriptor to extract image features, which shows great robustness against low resolution and appearance changes. This descriptor utilizes HSV color histogram for color representation and scale invariant local ternary pattern (SILTP) for texture description. In our experiments, all images of both datasets are resized to 128 × 48. Here the dimension of each image feature vector is 26960, principal component analysis (PCA) is used to reduce the dimension to 1000 on both datasets.
D. PARAMETER SETTINGS
There are four regularization parameters in our method. For iLIDS-VID dataset, we set λ, α, β, γ to 0.008, 0.4, 0.001 and 0.02, respectively. For PRID 2011 dataset, we set λ, α, β, γ to 0.02, 1, 0.001 and 0.1, respectively. Detailed parameter sensitivity analysis are presented in Section V-I.
E. COMPARISON TO THE STATE OF THE ART
In this section, we compare our approach with the stateof-the-art video-based person re-id approaches on iLIDS-VID and PRID 2011 datasets: Sparse representation and dictionary learning methods include DVDL [31] , SRID [39] , SCPDL [35] ; Spatio-temporal feature representation methods include Salince+DVR [12] , STFV3D+KISSME [15] ; Deep learning methods include RFA-Net [40] , Zhou et al. [10] , Chen et al. [21] , McLaughlin et al. [41] and DFGP [42] . We also compare with the metric learning method SI 2 DL [18] and the multi-task learning method MTL-LORAE [43] . Table 1 shows the detailed rank-1, rank-5, rank-10 and rank-20 matching rates of the compared methods on the iLIDS-VID and PRID 2011 datasets. It is obvious that our method obtains better re-identification results on both datasets. For iLIDS-VID dataset, although our method yields only 0.4% gains for rank-1 matching rate, we obtain at least 1.1% gains for other rank matching rates. For PRID 2011 dataset, comparing with the second best method, we can see that the rank-1 matching rate of the proposed method is improved by 5.1%. Actually, when rank is 13, our method already obtains 100% matching rate. These results show that our method improves the performance of video-based person re-id on both datasets.
F. EFFECT OF LFDA
In our method, LFDA is utilized to transform different feature spaces into a common subspace such that reduce the discrepancy between two camera views. To evaluate the effect of LFDA, we construct a modified version without LFDA, named Ours_nolfda. Table 2 reports the top rank matching rates. It is evident that in our method, the use of LFDA improves rank-1 matching rate by 11.4% on iLIDS-VID and 9.9% on PRID 2011. 
G. EFFECT OF CLASS LABEL INFORMATION
In our method, we make full use of class label information to correlate the same person under two cameras, for the purpose of capturing the closer relationship. In order to evaluate the effect of class label information, we remove the label information reconstruction term and its associated regularization terms. The modified version is denoted as Ours_nolabel. The objective function of the Ours_nolabel method is defined as follows label information, which validate that the label information is able to improve the correlation of the same person between different views. More specifically, rank-1 matching rate is improved by 5.3% on iLIDS-VID and 8.1% on PRID2011.
H. EFFECT OF IMAGE SEQUENCE LENGTH
In this section, we discuss the effect of image sequence length. To guarantee person video consisted of an image sequence, we select 5, 10, 15, 22 frames of each person video from iLIDS-VID dataset and 5, 10, 15, 20, 27 frames from PRID2011 dataset. We also split the whole sequence pairs into two sets of equal size, one for training and the other for testing. Experimental results are given in Fig. 3a and Fig. 3b .
From the CMC curves of two figures, we can see that the matching rate is higher with the increase of the length of image sequence. That is to say, longer image sequences contain richer label information, and the model can learn more information to improve the performance of person re-id. 
I. PARAMETER SENSITIVITY ANALYSIS
In this section, we investigate the parameter sensitivity of our method. There are four parameters λ, α, β and γ in our objective function. λ controls the effect of coding coefficients correlation term, other parameters control the effect of regularization terms. To evaluate the effect of these parameters, we set different values in a reasonable discrete set 1e −3 , 5e −3 , 1e −2 , 5e −2 , 0.1, 0.5, 1 on both datasets. We fix two parameters as the values given in Section IV-D, and evaluate the other two parameters by using 5-fold crossvalidation on the testing set. The rank-1 matching rate of each combination of parameter values is shown in Fig. 4 .
In Fig. 4a and Fig. 4b , we can see that the performance of our method are roughly consistent when λ and α range from 0.005 to 0.1, respectively.
In Fig. 4c and Fig. 4d , we can see that the performance of our method are roughly consistent when β and γ range from 0.001 to 0.01, respectively.
J. CONVERGENCE AND TIME COST
The proposed objective function is optimized by alternate iterative optimization algorithm. In each iterative step, each variable is updated while fixing other variables, so each VOLUME 6, 2018 Fig. 5 shows the convergence curves on the iLIDS-VID and PRID 2011 datasets. It can be observed that the objective value decreases quickly and becomes stable after 15 iterations. This indicates the convergence property of our method. In our expriments, we select 20 iterations.
In Table 4 , the training time and testing time (person re-id) of our method are reported under the environment of Intel(R) Core(TM) i7-6700 CPU @3.40GHz and 16G RAM. It is obvious that time for training and testing are both short enough.
V. CONCLUSION
In this paper, we propose a novel person re-id framework based on semi-coupled dictionary learning augmented with relaxation label space transformation. Firstly, we use LFDA to transform the person features from different cameras into a common feature space, where the discrepancy between two camera views can be reduced. In this common space, we learn a feature dictionary from each camera to reconstruct the person features. Moreover, a label dictionary is learned from a relaxation label space. In this relaxation label space, the learned label coding coefficients can effectively represent the same person across two cameras, and have enough discriminative capability to distinguish different persons. Consequently, a pair of transformation matrices are introduced to align the feature coding coefficients by the label coding coefficients, which capture the intrinsic relationship of the same person under two cameras. Extensive experimental results on the iLIDS-VID and PRID 2011 datasets show that the proposed method can effectively improve the performance of person re-id. The proposed method can also be used the multi-image person re-id problem.
In the future work, we will explore the temporal information of video and design the effective spatial-temporal features. Large-scale datasets will be used in our experiments. Moreover, we will extend our method into a unified framework, which can address the multi-camera (at least three cameras) person re-id problem. 
