In this paper, we study the purely discontinuous Girsanov transforms which were discussed in Chen and Song [3] and Song [9] . We show that the transition density of any purely discontinuous Girsanov transform of a α-stable-like process, which can be nonsymmetric, is comparable to the transition density of the α-stable-like process.
Introduction
Suppose that (X, P x ) is a Brownian motion in R d and M t is the σ-field generated by {X s , s ≤ t}. nonnegative local martingale under each P x and thus is a supermatingale multiplicative additive functional of X. L t defines a family of probability measure {P x : x ∈ R d } on M ∞ by dP x = L t dP x on M t . Under this family of measures {P x : x ∈ R d }, X t is denoted byX t . The processX is called a Girsanov transform of X and the transition density ofX has Gaussian upper and lower estimates for certain natural function b.
The main purpose of this paper is to study upper and lower estimates on the transition densities of Girsanov transforms of α-stable-like processes (see definition 1.1).
Let's first recall the purely discontinuous Girsanov transforms studied in [3] . For convenience,
we consider the state space R d instead of a Lusin space E in [3] . Let B(R d ) be the Borel σ-field and m a σ-finite measure on B(R d ) . Let X = (X t , P t ) be a m-Hunt process on R d and has a Lévy system (N, H). That is for any nonnegative function f on R d × R d vanishing on the diagonal
for every x ∈ R d and t > 0.
Let F be a bounded function on R d × R d that vanishes on the diagonal. We say F ∈ J(X) if
|F |(X s , y)N (X s , dy)dH s = 0, see [2] . If F ∈ J(X) also satisfies the condition inf x,y∈E F (x, y) > −1, then the process
is a martingale and its Doleans-Dade exponential is (see Theorem 9.39 of [5] ) L t is a nonnegative local martingale and thus a supermartingale multiplicative functional of X.
L t defines a family of probability of measures {P x , x ∈ R d } on M ∞ by dP x = L t dP x on M t , see section 62 of [6] . LetX = (X t , M, M t ,P x , x ∈ R d ) denote this new process. Under this family of measuresP x , X t is denoted byX t . The processX t is called a purely discontinuous Girsanov transform of X. Under further assumption that F ∈ A 2 (X) (see [3] for definition) and with a
Lusin space E instead of R d , it was shown in [3] that the Green function of a purely discontinuous Girsanov transform ofX is comparable to that of X, especially when X is a symmetric stable process. Under the assumption that F ∈ I 2 (X) (see [9] for definition) and with a Lusin space E instead of R d , it was shown in [9] that when X is a symmetric stable process, the transition density of a purely discontinuous Girsanov transform ofX is comparable to that of X.
One of the main tools used in [3] and [9] is the Dirichlet form. The Dirichlet form was also used in [8] to study the two-sided estimates on the density of the Feynman-Kac semigroups of symmetric α-stable-like processes (see definition 1.1). The Dirichlet form works well when the processes are symmetric. It encounters difficulty when the processes are not symmetric.
Let's introduce α-stable-like processes in the following.
Suppose the process X = (X t , P t ) given above has a Lévy system (N, H) given by H t = t and N (x, dy) = 2C(x, y)|x − y| −(d+α) m(dy),
where m a σ-finite measure on B(R d ) given by m(dx) = M (x)dx with M (x) nonnegative and bounded.
Definition 1.1 We say that X is an α-stable-like process if C(x, y) is bounded.
In this paper we assume that X admits a transition density p(t, x, y) with respect to m and p(t, x, y) is jointly continuously on (0, ∞) × R d × R d and satisfies the condition
where M 1 and M 2 are positive constants.
Here we do not assume that X is symmetric. When X is symmetric, it is called a symmetric α-stable-like process, which was introduced in [4] , where a symmetric Hunt process is associated with a regular Dirichlet form and thus Dirichlet form method can be applied.
We list some examples for α-stable-like processes. One dimensional α-stable processes with their Lévy measure ν concentrated neither on (0, ∞) nor on (−∞, 0) are α-stable-like processes, as their C(x, y) are bounded and densities p(t, x, y) satisfies (1.1), see Definition 14.16 and Remark 14.18 in [7] . For higher dimensions, [11] gave a large class of nonsymmetric strictly α-stable processes which satisfy (1.1) with C(x, y) bounded. So this class also belongs to the class of α-stable-like processes.
In [10] , we developed a method, which was based on an idea in [1] for Brownian motions, some results on discontinuous functionals and some techniques for integral estimates, to obtain the estimates on the density of the Feynman-Kac semigroups of α-stable-like processes where neither F nor X is symmetric. In this paper, by improving this method so that it also works for the purely discontinuous Gisarnov transform, we will show that the transition density of the purely discontinuous Girsanov transform ofX is comparable to that of X with neither F nor X being symmetric.
The content of this paper is organized as follows. In section 2, we present preliminary results on additive functionals. In section 3, we establish the two-sided estimates on the transition density of the purely discontinuous Girsanov transformations under certain assumptions of F (x, y).
Preliminary Results on Additive Functionals
For any l > 0, let A
t , where
is a pure discontinuous functional and D
(l)
t is a continuous functional. For convenience of notation, we omit the index l, i.e. denote A t by A t , B t and D t respectively. We have the following formulae for A n t .
Theorem 2.1
Proof. Note that
We use induction to show these two formulae for A n t . It is clear that they hold for n = 2. Suppose they hold for n ≤ m − 1, we show they hold for n = m.
It follows from the integration by parts formula,
·dA s ( by the first formula for A n t when n = m − 1 )
Thus
i.e. the first formula for A n t holds for n=m. Now we go to the second formula for A n t , for n = m.
i.e. the second formula for A n t holds for n = m. 2
Transition Density of Pure Jump Girsanov Transformation
We need the following lemmas to prove the main results.
Lemma 3.1 For any two positive constants K < 1 and L, there exist two constants C 01 (K, L) and
Proof. Use the fact that there exists i 0 ≥ 0, such that when j ≥ i 0 ,
Lemma 3.2 For any two positive constants K < 1 and L, there exists a constant C 03 (K, L) which depends on K and L, such that
Proof.
( by the same argument of lemma 3.1, whereC 01 (L, K) is a positive constant )
( by the same argument of lemma 3.1, whereC 03 (L, K) is a positive constant ).
2
From now on we define q 0 (t, x, y) = p(t, x, y) where p(t, x, y) is the transition density of α-stable-like process X and satisfies (1.1).
By the second formula for A n t , we have for any g bounded measurable
We define q
For convenience, we denote q
Then by induction, we can show that for any n ≥ 1,
and 
Definition 3.1 We say F belongs to J d,α if F is bounded, vanishing on the diagonal, and the
We assume inf x,y∈E F (x, y) > −1, F (x, y) vanishes on the diagonal and satisfies
It is clear that there exist constants C 1 and C 2 such that
and
For the constants C 1 and C 2 given above, we assume that there exist constants C, L and M such that
. Then p(t, x, y) is symmetric and satisfies
By the choice of C in (3.1), it is clear that |q n (t, x, z)| ≤ q n (t, x, z). We can see that q n (t, x, z) may not be symmetric even when F (x, z) and p(t, x, z) are symmetric. Thus we can not use an argument similar as that used in lemma 3.3 in [10] .
Next are the main results.
For the positive constants L, C, and M given above, and K < 1, M 2 given in Lemma 3.1, Lemma 3.2 and (1.1), there exists positive constantsC andC 1 such that
We claim
Proof. We show statement 1 holds for n = 1
Thus statement 1 holds for n = 1.
Since q 0 (t, x, z) = p(t, x, z), statement 2 holds for n = 0. We show it also holds for n = 1. We write q 1 (t, x, z) in the following way,
First we look at the first term in the expression of q 1 (t, x, z).
There are two cases:
Since C t ↓ 0 as t ↓ 0, there exists t 01 > 0 such that when 0 < t ≤ t 01 ,
There exists t 02 > 0 such that when 0 < t ≤ t 02 , C t is small enough and the sum of the first two
Combining case 1 and case 2, when 0 < t ≤ min(t 01 , t 02 ),
For the second term in the expression of q 1 (t, x, z):
|w − y| d+α p(t − s, y, z) m(dy)ds, let t − s =s. The second term becomes
Since C t ↓ 0 as t ↓ 0, there exists t 03 > 0 such that when 0 < t ≤ t 03 ,
There exists t 04 > 0 such that when 0 < t ≤ t 04 , C t is small enough and the sum of the first two
Combining case a and case b, when 0 < t ≤ min(t 03 , t 04 ),
Therefore, when 0 < t ≤ t 0 = min(t 01 , t 02 , t 03 , t 04 ),
i.e. statement 2 holds for n = 1.
Next we suppose statement 1 and statement 2 are true for n ≤ m − 1, we show that they hold for n = m.
First we look at statement 1.
For the first part of statement 1,
|w − y| d+α m(dy)ds
|w − y| d+α m(dy)ds ( since statement 1 holds for n ≤ m − 1)
For the sum of the first and the second term, there exists t 11 > 0 with t 11 ≤ t 0 such that when 0 < t < t 11 , C t is small enough and
For the third term, we know that
i.e. the first part of the statement 1 holds for n = m.
To show the second part of the statement 1 for n = m, we know that
Substituting the expressions of q m−1 (t − s 1 , y 1 , z) and q m−i (t − s 1 , y 1 , z) into the above, we have
( since the statement 2 holds true for n ≤ m − 1)
It is clear that in the above expression there is the following common factor :
We denote it by G(t, x, z).
Next we show G(t, x, z) = G(t, z, x).
Changing variables, let t − s 1 − s 2 =s 1 , s 2 =s 2 . The absolute value of the Jacobian of the this transformation is 1. Let y 2 =w 1 , y 1 =w 2 , w 2 =ỹ 1 , w 1 =ỹ 2 .
Rearranging the components of the integrand and using the fact that F (x, y) and p(t, x, y) are symmetric in x and y, we can see that the expression of G(t, x, z) is equal to G(t, z, x).
and both
which implies that
Since C t ↓ 0 as t ↓ 0 and Lemma 3.1 and Lemma 3.2 hold, it is easy to see that there exists t 12 > 0 with t 12 ≤ t 0 such that when 0 < t ≤ t 12 , the first three term in the above expression
i.e. the second part of statement 1 holds for n = m. Thus statement 1 holds for n = m.
Next we show statement 2 for n = m. We write q m (t, x, z) in the following way
First we look at the sum of the first and the second terms in the expression of q m (t, x, z).
There exits t 13 > 0 with t 13 ≤ t 0 such that when 0 < t ≤ t 13 , C t is small enough,
( by (3.4) in statement 1 for n ≤ m − 1 and
There exists t 14 > 0 with t 14 ≤ t 0 such that when 0 < t < t 14 , C t is small enough and the sum of the first six terms in the above ≤ 
Combining case 1 and case 2, when 0 < t ≤ t 1 = min(t 11 , t 12 , t 13 , t 14 ), the sum of the first and the second terms in the expression of q m (t, x, z)
For the sum of the third and the fourth terms in the expression of q m (t, x, z)
|w − y| d+α q m−i (t − s, y, z) m(dy)ds, let t − s =s. This sum becomes
There exists t 21 > 0 with t 21 ≤ t 1 such that when 0 < t ≤ t 21 , C t is small enough
There exists t 22 > 0 with t 21 ≤ t 1 such that when 0 < t ≤ t 22 , C t is small enough and the sum of the first six terms ≤ 
Combining case a and case b, when 0 < t < t 2 = min(t 21 , t 22 ), the sum of the third and fourth terms of q(t, x, z)
i.e. the statement 2 holds for n = m. 2
We know that for given l > 0, q n (t, x, z) = q (l) n (t, x, z), because of omission of the index l. However the expression of q n (t, x, z) doesn't depend on l. So the constant t 2 in Theorem doesn't depend on l.
By the above theorem, we have when 0 < t ≤ t 2 ,
Recall that |q n (t, x, z)| ≤ q n (t, x, z), for any n ≥ 0, i.e. |q n (t, x, z) exists, for any n ≥ 0. We define . Then it is easy to see that lim l→∞ q (l) (t, x, z) exists and its absolute value ≤ q(t, x, z). We denote lim l→∞ q (l) (t, x, z) by q(t, x, z) and we have |q(t, x, z)| ≤C 1 1 1 − K t By an argument similar to that used in [9] , we have the following: the limit lim l→∞ A (l) (t) exists in the sense of convergence of the norm of the space of square-integrable martingale and convergence in probability under P x and the limit is also a martingale additive functional of X; L (l) (t) converges to L(t) in probability which is a local martingale and thus a supermartingale multiplicative functional of X; L(t) defines a family of probability of measures {P x , x ∈ R d } on M ∞ by dP x = L(t)dP x on M t . LetX = (X t , M, M t ,P x , x ∈ R d ) denote this new process. AlthoughX t (ω) = X t (ω), we usẽ X t to emphasize it is underP x . This process is a purely discontinuous Girsanov transform of X.
Since L (l) (t) converges to L(t) in probability, there exists a subsequence
On the other hand, since lim l→∞ q (l i ) (t, x, z) = q(t, x, z) and q(t, x, z) is integrable under the measure m(dy) by (3.6), we have
for any bounded measurable function g, i.e. q(t, x, z) is the transition density function of the purely discontinuous Girsanov transform of X. Thus the upper bound of the transition density function is obtained.
Next we establish the estimate of the lower bound of q(t, x, z). Let r ↓ 0, we have when 0 < t ≤ t 2 1 2 k p(t, x, z) ≤ q (l) (t, x, z), ∀l > 0.
Since q(t, x, z) = lim l→∞ q l (t, x, z), we have 1 2 k p(t, x, z) ≤ q(t, x, z).
Thus we obtain the lower bound of q(t, x, z).
It is easy to see that the semigroup property of e A (l) t implies that R d q (l) (t, x, y)q l (s, y, z) dy = q (l) (t + s, x, z), ∀t, s > 0.
Thus by taking limit lim l→∞ , we have
q(t, x, y)q(s, y, z) dy = q(t + s, x, z), ∀t, s > 0.
By this property and the lower and upper bounds of q(t, x, z) when 0 < t ≤ t 2 , we have the following theorem Theorem 3.5 There exist positive constants C 3 , C 4 , C 5 and C 6 such that C 3 e −C 4 t t for all (t, x, z) ∈ (0, ∞) × R d × R d .
