Abstract. In this paper, we investigate the long-time behavior of the timedependent reaction-di¤usion equation ut u+a(x)juj u b(x)juj u = h(x; t) with Robin boundary condition. We begin this paper with the existence and uniqueness results of the solution to the problem. For the asymptotic behavior, we …rstly prove the existence of an absorbing set in W 1 2 ( ) \ L +2 ( ). The existence of a uniform attractor is obtained in W 1 2 ( ) \ L +2 ( ).
Introduction
We are concerned with the existence of uniform attractors for the process associated with the solutions of the following reaction-di¤usion equation:
u + a(x)juj u b(x)juj u = h(x; t); (x; t) 2 Q T ; subject to the Robin boundary condition,
and the initial condition, u(x; ) = u (x); x 2 ; 8 2 R where R n , n 3, is a bounded domain with su¢ ciently smooth boundary @ ; ; > 0 are given some numbers; T is a positive number; 2 R; Q T = ( ; T ),
is the n dimensional Laplace operator; a : ! R 1 + ; b : ! R 1 + and k : @ ! R 1 are given functions; h is given generalized function. The nonlinearity part and the external force h satisfy some conditions speci…ed later. vector . Here u(x; t) is an unknown function which can represent temperature, population density, or in general the quantity of a substance. Equation (1.1) generally arises as a mathematical model in various areas such as population dynamics and biological sciences, hydrodynamics and the heat transfer theory. Although reaction-di¤usion equations with Dirichlet and Neumann boundary conditions have been extensively studied, very little work has been done for Robin boundary conditions.
The study of uniform attractor for non-autonomous dynamical systems has attracted much attention and has made a lot of progress in recent years(see, [6] , [7] , [10] and reference therein). But in the last two decades, the dynamical systems have been extensively studied for the autonomous case by using of the concept of global attractors( see, for example [6] , [11] , [12] , [32] and the reference therein). In general a proper extension of the notion of a global attractor for semigroups to the case of process is the so called uniform attractor. Uniform attractors for the non-autonomous systems are the minimal compact sets which uniformly(w.r.t. time symbol) attract every bounded set of the initial data spaces.
The long time behavior of solutions of reaction-di¤usion equation with Neumann or Dirichlet conditions has been studied extensively for both autonomous and non-autonomous cases. Moreover, the reaction-di¤usion equation with Dirichlet boundary condition, has investigated widely, the existence and uniqueness of solution have been proven in (see [24] , [29] ), by the Faedo-Galerkin method, and the existence of attractors has been obtained in [2] , [3] , [12] , [14] , [15] , [23] - [27] . Also, for the reaction-di¤usion equations with homogeneous nonlinear boundary condition, the dynamical behavior was considered for both autonomous and nonautonomous cases(see [1] , [30] , [31] ). On the other hand, for the reaction-di¤usion equation with Robin boundary condition, the blow-up of solution was discussed in [4] , [17] , [20] - [22] . In [9] , one of the …rst papers is made to the understanding of this problem with a homogeneous Robin boundary condition in a bounded domain R n ; n 3, it is shown that there exists a compact attractor. In [19] , We showed before the existence and uniqueness of the solution for considered problem as taking initial condition is zero. Moreover in [16] , for the autonomous case of this problem, we obtained the existence of global attractor in W 1 2 ( ) \ L +2 ( ), also proved some asymptotic regularity by using the relative stationary problem. After that in [17] , we obtained some conditions for blow-up of solutions of problem (1.1)-(1.3) in …nite time.
For the existence of the uniform attractor, we need to show that some kind of compactness of the family of processes. Since here our boundary condition is Robin type (linear boundary condition) and also has some negative coe¢ cient, we come across some additional di¢ culties in proving the asymptotic compactness in L +2 ( ). To overcome this, we used some di¤erent inequalities such as Young, Hölder and which was given in Lemma 2 as well as Sobolev embedding theorems. This paper is organized as follows. In the next section, we give some basic de…-nitions and abstract results concerning the uniform attractors for non-autonomous dynamical systems. In section 3, we show that the existence and uniqueness of weak solution and the existence of weak continuity of family of processes associated to the problem. In section 4, we prove the existence of an absorbing set in
Preliminaries
We begin with some useful de…nitions from the theory of uniform attractors for non-autonomous systems which we will use throughout the paper. We refer to [5] - [8] for more details.
Let X, Y be two Banach spaces such that Y ,! X continuously, and be a parameter set. fU (t; ); t 2 Rg, 2 , is said to be a family of processes in X if for any 2 U (t; s)oU (s; ) = U (t; ); 8t s ; 2 R; U ( ; ) = Id is the identity operator, De…nition 2. A family of processes fU (t; )g, 2 is called uniformly (w.r.t.
2 ) asymptotically compact in Y if for any 2 R and any B 2 B(X), we have fU n (t n ; )x n g is relatively compact in Y , where fx n g B, t n [ ; +1), t n ! +1, n are arbitrary.
De…nition 3.
A subset A Y is said to be the uniform attractor in Y of the family of processes fU (t; )g, 2 if
(ii) for any …xed 2 R and B 2 B(X) we have
De…nition 4. The kernel K of a process fU (t; )g 2 acting on X consists of all bounded complete trajectories of the process fU (t; )g 2 :
The set K(s) = fu(s) : u(:) 2 Kg is said to be kernel section at time t = s, s 2 R.
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De…nition 5. A function ' is said to be translation bounded in L lo c
Denote by L b 2 (R; X) the set of all translation bounded functions in L lo c 2 (R; X).
2 (R; X) is said to be normal if for any " > 0, there exists > 0 such that
Existence and Uniqueness Results
We shall assume h 2 L b 2 (R; L 2 ( )). We will understand the solution of the considered problem in the following sense:
u(x; ) = u (x) f or a:e: x 2 ; and
426 EYLEM ÖZTÜRK Theorem 1. We assume that the following conditions are satis…ed: Proof. Although the existence of a weak solution was proved in [16] , we present another proof with some weaker conditions on relations between coe¢ cient functions. Consider the approximating solution u n in the form,
where
We get u n from solving the following problem: d dt hu n ; w j i + hru n ; rw j i + ha(x)ju n j u n b(x)ju n j u n ; w j i + hk(x 0 )u n ; w j i @ = hh(x; t); w j i hu n (x; ); w j i = hu ; w j i; j = 1; : : : ; n In (3.2) replacing w j by u n , we get
This inequality implies that
Then there exists a subsequence of fu n g (still denoted by fu n g) such that
On the other hand, replacing w j by @ t u n in (3.2), we have
Using the Cauchy inequality, we have
Integrating (3.9) from to T and using previous arguments, we obtain
then we have,
. Then according to Lemma 1.3 (see [13] , Chapter 1), we have
2 (@ )): Now, combining (3.6), (3.7), (3.11), (3.14) and (3.15) we see that u satis…es (3.1). Now we recall the following result for the uniqueness of the solution: 
We now de…ne the symbol space for the problem (1.1)-(1.3). Taking a …xed symbol
2 (R; L 2 ( )) endowed with local convergence topology. Set 0 = fh 0 (s + h) : h 2 Rg, and let be the closure of 0 in L lo c 2;w (R; L 2 ( )). Problem (1.1)-(1.3) can be rewritten in the following form:
where the function (t) = h(t) is the symbol of the equation. Thanks to these existence and uniqueness theorems, we know that problem (1.1)-(1.3) is well posed, and generates a family of processes fU (t; )g, 2 as follows
We obtain the following corollary immediately by using existence and uniqueness theorems:
4. Existence of a Uniform Attractor in W 1 2 ( ) \ L +2 ( ) In this section we will show that the existence of uniform attractor in W 1 2 ( ) \ L +2 ( ). Now we state our main result obtained in this section.
Theorem 3. We assume that the conditions of Theorem 2 are satis…ed. Suppose that for almost every x 2 and x 0 2 @ ,
satis…es the condition (iii) of Theorem 1. Then the processes fU (t; )g, 2 possesses a uniform attractor
. For the proof of this theorem , we will use Theorem 3.9 (which is in [5] ). To see that the conditions of this theorem are satis…ed, we give the following lemmas and useful a priori estimate for the uniformly asymptotic compactness and the existence of an absorbing set in corresponding space: Lemma 3. Assume that the conditions of Theorem 3 are satis…ed. Then the processes fU (t; )g, 2 has a bounded uniform absorbing set
Proof. Multiplying (1.1) by u, after the integrating by parts, we get
applying Hölder and Young inequality for the last three terms we deduce that
3 ) < 0, c 2 comes from Sobolev embedding inequality.
2 By Gronwall's lemma we obtain the following inequality :
here we have used the fact that
e 2K1 kh 0 k 2 L2( ) ds + :::
for convenience we denote all terms but except the …rst term in the right side by r 0
Consequently we can …nd a T 0 for given > 0,
such that kuk 2 L2( ) r 1 for all t T 0 , r 1 = r 0 + . On the other hand, multiplying (1.1) by u t , after the integration by parts, we have
We will show that there exists a constant M 2 = M 2 (r 1 ; a 1 ) > 0 such that for all t T 0 + 1 the following inequality is satis…ed:
(4.9)
For (4.9), if we multiply (1.1) by u, after the integrating by parts, and use the conditions of theorem, we have
Now we can separate the end term of the left side such that 0 < A < 1, and applying Young-Hölder inequalities, we have
We integrate last inequality from t to t + 1 where t T 0 + 1, we have:
Here A := a0 b1 a1
and " 1 := 2 A, then we have
Ln 1(@ ) + r 1 (1 + 2" 1 ) + 2b 1 meas( )): So we obtain inequality (4.9). Denoting by
combining with (4.8), (4.9), we have the following inequalities for all t T 0 + 1:
+ y(z). Finally if we integrate in z on [t; t + 1] we get the wanted estimate,
by using the conditions of Theorem 3 and the last inequality, we have 8t T 0 + 1:
Thus fU (t; )g, 2 has a bounded absorbing set in
Now we give an a priori estimate for the solution of the problem to verifying the uniformly asymptotic compactness in L +2 ( ). 
where (jU (t; )u j M) = f(x; t) : jU (t; )u j Mg for all normal function h in L lo c
Proof. We multiply (1.1) by (u M)
+1 +
and integrating on , we obtain
where (u M) + denotes the positive part of (u M), that is
if u M:
, then on 1 we have,
if we use this inequality in (4.13), we have:
by applying Hölder and Young inequality for the last term and using the condition on k, we deduce that
by applying Young inequality for the term of right side, we have
by using u M and u M u for the third term of left side we obtain,
by using Lemma 2 and the equation
2 )j)
we have,
and by using Young inequality we have,
and " 2 = +1 ( +2) 2 : Since > 2, we can choose M su¢ ciently large enough such that > 0, we integrate this inequality on (`; t) after the multiplying by e t wherè T 0 + 1, we have Z
for any " > 0, we can take M large enough such that
If we choose T 2 as the following,
here M 3 is in the proof of Lemma 3. Then 8t > T 2 , we have where (u + M) denotes the negative part of (u + M), that is
We obtain by using (4.18) and (4.19) , Z
Thus, we have Z
Last inequality completes the proof of lemma.
For the proof of uniformly asymptotic compactness in W 1 2 ( ), …rst we will give some a priori estimate on u t in L 2 ( )-norm. for any translation bounded h 0 (t) and h
Proof. We denote by u t = v and by di¤erentiating (1.1),(1.2) in time, we get
multiplying the …rst equality by v integrating over and using the conditions of Theorem 1 we obtain that d dt
We will show that there exist
Integrating inequality (4.7) from t to t + 1, we have: Lemma 6. We assume the conditions of Theorem 3, then the family of process fU (t; )g, 2 is uniform asymptotically compact in W 1 2 ( ) . Proof. We need to show that for any fu n g B 1 , n and t n ! 1, fU n (t n ; n )g 1 n=1
is precompact in W 1 2 ( ). Denote by u n n (t n ) := fU n (t n ; n )gu n . We need to prove that fu n n (t n )g is a Cauchy sequence in W 
