In this article, we discuss a new coupled system of fractional differential equations with integral boundary conditions 
D α u(t) + f (t, v(t)) = a, 0<t < 1, D β v(t) + g(t, u(t)
)
Introduction
In this article, we study a new coupled system of fractional differential equations and consider the existence and uniqueness of solutions for the system with integral boundary conditions. Namely, we discuss the following problem: We will consider system (1.1) under the case a > 0, b > 0. When a = b = 0, we can study problem (1.1) by using the usual methods and give some results about the existence and uniqueness of positive solutions (see [3] ). However, when a, b > 0, we cannot get similar results by using the previous methods. So system (1.1) is new, and we need to seek new methods to discuss problem (1.1). Fortunately, we can use a recent fixed point theorem for
D β v(t) + g(t, u(t)
ϕ-(h, e)-concave operators to resolve problem (1.1). First, we list the following hypotheses A lot of boundary value problems of coupled systems involving fractional differential equations have been investigated extensively, see the works and the references therein. Different boundary conditions of coupled systems can be found in the discussions of some problems such as Sturm-Liouville problems and some reaction-diffusion equations (see [26, 27] ), and they have some applications in many fields such as mathematical biology (see [28, 29] ), natural sciences and engineering; for example, we can see beam deformation and steady-state heat flow [30, 31] and heat equations [14, 32, 33] . So nonlinear coupled systems subject to different boundary conditions have been paid much attention to, and the existence or multiplicity of solutions for the systems has been given in literature, see [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] for example. The usual methods used are Schauder's fixed point theorem, Banach's fixed point theorem, Guo-Krasnosel'skii's fixed point theorem on cone, nonlinear differentiation of Leray-Schauder type and so on. Recently, several papers [4, [8] [9] [10] considered some new coupled systems of fractional differential equations and obtained some new results about the existence and uniqueness of solutions by using general methods.
From literature, no papers have considered system (1.1). Inspired by the works of coupled systems and recent papers [16, 34] , we study the coupled system (1.1) and give the existence and uniqueness of solutions. By using a fixed point theorem of increasing ϕ-(h, e)-concave operators, we establish the existence and uniqueness of solutions for the coupled system dependent on two constants. Our result shows that the unique solution exists in a product set and can be approximated by making an iterative sequence for any initial point in the product set. So our result is an extension and improvement of the previous works.
Preliminaries
Lemma 2.1 (see [11] ) Let
Lemma 2.3 (see [3] ) The function G 2α (t, s) satisfies
Lemma 2.4 (see [3] ) Suppose α, β ∈ (1, 2] and (Q) is satisfied. Then the functions G 1α (t, s), G 1β (t, s) satisfy
Next we present a fixed point theorem which can be easily used to study some systems of differential equations.
Suppose (E, · ) is a real Banach space and it is partially ordered by a cone P ⊂ E. For any x, y ∈ E, x ∼ y denotes that there are μ > 0 and ν > 0 such that μx ≤ y ≤ νx. Take h > θ (i.e., h ≥ θ and h = θ ), we consider the set P h = {x ∈ E | x ∼ h}. Clearly, P h ⊂ P. Take another element e ∈ P with θ ≤ e ≤ h, we define P h,e = {x ∈ E|x + e ∈ P h }. Definition 2.1 (see [34] ) Assume that A : P h,e → E is an operator which satisfies: for any x ∈ P h,e and λ ∈ (0, 1), there exists
Lemma 2.5 (see [34] ) Suppose that P is normal and A is an increasing ϕ-(h, e)-concave operator satisfying Ah ∈ P h,e . Then A has a unique fixed point x * in P h,e . In addition, for any w 0 ∈ P h,e , constructing the sequence w n = Aw n-1 , n = 1, 2, . . . , then w n -x * → 0 as n → ∞. 2 , and letθ = (θ , θ ), e = (e 1 , e 2 ). Thenθ = (θ , θ ) ≤ (e 1 , e 2 ) ≤ (h 1 , h 2 ) = h. That is, θ ≤ e ≤ h. If P is normal, then P = P × P is normal (see [35] ). Lemma 2.6 (see [3] 
Lemma 2.7 P h,e = P h 1 ,e 1 × P h 2 ,e 2 .
Proof By Lemma 2.6, we obtain
Existence and uniqueness of solutions
In this section, let E = {u|u ∈ C[0, 1]} and the norm of E is u = max t∈ [0, 1] 
}, then the cone P ⊂ E × E and P = P × P is normal, and the space E × E has a partial order:
. By Lemma 2.1 and the result of [21] , we can easily get the following result.
Lemma 3.1 Suppose that (Q) is satisfied and f (t, x), g(t, x) are continuous, then (u, v) ∈ E × E is a solution of (1.1) if and only if (u, v) ∈ E × E is a solution of the following equations:
For (u, v) ∈ E × E, we define three operators A 1 , A 2 and T by 
where
. Theorem 3.1 Let 1 < α, β ≤ 2, a > 0, b > 0 and e 1 , e 2 , h 1 , h 2 be given as in (3.1) .
, where e(t) = e 1 (t), e 2 (t) ,
(2) taking any point (u 0 , v 0 ) ∈ P h,e , construct the following sequences:
Proof By Lemma 2.2, for t ∈ [0, 1],
From Lemma 2.4, for t ∈ [0, 1],
That is, 0 ≤ e 1 ≤ h 1 , 0 ≤ e 2 ≤ h 2 .
In the following, we prove that T : P h,e → E × E is a ϕ-(h, e)-concave operator. For (u, v) ∈ P h,e , λ ∈ (0, 1), we obtain T λ(u, v) + (λ -1)e (t) = T λ(u, v) + (λ -1)(e 1 , e 2 ) (t) = T λu + (λ -1)e 1 , λv + (λ -1)e 2 (t) = A 1 λu + (λ -1)e 1 , A 2 λv + (λ -1)e 2 (t).
We discuss A 1 (λu + (λ -1)e 1 )(t) and A 2 (λv + (λ -1)e 2 )(t) respectively. From (H 2 ),
, s)g s, u(s) ds -e 2 (t) + ϕ(λ) -1 e 2 (t) = ϕ(λ)A 2 v(t) + ϕ(λ) -1 e 2 (t).
So we have
), e 2 (t) = ϕ(λ)T(u, v)(t) + ϕ(λ) -1 e(t).
That is,
Hence, T is a ϕ-(h, e)-concave operator.
Next we show that T : P h,e → E × E is increasing. For (u, v) ∈ P h,e , we have (u, v) + e ∈ P h . From Lemma 2.6, (u + e 1 , v + e 2 ) ∈ P h 1 × P h 2 . So there are λ 1 , λ 2 > 0 such that
By (H 1 ) and the definitions of A 1 , A 2 , we obtain T : P h,e → E × E is increasing. Now we prove that Th ∈ P h,e , so we need to prove Th + e ∈ P h . For t ∈ [0, 1], A 1 h 1 (t) , A 2 h 2 (t) + e 1 (t), e 2 (t) = A 1 h 1 (t) + e 1 (t), A 2 h 2 (t) + e 2 (t) .
Th(t) + e(t) = T(h 1 , h 2 )(t) + e(t) =
We discuss A 1 h 1 (t) + e 1 (t), A 2 h 2 (t) + e 2 (t), respectively. By Lemma 2.4 and (H 1 ), (H 3 ) ,
and thus l 1 h 1 (t) ≤ A 1 h 1 (t) + e 1 (t) ≤ l 2 h 1 (t). This shows A 1 h 1 + e 1 ∈ P h 1 . Similarly, by using Lemma 2.4 and (H 1 ), (H 3 ), we also can get A 2 h 2 + e 2 ∈ P h 2 . Consequently, by Lemma 2.7,
Finally, by using Lemma 2.5, T has a unique fixed point (u * , v * ) ∈ P h,e . In addition, for any given (u 0 , v 0 ) ∈ P h,e , the sequence
converges to (u * , v * ) as n → ∞. Therefore, system (1.1) has a unique solution (u * , v * ) in P h,e ; taking any point (u 0 , v 0 ) ∈ P h,e , construct the following sequences: 
In this example, α = 3 2 , β = 4 3 , Evidently, σ 1 , σ 2 ∈ (0, 1), σ 3 , σ 4 > 0. Moreover,
, s ≤ t,
, s ≤ t, ) .
Take
,
. 
