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w¨(t, x)− ∂
2
∂x2
w(t, x) = 0, ∀t ≥ 0, x ∈ [0, 1],
w(t, 0) = 0, ∀t ≥ 0,
w(t, 1) = u(t), ∀t ≥ 0,
−−−−−−−−−−−−−−− −−−−−−−−
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∂
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Mais ça pourrait être plein d’autres équations linéaires autonomes !
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Considérons une corde :
y(t)
u(t)
Question
Peut-on stabiliser la corde, en agissant uniquement sur u et en ne
connaissant que y ?
Quelques “définitions intuitives” :
1 Stabilisabilité : on peut ramener le système à l’équilibre (u(t))
2 Détectabilité : on peut connaître l’état du système (y(t))
3 Contrôlabilité : on peut passer d’un état à un autre (u(t))
4 Observabilité : on peut distinguer les états initiaux différents (y(t))
On veut un cadre général pour ces études : il existe pour les EDO !
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Les systèmes linéaires en dimension finie
Considérons le système masse–ressort linéaire suivant :
xM
Si l’on contrôle par l’application d’une force extérieure (i.e. l’accélération)
et si l’on observe la vitesse de la masse, alors :
x¨(t) + x(t) = u(t), ∀t ≥ 0,
−−−−−−−−−− −−−−,
x(0) = x0,
x˙(0) = x1,
−−−−−−−−−− −−−−,
y(t) = x˙(t), ∀t ≥ 0.
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Considérons le système masse–ressort linéaire suivant :
xM
En posant :
z =
[
x
x˙
]
, z0 =
[
x0
x1
]
, A =
[
0 1
−1 0
]
, B =
[
0
1
]
, C =
[
0 1
]
, D = 0,
on obtient : {
z˙(t) = Az(t) +Bu(t), ∀t ≥ 0,
y(t) = Cz(t) +Du(t), ∀t ≥ 0,
avec la donnée initiale z(0) = z0.
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En posant :
z =
[
x
x˙
]
, z0 =
[
x0
x1
]
, A =
[
0 1
−1 0
]
, B =
[
0
1
]
, C =
[
0 1
]
, D = 0,
on obtient : {
z˙(t) = Az(t) +Bu(t), ∀t ≥ 0,
y(t) = Cz(t) +Du(t), ∀t ≥ 0,
avec la donnée initiale z(0) = z0.
Il s’agit d’une réalisation du système linéaire décrit par l’EDO précédente.
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Σ
B +
∫
C
A
+
D
u z˙ z y
On peut écrire ce système Σ sous la forme compacte (avec z(0) = z0) :[
z˙(t)
y(·)|[0,t]
]
=
[
A B
C D
] [
z(t)
u(·)|[0,t]
]
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Σ
B +
∫
C
A
+
D
u z˙ z y
Mais nous verrons qu’il est aussi utile de l’écrire sous forme intégrée :[
z(t)
y(·)|[0,t]
]
=
[
etA
∫ t
0
e(t−s)AB · ds
CetA C
∫ t
0
e(t−s)AB · ds+D
] [
z0
u(·)|[0,t]
]
=
[
Tt Φt
Ψt Ft
] [
z0
u(·)|[0,t]
]
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1 Trouver u tel que z tende vers l’état d’équilibre (zéro).
2 Équivalence (en dim. finie) entre “trouver u” et “trouver u = Kz”
(stabilisabilité par retour d’état – linéaire, statique).
3 Définition : il existe K telle que A−BK soit de Hurwitz.
4 Détectabilité (dual) : il existe H telle que A−HC soit de Hurwitz.
G. Haine LTI–Systems 7/ 21
Et les observateurs dans tout ça ?
Question
Peut-on stabiliser la corde, le ressort, etc., en agissant uniquement sur
u et en ne connaissant que y ?
G. Haine LTI–Systems 8/ 21
Et les observateurs dans tout ça ?
Question
Peut-on stabiliser la corde, le ressort, etc., en agissant uniquement sur
u et en ne connaissant que y ?
Système stabilisable ⇒ il existe u = Kz pour le faire.
Mais nous n’avons accès qu’à y, pas à z !
G. Haine LTI–Systems 8/ 21
Et les observateurs dans tout ça ?
Question
Peut-on stabiliser la corde, le ressort, etc., en agissant uniquement sur
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Système stabilisable ⇒ il existe u = Kz pour le faire.
Mais nous n’avons accès qu’à y, pas à z !
Observateur (asymptotique)
ẑ état d’un autre système n’ayant accès qu’à y(t), tel que
‖ẑ(t)− z(t)‖ → 0, t→∞.
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Et les observateurs dans tout ça ?
Question
Peut-on stabiliser la corde, le ressort, etc., en agissant uniquement sur
u et en ne connaissant que y ?
Système stabilisable ⇒ il existe u = Kz pour le faire.
Mais nous n’avons accès qu’à y, pas à z !
Observateur de Luenberger :{
˙̂z(t) = Aẑ(t) +Bu(t) +H(y(t)− ŷ(t)), ∀t ≥ 0,
ŷ(t) = Cẑ(t) +Du(t), ∀t ≥ 0.
L’erreur e = z − ẑ satisfait e˙(t) = (A−HC)e(t), ∀t ≥ 0.
On obtient alors le critère d’existence suivant :
Existence d’un observateur (de Luenberger)
Il faut et il suffit qu’il existe H telle que A − HC soit de Hurwitz...
c’est exactement la détectabilité !
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Pole–assignement theorem
Soit Λ = {λi ∈ C | i = 1, · · · , n} satisfaisant λ ∈ Λ⇔ λ¯ ∈ Λ.
Si Σ (i.e. (A,B)) est contrôlable, alors il existe K telle que le
spectre de A−BK soit exactement Λ.
Si Σ (i.e. (A,C)) est observable, alors il existe H telle que le
spectre de A−HC soit exactement Λ.
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Soit Λ = {λi ∈ C | i = 1, · · · , n} satisfaisant λ ∈ Λ⇔ λ¯ ∈ Λ.
Si Σ (i.e. (A,B)) est contrôlable, alors il existe K telle que le
spectre de A−BK soit exactement Λ.
Si Σ (i.e. (A,C)) est observable, alors il existe H telle que le
spectre de A−HC soit exactement Λ.
Attention : les méthodes de construction sont dans ce cas très
gourmandes ! En pratique on préfère d’autres méthodes, qui garantissent
uniquement une localisation du spectre.
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Pole–assignement theorem
Soit Λ = {λi ∈ C | i = 1, · · · , n} satisfaisant λ ∈ Λ⇔ λ¯ ∈ Λ.
Si Σ (i.e. (A,B)) est contrôlable, alors il existe K telle que le
spectre de A−BK soit exactement Λ.
Si Σ (i.e. (A,C)) est observable, alors il existe H telle que le
spectre de A−HC soit exactement Λ.
observable
détectable
(A,C)
contrôlable
stabilisable
(AT , CT )
⇔
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Formellement...
Peut-on faire pour les EDP ce que l’on vient de faire pour les EDO ?
1 Comment définir un système linéaire ? A ? B ? C ? D ?
2 Comment définir l’observabilité, la contrôlabilité, etc. ?
3 Les résultats (Kalman, pole-assignment, ...) “passent-ils” à la
dimension infinie ?
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Formellement, pour la corde :
w¨(t, x)− ∂
2
∂x2
w(t, x) = 0, ∀t ≥ 0, x ∈ [0, 1],
w(t, 0) = 0, ∀t ≥ 0,
w(t, 1) = u(t), ∀t ≥ 0,
−−−−−−−−−−−−−−− −−−−−−−−
w(0, x) = w0(x), ∀x ∈ [0, 1],
w˙(0, x) = w1(x), ∀x ∈ [0, 1],
−−−−−−−−−−−−−−− −−−−−−−−
y(t) =
∂
∂x
w(0, t), ∀t ≥ 0.
En posant
z =
[
w
w˙
]
, z0 =
[
w0
w1
]
, A =
[
0 1
∂2
∂x2 0
]
, B =
[
(γ1D)
−1
0
]
, C =
[
γ0N 0
]
, D = 0,
Ça semble fonctionner... Mais quel sens donner à ces définitions ?
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Matrices : Représentation d’endomorphismes entre EV de dim. finie.
Soient n, p,m ∈ N et quatre matrices (une représentation du système)
A ∈Mn(R), B ∈Mn,p(R), C ∈Mm,n(R), D ∈Mm(R).
Alors en notant U = Rp, X = Rn, et Y = Rm, on peut écrire abusivement
A ∈ L(X), B ∈ L(U,X), C ∈ L(X,Y ), D ∈ L(U, Y ).
Première idée/définition : U , X, Y : EV “quelconques” (topologiques).
Problème : pas d’EDP comme ça...
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Linéaire 6= continu
Continuité
Un opérateur linéaire A, d’un espace de Hilbert (i.e. vectoriel normé
complet, dont la norme est issue d’un produit scalaire) X dans un autre
Y est continu si (et seulement si)
∃MA > 0,∀z0 ∈ X, ‖Az0‖Y ≤MA‖z0‖X .
On dit que A est borné de X dans Y .
Il sera dit non-borné s’il n’est pas continu.
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∃MA > 0,∀z0 ∈ X, ‖Az0‖Y ≤MA‖z0‖X .
On dit que A est borné de X dans Y .
Il sera dit non-borné s’il n’est pas continu.
On note Ω = (0, 1) et X = L2(Ω). On définit l’application linéaire
A : X → X
z0(x) 7→ d
dx
z0(x).
Si z0(x) = 0 si x <
1
2
et 1 si x ≥ 1
2
. Alors z0 ∈ X, et Az0 = δ 1
2
6∈ X.
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Continuité
Un opérateur linéaire A, d’un espace de Hilbert (i.e. vectoriel normé
complet, dont la norme est issue d’un produit scalaire) X dans un autre
Y est continu si (et seulement si)
∃MA > 0,∀z0 ∈ X, ‖Az0‖Y ≤MA‖z0‖X .
On dit que A est borné de X dans Y .
Il sera dit non-borné s’il n’est pas continu.
On note Ω = (0, 1) et X = L2(Ω). On définit l’application linéaire
A : X → X
z0(x) 7→ d
dx
z0(x).
Si z0(x) = 0 si x <
1
2
et 1 si x ≥ 1
2
. Alors z0 ∈ X, et Az0 = δ 1
2
6∈ X.
Donc A ne peut pas être continu de X dans lui-même !
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On définit le domaine de A
D(A) = {z0 ∈ X | Az0 ∈ X} .
Dans notre exemple : on définit donc
D(A) = H1(Ω) =
{
z0(x) ∈ L2(Ω) | d
dx
z0(x) ∈ L2(Ω)
}
.
Spectre et résolvante d’un opérateur
L’ensemble résolvant ρ(A) d’un opérateur linéaire A de D(A) ⊂ X
dans X est l’ensemble des s ∈ C tels que (sI − A) est inversible,
d’inverse continu (i.e. (sI − A)−1 ∈ L(X)). Son spectre est son
complémentaire σ(A) = C \ ρ(A).
Dans notre exemple : σ(A) = R− !
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Les espaces X1 et X−1
Soit A un opérateur linéaire de D(A) ⊂ X dans X tel que D(A) soit
dense dans X et ρ(A) 6= ∅.
• Alors pour tout β ∈ ρ(A) fixé, l’espace D(A) muni de la norme
‖z0‖1 := ‖(βI −A)z0‖X , ∀z0 ∈ D(A),
est un espace de Hilbert noté X1.
• La complétion de l’espace X pour la norme
‖z0‖−1 := ‖(βI −A)−1z0‖X , ∀z0 ∈ X,
est également un espace de Hilbert noté X−1.
• De plus, les espacesX1 etX−1 ne dépendent pas du choix de β ∈ ρ(A)
et on a X1 ⊂ X ⊂ X−1, avec inclusions denses et continues.
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‖z0‖1 := ‖(βI −A)z0‖X , ∀z0 ∈ D(A),
est un espace de Hilbert noté X1.
• La complétion de l’espace X pour la norme
‖z0‖−1 := ‖(βI −A)−1z0‖X , ∀z0 ∈ X,
est également un espace de Hilbert noté X−1.
• De plus, les espacesX1 etX−1 ne dépendent pas du choix de β ∈ ρ(A)
et on a X1 ⊂ X ⊂ X−1, avec inclusions denses et continues.
De cette façon, on retrouve de la continuité : A ∈ L(X1, X) !
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Si A ∈ L(X)('Mn(R)), on définit pour tout t ∈ R
etA =
∑
k≥0
1
k!
(tA)k,
par convergence normale de la série sur toute partie bornée de L(X).
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k≥0
1
k!
(tA)k,
par convergence normale de la série sur toute partie bornée de L(X).
La série n’a plus de sens si A ∈ L(X1, X), on ne peut pas itérer A !
Semi-groupe fortement continu
Une famille T = (Tt)t≥0 ⊂ L(X) est un semi-groupe fortement
continu sur X, ou C0-semi-groupe sur X, si
1 T0 = I,
2 Tτ+t = TτTt pour tout τ, t ≥ 0 (semi-groupe),
3 lim
t→0+
Ttz0 = z0 pour tout z0 ∈ X (fortement continu).
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Une famille T = (Tt)t≥0 ⊂ L(X) est un semi-groupe fortement
continu sur X, ou C0-semi-groupe sur X, si
1 T0 = I,
2 Tτ+t = TτTt pour tout τ, t ≥ 0 (semi-groupe),
3 lim
t→0+
Ttz0 = z0 pour tout z0 ∈ X (fortement continu).
Taux de (dé-)croissance
On définit
ω0(T) = inf
t∈(0,∞)
1
t
log ‖Tt‖L(X).
Alors :
1 ω0(T) = lim
t→∞
1
t
log ‖Tt‖L(X).
2 ∀ω > ω0(T),∃Mω ∈ [1,∞) : ‖Tt‖L(X) ≤Mωeωt,∀t ∈ [0,∞).
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Semi-groupe fortement continu
Une famille T = (Tt)t≥0 ⊂ L(X) est un semi-groupe fortement
continu sur X, ou C0-semi-groupe sur X, si
1 T0 = I,
2 Tτ+t = TτTt pour tout τ, t ≥ 0 (semi-groupe),
3 lim
t→0+
Ttz0 = z0 pour tout z0 ∈ X (fortement continu).
Générateur infinitésimal
L’opérateur linéaire A : D(A)→ X défini par
D(A) =
{
z0 ∈ X | lim
t→0+
Ttz0 − z0
t
existe
}
,
Az0 = lim
t→0+
Ttz0 − z0
t
, ∀z0 ∈ D(A),
est appelé le générateur (infinitésimal) du C0-semi-groupe T.
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Semi-groupe fortement continu
Une famille T = (Tt)t≥0 ⊂ L(X) est un semi-groupe fortement
continu sur X, ou C0-semi-groupe sur X, si
1 T0 = I,
2 Tτ+t = TτTt pour tout τ, t ≥ 0 (semi-groupe),
3 lim
t→0+
Ttz0 = z0 pour tout z0 ∈ X (fortement continu).
Propriétés principales
Soient T un C0-semi-groupe sur X et A son générateur. Alors
1 D(A) ⊂ X est dense et ρ(A) 6= ∅ (X1 et X−1 !)
2 Pour tout z0 ∈ X1, T·z0 ∈ C([0,∞), X1) ∩ C1([0,∞), X) et
d
dt
Ttz0 = ATtz0 = TtAz0, ∀t ≥ 0.
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• Pour généraliser etA, nous sommes partis de la forme intégrée de
z˙ = Az, et de ses propriétés, puis avons construit A.
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Et B, C, D ?
• Pour généraliser etA, nous sommes partis de la forme intégrée de
z˙ = Az, et de ses propriétés, puis avons construit A.
• Nous allons faire de même pour tout le système en repartant des
propriétés de la forme tout intégrée[
z(t)
y(·)|[0,t]
]
=
[
etA
∫ t
0
e(t−s)AB · ds
CetA C
∫ t
0
e(t−s)AB · ds+D
] [
z0
u(·)|[0,t]
]
=
[
Tt Φt
Ψt Ft
] [
z0
u(·)|[0,t]
]
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Et B, C, D ?
• Pour généraliser etA, nous sommes partis de la forme intégrée de
z˙ = Az, et de ses propriétés, puis avons construit A.
• Nous allons faire de même pour tout le système en repartant des
propriétés de la forme tout intégrée[
z(t)
y(·)|[0,t]
]
=
[
etA
∫ t
0
e(t−s)AB · ds
CetA C
∫ t
0
e(t−s)AB · ds+D
] [
z0
u(·)|[0,t]
]
=
[
Tt Φt
Ψt Ft
] [
z0
u(·)|[0,t]
]
• Nous allons donc utiliser les propriétés de Φt, Ψt et Ft en dimension
finie comme base de notre définition.
Φ s’appelle l’opérateur entrée–état
Ψ s’appelle l’opérateur état–sortie
F s’appelle l’opérateur entrée–sortie
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Pour tout τ ≥ 0, on définit (u τ v) (t) =
{
u(t), ∀t ∈ [0, τ ],
v(t− τ), ∀t ≥ τ.
Well-Posed Linear System
Soient U , X et Y trois espaces de Hilbert. Un well-posed linear
system sur (U,X, Y ) est un quadruplet Σ = (T,Φ,Ψ,F) satisfaisant
T = (Tt)t≥0 est un C0-semi-groupe sur X,
Φ = (Φt)t≥0 est une famille de L(L2((0,∞), U), X) telle que
Φτ+t (u τ v) = TtΦτu+ Φtv, ∀u, v ∈ L2((0,∞), U), τ, t ≥ 0,
Ψ = (Ψt)t≥0 est une famille de L(X,L2((0,∞), Y )) telle que
Ψτ+tz0 = Ψτz0 τ ΨtTτz0, ∀z0 ∈ X, τ, t ≥ 0, Ψ0 ≡ 0,
F = (Ft)t≥0 est une famille de L(L2((0,∞), U), L2((0,∞), Y ))
telle que pour tout u, v ∈ L2((0,∞), U), τ, t ≥ 0,
Fτ+t (u τ v) = (Fτu) τ (ΨtΦτu+ Ftv) , F0 ≡ 0.
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Well-Posed Linear Systems
Représentation
Soit Σ un WPLS sur (U , X, Y ). Alors il existe :
1 Un unique opérateur A, générateur du C0-semi-groupe T de Σ,
2 Un unique opérateur de contrôle B ∈ L(U,X−1) tel que
Φtu =
∫ t
0
Tt−sBu(s)ds, ∀t ≥ 0, u ∈ L2([0,∞), U),
3 Un unique opérateur d’observation C ∈ L(X1, Y ) tel que
Ψtz0 = CTsz0, ∀s ∈ [0, t], z0 ∈ X1.
On peut alors montrer que z˙(t) = Az(t) +Bu(t), et que pour tout z0 ∈ X,
u ∈ L2`oc([0,∞), U), on a z ∈ C([0,∞), X) ∩H1`oc([0,∞), X−1).
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Attention : La “réciproque” est plus compliquée : tout choix de A, B, C
“comme au-dessus” n’engendre pas un WPLS !
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Représentation
Soit Σ un WPLS sur (U , X, Y ). Alors il existe :
1 Un unique opérateur A, générateur du C0-semi-groupe T de Σ,
2 Un unique opérateur de contrôle B ∈ L(U,X−1) tel que
Φtu =
∫ t
0
Tt−sBu(s)ds, ∀t ≥ 0, u ∈ L2([0,∞), U),
3 Un unique opérateur d’observation C ∈ L(X1, Y ) tel que
Ψtz0 = CTsz0, ∀s ∈ [0, t], z0 ∈ X1.
On peut alors montrer que z˙(t) = Az(t) +Bu(t), et que pour tout z0 ∈ X,
u ∈ L2`oc([0,∞), U), on a z ∈ C([0,∞), X) ∩H1`oc([0,∞), X−1).
Attention : La “réciproque” est plus compliquée : tout choix de A, B, C
“comme au-dessus” n’engendre pas un WPLS !
De plus : il n’existe pas, en général, d’opérateur D unique !
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Well-Posed Linear Systems
Autrement dit, si l’on peut écrire (de manière unique !) pour tout WPLS
z˙(t) = Az(t) +Bu(t),
il n’est pas possible en général de scinder de manière unique la sortie, i.e.
pour 0 ≤ t ≤ τ ,
y(t) =
[
Ψτ Fτ
] [ z0
u(·)|[0,τ ]
]
=: [C&D]
[
z(t)
u(t)
]
6 y(t) = CΛz(t)+Du(t).
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On est donc tenté de reprendre les définitions de la dimension finie mais...
• Trouver u pour stabiliser le système (on parle ici d’optimisabilité), ou le
stabiliser par retour d’état n’est a priori pas équivalent : qu’autorise-t-on
sur l’opérateur de feedback K.
• Idem pour la détectabilité, quel output injection opérateur H, et son
concept a priori plus faible : l’estimabilité.
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Objectif : Stabilisation d’un système linéaire à partir de la mesure.
Stratégie :
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3 Contrôlabilité : on peut passer d’un état à un autre (u(t))
4 Observabilité : on peut distinguer les états initiaux différents (y(t))
On est donc tenté de reprendre les définitions de la dimension finie mais...
• En dimension infinie, un opérateur linéaire continue peut être d’image
ouverte... ce qui pose alors la question de la définition de la contrôlabilité
par la surjectivité.
• Enfin, de manière duale, la trivialité du noyau d’un opérateur linéaire
continue ne suffit pas à garantir son injectivité, mais peut être suffisante
dans nos applications.
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Contrôlabilité
On dira que le système Σ =
[
T Φ
Ψ F
]
est exactement (respective-
ment approximativement) contrôlable en temps τ > 0 si et seule-
ment si Ran Φτ = X (respectivement Ran Φτ est dense dans X).
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Observabilité
On dira que le système Σ =
[
T Φ
Ψ F
]
est exactement (respective-
ment approximativement) observable en temps τ > 0 si et seule-
ment si
∃kτ > 0, ‖Ψτz0‖2L2((0,∞),Y ) ≥ k2τ‖z0‖2, ∀z0 ∈ X,
(respectivement si Ker Ψτ = {0}).
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ment si Ran Φτ = X (respectivement Ran Φτ est dense dans X).
En particulier : exactement contrôlable ⇒ approximativement contrôlable.
Observabilité
On dira que le système Σ =
[
T Φ
Ψ F
]
est exactement (respective-
ment approximativement) observable en temps τ > 0 si et seule-
ment si
∃kτ > 0, ‖Ψτz0‖2L2((0,∞),Y ) ≥ k2τ‖z0‖2, ∀z0 ∈ X,
(respectivement si Ker Ψτ = {0}).
En particulier : exactement observable ⇒ approximativement observable.
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Observabilité, contrôlabilité, etc.
Comme pour les systèmes à temps discret en dimension finie, il peut
exister un temps minimal pour obtenir l’observabilité/la contrôlabilité.
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Comme pour les systèmes à temps discret en dimension finie, il peut
exister un temps minimal pour obtenir l’observabilité/la contrôlabilité.
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Remarques :
Nous n’avons pas parlé du concept de contrôlabilité à zéro, ni de son
dual l’observabilité de l’état final.
Encore une fois, ces concepts sont équivalents (à la contrôlabilité et à
l’observabilité respectivement) en dimension finie, ici, l’équivalence est
perdue (principalement) parce que le semigroupe T n’est en général pas
inversible (ce n’est pas un groupe).
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Observabilité, contrôlabilité, etc.
Comme pour les systèmes à temps discret en dimension finie, il peut
exister un temps minimal pour obtenir l’observabilité/la contrôlabilité.
y(t)
u(t)
Remarque :
• Il est clair que contrôlabilité approchée ⇒ stabilisabilité,
• Et donc que observabilité approchée ⇒ détectabilité.
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Observabilité, contrôlabilité, etc.
Comme pour les systèmes à temps discret en dimension finie, il peut
exister un temps minimal pour obtenir l’observabilité/la contrôlabilité.
y(t)
u(t)
ex. contrôlable en τ
app. contrôlable en τ
stabilisable
⇑?
optimisable
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Observabilité, contrôlabilité, etc.
Comme pour les systèmes à temps discret en dimension finie, il peut
exister un temps minimal pour obtenir l’observabilité/la contrôlabilité.
y(t)
u(t)
ex. observable en τ
app. observable en τ
détectable
⇑?
estimable
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Pour conclure
Nous n’avons pas parlé de comment construire le stabilisateur ni
l’observateur...
En général :
• Soit on est dans un cas particulier “sympa” où un candidat est connu
(bien que non-optimal).
• Soit on se ramène à la dimension finie d’une façon ou d’une autre...
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Pour conclure
Une question intéressante concerne la robustesse de ces concepts aux
perturbations additives de la dynamique (A+ P ). Il est connu depuis plus
de 50 ans en dim. finie que l’ensemble des systèmes contrôlables est
ouvert et dense dans l’espace métrique des systèmes de contrôle.
Problèmes en dim. infinie :
• Classe de P ?
• Domaine de A+ P ?
• A+ P toujours générateur infinitésimal ?
• B et C toujours “admissibles” ?
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Pour conclure
Une autre question intéressante concerne les systèmes non-linéaires. À
l’heure actuelle, en dehors de méthodes en dimension 1 d’espace (non
généralisables à ma connaissance), ou de méthodes dites “d’apprentissage”,
la seule stratégie constructive est l’approche qu’on imagine :
• On linéarise autour de l’état stationnaire d’intérêt.
• On déroule la stratégie linéaire.
• On montre que pour de “petites” perturbations, le système non-linéaire
est toujours stabilisé par le contrôle du système linéaire.
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Merci !
Merci de votre attention
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