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LINEAR PERIODS OF AUTOMORPHIC SHEAVES FOR GL2n
S. LYSENKO
Abstract. We calculate, in the framework of the geometric Langlands program, the
periods of cuspidal automorphic sheaves for GL2n along the Levi subgroup GLn×GLn.
We also solve the corresponding local problem.
1. Introduction
Let X be a smooth projective curve over an algebraically closed field. Write Bunn
for the moduli stack of rank n vector bundles on X. In this paper we calculate the
geometric periods of cuspidal automorphic sheaves on Bun2n for the Levi subgroup
GLn×GLn. Our result geometrises a similar calculation at the level of functions from
[2], but our proof does not follow any existing argument at the level of functions.
More generally, if G is a connected reductive group, H ⊂ G is a spherical subgroup,
one may ask, in the framework of the geometric Langlands program, about the periods
of automorphic sheaves on BunG with respect to the subgroup H. The corresponding
problem at the level of functions has been intensively studied in the theory of automor-
phic forms ([2, 6, 5, 14] and more references in [14]).
In the case G = GLn×GLn, H is the diagonally embedded GLn this problem was
solved in [9, 10], and in loc.cit. it was naturally divided into local and global parts.
In our case G = GL2n and H is the Levi subgroup GLn×GLn, and the problem is
also naturally divided into local and global parts. Our strategy of the proof is very
influenced by [9].
If E is an irreducible rank 2n local system on X, one has the automorphic E-Hecke
eigen-sheaf AutE on Bun2n constructed in [1, 4]. The linear periods of AutE along
GLn×GLn allow to distinguish the local systems E on X, which admit a symplectic
form (so, conjecturally, then AutE comes by the geometric Langlands functoriality from
a smaller group).
This paper is also motivated by [12], where for G = GSp4 and a Gˇ-local system
EGˇ on X whose standard representation is irreducible, we constructed a EGˇ-Hecke
eigensheaf KEGˇ on BunG. In [12] we have not checked that KEGˇ is always non zero.
This nonvanishing is established in the present paper.
Our main results are formulated in Section 2, and the proofs are given in the remain-
ing sections.
1.1. Notation. Work over an algebraically closed ground field k of characteristic p > 0
(except in Section 2.5.3, where k = Fq of characteristic p > 0). All the schemes and
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stacks we consider are defined over k. Fix a prime ℓ and an algebraic closure Q¯ℓ of Qℓ.
Let X be a smooth projective connected curve of genus g. Write Ω for the canonical
line bundles on X.
We work with algebraic stacks in smooth topology and e´tale Q¯ℓ-sheaves on them.
We adopt the conventions of ([11], Section 2.1). So, for an algebraic stack S locally of
finite type we have the derived category D(S) of ℓ-adic sheaves on S. For a morphism
f : X→ Y of algebraic stacks, the functors f∗, f∗, f! between the corresponding derived
categories are understood in the derived sense. We use the notion of a generalized affine
fibration from ([9], Section 0.1.1). For a morphism of stacks f : X→ Y write dim. rel(f)
for the function of a connected component C of X given by dimC − dimC ′, where C ′
is the connected component of Y containing f(C).
Fix a nontrivial character ψ : Fp → Q¯
∗
ℓ and denote by Lψ the Artin-Schreier sheaf
on A1 associated to ψ. We will ignore the Tate twists everywhere (they are easy to
recover if necessary).
For n ≥ 1 write Bunn for the stack of rank n vector bundles on X. For n = 1 we also
write PicX = Bun1 for the Picard stack of X. By a modification M
′ ⊂M ′′ of a locally
free OX -module M
′′ on X we mean a quasi-coherent subsheaf such that M ′ =M ′′ over
the generic point of X. For d ≥ 0 denote by Shd0 the stack of torsion sheaves on X
of generic rank zero and length d. Let ≤n Shd0 ⊂ Sh
d
0 be the open substack given by
the property: for a scheme S an object F of Hom(S,Shd0) lies in Hom(S,
≤n Shd0) if the
geometric fibre of F at any point of S ×X is of dimension ≤ n.
For d ≥ 0 write X(d) for the d-th symmetric power of X. We think of it as the
scheme of effective divisors of degree d on X. Let div : Shd0 → X
(d) be the morphism
norm as in ([9], Section 0.1.2).
1.1.1. The following notations are from [9]. Fix the maximal torus of diagonal matrices
in GLn and the Borel subgroup of upper triangular matrices. The set of weights of GLn
is identified with Zn. For a, b ∈ Zn we write 〈a, b〉 =
∑
i aibi. We use the following
semigroups Λ+n ⊂ Λn ⊂ Λ
p
n consisting of weights. Let
Λ+n = {(λ1, . . . , λn) ∈ Z
n | λ1 ≥ . . . ≥ λn ≥ 0}
Set Λpn = {λ ∈ Zn | λ1 + . . . + λi ≥ 0 for all}, here p refers to positive, it is not an
integer. Let Λ−n ⊂ Λn = Z
n
+ be given by Λ
−
n = {λ ∈ Z
n | 0 ≤ λ1 ≤ . . . ≤ λn}. Let
Λpn,d ⊂ Λ
p
n be given by
∑
λi = d, and similarly for Λ
+
n,d and Λ
−
n,d.
For λ ∈ Λpn set
Xλp =
n∏
i=1
X(λ1+...+λi)
A point ofXλp is a collection (D1, . . . ,Dn) withD1+· · ·+Di ∈ X
(λ1+...+λi) for 1 ≤ i ≤ n.
Let Xλ →֒ Xλp be the closed subscheme given by the property Di ≥ 0 for all i. Let
Xλ− →֒ X
λ be the closed subscheme given by D1 ≤ . . . ≤ Dn. For λ ∈ Λ
+
n let X
λ
+ →֒ X
λ
be the closed subscheme given by D1 ≥ . . . ≥ Dn for (Di) ∈ X
λ.
For any local system E on X and λ ∈ Λ−n the sheaf E
λ
− on X
λ
− is introduced in
([9], Definition 1). We denote also by LdE (resp., Spr
d
E) Laumon’s (resp., Springer’s)
LINEAR PERIODS OF AUTOMORPHIC SHEAVES FOR GL2n 3
perverse sheaf on Shd0 defined in ([9], Section 1). The group Sd acts on Spr
d
E , and L
d
E
is the perverse sheaf of Sd-invariants of Spr
d
E .
2. Main results
2.1. Fix n > 0. For d ∈ Z as in ([9], Section 2.1), write nM for the stack classifying
L ∈ Bunn together with a subsheaf Ω
n−1 →֒ L. Write nMd for the connected component
of nM given by degL − deg(Ω
(n−1)+(n−2)+...+1) = d. Let qn : nMd → Bunn be the
projection sending the above point to L.
For a local system E on X and d ≥ 0 one has a complex nK
d
E over nMd defined in
([9], Remark 1). If E is irreducible of rank n then for d ≥ 0 there is an isomorphism
q∗nAutE [dim. rel(qn)] →˜ nK
d
E over nMd established in [1, 4]. Here AutE is the E-Hecke
eigen-sheaf on Bunn defined in [1], it is perverse. Though nKE may depend on ψ, we
do not express this in our notation.
2.1.1. Let Zn be the stack classifying L,L
′ ∈ Bunn and a nonzero section s : Ω
2n−1 →֒
L. Let νZ : Zn → 2nM be the map sending this point to M = L⊕ L
′ with the induced
section s : Ω2n−1 →֒M . We get the diagram
2nM
νZ← Zn
π
→ PicX × PicX,
where π is the map sending (L,L′, s) to (detL,detL′). Let E be a local system on X.
The local linear period of 2nKE is
(1) π!(ν
∗
ZKE)[dim. rel(νZ)]
For d, d′ ≥ 0 write ǫ : X(d) ×X(d
′) → PicX × PicX for the map sending (D,D′) to
(Ω(2n−1)+(2n−3)+...+1(D), Ω(2n−2)+(2n−4)+...+2(D′))
Write (PicX × PicX)d,d
′
for the connected component of PicX × PicX given for
(A,A′) ∈ PicX × PicX by
degA = d+ deg(Ω(2n−1)+(2n−3)+...+1), degA′ = d′ + deg(Ω(2n−2)+(2n−4)+...+2)
If 0 ≤ d ≤ d′ we have the closed immersion
(2) iX : X
(d) ×X(d
′−d) → X(d) ×X(d
′)
sending (D,D1) to (D,D +D1). Our main result is the following.
Theorem 2.1.2. Let E be any local system on X and d + d′ ≥ 0. Over (PicX ×
PicX)d,d
′
the complex (1) vanishes unless 0 ≤ d ≤ d′. If 0 ≤ d ≤ d′ and the rank of E
is 2n then (1) identifies canonically with
ǫ!(iX)!((∧
2E)(d) ⊠ E(d
′−d))[d′]
We actually prove a more precise claim for any local system E (cf. Proposition 2.3.5
and Remark 2.3.6).
2.2. Global linear periods.
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2.2.1. Let E be an irreducible rank 2n local system on X, recall the perverse sheaf
AutE on Bun2n from Section 2.1. Consider the diagram
(3) Bun2n
νn← Bunn×Bunn
det×det
→ PicX × PicX,
where νn(L1, L2) = L1 ⊕ L2. The linear period of AutE is defined as
PE = (det× det)!ν
∗
nAutE [dim. rel(νn)]
For d, d′ ∈ Z write P d,d
′
E for its restriction to the component (PicX × PicX)
d,d′ .
For a local system A of rank one on X, write AA for the corresponding automorphic
local system on PicX. This is a character local system such that for any d ≥ 0 the
restriction of AA under X(d) → PicX, D 7→ O(D) identifies canonically with A(d).
Let Bun1 act on PicX×PicX by a¯ : Bun1×PicX×PicX → PicX×PicX sending
(A, L1, L2) to (L1⊗A
n, L2⊗A
n). Then PE satisfies the following equivariance property
for this action
(4) a¯∗PE →˜A(detE)⊠ PE
Note that PE is also S2-equivariant, where S2 permutes the two copies of PicX.
The following is derived from Theorem 2.1.2.
Theorem 2.2.2. i) If d, d′ ∈ Z then P d,d
′
E vanishes unless 4n(1− g) ≤ d− d
′ ≤ 0.
ii) There is N ∈ Z such that for any d, d′ ∈ Z, P d,d
′
E is placed in usual cohomological
degrees ≤ N . If 0 ≤ d ≤ d′ and d ∈ Z is large enough then one has
τ≥N ′P
d,d′
E →˜ τ≥N ′(ǫ!(iX)!((∧
2E)(d) ⊠ E(d
′−d))[d′ + d+ (g − 1)(n − 2n2)])
over (PicX × PicX)d,d
′
with N ′ = N − 2d+ (2g − 2)(2n2 − n) + 2.
Taking into account the equivariance property (4), this gives a description of all the
left truncations of P d,d
′
E for all d, d
′ ∈ Z.
Remark 2.2.3. We did not look for the constant N in general. One checks that for
any d ∈ Z the complex P d,dE is placed in usual degrees ≤ 2 + (g − 1)(2n
2 − n− 2).
2.3. Plan of the proof of Theorem 2.1.2.
2.3.1. Remind the stack mYd classifying L ∈ Bunm together with sections
(5) ti : Ω
(m−1)+(m−2)+...+(m−i) →֒ ∧iL
for i = 1, . . . ,m satisfying the Plu¨cker relations, D ∈ X(d) such that
tm : Ω
(m−1)+(m−2)+...+1(D) →˜ detL
is an isomorphism ([9], Section 4.1). For a local system E on X we have a perverse sheaf
mP
d
E on mYd introduced in ([9], Definition 2), see also Section 3.1.1. Let qY : mYd →
mMd be the map sending the above point to (L, t1). By definition, mK
d
E →˜ (qY)!(mP
d
E)
for d ≥ 0.
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2.3.2. Let nY˜ be the stack classifying L ∈ Bunn with regular sections
si : Ω
(2n−1)+(2n−3)+...+(2n−2i+1) →֒ ∧iL
for 1 ≤ i ≤ n over X satisfying the Plu¨cker relations. The connected component nY˜d
of nY˜ is defined by the property that there is D ∈ X
(d) such that
sn : Ω
(2n−1)+...+1(D) →˜ detL
is an isomorphism. Let similarly nY˜
′ be the stack classifying L′ ∈ Bunn with regular
sections
s′i : Ω
(2n−2)+(2n−4)+...+(2n−2i) →֒ ∧iL′
for 1 ≤ i ≤ n satisfying the Plu¨cker relations. The connected component nY˜
′
d′ of nY˜
′ is
defined by the property that there is D′ ∈ X(d
′) such that
s′n : Ω
(2n−2)+...+2(D′) →˜ detL′
is an isomorphism. Let
π¯ : nY˜d × nY˜
′
d′ → X
(d) ×X(d
′)
be the map sending the above point to (D,D′).
Let ι : nY˜d × nY˜
′
d′ → 2nY be the map sending the above point to (M, (tk)), where
M = L⊕ L′ and tk are defined as follows. For 1 ≤ 2k ≤ 2n we get maps
sk ⊗ s
′
k : Ω
(2n−1)+...+(2n−2k) →֒ (∧kL)⊗ (∧kL′) ⊂ ∧2kM
For 1 < 2k + 1 ≤ 2n we get maps
sk+1 ⊗ s
′
k : Ω
(2n−1)+...+(2n−2k−1) →֒ (∧k+1L)⊗ (∧kL′) ⊂ ∧2k+1M
Set
(6)
t2k = (−1)
1+...+(k−1)sk ⊗ s
′
k, for 1 ≤ 2k ≤ 2n
t2k+1 = (−1)
1+...+ksk+1 ⊗ s
′
k, for 1 < 2k + 1 ≤ 2n
t1 = s1
These (tk) automatically satisfy the Plu¨cker relations, so that ι takes values in 2nY.
2.3.3. We get the commutative diagram
(7)
nY˜d × nY˜
′
d′
π¯
→ X(d) ×X(d
′)
↓ qYZ ց ǫ
2nY×2nM Zn
pr2→ Zn
π
→ PicX × PicX
↓ pr1 ↓ νZ
2nY → 2nM
Here qYZ is the map whose projection to 2nY is ι, and its projection to Zn sends the
corresponding point to (L,L′, t1).
Theorem 2.1.2 is immediately reduced to Propositions 2.3.4, 2.3.5 below.
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Proposition 2.3.4. For any local system E on X the natural map
π! pr2!(2nPE ⊠ Q¯ℓ)→ π! pr2!(qYZ)∗q
∗
YZ(2nPE ⊠ Q¯ℓ)
is an isomorphism. Besides, qYZ is a closed immersion.
Proposition 2.3.5. For any local system E on X, there is a canonical constructible
subsheaf
(8) ≤n((∧2E)(d) ⊠ E(d
′−d)) ⊂ ((∧2E)(d) ⊠ E(d
′−d)),
and a canonical isomorphism
(9) π¯!q
∗
YZ(2nPE ⊠ Q¯ℓ)[dim. rel(νZ)] →˜ (iX)!(
≤n((∧2E)(d) ⊠ E(d
′−d)))[d′]
If E is of rank 2n then (8) is an equality. In particular, (9) vanishes unless d ≤ d′.
Remark 2.3.6. The situation here is similar to Main local theorem from [9], where
calculating some local period for a pair of local systems E,E′ on X we obtained in the
answer the subsheaf ≤n(E ⊗ E′)(d) ⊂ (E ⊗ E′)(d).
2.4. Other results.
2.4.1. For a finite-dimensional Q¯ℓ-vector space V and λ ∈ Λ
+
2n consider the polynomial
functor V λ of V defined in ([9], Section 0.1.4). For λ ∈ Λ2n let λ¯ = (λ1, λ3, . . . , λ2n−1),
λ¯′ = (λ2, λ4, . . . , λ2n).
Lemma 2.4.2. Assume dimV = 2n. Then for 1 ≤ d ≤ d′ one has
Symd(∧2V )⊗ Symd
′−d V →˜ ⊕λ V
λ
as representations of GL(V ), the sum being taken over λ ∈ Λ+2n,d+d′ such that λ¯ ∈
Λ+n,d′ , λ¯
′ ∈ Λ+n,d. In particular, it is multiplicity free.
Proof. 1) The case d = d′ is ([6], Proposition 1).
2) The general case reduces to the case d = d′ using the Pieri’s rule for representations
of GL2n found in ([3], Proposition 15.25 i)). Namely, if λ ∈ Λ
+
2n,2d with λ¯ = λ¯
′ then
V λ ⊗ Symd
′−d V →˜ ⊕λ V
µ the sum is over µ ∈ Λ+2n,d+d′ such that µ¯
′ = λ. 
2.4.3. For λ ∈ Λ−2n with λ¯ ∈ Λ
−
n,d, λ¯
′ ∈ Λ−n,d′ let
sumλ : Xλ− → X
(d) ×X(d
′)
be the map sending (D1, . . . ,D2n) to (D,D
′) with D = D1 + D3 + . . . + D2n−1 and
D′ = D2 +D4 + . . .+D2n.
We think of the following version of Lemma 2.4.2 informally as the one, where a
point is replaced by the curve X.
Proposition 2.4.4. For any local system E on X, the sheaf ≤n((∧2E)(d) ⊠ E(d
′−d))
admits a filtration with the associated graded
⊕
λ
sumλ! E
λ
−,
the sum being taken over λ ∈ Λ−2n,d+d′ such that λ¯ ∈ Λ
−
n,d and λ¯
′ ∈ Λ−n,d′. Moreover, if
rk(E) = 2n then (8) is an equality.
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2.4.5. Among other results, we underline Theorem 4.2.15, which could be of indepen-
dent interest. We refer the reader to Section 4.2 for its formulation. One could think
of it as an analog of ([9], Theorem C) in our setting.
Remark 2.4.6. The following phenomenon appears in Theorem 4.2.15, it has also
appeared in the local Rankin-Selberg method for GLn in [9]. Let f : Y → Z be a
morphism of stacks, Z a scheme of finite type, E the set of irreducible components
of Z. Assume the normalization of Z is of the form norm : ⊔i∈E Zi → Z, where
Zi is smooth irreducible, the image norm(Zi) is the i-th irreducible component of Z.
Assume all the fibres of f are of dimension ≤ d for some d ∈ Z. To calculate R2df!Q¯ℓ,
we find a stratification of Y by locally closed substacks Yi, i ∈ E with the property that
the map Yi → Z factors naturally as Yi
fi→ Zi
norm
→ Z, and establish isomorphisms
R2d(fi)!Q¯ℓ →˜ Q¯ℓ for i ∈ E. Then
R2df!Q¯ℓ →˜norm!Q¯ℓ
Indeed, this direct image has a filtration with the associated graded ⊕i∈E (normi)!Q¯ℓ,
and any such filtration splits canonically.
2.5. Relation with the classical theory.
2.5.1. For d, d′ ∈ Z let Zd,d
′
n ⊂ Zn be the component given by (detL,detL
′) ∈ (PicX×
PicX)d,d
′
for (L,L′, s : Ω2n−1 →֒ L) ∈ Zn.
From Theorem 2.1.2 one derives the following.
Corollary 2.5.2. Let 0 ≤ d ≤ d′ and E be a local system of rank 2n on X. Let V1, V2
be local systems of rank one on X. One has
(10) RΓc(Z
d,d′
n , ν
∗
ZK
d+d′
E ⊗ π
∗(AV1 ⊠AV2))[n(g − 1)] →˜
V0 ⊗RΓ(X
(d) ×X(d
′−d), (V1 ⊗ V2 ⊗ ∧
2E)(d) ⊠ (V2 ⊗ E)
(d′−d))[2d′]
Here
V0 = (AV1)Ω(2n−1)+(2n−3)+...+1 ⊗ (AV2)Ω(2n−2)+(2n−4)+...+2
If d, d′ ∈ Z with d + d′ ≥ 0 then the left hand side of (10) vanishes unless 0 ≤ d ≤ d′.

2.5.3. For this subsection, assume the base field is Fq. For a local system E on X, the
L-function of E is defined as the formal series in Q¯ℓ[[t]]
L(E, t) =
∑
d≥0
∑
D∈X(d)(Fq)
tr(FrD, E
(d))td
According to the Grothendieck’s trace formula,
L(E, t) =
2∏
r=0
det(1− tFr,Hr(X ⊗Fq k,E))
(−1)r+1
Here Fr is the geometric Frobenius endomorphism. For an irreducible local system E
of rank 2n on X let
ϕE : Bun2n(Fq)→ Q¯ℓ
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be the function trace of Frobenius of AutE . Let ϕVi : (PicX)(Fq)→ Q¯ℓ be the function
trace of Frobenius of AVi for rank one local systems Vi. Then Corollary 2.5.2 yields
the equality in Q¯ℓ[[t]]∑
d≥0
∑
(s,L,L′)∈Zd,dn (Fq)
1
♯Aut(Ω2n−1 →֒ L)♯Aut(L′)
ϕE(L⊕ L
′)ϕV1(detL)ϕV2(detL
′)td =
q(n−4n
2)(g−1)/2 tr(Fr, V0)L(V1 ⊗ V2 ⊗∧
2E, t)
Here ♯A denotes the number of element of the set A.
If d is large enough and ϕE(L ⊕ L
′) 6= 0 then Ext1(Ω2n−1, L) = 0 and one has
dimHom(Ω2n−1, L) = d + (g − 1)(n − 2n2). One may derive some results of [2] about
linear periods by passing to the residue at t = q−1 in the above equality.
2.6. Application: automorphic sheaves for GSp4.
2.6.1. Use the following notations from ([12], Section 2.3.7). For a reductive group G
over k, Gˇ denotes its Langlands dual over Q¯ℓ. Let G = GSp4, EGˇ be a Gˇ-local system
on X viewed as a pair (E,χ), where E (resp., χ) is of rank 4 (resp., 1) local system on
X equipped with a symplectic form ∧2E → χ.
Let H = GO06 and κ : Gˇ →֒ Hˇ be as in loc.cit. So, Hˇ →˜ {(c, b) ∈ Gm ×GL4 | det b =
c2}, and κ is the natural inclusion. Let EHˇ be the Hˇ-local system on X obtained via
extension of scalars via κ. Thus, EHˇ is given by the pair (E,χ) with the induced
isomorphism detE →˜χ2 on X. Let FG : D
−(BunH) → D
≺(BunG) be the theta-lifting
functor from ([12], Section 2.1.3).
Assume E irreducible on X. Under these assumptions we constructed the EGˇ-Hecke
eigen-sheaf denoted FG(KE∗,χ∗,H) ∈ D
≺(BunG) in ([12], Theorem 2.3.8).
Theorem 2.6.2. Under the assumptions of Section 2.6.1 the complex FG(KE∗,χ∗,H) is
nonzero.
3. Passing to a closed substack
In this section we prove Proposition 2.3.4.
3.1. Generalities about nP
d
E.
3.1.1. Let nQr be the stack classifying collections
(0 = L0 ⊂ . . . ⊂ Ln ⊂ L, (si)),
where Ln ⊂ L is a modification of rank n vector bundles on X with deg(L/Ln) = r,
(Li) is a complete flag of subbundles on Ln, and si : Ω
n−i →˜Li/Li−1 is an isomorphism
for i = 1, . . . , n. We have the diagram A1
µ
← nQr
β
→ ≤n Shr0 as in ([9], Section 2.1), here
β sends the above point to L/Ln. As in loc.cit., for a local system E on X one defines
the perverse sheaf
nF
r
E = β
∗LrE ⊗ µ
∗Lψ[b(n, r)]
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with b(n, r) = nr+(1−g)
∑n−1
i=1 i
2 = dim(nQr). Let ϕ : nQr → nYr be the map sending
the above point to (L, (ti)), where
ti : Ω
(n−1)+...+(n−i) →˜ ∧i Li →֒ ∧
iL
are the induced maps for i = 1, . . . , n. By definition, nP
r
E →˜ϕ!(nF
r
E). Write nP˜
r
E for
the complex on nYr obtained from nP
r
E by replacing in its definition L
r
E by Spr
r
E (as
in [9], p. 489 after Lemma 12).
3.1.2. For the convenience of the reader recall that nYd is stratified by locally closed
substacks Vλp indexed by λ ∈ Λ
p
n,d defined in ([9], Section 4.1). Here p refers to positive,
it is not a parameter. The stratum Vλp is given by requiring that the degree of zeros
of ti : Ω
(n−1)+...+(n−i) →֒ ∧iL equals λ1 + . . . + λi for i = 1, . . . , n. So, V
λ
p classifies
collections: (Di) ∈ X
λ
p , a complete flag of vector bundles (0 = L0 ⊂ L1 ⊂ . . . ⊂ Ln = L)
on L ∈ Bunn with trivializations
Ω(n−1)+...+(n−i)(D1 + . . .+Di) →˜ ∧
i Li
Let Vλ− = V
λ
p ×Xλp X
λ
−. We have a map µλ : V
λ
− → A
1 defined in ([9], Section 4.2). Let
qλ− : V
λ
− → X
λ
− be the projection sending the above point to (Di). For λ ∈ Z
n set
an(λ) = 〈λ, (n − 1, n − 2, . . . , 0)〉
as in [9]. We will use the following.
Proposition 3.1.3 ([9], Proposition 2). Let E be a smooth Q¯ℓ-sheaf on X of rank m,
λ ∈ Λpn,d. The ∗-restriction of nP
d
E to V
λ
p vanishes unless λ1 = . . . = λn−m = 0 and
λ ∈ Λ−n,d. In the latter case it is the extension by zero under V
λ
− →֒ V
λ
p of
(qλ−)
∗Eλ− ⊗ µ
∗
λLλ[b(n, d)− 2an(λ)]
3.1.4. For 1 ≤ j ≤ m let m,jY be the stack classifying L ∈ Bunm together with sections
(5) for 1 ≤ i ≤ j satisfying the Plu¨cker relations. For j < m let δj : mY → m,j+1Y be
the projection forgetting tj+2, . . . , tm.
Given λ ∈ Λpj consider the locally closed substack m,j+1Y
λ →֒ m,j+1Y given by the
property that there is (D1, . . . ,Dj) ∈ X
λ
p such that
ti : Ω
(m−1)+...+(m−i)(D1 + . . .+Di) →֒ ∧
iL
is a subbundle for 1 ≤ i ≤ j. A point of m,j+1Y
λ gives a flag (L1 ⊂ . . . ⊂ Lj ⊂ L) of
vector bundles on X with trivializations for 1 ≤ i ≤ j
Li/Li−1 →˜Ω
m−i(Di)
Let m,j+1Y
λ
− be the closed substack of m,j+1Y
λ given by the properties: 0 ≤ D1 ≤
. . . ≤ Dj , and there is a regular section s : Ω
m−j−1(Dj) →֒ L/Lj such that
tj+1 = tj ⊗ s : Ω
(m−1)+...+(m−j−1) →֒ ∧jLj ⊗ L/Lj ⊂ ∧
j+1L
We used the fact that tj : Ω
(m−1)+...+(m−j) →֒ ∧jLj .
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Let jW
λ be the stack classifying (D1, . . . ,Dj) ∈ X
λ
−, L¯ ∈ Bunm−j with a section
s : Ωm−j−1(Dj) →֒ L¯. Let
τλ : m,j+1Y
λ
− → jW
λ
be the map sending the above point to (L¯, (Di), s) with L¯ = L/Lj. Let ev : m,j+1Y
λ
− →
A1 be the map sending a point of m,j+1Y
λ
− to the sum in H
1(X,Ω) →˜A1 of the pull-back
extensions
0→ Li/Li−1 → Li+1/Li → Li+1/Li → 0
↑
Ωm−i−1(Di)
for 1 ≤ i ≤ j − 1 and the pull-back of 0 → Lj/Lj−1 → L/Lj−1 → L/Lj → 0 under
s : Ωm−j−1(Dj) →֒ L/Lj .
From the equivariance properties of Whittaker sheaves ([4], Proposition 4.13 and [9],
Proposition 2) one derives the following.
Lemma 3.1.5. Let 1 ≤ j < m, E be any local system on X. The ∗-restriction of
δj!(mPE) to m,j+1Y
λ is the extension by zero from m,j+1Y
λ
− of ev
∗Lψ ⊗ (τ
λ)∗K ′ for
some complex K ′ ∈ D(jW
λ). 
3.2. Passing to 2nYZ.
3.2.1. Write a point of 2nY ×2nM Zn as a collection L,L
′ ∈ Bunn for which we set
M = L⊕ L′, and sections
(11) ti : Ω
(2n−1)+...+(2n−i) →֒ ∧iM
for 1 ≤ i ≤ 2n satisfying the Plu¨cker relations. Here t1 : Ω
2n−1 →֒ L.
For 1 ≤ j ≤ 2n let
jκ : jYZ →֒ 2nY×2nM Zn
be the closed substack given by the following property. For each 1 ≤ i ≤ j we require
the following condition (A):
A1) if i = 2k then t2k factors as
t2k : Ω
(2n−1)+...+(2n−2k) →֒ (∧kL)⊗ (∧kL′) ⊂ ∧iM
A2) if i = 2k + 1 then t2k+1 factors as
t2k+1 : Ω
(2n−1)+...+(2n−2k−1) →֒ (∧k+1L)⊗ (∧kL′) ⊂ ∧iM
We get a diagram of closed embeddings
2nYZ →֒ . . . →֒ 2YZ →֒ 1YZ = 2nY×2nM Zn
Our first step is the following.
Proposition 3.2.2. Let E be a local system on X. For each 1 ≤ j < 2n the natural
map
(12) π! pr2!(
jκ)∗(
jκ)∗(2nPE ⊠ Q¯ℓ)→ π! pr2!(
j+1κ)∗(
j+1κ)∗(2nPE ⊠ Q¯ℓ)
is an isomorphism.
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3.2.3. For 1 ≤ j ≤ 2n let jZ˜ be the stack classifying L,L′ ∈ Bunn for which we set
M = L⊕ L′, and sections (11) for 1 ≤ i ≤ j satisfying the Plucker relations such that
t1 : Ω
2n−1 →֒ L ⊂M .
Let jZ →֒ jZ˜ be the closed substack given by the condition (A) on ti for each
1 ≤ i ≤ j. Note that 1Z = 1Z˜. Set
j+1Z′ = j+1Z˜×j Z˜
jZ,
here the projection j+1Z˜→ jZ˜ forgets tj+1. For 1 ≤ j < 2n denote by
jζ : jYZ→ j+1Z′
the projection that forgets tj+2, . . . , t2n. Set
j+1KE =
jζ!(
jκ)∗(2nPE ⊠ Q¯ℓ)
We have a cartesian square
j+1YZ →֒ jYZ
↓ ↓ jζ
j+1Z
κ¯
→ j+1Z′,
and κ¯ is a closed immersion. Let πZ :
j+1Z′ → PicX × PicX be the map sending a
point of j+1Z′ to (detL,detL′). Proposition 3.2.2 is reduced to the following.
Proposition 3.2.4. For 1 ≤ j < 2n the natural map πZ!(
j+1KE) → πZ!κ¯∗κ¯
∗(j+1KE)
is an isomorphism.
3.2.5. The stack jZ is stratified by locally closed substacks jZλ indexed by λ ∈ Λpj .
Let j = 2k for j even (resp., j = 2k+1 for j odd). The stack jZλ classifies collections:
• L,L′ ∈ Bunn and (D1, . . . ,Dj) ∈ X
λ
p for which we set M = L⊕ L
′;
• a flag of subbundles (0 = L′0 ⊂ L
′
1 ⊂ . . . ⊂ L
′
k ⊂ L
′) together with trivializations
(13) σ′i : L
′
i/L
′
i−1 →˜Ω
2n−2i(D2i)
for 1 ≤ i ≤ k;
• if j = 2k a flag of subbundles (0 = L0 ⊂ L1 ⊂ . . . ⊂ Lk ⊂ L) with trivializations
(14) σi : Li/Li−1 →˜Ω
2n−2i+1(D2i−1)
for 1 ≤ i ≤ k;
• if j = 2k + 1 a flag of subbundles (0 = L0 ⊂ L1 ⊂ . . . ⊂ Lk+1 ⊂ L) with
trivializations (14) for 1 ≤ i ≤ k + 1.
The locally closed immersion jZλ →֒ jZ is given by the formulas:
• if 1 ≤ 2s ≤ j then t2s = σ1 ⊗ σ
′
1 ⊗ . . . ⊗ σs ⊗ σ
′
s is the map
t2s : Ω
(2n−1)+...+(2n−2s) →֒ (L1/L0)⊗ (L
′
1/L
′
0)⊗ . . .⊗ (Ls/Ls−1)⊗ (L
′
s/L
′
s−1) →֒ ∧
2sM
• if 1 ≤ 2s+ 1 ≤ j then t2s+1 = σ1 ⊗ σ
′
1 ⊗ . . .⊗ σs+1 is the map
t2s+1 : Ω
(2n−1)+...+(2n−2s−1) →֒ (L1/L0)⊗ (L
′
1/L
′
0)⊗ . . .⊗ (Ls+1/Ls) →֒ ∧
2s+1M
This stratification is given by fixing the degrees of the divisors of zeros of ti for all
1 ≤ i ≤ j.
Denote by jZλ− →֒
jZλ the closed substack given by (D1, . . . ,Dj) ∈ X
λ
−.
12 S. LYSENKO
3.2.6. For λ ∈ Λpj set
j+1Z¯
′λ
p =
j+1Z′ ×jZ
jZλ and j+1Z¯λp =
j+1Z×jZ
jZλ
Denote by j+1KλE the ∗-restriction of
j+1KE to
j+1Z¯
′λ
p . We get the diagram
j+1Z¯λp
κ¯λ
→ j+1Z¯
′λ
p
ց ↓ πλ
Z
PicX × PicX,
where κ¯λ is the restriction of κ¯, and πλ
Z
is the restriction of πZ. By Proposition 3.1.3,
the ∗-restriction of 2nP
d
E to V
ν
p vanishes for all but finite number of these strata for
ν ∈ Λp2n,d. This reduces Proposition 3.2.4 to the following.
Proposition 3.2.7. For λ ∈ Λpj the natural map (π
λ
Z)!(
j+1KλE)→ (π
λ
Z)!κ¯
λ
∗(κ¯
λ)∗(j+1KλE)
is an isomorphism.
3.2.8. Proof of Proposition 3.2.7. Let j = 2k for j even (resp., j = 2k + 1 for j odd).
The stack j+1Z¯
′λ
p classifies collections: a point of
jZλ as described in Section 3.2.5,
• if j = 2k then we are also given a section
s : Ω2n−2k−1 → (M/(Lk ⊕ L
′
k))(D1 + . . .+D2k),
for which we define tj+1 as the map
tj ⊗ s : Ω
(2n−1)+...+(2n−2k−1) → det(Lk ⊕ L
′
k)⊗ (M/(Lk ⊕ L
′
k)) ⊂ ∧
j+1M
• if j = 2k + 1 then we are given a section
s : Ω2n−2k−2 → (M/(Lk+1 ⊕ L
′
k))(D1 + . . .+D2k+1),
and we define tj+1 as the map
tj ⊗ s : Ω
(2n−1)+...+(2n−2k−2) → det(Lk+1 ⊕ L
′
k)⊗ (M/(Lk+1 ⊕ L
′
k)) ⊂ ∧
j+1M
Let j+1Z¯
′λ →֒ j+1Z¯
′λ
p be the closed substack given by the propeties that D1 ≤ . . . ≤
Dj , that is, (D1, . . . ,Dj) ∈ X
λ
−, and
• if j = 2k then s : Ω2n−2k−1(D2k)→M/(Lk ⊕ L
′
k) is regular
• if j = 2k + 1 then s : Ω2n−2k−2(D2k+1)→M/(Lk+1 ⊕ L
′
k) is regular.
By Lemma 3.1.5, one knows that j+1KλE is the extension by zero from
j+1Z¯
′λ. Let
j+1Z¯λ be the preimage of j+1Z¯
′λ under κ¯λ. So, in Proposition 3.2.7 we actually deal
with the diagram
j+1Z¯λ
κ¯λ
→ j+1Z¯
′λ
ց ↓ πλ
Z
PicX × PicX,
By abuse of notations, here πλ
Z
and κ¯λ denote the restrictions of the corresponding
maps.
The descripion of j+1KλE on
j+1Z¯
′λ is as follows. Let j+1W¯λ be the stack classifying
(D1, . . . ,Dj) ∈ X
λ
−,
• if j = 2k then we are given L¯, L¯′ ∈ Bunn−k and s : Ω
2n−2k−1(D2k) →֒ L¯⊕ L¯
′;
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• if j = 2k + 1 then we are given L¯ ∈ Bunn−k−1, L¯
′ ∈ Bunn−k and
s : Ω2n−2k−2(D2k+1) →֒ L¯⊕ L¯
′
We get a map τ¯ : j+1Z¯
′λ → j+1W¯λ given by the formulas L¯′ = L′/L′k and
L¯ =
{
L/Lk, if j = 2k
L/Lk+1, if j = 2k + 1
Let evλ : j+1Z¯
′λ → A1 be the map sending a point of j+1Z¯
′λ to the class of the
pullback extension
0→ L′k/L
′
k−1 → L
′/L′k−1 → L
′/L′k → 0
↑ s¯′
Ω2n−2k−1(D2k)
for j = 2k, and the class of the pullback extension
0→ Lk+1/Lk → L/Lk → L/Lk+1 → 0
↑ s¯
Ω2n−2k−2(D2k+1)
for j = 2k + 1 respectively. Here s¯, s¯′ are the corresponding components of s.
Lemma 3.2.9. There is a complex j+1K¯λE on
j+1W¯λ and an isomorphism over j+1Z¯
′λ
(15) j+1KλE →˜ τ¯
∗(j+1K¯λE)⊗ (ev
λ)∗Lψ
Proof. This follows from Lemma 3.1.5. 
The map πλZ factors as
j+1Z¯
′λ τ¯→ j+1W¯λ → PicX × PicX
Let j+1Wλ →֒ j+1W¯λ be the closed substack given by the property
• if j = 2k then s factors as s : Ω(2n−2k−1)(D2k) →֒ L¯ ⊂ L¯⊕ L¯
′;
• if j = 2k + 1 then s factors as s : Ω(2n−2k−2)(D2k+1) →֒ L¯
′ ⊂ L¯⊕ L¯′.
The square is cartesian
j+1Wλ →֒ j+1W¯λ
↑ ↑ τ¯
j+1Z¯λ
κ¯λ
→ j+1Z¯
′λ
So, it suffices to show that τ¯!(ev
λ)∗Lψ is the extension by zero from
j+1Wλ. The map
τ¯ is a generalized affine fibration, and our claim is easy to check. Proposition 3.2.7 is
proved. 
Thus, Propositions 3.2.4, 3.2.2 are also proved.
3.3. Passing to nY˜× nY˜
′.
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3.3.1. Note that 2nZ = 2nYZ. For d, d′ ∈ Z let 2nZd,d
′
be the substack of 2nZ given by
degL = deg(Ω(2n−1)+(2n−3)+...+1) + d, degL′ = deg(Ω(2n−2)+(2n−4)+...+2) + d′
The map qYZ : nY˜d× nY˜
′
d′ → 2nY×2nM Zn factors uniquely through the closed substack
nY˜d × nY˜
′
d′
iY→ 2nZd,d
′
2nκ
→֒ 2nY×2nM Zn,
this defines the map iY.
3.3.2. The stack 2nZ admits a stratification by 2nZλ indexed by λ ∈ Λp2n, it is described
in Section 3.2.5. For d, d′ ∈ Z the stack 2nZd,d
′
admits a stratification by 2nZλ indexed
by λ ∈ Λp2n such that λ1 + λ3 + . . . + λ2n−1 = d and λ2 + . . . + λ2n = d
′.
For λ ∈ Λ−2n let
qλ :
2nZλ− → X
λ
−
be the map sending a point of 2nZλ− to (D1, . . . ,D2n) ∈ X
λ
−. From Proposition 3.1.3
one gets the following.
Corollary 3.3.3. Let λ ∈ Λ−2n,r. The ∗-restriction of 2nP
r
E to the stratum
2nZλ is the
extension by zero from 2nZλ− and identifies over
2nZλ− with q
∗
λE
λ
−[b(2n, r)− 2a2n(λ)].
3.3.4. For a scheme S and a vector bundle V on S × X, by a rational section of V
we mean a section defined over an open subscheme of the form (S × X) − D, where
D →֒ S ×X is a closed subscheme finite over S.
Lemma 3.3.5. A point of 2nZ gives rise to uniquely defined rational sections
(16) si : Ω
(2n−1)+...+(2n−2i+1) →֒ ∧iL
and
(17) s′i : Ω
(2n−2)+...+(2n−2i) →֒ ∧iL′
for 1 ≤ i ≤ n such that (6) hold.
Proof A point of of 2nZ gives rise to non uniquely defined rational sections ui :
Ω2n−2i+1 →֒ L and u′i : Ω
2n−2i →֒ L′ for 1 ≤ i ≤ n such that t2k = u1∧u
′
1∧ . . .∧us∧u
′
s
and
t2k+1 = u1 ∧ u
′
1 ∧ . . . ∧ us ∧ u
′
s ∧ us
Set sk = u1∧ . . .∧uk and s
′
k = u
′
1∧ . . .∧u
′
k. One checks that sk and s
′
k are independent
of the choices of ui, u
′
i. 
3.3.6. Proof of Proposition 2.3.4. From Lemma 3.3.5 it follows that iY is a closed im-
mersion, it is given by the property that the rational sections (16) and (17) are regular
over the whole of X.
More precisely, this is seen as follows. For a point (L,L′, (ti)) ∈
2nZ consider the
exact sequence 0 → Ω2n−1
t1→ L → L/Ω2n−1 → 0. Set s1 = t1. As the first step one
imposes the condition that the image of t2 under the induced map
L⊗ L′ → (L/Ω2n−1)⊗ L′
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vanishes, this yields a section s′1 : Ω
2n−2 →֒ L′ with t2 = s1 ⊗ s
′
1. Consider the exact
sequence 0 → Ω2n−2
s′1→ L′ → L′/Ω2n−2 → 0. As the second step one imposes the
condition that the image of t3 under the induced map
(∧2L)⊗ L′ → (∧2L)⊗ (L′/Ω2n−2)
vanishes. This yields a section s2 : Ω
(2n−1)+(2n−3) →֒ ∧2L such that t3 = −s2 ⊗ s
′
1.
Continuing this procedure, by induction one gets all the sections si, s
′
i by imposing
similar closed conditions.
From Corollary 3.3.3 it follows that (2nκ)∗(2nPE ⊠ Q¯ℓ) over the component
2nZd,d
′
of 2nZ is the extension by zero under the map iY. Our claim follows now from Propo-
sition 3.2.2. 
4. Direct image under π¯
In this section we prove Proposition 2.3.5.
4.1. Filtration.
4.1.1. Recall the map (2) from Section 2.1.1. From Corollary 3.3.3 it follows that
π¯!q
∗
YZ(2nPE ⊠ Q¯ℓ)
is the extension by zero under iX . In particular, it vanishes unless 0 ≤ d ≤ d
′.
For λ ∈ Λp2n recall the notation λ¯, λ¯
′ and the map sumλ : Xλ− → X
(d) ×X(d
′) from
Section 2.4.3.
Proposition 4.1.2. The complex
(18) π¯!q
∗
YZ(2nP
d+d′
E ⊠ Q¯ℓ)[dim. rel(νZ)− d
′]
on X(d) ×X(d
′) is a constructible sheaf placed in usual cohomological degree zero, it is
an extension by zero under iX . It admits a filtration with the associated graded
(19) ⊕
λ
sumλ! E
λ
−,
the sum being taken over λ ∈ Λ−2n,d+d′ such that λ¯ ∈ Λ
−
n,d and λ¯
′ ∈ Λ−n,d′.
Proof Set 2ρˇ = (n − 1, n − 3, . . . , 1 − n), so ρˇ is the half sum of positive coroots for
GLn. For each λ ∈ Λ
p
2n the projection
2nZλ → Xλp is a generalized affine fibration of
rank
(20) 〈−2ρˇ, λ¯+ λ¯′〉 − n(n− 1)(g − 1)− (4g − 4)
n−1∑
i=1
i2,
The same holds for qλ :
2nZλ− → X
λ
−.
Using Corollary 3.3.3, calculate (18) with respect to the stratification of 2nZd,d
′
by
the substacks 2nZλ. The strata that contribute are 2nZλ− for λ ∈ Λ
−
2n,d+d′ such that
λ¯ ∈ Λ−n,d and λ¯
′ ∈ Λ−n,d′ . For such λ we get
(21) a2n(λ) = nd+ (n− 1)d
′ + 〈2ρˇ, λ¯+ λ¯′〉
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Using the formula
n∑
i=1
i2 =
n
6
(n+ 1)(2n + 1),
one gets b(2n, d + d′) = 2n(d+ d′) + (1− g) (2n−1)3 n(4n− 1). So,
qλ!q
∗
λE
λ
−[b(2n, d + d
′)− 2a2n(λ)] →˜E
λ
−[2d
′ + (1− g)n],
the shift in the right hand side is independent of λ.
Now calculate the relative dimension of νZ. One has dim(2nMr) = r. Let Z
d,d′
n be
the component of Zn given by
degL = d+ deg(Ω(2n−1)+(2n−3)+...+1), degL′ = d′ + deg(Ω(2n−2)+(2n−4)+...+0)
Since dimZd,d
′
n = d+ n(g − 1), for
νZ : Z
d,d′
n → 2nMd+d′
we get dim. rel(νZ) = n(g− 1)− d
′. So, the contribution of 2nZλ to (18) is sumλ! E
λ
−. 
Remark 4.1.3. i) In the case d = 0 the filtration of Proposition 4.1.2 on (18) has
only one term, and Proposition 2.3.5 follows from Proposition 4.1.2. Indeed, for λ =
(0, . . . , 0, d′) one has Eλ− = E
(d′) on Xλ− = X
(d′).
ii) In view of Proposition 4.1.2, to prove Proposition 2.3.5 for rk(E) = 2n, it suffices
to show that the left hand side of (9) is a perverse sheaf, the intermediate extension of
its restriction to any nonempty open subscheme of X(d)×X(d
′−d). Indeed, if (D,D′) ∈
X(d) × X(d
′) with D′ ≥ D, D is reduced, D′ − D is reduced, and D ∩ (D′ − D) = ∅
then only one λ as in Proposition 4.1.2 contributes, namely λ = (0, . . . , 0, d, d′). The
restriction of Eλ− to the corresponding open subscheme of iX(X
(d) ×X(d
′−d)) identifies
with (∧2E)(d) ⊠ E(d
′−d).
4.2. Highest direct image.
4.2.1. For d ≥ 0 let nQ˜d be the stack classifying: a modification of rank n vector
bundles Ln ⊂ L with deg(L/Ln) = d, a complete flag of vector subbundles 0 = L1 ⊂
. . . ⊂ Ln, where Li is a rank i vector bundle, isomorphisms
σi : Li/Li−1 →˜Ω
2n−2i+1
for 1 ≤ i ≤ n. We have a morphism ϕ˜ : nQ˜d → nY˜d sending the above point to (L, (si)),
where
si : Ω
(2n−1)+...+(2n−2i+1) →˜ ∧i Li →֒ ∧
iL
for 1 ≤ i ≤ n.
Similarly, for d ≥ 0 let nQ˜
′
d be the stack classifying: a modification of rank n vector
bundles L′n ⊂ L
′ with deg(L′/L′n) = d, a complete flag (0 = L
′
0 ⊂ L
′
1 ⊂ . . . ⊂ L
′
n) of
vector subbundles on L′n with isomorphisms
σ′i : L
′
i/L
′
i−1 →˜Ω
2n−2i
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for 1 ≤ i ≤ n. We have a morphism ϕ˜′ : nQ˜
′
d → nY˜
′
d sending the above point to
(L′, (s′i)), where
s′i : Ω
(2n−2)+...+(2n−2i) →˜ ∧i L′i →֒ ∧
iL′
for 1 ≤ i ≤ n.
Denote by
η : nQ˜d × nQ˜
′
d′ → 2nQd+d′
the map sending (L, (Li), σi), (L
′, (L′i), σ
′
i) to (M, (Mi), (si)), where M = L ⊕ L
′, 0 =
M0 ⊂M1 ⊂ . . . ⊂M2n is a complete flag of vector bundles on X given by{
M2k+1 = Lk+1 ⊕ L
′
k, 0 ≤ k < n
M2k = Lk ⊕ L
′
k, 1 ≤ k ≤ n
with the induced trivializations si : Mi/Mi−1 →˜Ω
2n−i for 1 ≤ i ≤ 2n.
4.2.2. We define the commutative diagram
(22)
2nYd+d′
ι
← nY˜d × nY˜
′
d′
↑ ϕ ↑ ց π¯
2nQd+d′
ιT← Td,d
′ π¯d,d
′
→ X(d) ×X(d
′)
տ η ↑ η¯
nQ˜d × nQ˜
′
d′
as follows. We require the top left square in this diagram to be cartesian, so defining
the stack Td,d
′
and maps ιT, π¯
d,d′ . We define η¯ as the morphism whose composition
with ιT is η, and whose composition with T
d,d′ → nY˜d × nY˜
′
d′ is ϕ˜× ϕ˜
′. The map η¯ is a
closed immersion.
Proposition 4.2.3. For any local system E on X the natural map
(23) π¯d,d
′
! ι
∗
T(2nF
d+d′
E )→ π¯
d,d′
! η¯∗η¯
∗ι∗T(2nF
d+d′
E )
induces an isomorphism on the usual cohomology sheaves in degree n(g − 1)− 2d′.
Recall that the left hand side of (23) is placed in usual degree n(g − 1)− 2d′ only.
4.2.4. For λ ∈ Λp2n,d+d′ with
∑n
i=1 λ2i−1 = d and
∑n
i=1 λ2i = d
′ let Tλ denote the
preimage of 2nZλ under the composition
Td,d
′
→ nY˜d × nY˜
′
d′
iY→ 2nZd,d
′
Let η¯λ : Q˜Q˜′λ →֒ Tλ be obtained from η¯ by the base change Tλ → Td,d
′
. Let π¯λ :
Tλ → Xλp be the composition T
λ → 2nZλ → Xλp . Clearly, π¯
λ factors through the closed
subscheme Xλ →֒ Xλp .
Write ιλ
T
: Tλ → 2nQd+d′ for the restriction of ιT. We get the diagram
2nQd+d′
ιλ
T← Tλ
π¯λ
→ Xλ
↑ η¯λ
Q˜Q˜′λ
Proposition 4.2.3 is immediately reduced to the following.
18 S. LYSENKO
Lemma 4.2.5. For any λ ∈ Λp2n,d+d′ with
∑n
i=1 λ2i−1 = d and
∑n
i=1 λ2i = d
′ the
natural map
π¯λ! (ι
λ
T)
∗(2nF
d+d′
E )→ π¯
λ
! η¯
λ
∗ (η¯
λ)∗(ιλT)
∗(2nF
d+d′
E )
induces an isomorphism on the usual cohomology sheaves in degree −2d′ + n(g − 1).
4.2.6. Proof of Lemma 4.2.5. The stack Tλ classifies collections:
• complete flags (L1 ⊂ . . . ⊂ Ln = L) and (L
′
1 ⊂ . . . ⊂ L
′
n = L
′) of vector bundles
on X;
• (Di) ∈ X
λ;
• isomorphisms (13) for 1 ≤ i ≤ n and (14) for 1 ≤ i ≤ n;
• lower modifications of OX-modules{
M2i ⊂ Li ⊕ L
′
i, for 1 ≤ i ≤ n;
M2i+1 ⊂ Li+1 ⊕ L
′
i, for 0 ≤ i < n
such that (0 = M0 ⊂ M1 ⊂ . . . ⊂ Mn) is a complete flag of vector bundles on
X, where Mi is a vector bundle of rank i on X. It is required that the image
of the natural inclusion
M2i+1/M2i →֒ Li+1/Li
equals Li+1/Li(−D2i+1) for 0 ≤ i < n, and the image of the natural inclusion
M2i/M2i−1 →֒ L
′
i/L
′
i−1
equals L′i/L
′
i−1(−D2i) for 1 ≤ i ≤ n.
For 2n ≥ j ≥ 1 let jTλ →֒ Tλ be the closed substack given by the property:
• if j = 2k then there are lower modifications L¯i ⊂ Li and L¯
′
i ⊂ L
′
i for 1 ≤ i ≤ k
such that
(0 = L¯0 ⊂ L¯1 ⊂ . . . ⊂ L¯k) and (0 = L¯
′
0 ⊂ L¯
′
1 ⊂ . . . ⊂ L¯
′
k)
are complete flags of vector bundles on X,{
M2s = L¯s ⊕ L¯
′
s, 1 ≤ s ≤ k;
M2s+1 = L¯s+1 ⊕ L¯
′
s, 0 ≤ s < k,
the image of the induced map L¯i/L¯i−1 →֒ Li/Li−1 is Li/Li−1(D2i−1);
the image of the induced map L¯′i/L¯
′
i−1 →֒ L
′
i/L
′
i−1 is L
′
i/L
′
i−1(D2i).
• if j = 2k + 1 then there are lower modifications L¯i ⊂ Li for 1 ≤ i ≤ k + 1 and
L¯′i ⊂ L
′
i for 1 ≤ i ≤ k such that
(0 = L¯0 ⊂ L¯1 ⊂ . . . ⊂ L¯k+1) and (0 = L¯
′
0 ⊂ L¯
′
1 ⊂ . . . ⊂ L¯
′
k)
are complete flags of vector bundles on X,{
M2s = L¯s ⊕ L¯
′
s, 1 ≤ s ≤ k;
M2s+1 = L¯s+1 ⊕ L¯
′
s, 0 ≤ s ≤ k,
the image of the induced map L¯i/L¯i−1 →֒ Li/Li−1 is Li/Li−1(D2i−1);
the image of the induced map L¯′i/L¯
′
i−1 →֒ L
′
i/L
′
i−1 is L
′
i/L
′
i−1(D2i).
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We get the closed immersions
Q˜Q˜′λ = 2nTλ →֒ . . . →֒ 2Tλ →֒ 1Tλ = Tλ,
Let j π¯λ be the restriction of π¯λ to jTλ. Let jιλT denote the restriction of ι
λ
T to
jTλ. We
check that for 2n > j ≥ 1 the natural map
(j π¯λ)!(
jιλT)
∗(2nF
d+d′
E )→ (
j+1π¯λ)!(
j+1ιλT)
∗(2nF
d+d′
E )
induces an isomorphism on the usual cohomology sheaves in degree −2d′ + n(g − 1).
This is done as in ([9], proof of Proposition 2). 
Proposition 4.2.3 is also proved.
4.2.7. Write β˜ : nQ˜d →
≤n Shd0 for the map sending a point of the source to L/Ln.
Write β˜′ : nQ˜
′
d′ →
≤n Shd
′
0 for the map sending a point of the source to L
′/L′n. The map
β˜ is surjective and smooth of relative dimension nd− n6 (n−1)(1+4n)(g−1). The map
β˜′ is surjective and smooth of relative dimension nd′− n6 (n− 1)(1+ 4n)(g− 1). All the
fibres of β˜ and of β˜′ are irreducible.
Consider the commutative diagram
(24)
2nQd+d′
η
← nQ˜d × nQ˜
′
d′
π¯d,d
′
η¯
→ X(d) ×X(d
′)
↓ β ↓ β˜×β˜′ ր ≤n(div× div)
≤2n Shd+d
′
0
η0
← ≤n Shd0 ×
≤n Shd
′
0 ,
where η0 sends (F,F
′) to F ⊕F ′, and ≤(div× div) is the restriction of div× div. Since
dim(2nQd+d′) = b(2n, d+ d
′) = 2n(d+ d′) + (1− g)
(2n − 1)
3
n(4n − 1),
one has
(25) 2 dim. rel(β˜ × β˜′) = b(2n, d+ d′) + n(g − 1)
We will derive Proposition 2.3.5 from the following Proposition 4.2.8, whose proof is
given in Section 4.2.18.
Proposition 4.2.8. For any local system E on X, there is a canonical constructible
subsheaf
≤n((∧2E)(d) ⊠ E(d
′−d)) ⊂ ((∧2E)(d) ⊠ E(d
′−d))
The complex
(26) i∗X(
≤n(div× div))!(β˜ × β˜)!(β˜ × β˜)
∗η∗0L
d+d′
E
is placed in the usual cohomological degrees ≤ b(2n, d+ d′) + n(g − 1)− 2d′ = top, and
its cohomology sheaf in degree top identifies canonically with
(27) ≤n((∧2E)(d) ⊠ E(d
′−d))
If rk(E) = 2n then (8) is an equality.
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4.2.9. Proof of Proposition 2.3.5. Consider the diagram (22). One has canonically over
nY˜d × nY˜
′
d′
ι∗(2nP
d+d′
E )[n(g − 1)− d
′] →˜ q∗YZ(2nPE ⊠ Q¯ℓ)[dim. rel(νZ)]
So, in view of Proposition 4.1.2, to prove Proposition 2.3.5, we must calculate the
cohomology sheaf in the usual degree n(g − 1)− 2d′ of the complex
π¯d,d
′
! ι
∗
T(2nF
d+d′
E )
By Proposition 4.2.3, this cohomology sheaf identifies with the cohomology sheaf in the
same degree of
π¯d,d
′
! η¯!η
∗(2nF
d+d′
E )
From (24) one gets
η∗(2nF
d+d′
E ) →˜ η
∗β∗Ld+d
′
E [b(2n, d + d
′)]
Our claim follows now from Proposition 4.2.8. 
Remark 4.2.10. Recall the sheaf Eλ− defined in ([9], Definition 1, Section 3.1). In the
case n = 1 the top cohomology sheaf of (26) identifies with Eλ− on X
λ
− = X
(d)×X(d
′−d)
for λ = (d, d′) by definition of Eλ−.
4.2.11. For 1 ≤ d ≤ d′ set
V d,d
′
= (X(d) ×X(d
′))×X(d+d′) X
d+d′
This is the scheme classifying pairs of effective divisors D,D′ of degrees d, d′, and
(xi) ∈ X
d+d′ with
∑
i xi = D+D
′. Write V d,d
′
− →֒ V
d,d′ for the closed subscheme given
by D ≤ D′.
4.2.12. Description of the IC-sheaf. Assume 1 ≤ d ≤ d′. For the rest of Section 4 set
I = {1, . . . , d+ d′}.
Consider the set E of equivalence classes of surjections α : I → I¯ such that there
is a decomposition I¯ = I¯1 ⊔ I¯2 with | I¯2 |= d
′ − d and the following property. For
i ∈ I¯2 (resp., i ∈ I¯1), α
−1(i) has 1 (resp., 2) elements. In other words, E is the set of
equivalence relations on I which have d′−d equivalence classes consisting of 1 element,
and d equivalence classes consisting of 2 elements. We get a map
norm : ⊔
α∈E
X I¯ → V d,d
′
−
whose restriction to X I¯ sends β : I¯ → X to D =
∑
i∈I¯1
β(i), D′ = D +
∑
i∈I¯2
β(i) and
the decomposition I → X of D+D′ is given by βα. This is the normalization of V d,d
′
− .
So, norm!Q¯ℓ[d
′] →˜ IC.
Denote by 0V d,d
′
− ⊂ V
d,d′
− the open subscheme given by the property that D is
reduced, and (D′−D)∩D = ∅. Then norm is an isomorphism over this open subscheme,
so IC →˜ Q¯ℓ[dim] over
0V d,d
′
− .
For each (I¯ , α) ∈ E the restriction normα : X
I¯ → V d,d
′
− of norm is a closed immersion.
Indeed, the resulting closed subscheme is given by the property that a point I → X
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factors (uniquely) through I
α
→ I¯ → X, and D =
∑
i∈I¯1
β(i). We denote by Vα this
closed subscheme of V d,d
′
− .
Write Inv for the set of involutions in Sd+d′ . For α : I → I¯ in E, let w ∈ Inv be
the unique involution of I whose orbits are precisely the fibres of α. This defines an
inclusion E →֒ Inv, which we use later.
For α ∈ E denote by Sα the stabilizer of α in Sd+d′ . Set Ii = α
−1(I¯i) for i = 1, 2.
Write SIi for the group of permutations of Ii, so Sα ⊂ SI1 × SI2 ⊂ Sd+d′ . Let χα :
Sα → Q¯
∗
ℓ be the restriction of the character sign× triv : SI1 × SI2 → Q¯
∗
ℓ . The group
Sα fits into an exact sequence 1→ (S2)
d → Sα → SI¯1 × SI¯2 → 1.
4.2.13. Twisted IC-sheaf. We introduce the following canonical induced representation
of Sd+d′ . Let {ei}i∈I be the canonical base of Q¯
d+d′
ℓ . For α : I → I¯ in E and j ∈ I¯1
consider the vector subspaces Vj = ⊕
i∈α−1(j)
Q¯ℓei ⊂ Q¯
d+d′
ℓ . Set
Vα = ⊗
j∈I¯1
detVj, IndE = ⊕
α∈E
Vα
It is understood that I¯1 is attached to an element α : I → I¯ of E as above. Equip
IndE with the natural action of Sd+d′ . One may view IndE as a subspace in (Q¯
d+d′
ℓ )
⊗2d.
For any α ∈ E there exists a noncanonical isomorphism IndE →˜ ind
Sd+d′
Sα
χα of Sd+d′-
representations. Our term canonical induced representation is to express the fact that
IndE is independent of α ∈ E.
Set
I˜C[−d′] = ⊕
α∈E
(normα)!Q¯ℓ ⊗ Vα
This is a constructible sheaf on V d,d
′
− equipped with the natural action of Sd+d′ . We call
I˜C the twisted version of the IC-sheaf of V d,d
′
− . We informally think of I˜C as a version
of the canonical induced representation of Sd+d′ with a point replaced by the curve X,
so to say.
There is an isomorphism of perverse sheaves I˜C →˜ IC, however it is not Sd+d′-
equivariant if we equip IC with the standard Sd+d′-action.
4.2.14. For the rest of Section 4 set ν = (1, . . . , 1) ∈ Λd+d′,d+d′ . Let Fl
ν be the stack
of flags (F1 ⊂ . . . ⊂ Fd+d′), where Fi is a coherent torsion sheaf on X of length i for
i = 1, . . . , d+ d′. Let qF : Fl
ν → Shd+d
′
0 be the map sending the above point to Fd+d′ .
Consider the diagram
Shd+d
′
0
η0
← Shd0× Sh
d′
0
div× div
→ X(d) ×X(d
′)
↑ qF ↑ ↑ qV
Flν ← Shd,d
′ divν
→ V d,d
′
,
where the left square is cartesian, so defining the stack Shd,d
′
. The map divν sends
(F,F ′, F1 ⊂ . . . ⊂ Fd+d′ = F⊕F
′) to the collection (D,D′, (xi)), whereD = divF,D
′ =
divF ′, and xi = div(Fi/Fi−1) for 1 ≤ i ≤ d + d
′. The map qV sends (D,D
′, (xi)) to
(D,D′).
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Let divν− : Sh
d,d′
− → V
d,d′
− be obtained from div
ν by the base change V d,d
′
− →֒ V
d,d′ .
Let ≤2nFlν be the preimage of ≤2n Shd+d
′
0 under qF : Fl
ν → Shd+d
′
0 . Consider the
diagram
≤2n Shd+d
′
0
η0
← ≤n Shd0 ×
≤n Shd
′
0
β˜×β˜′
← nQ˜d × nQ˜
′
d′
↑ qF ↑ ↑
≤2nFlν ← ≤n Shd,d
′ βν
← nQ˜Q˜
ν ,
where both squares are cartesian, so defining the stacks in the low row and βν . Write
βν− : nQ˜Q˜
ν
− →
≤n Shd,d
′
−
for the map obtained from βν by the base change iX : X
(d) ×X(d
′−d) →֒ X(d) ×X(d
′).
Consider the diagram
nQ˜Q˜
ν
−
βν−
→ ≤n Shd,d
′
− →֒ Sh
d,d′
−
divν−
→ V d,d
′
−
pV→ Xd+d
′
↓ q−
V
X(d) ×X(d
′−d),
where pV sends (D,D
′, (xi)) to (xi), and q
−
V is obtained from qV by the base change
iX . Let
≤n divν− :
≤n Shd,d
′
− → V
d,d′
−
be the restriction of divν− to this open substack. The group Sd+d′ acts naturally on
V d,d
′
− , X
d+d′ , and the map pV is Sd+d′-equivariant.
Proposition 4.2.8 will be derived from the following results, whose proof is given in
Sections 4.2.12-4.3.18.
Theorem 4.2.15. i) The map divν− is surjective, and each fibre of this map is of
dimension −d′.
ii) One has canonically R−2d
′
(divν−)!Q¯ℓ →˜ IC[−d
′]. So,
i∗X(div× div)!η
∗
0Spr
d+d′
E
is placed in usual degrees ≤ −2d′, and its cohomology sheaf in degree −2d′ is isomorphic
to
(28) (q−V )!(I˜C[−d
′]⊗ p∗VE
⊠(d+d′))
Moreover, this isomorphism is Sd+d′-equivariant.
Proposition 4.2.16. For any local system E on X, the sheaf of Sd+d′-invariants in
(28) identifies with (∧2E)(d) ⊠ E(d
′−d).
Definition 4.2.17. Let ≤nKV on V
d,d′
− be given by
≤nKV = R
−2d′(≤ndivν−)!Q¯ℓ
Since ≤n Shd,d
′
− is open in Sh
d,d′
− , this is a constructible subsheaf of IC[−d
′]. We get
≤1KV ⊂
≤2KV ⊂ . . . ⊂ IC[−d
′]
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4.2.18. Proof of Proposition 4.2.8. By definition, (26) identifies canonically with the
sheaf of Sd+d′-invariants in
i∗X(
≤n(div× div))!(β˜ × β˜)!(β˜ × β˜)
∗η∗0Spr
d+d′
E →˜
(q−V )!(p
∗
VE
⊠(d+d′) ⊗ (≤ndivν−)!(β
ν
−)!Q¯ℓ)
Here Sd+d′ acts via its action on Spr
d+d′
E . The map β˜ × β˜
′ is surjective and smooth,
all its fibres are irreducible, and its relative dimension is given by (25). So, (βν−)!Q¯ℓ is
placed in degrees ≤ 2 dim. rel(β˜ × β˜′) and
R2 dim.rel(β˜×β˜
′)(βν−)!Q¯ℓ →˜ Q¯ℓ
By Theorem 4.2.15 i), the complex (≤ndivν−)!(β
ν
−)!Q¯ℓ is placed in usual cohomological
degrees ≤ 2 dim. rel(β˜ × β˜′)− 2d′ = top, and the top cohomology sheaf is
Rtop(≤ndivν−)!(β
ν
−)!Q¯ℓ →˜ R
−2d′(≤ndivν−)!Q¯ℓ =
≤nKV
Define (27) as the sheaf of Sd+d′-invariants in
(q−V )!(p
∗
VE
⊠(d+d′) ⊗ ≤nKV ),
where the Sd+d′-action comes from the corresonding action on the Springer sheaf. Since
(q−V )! is exact for the usual t-structures, from Proposition 4.2.16 we see that (27) is a
constructible subsheaf in (∧2E)(d) ⊠ E(d
′−d).
Since q−V is finite, (26) is placed in the usual degrees ≤ 2 dim. rel(β˜ × β˜
′) − 2d′, and
the top cohomology sheaf of (26) identifies with (27).
From Proposition 4.1.2 we see that (27) admits a filtration by contructible subsheaves
as in Proposition 4.1.2. Assume now rk(E) = 2n. In this case we check that this
filtration exhausts the sheaf
(∧2E)(d) ⊠ E(d
′−d)
To do so, using Lemma 2.4.2, we check that for any (D,D′) ∈ X(d)×X(d
′) with D ≤ D′
the ∗-fibre of (19) at (D,D′) identifies with
(29) (∧2E)
(d)
D ⊗ (E
(d′−d))D′−D
If D = dx,D′ = d′x then this claim is precisely Lemma 2.4.2.
For a Q¯ℓ-vector space V and λ ∈ Λ
−
2n set V
λ = V w0(λ), where w0 is the longuest
element of Sd+d′ . In general, we write D =
∑
x dxx,D
′ =
∑
x d
′
xx, so (29) identifies
with
⊗x (Sym
dx(∧2Ex)⊗ Sym
d′x−dx(Ex))
Set
Sx = {λx ∈ Λ
−
2n,dx+d′x
| λ¯x ∈ Λ
−
n,dx
, λ¯′x ∈ Λ
−
n,d′x
}
and
S = {λ ∈ Λ−2n,d+d′ | λ¯ ∈ Λ
−
n,d, λ¯
′ ∈ Λ−n,d′}
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Recall that Xλ− is the scheme of Λ
−
2n-valued divisors on X of degree λ. To a collection
(λx) ∈
∏
x Sx with λ =
∑
x λx we attach a point D˜ =
∑
x λxx ∈ X
λ
−. By Lemma 2.4.2,
(29) identifies with
⊕
λ∈S
( ⊕
(λx)∈
∏
x Sx, λ=
∑
x λx
(Eλ−)D˜),
where D˜ is as above. Our claim follows. 
4.2.19. Proof of Proposition 2.4.4. The first claim is just a combination of Proposi-
tion 4.1.2 and 4.2.8.
4.2.20. Proof of Proposition 4.2.16. Write sum : Xd → X(d) to the map sending (xi)
to
∑
i xi. For any α : I → I¯ in E, the composition
X I¯
normα→ V d,d
′
−
q−
V→ X(d) ×X(d
′−d)
is the map sum× sum : Xd ×Xd
′−d → X(d) ×X(d
′−d). So,
(q−V )!(I˜C[−d
′]⊗ p∗VE
⊠(d+d′)) →˜ ⊕
α∈E
((sum!(E ⊗ E)
⊠d)⊠ (sum!E
⊠(d′−d)))⊗ Vα
according to Section 4.2.12. The group Sd+d′ acts transitively on E, and a stabilizer Sα
of some α ∈ E was considered in Section 4.2.12. It fits into an exact sequence of groups
1→ (S2)
d → Sα → (Sd × Sd′−d)→ 1. So, we are calculating Sα-invariants on
((sum!(E ⊗ E)
⊠d)⊠ (sum!E
⊠(d′−d)))⊗ Vα
Taking the (S2)
d-invariants first, one gets
(30) (sum!(∧
2E)⊠d)⊠ (sum!E
⊠(d′−d)),
and this sheaf is equipped with the ‘induced’ action of Sd×Sd′−d. Let Sd act naturally
on sum!((∧
2E)⊠d), and Sd′−d act naturally on sum!(E
⊠(d′−d)). Then the product of
these two actions coincides with the ‘induced’ action of Sd × Sd′−d on (30). Our claim
follows. 
4.3. Proof of Theorem 4.2.15.
4.3.1. Recall the scheme Xµ+ defined in Section 1.1.1. For µ ∈ Λ
+
m,d denote by iµ :
Xµ+ → Sh
d
0 the map sending (D1, . . . ,Dm) to OD1 ⊕ . . . ⊕ ODm . The image of iµ is
a locally closed substack of Shd0 denoted Sh
d
0,µ. As µ ranges in Λ
+
m,d, the stacks Sh
d
0,µ
form a stratification of the open substack ≤m Shd0.
4.3.2. Proof of Theorem 4.2.15 i). The argument is similar to ([7], Theorem 3.3.1).
The stack Shd,d
′
− classifies: F ∈ Sh
d
0, F
′ ∈ Shd
′
0 with D
′ = div(F ′) ≥ D = div(F ), and a
complete flag 0 = F0 ⊂ F1 ⊂ . . . ⊂ Fd+d′ = F ⊕ F
′ of torsion subsheaves on X. Given
m ≥ 1, µ ∈ Λ+m,d and µ
′ ∈ Λ+m,d′ set
(31) Shµ,µ′,− = Sh
d,d′
− ×Shd0 ×Shd
′
0
(Shd0,µ× Sh
d′
0,µ′)
The composition
(32) Shµ,µ′,− → (X
µ
+ ×X
µ′
+ )×X(d)×X(d′) V
d,d′
−
pr
→ V d,d
′
−
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is the restriction of divν−.
Fix a k-point of (Xµ+ × X
µ′
+ ) ×X(d)×X(d′) V
d,d′
− given by (D,D
′, (xi)) ∈ V
d,d′,ν
− , so
D ≤ D′,
d+d′∑
i=1
xi = D +D
′,
and (Dj) ∈ X
µ
+, (D
′
j) ∈ X
µ′
+ with D =
∑
jDj ,D
′ =
∑
jD
′
j Write Y for the fibre of
the first map in (32) over this point. We check that dimY ≤ −d′. Besides, if m = 1,
µ = (d), µ′ = (d′) then dimY = −d′.
One has F →˜OD1⊕ . . .⊕ODm and F
′ →˜OD′1⊕ . . .⊕OD′m. As in ([7], Theorem 3.3.1),
one checks that
dimAut(F ) =
m∑
i=1
(µi − µi+1)i
2 and dimAut(F ′) =
m∑
i=1
(µ′i − µ
′
i+1)i
2
We have canonically Fx →˜ ⊕x∈X Fx, F
′
x →˜ ⊕x∈X F
′
x, where Fx, F
′
x are torsion sheaves
supported on a formal neighbourhood of x. Write
Di =
∑
x∈X
µi,xx and D
′
i =
∑
x∈X
µ′i,xx
for 1 ≤ i ≤ m. Set dx =
∑
i µi,x and d
′
x =
∑
i µ
′
i,x. Write CFl(Fx ⊕ F
′
x) for the scheme
of complete flags on Fx ⊕ F
′
x. Now Y is the stack quotient∏
x∈X
(CFl(Fx ⊕ F
′
x))/(Aut(Fx)×Aut(F
′
x)))
We have
∏
x∈X Aut(Fx) →˜ Aut(F ),
∏
x∈X Aut(F
′
x) →˜ Aut(F
′). By Lemma 4.3.3 below,
for each x ∈ X,
dimCFl(Fx ⊕ F
′
x))/(Aut(Fx)×Aut(F
′
x)) ≤ −d
′
x
Our claim follows. 
Lemma 4.3.3. Let m ≥ 1, µ ∈ Λ+m,d, µ
′ ∈ Λ+m,d′ . Let Let O be a complete discrete
valuation k-algebra. Write Om = O/m
m, where m ⊂ O is the maximal ideal. F =
Oµ1 ⊕ . . . ⊕ Oµm , F
′ = Oµ′1 ⊕ . . . ⊕ Oµ′m . Let CFl(F ⊕ F
′) be the scheme of complete
flags of O-modules on F ⊕ F ′. Set
θ = (µ′1, µ1, µ
′
2, µ2, . . . , µ
′
m, µm)
Let η ∈ Λ+2m,d+d′ be obtained from θ by permutation so that the resulting sequence is
decreasing. Then
(33) dimCFl(F ⊕ F ′)/(Aut(F )×Aut(F ′)) ≤ −d′,
and the inequality is strict unless θ = η. In the latter case (33) is an equality.
Proof. We have F ⊕ F ′ →˜Oη1 ⊕ . . .⊕ Oη2m . As in ([7], Theorem 3.3.1), one gets
(34) dimCFl(F ⊕ F ′) =
2m∑
i=1
(ηi − ηi+1)
i(i − 1)
2
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and
dimAut(F ) =
m∑
i=1
(µi − µi+1)i
2, dimAut(F ′) =
m∑
i=1
(µ′i − µ
′
i+1)i
2
Here µm+1 = µ
′
m+1 = η2m+1 = 0. One has
m∑
i=1
(µi − µi+1)i
2 =
m∑
i=1
µi(2i − 1) and
m∑
i=1
(µ′i − µ
′
i+1)i
2 =
m∑
i=1
µ′i(2i− 1)
The expression (34) equals
∑2m
i=2 ηi(i− 1). Set τ = (0, 1, . . . , 2m− 1) ∈ Λ2m. We must
show that 〈θ − η, τ〉 ≥ 0. In the case η = θ we get the desired equality.
Let I = {1, . . . , 2m}. For a subset J ⊂ I with | J |= m denote by θJ ∈ Λ2m the
element obtained as follows. Equip J with the order induced from the standard order
on I, and similarly for I − J . Then θJ : I → Z+ is the map whose restriction to J is
J →˜ {1, . . . ,m}
µ
→ Z, and whose restriction to I − J is I − J →˜ {1, . . . ,m}
µ′
→ Z+.
Let ξ ∈ Λ2m. If for some 1 ≤ i < 2m we have ξi < ξi+1, let ξ¯ be obtained from
ξ applying the permutation (i, i + 1). Then ξ − ξ¯ = (0, . . . , 0,−a, a, 0, . . . , 0), where
a = ξi+1 − ξi appears on i + 1-th place. In this case we say that ξ¯ is obtained from ξ
by a special transposition. In this case 〈ξ − ξ¯, τ〉 = a > 0.
There is a finite sequence η1, . . . , ηs ∈ Λ2m such that θ = η1, ηs = η, each ηi+1 is
obtained from ηi by a special transposition, and each ηi is of the form θJ for some J .
On each step the quantity 〈ηi − ηi+1, τ〉 is strictly positive. So, 〈θ − η, τ〉 ≥ 0, and the
inequality is strict unless θ = η. 
Remark 4.3.4. In the notations of the proof of Theorem 4.2.15 i), one has dimY <
−d′ unless
(35) D′1 ≥ D1 ≥ D
′
2 ≥ D2 ≥ . . . ≥ D
′
m ≥ Dm
Indeed, if x ∈ X then
Fx →˜Oµ1,x ⊕ . . .⊕ Oµm,x, F
′
x →˜Oµ′1,x ⊕ . . .⊕ Oµ′m,x
and deg(Fx) = dx,deg(F
′
x) = d
′
x. Set θx = (µ
′
1,x, µ1,x, µ
′
2,x, µ2,x, . . . , µ
′
m,x, µm,x). Then
Y →˜
∏
x∈X Yx and dimYx < −d
′
x unless θx ∈ Λ
+
2m. The condition (35) is equivalent to
requiring that for any x ∈ X, θx ∈ Λ
+
2m.
Remark 4.3.5. Let m ≥ 1, µ ∈ Λ+m,d, O a complete discrete valuation k-algebra,
F = Oµ1 ⊕ . . .⊕ Oµm . Then CFl(F )/Aut(F ) is of dimension −
∑m
i=1 µii.
4.3.6. Consider µ = (d), µ′ = (d′) for m = 1. Consider the open substack Shµ,µ′,− ⊂
Shd,d
′
− given by (31). Let
1 divν− : Shµ,µ′,− → V
d,d′
−
be the restriction of divν−. We get the natural map
(36) R−2d
′
(1divν−)!Q¯ℓ → R
−2d′(divν−)!Q¯ℓ
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It is not an isomorphism over the whole of V d,d
′
− , as is seen from the proof of The-
orem 4.2.15 i). However, the map (36) is an isomorphism over the open subscheme
0V d,d
′
− ⊂ V
d,d′
− defined in Section 4.2.12. It is easy to see that
R−2d
′
(divν−)!Q¯ℓ →˜ Q¯ℓ
over 0V d,d
′
− . Let
0(X(d) ×X(d
′−d)) ⊂ X(d) ×X(d
′−d)
be the open subscheme of (D,D′ −D) such that D is reduced, D′ −D is reduced and
(D′ −D) ∩D = ∅.
To check the equivariance property of the isomorphism in Theorem 4.2.15 ii), it
suffices to do it over 0(X(d) × X(d
′−d)). Over this locus it follows easily from the
corresponding property of the Springer sheaf Spr2E . In other words, this equivariance
property in general is reduced to the case d = d′ = 1. In the latter case it is easy and
left to a reader.
4.3.7. Stratifications I. To prove Theorem 4.2.15 ii), we introduce a suitable stratifica-
tion of Shd,d
′
− . For this we need some additional notations.
A point of Shd,d
′
− is written as (F,F
′, (Fi)), where F1 ⊂ . . . ⊂ Fd+d′ = F ⊕ F
′ is a
complete flag of torsion subsheaves. We set D = div(F ),D′ = divF ′, xi = div(Fi/Fi−1)
for i ∈ I.
Write Σ for the set of d-element subsets in I = {1, . . . , d + d′}. Fix J ∈ Σ. For a
point of Shd,d
′
− set F
′
i = F
′ ∩ Fi, so F
′
i ⊂ Fi is a subsheaf. Set F¯i = Fi/F
′
i for all i. We
get a complete flag with repetitions
F¯1 ⊂ F¯2 ⊂ . . . ⊂ F¯d+d′ = F,
where we identify F¯j with its image under the projection F¯j → (F ⊕ F
′)/F ′ →˜F . We
get also another complete flag with repetitions
F′1 ⊂ F
′
2 ⊂ . . . ⊂ F
′
d+d′ = F
′
We have the natural surjection Fj → F¯j for j ∈ I, hence the natural surjection
Fj/Fj−1 → F¯j/F¯j−1. Similarly, for j ∈ I we have a natural injection F
′
j/F
′
j−1 →֒
Fj/Fj−1.
Denote by XJ ⊂ Sh
d,d′
− the locally closed substack given by the property that for
j ∈ J one has F′j = F
′
j−1, so that F¯j/F¯j−1 ∈ Sh
1
0. For a point of XJ the natural map
Fj/Fj−1 → F¯j/F¯j−1 is an isomorphism for j ∈ J. So, xj = div(F¯j/F¯j−1) for j ∈ J. For
a point of XJ we get D =
∑
j∈J xj . If j ∈ I − J then F
′
j/F
′
j−1 ∈ Sh
1
0 and the natural
map
F′j/F
′
j−1 →֒ Fj/Fj−1
is an isomorphism, so xj = div(F
′
j/F
′
j−1). For a point of XJ we get D
′ =
∑
j∈I−J xj.
For a point of Shd,d
′
− set Fi = F ∩ Fi, so Fi ⊂ Fi is a subsheaf. Set F¯
′
i = Fi/Fi for
i ∈ I. We get a complete flag with repetitions
F1 ⊂ F2 ⊂ . . . ⊂ Fd+d′ = F
28 S. LYSENKO
View F¯ ′i as a subsheaf of F
′ via the natural map Fi/Fi → (F ⊕F
′)/F →˜F ′. This gives
a complete flag with repetitions
F¯ ′1 ⊂ F¯
′
2 ⊂ . . . ⊂ F¯
′
d+d′ = F
′
For i ∈ I we have a natural injection Fi/Fi−1 →֒ Fi/Fi−1 and a natural surjection
Fi/Fi−1 → F¯
′
i/F¯
′
i−1.
Denote by YJ ⊂ Sh
d,d′,ν
− the locally closed substack given by the property that for
j ∈ J one has Fj/Fj−1 ∈ Sh
1
0, so that F¯
′
j = F¯
′
j−1. Then for j ∈ J the natural map
Fj/Fj−1 →֒ Fj/Fj−1 is an isomorphism, so xi = div(Fj/Fj−1). For a point of YJ we get
D =
∑
j∈J xj. For j ∈ I − J the natural map
Fj/Fj−1 → F¯
′
j/F¯
′
j−1
is an isomorphism, so div(F¯ ′j/F¯
′
j−1) = xj . So, for a point of YJ one has D
′ =
∑
j∈I−J xj.
On the sheaf F ′ we get two flags: (F¯ ′j) and (F
′
j). The relation between them is
as follows. For any k ∈ I we have the natural inclusion F′k →֒ Fk and a surjection
Fk → Fk/Fk = F¯
′
k. Their composition F
′
k → F¯
′
k is clearly injective for any k. We get
the diagram
F¯ ′1 ⊂ F¯
′
2 ⊂ . . . ⊂ F¯
′
d+d′ = F
′
∪ ∪ ∪
F′1 ⊂ F
′
2 ⊂ . . . ⊂ F
′
d+d′ = F
′
For a torsion sheaf G on X write ℓ(G) for its length. For k ∈ I we get ℓ(F′k) ≤ ℓ(F¯
′
k).
For any k ∈ I, ℓ(F′k) is the number of elements 1 ≤ j ≤ k such that j /∈ J. Besides,
ℓ(F¯ ′k) is the number of elements 1 ≤ j ≤ k such that j /∈ J
′. For k ∈ I set
Jk = J ∩ {1, . . . , k}, J
′
k = J
′ ∩ {1, . . . , k}
We see that the pair J, J′ satisfies the following condition:
(C) if k ∈ I then | J′k |≤| Jk |.
Similarly, on F we get two flags (F¯j) and (Fj). The relation between them is similar.
For k ∈ I we have an injection Fk →֒ Fk and a surjection Fk → F¯k. Their composition
Fk → F¯k is injective. We get the diagram
(37)
F¯1 ⊂ F¯2 ⊂ . . . ⊂ F¯d+d′ = F
∪ ∪ ∪
F1 ⊂ F2 ⊂ . . . ⊂ Fd+d′ = F
The property that for any k ∈ I, ℓ(Fk) ≤ ℓ(F¯k) is nothing but (C). We summarize
this discussion in the following.
Lemma 4.3.8. The stack Shd,d
′
− is stratified by locally closed substacks XJ∩YJ′ indexed
by pairs (J, J′) ∈ Σ2 such that (C) holds for (J, J′). In particular, if i ∈ J is the smallest
element, j′ ∈ J′ is the biggest element then J ∪ J′ ⊂ {i, . . . , j′}. 
Remark 4.3.9. If f : Z→ Z′ is a morphism of finite type between algebraic stacks, F
is a smooth Q¯ℓ-sheaf on Z, assume all the fibres of f are of dimension ≤ d. Assume Z is
stratified by locally closed substacks ia : Z
a →֒ Z indexed by a ∈ A. Let fa : Za → Z′ be
the restriction of f . Then R2df!F admits a filtration by subsheaves with the successive
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quotients being R2dfa! i
∗
aF , a ∈ A. We refer to R
2dfa! i
∗
aF as the contribution of the
stratum Za to the direct image R2df!F .
4.3.10. Stratifications II. Recall that Inv denotes the set of involutions in Sd+d′ . An in-
volution w ∈ Inv writes as a disjoint product of two-cycles w = (i1, j1)(i2, j2) . . . (ir, jr)
with ik < jk for 1 ≤ k ≤ r. As in ([13], Section 5.3), for such an involution w set
Hi(w) = {j1, . . . , jr} and Lo(w) = {i1, . . . , ir}. As in loc.cit., we call Hi(w) (resp.,
Lo(w)) the high points (resp., low points) of w.
Proposition 4.3.11. i) For J, J′ ∈ Σ the stratum XJ ∩ YJ′ does not contribute to
(38) R−2d
′
(divν−)!Q¯ℓ
unless J ∩ J′ = ∅ and the condition (C) holds.
ii) Assume J ∩ J′ = ∅ and the condition (C). Then XJ ∩ YJ′ admits a stratification by
locally closed substacks Xw indexed by w ∈ Inv such that Hi(w) = J′, Lo(w) = J.
For such w let α : I → I¯ be the unique element of E such that the classes of the
corresponding equivalence relation on I are precisely the w-orbits. The composition
Xw →֒ Shd,d
′
− → V
d,d′
− factors uniquely through the closed subscheme normα : Vα →֒
V d,d
′
− , and the contribution of X
w to (38) is (normα)!Q¯ℓ.
Lemma 4.3.12. Let F1, F2 ⊂ F be torsion sheaves on X, let F˜ be the coproduct of the
diagram F1 ← F1 ∩ F2 → F2. Then the induced map F˜ → F is injective. 
4.3.13. Proof of Proposition 4.3.11. ii) Consider two subsets J, J′ ∈ Σ such that J∩J′ =
∅, and the condition (C) holds. Set J¯ = {1, . . . , d}. Equip J (resp., J′) with the natural
order: i1 ≤ i2 iff i1 is less of equal to i2. These orders are linear, and so yield bijections
that we denote
b : J¯ →˜ J, b′ : J¯ →˜ J′
If i ∈ J¯ then ℓ(F¯b(i)) = i. If j ∈ J¯ then ℓ(Fb′(j)) = j.
Denote by ddJ the set of matrices e = (e
j
i ) with i, j ∈ J¯, e
j
i ∈ Z+. For a point of
XJ ∩ YJ′ define the matrix e ∈
d
dJ by
(39)
i∑
k=1
j∑
l=1
elk = ℓ(F¯b(i) ∩ Fb′(j)) = ℓ(F¯b(i) ∩ Fb′(j))
for i, j ∈ J¯. From Lemma 4.3.12 one gets by induction that indeed eji ∈ Z+ for any
i, j ∈ J¯.
The matrix e has the properties:
• eji ∈ {0, 1}.
• If j ∈ J¯ then
∑d
k=1 e
j
k = 1. If i ∈ J¯ then
∑d
j=1 e
j
i = 1. So, 1 appears precisely
once in each row (resp., each column) of e.
We get a unique w¯ ∈ Sd such that e
j
w¯j = 1 for all j ∈ J¯, and e
j
i = 0 unless i = w¯j.
Define the unique involution w ∈ Inv by the properties:
P1) w |J′= bw¯(b
′)−1;
P2) I − (J ∪ J′) is the set of fixed points of w.
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Conversely, given an involution w ∈ Inv with Hi(w) = J′,Lo(w) = J, there is a unique
w¯ ∈ Sd satisfying the property P1). Define the locally closed substack X
w ⊂ XJ∩YJ′ by
fixing the corresponding w¯ ∈ Sd, or equivalently, the corresponding matrix e satisfying
(39). This is the desired stratification of XJ ∩ YJ′ by the locally closed substacks X
w.
Denote by fw : Xw → (Sh10)
I−J′ the map sending (F,F ′, (Fi)) to the collection
(Fi/Fi−1)i∈I−J′ . This is a generalized affine fibration of rank zero. For i ∈ I − J
′ we
then let xi = div(Fi/Fi−1). For i ∈ J
′ we let xi = xwi.
As we have seen in Section 4.3.7, for a point of XJ one has D =
∑
j∈J xj and
D′ =
∑
j∈I−J xj . So, the composition X
w →֒ Shd,d
′
− → V
d,d′
− factors uniquely through
the closed subscheme Vα →֒ V
d,d′
− , and the contribution of X
w to R−2d
′
(divν−)!Q¯ℓ is
(normα)!Q¯ℓ.
i) This is obtained from the dimension estimates and is left to a reader. If J ∩ J′ 6= ∅,
and (C) holds, one may also stratify XJ ∩ YJ′ by fixing the relative position of the two
flags (F¯i), (Fj) on F as in the case J ∩ J
′ = ∅. 
Remark 4.3.14. In the situation of Proposition 4.3.11 ii) for certain w¯ ∈ Sd the stack
Xw is empty. For example, consider the case d = d′ = 2, J = {1, 3}, J′ = {2, 4}. Then
XJ ∩YJ′ = X
w, where w = (12)(34). It corresponds to w¯ = id ∈ S2. Indeed, in this case
the stratification is given by the relative position of the two subsheaves F¯1,F2 ∈ Sh
1
0 in
F ∈ Sh20. However, from the diagram (37) we know that F2 ⊂ F¯2, and for a point of
XJ ∩ YJ′ we have F¯1 = F¯2 by definition. So, F2 = F¯1 for any point of XJ ∩ YJ′. In
general, if Xw 6= ∅ then w has to be compatible with the diagram (37).
For the convenience of the reader, we give several examples of the stratifications of
Shd,d
′
− appeared in Section 4.3.7 and Proposition 4.3.11.
4.3.15. Example d = 1, d′ > 1. This is a first nontrivial example. We have ℓ(F ) =
1, ℓ(F ′) = d′. Let J′ = {j}, J = {i}. The substack XJ ∩ YJ′ ⊂ Sh
d,d′
− is given by the
properties:
• Fi−1 ⊂ F
′, Fi ∩ F
′ = Fi−1,
• F ∩ Fj−1 = 0, F ⊂ Fj .
(The first conditions garantie that F ∩ Fi−1 = 0, so if F ⊂ Fj then j ≥ i).
Let X¯ be the stack classifying F ∈ Sh10, F
′ ∈ Shd
′
0 with div(F ) ≤ div(F
′) and a
complete flag (F ′1 ⊂ . . . F
′
d′) on F
′. For each 1 ≤ i ≤ d′ + 1 we get an isomorphism
X¯ →˜XJ ∩ YJ
sending (F,F ′, (F ′j)) to (F,F
′, (Fj)), where (Fj) is the complete flag on F ⊕ F
′ given
by {
Fj = F
′
j , j < i
Fj = Fj−1 ⊕ F, j ≥ i
The composition X¯ →˜XJ ∩ YJ
divν−
→ V d,d
′
− sends (F,F
′, (F ′j)) to the collection x =
divF,D′ = divF ′ and (x1, . . . , xi−1, x, xi, . . . , xd′), where xi = div(F
′
i/F
′
i−1). Using
Remark 4.3.5, one sees that the contribution of the stratum XJ ∩ YJ to R
−2d′(divν−)!Q¯ℓ
is zero.
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Assume 1 ≤ i < j ≤ d′ + 1. Let w = (ij) ∈ Inv then XJ ∩ YJ′ = X
w. The map
fw : Xw → (Sh10)
I−J′ is a generalized affine fibration. Indeed, taking the quotient by
Fi−1 and replacing F
′ by Fj this claim is reduced to the special case i = 1, j = d
′ + 1.
In the latter case the map fw is described as follows.
Lemma 4.3.16. Let d = 1, d′ > 1, i = 1, j = d′ + 1 and w = (ij). The stack Xw
classifies: F,F1 ∈ Sh
1
0, an isomorphism F →˜F1, a complete flag F
′
2 ⊂ . . . ⊂ F
′
d′ of
torsion sheaves on F′d′ ∈ Sh
d′−1
0 as in Section 4.3.7. So, ℓ(F
′
k) = k − 1 for 2 ≤ k ≤ d
′.
Here for 2 ≤ i ≤ d′ one has canonically
Fi/Fi−1 →˜F
′
i/F
′
i−1
Besides, F →˜F1 →˜Fd′+1/Fd′ .
Proof. The stack XJ∩YJ′ is given by two conditions: F1∩F
′ = 0, F ∩Fd′ = 0. Using the
notations from Section 4.3.7, we get Fk = F1⊕F
′
k for 2 ≤ k ≤ d
′, and Fd′+1 = Fd′ ⊕F .
So, F ⊕ F1 ⊕ F
′
d′ = F ⊕ F
′. Consider the natural projection
F ′ = F′d′+1 → (F ⊕ F1 ⊕ F
′
d′)/F
′
d′ →˜F ⊕ F1
Both its components are nonzero. Thus, the induced maps F′d′+1/F
′
d′ → F1 and
F′d′+1/F
′
d′ → F are both nonzero, hence isomorphisms. This defines the desired iso-
morphism F →˜F1, and F
′ as the unique subsheaf in F ⊕ F1 ⊕ F
′
d′ containing F
′
d′ and
mapping diagonally to F ⊕ F1. 
4.3.17. Example d = d′ = 2. Only the strata X{1,3}∩Y{2,4} and X{1,2}∩Y{3,4} contribute
to (38). One gets X{1,3} ∩Y{2,4} = X
w for w = (12)(34) as in Remark 4.3.14. The locus
X{1,2} ∩ Y{3,4} consists of two strata X
w,Xw
′
for w = (13)(24) and w′ = (14)(23).
The substack Xw ⊂ X{1,2} ∩ Y{3,4} is given by F¯1 ⊂ F3, and X
w′ is its complement in
X{1,2} ∩ Y{3,4}.
The stack Xw classifies: F1 ∈ Sh
1
0, F2/F1 ∈ Sh
1
0 with divisors x1, x2, for which we set
x3 = x1, x4 = x2, and an extension 0→ F1 → F2 → F2/F1 → 0 on X.
The stack Xw
′
classifies: F¯1,F3 ∈ Sh
1
0 with x1 = div(F¯1), x2 = div(F3), for which
we set x3 = x2, x4 = x1. So, the map f
w′ : Xw
′
→ (Sh10)
2 sending the above point to
(F1, F2/F1) is an isomorphism.
4.3.18. End of the proof of Theorem 4.2.15. The normalization of V d,d
′
− is described in
Section 4.2.12. We first stratify Shd,d
′
− by locally closed substacks XJ ∩ YJ′ indexed by
pairs J, J′ ∈ Σ. By Section 4.3.7, this locus is empty unless the condition (C) holds. By
Proposition 4.3.11, only the strata with J∩J′ = ∅ contribute to (38). For J, J′ ∈ Σ with
J∩ J′ = ∅ such that (C) holds, we stratify XJ ∩YJ′ by locally closed substacks X
w as in
Proposition 4.3.11 indexed by w ∈ Inv such that Hi(w) = J′, Lo(w) = J. Let α : I → I¯
be the surjection such that the classes of the corresponding equivalence relation on I
are precisely w-orbits. By Proposition 4.3.11, the contribution of the stratum Xw to
(38) identifies with (normα)!Q¯ℓ. Now (normα)!Q¯ℓ[d
′] is an irreducible perverse sheaf.
So, (R−2d
′
(divν−)!Q¯ℓ)[d
′] is perverse and admits a filtration with the associated graded
⊕
α∈E
(normα)!Q¯ℓ[d
′] →˜ IC(V d,d
′
− )
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Any such filtration splits canonically into a direct sum, because the summands are
irreducible perverse sheaves supported on different irreducible components. 
Finally, the proof of Proposition 2.3.5 is complete. So, Theorem 2.1.2 is proved.
4.4. Comparison with [13]. Section 4.4 is not used in the paper and may be skipped.
4.4.1. Consider the stack D classifying vector spaces V, V ′ of dimensions d, d′ and a
complete flag V1 ⊂ . . . ⊂ Vd+d′ = V ⊕ V
′ of vector subspaces. The set of points of D is
finite and described in ([13], Section 5.3). It is naturally in bijection with
E¯ = {(w, J) ∈ Inv×Σ | Hi(w) ⊂ J,Lo(w) ∩ J = ∅}
Consider the map f : Shd,d
′
− → D sending (F,F
′, (Fi)) to the collection (V, V
′, (Vi)) with
V = H0(X,F ), V ′ = H0(X,F ′), and Vi = H
0(X,Fi). There is a stratification ofD whose
preimage under f gives the stratification of Shd,d
′
− that we used in Section 4.3.7 and
Proposition 4.3.11. However, this is not the stratification by the classes of isomorphisms
of points of D. We give some details for the convenience of the reader.
We define stratifications of D by locally closed substacks DJ with J ∈ Σ (resp., by
locally closed substacks DJ with J ∈ Σ) such that f
−1(DJ) = YJ and f
−1(DJ) = XJ for
any J ∈ Σ.
4.4.2. If we pick bases {e1, . . . , ed} in V and {ed+1, . . . , ed+d′} in V
′ then we get a
complete flag in kd+d
′
given by some gBd+d′ ∈ GLd+d′ /Bd+d′ . Set K = GLd×GLd′ .
Forgetting these bases, one gets an isomorphism D →˜K\GLd+d′ /Bd+d′ with the the
stack quotient.
The variety of decompositions kd+d
′
= ⊕d+d
′
i=1 Wi into 1-dimensional vector subspaces
identifies naturally with GLd+d′ /Td+d′ . Here Td+d′ is the torus of diagonal matrices.
Namely, to gTd+d′ we associate Wi = gVect(ei).
If V, V ′ are vector spaces of dimensions d, d′ and ⊕d+d
′
i=1 Wi = V ⊕V
′ is a decomposition
into 1-dimensional subspaces, it gives rise to a torus TW = {g ∈ GL(V ⊕ V
′) | g(Wi) =
Wi} for any i. Let θ be the automorphism of V ⊕ V
′ acting as 1 on V and as −1 on
V ′. The torus TW is θ-stable if θTW θ
−1 = TW . This means that there is an involution
w ∈ Sd+d′ such that θ(Wi) =Wwi for any i.
Write D˜ for the stack classifying vector spaces V, V ′ of dimensions d, d′, and a
decomposition into 1-dimensional vector subspaces V ⊕ V ′ = ⊕d+d
′
i=1 Wi. If we pick
bases of V, V ′ as above, a point of D˜ together with these bases gives an element of
GLd+d′ /Td+d′ . Forgetting the bases, one gets an isomorphism with the stack quotient
K\GLd+d′ /Td+d′ →˜ D˜.
Denote by D¯ ⊂ D˜ the closed substack given by the property that TW is θ-stable.
For an involution w ∈ Sd+d′ denote by D¯
w ⊂ D¯ the locally closed substack given by
the property that θ(Wi) = Wwi for any i ∈ I. This is a stratification of D¯ indexed by
the set Inv of involutions in Sd+d′ .
Let c ∈ GLd+d′ be the automorphism acting as 1 on Vect(e1, . . . , ed) and as −1 on
Vect(ed+1, . . . , ed+d′). Let θc be the inner automorphism of GLd+d′ sending g to cgc
−1.
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Then K = (GLd+d′)
θc . As in ([13], Section 1.2), set
V = {g ∈ GLd+d′ | g
−1θc(g) ∈ Nd+d′},
here Nd+d′ is the normalizer of Td+d′ in GLd+d′ . Then V is stable under the action of
Td+d′ by right translations. Now
V/Td+d′ ⊂ GLd+d′ /Td+d′
is the closed subvariety of those decompositions kd+d
′
→˜ ⊕d+d
′
i=1 Wi for which TW ⊂
GLd+d′ is θc-stable. Note that V is stable under the action of K by left translations.
Picking bases of V, V ′ as above, this gives an isomorphism with the stack quotient
(40) K\V/Td+d′ →˜ D¯
For x ∈ Nd+d′ , w ∈ Sd+d′ the image of x in Sd+d′ is w iff for any i ∈ I, xVect(ei) =
Vect(ewi). Let N
w
d+d′ ⊂ Nd+d′ be the closed subscheme of x ∈ Nd+d′ over w. Let also
Vw ⊂ V be the closed subscheme given by requiring that g−1θc(g) ∈ N
w
d+d′ . Then (40)
restricts for any w ∈ Inv to an isomorphism
K\Vw/Td+d′ →˜ D¯
w
By ([13], Proposition 1.2.2), number of points of D¯ and D is finite. Consider the map
D˜→ D sending (V, V ′, (Wi)) to (V, V
′, (Vi)), where Vi = ⊕
i
j=1Wj. Let fD : D¯→ D be
its restriction to D¯. Now ([13], Proposition 1.2.2) implies that fD induces a bijection
on the set of points of D¯ and D.
For w ∈ Inv the stack D¯w has a finite number of points, this number could be bigger
than one. For w ∈ Inv set Dw = fD(D¯
w) viewed a locally closed substack.
4.4.3. Let P ⊂ GLd+d′ be the parabolic preserving Vect(e1, . . . , ed) in k
d+d′ . So, K is
the standard Levi of P , and Bd+d′ ⊂ P . Let DP be the stack classifying a complete
flag of vector spaces V1 ⊂ . . . ⊂ Vd+d′ and a subspace V ⊂ Vd+d′ . As above, we get an
isomorphism
DP →˜P\GLd+d′ /Bd+d′
Let ηP : D→ DP be the map forgetting V
′.
Set J¯ = {1, . . . , d} ⊂ I. Let WJ¯ ⊂ W = Sd+d′ be the stabilizer of J¯. We have a
bijection W/WJ¯ →˜Σ sending wWJ¯ ∈ W/WJ¯ to wJ ∈ Σ. The set of points of DP is in
bijection with Σ. Namely, to wWJ¯ ∈W/WJ¯ with J = wJ¯ ∈ Σ we associate Pw
−1Bd+d′ .
Write DJP for the corresponding locally closed substack of DP . For J ∈ Σ let D
J be the
preimage of DJP under ηP .
According to ([13], Section 5.3), for w ∈ Inv, J ∈ Σ the stack Dw,J = Dw ∩ DJ is
either empty or has precisely one point. Moreover, it is nonempty iff
Hi(w) ⊂ J,Lo(w) ∩ J = ∅
This way one gets a bijection between the set of points of D and E¯. For J ∈ Σ one has
a stratification
DJ = ⊔
(w,J)∈E¯
Dw,J
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4.4.4. For w ∈ Sd+d′ write Fix(w) for the set of fixed points of w on I. For w ∈
Inv, J ∈ Σ let Dw,J be nonempty. Then the unique point of Dw,J admits the following
presentation (V, V ′, (Vi)). There is a decomposition V ⊕V
′ = ⊕i∈IWi with θ(Wi) =Wwi
for all i with the propeties:
• Vi =W1 ⊕ . . .⊕Wi for all i ∈ I;
• if j ∈ Fix(w) ∩ J then Wj ⊂ V ;
• if j ∈ Fix(w)− J then Wj ⊂ V
′.
In addition, let 1 ≤ i < j ≤ d+ d′ with w(i) = j. Pick 0 6= wi ∈ Wi, let wj = θ(wi).
ThenWi⊕Wj is θ-stable with a base {wi+wj , wi−wj}. Here wi+wj ∈ V,wi−wj ∈ V
′.
4.4.5. Consider also the parabolic P− ⊂ GLd+d′ preserving Vect(ed+1, . . . , ed+d′) in
kd+d
′
. Let DP− be the stack classifying a complete flag of vector spaces (V1 ⊂ . . . ⊂
Vd+d′) and a subspace V
′ ⊂ Vd+d′ . We have a projection ηP− : D→ DP− forgetting V .
As above, we have an isomorphism with the stack quotient DP− →˜P
−\GLd+d′ /Bd+d′ .
For wWJ¯ ∈ W/WJ¯ with J = wJ¯ ∈ Σ the orbit P
−w−1Bd+d′ defines a locally closed
substack DJ
P−
⊂ DP− . Write DJ for the preimage of D
J
P−
under ηP− .
For w ∈ Inv, J ∈ Σ set DwJ = D
w ∩DJ. One checks that if D
w
J is nonempty then it
consists of one point. Moreover, for w ∈ Inv, J ∈ Σ the stack Dw
J
is nonempty iff
Hi(w) ∩ J = ∅,Lo(w) ⊂ J
5. Proof of Theorem 2.2.2
5.0.1. We have the diagram extending (3)
Zn
qZ→ (Bunn×Bunn)
det× det
→ (PicX × PicX)
↓ νZ ↓ νn
2nM
q2n
→ Bun2n,
where qZ sends (Ω
2n−1 →֒ L,L′) to (L,L′), and qn sends (Ω
2n−1 →֒M) to M .
Let U2n ⊂ Bun2n be the open substack given by the property that Ext
1(Ω2n−1,M) =
0 for M ∈ Bun2n. Let U
n
2n ⊂ Bunn be the open substack given by Ext
1(Ω2n−1, L) = 0
for L ∈ Bunn. For d ∈ Z let Bun2n,d ⊂ Bun2n be the component given by degM =
d+ deg(Ω(2n−1)+...+1) for M ∈ Bun2n. So, q2n : 2nM
d → Bun2n,d.
5.0.2. Assume d + d′ large enough, so that AutE over Bun2n,d+d′ is the extension by
zero under U2n →֒ Bun2n. If (Ω
2n−1 →֒ L,L′) ∈ ν−1n (U2n) then (Ω
2n−1 →֒ L) ∈ Un2n.
So, we get an exact triangle
(qZ)!Q¯ℓ → Q¯ℓ[−2M ]→ Q¯ℓ
over ν−1n (U2n), here M = d+(g− 1)(n− 2n
2) is the relative dimension of qZ over Z
d,d′
n .
This yields an exact triangle
(41) π!ν
∗
ZKE [dim. rel(νZ) +M ]→ P
d,d′
E → P
d,d′
E [2M ]
on (PicX × PicX)d,d
′
.
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If d > d′ and d is large enough then, by Theorem 2.1.2, π!ν
∗
ZKE vanishes. Under
these assumptions then (41) shows that P d,d
′
E = 0. Using the S2-symmetry of PE and
the equivariance property (4), one obtains i).
5.0.3. From i) and the equivariance property (4), one gets N ∈ Z such that for any
d, d′ ∈ Z, P d,d
′
E is placed in usual degrees ≤ N . The second claim follows now from the
exact triangle (41) and Theorem 2.1.2. Theorem 2.2.2 is proved. 
6. Proof of Theorem 2.6.2
6.0.1. Let P ⊂ G be the Siegel parabolic. Then BunP is the stack classifying L ∈
Bun2,A ∈ Bun1 and an exact sequence 0 → Sym
2 L →? → A → 0 on X. Let SP be
the stack classifying L ∈ Bun2,A ∈ Bun1 and a section s : Sym
2 L→ A⊗Ω on X. Let
h : Bun1×Bun1 → SP be the map sending (L1, L2) to L = L1 ⊕ L2 with the natural
symmetric form Sym2 L→ L1⊗L2 = A⊗ Ω, so Li are isotropic in L.
One gets the diagram
BunP SP
h
← Bun1×Bun1
↓ pG ց f ւ f∨
BunG Bun2×Bun1,
where f, f∨ are the projections sending the above points to (L,A), and pG is the
extension of scalars map. The maps f, f∨ are dual generalized vector bundles, we
denote by Fourψ : D
≺(BunP )→ D
≺(SP ) the corresponding Fourier transform.
Recall that H →˜ GL4 /µ2. Set R = (GL2×GL2)/µ2, where µ2 is included diagonally.
So, R is a subgroup of H. The homomorphism det× det : GL2×GL2 → Gm × Gm
factors through R→ Gm ×Gm. Consider the diagram
BunH
α
← BunR
β
→ Bun1×Bun1
̺×̺
→ Bun1×Bun1
where α, β are the corresponding extension of scalars maps, and ̺ : Bun1 → Bun1 sends
B to B∗ ⊗ Ω.
The following is established in ([8], Proposition 11).
Proposition 6.0.2. For any F ∈ D−(BunH)! there is an isomorphism (up to a coho-
mological shift)
h∗ Fourψ(p
∗
GFG(F )) →˜ (̺× ̺)!β!α
∗F

The following diagram commutes, where the square is cartesian
Bun4
α¯
← Bun2×Bun2
↓ ρ ↓ ց det× det
BunH
α
← BunR
β
→ Bun1×Bun1,
and the vertical arrows are the natural extension of scalars maps.
By Proposition 6.0.2, it suffices to show that β!α
∗KE∗,χ∗,H is not zero. By defini-
tion, ρ∗KE,χ,H →˜ AutE over Bun4. Since E admits a symplectic form, Theorem 2.2.2
implies that (det× det)!α¯
∗AutE in nonzero on Bun1×Bun1. This concludes the proof
of Theorem 2.6.2. 
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