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INTRODUCTION AND SUMMARY 
We begin by quoting some definitions and recording the notations used in 
this article, although they are, for the most part, the standard ones. Scalar 
functions will be designated by lower-case Latin letters. C designates the 
field of complex numbers, D the right half-plane: D -- (z ~ C, Rez > 0}; 
A the upper half-plane: A= {zEC,  Imz>0) ;  and U the unit disc: 
U = {z E C, [z}< 1 }. H denotes a complex Hilbert space, and L(H) the 
Banach space of the bounded linear operators on H. If A E L(H), II AII 
designates its norm: IIAI[ = sup{l[Ax[I, I[x[I = 1}. I and O designate, re- 
spectively, the unit operator and the zero operator of L(H). o(A} denotes 
the spectrum of A and p{A} its resolvent set. ReA = l{A + A*}, and 
Im A = (1/2i{A - A*)), where A* designates the adjoint of A, designate, 
respectively, the real and the imaginary parts of A. 
DEFINITION. 1. A scalar function f :  D ~ C is said to be positive-real 
(or, equivalently, an impedance) if it satisfies the following conditions: 
(i) f(z) is holomorphic, 
(ii) Ref(z)  >__ 0, 
(fro f(x) is real when x is real and positive. 
The following theorem is due to the second author [8, p. 12, Theorem 8]. 
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THEOREM A. For a function f (z)  to be positive-real it is necessary and 
sufficient hat it admits the representation 
{2fo~Z2- - l ta+~ } f ( z )  = exp z2+t  2 1 + t 2 g( t ) dt ' (A.1) 
where a is a real constant and the real function g(t), 0 <- t < oo, is measurable 
and satisfies almost everywhere the condition I g(t) l_  < ir/2. (We observe that 
an exponential representation for functions holomorphic in A appears in [ 13, p. 
27, formula (6)].) 
It is the main purpose of this article to obtain a formula similar to (A.1), 
but valid for positive-real operators whose range is L(H).  This is our 
Theorem (5.4). Let us call m the dimension of H. In the general case, 
m = oo. When m is finite and ___ 2, and F(z) is a normal operator for every 
z E D, then Theorem 5 reduces to Theorem 6, p. 9 of [8], when m = 1, it 
reduces to Theorem A. We shall also prove several theorems of a similar 
nature, namely, Theorems (3.3), (3.4), (4.7), (4.9), and (5.6). 
The relevance of Theorem A for circuit theory derives from the fact that 
formula (A.1) is an expression of the impedance of a passive, invariant 
one-port in terms of its limit phase g(t) (existing almost everywhere). 
Similarly, when the dimension of % is finite formula (5.1) is an expression 
of the impedance of a passive invariant m-port in terms of its "limit phase." 
In the general case (m = ~),  formula (5.1) is an exponential expression of 
the impedance of a "Hilbert port" in terms of its (operator-valued) "limit 
phase" (Hilbert ports have been introduced and studied by Zemanian [12]). 
We remark, finally that, while formula (A.1) is necessary and sufficient 
for f (z )  to be a positive-real function, the validity of (5.1) is only necessary 
for F(z) to be an operator-valued impedance. We have been unable to state 
simple necessary and sufficient conditions for the operator-valued positive- 
real function F(z) to admit an exponential representation of the type (5.1). 
1. PROPERTIES OF OPERATORS WITH NONNEGATIVE REAL PART 
LEMMA 1.1. I f  A E L (H)  and PeA --> 0, then (A + zI) -1 exists and 
belongs to L( H) for every z E D. Moreover 
II(A + zI)-~ll -< (Rez) - ' .  
Proof. See [ll(a), p. 279]. 
The following lemma is straightforward. 
LEMMA 1.2. I fA  E L(H) ,  0 q~ o(A), and ReA --> 0, then ReA -1 ~ 0. 
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LEM_~IA 1.3. I f  A E L (H)  and ReA --> 0, then the operator-valued func- 
tion F: D ~ L (H)  defined by F(z) = (A + z l )  -1 is analytic and has non- 
negative real part. 
Proof. By Lemma 1.1., D C o(A). This implies the analyticity of F. It 
follows from Lemma 1.2 that Re F(z) >_ O, for any z E D. 
LEMMA 1.4. I f  A E L(H) ,  ReA -> 0, and 0 q~ o(A), then, for any t >- O, 
II(A -4- tI)-~[I ~ IIA-111. 
Proof. Evidently, for each t > 0, (A + t I )  -1 = t - l (A  -1 + t -1 • I )  - l  • 
A-~. Applying Lemma 1.1 to A-~, since ReA-~ _> 0 by Lemma 1.2, we 
have II(A -1 + t -~ - 1) -1 II -< t. It follows from this inequality that 
II(A + t I) - l l l  -<1 t - l  I "1 t[ . l la- l l l  = IIA-~II. 
A mapping E : B --, L(H) ,  where B is the a-algebra of the Borel subsets 
of the real line, is said to be a generalized resolution of the identity if, for 
every vector ~ E H with [ ~l = 1, the set-function (E(.)~, ~) is a probability 
measure on B. In other words, E is a PO measure in the sense of Berberian 
[2] such that E ( ( -  oo, o¢)) = I. For the theory of integration of scalar-valued 
functions with respect o a PO measure we refer to [2]. 
The following proposition is an obvious reformulation of Theorem 4.14 of 
Dolph [5, p. 19]. 
PROPOSITION 1.5. I f  A E L( H) and ReA >_ O, then for each z E D, 
(A + zI)  - l  = f= 1 dE(s ) ,  (1.1) 
o¢2 - -  is 
where E is a uniquely determined generalized resolution of the identity. 
2. DEFINITION AND PROPERTIES OF A LOGARITHM OF AN OPERATOR 
WITH NONNEGATIVE REAL PART 
The formula 
j?(1 
log z = t + 1 z + t 
valid when z belongs to the complex plane cut along the nonpositive real 
axis, suggests the following definition of the logarithm of an operator with 
nonnegative r al part. 
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Suppose that A is an operator belonging to L(H) such that ReA _> 0 and 
that 0 ~ o(A). Then, as we shall see, the integral 
B = f0°°[(t + l) - l "  I - -  (A + tI) - l ]  dt (2.1) 
exists as a Bochner integral and defines an operator B E L(H) which 
satisfies the equation expB---A. Consequently, we may define B as a 
logarithm of A; we shall write B = log A. 
We note that for A @ L(H) the existence of A-1 does not assure the 
existence of a logarithm of A (see [9]). 
LEMMA 2.1. The integral (2.1) exists as a Bochner integral irA E L(H),  
ReA --> 0 and 0 f~ o(A). 
Proof. Let M: [0,+oo) --, L(H) designate the function which appears 
under the integral sign in (2.1). M is uniformly continuous. Indeed, as it 
follows at once from Lemma 1.4, IlM(q) - M(t2)ll -< (llA-III 2 + 1)(I tl - 
t2 D. Therefore the function M is strongly measurable. Hence, to prove the 
Bochner integrability of M it suffices to see that 
foCCH U(t)[I dt = foll]u(t)l[ dt + flC~[IU(t)[I dt < 00. 
The first integral of the right-hand member is finite by continuity and the 
second one is also finite as a consequence of the estimate 
IIM(t)ll < (IIAII + 1) 
- t ( t  + 1) ' 
which follows easily from Lemma 1.1. 
The following lemma is a very particular case of theorems due to Kato 
(see [ 11 (b, c)D. 
LEM~_A 2.2. I f  M: [0,+ oo) ~ L( H) is a continuous operator-valued func- 
tion such that M(q)M(t 2) = M(t2)M(q) for each couple q, t 2 E [0,+oo), 
then the operator-valued function 
g#(t) = exp( fotM(s) ds } (2.2) 
is the unique solution belonging to C~([0, + ~))  of the initial-value problem 
x ' ( t )  = M(t )x ( t ) ,  
x(o)  : o. 
(2.3) 
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2.3. If A E L(H) ,  ReA > 0, and 0 ~ o(A), then, for every LEMMA 
t e [0,+ oo), 
exp{ fot[(s + l ) - i I -  (A +s l ) - ' l  ds) -- (t + l)(A + t l)- lA.  (2.4) 
Proof. By Lemma 2.2, the operator-valued function 
(I)l(t) = eXPfot[(s ÷ 1)--1I I (A ÷ sI)-'] ds 
is the unique solution of the initial-value problem 
x ' ( t )  =[ ( t  + 1) - ' I - (A  + tI)- ']X, (2.5) 
x(0)  = 0. 
On the other hand, it is easy to check that the function 
dO2(t ) = (t + 1)(A + tI) -1" A 
is a solution of the problem (2.5). Then, by uniqueness, we have ¢~(t) -- 
¢2(t), for every t E [0,+ oo). This proves (2.4). 
THEOREM 2.4. If A E L(H), ReA > 0, and 0 ~ o(A), then the integral 
B = f0~[(t + l ) - ' I -  (A + tI) - l ]  dt (2.6) 
exists, B E L(H) ,  and exp B = A. 
Proof. It only remains to prove that exp B = A. For this purpose, we 
define the operator B,, n = 1, 2, . . . ,  by 
B n = fon[(t ÷ 1) -1" I - -  (A + tI) -1] dt. 
Then, by Lebesque's dominated convergence theorem, we see that [I B, - 
BII --, 0 as n ~ oo. By Lemma 2.3, expB, = (n + 1)(A + nl) -l • A. Let- 
ting in this equality n ~ oo, we obtain exp B = A. 
THEOREM 2.5. If A E L(H), ReA _> 0, and 0 q~ o(A), then 
IIImBII -< ~,  
where B = log A is the operator defined by formula (2.6). 
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From formula (2.6) we obtain 
fo ~N Im B = (t) dt, (2.7) 
where N(t)  = ½i[(A + tI) -1 - (.4* -4- t I ) - l ] .  By Proposition (1.5) we have, 
for any t > 0, 
f ?  1 i sdE(s ) ,  (A + tI)  - I  = c~t - 
where E is a generalized resolution of the identity. Hence we have, for every 
t>O, 
f~  s s 2 dE(s) .  N( t )  = -- ~t  2 f_ 
We obtain therefore that, for every vector ~ @ H, 
F ' (N(t )~,  ~) = - ~ t2 + s2 d#~(s), (2.8) 
where/t, is the positive Borel measure defined by/~(-) = (E(.)~, ~). 
On the other hand we have, from (2.6), 
I ((Im B)~, ~)I_< f0~ I (N(t)~, ~)ldt .  (2.9) 
From formulas (2.8) and (2.9) we obtain, by Fubini's theorem, 
. ((Im B),,  ,),_< f_~ {fo ~ t2l~l--~d'} dl~,(s). 
Since the -inner integral is equal to lcr, we have 
qrf~ qr I ((Ira B)~, ~)/-< ~ d~e-- ~[r~ll 2 
Hence, finally, since Im B is a Hermitian operator, 
I l ImBIl= sup [ ( ( ImB)~,~) l< 7r 7 
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3. EXPONENTIAL REPRESENTATION OF FUNCTIONS WITH 
NONNEGATIVE REAL PART 
THEOREM 3.1. Let F: D -o L(H) be an operator-valued function which 
satisfies: 
(i) F is analytic; 
(ii) For each z @ D, Re F(z) >_ 0; 
Off) For each z ~ D, F(z) -1 is invertible in L(H). 
Then the operator-valued function J: D ~ L( H) defined by 
J(z) = fo°°[(t + 1) -1" I - - (F (z )  + t l) - ' ]  dt (3.1) 
is analytic and 
J'(z) : [~(F (z )  +, t I ) - 'F ' (z ) (F(z)  + tI) -I dt. (3.2) 
JO 
Proof We first observe that as a consequence of Theorem 2.4, J(z), as 
defined by formula (3.1), exists for every z E D. 
To prove the analyticity of J and formula (3.2), we fix z ~ D, and choose 
such that 0 < ~ < Re z. Then, for every h such that 0 <[ h [ < 8 we have, 
from (3.1), 
h- l [ J (z  -{- h) - J (z) ]  
= fo°°[(F(z) + t I ) - lh - l (F (z  + h) -  F(z))(F(z + h) + tI) - l ]  dr. 
Letting h --* 0, and passing to the limit under the integral sign, we obtain 
formula (3.2). To justify such a procedure we apply the dominated conver- 
gence theorem of Lebesque (for the Bochner integral). To show that this 
theorem applies in the present case, we note that there exists a positive 
constant c, such that, if 0 <[h I< 8, then 
IIF(z)l1-1 ~ c; HF(z + h)l1-1 ~ c, Ihl- ' l lF(z + h) - F(z)ll ~c .  
Hence by Lemmas 1.1. and 1.4, we have 
II(F(z) + tI)-lll <-m(t); II(F(z + h) + tI)-lll <_rn(t), 
where m(t)=c,  if 0-<t--<l ,  and m(t )=t  -1, if t> l .  Therefore the 
function under integral sign is dominated in modulus by the integrable 
function c( m( t )) 2. 
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In relation with the concept of integral to be used in the following 
theorem, it may be useful to remember some notions of the theory of the 
integration of operator-valued functions. For a complete xposition of Such 
a theory we refer to [10]. 
Let (T, B,/z) be a o-finite measure space. An operator-valued function F: 
T --, L(H) is said to be weakly measurable if the scalar function (F(.)~, 7/) 
is measurable for all ~ E H, 7/~ H [10, Definition 3.5.5, p. 74]. In virtue of 
a theorem of Pettis [10, Theorem 3.5.5, p. 72] and by the admitted 
separability of the Hilbert space H, the function F: T --) L(H)  is weakly 
measurable if and only if the vectorial function F(.)4 is strongly measura- 
ble, for every ~ ~ H. 
LEMMA 3.2. I f  F: T ~ L(H) is a weakly measurable operator-valued 
function such that, for each ~ E H, the scalar function II F(.)~ II is integrable, 
then there exists a uniquely determined operator A @ L(H) such that, for 
every ~ E H, 
= 
where the integral of the right-hand member is a Bochner integral. 
We shall write 
A = fTF(t) dl~(t). 
Proof See Theorem 3.7.4 (p. 80) and Theorem 3.8.2 (p. 85) of [10]. 
THEOREM 3.3. Let F: D --, L( H) be an operator valued function which 
satisfies the following properties: 
(i) F is holomorphic; 
(ii) ReF(z)  _> O for every z E D; 
(iii) For every z ~ D, F(z) -1 belongs to L(H). 
Then the function F admits the representation 
F(z)=exp(A+if=~rL~,(itz--1)it_z l+t  2G(t) dt~j, (3.3) 
where A is a bounded Hermitian operator and G: ( -  oo, oo) ~ L(H) is an 
operator-valued function such that: 
(1) G is weakly measurable; 
(2) G(t) is a Hermitian operator for almost every t; 
(3) II G( t)II --< ~r/2, for almost every t. 
OPERATOR-VALUED IMPEDANCES 91 
Moreover, for almost every t, Im log F( x + it) converges to G( t ), as t ~ 0, 
in the weak operator topology of L( H). 
Proof. 
Theorem 3.1. Then, by Theorem 2.5 
Let J: D ~ L(H)  be the function defined by formula (3.1) of 
IIIm J(z)ll ~ 2 '  (3.4) 
By an application to J of Theorem 3.3 of [4, p. 21] we obtain 
(3.5) 
i Ot~ 
J(z) = A + -~ f~oo( i tz--1 i t - - z  ) G(t) dt, 
l+t  z 
where A is a bounded Hermitian operator and G: ( -oo,  o¢)~ L(H) 
satisfies conditions (1) and (2). Moreover, by Theorem (3.4) we have 
F(z) = exp J(z). From this fact and formula (3.5), we obtain formula (3.3). 
On the other hand, taking imaginary parts in (3.5), we obtain 
(x >0). 1 f~ x c ( , )  dt Im J ( x  + iy)  = -~ ~ x 2 + (Y  _ t) 2 
Whence, by Theorem 2.2 of [4, p. 16], we conclude that Im J(x + it) 
converges to G(t), for almost every t, as x ~ 0, in the weak operator 
topology of L(H). From this fact and from formula (3.5), we conclude that 
G satisfies condition (3). 
The following theorem is an analog of Theorem 3.3 for functions defined 
in the unit disk U. 
THEOREM 3.4. Let F: U ~ L( H) be an operator-valued function such that 
(i) F is analytic; 
(ii) Re F( z ) >_ O, for each z E U; 
(iii) for each z @ U, F(z) -1 exists in L(H). 
Then the function F admits the representation 
{ i [2~e i t+zG( t )d t}  (3.6) 
F(z) : exp A + 2-~ :o e i---S- 
where A is a bounded Hermitian operator and G: [0, 2~r] ~ L(H)  has the 
properties: 
(1) G is weakly measurable; 
(2) G(t) is a Hermitian operator for almost every t; 
(3) IlG(t)ll -< 7r/2; for almost every t. 
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Proof We obtain formula (3.6) from formula (3.3) by a conformal 
mapping of the half-plane D onto the disk U; cf. [1, pp. 99-100]. 
4. EXPONENTIAL REPRESENTATION IN FINITE-DIMENSIONAL 
HILBERT SPACES 
Throughout his section we assume the Hilbert space H is a finite- 
dimensional one (we shall call m its dimension). 
LEMMA 4.1. Let F: U--, L( H) be an analytic operator-valued function 
such that, for each z, Re F( z ) >-- O. Then F ~ 9C p, 0 < p < 1; that is 
sup {fo2'~llF(rei*)llPdqJ}<oo. (4.1) 
0_<r<l 
Proof Let 01 . . . .  ,O m be an orthonormal basis of H and let f j~(z)= 
(F(z)Ok, Oj), z E U, 1 <--j <-- m, 1 <_ k <- m. By the polarization identity we 
have 
=1 
fjk(Z) ~(F(z)(01, + Oj),Ok + Oj) - -4(F(z)(Ok--Oj) ,Ok--Oj)  
i i¢) i 
+-~(F(z)(Ok + iOj),Ok + -- -~(F(z)(Ok--  iOj),Ok-- iOj). 
Hence, the function fjk is a linear combination of scalar functions whose real 
parts are positive. Then, by a theorem of Smirnov [6, p. 34], fjk E ~P,  
0 < p < 1. That is, there exists a constant cjk, such that 
f0 ~r i Ifj~(re ) [P dt k _ < cjk (0 <r  < 1). 
By the well-known inequality 
IIF(rei~')LI p ~ ~ ~, Ifj~(rei*)l ~, 
j= l  k=l 
(4.2) 
we have, therefore, 
£ 2'~llF(rei~')l I P deo <- 
j=!  k=! 
(0--<r< 1). 
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LEMMA 4.2. I f  f: U ~ C is an analytic scalar function such that f(O) = 0 
and I Imf (z  ) I <- c, for each z E U, then 
1 fo2~r 2---~ If(rei*)l ddp <_ 21/2c (0 --< r < 1). 
Proof. It is easy to prove, by means of Parseval's formula, that 
1 fo2~lf(rei~,)12dq~= lfo2~lv(rei~)12dq~<_2c2 ' 
2~r 
where v = Im f; and by Schwarz inequality we obtain 
2~r ]f(rei*)] de<_ ~ If(re 'm) dq~ < 2'/2c. 
LEMMA 4.3. Let F: U ~ L( H) be an operator-valued analytic function 
such that ]Im F( z ) ] <- c, for each z E D. Then we have, for 0 - r < 1, 
1--fo2~l[F(rei*)[[ d~ < 25/2. m 2. c q- IIF(0)II (4.3) 
Proof. Let us admit first that F(0) = 0. 
Let O 1 . . . .  ,0 m be an orthonormal basis of H and let fjk(Z ) = (F(z)Ok, Oj), 
Z E U, 1 <--j <-- m, 1 <-- k <-- m. Then, we have, by the polarization identity 
_1  :,~(z) = ¼ (e(z)(O~ + o,), o~ + e,) -g(F(z)(O~ - e,), Ok - e,) 
+ 4F(z)(O~ + ie,),(O~ + iO,)-  i a (F(z)(0~- io, ) ,oh-  io,) 
It is easy to see that each of the four terms of the fight-hand member is a 
holomorphic function which vanishes at 0 and has its imaginary part (or its 
real part.) bounded in absolute value by ½c. Hence we have, by Lemma 4.2., 
1 f02~ 23/2 27 [fjk(re'*)ldq~ <- • c. 
We obtain therefore by formula (4.2), for p = 1, 
1 fo2,,llF(re,,)[i d~ < 23/2. cm 2. (4.4) 
2~r 
In the general ease, we apply formula (4.4) to the function Fl(Z ) = F(z) 
--F(0). Since IIIm F~(z)ll < 2c and Fl(0 ) = 0, the following inequality 
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holds: 
l~-12~lbF(rei¢)- - F(0)II d~ < 25/2. cm 2, 
2~r "o 
from which it is easy to derive formula (4.3). 
LEMMA 4.4. I f  F: U ~ L( H) is an analytic operator-function such that: 
(1) ReF(z)  >_ 0, for each z E D, and (2) F(z) is invertible in L(H) for each 
z ~ D, then 
sup ( fo2~,llog F(rei~ )ll } dq~ < oo. 
0<r<l 
Proof The lemma follows by applying Lemma 4.3 to the function 
log F(z); indeed by Theorem 2.5 we have JlImlog F(z)H <- ~r/2. 
LEMMA 4.5. Let F: U ~ L( H) be an operator-valued analytic function 
belonging to ~}C l, i.e., 
sup ( fo2'~,lF(reit)l, dt} <~;  
0~r<l 
and let F(z) = ~=ozmAm be its Taylor expansion. Then limr~lF(re i~) = 
F( e it) for almost every t and 
1 ff e-  intF(e it) dt = An if n --> 0 
=0 if n<0.  
Proof Let [fjk(Z)] be the matrix of the operator F(z) in an orthogonal 
basis 01,... ,0 m of H. The lemma follows by applying Theorem 2.2 (p. 17) 
and Theorem 3.4 (p. 38) of [6] to any one of the functions fjk. 
THEOREM 4.6. Let F: U -, L( H) be an operator-valued analytic function 
belonging to ~i,  let F(e  it) " it ---limr~tF(re ), a.e., and let U = Re F, V= 
Im F. Then the following formula holds: 
f= e" + z U( ei,) dt. F(z) = iV(O) + _=ei--S-- z (4.5) 
Proof. We shall first prove the formulas 
l ~r e i t  + . 
' ' - z  F(e'') dt z 2F(z)- F(0), (4.6) 
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1_ [~ e~__t +__Z F(e , ) ,dt  = F(0)*. 
2~r J ~ e a z 
(4.7) 
To this end we fix z E U, we multiply by F(e") the series 
1 e it +_______~z_ 1 + ~ e_i,tz .
2 e" -z  2 n=l  
and we integrate term by term; obtaining thus, by use of Lemma 4.5, 
1 f'~ eit+z_F(eit) dt=Ao + 2 ~ znA,=ZF(z ) -F (O) ,  
which is formula (4.6). In a similar way one obtains formula (4.6). 
Finally, formula (4.5) follows by taking the half-sum of formulas (4.6) 
and (4.7) 
THEOREM 4.7. Let F: U--, L( H) be an operator-valued function such 
that: 
(i) F is analytic; 
(ii) ReF(z)  > O, for each z E U; 
(fit) F(z) is revertible for each z E U. 
Then the function F admits the representation 
( ~1 " eit+zK(t)~ z dt}, (4.8) F(z)  = exp iS + f",r -- 
where B is a Hermitian operator and K: [-,r, ~r] -~ L( H) is an operator-val- 
ued function such that: 
(1) K(t) is a Hermitian operator for almost every t; 
(2) K E Ll(-Tr, ~r). 
Proof By Lemma 4.1, F ~ ~ P, 0 < p < 1. Therefore limr~ lF(reit) = 
F(e it) for almost every t. Moreover, by Lemma 4.4, the function J(z) : 
log F(z) belongs to ~ l .  Hence, by Theorem 4.6 we have 
1 ~ e it +g 
J(z) : iB + ~--~ f"_~r~- -  ~ K(t) dt, (4.9) 
where K(t )= RelogF(e") and B = ImlogF(0). On the other hand, by 
Theorem 2.4, F(z) : exp J(z). From this and from formula (4.9) we obtain 
(4.8). 
THEOREM 4.8. I f  F: U ~ L( H) satisfies the hypothesis of Theorem 4.6, 
then F is an outer matrix function. 
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Remark. For the notion of an outer matrix function, see [7, p. 1510]. 
Proof By Lemma 4.1, F E ~r ,  0 < p < 1. Hence F belongs to the class 
D (") of Ginzburg [7, p. 1510]. To prove that F is outer, we use a theorem of 
Ginzburg, [7, p. 1512] according to which in order that F(z)(~ D (')) be 
exterior, it is necessary and sufficient hat its determinant be an exterior 
scalar function. If we apply Jacobi's formula to (4.8) we obtain 
{ 1 f ~ ea+zk( t )d t} ,  f ( z ) :detF (z )=exp ib + ~ ,~ ei' z 
where b = trace B and k(t) = trace K(t). Hence, it follows that f i s  an outer 
scalar function [6, p. 24]. 
THEOREM 4.9. Let F: D --, L( H) be an operator-valued function such that 
(i) F is analytic; 
(ii) ReF(z)  -> O for each z E D; 
(iii) F( z ) is invertible for each z E D. 
Then the function F admits the representation 
F (z ) :exp{ iB+ l~rj_~ i t - -z  / l+t  ( itz  11 K( ) dt~,j (4.10) 
where B is a Hermitian operator and the function K: ( -  oo, oo) --, L( H) has 
the properties: 
(1) K(t)/(1 + t 2) ~ LI(0, ~);  
(2) K(t) is a Hermitian operator for almost every t. 
Proof Let Fl: U--, L(H) be the function defined by 
1 - -W 
Then, F I satisfies the conditions of Theorem 4.6. Therefore it admits the 
representation 
{ Fl(~0 ) =exp iB + - -  _ e i~ - w 
Making in the integral the change of variable t = -tg(e#/2) we obtain 
(we omit the details) formula (4.10). 
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5. EXPONENTIAL REPRESENTATION OF POSITIVE-REAL FUNCTIONS 
Throughout this section we assume H is a complex separable Hilbert 
space endowed with a conjugation ~ - ~. (A mapping ~ ~ ~ of H into H is 
said to be a conjugation if it satisfies the properties 
for all ~ E H and ~/E H.) 
Let A ~ L(H).  The conjugate of A is, by definition, the operator defined 
by ~T~ = A~. If A = A we say that A is real. 
DEmNITION 5.1. An operator-valued function F: D ~ L (H)  is said to 
be positive-real if it satisfies the following conditions: 
(i) F is analytic; 
(ii) Re F(z) >- O, for each z E D; 
(fro F(x) is a real operator for each real and positive x. 
The following two lemmas are easy extensions of the Schwarz reflection 
principle. 
LEM~IA 5.2. l f  F: D --, L( H)  is an operator-valued analytic function such 
that F(x) is real for every real and positive x, then F (Z)=F(z ) ,  for each 
zED.  
LE~_A 5.3. I f  D ~ L( H) is an operator-valued analyti c function such 
that F(x) is a Hermitian operator when x is real and positive, then F(~) = 
F( z )*, for each z E D. 
The following theorem is a generalization of Theorem 6 of [8]. 
THEOREM 5.4. Let F: D ~ L( H) be a positive-real operator-valued func- 
tion such that 
(i) F(z) is invertible in L (H)  for each z E D; 
(ii) F(x) is a Hermitian operator for each x which is real and 
positive: 
Then the function F admits the representation 
{ 2 fo°°Z2- -1  tG( t )d t}  (5.1) F(z) -- exp A + ~ z 2 + t 2 1 + t 2 
where A is a real bounded Hermitian operator and G: [0, oo) -~ L(H)  has the 
following properties: 
(1) G is weakly measurable; 
(2) G( t) is a Hermitian operator for almost every t; 
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here 
Proof. 
(3) G(t) is a real operator for almost every t. 
(4) IlG(t)ll -< ~r/2 for almost every t. 
By Theorem 3.3 the function F admits the representation 
F(z ) : exp J( z ) ; (5.2) 
J ( z )  = A + i (  ~ / i t z -  l | G( t )  dt, 
~ J -~  ~ i-Ti--ST- z J 1 + t 2 
(5.3) 
where A is a bounded Hermitian operator and G: ( -~ ,  ~)  ~ L(H)  has 
the properties (1), (2), and (4) of the thesis. Taking into account Theorem 
3.3 and formula (3.1) it is clear that for each x which is positive and real, 
J (x )  is a real and Hermitian operator. Hence, from Lemmas 5.2 and 5.3 we 
conclude that 
s (e )  : S (z )  : S(z)* .  
Taking adjoints in (5.3), and using (5.4) we easily obtain that 
(5.4) 
J ( z )  : A + i f ?  ( i t z -  1) [ -G( - t ) ]d t .  
~r ~ ~ it - z l+t  2 
From this formula and from (5.3) we infer by uniqueness that, for almost 
every t, 
c( - t )  : - c ( t ) .  (5.5) 
Taking conjugates in (5.3), and using (5.4) and (5.5) we get easily 
- i ~ i t z - -1  I G(t )  dt. 
s(z):A+-#f it-z / l+t  2 
From this formula and from (5.3), we conclude by uniqueness that A = 
and that G(t )  = G(t) almost everywhere. This means that A and G satisfy 
the stated properties. 
Finally we obtain, in virtue of formula (5.5), taking into account (5.3), 
i f o~( i t z - -1  J ( z )  : A + -# -d : z 
itz + 1 ) G( t )  dr. (5.6) 
it + z 1 + t ~ 
From this and (5.2) we obtain easily (5.1). 
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COROLLARY 5.5. l f  F: D --, L(  H)  is a positive-real operator-valued func- 
tion which satisfies conditions (i) and (ii) of Theorem 5.4, then 
IIImlog F(z)tt--<1 arg z I ( arglz I-< 2) '  (5.7) 
Proof We already know that J (z)  = log F(z). Taking imaginary parts 
in (5.6) we get 
Imlog F(z)=-- l fo°°  [ x 
~r x 2 + (y _ t) 2 
_ x ]6(t)dt; 
whence, since IIG(t)l[ ~ ¢r/2, a.e., we get 
1 fo ~ x x dt. IIImlog F(z)ll <~ x 2 + (Y _ t) 2 - -  x 2 -q- (Y "~ t) 2 
On the other hand it is easy to see that 
l fo~ x _ x dt = l arg z l 
xE + (y - -  t) 2 xZ + (y + t) 2 
From the last two formulas we obtain (5.7). When m = 1, Corollary 5.5 
reduces to a well-known theorem of Brune (cf. [14, p. 207, Theorem VI]). 
THEOREM 5.6. Suppose that H is a finite-dimensional Hilbert space en- 
dowed with a conjugation. Let F: D --, L( H)  be a positive-real operator-val- 
ued function which satisfies properties (i) and (ii) of Theorem 5.4. Then the 
function F admits the representation 
where K: 
properties: 
(1) 
(2) 
Proof 
r ( z )=exp g zZ+t2K( t )d t  , (5.8) 
[0, +oo)~ L(H)  is an operator-valued function which has the 
K(t ) / (1  + t 2) is integrable in [0, + oo); 
K( t ) is real Hermitian operator for almost every t. 
By Theorem 4.9, the function F admits the representation 
F(z) =exp[ iB+ 1 / ,o~( i t z -  1 ) K(t) dt , 
L l+t  2 J 
(5.9) 
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where the function K: ( -  o0, oo) ~ L(H) has the properties: 
(a) K(t)/(1 + t 2) is integrable in ( -  oo, oo); 
(b) K(t) is a Hermitian operator for almost every t. 
Let J: D -~ L(H) be the function defined by formula (3.4). Then, by 
Theorem 2.4, 
V(z) = expJ(z).  (5.10) 
Moreover, by formula (5.9), 
J(z) : + 1 ( .2 -  1) d, 
~J -~ l--/~-~--z 1 + t 2 " 
(5.11) 
Proceeding in the same way as in the proof of Theorem (5.4), it can be 
proved that 
J (z)  = J (z)  = J(z)*. (5.12) 
From (5.11) we get that B = 0. Taking real parts in formula (5.11), we 
obtain 
ReS(z) : 1 L.~ x K(t) dt. 
~r ~x 2+(y_ t )2  
Hence we have K(t) -- limx,~0ReJ(x + it), a.e. Therefore, by (5.12), we 
conclude that K( - t ) - -K ( t )  and K(t)= K(t), a.e. We obtain therefore 
from formula (5.11) 
2 fo ~* z t~K(t) J( z ) = -~ z2 ~_ dt. 
Finally, from this formula and (5.10) we obtain (5.9). 
This proves the theorem. 
The relevance of Theorem 5.6 for circuit theory is best seen by consider- 
ing its simplest case L(H) = C. In this case formula 5.8 reads 
( j0 } f (z)  = exp ~ z2 + t21oglf(it) ldt . 
This is an exponential representation f the impedance f(z) of a passive 
one-port in terms of its limit modulus If(it) I, existing almost everywhere. 
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