ABSTRACT Disks are the main equipment for data storage in data centers. The prediction of disk failure is of great significance for the reliability and security of data. On account of the few abnormal samples in the disk datasets, it is difficult to satisfy the requirement of supervised and semi-supervised algorithms for the number of abnormal data while the unsupervised algorithms have poor performance on recall rate when solving the problems of local anomalies and wrapped anomalies. This paper presents an incremental learning disk failure prediction model using the density metric of edge samples. An isolation region is built by searching the nearest neighbor of each sample. We calculate the nearest training point of the test point which is not a global anomaly and the nearest training point of the obtained nearest training point by Euclidean distance. The global metric of abnormal degree of the test sample comes from the ratio of the radius of the region where the two nearest training points are located. Then, the local metric of abnormal degree of the test sample comes from the ratio between the nearest distance from the test point to the edge of the training point region and the radius of the region. Abnormal scores of test points can be obtained by combining two measurements. We identify the SMART attributes that are significantly related to disk failures and promote their weights in the next time the attributes are inputted. The experiments are carried on the synthetic and public datasets which contain local anomalies and wrapped anomalies. The proposed method outperforms the typical unsupervised algorithms such as iNNE, iForest and LOF, and the achieved recall rates increase at most 7%. Furthermore, the contrast tests on the public disk datasets also verify the proposed method has better performance on recall rate.
I. INTRODUCTION
with the rapid development of the Internet industry and the arrival of big data era, how to ensure data security has become a very realistic and important issue [1] . Disks are the essential equipment for data storage, and their reliability is directly related to the security of stored data. Although there are a series of defense mechanisms in storage, such as RAID, the data centers will still face the problem of data loss when disks are damaged [2] . Therefore, the data in the damaging disks will be backed up in time to improve the security of the data if the disk failures can be accurately predicted [3] . SMART (Self Monitoring Analysis and Reporting Technology) [4] refers to a common mechanism to improve The associate editor coordinating the review of this article and approving it for publication was Xinyu Du.
the reliability of disk storage data. It is an automatic detection and warning method of disk status that monitors the operation of the disks by setting threshold values for several tens of dimensions of attributes related to disk failures [5] . However, this method has a low accuracy rate for disk failures detection. Under the premise that the false alarm rate is 0.1%, the predictive accuracy has been as low as 3%-10% [6] , which cannot meet the actual requirement. There are several dozens of SMART attributes related to the running state closely. The machine learning makes synthetical consideration on these attributes and is an effective way to improve the recall rate of abnormal disks. At present, the commonly used methods for predicting disk failures based on machine learning can be divided into three categories: supervised [7] , semi-supervised [8] and unsupervised [9] . VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Among them, supervised and semi-supervised methods need a certain amount of abnormal samples. The recall rate of abnormal disks will be significantly reduced if the number of abnormal samples is too small [7] . Disks are relatively stable storage medium and the number of abnormal disks generated over a long period after putting them into operation is very small or even no abnormal disks. This phenomenon is also widespread in credit card fraud, medical disease diagnosis, network intrusion detection and other fields [6] . Therefore the supervised and semi-supervised methods can not achieve a better effect in solving such problems. At present, the commonly used methods to solve the above problems are mainly divided into the data-based methods and the algorithm-based methods [10] . The data-based methods reconstruct the datasets themselves by oversampling or undersampling to balance the unbalanced sample distribution. Oversampling methods increase the number of abnormal samples by playback sampling or generating similar samples of anomalous class to achieve the goal of balancing datasets. However, such methods can easily lead to overfitting, especially when the number of anomalous samples is very small [11] . Undersampling methods reduce the imbalance degree of datasets by abandoning part of normal samples [11] . However, these methods will also lose useful information on normal samples, especially in the case of very few abnormal samples, which makes the number of normal samples to be abandoned too large [12] . The above methods can solve the imbalance of samples at the data level under certain conditions, but they play a limited role in the case of few or no abnormal samples. The algorithm-based methods include modifying supervised and semi-supervised algorithms or using unsupervised algorithms. On the one hand, the conventional methods to improve the supervised algorithms include introducing cost-sensitive factors and punishing a few wrong samples, such as cost-sensitive decision trees, cost-sensitive support vector machines, etc., [13] . On the other hand, some conventional methods use a series of classifiers to learn and integrate the learning results to achieve better learning results such as AdaBoost and bagging [14] , [15] . The common methods to improve semi-supervised algorithms include active learning mechanism, such as active semi-supervised learning, which takes advantage of both labeled and unlabeled data [16] . Besides, they are combined with other algorithms such as neural network algorithms [17] , that is, a cost-sensitive neural network algorithm is used to predict node labels. The above improvements to supervised and semi-supervised algorithms adapt to unbalanced datasets by changing the calculation process of the algorithm itself. However, they do not significantly change the extreme imbalance between the classes of datasets in general and cannot solve the problem of abnormal detection under the condition of extreme distribution of sample data. The unsupervised algorithms are an effective way to solve the abnormal detection problem when there is little abnormal data [11] . They reveal the inherent properties and laws of the data by learning the unlabeled training samples. Usually, the intrinsic distribution structure of data can be found by density estimation and probability distribution estimation [10] . Thus the data distribution space can be divided. In view of the fact that there are few abnormal disk samples, the unsupervised algorithm can analyze the data distribution of existing disk samples, divide the distribution range of normal samples and abnormal samples and extract data features to obtain a higher recall rate for abnormal disks.
Isolation Forest (iForest) is a typical unsupervised abnormal detection method based on isolation [18] . It uses a random hyperplane to cut data space and the generated subspace until there is only one data point in each subspace or the preset termination condition is reached [18] . The algorithm detects global anomalies well in low-dimensional datasets, and performs more effectively under the condition of an unbalanced distribution of sample data. However, iForest has weak discrimination effect for local anomalies with concentrated anomaly distribution and for wrapped anomalies with overlapping normal samples. Tharindu R. Bandaragoda proposed isolation using Nearest Neighbor Ensemble (iNNE) in 2014 [19] , and further developed it in 2018 [20] . The algorithm only samples randomly in the normal sample dataset and judges the abnormal degree of the test point by establishing the isolation region and calculating the relative position between the test point and the nearest training point. Although iNNE can detect local anomalies and wrapped anomalies effectively, its judgment of test point anomalies depends heavily on the size of the isolation regions built by its nearest training points [20] . Under the condition that the edge samples of the training set are sparse, the size of isolation regions built with the edge samples as the center will increase, which may affect the determination of the abnormal degree of test points.
Based on the above analysis, this paper presents an incremental prediction model of disk failures based on the density metric of edge samples to effectively detect disk failures when there are few or no abnormal disks and improve the recall rate of abnormal disks to ensure data security. On the basis of the isolation and Euclidean distance to measure the test points globally, this paper also presents a method to measure the local anomalies of test points within their isolation regions optimizing the judgment of test point anomalies. The input attributes of disks are identified, and their weights are updated by incremental learning method so that we can achieve a more accurate prediction of disk failures. We select nine sets of KEEL public datasets and public disk datasets containing local anomalies and wrapped anomalies for experimental analysis and the results demonstrate the efficiency of the proposed model.
II. NEAREST NEIGHBOR ALGORITHM BASED ON THE DENSITY METRIC OF EDGE SAMPLES A. ISOLATION USING NEAREST NEIGHBOR ENSEMBLE
The iNNE algorithm aims to solve the problems of the insensitivity to detect local anomalies and wrapped anomalies in iForest [20] . The algorithm is implemented as follows: the normal sample dataset D is sampled several times randomly to obtain multiple sub training sets S i whose sample size is ψ. i is in the range [0, n] where n is the number of subsets and its value can be selected according to the actual situation. In each sub training set S i , the distance between any two points is calculated by Euclidean distance. Each training point a ∈ S i is taken as the regional center and the distance τ (a) from a to its nearest training point η a ∈ S i is taken as the regional radius to build an region. Then a is isolated from other training points in the subset [19] . The radius distance τ (a) of a is the following:
For each sub training set S i , c represents the nearest training point to test point x, c ∈ S i . x belongs to the global anomaly only if τ (c) < τ (x). According to Equation (1), τ (c) and τ (x) are the radius distances of x and c, respectively.
τ (c) = 1 is a boundary line that determines whether x belongs to the global anomaly.
For each sub training set S i , b represents a training point in S i and the hypersphere B(b) is centered by b and its radius distance is τ (b) [19] . Then, the arbitrary training point y in B(b) can be defined as:
As shown in Figure 1 , when the test point x does not belong to the global anomaly, let c be the nearest training point to x and η c is the closest training point to c (c, η c ∈ S i ). According to Equation (2), B(η c ) and B(c) are hyperspheres with η c and c as the center and τ (η c ) and τ (c) as the radius distance, respectively.
τ (c) measures the isolation region of the training point c relative to its neighborhood and it is taken as the global metric of the abnormal degree of the test point x. For each subset S i , the isolation score I (x) of the test point x is shown in Equation (3) [19] :
where 0 ≤
τ (c) represents the smaller relative radius between B(η c ) and B(c). The smaller value of I (x) represents the lower abnormal degree of the test point. Figure 2 shows a sample distribution of a dataset where the blue points and the red points indicate normal samples and abnormal samples, respectively. The red points within the circle are the local anomalies. According to the above analysis, iNNE can effectively detect the local anomalies by judging the relative position of test points and their nearest training points. At the same time, iNNE runs faster than other popular nearest neighbor-based algorithms such as the LOF [20] , [21] . 
B. NEAREST NEIGHBOR ALGORITHM BASED ON THE DENSITY METRIC OF EDGE SAMPLES
The iNNE algorithm can effectively solve the problem of iForest, but the sizes of the isolation regions in the algorithm are directly related to the determination of the abnormal degree of test points. As shown in Figure 3 , the blue points and the red points indicate normal samples and abnormal samples, respectively. η c represents a normal sample closest to the normal sample c. Since the isolation region centered by c is relatively large, the large region will affect the measurement of the abnormal degree of the samples inside the region, thus increasing the possibility of misjudging the abnormal samples as normal ones.
This paper proposes a nearest neighbor algorithm based on the density metric of edge samples (NNDMES) to solve the above problem. Based on the global metric of the abnormal degree of the test points, the test samples are further measured within the isolated region. The local metric of the abnormal degree of a test point is expressed as the ratio between the nearest distance from the test point to the edge of its nearest training point region and the radius of the region where the test point is located. The isolation score of the test point is obtained by combining the two metrics, and the average of the isolation scores of the multiple subsets is taken as the final abnormal score of the point.
For each test point x, if the point c ∈ S i is the nearest training point to x, the nearest distance d from x ∈ B(c) to the edge of B(c) is the following:
where τ (c) is the radius distance of the training point c. represents the test point x is closer to its nearest training point c, which reflects lower abnormal degree. Conversely, The smaller value of d τ (c) represents the test point x is further to its nearest training point c, which reflects higher abnormal degree.
As for each sub training set S i , the isolation score I (x) of x is shown in Equation (5): Figure 4 gives the schematic diagram of calculating the isolation score of test point x. c is the training point closest to x and η c is the training point closest to c. The large circle and the small circle represent the isolated regions B(c) and B(η c ), respectively. d is the nearest distance from the test point x to the edge of the region of its nearest training point c. We conduct multiple samplings for the normal sample dataset to obtain multiple sub training sets {S 1 , S 2 , . . . , S n }, where n is the number of subsets selected according to the actual situation. The isolation score of test point x is calculated in each subset S i (1 ≤ i ≤ n). The abnormal score I (x) of test point x is shown in Equation (6):
where I i (x) is the isolation score of test point x in the ith subset. Abnormal score I (x) can measure the abnormal degree of test point x. The larger value of I (x) represents the higher anomaly of test point x.
The detailed process of proposed method is explained in Algorithm 1 briefly.
III. INCREMENTAL PREDICTION MODEL OF DISK FAILURES BASED ON THE DENSITY METRIC OF EDGE SAMPLES
There are dozens of disk SMART attributes, but some of them have little relationship with disk failures. It will increase the complexity of the model prediction when we put the attributes all into the model. Therefore, we consider identifying the attributes of disk failures through an incremental structure.
NNDMES measures the abnormal degree of the test points by calculating the relative size of the test points to their nearest neighbor. It is hard to identify the attributes related to disk failures directly from given abnormal samples when there are few or no abnormal samples. Therefore, we only use normal samples as the training sets and give each disk attribute the same weight e when initializing. The samples determined by NNDMES are taken as the samples with a high abnormal degree.
Since SMART data is generated over time, the attributes that may be related to disk failures can be identified by changepoint detection in time series. When a SMART attribute abruptly changes in a damaged disk time series S i ← A subset of random sampling with size ψ in dataset D 3: end for 4: for each training point c ∈ S i do 5: for each test point x do 6: if τ (c) < τ (x) then 7: x is a global anomaly //refer to (1) 8:
end if 9: end for 10: B(c) ← Build a hypersphere centered at c //refer to (2) 11: end for 12: for each i in n do 13: if x is not a global anomaly then 14 : ← Average I i (x) to get the abnormal score //refer to (6) 18: return I (x) and the transition is permanently unrecoverable, it can be considered to be related to disk failures [23] . The specific steps are as follows.
First of all, find the location of the changepoint. SMART data has a sequence of attributes:
where S p is the most recent timestamp when the disk failures have occurred and p is the damaged point. If there is a significant change at S t (t < p), this attribute will be a potential attribute related to disk failures. The changepoint time t is the following [23] :
where ML(T ) = log(p(S 1:T |θ 1 )) + log(p(S T +1 |θ 2 )). S 1:T is the part of abruptly change time series before the changepoint and S T +1:p is the part of abruptly change time series after the changepoint. Next, it is confirmed whether the alternative SMART attributes are stable after the change, that is, whether the attributes can be automatically adjusted back to the normal parameters. The specific method is to synthesize the time series values between the normal samples and the abnormal samples from changepoint to the damaged point p, and then use the Bayesian time series model to calculate the probability for verifying whether the time series of potential SMART attributes are significantly different from the time series without changing at the changepoint. The subsequence of a changed sequence from the changepoint to the damaged point is defined as follows [23] :
The synthetic time series with the same attribute and no abruptly changing at time t is defined as follows [23] :
The posterior probability distribution of is defined as follows [23] :
where S t+1:p is the sequence between the changepoint and the damaged point with the same attribute in normal sequence. S 1:t is the part of abruptly change time series before the changepoint. X 1:p is a time series of length p obtained from a healthy disk. Finally, for each attribute, the additional weight is added on the basis of its original value e after identifying the attributes that may be related to disk failures. These attributes will be considered more in the subsequent process. In the next decision, the weight of each attribute judged by changepoint will also be increased. Then the weights of the attributes that are related to disk failures will gradually increase and affect the subsequent determination process of sample anomalies. Table 1 shows several attributes with higher weights during testing. The dataset has 43 attributes under initial conditions, and only 13 attributes are related to disk failures after the changepoint detection. The other attributes not only affect the efficiency of the model but also reduce the accuracy of disk failures prediction, which shows the necessity to identify the disk attributes through an incremental structure. The specific flow chart of the incremental prediction model of disk failures based on the density metric of edge samples (IDMES) algorithm is shown in Figure 5 .
IV. EXPERIMENTAL EVALUATION A. EXPERIMENT SETTING
The accuracy of abnormal detection is often adopted as the index to measure the performance of the VOLUME 7, 2019 classification algorithm. However, the number of normal samples in disks is much larger than that of abnormal samples, which makes it inappropriate to use the prediction accuracy to measure the datasets with extremely unbalanced distribution among classes. Moreover, data centers pay more attention to whether abnormal samples can be detected, that is, the recall rate of the tested samples is more suitable to evaluate and predict the algorithm.
The confusion matrix of abnormal detection problems is defined as shown in Table 2 . TP indicates that the class of the sample is positive and the classifier prediction is still positive; FP indicates that the sample is negative, but the classifier prediction becomes positive; TN represents that the sample is negative and the classifier prediction is negative; FN represents that the sample is positive, but the prediction becomes negative [24] . The definition of recall rate is as follows:
In this paper, we have preprocessed the experimental data to meet the experimental requirements. Data preprocessing includes cleaning missing values, unifying data format, normalizing each attribute data, and so on. Besides, all of the algorithms and experiments were implemented by Python 3.6.3.
B. SETTING UP THE NUMBER OF ISOLATION MODELS
The number of isolation models n used in IDMES is an essential parameter [20] . Sampling is random for a large isolated set, so the variance of detection performance of the algorithm will decrease with the increase of n. It is preferable to have a larger n in the experiment. On the other hand, the execution time increases linearly with n, and it will lead to long execution time if n is too large, so we need to find a balance between them. Figure 6 shows the AUC values of 2 synthetic datasets. The three curves in each dataset are obtained using the sample size ψ = 10, 20, 50. The number of isolation models n increases from 10 to 200. The results show that the peak performance of IDMES is close to n = 80. Thus, the default setting for IDMES is n = 80. 
C. EXPERIMENT ON DETECTION OF LOCAL ANOMALIES
The detection of local anomalies depends on the determination of anomalies used by the algorithm. IForest uses the global metric so that it can not determine the local anomalies well. The iNNE algorithm measures the abnormal degree of test points in terms of the degree of isolation from their local neighborhoods so that the problem can be solved to some extent. However, this method may affect the determination of the abnormal degree of test points under the condition that the edge samples of training data are sparse. NNDMES uses a combination of the global and local metrics to determine anomalies so that it can take full account of the distribution of anomalies within the regions. Figure 7 selects three datasets with different densities which include local anomalies. In this experiment, the training set selects 80% of the normal samples. The remaining 20% of the normal samples and all abnormal samples are used as the test set. Actually, the local anomalies often occur in the sparse edges of samples. It can be seen from Figure 7 (b) that iNNE will have lower abnormal scores than that of NNDMES in the sparse part of the edge samples (the parts in the circles). In Figure 7 (c), the darker part on both sides corresponds to the sparse part on the edge of the samples, and their values (abnormal score (NNDMES) -abnormal score (iNNE)) are all greater than zero, which indicates that under the condition of sample sparsity, NNDMES can get higher abnormal scores for the local anomalies. The reason why iNNE gets lower abnormal scores is that these abnormal samples are covered by the established regions and misjudged as the normal samples. However, NNDMES will produce a higher abnormal score by using the local metric so that it can detect local anomalies better. 
D. EXPERIMENT ON DETECTION OF WRAPPED ANOMALIES
In order to better visualize the distribution of wrapped anomalies, this paper selects a group of two dimensional unbalanced datasets from KEEL. Each dataset has 100 abnormal samples and 500 normal samples. As shown in Figure 8 , the two dimensions of the samples are respectively distributed in the range [−450, 450] and [−600, 600]. The abnormal points are distributed near the cluster of normal points and have some crossover. The cross-ratios of the anomalies are 0%, 30%, 50%, 60% and 70%, respectively. The recall rates of each algorithm under different cross-ratios are shown in Figure 9 . In this experiment, the training set selects 80% of the normal samples. The remaining 20% of the normal samples and all abnormal samples are used as the test set. The experimental results are shown in Table 3 . Table 3 shows that NNDMES has a better recall rate when the cross-ratio is under 50%. With the growth of data crossratio, the proposed algorithm can still maintain better detection performance and the achieved recall rates increase at most 7% compared with iNNE. IForest performs well when there is no cross between normal and abnormal samples, or the cross-ratio is less than 30%. The recall rate of abnormal samples begins to decrease significantly when the data cross-ratio increases. This phenomenon shows that iForest can not effectively deal with local anomalies and wrapped anomalies. The performance of iNNE improves significantly at the beginning of the data distribution crossing, but it begins to reduce as the increasing cross-ratio. LOF has a certain ability to detect abnormal samples. It is worth noting that the detection performance of NNDMES and iNNE decreases with the increasing cross-ratio. This is because the isolation regions will contain more and more abnormal samples. They will interfere with the calculation of the abnormal score of the samples. However, NNDMES is less affected than iNNE for the reason that the former measures the samples locally within the regions. Thus the influence of abnormal samples is reduced to a certain extent.
E. EXPERIMENTS ON PUBLIC DATASETS
In this section, this paper verifies the effectiveness of the proposed method by using real-world data. These nine datasets are often used for model evaluation and comparing validation datasets in many papers [19] , [25] . The anomalies in the public datasets are labeled the same as the previous work in the literature [25] . We arrange the datasets according to their features and verify the validity of our algorithm in the range of several dimensions to several hundred dimensions. In this experiment, all datasets use the first 70% of the data as the training set and the latter 30% as the test set. Their related information is shown in Table 4 .
The experiment adopts 10-fold cross-validation to evaluate the generalization capabilities and compares the incremental nearest neighbor algorithm based on the density metric of edge samples(IDMES) with the nearest neighbor algorithm based on the density metric of edge samples (NNDMES), isolation using Nearest Neighbor Ensemble (iNNE), isolation Forest (iForest) and Local Outlier Factor (LOF). Within a range of values, the parameters of IDMES, NNDMES, iNNE, iForest, and LOF are searched, and the best results of each algorithm are given. For IDMES, NNDMES, iNNE and iForest, ψ is searched in the range of 16, 32, 64, 128, 256 and 512. For LOF, k is searched in the range of 3, 5, 10, 20, 50, 100, 200, and 500. Figure 10 shows the comparison of recall rates in public datasets. The specific experimental results are shown in Table 5 . It shows that the recall rate of NNDMES is better than that of iNNE for each dataset as NNDMES considers more about the condition of judging outliers when the edge samples of training data are sparse. The recall rate of IDMES is higher than that of other algorithms. Compared with NNDMES, the recall rate of IDMES can increase by up to 2.6%. It indicates that the incremental structure can play a positive role in improving the recall rate of NNDMES by identifying the attributes of datasets. Besides, this experiment selects datasets of different dimensions and the proposed algorithm achieves better results than others, reflecting the robust stability of this algorithm.
F. EXPERIMENTS ON DISK DATASETS
The public disk dataset, Backblaze (https://www.backblaze.com/hard-drive-test-data.html) and the disk dataset of D5000 system collected from a provincial network of State Grid Corporation of China are selected to conduct the experiments. The former (recorded as disk dataset 1) is Hitachi's dataset for a certain type of disks in the first half of 2016. This dataset contains 4460 normal samples and 43 abnormal samples. Each disk is sampled in 24 hours as a sampling period and the last week of the year is selected for recording. The disk dataset of D5000 system (recorded as disk dataset 2) is the dataset of a certain type of disk in the system in 2017. The number of normal samples in the dataset is 200, and the number of abnormal samples is 2. The SMART attributes have many attributes and only a part of them have a relationship with disk anomalies, so it is necessary to identify the SMART attributes of disks. The attributes with larger weights which are shown in Table 6 are selected as the input attributes of the model after incremental learning. The related information of the two disk datasets is shown in Table 7 .
Both datasets use the first 70% of the data as the training set and the latter 30% as the test set. The experiment adopts 10-fold cross-validation to evaluate the generalization capabilities and compares IDMES with NNDMES, iNNE, iForest and LOF. Figure 11 shows the comparison of recall rates in disk public datasets.
The specific experimental results are shown in Table 8 . It intimates that the recall rate of IDMES for abnormal disks in two datasets is higher than that of other algorithms. In particular, compared with iForest, the recall rate of IDMES on disk dataset 1 is increased by 6.2%. Compared with iNNE, the recall rate of IDMES on two disk datasets are increased by 5.7% and 4.3%, respectively. Compared with the improvement effect on public datasets, IDMES is more effective on disk datasets. This is because the SMART attributes of disks are easier to identify the attributes related to disk failures by the changepoint detection when the process of identifying is carried through incremental learning. It raises the impact of related attributes in the next iteration and improves the prediction effect of disks to a certain extent.
V. CONCLUSION AND FUTURE WORK
This paper proposes IDMES to overcome the weakness of low recall rate of anomalies when the unsupervised algorithm is used to solve local anomalies and wrapped anomalies. The abnormal detection of test samples is optimized by combining the global and local metrics of the test samples, and the input attributes are identified by incremental structure. In order to validate the effectiveness of this algorithm, the recall rate is used as an evaluation index on typical public datasets with unbalanced distribution and public disk datasets. IDMES is compared with NNDMES, iNNE, iForest and LOF and experiments show that the proposed method can improve the recall rate of anomalies. Future work includes investigating the challenges of determining the SMART attributes associated with disk failures more accurately based on a small number of abnormal samples. 
