This work focuses on the application of the gas-kinetic scheme based on the Bhatnagar-Gross-Krook particle collision model in the hypersonic flow simulations. Kinetic boundary conditions with different accommodation coefficients are constructed and implemented in the scheme. The numerical study is based on a laminar shock-wave/boundary-layer interaction in a Mach 10 flow passing through a hollow cylinder flare model. The grid-independent numerical results agree well with experimental measurements. The utilization of the kinetic slip boundary condition is necessary to improve the agreement between the current results, experimental measurements, as well as direct simulation Monte Carlo solutions. The effect of the variation of the accommodation coefficient on the flow solutions is quantitatively evaluated.
Introduction

R
ECENTLY hypersonic flow relating to the boundary layer has been actively studied both numerically and experimentally. For example, the shock-wave/boundary-layer interaction triggers flow separation and reattachment, which could significantly increase the heat flux near the reattachment point. Because of the complex flow physics, it remains a challenge to capture accurately wave interactions with a viscous flow solver. There has been much research effort at validating the Navier-Stokes (NS) and direct simulation Monte Carlo (DSMC) based methods. 1−8 Based on the gas-kinetic Bhatnagar-Gross-Krook (BGK) model, an accurate Navier-Stokes flow solver has been developed in the past few years. 9 Two favorable features of this approach are the positivity preserving property and the satisfaction of the entropy condition, both of which are important for any scheme in the study of hypersonic viscous flow. Hence, the gas-kinetic BGK scheme yields reliable numerical results for viscous flows involving complicated wave structures, such as the high-speed mixing layer, 10−12 hypersonic viscous flow, 13 and flow with interface. 14 Additionally, as the flux at the cell interface is calculated through the particle distribution function, it can introduce a slip condition to simulate directly nonequilibrium flow. 15, 16 Thus, the scheme can be matched theoretically with the DSMC method in the near-continuum regime.
In the present paper, the gas-kinetic BGK scheme is applied to the study of the strong shock-wave/boundary-layer interaction around a hollow cylinder flare. The flow studied experimentally in the R5Ch blowdown hypersonic wind tunnel at ONERA in Toulouse, France, is axisymmetric and laminar. Many comparisons have been made between numerical results with experimental data. 1, 2, 4, 7, 17 Although the Knudsen number is relatively small in this case, the comparative studies show that the thermodynamic nonequilibrium (rarefaction) gas effects are substantial and the implementation of the slip boundary condition is needed to improve the numerical results. In the present work, we use the BGK scheme to study this problem and evaluate the slip boundary condition in the numerical solution and compare it with experimental measurements.
Gas-Kinetic Method
The present BGK scheme is similar to Xu's method, 9, 13 except with a simplification of the computation of the time evolution part.
14 The scheme is briefly described as follows. First, the twodimensional BGK-Boltzmann equation is written as
where f is the gas distribution function and g is the equilibrium state approached by f . They are both functions of spaces x and y, time t, particle velocities (u, v), internal variable ξ , and τ is the particle collision time. The equilibrium state is assumed to be a Maxwellian distribution
where
K represents the internal energy of particles, and λ = ρ/(2 p). The total number of degrees of freedom K in ξ is equal to (5 − 3γ )/(γ − 1) + 1 for a two-dimensional flow, which accounts for the independent rotational degrees of freedom and the random motion of particles in the z direction. However, an equal temperature between the translational and rotational degree of freedom is assumed in the current model, and the bulk viscosity related to the rotational degree of freedom will appear automatically. During the particle collisions, f and g satisfy the conservation constraint
at any point in space and time for the conservation of mass, momentum, and energy. Here d = du dv dξ is the volume element in the phase space with dξ = dξ 1 dξ 2 . . . dξ K , and ψ is the vector of moments:
Up to the Navier-Stokes order, the Chapman-Enskog expansion of the BGK model (1) at (x = 0, y = 0, t = 0) gives f N S = g − τ (g t + ug x + vg y ). Therefore, the gas distribution function around (x = 0, y = 0) at the beginning of each time step t = 0 up to the second-order accuracy can be approximated as
The preceding distribution function is used to reconstruct the initial condition around a cell interface. Then, the BGK equation is solved to get its time-dependent solution within a time step. The theoretical proof of the equivalence between the preceding expansion and the standard Chapman-Enskog expansion is presented in Ref. 18 . From Eqs.
(1) and (3), the finite volume formulation of the BGK scheme is defined as
where i and j represent the cell numbers in the x and y directions, respectively. The relations between the distribution function f and the macroscopic conservative quantities W and their fluxes F and G are given by
The BGK equation (1) has the integral solution
is the trajectory of a particle motion and f 0 is the initial gas distribution function at the beginning of each time step (t = 0). The key of the BGK scheme is to construct f 0 and g around the cell interface (i + 1/2, j),
where the initial gas distribution function at the left and right sides of the cell interface (denoted by superscripts l and r ) is constructed according to the Chapman-Enskog expansion [Eq. (5)]. The inclusion of discontinuity at a cell interface enhances the performance of the kinetic scheme in the capturing of flow discontinuities, such as the shocks, when the computational mesh size is not fine enough to resolve its physical structure. For convenience, in the local coordinate system x and y are assumed to be in the normal and tangential directions of a cell interface. Thus, the interface is described as x i + 1/2 = 0 and − y/2 ≤ y ≤ y/2. 
where all coefficients, a l α , . . . ,Ā α , are local constants. They are evaluated from the spatial and temporal slopes of the reconstructed conservative variables W , such as
where the matrix M l αβ is defined as
The detail of the matrix and the solution of the preceding equations for all coefficients a r , b r ,b, A r , andĀ are presented in our previous work. 9, 13, 14 Here, it is emphasized that the inclusion of these coefficients b l , b r ,b accounts for the effect of tangential variation of conservative variables at a cell interface. Different from shock-capturing schemes based on the Riemann solution, the current scheme simulates a multidimensional transport process across a cell interface.
The distribution function f at a cell interface is evaluated from f 0 and g through expression (8):
where C is defined as C = e −t/τ . The fluxes across the cell interface can be calculated with Eq. (7), and the fluxes in the general coordinates can be obtained through coordinate transformation. The fluxes across the interface in the j direction can be computed similarly. Finally, the conservative variables at the next time step can be calculated via the finite volume formulation (6) . For the axisymmetric flow simulation, there is an additional source term in Eq. (6),
where r is the distance from the cell center to the symmetry axis. The normal stress in the circumferential direction is
Here, for a diatomic gas the bulk viscosity is ς = 4µ/15. The splitting method is adopted to treat the preceding source term. In Eq. (15), a simplified method 14 is applied to calculatē A, which comes from the differentiation of the constraint at
This leads to
where only two terms need to be calculated. This simplification leads to a decrease in CPU time.
The collision time τ is given by
where µ 0 and p 0 are respectively the macroscopic viscosity coefficient and the pressure calculated at the cell interface. The last term in the preceding equation represents the dynamical artificial dissipation, and the constant C 1 can be chosen from 0 to 1. The time step t is calculated from the Courant-Friedrichs-Lewy condition. For turbulent flow, a turbulence model, such as for eddy viscosity, can be directly included through the collision time, which is similar to the continuum Navier-Stokes equations.
The present scheme is a second-order method in both space and time for a continuous flowfield. 14, 19 The accuracy of the scheme is however further ensured because of its multidimensional particle transport across a cell interface. The decrease of CPU time is attractive for the current scheme. However, because of many moments calculations the computational time of the current scheme for a typical two-dimensional flow problem is about 30% greater than that required for Roe's flux difference splitting scheme with the inclusion of viscous flux. 20 As can be judged from previous studies, the superior robustness and accuracy of the BGK scheme contribute to offset the burden of extra computational costs. Actually, for real engineering code the time spent on flux evaluation takes only a small amount of time in comparison with other computation, such as mesh generation. Another advantage of the BGK scheme is that the second-order accuracy in space and time can be extended up to the boundary by implementing different slopes of the flow quantities across the boundary according to the condition, such as isothermal and adiabatic conditions. It can also naturally introduce a slip condition through the control of reflecting particles in the near-continuum regime. Finally, for all viscous flow computations in the current paper a second-order interpolation based on the van Leer limiter for the conservative variables is used for the construction of the initial conditions of the gas distribution function at the beginning of each time step.
Kinetic Wall Boundary Condition
Many studies have simulated the gas flow in the near-continuum regime using the NS solver with slip boundary conditions. Because all computations in the BGK scheme are based on the particle distribution function, the slip boundary condition can be naturally constituted according to the interaction model between the gas and the solid boundary. 15, 16 A time-accurate gas distribution function near the wall f i can be obtained through a similar procedure as that for Eq. (15) . With the one-sided interpolation of the conservative variables initially up to the wall, a time-accurate gas distribution function at the wall surface can be obtained:
in the normal direction, where the wall is assumed to be located at the left cell interface. Thus, the number of particles hitting the wall can be evaluated, and these particles will be reflected from the wall with a Maxwellian distribution constructed according to the wall temperature λ w ,
The requirement of no particles penetrating through the solid wall gives
Then, the flow density ρ w in the preceding wall Maxwellian can be obtained:
Because the reflected particles might not fully accommodate the wall condition, an accommodation coefficient σ is introduced to represent the diffusive reflection part of the particles and (1 − σ ) to represent the specular reflection particles. Therefore, the final gas distribution function at the wall can be written as
where the last term accounts for the component with the specular reflection from the wall surface. In high-speed flow, because of the relative movement of the flow to the solid wall, the temperature of the reflected particles can differ from the wall temperature. Thus, a thermal accommodation coefficient α can be introduced to represent the accommodation of the reflected particles with the wall:
where E i is the total energy of the incident particles (u < 0), E r is the reflected particles (u > 0), and E w is the particles with zero macrovelocity and wall temperature (u > 0),
The coefficient with unit value, α = 1, represents the full thermal accommodation: particles are reflected with the wall temperature and Maxwellian velocity distribution. On the other hand, the coefficient with zero value, α = 0, indicates the adiabatic reflection of particles from the wall, that is, E r = E i . Similar to Eq. (23), from the zero mass flux condition at the solid wall
the relation between the reflecting particles and the scattering Maxwellian can be obtained:
From Eqs. (26), (27), and (29), the density and temperature of the reflected particles can be determined. Thus, the velocity distribution function at the solid wall can be constructed as
In brief, two kinetic boundary conditions are presented. One is a blend of diffusive and specular scattering, and a complete thermal accommodation is used for the diffusely scattered particles [Eq. (25)]. Another one has fully diffusive reflection but with partial thermal accommodation for those reflected particles according to the wall temperature [Eq. (30)]. Similarly, other kinds of kinetic boundary condition can be also constructed. Based on the preceding formulation, the flux across the solid boundary can be evaluated easily, and the slip boundary condition automatically forms in the BGK scheme. Note that for complex flow such as turbulence, the kinetic boundary condition in the near-continuum flow regime can give instantaneous values for the flow variables with good accuracy and simplicity in comparison with the slip boundary conditions used in continuum approaches.
Results and Discussion
The flow around a hollow cylinder flare is calculated in the present study. The configuration and the computational mesh are shown in Fig. 1 with the reference length L = 0.1017 m. A stretched structural mesh with N x × N y cells in the x and y directions is adopted. Table 1 gives the computational parameters, where the symbol NB represents the calculation with the isothermal nonslip solid-wall boundary conditions, 9 KB2 is the present kinetic wall boundary condition Eq. The linear extrapolation method is adopted for the top and outflow boundaries. The parameters of the inlet flow are set from the freestream. At the bottom boundary before the leading edge (about N x /40 cells), the symmetric reflection condition is used. Figures 2 and 3 show the simulated temperature and pressure fields with the normal mesh (NB case in Table 1 ). All of the present calculations give the same flow pattern. A strong viscous interaction is observed at the leading edge of the hollow cylinder, forming the laminar boundary. The flow starts separating at x/L > 0.7 and reattaches to the conical section near the point x/L = 1.3. The separation shock wave, the reattachment shock waves, and the leadingedge shock wave interact with one another near the end of the conical part, resulting in the complex flow structure. The expansion waves occur over the cylindrical part downstream of the flare.
Mesh Convergence
To validate the results of the present study, computations with different grids are conducted. Figure 4 shows the pressure coefficient along the flare surface,
compared with the experimental data. 1 Good mesh convergence can be observed with the normal grid of 480 × 160 cells. It is the same for the wall Stanton number,
where H is the enthalpy, κ is the thermal conductivity, and u τ is the nonvanishing gas velocity on the wall (Fig. 5) .
To validate the present results further, the length of the separation zone, which is very sensitive to cell size, is also studied. The recirculation zone length increases with grid refinement (shown in Table 1 ), which is in agreement with other numerical studies. 2, 17 The values X sep /L = 0.734 and X reat /L = 1.342 obtained with the normal mesh are nearly identical to those with the fine mesh (NB2 case), that is, X sep /L = 0.733 and X reat /L = 1.343, respectively. Again good mesh convergence is reached with the normal mesh.
Computations with Nonslip Boundary Conditions Wall Quantities
The present computed results under nonslip wall boundary conditions are compared with the experimental and DSMC data. . 17) better than the present BGK-NS solver with a nonslip wall boundary condition, which yields X sep /L = 0.734, with respect to the experimental value X sep /L = 0.76 ± 0.01. But the present calculated reattachment location X reat /L = 1.342 is closer to the experimental value (1.34 ± 0.01) than is the DSMC result (1.32). An overpredicted length of the separation zone via NS calculations was found in other studies, 1,2,4,17 which can come from the rarefaction effects, especially near the leading edge of the flare, where slip wall boundary conditions are necessary. Figure 7 shows the pressure coefficient distribution along the flare surface. The pressure decreases after the leading edge and begins to increases near X/L = 0.63 as a result of the separation shock wave. In the recirculation region, the pressure follows a plateau distribution. Then, the reattachment shock wave causes the pressure increases until the end of the conical part of the flare where the expansion occurs. This typical structure of a shock/laminar boundarylayer interaction can also be observed in the wall skin-friction coefficient variation in Fig. 6 . As in the DSMC and other NS studies, 2, 17 the present predicted pressure is higher than the measured results upstream of the cylinder. More experimental measurements might be required to resolve these discrepancies. 1 The present predicted heating rate, shown in Fig. 8 , from the Stanton number agrees quite well with the experimental data. The present results calculated from the BGK scheme seem better than those from the DSMC method, except for the greater peak value at the leading edge, where the DSMC can yield a better result. 17 The heat flux decreases along the laminar boundary until the flow separation, which causes a rapid decrease and then an increase in the heating rate. The maximal heating rate is found downstream of the reattachment point, just before the expansion into the cylindrical extension.
Transverse Profiles
Three transversal density profiles are compared with the measured data at different locations, X/L = 0.3, 0.6, and 0.76. Figure 9 shows the profile at X/L = 0.3, located ahead of the separation, where the leading shock wave causes an increase in the density. Good agreement can be seen between the numerical and experimental results for density peak amplitude, although the prediction of the radial shock position is not as good as with the DSMC method.
This discrepancy comes from the remaining influence of the leading-edge effects not accurately modeled by the NS solver, especially with the rarefaction effects not being taken into account, which affects the inclination of the leading-edge shock and results in the radial shock position deviations. The difference between the experimental leading edge and the numerically reconstructed one with a limited cell resolution can also contribute to this discrepancy. For profiles at X/L = 0.6 and 0.76, just around the flow separation, good agreement between the present calculations and the measurements is observed again as shown in Figs. 10 and 11. It is interesting that the present BGK-NS solver predicts the leading shock position better than does the DSMC method. The leading upstream shock inclination predicted by the NS solver is greater than the measured value.
Effect of Slip Conditions
As just discussed, the discrepancies between the present results, such as the separation zone length and the leading shock positions, obtained by the BGK-NS solver and the data from experiments or the DSMC method can come from the rarefaction effects, especially at the leading edge. The Knudsen number, based on the reference length L and the freestream mean free path is usually used as the criterion of the rarefaction. The value is K n = 0.005 for the present problem. Considering the variation of the mean free path in the flowfields, Graur et al. evaluated the local Knudsen number 2 based on the density change along a streamline and found that the values in the vicinity of the leading edge and near the separation are larger than 0.01. Thus, a slip boundary condition is required when simulating the current flow.
The present kinetic wall boundary conditions [Eqs. (21-30)] with accommodation coefficients, σ = α = 1 (KB case), are applied into the computations with the normal mesh. In general, the introduction of the slip boundary conditions by the kinetic conditions leads to results that are closer to the experimental measurements and DSMC predictions. The Stanton number (see Fig. 8 ) shows a decrease with the peak value at the leading edge and a slight increase in most of the flare surface until the end of the conical section. A little increase in the heat flux in the computational result before the separation can be observed in the figure with the slip condition, which is closer to the experimental data. On the other hand, the wall pressure, as shown in Fig. 7 , exhibits a decrease along the flare surface before the flow separation and then a little increase until the flow expansion at downstream. The predicted separation point X sep /L = 0.743 (see Table 1 and Fig. 6 ) moves downstream, and the reattachment point X reat /L = 1.336 shows a slight movement upstream. Thus the computed separation zone length is shortened and agrees better with the experimental measurements.
As shown in Figs. 9-11, the density peaks calculated with the slip boundary conditions decrease slightly, and the leading shock-wave position moves evidently toward the flare, especially at the upstream location, X/L = 0.3. Thus, the inclination of the leading shock decreases. These results are substantially closer to the measurement and DSMC calculation results. With the help of the slip boundary condition, the predicted density profiles are closer to the measured values than are the DSMC results, especially for the X/L = 0.76 section. Consistent with the density distribution, the computed velocity and temperature profiles upstream with the kinetic boundary condition, shown in Figs. 12 and 13, are closer to the DSMC results. The implementation of the slip wall condition affects the flowfields not only near the wall, but also along the leading shock wave far away. The slip velocity near the wall is found to be about 10% of the freestream velocity, which cannot be neglected. This also confirms the necessity of using the slip wall boundary condition.
To investigate further the effect of kinetic boundary conditions, different accommodation coefficients are tested in the present study. As shown in Fig. 14 , with σ = 0.5 the computed separation point shifts downstream, while the reattachment point moves upstream. Thus, the recirculation zone length decreases evidently. In fact, the decrease in σ means a decrease in the wall restriction on the stream flow, resulting in the decrease of the wall pressure before the separation and the suppression of the reverse pressure gradient. Hence, the separation point moves downstream. On the other hand, the change of the boundary conditions also affects the inclination of the leading-edge shock: the decrease in the wall restriction leads to a decrease in the shock-wave inclination, which causes a strong compression of the fluid in the cone region. As a result, the wall pressure increases, and the reattachment point moves upstream. Correspondingly, the wall heat flux reduces in the upstream regime, decreases downstream, and shows a distinct peak near the separation point (Fig. 15) .
With the incomplete energy accommodation of the flow to the flare surface, such as α = 0.5, the present calculated separation point also moves downstream, and the reattachment point also shows a little shift downstream (see Table 1 and Figs. 14 and 15) . The reduction of the thermal accommodation coefficient means a decrease in the heat exchange between the flow and the flare, except for the regime around the separation point. It also causes an increase in the internal energy of the flow and in the pressure, in the upstream region near the wall. The slope of the leading shock wave increases, and thus the pressure downstream decreases. The present computed trends of the wall quantities agree well with the DSMC result by Markelov et al. 17 with the same energy accommodation coefficient.
The accommodation coefficients in the present kinetic boundary condition are set artificially. The reliable values should be determined by experiments despite the great difficulties of experimental setup. Nevertheless the present study shows the trends of the flowfield with variation in the accommodation coefficients and should be helpful in the evaluation of the physical coefficients. Besides this, there is a variable surface temperature T w in the experiments (especially near the leading edge). The equilibrium assumption between the translational and rotational temperatures of the gas can also contribute to the discrepancies in the present computational and the experimental results. 17 It will be interesting to study these problems further.
Conclusions
The gas-kinetic BGK method with kinetic boundary conditions is described and applied to the numerical study of hypersonic flow past a hollow cylinder flare model. The computed results, including wall quantities and density profiles, are mesh convergent and agree well with results from experimental and DSMC studies. The application of the kinetic boundary conditions introduces the slip condition automatically and has substantial effects on the inclination of the leading shock wave and the wall quantities in some regions, such as those near the leading edge, the separation, and the reattachment points. With the kinetic boundary conditions, the predictions are closer to the DSMC computations and agree better with the experiments. The momentum/energy accommodation coefficients have a clear effect on the flare surface quantities and the leading-edge shock wave. The present study reveals the good performance of the BGK scheme in high-speed viscous flow simulations.
