This is easily seen to imply that Aq is finite for every q e A(U). Note however that
AZ and A* may assume infinite values.
Preliminaries
This section presents the basic large-deviations results for i.i.d. sequences, in the form relevant to this paper, as well as some properties of the associated rate functions.
Consider a fixed probability vector q E A(V), which corresponds to a stationary sampling policy ar q. The sampled sequence {Xk} induced by this policy is clearly i.i.d., with marginal distribution P, = Eq,P,.
Recall that A* is the Legendre transform of the logarithmic m.g.f. associated with Pq, and that Assumption A is in effect. Applying the multidimensional version of Cram6r's theorem yields the following LD bounds. is non-decreasing in that range.
The following properties, where q is considered a variable, will also be required. Lemma 
(i) For every A e 1Rd, Aq(A) is concave in q e A(0I). (ii) Aq(x) is jointly convex in (x, q) Rd x
A(0d).
Proof. Recall that Aq(x) = log Eq(exp ((A, X,))), where the expectation operator Eq is linear in q E A(91t), i.e. Eq = Ej jEqj if q = E atjqj.
Since log( ) is a concave function then (i) follows by Jensen's inequality. It now follows that the function fq(x, q):= [(A, x) -Aq(A)] is jointly convex in (x, q) for each fixed A, so that
Aq(x) is a pointwise supremum of a convex function, hence convex.
Extremal large deviations-upper bound
We return now to the controlled i.i.d. model of Section 2, with the general set H of sampling policies. In this section we establish the upper bound, which corresponds to the minimal exponential decay rate of PW{X, e F} over all policies in H.
Let F be a measurable set in lRd. Note first that for a stationary policy q e A(1) the upper bound of Theorem 3.1 applies. This immediately implies the following uniform bound over all stationary policies: Before proving this theorem, we state and prove a slightly stronger version for the scalar case with F = [a, o). This result, which will be used in the proof of Theorem 4.1, is also of some independent interest, and admits a simple direct proof which already contains the main ideas relevant to the controlled case. Using the minimax theorem it follows as in (4.6) that Pl with probability 39/40 and P2 with probability 1/40 at each step results in a rate which is significantly lower than that obtained by either P, or P2 alone. As the last example demonstrates, randomized decisions may be necessary in order to attain the upper bound via a stationary policy. Since randomizations may sometimes be undesirable in an actual decision rule, it is of interest to find non-randomized policies which also achieve the bound. We conclude this section by briefly considering such sampling schemes.
Given a probability vector q e A(0U), let .r(q) denote a policy which pre-specifies deterministically the action sequence {u,}, so that the relative frequencies of these actions converge to q. Lemma 4.1 has the following consequences. By part (i), the decay rate associated with stationary policies dominates from below the rate associated with deterministic sampling policies. Nonetheless, parts (ii) and (iii) imply that the minimal rates achievable by either class of policies are equal, namely infq inf Aq = infq inf1
Aq; moreover, if a stationary policy qo achieves the minimal rate then so does 3r(qo).
Extremal large deviations-lower bounds
Our purpose in this section is to provide asymptotic lower bounds for P{X,(, e F}, which delimit the maximal rate of decay achievable by any sampling policy. The lower-bound part of Theorem 3.1 implies that for any stationary policy q the Proof. We first establish the last equality. Since Aq(x) is jointly convex in (q, x) (Lemma 3.2) and V0 is a convex set, it follows that info) A* is a convex function of q. Hence it achieves its maximal value at one of the vertices of (the convex set) A(0U), which correspond to the action set 011.
To prove the bound, let {y, e 0), u e 011} be an arbitrary set of points in the interior of F. We proceed to establish that 3. The bound is tight, in the sense discussed in relation with the upper bound, and implies that stationary policies are sufficient to obtain the maximal decay rate.
Moreover, as the last equality in the bound implies, the maximal rate is always achieved on the vertices of A(V)
. This means that non-randomized stationary policies (choosing the same action u at all times) are sufficient to achieve the maximal rate.
If F is a non-convex set the results above do not apply, as demonstrated in Example 5.1. The problem of establishing a tight lower bound and 'optimal' policies is not resolved in the present paper. Obviously, some lower bounds may be inferred from the convex result simply by applying it to convex subsets of F. In particular, if applied to small balls in F, the following bound is obtained. Tight asymptotic bounds will be obtained for the minimal and maximal error probabilities, which may be achieved by appropriate sampling policies. The case of two (simple) hypotheses will be considered, followed by a discussion of the multiple hypothesis case. As it turns out, some of the main results do not carry over to the latter case.
The following is a standard Bayesian hypothesis testing problem. Based on n measurements {Y,, ---, Y}, assumed to originate from an i.i.d. source with marginal distribution P E {p~, P2}, we have to decide between the two hypotheses H1:Py = and H2:P =YP2 (to which some non-trivial prior probabilities are assigned). It is well known'that the probability of error is minimized by a likelihood ratio test. It was established in Chernoff [3] that these minimal probabilities converge to zero exponentially as the sample size increases, at the following rate. Let P,(e I Hi) denotes the error probability based on n samples, given that Hj is true and using the optimal likelihood ratio test. Then Since experiments are performed sequentially, choice of the next one may depend on the previous results. Indeed, if experiments are chosen with the purpose of minimizing the error probability, then as new data arrives our estimation of the true state of nature (the true hypothesis) improves, which puts us in a better position to make further decisions. The model considered here and other related models have been studied within the framework of statistical sequential design (see for example [4] and references therein), where the emphasis is on obtaining an optimal balance between the total experiment cost (length) and the error probability. Here we concentrate on choice of experiments, with the sample size not being a decision variable. Thus, either n is fixed at some large value, or the experiment continues indefinitely with the best current estimates of the true hypothesis needed at each stage.
The 6.1. Minimal error probabilities. We first consider sampling policies which minimize the error probability. Some definitions and technical assumptions will be required.
Let u e V be fixed. Let X be a random variable with distribution P, specified by This assumption implies that, for each u, the probability measures Yu and uY are equivalent (assign non-zero probabilities to the same events), and is then satisfied if the ratio f2(Y u)/f(y u) as well as its inverse are bounded in y. We mention that Assumption C may probably be weakened without affecting the results (e.g. by assuming finiteness of A, in a neighborhood of the origin only); however, this will take us outside the general assumptions of this paper, and is therefore not pursued here. Proof. By Bayes' rule, the error probability is the weighted sum of the two conditional error probabilities: (6.6) P(e In, 7r) = p(H,)P(L a n, r, H,) + p(H2)P(Ln < n In, ,r, H2).
We proceed to bound the first term on the right-hand side. Define Furthermore, observe that equality in the above lower bounds for the two conditional errors may be attained by the same sampling policy, e.g. the stationary policy u,, u*. It follows that this policy attains the lower bound also for the unconditional error, which completes the proof.
The result has two implications. First, it supplies an asymptotic estimate for the error probability under the optimal sampling policy (for fixed n). It also implies that the simple policy of repeating a single 'best' experiment is asymptotically comparable to any other, in terms of the exponential decay rates.
As noted in the proof, a key fact is that two conditional errors are simultaneously minimized by the same sampling policy. This is a fortunate consequence of using the optimal likelihood ratio test, whose optimality depends on balancing the two conditional errors. 6.2. Maximal error probabilities. We next consider sampling policies which maximize the probability of error. This problem may be of interest when the choice of experiments is not controlled by the statistical decision-maker (who is still interested in minimizing errors, and continues to use the likelihood ratio test). Indeed, it may be 'controlled' by nature, in which case we are performing worst-case error analysis; or it may be controlled by another decision-maker with opposing interests (e.g. an airplane seeking to avoid detection or identification by a radar). Depending on the situation, it may or may not be reasonable to allow here for dependence of the sampling policy on the true hypothesis; interestingly enough, the following result holds in both cases. The proof is similar to the previous one, and follows from the upper bound of Proposition 4.1. As before, this result implies that the extremal decay rate (corresponding here to maximized error probabilities) can be obtained by simple sampling policies which do not make use of observations from past experiments. However, the use of more than one type of experiment may now be required. This may be performed by a stationary randomized policy, or by the deterministic alternative outlined in Lemma 4.1. 
