Video Quality Assessment (VQA) methods have been designed with a focus on particular degradation types, usually artificially induced on a small set of reference videos. Hence, most traditional VQA methods under-perform in-the-wild. Deep learning approaches have had limited success due to the small size and diversity of existing VQA datasets, either artificial or authentically distorted. We introduce a new in-the-wild VQA dataset that is substantially larger and diverse: FlickrVid-150k. It consists of a coarsely annotated set of 153,841 videos having 5 quality ratings each, and 1600 videos with a minimum of 89 ratings each. Additionally, we propose new efficient VQA approaches (MLSP-VQA) relying on multi-level spatially pooled deep features (MLSP). They are extremely well suited for training at scale, compared to deep transfer learning approaches. Our best method MLSP-VQA-FF improves the Spearman Rankorder Correlation Coefficient (SRCC) performance metric on the standard KonVid-1k in-the-wild benchmark dataset to 0.83 surpassing the best existing deep-learning model (0.8 SRCC) and hand-crafted feature-based method (0.78 SRCC). We further investigate how alternative approaches perform under different levels of label noise, and dataset size, showing that MLSP-VQA-FF is the overall best method. Finally, we show that MLSP-VQA-FF trained on FlickrVid-150k sets the new state-of-the-art for cross-test performance on KonVid-1k and LIVE-Qualcomm with a 0.79 and 0.58 SRCC, respectively, showing excellent generalization.
I. INTRODUCTION
V IDEOS have become a central medium for business marketing [1] with over 81% of businesses using video as a marketing tool. Additionally, over 40% of businesses have adopted live video formats such as Facebook Live for marketing and user connection purposes [2] . For consumers, video is the main source of media entertainment, as for example the average US consumer spends 38 hours per week watching video content [3] . It is projected that online videos will make up more than 82% of all consumer internet traffic by 2022 [4] , and streaming platforms such as YouTube report that more than a billion hours of video are watched each day [5] . This in part due to consumers believing traditional TV does not offer a good quality of content [3] . Additionally, increased accessibility to video content acquisition hardware, as well as improvements in overall image quality are a central aspect in smartphone technology advancement. Similarly, the rate at which usergenerated content is produced is accelerating, but the resulting videos often suffer from quality defects. Therefore it is desirable for a wide range of video producers and consumers to be able to get automated feedback on video quality. For example, user-generated video distribution platforms like YouTube or Vimeo may want to analyze new videos according to quality to separate professional from amateur video content, instead of only indexing by video playback resolution. Additionally, with an automated Video Quality Assessment (VQA) system, video streaming services can adjust video encoding parameters to maximize video quality.
An important emerging challenge for VQA is to handle in-the-wild videos, which are of arbitrary content and quality representative of internet videos, such as those on YouTube, Flickr, or Vimeo. It comes as no surprise that No-Reference VQA (NR-VQA) in particular has been a field of intensive research in the past few years [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] , [14] , [15] , [16] , [17] with large performance improvements. However, state-of-the-art NR-VQA algorithms perform worse on in-the-wild videos than on synthetically distorted ones. These methods aggregate individual video frame quality characteristics that are engineered for specific purposes, such as detecting specific compression artifacts. Often these features trade accuracy for computational efficiency. Furthermore, since there is a lack of large-scale in-the-wild video quality datasets with natural distortions, a thorough evaluation of NR-VQA methods is difficult. Most existing databases are intended as benchmarks for the detection of those specific artificial distortions that NR-VQA algorithms have classically been designed to detect.
To fill this gap our first contribution is the creation of a large ecologically valid dataset, FlickrVid-150k. Similar to Hosu et al. [18] , the ecological validity of FlickrVid-150k stems from its size, content diversity, and naturally occurring, and thus representative degradations. However, being two orders of magnitude larger than existing VQA datasets, it poses new challenges to VQA methods, requiring to train across a vast amount of contents and a wide span of authentic distortions. Moreover, since the development of a dataset is usually constrained by a fixed budget, we needed to ensure a minimum level of annotation quality. Therefore, FlickrVid-150k consists in one part of 153,841 five seconds long videos that are annotated by 5 human opinions each (from here on called FlickrVid-150k-A), making it over 125 times larger than existing VQA datasets in terms of number of videos, and with close to one million human ratings over eight times larger in number of annotations [19] , [20] , [21] , [22] , [23] , [24] . The dataset is accompanied by a benchmark set of nearly 1,600 videos (FlickrVid-150k-B) from the same source with a minimum of 89 opinion scores each. This uniquely opens the possibility of analyzing the trade-off between the amount of training videos and the annotation noise/precision, in terms of the performance on the FlickrVid-150k-B benchmark dataset.
This new dataset aggravates two problems of classical NR-VQA methods. First, the computational costs of handcrafted feature-based approaches are increased through the sheer number of videos. Second, since hand-crafted features handle in-the-wild videos worse than conventional databases, this dataset is very challenging for classical NR-VQA methods. An alternative to hand-crafted features comes with the rise of deep neural networks (DNNs), where stacked layers of increasingly complex feature detectors are learned directly from observations of input stimuli. These features are often relatively generic, and have been proven to transfer well to similar tasks, that are not too different to the source domain [25] , [26] . It is possible to consider a DNN as a feature extractor with a benefit over hand-crafted features in that the features are entirely data-driven.
As a second contribution, we propose to use a new way of extracting video features by aggregating activations of all layers of DNNs pre-trained for classification for a selection of frames. We adopt a strategy similar to Hosu et al. [27] and extract narrow Multi-Level Spatially Pooled (MLSP) features of video frames from an InceptionResNet-v2 [28] architecture to learn VQA. By global average pooling the outputs of inception module activation blocks we obtain fixed sized feature representations of the frames.
The third contribution of this paper consists of two network variants trained on top of the frame feature vectors that surpass state-of-the-art NR-VQA methods and train much faster than the baseline transfer learning approach of fine-tuning the entire source network. We evaluate this approach on existing VQA dabasets consisting of natural videos as well as those containing artificially degraded videos and show that on inthe-wild videos the proposed method outperforms classical methods based on hand-crafted features. In particular, training and testing on KonVid-1k improves the state-of-the-art 0.8 to 0.83 SRCC. Finally, we show that training our proposed model on the new dataset of 153,841 videos with five human opinions each achieves 0.79 SRCC in a cross-test on KonVid-1k, outperforming classical approaches that are trained and tested on KonVid-1k (0.78 SRCC), which have he benefit of not being affected by any domain shift [29] .
In summary, our main contributions are: 1) FlickrVid-150k, an ecologically valid in-the-wild VQA database, two orders of magnitude larger than existing ones 2) the successful application of deep MLSP features for VQA 3) a DNN model (MLSP-VQA-FF) that surpasses the stateof-the-art with 0.83 SRCC vs the best existing 0.8 SRCC (trained and tested on KonVid-1k); the MLSP-VQA-FF model shows excellent generalization in cross-tests, surpassing the best existing feature-based model that was tested on the same-domain (0.79 on KonVid-1k)
II. RELATED WORK
This paper contributes to both the field of VQA datasets as well as VQA methods. In the following section we will, therefore, summarize relevant related work in both fields as well as research in the field of feature extraction that was influential in writing this paper.
A. VQA Datasets
There are a few distinguishing factors that separate the field of VQA datasets which are usually governed by decisions made by their creators. We will cover the characteristics which differentiate the broad variety of relevant related works separately.
1) Video sources: The first distinguishing factor that heavily influences the use of the dataset is the source of stimuli. The early works in the field of VQA datasets (i.e. EPFL-PoliMI [30] , [21] , LIVE-VQA [20] , [31] , CSIQ [19] , VQEG-HD [32] , and IVP [33] ) were mostly concerned with particular compression or transmission distortions. Consequently, early datasets contain few source videos that were degraded to cover the different distortion domains. From today's standpoint the induced degradations lack ecological validity when compared to degradations observed in modern videos in-the-wild. With compression and transmission being largely extraneous factors, due to high quality transmission networks, the focus of VQA datasets has been shifting towards covering a broad diversity of contents and in-the-wild distortions. Recently designed VQA databases (i.e. CVD2014, LIVE-Qualcomm [23] , KoNViD-1k [34] , and LIVE-VQC [24] ) have taken the first steps towards improving ecological validity. CVD2014 contains videos which were degraded with realistic video capture related artifacts. Videos in LIVE-Qualcomm, LIVE-VQC, and KoNViD-1k were either self-recorded or crawled from public domain video sharing platforms without any directed alteration of the content.
An additional side-effect of this change in paradigm are differences in numbers of devices and formats represented in modern datasets. CVD2014 considers videos taken by 78 different cameras with different levels of quality from lowquality camera phones to high-quality digital single lens reflex cameras. The video sequences were captured one at a time from different scenes using different devices. They captured a total of 234 videos (three from each camera) with mixture of in-capture distortions. While each stimulus in CVD2014 is a unique video rather than an alteration of a source video, the dataset only covers five unique scenes, which is the smallest number of unique scenes among all VQA datasets. LIVE-Qualcomm contains videos recorded using eight different mobile cameras at 54 scenes. Dominant frequently occurring distortion types such as insufficient color representation, over/under-exposure, autofocus related distortions, unsharpness, and stabilization related distortions were introduced during video capturing. In total, the 208 videos cover six types of authentic distortions, but there is no quantification as to how prevalent these distortions are in in-the-wild videos. LIVE-VQC contains videos captured by 80 naïve mobile camera users, totalling 585 unique video scenes at various resolutions and orientations. Finally, KoNViD-1k contains 1,200 unique videos sampled from YFCC100m. It is hard to quantify the number of devices covered, but in terms of content and distortion variety it is the largest existing collection of videos. The videos in KoNViD-1k have been reproduced from Flickr, based on the highest quality download option, however they are not the raw versions originally uploaded by users. Having been re-encoded to reduce storage requirements, the videos show compression artifacts. We are employing a similar strategy to KoNViD-1k, however we obtain the originally uploaded versions of the videos and re-encode them at a higher quality. We aim to reduce the amount of encoding artifacts, while keeping the file size manageable for use in crowd-sourcing.
2) Subjective assessment: The second distinguishing factor is the choice of subjective assessment environment. VQA has been a field of research since before the time where video could easily and reliably be transmitted over the internet. Consequently, early datasets have all been annotated by humans in a lab environment. This allows for assessment of quality under ideal conditions with informed and reliable raters and gives an upper bound to discriminability. With dataset sizes increasing, due to a push for more content diversity, and transmission rates improving, crowdsourcing has become an affordable, and fast way of annotating multimedia datasets with human opinions. The downside is the reduced level of control over the environment and quality of annotation. Careful quality control considerations have to be made to ensure sufficient quality results. Concretely, CVD2014 and LIVE-Qualcomm are annotated in a lab environment, while KoNViD-1k and LIVE-VQC are both annotated using crowdsourcing. Due to the sheer size of our dataset we also resort to crowdsourcing.
3) Number of observers: A third factor that has been studied only very little thus far is the choice of numbers of ratings per video. With a few exceptions early works always ensured at least 25 raters per stimulus in the lab environments. Additionally, it has been a common approach that all participants rated all stimuli. Recent works have increased the number of ratings per stimulus to above 200 with the intention of ensuring maximum quality annotation. However, one must consider the trade-off between the benefit of slightly more accurate quality scores from additional ratings for existing stimuli and the potential increase in generalizability of annotation additional stimuli with the same budget. The 8-fold increase in numbers of ratings per stimulus observed when going from the generally accepted 25 to 200 ratings could just as well be an 8-fold increase of numbers of stimuli of 25 ratings. This is especially worth considering in the wake of deep learning approaches outperforming classical methods in a lot of computer vision tasks, as it is known to be robust to noisy labels [35] . Figure 1 shows a comparison of relevant VQA datasets on some of these characteristics. A full list of the distinguishing characteristics of modern databases in comparison to the proposed can be seen in the Appendix in Table VI . There is a progression to a wider variety of contents in the last few years. We are attempting to push this boundary much further, by exploring the trade-off between number of ratings per video and the total annotated stimuli.
B. Feature Extraction
There have been several recent works that inspired our approach for feature extraction. The BLINDER framework [25] was an initial work that utilized multi-level deep features to predict image quality. They resized images to 224 × 224 and extracted a feature vector from each layer of a pre-trained VGG-net. Each of these features vectors was then input into separate SVR heads and trained, such that the average layerwise scores predict the quality of an image. BLINDER was evaluated on a variety of IQA datasets vastly improving the state-of-the-art. Hosu et al. [27] went a step further by utilizing deeper architectures to extract features, such as Inception-v3 and InceptionResNet-v2. Furthermore, they aggregated features from multiple levels, and extracted them from images at their original size. This retained detailed information that would have been lost by down-sizing the inputs. Moreover, it allowed to link information coming from early levels (image dependent) and abstract category-related information from the latter levels in the network. We use the same approach as presented in [27] to extract features of sets of video frames. The layers of the DNNs are a basic measure for the level of complexity that the feature can represent. First layer features for example resemble Gabor filters or color blobs, while features in higher levels respond to semantic entities such as circular objects with a particular texture or even faces. Changes in the response of different features can therefore encode temporal information. For example it is reasonable to assume that a change in overall response of low-level Gabor-like features can indicate the rapid movement of an object. Consequently, learning from framelevel features allows to indirectly learn the effect of temporal degradations on video quality.
C. NR-VQA
Existing NR-VQA methods can be differentiated on the basis of whether they are based solely on spatial image-level features or also explicitly account for temporal information between sets of frames. In general, however, all recently developed models are learning-based.
Image-based NR-VQA methods are mostly based on theories of human perception, with Natural Scene Statistics (NSS) [36] being the predominant theory used in the Naturalness Image Quality Evaluator (NIQE) [37] , Blind/Referenceless Image Spatial Quality Evaluator (BRISQUE) [38] , Feature maps based Referenceless Image QUality Evaluation Engine (FRIQUEE) [39] and High Dynamic Range Image Gradient based Evaluator (HIGRADE) [40] . The theory behind NSS states that certain statistical distributions govern how the human visual system processes particular characteristics of natural images. Image quality can be derived by measuring perturbations of these statistics. The aforementioned approaches have been extended to videos by evaluating them on a representative sample of frames and aggregating them by averaging.
Approaches that consider temporal features, so called generalpurpose VQA methods, are less numerous and more particular in their approach. In [9] the authors extended an image-based metric by incorporating time-frequency characteristics and temporal motion information of a given video by means of a motion coherence tensor that summarizes the predominant motion directions over local neighborhoods. The resulting approach, coined V-BLIINDS, has been the de facto standard that new NR-VQA methods are compared with.
Apart from V-BLIINDS, several other machine-learning based models for NR-VQA have been proposed. Regrettably most have only been evaluated on outdated datasets, such as LIVE-VQA, making a comparison difficult, as they are also not publicly available. The three most notable examples are the following. V-CORNIA [39] , an unsupervised frame-feature learning approach that uses Support Vector Regression (SVR) to predict frame-level quality. Temporal pooling is then applied to obtain the final video quality. SACONVA [41] extracts feature descriptors using a 3D shearlet transform of multiple frames of a video, which are then passed to a 1D CNN to extract spatiotemporal quality features. COME [42] separated the problem of extracting spatio-temporal quality features into two parts. By fine-tuning AlexNet on the CSIQ dataset, spatial quality features are extracted for each frame by both max pooling and computing the standard deviation of activations in the last layer. Additionally, temporal quality features are extracted as standard deviations of motion vectors in the video. Then, two SVR models are used in conjunction with a Bayes classifier to predict the quality score.
Recently, TLVQM [17] has been proposed. A hierarchical approach for feature extraction, where low complexity features characterizing temporal features of the video are computed for all video frames and high complexity features representing spatial features, such as spatial activity, exposure or sharpness, are extracted from a small representative subset of frames. This approach sets the state-of-the-art for NR-VQA at the time of writing.
III. DATASET IMPLEMENTATION DETAILS
In the following section we will introduce the video dataset in two parts. First, we will discuss the design choices and gathering of the data in Section III-A. Then, Section III-B follows up with details regarding the crowdsourcing experiment to annotate the dataset.
A. Video Dataset
Our main objective was to create a video dataset that covers a broad variety of contents and quality-levels as commonly available on video sharing websites. For this reason we took a similar approach to collecting our data as the authors of KoNViD-1k with an additional step to improve the quality of the videos. For KoNViD-1k the authors had collected videos which had been transcoded on Flickr, to reduce their storage requirements. Consequently, noticeable degradation was introduced relative to the original uploads. Flickr allows uploading of video files of most codec and container combinations, resolutions, and durations. However, they re-encode the uploaded videos to conventional resolutions (HD, Full HD, etc.), strongly compressing them. The Flickr API allows access to metadata that links to the original, raw uploads. As these raw uploads are often very large, they cannot be used for crowdsourcing. Therefore, we downloaded the authentic raw videos that had an aspect ratio of 16:9 and resolution higher than 960×540 pixels, rescaled them to 960×540 if necessary, cut the middle five seconds, and re-encoded them using FFmpeg at a constant rate factor of 23, which balances visual quality and file size. The resulting files have an average size of 1.23 megabytes. Figure 2 shows an example for visual comparison, where the originally uploaded video is shown in the middle, and our and Flickr's re-encoded versions are shown to the left and right, respectively. Compression artifacts are clearly visible in the Flickr re-encoded version, whereas our re-encoding is very similar to the original.
For each video we extracted meta-information that identifies the original encoding, including the codec and the bit-rate. Furthermore, we collected social-network attributes such as number of views and likes, and publication date that indicate the popularity of videos. In total, this collection amounts to 153,841 videos. We believe that all the additional measures we have taken to refine our dataset significantly improved its ecological validity, and thus the performance of VQA methods trained on it in the future.
B. Video Annotation
We annotated all 153,783 videos for quality in a crowdsourced setting on Figure Eight 1 . First, each participant was presented with instructions according to VQEG recommendations [43] , which were modified to our requirements. Here, participants were introduced to the task and provided with information about types of degradation (e.g. poor levels of detail, inconsistencies in color and brightness, or imperfections in motion). Next, we provided examples of videos of a variety of quality levels with a brief description of identifiable flaws, and instructed the reader on the work flow of rating videos, which is illustrated in Figure 3 . For each stimulus, workers were first presented with a white box of the size of the video that also functioned as a play button. Then, the video was shown in its place with the playback controls hidden and deactivated. After playback finished it was hidden and the rating scale was revealed below it. This setup ensured that neither the first nor the last still frame of the video were influencing the worker's rating, and no preemptive rating could be performed, before the entirety of the video had been seen. An option to replay the video was not provided so as to improve attentiveness and ensure that the obtained score is the intuitive response from the worker. Additionally, playback of any other video on the page was disabled until the currently playing video was finished, in order to better control viewing behaviour and discourage unreliable or random answers. Finally, we informed participants about ongoing hidden test questions that were presented throughout the experiment, as well as the minimum resolution requirement that enabled them to continue participating in the experiment. This was checked before the playback of any video.
According to Figure Eight's design concept crowd workers submit batches of multiple ratings in so called pages. Each page has a fixed batch size of rows, where each row conventionally represents a single item. Due to constraints on the number of rows allowed per study, we grouped 15 stimuli by random selection into each row, with a page size of ten rows per page, totalling to 150 videos per submittable batch. Moreover, the design concept intends a two stage testing process, where workers are first presented with a quiz of test questions followed by subsequent pages where test questions are randomly inserted into the data acquisition process (Illustrated in Figure 4 . Test questions are not distinguishable from conventional annotation items. In each row we intersperse three test videos with ground truth with twelve videos randomly sampled from the dataset. The ground truth videos were sampled from hand-picked very high quality videos obtained from Pixabay 2 or a heavily degraded version of them. We performed a confirmation study to ensure that the perceived quality of these videos were rated at the very top or bottom ends of the 5-point ACR scale. Participants had to retain at least 70% accuracy on test questions throughout the experiment. Data entered from workers that dropped below this threshold was removed and re-entered the pool of data to be annotated.
When running a study on Figure Eight the experimenter decides the number of ratings per data row, as well as the pay per page, which was set, such that with eight seconds per video (five seconds for viewing and three seconds for making the decision) a worker would be paid USD 3 per hour. Based on previous studies we found that a Mean Opinions Score (MOS) made up of 5 ratings has an SRCC of 0.8 with a MOS made up of 50 votes, while two individual MOSes made up of 50 votes have an SRCC of 0.9. Since we have a very large set of 2 http://pixabay.com videos we requested 5 individual ratings per data row. However, test rows are not limited to a maximum number of answers. Instead, all crowd workers can technically answer all of the test rows once. Since 12 of the 15 videos in a test row are sampled from the set of data videos we also obtained far more than 5 answers on each of these individual videos. In total, 1,596 data videos were used in test rows and were answered between 89 and 175 times. This very accurately annotated set of videos, called FlickrVid-150k-B, that is ecologically valid and from the same domain as the other data videos will be used as a test set for the evaluation of our models trained on FlickrVid-150k-A.
IV. MODEL IMPLEMENTATION DETAILS
We adopted a similar approach to feature extraction as [27] with their narrow Multi-Level Spatially-Pooled (MLSP) features, but for individual frames of videos, as shown in Fig. 5 . In order to extract features we pass individual video frames into an InceptionResNet-v2 network pre-trained on ImageNet [28] . We then perform global average pooling on the activation maps of all kernels in the Stem of the network, as well as in each of the 40 Inception-ResNet modules and the 2 Reduction modules, and concatenate them, resulting in an MLSP feature vector with average activation levels for 16928 kernels of the InceptionResNet-v2 network. For the accurately annotated 1600 videos in FlickrVid-150k-B we extract these MLSP feature vectors for all frames, while for the larger FlickrVid-150k-A we sampled every other frame starting half-way in the video. This choice was primarily driven by the increased storage requirements when saving features from a large number of frames i.e. 392 GB for the features from FlickrVid-150k. Figure 7 shows a visualization of parts of the MLSP feature vector for multiple consecutive frames.
Different learning-based regression models, such as Support Vector Regression (SVR) or Random Forest Regression (RFR), have been employed to predict subjective quality scores from frame features, with SVR yielding generally better results [17] . However, most existing works only extract a few dozen to a few hundred features. Since SVR is inefficient when applied to very large dimensional features like MLSP and very large numbers of inputs, we instead opt to train two small-capacity DNNs: 1. MLSP-VQA-FF, a feed-forward DNN where the average feature vector is the input of three blocks of fully connected layers with ReLU activations, followed by batch normalization and dropout layers; 2. MLSP-VQA-RN, a deep Long Short-Term Memory (LSTM) architecture, where each LSTM layer receives the feature vector or the hidden state of the lower LSTM layer as an input, and outputs its hidden state. This stacking of layers allows for the simultaneous representation of input series at different time scales [44] . The bottom LSTM layer can be understood as a selective memory of past feature vectors, while each additional LSTM layer represents a selective memory of past hidden states of the previous layer. The final Time Distributed layer preserves a one-to-one relation between input and output, by applying the same operation to the hidden states of the last LSTM layer at all timesteps. The models are depicted in Figure 6 . Note that the LSTM network does not Please click to play the video! Please rate below! What is the visual quality of the video?
Fair Poor Bad Excellent Good Figure 3 . Illustration of the crowdsourcing video playback work flow. A worker is first presented with a white box of 960x540 pixels. Upon clicking the box the video plays in its place. Playback controls are disabled and hidden. Upon finishing the video is hidden and replaced with an white box that informs the participant to rate the quality on the Absolute Category Rating (ACR) scale shown below. The rating scale is also first shown upon completion of video playback. utilize dropout of any kind, such as input/output dropout or recurrent dropout, as this resulted in a reduced performance. The models are trained using the mean square error (MSE) loss for 250 epochs, stopping early if the validation loss did not improve in the most recent 25 epochs at an initial learning rate of 10 −4 . By default the MLSP-VQA-FF model was trained with a learning rate of 10 −2 and the MLSP-VQA-RN (LSTM) model was trained with a learning rate of 10 −4 .
V. MODEL EVALUATION
Our proposed NR-VQA approach of extracting features from a pre-trained classification network and training a DNN architecture on them has been designed with the goal of predicting video quality in-the-wild. We will first evaluate the approach by measuring its performance on widely used datasets, namely KoNViD-1k, CVD2014, and LIVE-Qualcomm. There are two fundamental limitations in these datasets that affect the performance of our approach. These relate to the video content, in the form of domain shifts (between ImageNet and the videos), as well as the distributions of subjective video quality ratings (labels). First, the features in the pre-trained network have been learnt from images in ImageNet. There are situations when the information in the MLSP features may not transfer well to video quality assessment: 1. Some artifacts are unique to video recordings, such is the case of temporal degradations e.g. camera shake, that do not apply to photos. 2. Compression methods are different for videos in comparison to images. Thus, the individual frames may show encoding-specific artifacts that are not within the domain of artifacts present in ImageNet. 3. In-the-wild videos have different types and magnitudes of degradations compared to photos. For example, motion blur degradations can be more prevalent and of a higher magnitude in videos compared to photos. This could affect how well MLSP features from ImageNet transfer to VQA.
Secondly, w.r.t. the subjective video quality ratings to be predicted, while there are similarities between the rating scales used in the subjective studies corresponding to each dataset, the ratings themselves can suffer from a presentation bias. For example, in the case of a dataset with highly similar scenes, but miniscule differences in degradation levels, as is the case for LIVE-Qualcomm and CVD2014, a human observer will become very sensitive to particular degradations. Conversely, the video content becomes less important for quality judgments. The attention of the human observer is diverted to parts in the video he might otherwise not have looked at, had he not seen the same or a very similar scene many times before. Whether the resulting subjective judgments can be regarded as an unbiased quality value is arguable. It is rare that a human observer would watch a scene multiple times before rating the quality. This bias of human opinions will greatly influence how generalizable the quality score is to in-the-wild VQA. Similarly, quality scores obtained in a lab environment will be much more sensitive to differences in technical quality than a worker in a crowdsourcing experiment might be able to pick up. Therefore, it may be challenging to generalize from one experimental setup to another. While consumption of ecologically valid video content happens in a variety of environments and on a multitude of devices, it is arguable whether one experimental setup is superior.
A. Model Performance Comparisons
We first evaluate the performance of the proposed model on three existing authentic video datasets. Each poses a unique challenge for NR-VQA methods. KoNViD-1k is a dataset of natural videos containing distortions that are common to videos hosted on Flickr. LIVE-Qualcomm contains self-recorded scenes of different mobile phone cameras, that were aimed at inducing common distortions. Finally, CVD2014 is a dataset with artificially introduced acquisition-time distortions, however it contains only five unique scenes depicting people. We are comparing our proposed DNN models against other methods which have been thoroughly evaluated on these dataset using SVR and RFR. Detailed information regarding the experimental evaluation and results of the classical methods can be found in [17] . We adopt a similar testing protocol by training 100 different random splits with 60% of the data used for training, 20% used for validation, and 20% for testing in each split. Table II summarizes the SRCC of all predictions of the classical methods (taken from [17] ) alongside our DNN-based approach with the ground-truth, as well as the standard deviations. It is to be noted that the random splits we used are different to the ones used to evaluate the classical methods. For brevity, we are only reporting the results for classical methods obtained using SVR, although three individual results are slightly improved using RFR and are indicated by an asterisk. A complete table for each dataset including the PLCC and RMSE metrics can be found in Appendix .
The FF network outperforms the existing works on KoNViD-1k, improving state-of-the-art SRCC from 0.8 to 0.82, while the LSTM model falls short with an SRCC of 0.79. Nonetheless, this shows that the proposed approaches are competitive on natural videos with some encoding degradations. Since the feature extraction network is trained on images with natural image distortions, it is likely that some of the extracted features are indicative of these distortions, which are not unlike the video encoding artifacts introduced by Fickr.
In the case of LIVE-Qualcomm our best performance of 0.75 SRCC of the LSTM model is surpassed only by TLVQM with 0.78. Since the dataset is comprised of videos containing six different distortion types we also evaluated the performance of the models according to each degradation, as depicted in Figure 8 . Here, the deviation for each model is given as a deviation of the RMSE of each distortion type from the average performance in percent. In general, our models perform similarly, with the exception of Color, which the LSTM performs worse on. Videos in the focus degradation class show auto-focus related distortions where parts of the video are intermittently blurry or sharp over time and are overall the biggest challenge for our model. Since this is an artifact that manifests along the temporal dimension it is possible that the LSTM network is able to pick up on these changes in the activations of the frame features and, consequently, performs slightly better. The slight performance gain of the LSTM network on the stabilization distortion category can be argued for in a similar way. Finally, on CVD2014 our proposed models with SRCCs of 0.77 and 0.71 for the FF and LSTM models, respectively, are outperformed by both FRIQUEE and TLVQM at 0.82 and 0.83 SRCC. CVD2014 is a dataset of videos of two different resolutions, with artificially introduced capturing distortions and only five unique scenes of humans and human faces. The magnitude of the artifacts are at a level that is not commonly seen in videos in-the-wild, and the types of defects is also not within the domain of distortions present in ImageNet. Therefore, this is the most difficult dataset for our approach and, consequently, the relative performance of our approach is worse. CVD2014 is split into six subsets with partially overlapping scenes but distinct capturing cameras. Figure 9 shows the relative deviation of the RMSE from the mean performance for each of these test setups. The first two setups include videos at 640×480 pixels resolution which are generally rated with a lower MOS than videos in the other test setups, which could both be an important factor in our models' increased performance here.
From the previous experiments it is evident that TLVQM is the best performing classical metric on KoNViD-1k. Since FlickrVid-150k-B is quite similar in domain, we compare our MLSP-VQA models against TLVQM as well as V-BLIINDS in Table III . We not only present the results for training and testing on FlickrVid-150k-B, but also denote in the bottom rows the performance when training on the entirety of FlickrVid-150k, Figure 8 . Percent deviation of the mean RMSE of the proposed models on each of the six degradation types present in LIVE-Qualcomm. while testing and validating on FlickrVid-150k-B exclusively. Our proposed models outperform the best classical model when trained and tested on the B variant exclusively, although the margin is quite significant with 0.83>0.71. V-BLIINDS improves slightly compared to KoNViD-1k, while TLVQM performs significantly worse overall. Since the main difference between KonVid-1k and this dataset is the reduced re-encoding degradations, it appears as though the classical methods overemphasize their prediction on these artifacts.
Additionally, there is a large performance increase when training on FlickrVid-150k-A as well, improving the MLSP-VQA-FF SRCC from 0.72 to 0.80.
B. Evaluation of Training Schemes
With the overall performance of the approach established, we use our two models to explore some open questions regarding training schemes on FlickrVid-150k. As described in Section II-A the choice of numbers of ratings per video is a distinguishing, yet so far unexplored factor in the design of VQA datasets in the context of optimizing model training performance.
As mentioned before, it is common to use an equal number of votes for each stimulus, so that the MOS of the training, validation, and test sets have the same reliability, or level of noise. Deep learning is known to be robust to label noise [35] , however this has been only studied when the same amount of Figure 9 . Percent deviation of the mean RMSE of the proposed models on each of the six test scenarios in CVD2014. In order to answer this question, we sampled five realizations of the MOS from a set of v = {1, 2, 4, 7, 14, 26, 50} votes of FlickrVid-150k-B. We then trained our MLSP-VQA-FF model by varying both training set and validation set MOS vote counts while keeping the test set MOS vote count at 50. For each pair of training and validation MOS we consider twelve random splits with 60% of the data for training, 20% of the data for validation and 20% of the data for testing, with five random initializations each. Therefore, we trained 5×12×7×7 = 2940 models in total. The graph in Figure 10 depicts the mean SRCC between the models' predictions and the ground truth MOS of the test sets. Each line in this graph represents a different number of votes comprising the validation MOS, whereas the x-axis indicates the number of votes comprising the training MOS. Please note, that the x-axis is scaled logarithmically for a better visualization.There are three key observations with regard to the prediction performance: noise is not surprising. Nonetheless, the gentler slope for the performance curves beyond 4 votes comprising the training MOS is an indicator that the common policy to gather 25 votes for all stimuli in a dataset is potentially a sub-optimal choice, due to diminishing returns. The comparison between data splits in this experiment is not entirely fair. All of the points in Figure 10 have different vote budgets. The annotation of a dataset usually has a maximum allocated budget, referring to the total number of judgements that can be collected given a fixed price per judgment. Therefore, the second question we investigate is: Given a fixed vote budget, how does the allocation of votes on the training set affect test performance? More precisely, is it better to collect more votes for fewer stimuli, or less votes for In order to answer this question, we first divide FlickrVid-150k-B into five disjoint test sets and sample 25% of the remaining videos of FlickrVid-150k-B for validation, yielding similar sized validation and test sets. We then consider three distributions of ∼ 100,000 votes across different numbers of videos used for training: 1,000 videos with 100 votes comprising the training MOS (1k100), 20,000 videos with 5 votes comprising the training MOS (20k5), and 100,000 videos with 1 individual vote comprising the training MOS (100k1). For 1k100 we take the remaining 60% of FlickrVid-150k-B ( ∼ 960 videos) as training data. For 20k5 we sample five disjoint sets of ∼ 18,000 videos from FlickrVid-150k-A and use them alongside the videos in 1k100. Finally, for 100k1 we sample ∼ 95,000 videos from FlickrVid-150k-A alongside the videos used in 1k100. Since FlickrVid-150k-A is only made up of ∼ 150,000 videos in total, there is a large overlap between the five training sets for this last experiment.
We train both MLSP-VQA-FF and MLSP-VQA-RN on the five different splits for all three vote budget distributions and report the results in Table IV . We report the PLCC, SRCC as well as RMSE between the model's predicted scores and the MOS computed by using all available votes. There seems to be very little performance difference between the three sets of vote distributions, with all of them performing within a 0.01 SRCC window for each model. The LSTM network seems to be performing slightly better at 0.76 SRCC, but does not have a significant advantage over the 0.74 SRCC achieved by the FF architecture. The most surprising result is that even with single vote MOSes ∈ {1, . . . , 5}, the models are able to make precise predictions. While we cannot conclude based on this experiment which particular vote budget allocation is the best, it is expected that the performance would drop when very few videos are annotated at the same vote budget.
In order to further explore the impact of the vote budget allocation on the generalization performance of our trained models, we evaluated them in cross-tests on KoNViD-1k, LIVE-Qualcomm and CVD2014. The average SRCC performances are reported in Table V . We additionally report cross-test performance using all votes and videos for training using the both MLSP-VQA-FF (FF Full) and MLSP-VQA-RN (LSTM Full) on FlickrVid-150k. The previous best (BR) crosstest performances between the three legacy datasets [17] are reported. Although the performances on the different allocations of our fixed vote budget do not generally vary much, the results reveal some interesting findings.
The cross-test performance on KoNViD-1k of ∼ 0.73 SRCC 
VI. CONCLUSIONS
We introduced a large-scale in-the-wild dataset FlickrVid-150k for video quality assessment (VQA), as well as a novel state-of-the-art no-reference-VQA method for videos in-thewild. Our learning approach (MLSP-VQA) outperforms the best existing VQA method trained end-to-end, and is substantially faster to train. The large size of the database and efficiency of the learning approach have enabled us to study the effect of different levels of label-noise and how the vote budget affects model performance. We were able to study what happens when keeping the vote budge fixed (total number of collected scores from users), while varying the number of annotated videos. Under a fixed budget, we found that the number of votes allocated to each video is not important for the final model performance when using our MLSP-VQA approach, and other feature-based approaches.
FlickrVid-150k takes a novel approach to VQA, going far beyond the usual in the VQA community. The database is two orders of magnitude larger than previous datasets, it is more authentic both in terms of variety of content types and distortions, but also due to the compression settings of the videos. We retrieved the original video files uploaded by users from Flickr.com, without the default re-encoding that is generally applied by any video sharing platform to reduce playback bandwidth costs. We encoded the raw video files ourselves at a high enough quality to ensure a good balance between quality and size constraints for crowdsourcing.
The main novelty of the proposed VQA method is framelevel feature extraction using existing DNNs pre-trained for classification, which allows addressing temporal distortions through architectural choices. By global average pooling the activation maps of all kernels in the Inception modules of an InceptionResNet-v2 network trained on ImageNet we extract a wide variety of features, ranging from detections of oriented edges to more abstract ones related to object category. These features are input to two proposed DNN architectures, of which one explicitly makes use of the temporal sequence of the frame features.
We have trained and validated the proposed method on the three most relevant VQA datasets, improving state-of-theart performance on one of them. While one or two existing works outperform our proposed method on the other two, this is likely due to the artificial nature of degradations in these datasets, that our feature extraction network is not trained on. We also show that our proposed method outperforms the state-of-the-art existing work on FlickrVid-150k-B, the set of 1600 accurately labeled videos that are part of our proposed dataset. Additionally, by training our proposed method on the entirety of the proposed noisily annotated dataset, we are able to improve the cross-test performance on two out of three legacy datasets. 
