Abstract. Unsupervised learning algorithms paying attention only to second-order statistics ignore the phase structure (higher-orderstatistics) of signals, which contains all the informative temporal and spatial coincidences which we think of as`features'. Here we discuss how an Independent Component Analysis (ICA) algorithm may be used to elucidate the higher-order structure of natural signals, yielding their independent basis functions. This is illustrated with the ICA transform of the sound of a ngernail tapping musically on a tooth. The resulting independent basis functions look like the sounds themselves, having the same temporal envelopes and the same musical pitches. Thus they re ect both the phase and frequency information inherent in the data.
The poverty of second-order statistics.
Natural signals have characteristic statistical dependencies across space and time. One view of sensory systems is that they must uncover these dependencies by processing them with lters whose form depends on the characteristic statistics of the ensemble of signals to which they are exposed (Barlow 1989 , Atick & Redlich 1990 . A considerable e ort has gone into nding unsupervised learning algorithms able to self-organise to produce such lters (Linsker 1988 , Miller 1988 , Oja 1989 , Sanger 1989 , Foldiak 1990 , Intrator 1992, Atick & Redlich 1993 and many others).
These e orts have been criticised by David Field 1987 . A major component of Field's argument is that the above methods are sensitive only to second-order statistics, since they all use correlation-based learning rules (ie: Hebbian and/or antiHebbian rules.) Most of the methods bear some relation to Principal Components Analysis (the Karhunen-Loeve Transform), a second-order statistical technique. The most informative features of natural signals, however, require higher-order statistics for their characterisation. An edge in an image, or the transient attack or decay of a sound waveform, are examples of`features' which involve relationships between not just two, but many tens or even hundreds of pixels or time-points.
The failure of correlation-based learning is most clearly shown by the lters they produce when trained on stationary ensembles of signals. The lters are typically global (see Figure 2a -c), sensitive to di erent spatio-or temporal frequencies, but with non-zero weights extending throughout the lter. They re ect only the amplitude spectrum of the signal and ignore the phase spectrum where most of the suspicious local coincidences in natural signals take place. An edge in an image, for example, is a coincidence in the phase spectrum, since if we were to Fourier analyse it, we would see many sine waves of di erent frequencies, all aligned in phase where the edge occurred. Correlation-based methods cannot learn edge-detectors, though they often may seem to be doing so by local-windowing of the learnt Fourier components, turning them into Gabor-like lters (see Daugman 1985 for an analysis of the pertinence of Gabor lters to vision.).
To illustrate formally that second order statistics only carry information about the amplitude spectrum, consider the autocorrelation function of a signal, which contains all its second order structure. The Fourier transform of this is the power spectrum, which is the square of the amplitude spectrum. Thus the two carry identical information.
To demonstrate intuitively that what we consider as the informative part of a natural signal is captured in the phase spectrum, Fourier transform the signal, remove the phase information, and transform it back to the space or time domain. It will then look or sound like noise, typically with a 1/f amplitude spectrum. All the visual features or sounds that our perceptual system thinks of as of as`signal' will be lost. On the other hand, if we remove the amplitude information, and preserve the phase, the signal will be distorted but remain recognisable.
This points to a curious paradox: correlation-based learning algorithms are sensitive to exactly the part of natural signals which we regard as least meaningful (amplitude), and ignore the part of the signal which we nd most meaningful (phase). To encode the phase of signals, we need an algorithm sensitive to higher-order staistics.
The problem with higher-order statistics is that there are an in nite number of them. Deciding which to measure a priori would be a di cult task. Looking for horizontal bars in an image, for example, we may decide to estimate the average product of all rows of eight pixels occurring in the image. Workers in the eld of blind signal processing (Jutten & Herault 1991 , Comon 1994 , Haykin 1994 have faced these problems, usually truncating their higher-order analyses at fourth-order cumulants. However, in Bell & Sejnowski 1995, we described an approach to blind signal processing which was implicitly sensitive to statistics of all orders, up to in nity, without having to estimate any one of them explicitly. We now carry this approach over to the domain of feature-learning.
2. Decorrelation, ICA and independent basis functions.
Before describing the algorithm, we introduce brie y various matrices involved in decorrelating inputs. Decorrelation is de ned as transforming a zero mean vector x = x 1 : : : x N ] T , with a matrix, W, so that the output, u = Wx, has a covariance matrix, huu T i, which is diagonal. Solutions to the equation W = (2hxx T i) ?1=2 are all decorrelating matrices.
One of these is given by Principal Component Analysis (PCA), which we will denote W P . The rows of W P are the eigenvectors of the covariance matrix, hxx T i, of the inputs. PCA generally produces global lters which are ordered according to the amplitude spectrum of the signal.
Another solution is the zero-phase one, W Z . (Usefully, this is the solution given by the MATLAB sqrtm function.) The rows of W Z are local symmetrical lters which are ordered according to the phase spectrum of the signal. These lters atten the amplitude spectrum, while preserving the phase spectrum of the signal. In other words, they are temporally (or spatially) ordered whitening lters, which`sphere' the data. W Z is related to the transforms described by Goodall 1960 and Atick & Redlich
1993.
A third solution is Independent Component Analysis (ICA), or W I . This matrix not only decorrelates u, but factorises its probability density function, so that f u (u) = Q i f ui (u i ). This stronger criterion demands zero mutual information between the outputs: I (u i ; u j ) = 0; 8i 6 = j. To achieve ICA we maximise the joint entropy, H g(Wx)], of the linear transform squashed by a sigmoidal function, g(), which is the cumulative density function (c.d.f.) of some`feature', or signal that we are trying to extract. Often we must guess the c.d.f.'s involved, or in fact there may be no independent solution, so ICA will not always succeed (unlike the above procedures), but it will usually produce something meaningful. 
In stochastic gradient ascent we remove the expected value operator in Eq. 1, and the derived rule is: 3. An experiment on tooth-tapping.
As a simple test of these principles, we chose a simple musical sound which is local in both frequency in time. The sound is that of a ngernail tapped on a tooth, while the mouth is held in such a position as to resonate at a particular frequency, generating a transient pitch lasting from 5 to 20 ms. Two such notes (at 700Hz and 2100Hz) are illustrated in Fig. 1c-d .
Musical tooth tapping consists of a broadband click (Fig. 1a-b) , followed immediately by a pure tone with a decaying envelope. This characteristic time structure as well as the intermingling of phase and frequency information in a simple waveform makes it a particularly useful test signal for a system attempting to discover higher order structure. If our ideas are correct, we should learn lters which re ect both the pitches present and the envelope of the notes. Because the notes are so short, their envelope can be captured in small lters covering only 1/80 sec.
Methods
Fifteen seconds of tooth-tapping of the melody`F ur Elise' by Beethoven were recorded with the microphone of a Sparc-20 workstation at 8 kHz sampling rate (Fig. 1a) . The mean was subtracted and then 10,000 samples of length 100 (1/80 sec.) were generated from random time-points of the data. The 100x100 covariance matrix of this data was calculated, and from this the PCA (W P ) and zero-phase (W Z ) decorrelating transforms were extracted. The data vectors were pre-whitened (x W Z x) to speed the subsequent training (see 16, 6] ), and an ICA network was trained on the result, using Eq. 3 with g(u i ) being the logistic function (for whichŷ i = 1?2y i ). The weight matrix, W, was initialised to the identity matrix and trained on 24 sweeps through the 10,000 data vectors. The learning rate (per data vector presentation) was dropped from 0.001 to 0.0005 after the rst 20 sweeps, in order to anneal the solution. During each sweep, weight changes were accumulated in batches of 50 presentations and then W was updated, in order to save time on the matrix inversion in Eq. 3. Execution of the 24 learning sweeps took 50 minutes on a Sparc-20. The full ICA transform was calculated from the result using W I = WW Z . The independent basis functions were then extracted from the columns of W B = W ?1 I . All these analyses were performed using MATLAB.
Results.
Space does not permit the display of all 100 of each lter and basis function, though some results are shown in Fig. 2 . The principal components did not re ect any of the phase information in the signal, as expected. Two of them are shown in Fig. 2a-b . They are mostly local in frequency, though the deviation we see from this in Fig. 2b shows that the training set is not quite stationary. Fig. 2c is an example of one of the W Z whitening lters, showing its symmetrical, time-localised appearance (in contrast with the frequency-localised PCA lters). The ICA lters and independent basis functions, three of each of which are shown in Fig. 2d-f and Fig. 2g -i respectively, were all localised in both time and frequency, except for eight low-frequency components. One of the latter is represented in Fig. 2d ,g and together all eight of them spanned the space of the low-frequency air-conditioning noise visible at the bottom of the spectrograms in Fig. 1a,b . The other lters and basis functions were all qualitively similar to Fig. 2e ,f (tooth-tap detectors) and Fig. 2h ,i (tooth-tap waveforms). Together they covered the frequencies present in the recording, as well as matching well the time course of the tooth-tap waveforms. The one discrepancy is that the sharp attack of the tooth-taps, seen in Fig. 1c,d , is not reproduced in the basis functions in Fig. 2h ,i. One possible reason is that the broadband click of the attack waveform is statistically independent from the frequency of the note that follows it, so that some of the more broadband short-lived basis functions (not shown here) are encoding these portions of the waveform.
Discussion
These results show how the unsupervised learning algorithm described in Bell & Sejnowski 1995a may be used to elucidate the higher-order structure of natural signals, building lters whose associated basis functions represent both the frequency and phase spectrum of the signals. We have also performed experiments on natural images, where the algorithm nds lters and basis functions which have the local, oriented and multiscale properties which the statistics of natural scenes dictate, as argued by Field 1987 Field ,1994 . (They are also, of course, what visual cortex provides us with.) Olshausen & Field 1996 have led the search for learning algorithms capable of providing such lters (though see also Intrator 1992) . Their scheme, and that of Harpur & Prager (both of which also appear in this issue) produce qualitatively similar results as ours, though their emphasis is on sparseness rather than statistical independence. Despite this di erence, there is every hope that a common perspective will soon be found, given the strong connections between sparse (or minimum entropy) coding on the one hand, and factorial coding on the other 2, 4, 11, 5, 10]. 
