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We present a new version ‘‘at s=1’’ of Rubin’s refined, higher order Stark
conjecture at s=0 for an abelian extension of number fields (K. Rubin, 1996, Ann.
Inst. Fourier 46, No. 1, 33–62). The key idea is to introduce a formalism of ‘‘twisted
zeta-functions’’ to replace the L-functions underlying Rubin’s conjecture. This
achieves certain simplifications, notably eliminating Gauss sums in a natural way
from our version at s=1. It also facilitates some further developments, including
an important motivation of the present paper: the formulation of an analogous
p-adic conjecture to be presented in a sequel. © 2002 Elsevier Science (USA)
1. INTRODUCTION
The Stark Conjectures have their origins in the series of papers [St] that
appeared between 1971 and 1980. They have since been developed,
generalised, and refined by many authors. Tate’s book [Tate] on the
conjectures collects together most of the developments that occurred up to
its publication. Since then there has been further progress on the theoretical
side by many authors including Gross, Sands, Hayes, Rubin, Burns,
Popescu, ..., as well as interesting numerical work by Hayes, Dummit,
Sands, Tangedal, and Roblot among others. In the most general terms,
these conjectures concern the special values of Artin L-functions of number
fields and their analogues, relating them to certain ‘‘regulators of S-units’’
and analogous objects.
As indicated by the title of [St], the special values concerned were ini-
tially those at s=1. However, the functional equation for complex Artin
L-functions allows reformulations of the conjectures at s=0, and these
have rapidly gained the ascendant. Indeed, despite its title, Part III of [St]
is almost exclusively concerned with the formulation at s=0, and Part IV
entirely so. Some of the reasons for this change are explained on
pp. 199–200 of the latter paper. They are largely to do with simplifications
that it achieves in the form of the conjectures (doing away with certain
Gauss sums, for example) and the perception that a more uniform
interpretation is available at s=0 for generalisations in which ‘‘the primes
in a set S are inverted.’’
In this sense, the present paper goes against the tide by proposing a new
and general reformulation at s=1 for a recent refinement of Stark’s
conjectures, due to Rubin [Ru]. The latter treats the special case of abelian
L-functions of number fields. The key idea is to replace such L-functions
(or, equivalently, partial z-functions) by what we shall call ‘‘twisted
z-functions.’’ The simplest example of such a function (‘‘over Q’’) is
obtained by replacing the multiplicative character modulo f in a Dirichlet
L-function by an additive one, to give
Z(s; t) :=C
n > 0
tn/n s (1)
for some fth root of unity t. Such functions and various generalisations
over number fields have, of course, already appeared in many contexts,
notably in the derivation of the functional equation itself. In [St, Part III],
Stark even rephrases one of his conjectures in terms of a certain generali-
sation of (1) over a totally real field, although he gives no details of the
derivation (see our Remark 5.5 however).
One novelty of the present paper is therefore that it contains a systematic
treatment of such functions. We employ a general formalism of additive
characters on fractional ideals and actions of ray-class groups. The basis of
this approach is described in Section 2: the twisted z-functions are defined
and then assembled into certain group-ring-valued functions which we
denote Fm, T. In Section 3 we state our main results on the behaviour of the
Fm, T (the proofs are given in in Section 6). Rubin’s versions of the Stark
Conjectures are recalled in Section 4 and in Section 5 they are reformulated
at s=1 in terms of the Fm, T, hence the twisted z-functions. Perhaps few
experts in the subject will be surprised that such a reformulation is possible
and no profound new number theory is involved. Nevertheless, it does get
around some of the above-mentioned difficulties with L-functions at s=1,
in that Gauss sums do not figure in the formulae and the problems that
Stark envisaged concerning the set S do not occur.
There is also another motivation for our reformulation which we
mention but shall not pursue further here. This has to do with the p-adic
analogues of the Stark Conjectures when the base field is totally real. The
lack of any known functional equation for p-adic L-functions means that
there are two, apparently independent such analogues, one at s=0 and the
other at s=1. The second of these is due to Serre and is formulated in
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[Tate, Chap. VI] in terms of general p-adic Artin L-functions associated to
Galois extensions of totally real number fields. Now, our reformulation at
s=1 of Rubin’s complex conjecture has a very natural p-adic analogue in
which the complex twisted z-functions are replaced by the p-adic twisted
z-functions which interpolate them at negative integers. (This conjecture is
presumably equivalent to the abelian case of Serre’s conjecture but appears
simpler.) In fact, the very construction of p-adic L-functions by Pi. Cassou-
Noguès in [CN] applies Shintani’s method to certain complex functions
which may be recognised as very special cases of twisted z-functions!
The resulting p-adic functions are then ‘‘converted’’ into the desired
L-functions. From this viewpoint, a direct approach to the p-adic Stark
conjectures at s=1 via p-adic twisted z-functions is also more economical
in that it short-circuits the conversion process. Consequently, it is rela-
tively easy to verify numerically in particular cases by using the theory of
p-adic measures. For further details, we refer to [So2] and to [R-S] which
includes many such verifications over real quadratic base fields.
Finally, it is of course our hope that twisted z-functions may have some
roˆle to play in possible future proofs of the Stark Conjectures, complex or
p-adic, in certain classes of cases. Over number fields at least, such proofs
are, so far, largely lacking. (For the function field case, see, e.g., [Po].) It is
encouraging to note, however, that the root of the proof of the complex
conjectures over Q is the fact that logarithms of cyclotomic units arise
naturally when the series (1) is evaluated at s=1 with the aid of Abel’s Lemma.
2. TWISTED ZETA-FUNCTIONS AND Fm, T(S)
2.1. Basic Notations
Let k be a number field of finite degree over Q, fixed throughout this
paper. We shall write S.=S.(k) for the set of infinite places of k, of which
r1 are assumed real and r2 complex. The notations O=Ok, D … O, dk,
E(k)=O ×, mk, I(k), Cl(k) and Rk=R(E(k)) ¥ R+ represent respectively
the ring of integers, the absolute different, the absolute discriminant, the
unit group, the group of roots of unity, the group of fractional ideals, the
class group and the usual regulator of E(k), that is, of any Z-base for
E(k)/E(k)tor. Note that dk is a rational integer with sgn(dk)=(−1) r2,
(where sgn : R × Q {±1} denotes the sign homomorphism) and |dk |=ND,
where N : I(k)QQ ×+ denotes the norm homomorphism. We fix a particu-
lar choice of complex square root of dk by defining d
1/2
k to be i
r2`|dk | .
Adopting the terminology of Class Field Theory, we call a cycle for k
any formal product of the shape m=< vnv, where v runs over the set of
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places of k, each nv lies in N :={0, 1, 2, 3, ...} and nv=0 for all but finitely
many places v. Furthermore, nv must always be 0 (resp. 0 or 1) if v is infi-
nite and complex (resp. infinite and real). A useful convention is to write f
and z generically for the ‘‘infinite and finite parts’’ of m, that is m=fz
where f and z are the cycles <v finite vnv and <v infinite vnv respectively. We
shall often identify a finite place v with the corresponding non-zero prime
ideal pv of O. Consequently, f will be identified with the integral ideal
<v finite pnvv . Similarly we shall often identify z with the subset of the real
places of k consisting of those for which nv=1. From these conventions
follow natural notations such as |z| ¥N, etc. The trivial cycle (nv=0 -v)
may be written as O or as ” and will often be dropped from the notation
altogether. Occasionally, the symbol + will be used for the infinite cycle
which is the product (or set) of all the real places of k.
For any real place v we write sgnv for the composite of the function
sgn( · ) with the embedding of k × into R × induced by v. For any cycle
m=fz and a ¥ k ×, we write a — 1 (mod × m) to mean that sgnv(a)=1 for
all v | z and ordp(a−1) \ ordp(f) for all p | f. The set of all such elements of
k × forms a subgroup which we denote k ×m . We also write Em(k) (or Em) for
the intersection E(k) 5 k ×m and Pm(k) and for the subgroup of I(k) con-
sisting of the principal ideals of form (a) for a ¥ k ×m . The ray-class group
modulo m is therefore the (finite) quotient Clm(k) :=If(k)/Pm(k), where
If(k) denotes the group of fractional ideals that are prime to f. We write
[a]m for the class in Clm(k) of a fractional ideal a ¥If(k).
Finally, for any abelian group A we write A* for the group of complex-
valued characters of A, that is, A* :=HomZ(A, mC) where mC denotes the
group of roots of unity in C ×.
2.2. The SetWm
Let W=W(k) denote the set of all pairs (t, I) where I is a fractional
ideal of k and t : IQ mC an element of I*. If we fix I, then I* may be con-
sidered as an O-module (where at is defined to be t p a) and we write
ann(t) for the O-annihilator of t. It is the unique largest ideal a of O such
that t | aI — 1 and it is non-zero since ann(t) 5 Z=fZ where the image of
t is precisely the group of all fth roots of unity in C ×. Conversely, for any
non-zero integral ideal f we define
Wf=Wf(k) :={(t, I) ¥W(k) : ann(t)=f}.
ThusW(k) decomposes as the disjoint union 1˙f Wf. Thanks to the complex
exponential function we can define a distinguished element t0f ¥ (f−1D−1)*
whose annihilator is precisely f by setting
t0f (a) :=exp(2pi Trk/Q(a)) -a ¥ f−1D−1.
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We write w0f for the pair (t
0
f , f
−1D−1) ¥Wf. For each infinite cycle z we
define an equivalence relation ’z onW by setting
(t, I) ’z (tŒ, IŒ)Z ,c ¥ k ×z such that I=cIŒ and t(caŒ)=tŒ(aŒ) -aŒ ¥ IŒ.
(2)
We write {t, I}z for the class of (t, I) ¥W in the quotient set W/’z . It is
easy to see that the relation (t, I) ’z (tŒ, IŒ) implies that ann(t)=ann(tŒ),
so there is a decomposition of quotient sets
W/’z =0˙
f
(Wf/’z).
If m is the cycle fz, we abbreviate the quotient set Wf/’z as Wm. This set
contains the class of w0f (namely {t
0
f , f
−1D−1}z) as a distinguished element,
which we denote w0m. There is an obvious map from Wm to Wm˜ for any
cycle m˜=fz˜ such that z˜ | z.
The group Clm(k) acts naturally Wm as we now explain. First, for any
non-zero, integral ideal a of k and any w=(t, I) ¥W, we define
a ·w :=(t | aI, aI) ¥W.
This clearly defines an action on W by the monoid of all non-zero integral
ideals, respecting the equivalence relation ’z for each infinite cycle z and
so descending to the quotient W/’z . The following facts are easy conse-
quences of the definitions
Lemma 2.1. Suppose we are given a cycle m=fz, an element w of W/’z
lying inWm and any non-zero integral ideal a. Then
(i) a ·w lies inWgz where g=fa−1 5 O=f(f, a)−1, and
(ii) a ·w=w if and only if a=(a) for some a ¥ O 5 k ×m=
(1+f) 5 k ×z .
Now given w ¥Wm as in the lemma and a fractional ideal a prime to f,
we can choose an element a ¥ O 5 k ×m such that the product aa is an
integral ideal and we define a ·w to be (aa) ·w. Since aa is prime to f, the
lemma shows that a ·w belongs toWm and also that it is independent of the
choice of a (if aŒ is another such, then (aŒa) ·w=(aaŒa) ·w=(aa) ·w). Thus
we have a well-defined group-action of If(k) on Wm. Using the lemma
once again, we see that all the point-stabilisers are precisely equal to Pm(k).
Therefore, by passage to the quotient, we obtain the required action of
Clm(k) onWm, explicitly: [a]m ·w :=a ·w for any a ¥If(k) and w ¥Wm.
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Proposition 2.1. This action of Clm(k) on Wm is free and transitive. In
particular, |Wm | is finite and equals |Clm(k)|.
Proof. The freeness is by construction and the transitivity will be
proven in Section 6.2 (see Remark 6.1). The second statement follows from
the first. L
2.3. Zeta-Functions
Here is an elementary result that will suffice to prove the convergence of
all the Dirichlet series considered in this paper.
Proposition/Definition 2.1. Let I be a fractional ideal of k. Let S be a
subset of I0{0}, F any bounded, complex-valued function defined on S and
H any subgroup of finite index in E(k). Suppose that S is stable for the
(multiplicative) action of H and that F is constant on the orbits of this
action. Define a Dirichlet series ZT(s; F, I, H) by
Z(s; F, I, H) := C
a ¥S/H
F(a)
|I: (a)| s
= C
a ¥S/H
F(a)
N(aI−1) s
=NI s C
a ¥S/H
F(a) |Nk/Q(a)|−s,
where the notation ‘‘; a ¥S/H’’ indicates a sum where a runs through a choice
R of orbit representatives for H in S. Then Z(s; F, I, H) converges abso-
lutely and uniformly on each half-plane {s ¥ C : R(s) \ s}, for each s > 1
and the sum is independent of the choice of R. Furthermore, if HŒ is any
subgroup of finite index in H then
Z(s; F, I, HŒ)=|H : HŒ| Z(s; F, I, H).
Proof. For the convergence properties it suffices (by comparison) to
consider the special case S=I0{0}, F — 1. But in this case, the series
clearly represents |E(k) : H| times the partial zeta-function associated to the
class of I−1 in Cl(k), for which these properties are well-known. The
remaining statements are easily proven. L
Let m=fz be any cycle for k and (t, I) any element of Wf as defined in
the previous subsection. Let also T be any finite set of prime ideals. For
any fractional ideal J we shall abuse notation slightly by writing (J, T)=1
to mean that J is prime to every q ¥ T. We set
S(I, z, T) :={a ¥ I : a ¥ k ×z and (aI−1, T)=1}.
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This set is clearly stable for the action of Ez while if g lies in Ef then, clearly,
t(ga)=t(a) for any a ¥ I. Therefore, the conditions of Proposition/Defi-
nition 2.1 are satisfied with S=S(I, z, T), F=t | S(I, z, T) and H any sub-
group of finite index in Em=Ef 5 Ez. It follows that for any such H there
is a well-defined, complex analytic function on the set {s ¥ C : R(s) > 1}
Z(s; t | S(I, z, T), I, H)= C
a ¥S(I, z, T)/H
t(a) N(aI−1)−s. (3)
Now, if (tŒ, IŒ) also lies in Wf and (t, I) ’z (tŒ, IŒ), then multiplication by
any c as in (2) clearly takes a set of representatives for S(IŒ, z, T)/H into
one forS(I, z, T)/H. From this and Eqs. (2) and (3) it follows easily that
(t, I) ’z (tŒ, IŒ)S Z(s; t | S(I, z, T), I, H)=Z(s; tŒ | S(IŒ, z, T), IŒ, H). (4)
The applications in this paper usually require that (f, T)=1 so, in view of
(4) we now make the
Definition 2.1. For any cycle m=fz, any finite set T of prime ideals
not dividing f, any w ¥Wm and any subgroup H of finite index in Em we
set
ZT(s; w, H) :=Z(s; t | S(I, z, T), I, H)
for any (t, I) ¥Wf such that {t, I}z=w. We further abbreviate
ZT(s; w, Em) to ZT(s; w) and call it the ‘‘twisted zeta-function’’ associated
to T and w. Thus, for any H as above, Proposition/Definition 2.1 gives
ZT(s; w)=
1
|Em : H|
ZT(s; w, H). (5)
For each cycle m=fz we now gather into a single function all the twisted
zeta-functions {ZT(s; w) : w ¥Wm}. Let k(m) denote the ray-class field over
k modulo m, as defined by Class Field Theory. In particular, k(m)/k is an
abelian extension unramified outside places dividing m, whose Galois
group we denote Gm. The Artin map defines an isomorphism cW sc from
Clm(k) onto Gm. If a is an ideal in If(k) we shall sometimes write s[a]m as
sa, m, or even as sa if the cycle m in question is clear. In particular, for any
prime ideal p h f, the element sp of Gm is the unique Frobenius element at
all primes above p in k(m)/k. Let CGm denote the complex group-ring
of Gm.
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Definition 2.2. For any m and T as in Definition 2.1 we let Fm, T
denote the analytic, group-ring-valued function
Fm, T : {s ¥ C: R(s) > 1} Q CGm
sW C
c ¥ Clm(k)
ZT(s; c ·w
0
m) s
−1
c .
Remark 2.1. When Stark Conjectures are discussed in Section 4 it will
become clear why Fm, T(s) has been defined to take values in CGm, rather
than CClm(k), which might at the moment appear the more obvious
option.
Note that we have nowhere assumed that the cycle m is a conductor.
Indeed, we may have k(m)=k(m˜) for some cycle m˜=f˜z˜ properly dividing
m=fz. Nevertheless, so long as the finite parts f and f˜ are different, Fm, T
and Fm˜, T will differ as maps to CGm=CGm˜ (see Theorem 3.2).
Example 2.1. The Case Clz(k)={1}. A particularly simple explicit
formula for Fm, T(s) is available in this case. (Full justification will be found
in Subsection 6.2.) First, there is a surjective map from (O/f) × onto Clm(k)
whose kernel is the image E¯z of Ez in (O/f) × (cf. the exact sequence (48)).
Explicitly, we represent an element of (O/f) × as the class a¯ of some a,
assumed to lie in O 5 k ×z , with (a, f)=1. Then the ideal class
[(a)]m ¥ Clm(k) depends only on the class [a¯] of a¯ modulo E¯z. Let us write
sa¯ for the further isomorphic image of this class in Gm under the Artin
map. For a given set T such that (f, T)=1, we choose a set R(m, T) of
representatives for the action of Em on the elements of O 5 k ×z which are
prime to T and we define
Z(s; a¯, m, T) := C
a ¥R(m, T)
exp(2pi Trk/Q(aa/d)) |Nk/Q(a)|−s, (6)
where d is any generator of the ideal fD lying in k ×z . It is easy to see that
this series converges for any s with R(s) > 1 and again depends only on the
class [a¯] ¥ (O/f) ×/E¯z. As a consequence of Lemma 6.1 we shall prove later
that
Fm, T(s)= C
[a¯] ¥ (O/f) ×/E¯z
Z(s; a¯, m, T) s−1a¯
=
1
|Ez : Em |
C
a¯ ¥ (O/f) ×
Z(s; a¯, m, T) s−1a¯ . (7)
ABELIAN STARK CONJECTURES 17
3. THE BEHAVIOUR OF Fm, T(S)
We state here our main results on the behaviour of the function Fm, T(s),
namely Theorems 3.1, 3.2, 3.3, and 3.4. Proofs will be deferred to Section 6.
We fix a cycle m=fz for k as well as a finite, possibly empty, set T of (non-
zero) prime ideals of O not dividing f. We first consider the dependence of
Fm, T on this set.
Theorem 3.1. (Variation of T). Suppose that T˜ is a subset of T. Then,
for any s ¥ C with R(s) > 1, we have
Fm, T(s)= D
q ¥ T0 T˜
(1−Nq−ssq, m) Fm, T˜(s). (8)
In view of this relation, statements about Fm, T often reduce to the case
T=” (in which we usually drop T from the notation) since it follows from
(8) that
Fm, T(s)=D
q ¥ T
(1−Nq−ssq, m) Fm,”(s)=D
q ¥ T
(1−Nq−ssq, m) Fm(s). (9)
Next, we give the behaviour of Fm, T under change of m. To this end, let
m˜=f˜z˜ be any cycle dividing m (so f˜ | f and z˜ | z). Then k(m) is an extension
of k(m˜) and we write p=pm, m˜ for both of the surjective homomorphisms
Clm(k)Q Clm˜(k) and Gm Q Gm˜, related to each other via the Artin iso-
morphisms. We also extend the second homomorphism C-linearly to get a
surjective homomorphism of group-rings p: CGm Q CGm˜.
Theorem 3.2 (Variation of m). With notations as above, for any s ¥ C,
R(s) > 1, we have
pm, m˜(Fm, T(s))=1NfNf˜21−s Dp prime
p | f, p h f˜
(1−Np s−1s−1p, m˜) Fm˜, T(s) in CGm˜. (10)
The next result relates Fm, T(s) to the L-functions associated to (mul-
tiplicative) characters of Gm. Such a character q ¥ Ggm defines by the Artin
isomorphism an element of Clm(k)*, that is, a ray-class character, and
hence also an element of If(k)* whose kernel contains Pm(k). Both of these
latter characters will also be denoted q. As a ray-class character, q may
well be ‘‘imprimitive’’ modulo m, that is, there may exist a cycle n strictly
dividing m such that
q=k p pm, n for some k ¥ Cln(k)* (11)
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For instance, pm, n might be an isomorphism. For fixed q, it is well known
that there exists a unique minimal cycle n which satisfies (11) for some k
and divides all other such cycles. We shall call this the conductor of q and
write it as m(q)=f(q) z(q). Also, q will be called primitive modulo m if m
already equals m(q). More generally, we shall write q˜ for the primitive form
of q, namely the unique character k satisfying (11) for n=m(q). Note that
this terminology is consistent with that of [Tatu] but not with that of
many authors for whom the ‘‘conductor’’ is merely the finite part f(q) of
m(q), so that q is considered primitive iff f=f(q). Of course, under the
latter convention a general character q may have several different primitive
forms for which the infinite part z of the defining cycle varies, subject
to z(q) | z. For some objects associated to characters however, this impreci-
sion in the infinite part makes little difference, e.g., for Gauss Sums (see
Section 6.4), and also for L-functions. Indeed, for any primitive ray-class
character k modulo m(k)=f(k) z(k) we define the L-function of k to be
L(s, k)= C
I ¥If(k)(k)
I … O
k(I)
NI s
= D
p prime
p h f(k)
11−k(p)
Np s
2−1= D
p prime
p h f(k)
11−k(sp, m(k))
Np s
2−1 .
(12)
The product converges for any s ¥ C such that R(s) > 1. Because k is
primitive, it coincides with the Artin L-function of k considered as a Galois
character (of Gm). For an arbitrary element of G
g
m we can now state
Theorem 3.3. (Relation with L-Functions). Let q: Gm Q mC be any
multiplicative character extended C-linearly to a homomorphism from CGm
to C. For every complex number s with R(s) > 1 we have
q(Fm, T(s)) =gm(q)(q˜) 1 NfNf(q)21−s Dq ¥ T 11−q(sq, m)Nq s 2
× D
p prime
p | f, p h f(q)
11− q˜−1(sp, m(q))
Np1−s
2 L(s, q˜), (13)
where gm(q)(q˜) is a certain non-zero Gauss sum to be defined in Subsection 6.4
and associated to the primitive form q˜ of q. (The latter is considered both as
an element of Clm(q)(k)* and of G
g
m(q).)
Equation (13) can be ‘‘inverted’’ to write Fm, T(s) in terms of L-functions
by means of the identity
Fm, T(s)= C
q ¥ G*m
q(Fm, T(s)) eq, (14)
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where eq denotes the idempotent (1/|Gm |);s ¥ Gm q(s) s−1 of CGm. Equa-
tions (13) and (14) allow us to translate known and conjectured facts back
and forth between L-functions and Fm, T, and this will be the key to refor-
mulating Stark Conjectures in the next section. For now, we note the
following simple consequences of the meromorphic continuation of L(s, q˜)
and the Analytic Class Number Formula.
Theorem 3.4. (Meromorphic Continuation). Let m=fz and T be as
above.
(i) If f ] O then Fm, T(s) extends to a holomorphic function on C with
values in CGm.
(ii) If f=O (so m=z) then Fz, T(s) extends to a meromorphic function
on C with values in CGz, having a unique, simple pole at s=1 with residue
ress=1 Fz, T(s)=
2 r1+r2(pi) r2
d1/2k <q ¥ T Nq
hT(k) R(UT(k))
|UT(k)tor |
eq0 , (15)
where q0 denotes the trivial character of Gm and hT(k) and UT(k) denote
respectively |Clt(k)| and Et(k) … E(k) (we write t for the cycle <q ¥ T q cor-
responding to T). Also, R(UT(k)) denotes the usual regulator of any Z-base
for UT(k)/UT(k)tor. In particular, xFz, T is holomorphic on C for any element
x of the augmentation ideal I(CGz) of CGz:
I(CGz) :=3 C
s ¥ Gz
css ¥ CGz : C
s ¥ Gz
cs=04 .
Remark 3.1. In view of Theorem 3.4, we shall henceforth consider Fm, T
as an analytic function on C if f ] O, and Fm, T and xFm, T (for any
x ¥ I(CGz)) as analytic functions on C0{1} and C respectively if f=O.
Moreover, the identities (8), (9), (10), and (13) will be considered as valid
over all of these domains, as follows immediately by analytic continuation
of these functions (and of the L-functions, in the case of (13)).
4. RUBIN’S CONJECTURES
In this section we recall the statements of two general conjectures ‘‘of
Stark Type’’ made by Karl Rubin in [Ru]. For fuller and further devel-
opments, the reader should consult the original paper, as well as [Po]. For
the remainder of this article, all number fields will be considered as
embedded in a fixed algebraic closure k¯ of k.
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4.1. Statements
In order to present these conjectures in their original form we choose a
finite, abelian extension K of k. As in previous sections we also need to
choose a finite set T of (non-zero) prime ideals of O. Instead of a cycle m,
we choose another finite set S of places of k which must satisfy
(a) S 5 T=”,
(b) S contains S., and
(c) S contains all those places ramifying in the extension K/k.
(16)
Condition 16(c) implies that for any place (prime ideal) p ¨ S, the Frobe-
nius element sp, K above p in the abelian group G :=Gal(K/k) is uniquely
defined. For any character q of G we define, with Rubin, the (S, T)-
L-function of q to be
LS, T(s, q) :=D
q ¥ T
11−q(sq, K)
Nq s−1
2 D
p prime
p ¨ S
11−q(sp, K)
Np s
2−1 . (17)
As usual, the product (17) defines an analytic function for R(s) > 1.
Furthermore, it extends to a meromorphic function of s ¥ C with a simple
pole at s=1 if T=” and q=q0 (the trivial character); otherwise the
extension is holomorphic on C. We can therefore define a meromorphic
function GK, S, T : CQ CG by setting
GS, T(s)=GK, S, T(s) := C
q ¥ G*
LS, T(s, q−1) eq, (18)
where eq=
1
|G|;s ¥ G q(s) s−1, as usual. We write simply LS(s, q) and GS(s)
if T is empty. Roughly speaking, Rubin’s conjectures equate the leading
term of GS, T at s=0 to the value of a certain group-ring-valued ‘‘regulator
of (S, T)-units,’’ which we now describe.
First, for any place w of K and any a ¥K ×, we define the normalised
absolute value |a|w of a at w to be
|a|w :=˛ |i(a)| if w corresponds to the real embedding i : KQ R|i(a)|2 if w corresponds to the pair of
complex embeddings i, i¯: KQ C
NP−ordP(a) if w corresponds to the prime ideal P of OK.
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Let SK (resp. TK) denote the set of places of K above those in S (resp. T).
The groups of ‘‘S-units’’ and ‘‘(S, T)-units’’ of K are, respectively, the
following subgroup of K ×
US=US(K) :={a ¥K × : |a|w=1 -w ¨ SK}
and its subgroup of finite index
US, T=US, T(K) :={a ¥ US(K) : a — 1 (mod × Q) -Q ¥ TK}.
The two sets SK and TK are G-stable, hence both US and US, T are finitely
generated ZG-modules whose common ‘‘character type’’ is related as
follows to the behaviour of LS, T(s, q) at s=0. For any character q ¥ G*
and any finite set S of places of k we denote by r(S, q) the cardinality of
the set {v ¥ S : q(G(v))=1} where G(v) is the decomposition subgroup of
G associated to the places of K above v (finite or infinite). We set
r(S, q)=˛r(S, q) if q ] q0 and
r(S, q)−1 if q=q0.
For any ZG-module A and commutative ring R we shall usually abbreviate
to RA the tensor product R éZ A, considered as RG-module. With these
notations, Dirichlet’s Unit Theorem, together with the functional equation
for L-functions, gives
dimC(eqCUS, T)=dimC(eqCUS)=r(S, q)=ords=0(LS(s, q))
=ords=0(LS, T(s, q)) (19)
(see [Tate, Sect. I.3]). Note both r(S, q) and r(S, q) depend only on the
Q-conjugacy class of q. In particular, r(S, q)=r(S, q−1).
For any natural number r, we consider the following three conditions on
the quadruple (K, S, T, r):
(a) S contains at least r places that split completely in K
(b) |S| \ r+1
(c) US, T is Z− torsion free.
(20)
Condition 20(c) is easily ensured by appropriate choice of T and allows us
to regard US, T as a ZG-lattice in QUS, T. Conditions 20(a) and 20(b) force
r(S, q) \ r for every q ¥ G*, so Eq. (19) shows that the rational exterior
power M rQG QUS, T contains a free, rank-1 QG-submodule. We shall employ
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an additive notation for M rQG QUS, T considered as QG module. Now the
determinant gives a well-defined pairing
R: M rRG HomZG(US, T, RG)×M rQG QUS, T Q RG.
Explicitly, R(f1 N · · · Nfr, u1 N · · · Nur) :=det(fi(uj)) ri, j=1, where each uj
lies in the QG-module QUS, T to which each fi ¥HomZG(US, T, RG) is
extended by Q-linearity. Regarding HomZG(US, T, ZG) as contained in
HomZG(US, T, RG), we define (with Rubin)
M r0 US, T :={e ¥ M rQG QUS, T :
R(f1 N · · · Nfr, e) ¥ ZG -f1, ..., fr ¥HomZG(US, T, ZG)}.
M r0 US, T is easily seen to be a ZG-lattice spanning M rQG QUS, T over Q and
containing the image of M rZG US, T as a sublattice of finite index. As Rubin
shows, this index may be non-trivial. However, all of its prime factors must
divide |G|.
Next, we choose r places v1, ..., vr ¥ S which split completely in K (see
Condition 20(a)) and also a place wi ¥ SK dividing vi for i=1, ..., r. For
each such i there is a logarithmic map li ¥HomZG(US, T, RG), defined by
li(e) :=C
s ¥ G
log |s(e)|wi s
−1. (21)
We write simply R for the consequent regulator map R(l1 N · · · Nlr, · ) from
M rQG QUS, T to RG. (It is clearly QG-linear and depends on the choice of
w1, ..., wr.) Finally, coming back to GS, T, since r(S, q) \ r -q, Eqs. (18) and
(19) imply that GS, T has at least an r-fold zero for at s=0. Let f be any
function analytic in a neighbourhood of a point a ¥ C, taking values either
in C or in CG. If f has a t-fold zero at s=a for some t ¥N, we shall
employ the notation
f (t)(a) :=lim
sQ a
(s−a)−t f(s)=
1
t!
d tf
ds t
:
s=a
.
Thus G (r)S, T(0) is well defined and a priori lies in CG. However, it is not hard
to see that it actually lies in RG.
Rubin’s principal conjecture ‘‘over Z’’ can now be phrased as follows
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Conjecture 4.1. (Rubin). Suppose that K, S, T, and r satisfy the Con-
ditions 16(a)–(c) and 20(a)–(c) and choose w1, ..., wr as above. Then there
exists a unique element eS, T of M r0 US, T such that
(i) eqeS, T=0 in M rCG CUS, T=CêQ M rQG QUS, T for every q ¥ G* s.t.
r(S, q) > r, and
(ii) G (r)K, S, T(0)=R(eS, T).
Rubin also formulates a weaker version of this conjecture, ‘‘over Q,’’ as
follows
Conjecture 4.2. (Rubin). Under the same hypotheses as for Conjec-
ture 4.1 there exists a unique element eS, T of M rQG QUS, T satisfying the same
conclusions (i) and (ii).
4.2. Remarks on Rubin’s Conjectures
The weaker Conjecture 4.2 is actually Conjecture AŒ of [Ru]. As Rubin
shows (Section 2.2) this is in turn equivalent to his Conjecture A and also
to Stark’s original conjecture ‘‘over Q’’ (in the formulation ‘‘Conjecture
I.5.1’’ of [Tate]) for every character in X(S, r) :={q ¥ G* : r(S, q)=r}.
The stronger Conjecture 4.1 is a restatement of Rubin’s Conjecture BŒ
(equivalent to his Conjecture B).
In both conjectures, the uniqueness of eS, T is actually automatic. A proof
of this fact is as follows (cf. also [Ru, Lemma 2.7]). Let e(r)=e(S, r)
denote the idempotent ;q ¥X(S, r) eq, then e(r) lies in QG and Condition (i)
is equivalent to the condition that eS, T ¥ e(r)M rQG QUS, T. If eS, T also satis-
fies Condition (ii), then the QG-linear map R must take the QG-module
e(r)M rQG QUS, T onto a submodule of RG containing QGG (r)S, T(0). But
Eq. (19) shows that both of these QG modules are free of rank 1 over the
ring e(r)QG which is a product of fields, so R must induce an e(r)QG
isomorphism between them. In particular, the injectivity of R implies the
uniqueness of eS, T subject to Conditions (i) and (ii).
A similar argument to the above shows that the omission of Condition
(i) in Conjecture 4.2 would produce an equivalent conjecture (without, of
course, the uniqueness of eS, T). Indeed, since e(r) G
(r)
S, T(0)=G
(r)
S, T(0), it
follows that e(r) eS, T will satisfy both (i) and (ii) so long as eS, T satisfies (ii).
The validity of Conjecture 4.2 is also insensitive to the choice of T in the
sense that if it holds for one finite set T disjoint from S then it holds for
any such set (which need not even satisfy 20(c)). This follows from the fact
that QUS, T equals QUS together with the formula
G (r)S, T(0)=1D
q ¥ T
(1−Nqs−1q, K)2 G (r)S (0) (22)
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(a consequence of the definitions) noting that the product on the R.H.S. is
always invertible in QG. Alternatively, one could use the equivalence,
mentioned above, between Conjecture 4.2 and Stark’s conjecture for every
q ¥X(S, r), which makes no mention of T.
The same equivalence implies that if Conjecture 4.2 holds for some
admissible choice of S and r (given K) then it holds for any other such
choice SŒ and rŒ, provided that X(SŒ, rŒ) …X(S, r) (see [Tate, Proposition
I.7.3]).
Again, in rough terms, Stark’s conjecture for q over k does not depend
on the choice of the field K through which q ‘‘factors’’ (see [Tate,
Sects. I.6, I.7]). Therefore one could also deduce logical implications
between instances of Conjecture 4.2 with K=K1 and K=K2 with K2 ‡
K1 ‡ k. We omit the details.
By contrast, the finer, ‘‘integral’’ nature of Conjecture 4.1 makes its
dependence on K, S, T, and r a much more delicate matter (see, for
example, [Ru, Proposition 3.6 and Sect. 5.1]). Nevertheless, Rubin verifies
this conjecture in the case [K : k]=2 as well as the case r=0.
If S contains more than r places splitting completely in K then G (r)S, T(0) is
zero (and Conjecture 4.1 is trivial) unless S consists of precisely r+1 split
places. But in the that case, G (r)S, T(0) can be expressed purely in terms of
zk(s) at s=0. This allows Rubin to prove Conjecture 4.1 in this situation
too (see [Ru, Proposition 3.1]) by constructing an appropriate element
eS, T ] 0 from a basis of the (S, T)-units of k itself. In all other cases exactly
r places split, so the choices of the vi’s and the wi’s are determined up to
permutation and/or replacement of each wi, by siwi, for some si ¥ G for
i=1, ..., r. The effect of these changes on R(eS, T) (for any eS, T) can be
nullified by simultaneously replacing eS, T by ±(s1 · · ·sr) eS, T. It follows
that the truth of Conjectures 4.1 and 4.2 is independent of the choice of the
vi and the wi.
5. REFORMULATING RUBIN’S CONJECTURES
5.1. Conjectures in Terms of F−K, m, T
Let m=fz be any cycle for k. Our aim, very roughly speaking, is to
relate the function Fm, T at s=1 to GK, S, T at s=0 for K … k(m) and
appropriate S and T. This will allow us to reformulate Rubin’s conjectures,
once we have taken into account the behaviour of the real places of k in
k(m).
So let v be any such place and Gm(v) the unique decomposition subgroup
of Gm=Gal(k(m)/k) at places above v. It equals the inertia subgroup and
is of order one or two, generated by yv, m, say.
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Remark 5.1. If the place v does not divide z then it is unramified in
k(m)/k, so yv, m is trivial. Suppose therefore that v | z. Then yv, m corre-
sponds by the Artin isomorphism to the unique generator of the kernel of
the surjection pm, m˜ : Clm(k)Q Clm˜(k), where m=m˜v. We denote the latter
element by cv, m ¥ Clm(k) so that yv, m=scv, m and we have an exact sequence
1Q Em˜/Em Q k
×
m˜ /k
×
m Q Ocv, mPQ 1,
where the second non-trivial map sends a class [a] ¥ k ×m˜ /k ×m to
[(a)]m ¥ ker pm, m˜. The middle term of this exact sequence is always of
order two, generated by the class of av, m, say, which we choose to satisfy
av, m ¥ 1+f and for each vŒ | z, sgnvŒ(av, m)=˛ −1 if vŒ=v
1 if vŒ ] v.
Thus if Em˜=Em then cv, m=[(av, m)]m and yv, m are of order two. (This must
be the case, for example, if m is a conductor.) Otherwise |Em˜ : Em |=2 and
cv, m and yv, m must be trivial.
We now reintroduce the hypotheses and notations in force at the start of
Section 4.1. In particular, K … k¯ is a finite abelian extension of k and S, T
are two finite sets of places satisfying Conditions (16)(a)–(c). We write
S0 :=S0S. for the set of finite places in S and m(K)=f(K) z(K) for the
conductor of K over k in the sense of Class Field Theory. We consider the
following conditions on the cycle m above:
(a) m(K) |m
(b) {p prime : p | f}=S0.
(23)
Condition (23)(a) is equivalent to the condition that K be contained in
k(m), so we can write pm, K for the restriction homomorphism from Gm to
G, extended linearly to a homomorphism from CGm to CG. Also, a place v,
finite or infinite, of k divides m(K) if and only if it ramifies in K/k so, in
particular, (23) is compatible with (16)(c). In fact, there exists a unique
minimal m satisfying Conditions (23)(a) and (b), namely the formal
product of m(K) with those prime ideals in S0 which are unramified in
K/k. If v is a (real) place dividing z(K), then the unique decomposition
(=inertia) subgroup G(v) of G above v is cyclic of order precisely two,
generated by the ‘‘complex conjugation’’ yv, K=pm, K(yv, m).
Definition 5.1. Suppose K and m satisfy Condition (23)(a). We define
the idempotent
e−K := D
v | z(K)
(12 (1−yv, K)) ¥ CG
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(so e−K=1 if z(K)=”) and set
F−K, m, T(s) :=e
−
Kpm, K(Fm, T(s)) ¥ CG for any s ¥ C0{1}.
It is clear by Theorem 3.4 that F−K, m, T in general represents a mero-
morphic function from C to CG, with at most a simple pole at s=1. The
next result gives more detail on the behaviour of F−K,m, T at s=1. First, for
any finite set S of places of k we introduce the notation r(S)=r(S, K)
for the number of places in S which split completely (we shall say
simply ‘‘split’’) in K. Thus, for example, r(S)=r(S.)+r(S0) and r(S.)=
r1+r2−|z(K)|.
Theorem 5.1. Suppose that K, S, T satisfy Conditions (16)(a)–(c) and
that the cycle m=fz satisfies Conditions (23)(a) and (b). Then
(i) The function sW (Nf) s−1 F−K, m, T(s) is independent of the choice of
such an m.
(ii) Suppose, in addition, that |S| \ r(S)+1 (i.e., there is at least one
place in S which does not split in K). Then the function F−K, m, T is regular at
s=1 with a zero of order at least r(S0). Moreover, GK, S, T has a zero of order
at least r(S) at s=0 and
(−1)r(S0) F−, (r(S0))K, m, T (1)=lim
sQ 1
(1−s)−r(S0) F−K, m, T(s)
=
2 r1+r2 − |z(K)|(pi) r2+|z(K)|
d1/2k <q ¥ T Nq
D
q ¥ T
(−sq, m) G
(r(S))
K, S, T(0). (24)
We shall prove this result after the following lemma which is a conse-
quence of the functional equation of (primitive) L-functions. It is essential
for the proof of part (ii) of Theorem 5.1.
Lemma 5.1. Let k be any primitive ray-class character modulo
m(k)=f(k) z(k). Then the L-function L(s, k) defined in (12) extends to a
meromorphic function on C that is regular in C0{1}. Moreover,
(i) if k is non-trivial then L(s, k) is also regular at s=1, L(s, k−1) has
a zero of order r1+r2−|z(k)| at s=0 and
gm(k)(k) L(1, k)=
2 r1+r2 − |z(k)|(pi) r2+|z(k)|
d1/2k
L (r1+r2 − |z(k)|)(0, k−1). (25)
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(ii) If k is trivial then L(s, k)=L(s, k−1)=zk(s) has a simple pole at
s=1 and a zero of order r1+r2−1 at s=0. Moreover,
ress=1 zk(s)=−
2 r1+r2(pi) r2
d1/2k
z (r1+r2 −1)k (0)=
2 r1+r2(pi) r2
d1/2k
|Cl(k)| Rk
|mk |
. (26)
Proof. The meromorphic continuations and the behaviour at s=1 and
s=0 are well known, as is the formula (26), the first equality following
from the functional equation (see, e.g., [Tate]). Equation (25) can also be
deduced from the functional equation for L-functions. For this purpose,
however, the form of the latter given in [Tate] is less useful than that of
[Tatu], where the Gauss sums are defined in a global manner more easily
reconciled with our own: Take ‘q’ to be k−1 in Eq. (5) of [Tatu], so that ‘q¯’
is k, ‘f’ is f(k)=f(k−1), and ‘f.’ is z(k)=z(k−1). Let s tend to zero and use
the definitions of ‘I(k−1)’ (see [Tatu, Eq. (20)]), A(k−1) and C(s, k−1).
After some rearrangement, this gives precisely Eq. (25) with our global
Gauss sum gm(k)(k) replaced by the one denoted ‘F(k−1)’ by Tatuzawa.
The fact that these are equal will become apparent once gm(k)(k) has been
defined (see Remark 6.3). L
Proof. Proof of Theorem 5.1 Part (i) is an easy consequence of
Theorem 3.2. For example, one can apply the latter with m˜ equal to the
minimal cycle satisfying Conditions (23)(a) and (b) which we have
described above. Details are left to the reader. In part (ii), the statement
about the order of GK, S, T at s=0 follows as in Section 4.1 from the
inequality r(S, q) \ r(S), the case of trivial q following from our condition
on |S|. For the behaviour of F−K, m, T at s=1 and (the second equality in)
Eq. (24), we first treat the case T=” in which we shall proceed character
by character. Let q be any element of G*. The inflation q p pm, K of q to Gm
can also be regarded as a ray-class character modulo m and we shall write
q˜ for the associated primitive ray-class character modulo its conductor
m(q˜), which divides m(K)
k(m)
k(m(K))
K k(m(q˜)):
k
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In particular, for each such q and every v ¥ S. we have
q(yv, K)=(q p pm, K)(yv, m)=q˜(yv, m(q˜))=˛ −1 if v | z(q˜)1 if v h z(q˜). (27)
(This follows from Remark 5.1, for example.)
Now, on the one hand, using Theorem 3.3 to evaluate (the C-linear
extension of) q on the middle member of Eq. (24), with T=”, gives
lim
sQ 1
5q(e−K) gm(q˜)(q˜)(1−s)−r(S0) D
p prime
p | f, p h f(q˜)
11− q˜−1(sp, m(q˜))
Np1−s
2 L(s, q˜)6 . (28)
On the other hand, by the definition (18) of GK, S, T, the value of q on the
right-hand member of Eq. (24) (with T=”) is
2 r1+r2 − |z(K)|(pi) r2+|z(K)|
d1/2k
L (r(S))S (0, q
−1)
=
2 r1+r2 − |z(K)|(pi) r2+|z(K)|
d1/2k
lim
sQ 0
5s−r(S) D
p prime
p | f, p h f(q˜)
11− q˜−1(sp, m(q˜))
Np s
2 L(s, q˜−1)6 .
(29)
(We have used Condition (23)(b), Eqs. (17) and (12) and the equalities
q(sp, K)=(q p pm, K)(sp, m)=q˜(sp, m(q˜)) for every prime p h f.) Therefore, in
order to establish Eq. (24), it suffices to show that the limit (28) is well-
defined and equals either of the two quantities in (29), and this for every
q ¥ G*. There are four cases to consider.
Case (i). q is non-trivial and there exists a real place v0 | z(K) s.t.
v0 h z(q˜). For such characters, q(e−K) vanishes by Eq. (27), hence so does the
limit (28). On the other hand since G(v0) is non-trivial, we must have
r(S, q)=r(S, q) > r(S), so the left-hand quantity in (29) also vanishes, by
Eq. (19).
Case (ii). q is non-trivial and z(q˜)=z(K). Condition (23)(b) implies that
there are precisely r(S0) prime ideals p | f which split in K. In particular,
they are unramified, so do not divide f(K), nor hence f(q˜). Moreover, for
each such p, q˜(sp, m(q˜)) lies in q˜(Gm(q˜)(p))=(q p pm, K)(Gm(p))=q(G(p))
={1}. Consequently, the product appearing in (28) has a zero of order at
least r(S0) at s=1, and since L(s, q˜) is regular there, by Lemma 5.1
part (i), it follows that the entire limit exists. Our present assumption on q
also implies that q(e−K)=1, by Eq. (27), so, making the change of variable
sW 1−s, we can rewrite (28) as
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gm(q˜)(q˜) lim
sQ 0
5s−r(S0) D
p prime
p | f, p h f(q˜)
11− q˜−1(sp, m(q˜))
Np s
26 L(1, q˜)
=
2 r1+r2 − |z(q˜)|(pi) r2+|z(q˜)|
d1/2k
× lim
sQ 0
5s−(r(S0)+r1+r2 − |z(q˜)|) D
p prime
p | f, p h f(q˜)
11− q˜−1(sp, m(q˜))
Np s
2 L(s, q˜−1)6 ,
where the equality follows from Lemma 5.1 part (i) once again, with k=q˜.
But the right-hand member above equals that of (29), since we are assum-
ing that z(q˜)=z(K).
In the two remaining cases q is the trivial character of G, so q˜ and m(q˜)
are also trivial. Both trivial characters are denoted q0. Equation (19) shows
that the first member of (29) will vanish whenever our assumed inequality
r(S) [ |S|−1=r(S, q0) is strict. Rearranging this inequality, we have
(with our assumption)
L (r(S))S (0, q
−1
0 )=0 Z (|S0 |−r(S0))+(|z(K)−1|) > 0. (30)
Case (iii). q=q0 and z(K) ]”. In this case q0(e−K)=0 so the limit (28)
vanishes. Suppose that the first member of (29) did not also vanish. Then,
by (30), we would necessarily have |S0 |=r(S0) and |z(K)|=1. In particu-
lar, all places in S0 would split, implying that m(K)=z(K)={v} for some
real place v. But this is impossible. Indeed, we have −1 ¥ E(k)0E{v}(k),
hence {v} can never be a conductor (see the end of Remark 5.1 with m=v,
m˜=”).
Case (iv). q=q0 and z(K)=”. In this case r(S)=r1+r2+r(S0) and
our assumption on |S| reads: |S0 | \ r(S0)+1. Since q0(e−K)=1, the desired
equality of (28) with the second member of (29) can be written as follows,
using Condition (23)(b)
− ress=1 zk(s) lim
sQ 1
5(1−s)−(r(S0)+1) D
p ¥ S0
11− 1
Np1−s
26
=
2 r1+r2(pi) r2
d1/2k
z (r1+r2 −1)k (0) lim
sQ 0
5s−(r(S0)+1) D
p ¥ S0
11− 1
Np s
26 (31)
and this follows from Lemma 5.1 part (ii).
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This concludes the proof of Eq. (24), and hence of Theorem 5.1 part (ii),
in the case T=”. To treat the general case, we apply e−Kpm, K( · ) to Eq. (9)
to obtain the identity
F−K, m, T(s)=D
q ¥ T
(1−Nq−ssq, K) F
−
K, m(s). (32)
Thus the required behaviour of F−K, m, T at s=1 follows from the special
case T=” (under our assumptions) and we have
lim
sQ 1
(1−s)−r(S0) F−K, m, T(s)
=D
q ¥ T
(−Nq−1sq, K) D
q ¥ T
(1−Nqs−1q, K) lim
sQ 1
(1−s)−r(S0) F−K, m(s)
so that Eq. (24) also follows from the case T=” on comparison with
Eq. (22) (with r=r(S)). L
Remark 5.2. The expression (28) represents the ‘‘q-part’’ of the second
limit in (24), with T=”. Cases (iii) and (iv) (Eq. (31)) of the above proof
show that it vanishes for q trivial unless z(K)=” and |S0 |=r(S0)+1, that
is, unless S contains a single non-split place, and that place is finite. Using
Eq. (32), it follows in particular that under the conditions of the Theorem,
the limit limsQ 1(1−s)−r(S0) F
−
K, m, T(s) always lies in the augmentation ideal
I(CG) if m(K) is not of the form p r for some prime ideal p and r \ 0.
We can now reformulate Rubin’s Conjectures 4.1 and 4.2 using the same
notations as before.
Conjecture 5.1. Suppose that K, S, T satisfy Conditions (16)(a)–(c) and
(20)(c). Let {v1, ..., vr(S)} be the set of all those places in S which split in K
and suppose in addition that |S| \ r(S)+1. Choose a place wi dividing vi
for 1 [ i [ r(S) and let li and R=R(l1 N · · · Nlr(S), · ) be the correspond-
ing logarithmic and regulator maps as defined in Subsection 4.1. Then
there exists a unique element gS, T of Mr(S)0 US, T such that
(i) eqgS, T=0 in Mr(S)CG CUS, T for every q ¥ G* s.t. r(S, q) > r(S), and
(ii) we have
F−, (r(S0))K, m, T (1)=
2 r1+r2 − |z(K)|(pi) r2+|z(K)|
d1/2k <q ¥ T Nq
R(gS, T)
for any cycle m=fz satisfying Conditions (23)(a) and (b).
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Conjecture 5.2. Under the same hypotheses as for Conjecture 5.1, there
exists a unique element gS, T of Mr(S)QG QUS, T satisfying the same conclusions
(i) and (ii).
Remark 5.3. The validity of Conjectures 5.1 and 5.2 is independent of
the choice of the wi’s and in view of Theorem 5.1, they are clearly equiva-
lent to Rubin’s Conjectures 4.1 and 4.2, respectively, with Condition (20)(a)
(namely r(S) \ r) replaced by the more stringent requirement r(S)=r. (But
we have already remarked that if r(S) > r then Rubin’s Conjectures are
known to hold.) More precisely, if r(S)=r and the same choices of wi’s
are made in both pairs of conjectures, then elements gS, T and eS, T which
satisfy them must be related by the equation
gS, T=1 (−1) |T|+r(S0) D
q ¥ T
sq, m 2 eS, T in Mr(S)QG QUS, T. (33)
5.2. An Alternative Expression for F−K, m, T
It is clear from the definitions that the coefficients of F−K, m, T(s) are sums
of terms of the form ±ZT(s; w) with w ¥Wm. Our aim here is partially to
collect up terms by introducing ‘‘sign characters’’ into the twisted zeta-
functions ZT(s; w). We need some more notations. Let m=fz be any cycle
for k. (We do not, for the moment, impose either of the Conditions (23)(a)
or (b) relative to a pair (K, S).)
Definition 5.2. Let m=fz be any cycle for k.
(i) Let sgnz be the homomorphism
sgnz: k × Q {±1}
aWD
v | z
sgnv(a).
We write k ×(z) for its kernel so that k
×
z … k ×(z), k ×m … k ×f 5 k ×(z) and
Em … Ef 5 k ×(z).
(ii) Let e−m denote the idempotent<v | z (12 (1−yv, m)) of QGm.
(iii) For any fractional ideal I of k and any finite set T of finite
places of k, letS(I, T) denote the set {a ¥ I 5 k × : (aI−1, T)=1}.
(iv) Suppose that I and T are as above with (f, T)=1. For any
w={t, I}z ¥Wm, and any s ¥ C, R(s) > 1 we define
Z−T (s; w) :=Z(s; sgnz( · ) t | S(I, T), I, Ef 5 k ×(z))
= C
a ¥S(I, T)/Ef 5 k ×(z)
sgnz(a) t(a) N(aI−1)−s.
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Note that, if z=”, then sgnz — 1, e−m=1 and Z−T (s; w)=ZT(s; w). Note
also that Z−T (s; w) is a priori well defined and analytic on {s : R(s) > 1}, by
Proposition/Definition 2.1. It is also independent of the representation
{t, I} of w that we choose: Suppose that w also equals {tŒ, IŒ}z ¥Wm, then
there exists c ¥ k ×z … k ×(z) as in Eq. (2) and the map aŒW a=caŒ takes a set
of representatives for S(IŒ, T)/Ef 5 k ×(z) bijectively onto one for
S(I, T)/Ef 5 k ×(z) in such a way that sgnz(aŒ) tŒ(aŒ)=sgnz(a) t(a) and
N(aŒI −−1)=N(aI−1).
Let Gm,. denote the subgroup of Gm generated by {yv, m : v | z}. Thus
Gm,. equals Gal(k(m)/k(f)) and corresponds by the Artin map to the
kernel of pm, f : Clm(k)Q Clf(k). It therefore fits into the exact sequence
1Q Ef/Em Q k
×
f /k
×
m |Q
b Gm,. Q 1. (34)
Explicitly, the map b sends the class [a]=a mod k ×m of any a ¥ k ×f to the
element s[(a)]m of Gm associated by the Artin map to the class in Clm(k) of
the principal ideal generated by a. In particular,
b([av, m])=yv, m for every real place v | z, (35)
where av, m is as defined in Remark 5.1. We also define Hm,. < Gm,. to be
the image under b of (k ×f 5 k ×(z))/k ×m . The latter group is clearly generated
by the set {[av, mavŒ, m] : v, vŒ | z}, consequently, by (35)
Hm,.=Oyv, myvŒ, m : v, vŒ | zP. (36)
The index |Gm,. : Hm,. | is at most two and, of course, Gm,.=Hm,.={1}
in the case z=”.
Lemma 5.2. With notations as above, the following six conditions are all
equivalent
(i) ,f ¥ Ggm s.t. z(f)=z
(ii) ,k ¥ Ggm,. s.t. k(yv, m)=−1 -v | z
(iii) ,k ¥ Ggm,. s.t. k p b([a])=sgnz(a) -a ¥ k ×f
(iv) e−m ] 0
(v) z=” or |Gm,. : Hm,. |=2
(vi) Ef … k ×(z).
Proof. If f ¥ Ggm satisfies f(yv, m)=1 for some v | z, then it factors
through Gm˜ where m=m˜v (see Remark 5.1) hence z(f) properly divides z.
This proves the implication (i)S (ii) and the converse is similar. Note that
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Condition (iii) is equivalent to the same statement with a replaced by
av, m -v |m, since these elements form a Z/2Z-base of k ×f /k ×m . Thus (iii) is
equivalent to (ii) by Eq. (35). For the equivalence (ii)Z (iv), we use
the definition of e−m, noting that an element x ¥ CGm,. vanishes iff
k(x)=0 -k ¥ Ggm,.. The equivalence (ii)Z (v) follows easily from the
definition of Gm,. and Eq. (36). (Note that the character k in (ii) is unique
if it exists and has kernel Hm,..) Finally, the equivalence (iii)Z (vi) follows
from the exact sequence (34). L
For future reference, we enunciate the
Hypothesis. The equivalent conditions of Lemma 5.2 are satisfied. (37)
Clearly, this hypothesis is satisfied whenever z is trivial and it implies (but
is not implied by) the condition that yv, m be non-trivial for all v | z. We can
now state the main result of this subsection.
Theorem 5.2. Let m=fz be any cycle and T any finite set of finite
places prime to f.
(i) For every w ¥Wm, the function Z−T (s; w) extends to a mero-
morphic function on C which is holomorphic if m is non-trivial and otherwise
has only a simple pole at s=1.
(ii) If Hypothesis (37) does not hold (so in particular m is non-trivial)
then
e−mFm, T(s)=0=Z
−
T (s; w) -s ¥ C, -w ¥Wm. (38)
(iii) If Hypothesis (37) holds then, for R(s) > 1 we can write
Z−T (s; w) :=Z(s; sgnz( · ) t | S(I, T), I, Ef)= C
a ¥S(I, T)/Ef
sgnz(a) t(a) N(aI−1)−s
(39)
and for all s ¥ C (s ] 1 if m is trivial) we have
e−mFm, T(s)=
1
|Gm,. |
C
c ¥ Clm(k)
Z−T (s; c ·w
0
m) s
−1
c . (40)
We defer the proof of Theorem 5.2. First, consider its implications for
the function F−K, m, T. Let us assume that K, S, T are as in Section 5.1 and
that m, K and S satisfy Conditions (23)(a) and (b). With no real loss of
generality, we shall also assume that z is minimal with respect to these
conditions, i.e., that
z=z(K). (41)
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Therefore, e−K=pm, K(e
−
m) so that
F−K, m, T=pm, K p e−mFm, T.
Combining the last equation with Theorem 5.2 gives the promised simpler
expression for F−K, m, T in terms of the Z
−
T (s; w). The Condition (41) also
implies that yv, m is non-trivial for all v | z. However, even if Hypothesis (37)
holds, it may happen that e−K=0. The latter is equivalent to the
non-existence of a character q ¥ G* such that z(q)(=z(q˜))=z(K), and also
to the equality of the images of Gm,. and Hm,. in G, namely G. :=
Oyv, K, : v | z(K)P and H. :=Oyv, KyvŒ, K : v, vŒ | z(K)P. Otherwise e−K ] 0 and
either z(K)=” or |G. : H. |=2.
Remark 5.4. (Compare Stark’s ‘‘Question’’ of [St, Part IV, p. 199]).
The idempotent e−K, hence also F
−
K, m, T, is invariant under multiplication by
elements of H.. This has interesting implications for Conjecture 5.2. Let
KŒ, k …KŒ …K be the fixed field of H. and set GŒ=Gal(KŒ/k) 5 G/H..
Clearly, m satisfies Conditions (23)(a) and (b) with respect to (KŒ, S) as
well as (K, S). Moreover F−KŒ, m, T=pK, KŒ p F−K, m, T where pK, KŒ : CGQ CGŒ
comes from the restriction homomorphism. We write nKŒ, K : CGŒQ CG for
the C-algebra homomorphism which sends gŒ ¥ GŒ to the average of its
inverse images under pK, KŒ, that is, nKŒ, K(gŒ)=|H. |−1;pK, KŒ(g)=gŒ g ¥ CG.
Thus nKŒ, K induces an isomorphism between CGŒ and the ring of
H.-invariant elements in CG such that pK, KŒ p nKŒ, K is the identity. Since
F−K, m, T is H.-invariant, it follows that
F−K, m, T=nKŒ, K p F−KŒ, m, T. (42)
Now suppose that the triple (K, S, T) satisfies the Conditions (16)(a) to (c)
and (20)(c). Then so does the triple (KŒ, S, T). Suppose in addition that
r(S, K) and r(S, KŒ) are equal (to r, say) and strictly less than |S|. This
implies in particular the equivalent conditions r(S., K)=r(S., KŒ)Z
z(K)=z(KŒ)Z yv, K ¨H. -v | z(K)Z e−K ] 0. With these assumptions, the
hypotheses of Conjecture 5.2 are satisfied for the two given triples, and
over each place vi, i=1, ..., r of S splitting in KŒ we can choose a place w −i
of KŒ and an extension wi of w −i to K which is still split over vi. We write
l −i : US, T(KŒ)Q RGŒ and li : US, T(K)Q RG for the logarithmic maps and
RŒ : MrQGŒ QUS, T(KŒ)Q RGŒ and R : MrQG QUS, T(K)Q RG for the regulator
maps corresponding to these choices of places. Regarding US, T(KŒ) as con-
tained in US, T(K) and MrQGŒ QUS, T(KŒ) as contained in MrQG QUS, T(K), it is
easy to see that li=|H. | nKŒ, K p l −i on US, T(KŒ) and hence that
R=|H. |r nKŒ, K p RŒ on MrQGŒ QUS, T(KŒ). (43)
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Comparing Eqs. (42) and (43), it is apparent that if gS, T(KŒ) is a (unique)
element of MrQGŒ QUS, T(KŒ) satisfying Conjecture 5.2 for (KŒ, S, T), then
gS, T(K) :=(1/|H. |r) gS, T(KŒ) automatically satisfies the same conjecture
for (K, S, T). (If q ¥ G* is the inflation of a character qŒ ¥ GŒ* then clearly
r(S, q)=r(S, qŒ). If not, then eqgS, T(KŒ) necessarily vanishes). In particu-
lar, if the stronger Conjecture 5.1 is to hold for K, S, T then gS, T(KŒ) must
lie in |H. |r Mr0 US, T(K), as must the solution eS, T(KŒ) of 4.2, by Eq. (33).
Remark 5.5. In [St, Part III], Stark considers a ‘‘first order’’ conjec-
ture in the special case where k is totally real and m=fz with z the product
of all but one real place of k. He assumes Hypothesis (37) and takes K to
be the fixed field of H. acting on k(m). Thus K=KŒ in the notation above
and the Artin isomorphism identifies Gal(K/k) 5 Gm/H. with a quotient
of Clm(k) that Stark denotes ‘‘G=I(f)/c0.’’ For any class c in the latter
group Stark defines on p. 67 a function ‘‘z(s, c).’’ By Eq. (39) and a little
work, this can be seen to equal precisely Z−”(s, cˇ ·w
0
m) in our notation,
where cˇ is any lift of c to Clm(k). (The choice of lift is immaterial by the
H.-invariance of e
−
mFm,”). Stark explains (without justification) how to
reformulate his ‘‘Conjecture 1’’ at s=0 in terms of the values of the
z(s, c)’s at s=1. This comes very close to our reformulated Conjecture 5.2,
in this special case, for appropriate S and T. The interested reader can
make the detailed comparison here, as well as that between Stark’s sharper
‘‘Conjecture 2’’ for k real quadratic and our reformulation (Conjecture 5.1)
of Rubin’s conjecture in this case. (Note that T=” does not satisfy Con-
dition (20)(c), but see Proposition 2.5 of [Ru].)
For the proof of Theorem 5.2 we need some more notations and a
lemma. Suppose that m=mz, w={t, I}z and T are as in part (iv) of
Definition 5.2 and let z˜ be any cycle dividing z. We define
S(I, z, z˜, T) :={a ¥ I 5 k × : (aI−1, T)=1, sgnv(a)
=−1 if v | z˜, sgnv(a)=+1 if v | z, v h z˜}. (44)
Also, given cv, m and a choice of av, m for each v | z as in in Remark 5.1, we
define
az˜=az˜, m :=D
v | z˜
av, m ¥ 1+f and cz˜=cz˜, m :=D
v | z˜
cv, m
so that cz˜=[(az˜)]m and scz˜=<v | z˜ yv, m=b([az˜]), where the map b is as in
(34).
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Lemma 5.3. With notations and hypotheses as above,
ZT(s; cz˜ ·w)=Z(s; t | S(I, z, z˜, T), I, Em). (45)
Proof of Lemma. By definition of the ‘‘ · ’’ action, cz˜ ·w={t | az˜I, az˜I}z
and so
(L.H.S. of (45))= C
a ¥S(az˜I, z, T)/Em
t(a) N(aa−1z˜ I
−1)−s.
But the map bW a :=az˜b clearly defines a bijection between the two
sets of representatives S(I, z, z˜, T)/Em and S(az˜I, z, T)/Em such that
t(a)=t(b). Therefore
C
a ¥S(az˜I, z, T)/Em
t(a) N(aaz˜−1I−1)−s= C
b ¥S(I, z, z˜, T)/Em
t(b) N(bI−1)−s
=(R.H.S. of (45)). L
Proof. Proof of Theorem 5.2 We first prove parts (ii) and (iii) under
the assumption R(s) > 1. Choose any such s and any c ¥ Clm(k) and
suppose that c ·w0m={t, I}z. Note that S(I, T) equals 1˙z˜ | z S(I, z, z˜, T),
that the function sgnz( · ) t equals (−1) |z˜| t on S(I, z, z˜, T)) and that
2 |z|e−m=<v | z (1− yv)==; z˜ | z (−1) |z˜| scz˜ . Putting this together, the defini-
tion of Fm, T and Lemma 5.3 give
(coefficient of s−1c in e
−
mFm, T(s))=2
−|z| C
z˜ | z
(−1) |z˜| ZT(s; cz˜ · (c ·w
0
m))
=2−|z| C
z˜ | z
Z(s; (−1) |z˜| t | S(I, z, z˜, T), I, Em)
=2−|z|Z(s; sgnz( · ) t | S(I, T), I, Em)
=2−|z| |Ef 5 k ×(z) : Em | Z−T (s; c ·w0m) (46)
by Proposition/Definition 2.1. Now, if Hypothesis (37) fails, then e−m=0,
giving the first equality of (38) from which the second follows by Eq. (46)
and Proposition 2.1 (it can also be proved directly). If Hypothesis (37)
holds, then Ef … k ×(z), so Eq. (39) is immediate and Eq. (40) is a consequence
of (46) and the equalities 2 |z|=|k ×f /k
×
z |=|Ef : Em ||Gm,. | (use the exact
sequence (34)). In the case where Hypothesis (37) holds and w is of form
c ·w0m, the statements concerning meromorphic continuation in Part (iii)
now follow by combining Eq. (40) (for R(s) > 1) with both parts of
Theorem 3.4. The general case follows from Proposition 2.1 and Eq. (38)
(for R(s) > 1). (Of course, having performed this continuation, Eq. (38)
and (40) hold tautologically for all s ¥ C or s ¥ C0{1}.) L
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6. PROOFS
Here are the proofs which are still pending from Section 3. We shall use
the same notations as apply in the corresponding statements.
6.1. Proof of Theorem 3.1
Proof. First suppose that T=T˜ 2 {q} for some prime ideal q h f, q ¨ T˜.
Take any class c ¥ Clm(k) and suppose that c ·w0m={t, I}z where
(t, I) ¥Wf. Clearly, S(I, z, T˜) is the disjoint union of S(I, z, T) with
S(qI, z, T˜), so the coefficient ZT(s; c ·w
0
m) of s
−1
c in Fm, T(s) can be written
as
1 C
a ¥S(I, z, T˜)/Em
− C
a ¥S(qI, z, T˜)/Em
2 t(a) N(aI−1)−s
= C
a ¥S(I, z, T˜)/Em
t(a) N(aI−1)−s−Nq−s C
a ¥S(qI, z, T˜)/Em
t | qI(a) N(a(qI)−1)−s.
The first sum on the R.H.S. equals ZT˜(s; c ·w
0
m) which is the coefficient of
s−1c in Fm, T˜(s). The second sum equals ZT˜(s; [q]m · c ·w
0
m) which is the
coefficient of s−1c in sqFm, T˜(s). Letting c vary gives (8) in this case, and the
general case follows by induction on |T0 T˜|. L
6.2. Parametrisations of Clm(k) andWf
For the proofs of Theorems 3.2 and 3.3 it is helpful to have a stronger
hold on ray-class groups and additive characters. Throughout this subsec-
tion the cycle m=fz is fixed. For any fractional ideal I and any non-zero
integral ideal a we introduce the notation T(a, I) for the points of the
O-module k/I which are of exact a-torsion, that is,
T(a, I) :={x ¥ k/I : annO(x)=a}
={a+I ¥ k/I : aaI−1 is integral and prime to a}. (47)
Clearly T(a, I) is contained in a−1I/I. The latter is a free module of rank
one over O/a andT(a, I) is precisely the set of its (O/a)-generators.
For any ray-class c ¥ Clm(k), we shall write ||c|| for the set of integral
ideals in If(k) which lie in c. Our ‘‘parametrisation’’ of Clm(k) can be
summarised as follows. (For proofs, see [So1, Sect. 2.2]. Note that in the
notations of ibid., ||c|| and T(a, I) would have been written as |c| and
T(a, aI−1), respectively.)
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Proposition/Definition 6.1 (Parametrisation of Clm(k)). Let J be any
fractional ideal and m=fz so thatT(f, fJ−1) is contained in J−1/fJ−1. Then
(i) There is a well-defined map
hm, J:T(f, fJ−1)Q Clm(k)
sending y ¥T(f, fJ−1) to [bJ]m for any b ¥ y 5 k ×z . (We also write [y; J]m
for the class hm, J(y).)
(ii) The image of hm, J is precisely the fibre over [J]z of the natural
surjection Clm(k)Q Clz(k).
(iii) The fibres of hm, J are precisely the orbits of the natural Ez-action
onT(f, fJ−1) and all the point-stabilizers of this action are equal to Em.
(iv) Let y ¥T(f, fJ−1), let H be any subgroup of finite index in Em
and let b run through any set of representatives for H acting on y 5 k ×z . Then
bJ runs precisely |Em : H| times through ||[y; J]m ||.
In particular, taking J=O in the above, parts (ii) and (iii) say that hm, O
defines a map from T(f, f)=(O/f) × to Clm(k) (which is obviously a
homomorphism) fitting into the exact sequence of natural homomorphisms
1Q Em Q Ez Q (O/f) × |Q
hm, O Clm(k)Q Clz(k)Q 1. (48)
We now give a ‘‘parametrisation’’ of Wm in a similar spirit. The map
tW e(t) :=exp(2pit) is a homomorphism from Q onto mC with kernel Z.
For any fractional ideal I, we therefore have a short exact sequence
0QHomZ(I, Z)QHomZ(I, Q)|Q
e* I*Q 0. (49)
But the map aW (bW Trk/Q(ab)) identifies k with HomQ(k, Q)=
HomZ(I, Q) taking the fractional ideal D−1I−1 onto HomZ(I, Z). Therefore
(49) yields
Proposition/Definition 6.2 For any fractional ideal I, let Iˆ denote the
fractional ideal D−1I−1 (so that Iˆˆ=I). For any a ¥ k the map
bW e(Trk/Q(ab)) defines an additive character on I which depends only on
the class a¯ of a in k/Iˆ and which we denote ta¯, I ¥ I* (or simply ta¯ if the ideal
I is clear). The map XI : xW tx, I is an O-isomorphism from k/Iˆ onto I*.
If a¯ lies in f−1Iˆ/Iˆ then clearly ta¯, I factors through I/fI. And if b¯ lies in
I/fI then, by definition,
ta¯, I(b)=e(Trk/Q(ab))=tb¯, f1I(a). (50)
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Now, the last statement of Proposition/Definition 6.2 implies that (for
x ¥ k/Iˆ)
(tx, I) ¥Wf Z annO(x)=fZ x ¥T(f, Iˆ).
Hence we obtain
Corollary 6.1 (Parametrisation of Wf and Wm). Every element of Wf
can be written (tx, I) for a unique fractional ideal I and unique x ¥T(f, Iˆ).
Thus every element of Wm has an expression as {tx, I}z for some such x and
I (no longer unique, of course).
The group structure of Clm(k) and its action on Wm are easily described
in terms of our parametrisations of these two objects. First, for any two
fractional ideals I1 and I2, there is a well-defined pairing
I1/fI1× f−1I2/I2 Q f−1I1I2/I1I2
sending the pair of classes (x1=a¯1, x2=a¯2) to the class a1a2 which we
denote simply x1x2. It is clearly non-degenerate and (O/f)-bilinear.
All three modules being (O/f)-free of rank one and O/f being finite,
the pairing is also perfect. Since the set T(f, fI1) consists of the
(O/f)-generators of I1/fI1, non-degeneracy implies that the map x2 W x1x2
is injective for any fixed x1 ¥T(f, fI1). We easily deduce:
Proposition 6.1. For any fixed x1 ¥T(f, fI1) the map x2 W x1x2 is an
(O/f)-isomorphism from f−1I2/I2 to f−1I1I2/I1I2 and takes T(f, I2) onto
T(f, I1I2). Similarly, for any fixed x2 ¥T(f, I2), the map x1 W x1x2 is an
(O/f)-isomorphism from I1/fI1 to f−1I1I2/I1I2 and takes T(f, fI1) onto
T(f, I1I2).
Taking I1 to be O and I2 to be any fractional ideal I we get
Corollary 6.2. The product xy runs exactly once throughT(f, I) when
either x is a fixed element of (O/f) × and y runs once through T(f, I) or x
runs once through (O/f) × and y is a fixed element ofT(f, I).
Proposition 6.2. For any fractional ideals I, J, and K
(i) Let x ¥T(f, fI−1), y ¥T(f, fJ−1) so that xy ¥T(f, f(IJ)−1). Then
[x; I]m [y; J]m=[xy; IJ]m.
(ii) Let z ¥T(f, Kˆ) so that {tz, K}z ¥Wm and yz ¥T(f, J−1Kˆ)=
T(f, JK5 ). Then
[y; J]m · {tz, K}z={tyz, JK}z in Wm.
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Proof. Part (i) follows directly from the definitions, as does the fact
that [y; J]m · {tz, K}z={tz | bJK, bJK}z, for any b ¥ y 5 k ×z . But then
(tz | bJK, bJK) ’z (tyz, JK), which proves part (ii). L
Remark 6.1. Take K=f−1D−1=fˆ in (ii) above, and z=1¯ ¥T(f, Kˆ)=
(O/f) ×. Then clearly tz, K equals t
0
f and y=yz ¥T(f, fJ−1), so
[y; J]m ·w
0
m={ty, Jf
−1D−1}z={ty, fJ−15}z for any y ¥T(f, fJ−1).
(51)
Our parametrisation implies that the R.H.S. can be made to represent any
element of Wm by varying J and y. This therefore proves the transitivity
statement of Section 2.2.
Now let Jz …I(k) be any set of representatives for Clz(k) and for each
J ¥Jz let A(f, fJ−1) be a set of orbit representatives for the action of Ez
on T(f, fJ−1). Then Proposition/Definition 6.1 implies that every element
of Clm(k) has a unique expression as [y; J]m for some J ¥Jz and
y ¥A(f, fJ−1). Therefore, if H is any subgroup of finite index in Em, then
Definition 2.2 and Eqs. (5) and (51) give
Fm, T(s)=
1
|Em : H|
C
J ¥Jz
C
y ¥A(f, fJ −1)
ZT(s; {ty, f−1D−1J}z, H) s
−1
[y; J]m (52)
for R(s) > 1. Now, by Proposition/Definition 6.1, the orbits of Ez on
T(f, fJ−1) all have cardinality |Ez : Em |, so averaging |Ez : Em | equations of
type (52) gives the following explicit and useful expression for Fm, T:
Lemma 6.1. For any set Jz of fractional ideals representing Clz(k) and
any subgroup H of finite index in Em, we have, for all s, R(s) > 1,
Fm, T(s)=
1
|Ez : H|
C
J ¥Jz
C
y ¥T(f, fJ −1)
ZT(s; {ty, f−1D−1J}z, H) s
−1
[y; J]m . (53)
In the case Clz(k)={1} the formula (7) follows from the lemma, taking
Jz={O} and H=Em. Indeed, d−1 lies in T(f, D−1)=T(f, Oˆ), and for
each y=a¯ ¥T(f, f)=(O/f) ×, we have (ty, f−1D−1) ’z (tad −1, O) and
ZT(s; {tad −1, O}z, Em)=Z(s; a¯, m, T).
6.3. Proof of Theorem 3.2
Suppose that m1, m2, and m3 are three cycles satisfying m3 |m2 |m1. It
follows from the formulae pm1, m3=pm2, m3 p pm1, m2 and pm2, m3 (sp, m2 )=sp, m3
(for any prime p hm2) that if Theorem 3.2 holds for (m, m˜)=(m1, m2) and
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for (m, m˜)=(m2, m3), then it also holds for (m, m˜)=(m1, m3). It there-
fore suffices to treat the case m=m˜v for some place v of k. We abbreviate
pm, m˜ to p (both as a map on class groups and Galois groups).
Case 1. v is an infinite (real) place. In this case f=f˜, z=z˜v (and v h z˜).
Suppose that c˜ ¥ Clm˜(k) is given and choose c ¥ Clm(k) such that p(c)=c˜.
We shall show that
C
b ¥ ker(p)
ZT(s; b · (c ·w
0
m))=ZT(s; c˜ ·w
0
m˜). (54)
Then multiplying by sc˜=p(s
−1
c )=p(s
−1
bc ) for all b ¥ ker(p) and summing
over c˜ will give Theorem 3.2, namely that p(Fm, T)=Fm˜, T in this case. To
prove (54), we choose (t, I) such that c ·w0m={t, I}z. But c and c˜=p(c)
can both be represented by the same integral ideal prime to f, so we also
have c˜ ·w0m˜={t, I}z˜. The unique generator of ker(p) … Clm(k) is denoted
cv, m as in Remark 5.1, and Lemma 5.3 gives
ZT(s; cv, m · {t, I}z)=Z(s; t | S(I, z, {v}, T), I, Em),
where S(I, z, {v}, T) is as defined in (44). Now S(I, z˜, T) is clearly the
disjoint union ofS(I, z, T) withS(I, z, {v}, T) and it follows that
ZT(s; c˜ ·w
0
m˜)=ZT(s; {t, I}z˜)=
1
|Em˜ : Em |
Z(s; t | S(I, z˜, T), I, Em)
=
1
|Em˜ : Em |
(ZT(s; {t, I}z)+ZT(s; cv,m · {t, I}z))
=
1
|Em˜ : Em |
(ZT(s; c ·w
0
m)+ZT(s; cv,m · (c ·w
0
m))).
(55)
Equation (54) now follows by consideration of the two cases Em˜=Em, cv, m
of order 2 and |Em˜ : Em |=2, cv, m=1 (see Remark 5.1).
Case 2. v is a prime ideal p. We shall use the elementary
Lemma 6.2. Let A be any abelian group with a subgroup B of finite
index l ¥N. Then for any character m ¥B* there exist precisely l characters
l ¥A* such that l | B=m and for each a ¥A we have
C
l ¥A*
l | B=m
l(a)=˛ lm(a) if a ¥B
0 if a ¨B.
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In Case 2, f=f˜p and z=z˜ so Theorem 3.2 can be written
Np1−sFm˜, T(s)−p(Fm, T(s))=˛0 if p | f˜
s−1p, m˜Fm˜, T(s) if p h f˜.
(56)
We start by rewriting the L.H.S. of (56): Let us fix a set Jz of fractional
ideals representing Clz(k) and a subgroup H of finite index in Em. For any
J ¥Jz, the second description of T(a, I) in Eq. (47) shows that the reduc-
tion map k=kJ : k/fJ−1Q k/f˜J−1 sends T(f, fJ−1) into T(f˜, f˜J−1) and
clearly p(s[y, J]m ) equals s[k(y), J]m˜ for any y ¥T(f, fJ
−1). Therefore, by
Lemma 6.1 we can write
Np1−sFm˜, T(s)−p(Fm, T(s))=
1
|Ez : H|
C
J ¥Jz
C
y˜ ¥T(f˜, f˜J −1)
DJ, y˜s
−1
[y˜; J]m˜ , (57)
where we define
DJ, y˜ :=Np1−sZT(s; {ty˜, f˜−1D−1J}z, H)− C
y ¥T(f, fJ −1)
k(y)=y˜
ZT(s; {ty, f−1D−1J}z, H).
(58)
Consider the sum in (58) with the restriction ‘‘y ¥T(f, fJ−1)’’ removed, so
that y runs through all preimages of y˜ in k/fJ−1 under k. It follows from
Proposition/Definition 6.2 that ty runs through all elements of (f−1D−1J)*
whose restriction to f˜−1D−1J equals ty˜. Therefore, for fixed y˜ ¥T(f˜, f˜J−1),
Lemma 6.2, together with the definition of ZT and the fact that (p, T)=1,
gives
C
y ¥ k/fJ −1
k(y)=y˜
ZT(s; {ty, f−1D−1J}z, H)
= C
a ¥S(f −1D −1J, z, T)/H
1 C
t ¥ (f −1D −1J)*
t | f˜−1D−1J=ty˜
t(a) N(afDJ−1)−s2
=Np1−s C
a ¥S(f˜ −1D −1J, z, T)/H
ty˜(a) N(af˜DJ−1)−s
=Np1−sZT(s; {ty˜, f˜−1D−1J}z, H)
and combining with Eq. (58), we obtain
DJ, y˜= C
y ¥ k −1({y˜})
y ¨T(pf˜, pf˜J −1)
ZT(s, {ty, (pf˜)−1 D−1J}z, H). (59)
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Now suppose that y=a+pf˜J−1 ¥ k/pf˜J−1 lies in k−1({y˜}). Since y˜ lies in
T(f˜, f˜J−1), the ideal aJ is integral and prime to f˜. If p | f˜, then it is also
prime to pf˜ so that y lies in T(pf˜, pf˜J−1). Therefore, Eq. (59) reduces to
DJ, y˜=0, proving (56) in this case. If on the other hand p h f˜, then
y ¨T(pf˜, pf˜J−1)Z aJ is not prime to pf˜Z aJ … pZ y ¥ pJ−1/pf˜J−1.
But p h f˜ also implies that the restricted map k | pJ −1/pf˜J −1 : pJ−1/pf˜J−1Q
J−1/f˜J−1 is an O-isomorphism. In particular, the unique inverse image, yˆ say,
of y˜ under this map runs exactly once through T(f˜, pf˜J−1) as y˜ runs through
T(f˜, f˜J−1). Therefore, in this case, Eq. (59) becomes
DJ, y˜=ZT(s, {tyˆ, f˜−1D−1(p−1J)}z, H) (60)
and if we choose aˆ ¥ k ×z such that yˆ=aˆ+pf˜J−1 then also y˜=aˆ+f˜J−1, so
that [y˜; J]m˜=[aˆJ]m˜=[p]m˜ [aˆp−1J]m˜=[p]m˜ [yˆ; p−1J]m˜. Therefore
s−1[y˜; J]m˜=s
−1
p, m˜s
−1
[yˆ; p −1J]m˜ . (61)
Substituting (60) and (61) into (57) we obtain
Np1−sFm, T(s)−p(Fm, T(s))
=s−1p, m˜ 1 1|Ez : H| CJ ¥Jz Cy˜ ¥T(f˜, f˜J −1) ZT(s, {tyˆ, f˜−1D−1(p−1J)}z, H) s−1[yˆ; p −1J]m˜ 2 .
But as J runs through Jz, so p−1J runs through another set of representa-
tives for Clz(k) in I(k). Therefore, using the italicised statement above and
applying Lemma 6.1 once more, the last equation becomes Eq. (56) in the
case p h f˜. This completes the proof of Theorem 3.2. L
6.4. Gauss Sums
Complex Gauss sums occur naturally when we mix additive and mul-
tiplicative characters in the context of L- and zeta-functions of a number
field. The prototypical sum appears in the following situation. Let m=fz
be any cycle for k and q : Clm(k)Q C × any ray-class character. As usual,
we also write q for the associated character of If(k). We make the
Definition 6.1. The Gauss sum attached to q is
gm(q) := C
x ¥T(f, D −1)
tx, O(1) q−1([x; fD]m)
=C
a
e(Trk/Q(a)) q−1(afD) ¥ C,
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where a runs through any set of representatives ofT(f, D−1) … f−1D−1/D−1
lying in f−1D−1 5 k ×z .
Remark 6.2. One can of course insist further that the a lie in k ×+ … k ×z .
This effectively replaces q by its inflation to Clf+(k) without changing the
value of the sum. It is in this sense that the sum gm(q), depends only on the
finite part of the cycle m.
Remark 6.3. It is easy to see that if q is primitive modulo m then gm(q)
is equal to Tatuzawa’s Gauss sum ‘F(q−1),’ as asserted in the proof of
Lemma 5.1: First note that the latter sum is defined—for primitive charac-
ters only—as follows. (See [Tatu, p. 14].) Tatuzawa chooses elements
l, m ¥ k ×z such that the two ideals g :=lf−1D−1 and h :=mg−1 are both
integral and prime to f. Then (adapting to our notation and situation) he
sets
F(q−1) :=C
b
q−1(bml−1fD) exp(2pi Trk/Q(bml−1)), (62)
where b runs through a set of representatives of O/f lying in O 5 k ×z . First
note that Tatuzawa intends q−1(a) to be zero for any ideal a not prime to f.
Thus we can restrict the sum to those b representing elements of (O/f) ×.
Next, the conditions on l, m, and h=ml−1fD imply in our notations that
ml−1 represents an element of T(f, D−1) and lies in f−1D−1 5 k ×z . Hence, by
Corollary 6.2, bml−1 runs through a complete set of representatives of
T(f, D−1) lying in f−1D−1 5 k ×z , so the R.H.S. of (62) equals gm(q) by defi-
nition.
It follows from [Tatu, Eq. (19)] that |gm(q)|=|F(q−1)|=|Nf| whenever
q is primitive modulo m. In particular, gm(q) is non-zero for such charac-
ters.
Similar sums of a slightly more general type can be evaluated simply
in terms of gm(q), as is shown by the following generalisation of [Wa,
Lemma 4.7].
Lemma 6.3. For m and q as above, I any fractional ideal and d any
element of I, we form the sum
S= C
z ¥T(f, Iˆ)
tz, I(d) q−1([z; fIˆ−1]m)=C
c
e(Trk/Q(cd)) q−1(cfIˆ−1),
where c runs through any set of representatives of T(f, Iˆ) … f−1Iˆ/Iˆ lying in
f−1Iˆ 5 k ×z . Then S=gm(q) is the special case I=O, d=1 and, more
generally, if d¯ denotes d+fI ¥ I/fI, then
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(i) if d¯ ¥T(f, fI) then S=q([d¯; I−1]m) gm(q),
(ii) if d¯ ¨T(f, fI) and q is primitive modulo m (i.e., f=f(q)) then
S=0.
Proof. The statement for I=O, d=1, is obvious. It is clear that S
depends only on d¯, not d itself, so we can assume that d ¥ k ×z . If also
d¯ ¥T(f, fI), then by Proposition 6.1 (the first statement, with I1=I,
I2=Iˆ), as c varies, so cd runs through a set of representatives of T(f, D−1)
in f−1D−1 5 k×z . Moreover, e(Trk/Q(cd)) q−1(cfIˆ−1) equals q(dI−1) e(Trk/Q(cd))
q−1(cdfD) and part (i) follows on summing over c. The conditions of
part (ii) imply that g :=annO(d¯) properly divides f and therefore (by pri-
mitivity) that there exists a class c ¥ Clm(k) with pm, gz(c)=1 but q(c) ] 1.
Putting together the exact sequence (48) with the equivalent sequence for gz
in place of m, we see easily that c can be expressed as the class of bO for
some b ¥ O 5 k ×z prime to f whose image in (O/g) × is that of some unit
g ¥ Ez. Therefore, replacing b by bg−1 if necessary, we can assume that
b ¥ O 5 k ×gz , so that bd — d (mod fI) hence cbd — cd (modD−1) and
S=C
c
e(Trk/Q(cbd)) q−1(cfIˆ−1)=q(c) C
c
e(Trk/Q(cbd)) q−1(cbfIˆ−1).
But by Corollary 6.2, as c varies, so cb runs through another set of repre-
sentatives of T(f, Iˆ) in f−1Iˆ 5 k ×z . Thus S=q(c) S and we must have
S=0. L
6.5. Proof of Theorem 3.3
Equation (9) allows us to assume that T=”. Then, writing q as
q˜ p pm, m(q) and applying Theorem 3.2 reduces further to the case where q is
primitive (modulo m), i.e., q=q˜ and m=m(q), f=f(q). Therefore, we
simply need to prove that in this case
q(Fm(s))=gm(q) L(s, q).
To do so, we apply q to (53), with T=”, H=Em, to obtain first
q(Fm(s))=
1
|Ez : Em |
C
J ¥Jz
C
y ¥T(f, fJ −1)
Z”(s; {ty, f−1D−1J}z, Em) q−1([y; J]m)
with Jz as in Lemma 6.1. Now recall that, for each J and y,
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Z”(s; {ty, f−1D−1J}z, Em)=Z(s; ty | S(f −1D −1J, z,”), f−1D−1J, Em)
= C
a ¥ (f −1D −1J 5 k ×z )/Em
ty(a) N(afDJ−1)−s
= C
x ¥ f −1D −1J/D −1J
ty(x) C
a ¥ (x 5 k ×z )/Em
N(afDJ−1)−s,
where the notation ty(x) is justified by the fact that ty factors through the
quotient f−1D−1J/D−1J. (Moreover, each element of the latter, when con-
sidered as a class x=a+D−1J, is stabilised by Em.) Therefore,
q(Fm(s))=
1
|Ez : Em|
C
J ¥Jz
C
x ¥ f−1D−1J/D−1J
1 C
y ¥T(f, fJ−1)
ty(x) q−1([y; J]m)
× C
a ¥ (x 5 k ×z )/Em
N(afDJ−1)−s2
=
gm(q)
|Ez : Em|
C
J ¥Jz
C
x ¥T(f,D−1J)
q([x; fDJ−1]m) C
a ¥ (x 5 k ×z )/Em
N(afDJ−1)−s,
(63)
where we have applied Lemma 6.3 with I=f−1D−1J and d¯=x. Now, as J
runs through Jz and x through T(f, D−1J) for each J, so fDJ−1 also runs
through another set of representatives for Clz(k), and therefore parts (i),
(ii), and (iii) of Proposition/Definition 6.1 (with fDJ−1 for J) imply that
the class [x; fDJ−1]m runs exactly |Ez : Em | times through Clm(k). On the
other hand, part (iv) of Proposition/Definition 6.1 shows that for each x
and J the third sum in (63) can be written as ; I NI−s where I runs once
through the integral ideals in the class [x; fDJ−1]m. Thus (63) can be
rewritten
q(Fm(s))=gm(q) C
c ¥ Clm(k)
q(c) C
I ¥ ||c||
NI−s=gm(q) L(s, q)
as required. (See Remark 6.3 for the non-vanishing of gm(q)(q˜).)
6.6. Proof of Theorem 3.4
Lemma 5.1 and Eq. (13) imply that q(Fm, T(s)) is holomorphic when
either q (hence q˜) is non-trivial or q (hence q˜) is trivial and f ] O, for then
the second product in (13) is non-empty, so vanishes at s=1. The first part
of the theorem now follows from the identity (14). The second part follows
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in a similar way: Only the term q0(Fz, T(s)) eq0 in Eq. (14) contributes to the
residue formula for Fz, T, and by Lemma 5.1 and Eq. (13) it gives
ress=1 Fz, T(s)=gm(q0)(q˜0)
2 r1(2pi) r2 |Cl(k)| Rk
d1/2k |mk |
D
q ¥ T
1Nq−1
Nq
2 eq0 .
The trivial Gauss sum is clearly 1, so Eq. (15) will follow from the equality
Cl(k) Rk <q ¥ T (Nq−1)
|mk |
=
Clt(k) R(Et)
|Et 5 mk |
.
But this in turn follows easily from the exact sequence
1Q (E/Et)Q D
q ¥ T
(O/q) × Q Clt(k)Q Cl(k)Q 1
(see (48)) and the standard fact that
|E : Et |=1 R(Et)|Et 5 mk |2 1 Rk|mk |2
−1
.
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