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Abstract 
 
Wave characteristics are considered as one of the most important data for weather forecasting 
and offshore platform engineering and design which provide essential design criteria. These 
data are generally measured by using a variety of methods such as resistance type gauge, 
capacitance type gauge, wave rider buoy, wave radars and acoustic measurements in 
laboratory or ocean.  
In laboratory environment, the intrusive instruments such as resistance type gauge, 
capacitance wire gauge and pressure type gauge are mainly used to measure the surface waves. 
Since those are based on direct contact with measuring medium, not only it can affect the 
measurement results through the formation of meniscus but also only provide the limited 
spatial information of wave surface. So, optical instruments have been studied as an alternative 
to provide better spatial information or in order to not affect the measuring wave surface. 
However, most of optical technologies also measure surface wave information at limited point 
and require expensive active sources such as lasers for measurement.  
Advances in CCD and CMOS sensor technology have made affordable cameras available on 
the market with sufficient image quality and pixel resolution. So, in this study, stereo image 
processing technologies were investigated to show that better 2D (two dimensional) and 3D 
(three dimensional) spatial wave information can be measured through the use of generally 
affordable digital cameras on market.  The measurement results through image processing 
were compared with those of resistant type gauge. 
 
 
1. Introduction 
 
Two and three dimensional waves have various characteristics such as wave lengths, heights, 
crests, troughs and directions which are used as one of the crucial criterion for nearshore and 
offshore structural engineering and design. Especially, the offshore floating or fixed structures 
must withstand the most extreme environmental conditions likely to be expected during the 
design life (HSE, 2000). So, hydrodynamic tests are often performed at the wave basin when 
designing new FPSOs to evaluate seakeeping (mooring & riser) and identify possible problems 
during operation and installation. However, significant uncertainties still exist concerning the 
measurement of three dimensional wave (HSE, 2000).  
 
Generally, in laboratory environment, the intrusive instruments such as resistance type gauge, 
capacitance wire gauge and pressure type gauge are mainly used to measure the surface waves 
which are based on direct contact with measuring medium. The most typical instrument is 
resistance type gauge which measures wave heights at a point based on proportional 
relationship between contact area and conductivity. However, since meniscus is formed in air-
water interface around rod, a considerable error can be caused in measurement of small wave 
(Liu, H.T. et al, 1982). Also, since the measurement range is limited to one point per instrument, 
it is necessary to use several instruments for spatial wave measurement. 
 
Compared to resistance type gauge, although capacitance wire gauge is relatively less intrusive 
due to its thin wires and can reduce these errors (Liu, H.T. et al, 1982), it also have the limited 
measuring range and errors. And, although these intrusive type instruments are relatively cheap 
and robust, regular calibration is required to guarantee the accuracy of measurement. 
 
Payne et al. (2009) presented a non-intrusive optical wave gauges based on the principle optical 
triangulation in order to reduce the measurement errors due to intrusive instruments. The 
configuration of system consists of a laser and a digital camera.  Spots of scattered light at 
water surface by laser are continuously recorded in a digital camera. Wave heights are 
calculated from relative position of spots in image through poly-nominal best fit function. 
Sylvain, B. et al. (2014) pointed out that optical wave gauges can be sensitive to parasitic 
effects such as dust particle, change of water turbidity and change of surface scattering 
properties. Also, its measurement is restricted to instantaneous wave heights at single point. 
 
Sanker, E. and Shemer, L. (2012) suggested laser slope gauge for measuring 2D wave slopes 
based on Snell’s law of refraction. A vertical beam from laser source below the water surface 
passes through air-water interface. According to instantaneous wave surface slope, it is 
refracted at an angle and hits a diffusive screen (photo detector). The incident light spot is 
converted into continuous 2D position data but it cannot directly record wave height (Sanker, 
E., Shemer, L., 2012). Blenkinsopp, C.E. et al (2012) measured two-dimensional propagating 
waves within a laboratory by a fixed Lidar system with 10mm spatial resolution. It measures 
time-interval between transmitted laser pulse and reflected/scattered back pulses and computes 
distances from wave surface. But, wave measurement is restricted to 2 dimensional information 
and there is a restriction that there should be no obstacles on the top of the tank. 
 
Dorfman B. and Shemer L. (2008) measured both spatial and temporal variation of wave fields 
in the towing tank based on the Sobel edge detection and a fast edge detection algorithm, which 
was also limited to 2 dimensional information through single camera.  The coordinates of 
surface wave were computed from reference grid. Wang, C.C. et al (2012) proposed waveform 
surface through a plane-based calibrated CCD camera without camera intrinsic and extrinsic 
parameters. That is, through point to point position comparison between wave image and grid 
image, the related images were extracted. Also, Du, H. et al (2017) used an array of exact grids 
made of clear sheets and measured 2 dimensional wave between 1 and 10% with canny edge 
detection algorithm. But, in both methods, the camera intrinsic and extrinsic parameters were 
not used and two dimensional spatial waves were only measured. Instead of camera parameters, 
the reference grid coordinates were used to extract the information of wave heights.   
 
Stereo-photogrammetry has been studied for a long time in order to measure ocean waves The 
principle of triangulation is used, in which three-dimensional surface information can be 
extracted from corresponding image points from at least two different viewing points (Wanek, 
J.M.;Wu, C.H., 2006). Unlike intrusive instruments or other optical measurement instruments, 
water surface elevations can be measured directly over a wide range in both field and laboratory 
conditions (Emmanuel, O. et al, 2010). Cote et al (1960) showed the availability of stereo 
photography for sea surface topology measurements on long ocean waves. Ichiye, T. and 
Sugimori, Y. (1974) used the holographic method to determine the directional spectrum of the 
surface waves which is equivalent to the directional spectrum produced by the stereo method. 
Holthuijsen, L.H. (1983) applied stereo photography in order to obtain the contourline plot of 
directional spectra for ocean waves through two air craft and emphasized the importance of 
image quality and synchronization of two cameras in order to obtain spatial information of 
ocean waves. Shemdin, O.H. (1988) computed wave number spectra of short waves through 
stereo photography. Benetazzo, A. (2006) spatially and temporally measured water surface 
elevation on the coast of California and the Venice lagoon through stereo method.  
 
In addition, stereo imaging techniques have been studied for applications in in laboratories. 
The principle of the technology applied to the ocean is the same, but there are other difficulties 
in image acquisition such as low contrast. In order to solve low contrast problem, Perelman, O. 
et al (2011) applied floating particles to free water surface in order to solve low contrast 
problems and extracted the wave elevation information which is comparable with that of 
ultrasonic measurement. Also, Piepmeier, J.A. and Waters (2004) tried to reduce problem of 
reflection and transparency of water as the free water surface texturing through a fine mist 
which resulted in max. 9% height difference compared to measurement from resistant type 
probe. It is worthwhile to be noted that the texturing technique have some limitations that it 
can result in pollution of water and inhomogeneous distribution due to agglomeration of 
particles on free water surface(Emec, K.D. et al, 2014). 
 
Despite above limitations, the stereo imaging technique is a sufficiently attractive technology 
because of advantage that it can measure temporal and spatial wave information without direct 
intervention to measuring media. Furthermore, advances in CCD and CMOS technologies have 
made affordable cameras available on the market with sufficient image quality and pixel 
resolution. That is, in order to demonstrate its usefulness in a laboratory environment, cost 
aspects must also be considered.   
 
Based on these features and advantages, it is the purpose of this paper to measure spatial 2D 
and 3D waves at a wide range through one or two cost effective commercial digital cameras 
and reveal the robustness of its performance. 
 
2. METHODOLOGY 
 
In order to extract wave data from images obtained through CCD camera, first, a feature 
detection technique for measuring 2D spatial wave information is described. Then, the camera 
calibration and reconstruction for 3D wave data are explained. Finally, the summary of the 
selected methodology is suggested with reason. All the described methodologies were 
implemented in MATLAB. 
 
2.1. Feature Detection 
  
The purpose of feature detection is to extract the characteristics of the images such as edges, 
corners (intersect points), blobs (regions of interest points) and ridges. An edge in an image is 
detected as a result of the change in image intensity. According to Katiyar, S.K. and Arun, P.V. 
(2014) the algorithm of canny detector shows the best performance for the edge detection. 
Therefore, it was used in this research as when analysing wave height and length information, 
erroneously extracted edges including noise may cause significant errors. Canny edge detector 
is a linear, continuous filter which maximizes three performance criteria of edge detection 
(Robert, C., 2007); i.e. good detection, good localization and low False detection. Since 
variance of noise in the average is smaller than variance of the pixel noise, wave images are 
smoothed through Gaussian filter to reduce the noises.  
 
2.2. Camera Calibration 
 
The camera calibration is a work to obtain camera intrinsic and extrinsic parameters. In 
binocular stereo system, the extrinsic parameters are used to align coordinate of the right 
camera (world coordinate) with that of the left camera (camera coordinate). To match the two 
coordinates, the rotation and translation are applied to the right camera coordinate. After 
transformation by extrinsic parameter, the corresponding images from two different viewing 
points are subject to have the same coordinate. The intrinsic parameter is expressed as Eq. 1 
and employed to convert from camera coordinate which is transformed by extrinsic parameter 
to pixel coordinate on the image plane. Focal length (f), scaling factor (distance per a pixel on 
the image plane) (s) and image centre (ox, oy) information is used to calculate the pixel 
coordinates based on congruent triangle principle. 
 𝐼𝑛𝑡𝑟𝑖𝑛𝑠𝑖𝑐 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 = [
𝑓𝑥/𝑠 0 𝑈𝑜 0
0 𝑓𝑦/𝑠 𝑉𝑜 0
0 0 1 0
] Eq. 1  
Several camera calibration methods exist such as Tsai, R. (1987), Heikkila, J. and Silven, O. 
(1997) and Zhang, Z. (2000) which are based on the ideal pinhole camera model that all rays 
pass through a pinhole and are projected on the image plane. By comparing errors of camera 
calibration methods, Zollner, H. and Sablatnig, R. (2004) showed that the planar DLT has the 
lowest errors per point in single views and Zhang’s method has the lowest errors in multiple 
view. As the ultimate purpose of this research is to measure both 2D and 3D wave information 
through image processing, Z. Zhang's method was selected.  
 
Let a 2D point be m = [𝑥 𝑦]𝑇and a 3D point be M= [𝑋 𝑌 𝑍]𝑇 . When Z of world 
coordinate is specified as zero, the geometric relationship between pixel coordinate and world 
coordinate is expressed as (Eq. 2). 
 sm̂ = 𝑠 [
𝑥
𝑦
1
] = 𝐴[𝑅 𝑡]M̂ = 𝐴 [𝑟1 𝑟2 𝑟3 𝑡] [
𝑋
𝑌
0
1
] = 𝐴 [𝑟1 𝑟2 𝑡] [
𝑋
𝑌
1
] Eq. 2  
 
Where H = 𝐴 [𝑟1 𝑟2 𝑡] = [ℎ1 ℎ2 ℎ3], A= [
𝑓𝑥 𝑠𝑐𝑒𝑤_𝑐𝑓𝑥 𝑐𝑥
0 𝑓𝑦 𝑐𝑦
0 0 1
] = [
𝑓𝑥 𝛾 𝑐𝑥
0 𝑓𝑦 𝑐𝑦
0 0 1
] 
 
Since rotation matrix column vector  r1  and r2  are orthonormal and r1
𝑇 ∙ r2  is equal to 
 zero and r1
𝑇 ∙ r1 = 1 is equal to  r2
𝑇 ∙ r2 = 1.  The below constraints for intrinsic parameters 
are derived from orthonormal condition. 
 
① r1
𝑇 ∙ r2 = (A
−1h1)
𝑇A−1h2 = h1
𝑇A−𝑇A−1h2 = 0 
 
② r1
𝑇 ∙ r1 = (A
−1h1)
𝑇A−1h1 = r2
𝑇 ∙ r2 = (A
−1h2)
𝑇A−1h2 
 
h1
𝑇A−𝑇A−1h1 = h2
𝑇A−1A−1h2 
 
Where r1 = A
−1h1 , r2 = A
−1h2 
 
 Let B = A−𝑇A−1, and therefore Eq. 3 is established.  
B = A−𝑇A−1 =
1
𝑓𝑥
2𝑓𝑦
2 [
𝑓𝑦 0 0
−𝛾 𝑓𝑥 0
𝛾𝑐𝑦 − 𝑓𝑦𝑐𝑥 −𝑓𝑥𝑣𝑜 𝑓𝑥𝑓𝑦
] [
𝛽 −𝛾 𝛾𝑐𝑦 − 𝑓𝑦𝑐𝑥
0 𝑓𝑥 −𝑓𝑥𝑐𝑦
0 0 𝑓𝑥𝑓𝑦
] 
 
=
1
𝑓𝑥
2𝑓𝑦
2
[
 
 
 𝑓𝑦
2 −𝛾𝑓𝑦 𝛾𝑓𝑦𝑐𝑦 − 𝑓𝑦
2𝑐𝑥
−𝛾𝑓𝑦 𝛾
2 + 𝑓𝑥
2
−𝛾2𝑐𝑦 + 𝛾𝑓𝑦𝑓𝑥−𝑓𝑥
2𝑓𝑦
𝛾𝑓𝑦𝑐𝑦−𝑓𝑦
2𝑐𝑥 −𝛾
2𝑐𝑦 + 𝛾𝑓𝑦𝑐𝑥−𝑓𝑥
2𝑐𝑦 (𝛾𝑐𝑦 − 𝑓𝑦𝑐𝑥)
2 + (𝑓𝑥𝑐𝑦)
2
+ (𝑓𝑥𝑓𝑦)
2
]
 
 
 
 
 
        =
[
 
 
 
 
 
1
𝑓𝑥
2 −
𝛾
𝑓𝑥𝑓𝑦
2
𝛾𝑐𝑦−𝑓𝑦𝑐𝑥
𝑓𝑥
2𝑓𝑦
−
𝛾
𝑓𝑥
2𝑓𝑦
𝛾2
𝑓𝑥
2𝑓𝑦
2 +
1
𝑓𝑦
2
−𝛾2𝑐𝑦+𝛾𝑓𝑦𝑐𝑥
𝑓𝑥
2𝑓𝑦
2 −
𝑐𝑦
𝑓𝑦
2
𝛾𝑐𝑦−𝑓𝑦𝑐𝑥
𝑓𝑥
2𝑓𝑦
−𝛾2𝑐𝑦+𝛾𝑓𝑦𝑐𝑥
𝑓𝑥
2𝑓𝑦
2 −
𝑐𝑦
𝑓𝑦
2
(𝛾𝑐𝑦−𝑓𝑦𝑐𝑥)
2
𝑓𝑥
2𝑓𝑦
2 +
𝑐𝑦
2
𝑓𝑦
2 + 1]
 
 
 
 
 
=[
𝐵11 𝐵12 𝐵13
𝐵21 𝐵22 𝐵23
𝐵31 𝐵32 𝐵33
] 
 
Eq. 3  
Since 𝐵12 = 𝐵21, 𝐵13 = 𝐵31  and 𝐵23 = 𝐵32 , a matrix B is symmetric. A vector b with 6 
unknown parameters can be defined as Eq. 4.  
 𝑏 =  [𝐵11 𝐵12 𝐵13 𝐵22 𝐵23 𝐵33] Eq. 4  
Let ℎ𝑖=[ℎ𝑖1 ℎ𝑖2 ℎ𝑖3 ]
𝑇. By orthonormal relationship, following Eq. 5 is derived. 
h𝑖
𝑇A−𝑇A−1h𝑗 = h𝑖
𝑇𝐵h𝑗 = [h𝑖1 h𝑖2 h𝑖3] [
𝐵11 𝐵12 𝐵13
𝐵12 𝐵22 𝐵23
𝐵13 𝐵23 𝐵33
] [
h𝑗1
h𝑗2
h𝑗3
] 
=
[
 
 
 
 
 
 
h𝑖1h𝑗1
h𝑖2h𝑗1 + h𝑖1h𝑗2
h𝑖3h𝑗1 + h𝑖1h𝑗3
h𝑖2h𝑗2
h𝑖3h𝑗2 + h𝑖2h𝑗3
h𝑖3h𝑗3 ]
 
 
 
 
 
 
[𝐵11 𝐵12 𝐵13 𝐵22 𝐵23 𝐵33] = v𝑖𝑗𝑇𝑏 
Eq. 5  
By 2 orthonormal constraints, the equation can be expanded into [
𝑉12
𝑇
(𝑉11 − 𝑉22)
𝑇] 𝑏 = 𝑉𝑏 = 0, 
where V is a 2n x 6 matrix.. If n is bigger than 3, 6 equation is made and b can be solved. 
Once A and b matrices are calculated computed, intrinsic and extrinsic parameters are 
calculated through Zhang’s extraction formulas (Zhang, Z., 2000).  
 
2.3. 3D Reconstruction from Images 
 
Binocular stereo is a mean of measuring depth (z) by identifying corresponding points in two 
images taken from different viewing points as shown in Figure 1.  
 
       
Figure 1. The depth of surface measured by binocular stereo (Wu, J. 2003)  
    
 
𝑥 =  
−𝑓 ∗ 𝑥1
𝑍
=
−𝑓 ∗ 𝑥2
𝑍
, 𝑧 =  
𝑓 ∗ 𝐵
𝑑
  
𝑦 =
−𝑓 ∗ 𝑦1
𝑍
=
−𝑓 ∗ 𝑦2
𝑍
 , 𝑑 = 𝑥1 + 𝑥2 
Eq. 6  
Eq. 6 is obtained by simple congruent triangle principle. To know the accurate coordinates (x, 
y, z) information of the wave surface from Eq. 6, the corresponding images from two viewing 
points are found. The focal length (f) and base distance (B) is subject to be measured during 
camera calibration. Therefore, we have to use a matching algorithm to find corresponding 
points between two images. These matching images are used for depth (z) calculation. 
 
Image matching is a process to find the corresponding image points between images of 
different view for 3D world coordinate of objects. Banks, J. and Corke, P. (2001) compared 
the matching performance among classical methods such as SAD (Sum of Absolute 
Differences), SSD (Sum of Squared Differences), NCC (Normalised Cross Correlation) and 
nonparametric transform method. Also, they stated that the NCC and nonparametric method 
provided good and better performance compared to SAD and SSD, especially for the images 
which have the noise such as radiometric distortion. They pointed out the limitation of the 
nonparametric method that it is impossible to distinguish between reflection and rotations. Patil, 
S. et al. (2013) compared the imaging matching computation time through cost aggregation 
methods and revealed that NCC and ZCC (zero-mean Cross Correlation) have higher accuracy 
and demand of computation time than SAD and SSD. Bindu, N.S. and Sheshadri, H.S. (2014) 
evaluated the correlation based stereo matching algorithm under change of illumination and 
light source. Although NCC and ZNCC (zero-mean Normalised Cross Correlation) showed the 
robustness and insensibility, it requested more the computational time for image matching. 
 
In case of wave images taken from different viewpoints, the intensity of the image changes due 
to the specular reflection depending on the viewing angle. Therefore, applying a matching 
algorithm based on simple image intensity is very likely to cause false matching results. 
Therefore, the nonparametric method, NCC, has chosen to be the most suitable matching 
algorithm for this research. 
 
NCC is a way to measure similarity based on image area between two images by shifting small 
window (Eq. 7).  
 
∑ (I1(𝑢, 𝑣) − I2(𝑥 + 𝑢, 𝑦 + 𝑣))
2
(𝑢,𝑣∈𝑊)
√∑ I1
2
(𝑢,𝑣∈𝑊) (𝑢, 𝑣) ∙ ∑ I2
2
(𝑢,𝑣∈𝑊) (𝑥 + 𝑢, 𝑦 + 𝑣)
   
 
Eq. 7  
It can minimize intensity changes such as different intensity response characteristics of two 
cameras, illumination of scene change. That is, it normalizes the pixels in the windows before 
comparing them by subtracting the mean of the patch intensities and dividing by the standard 
deviation which is so called intensity normalization. Score values of normalized cross 
correlation ranges from 1 (perfect matching) to -1 (completely anti-correlated). Since treating 
the normalized patches as vectors, the normalized patches are considered as unit vectors. 
Therefore, correlation becomes dot product of unit vectors, and thus must range between -1 
and 1 (Robert, C., 2007). After image rectification, all corresponding images are located on the 
same horizontal line (row) in left and right images. Through small window shifting, NCC 
values for all pixels on same horizontal line between reference image and searching image are 
computed and these values are stored as 3 dimensional array at (u, v, d).   
 
In this research, window size was selected as 25 x 25 by considering trade-off relationship 
between computation speed and possibility of feature loss. Since the cameras are positioned to 
focus on waves that are 1.5 to 2 meters away, the disparity range was set from 320 to 430 to 
account for this. (320 disparity means approximately 2m distance) 
 
Uniqueness and Ordering Constraint 
 
Marr, D. and Poggio, T. (1976) suggested two basic assumption for stereo matching algorithm. 
One is the uniqueness of matching pairs and the other is the ordering constraint of matching 
pairs. Uniqueness means that a matching pair for arbitrary pixel in stereo images can only exist. 
In order to meet the uniqueness assumption, the diagonal and vertical searching are conducted 
in 3 dimensional array of NCC values in order to find the best matching pixel with maximum 
NCC value in searching line (Schmidt, J. et al, 2002). Diagonal searching is the right image 
searching based on left image. Vertical searching is the left image searching based on right 
image. By uniqueness assumption, the disparity value of diagonal searching shall be same with 
that of vertical searching. That is, a matching pair for arbitrary pixel can only exist. If this 
condition is not met, the related matching pair is considered as wrong matching and disregarded. 
This process results in the enhancement of disparity map through removal of wrong disparity 
values. 
 
Since waves have the continuous surface, distance (Z) to wave surface decreases along vertical 
column in disparity map. That is, since disparity is inversely proportional to distance (Z), the 
disparity values shall increase along vertical column of disparity map. This condition is used 
to remove the wrong disparity values in vertical columns of disparity map. 
 
2.4. Summary 
 
Regarding feature detection, camera calibration, image rectification and image matching, Table 
1 highlights the most suitable algorithms for wave image processing. Except for raw image 
data measurement through CCD Camera, all image processing technologies are implemented 
through MATLAB. 
Table 1. Summary of wave measurement methodology 
Subject Methodology Reason 
2D wave Measurement Canny Edge Detector Least sensitivity to noise 
Least false edges 
Camera calibration Zhang’s Model Most suitable in multi-view 
Image Rectification Compact algorithm Simple to apply 
Image Matching NCC High accuracy 
3. Experimental Set-up 
 
The experiment was carried out in the Newcastle University’s combined Wind Wave Current 
(WWC) tank with transparent wall. Two Cannon SONY T5i cameras were used for the 
experiment and Canon RC-6 IR infrared remote control unit was used to synchronize two 
cameras at the time of 3D wave capturing. In order to reduce the computational time of 
MATLAB program, the image resolution of the camera was set to 480 x 720 pixels. In addition, 
an In-house Resistance type wave probe with ±0.1% for 100mm full scale was used to measure 
wave characteristics.  
 
3.1.Two dimensional wave measurement 
 
1. The back and bottom sides of transparent tank wall were blocked with white papers to 
prevent reflection problem. 
2. A CCD camera as shown in Figure 1b was located parallel to ground at a distance of 
2m and manually focused to the surface of transparent WWC tank wall. 
 
                  
    (a)                                                                     (b) 
Figure 1. Calibration grid or checkerboard (a) and Configuration of single camera (b) 
 
3. For single camera calibration, the calibration grids as shown in Figure 1a were located 
at various angles and position in the front of transparent WWC tank wall and the images 
were captured for camera calibration. 
4. Wave images were captured and stored for two configurations during specific interval 
as shown in Table 2. 
 
Table 2. Configuration for Experiment 
Configuration Frequency (Hz) Amplitude (m) 
1 1.5 0.1 
2 
 
1.25 0.7 
1.5 0.1 
1.5 0.15 
  
3.2.Three Dimensional wave measurement 
 
1. Two tripods were installed to fix each CCD camera above side wall of WWC tank as 
shown in Figure 2b. Relative position between two cameras is camera extrinsic 
parameter which consists of rotation and translation. These data are obtained from 
camera calibration based on grid.  
 
2. Two CCD cameras were manually focused to target waves (Focal length is fixed).  
 Focal length means distance between centre of camera lens and CCD sensor. Since 
autofocusing is continuously changing focal length, the camera shall be manually 
focused and focal length shall be fixed. According to focal length, image is 
generally enlarged or reduced. It results in change of camera internal parameters. If 
camera is not focused manually, the camera calibration becomes useless. That is, 
the data obtained from camera calibration becomes unreliable. 
 
3. For stereo camera calibration, the calibration grids (Figure 2a) were located at various 
angles and positions in the front of transparent WWC tank wall and the images were 
captured through infrared control unit. 
 
4. Wave images were captured through activation of infrared remote control unit. In 
parallel, waves were measured through resistance type wave gauge.  
 Sampling wave data : 10 
 Regular Wave with 1.5 Hz and 0.1m 
 
           
(a)                                                                       (b)  
Figure 2. Calibration grid or checkerboard (a) and Configuration of stereo camera (b) 
 
4. Results and Discussions 
 
3.1.Two Dimensional Wave 
 
Total 17 different calibration grid images were input into MATLAB camera calibration tool 
and calibration was conducted. Camera intrinsic & extrinsic parameters and distortion 
coefficients were successfully computed with 0.22 pixels mean projection error. 
 
After generating three kinds of regular waves with different amplitudes, image acquisition 
through a camera and measurement with a resistance type wave gauge were performed at the 
same time. For the acquired image processing, Gaussian filter with σ=2 and canny edge 
detector with 0.3 threshold was applied and related wave surface data were detected. The 
amplitudes of regular waves through image processing were compared with those through 
resistance type gauge. As a result, approximately 2.22 ~ 6.31 % differences happened between 
two measurements as summarized in Table 3.  
 
 
 
 
Table 3. Wave Height Comparison between Image Processing and Resistance Wave Probe 
F
re
q
u
en
cy
 
an
d
 
A
m
p
li
tu
d
e 
Image Processing Measurement Resistance Wave Probe 
D
if
fe
re
n
ce
 
B
et
w
ee
n
 
(1
) 
an
d
 (
2
) 
 
Im
ag
e 
N
o
 
Wave 
Length 
(m) 
Wave 
Amplitude 
(m) 
Average 
Amplitude 
(1) (m) 
 
Min/Max 
Amplitude 
(m) 
Average 
Amplitude 
(2) (m) 
 
f=1.5Hz  
A=0.1m  
1 0.842 0.103 
0.105 
Min 0.087 
Max 0.127 
 0.107 2.22% 2 0.884 0.098 
3 0.901 0.112 
f=1.5Hz 
A=0.15m 
  
1 1.008 0.096 
0.110 
Min 0.099 
Max 0.133 
0.112 2.41% 2 0.955 0.111 
3 0.943 0.122 
f=1.5Hz 
A=0.2m 
1 0.844 0.105 
0.105 
Min 0.090 
Max 0.127 
0.111 6.31% 
 
The causes of these errors are considered in three categories.   
 
1. Checker board images were not positioned to cover most of the image area, and erroneous 
radial distortion coefficients occurred in the right outer region of the image. Although it was 
attempted to calculate undistorted coordinates by applying erroneous distortion coefficients 
calculated from the camera calibration, the distorted coordinates did not converge to specific 
values. That is, due to erroneously calculated distortion coefficients, adequate compensation 
for distortion could not be achieved as shown Figure 3a.  
 
2. Edge discontinuity of waves happened due to weak intensity gradient of wave image as 
shown Figure 3b. That is, the loss of some edge image pixels occurred in wave trough and crest, 
resulting in trough and crest pixels that are slightly different from the actual trough and crest. 
 
       
(a)                                                                       (b) 
Figure 3. Undistorted Grid Image (a) and Edge Discontinuity of Wave (b) 
 
3. Image acquisition was done manually through the infrared remote control unit and 2m behind 
the resistance wave gauge, making it difficult to make a true point-to-point comparison. Thus, 
the actual measurement comparison was made by comparing the average wave data of the 
resistance wave gauge with the sample value measured through image processing, which also 
contributed to some error. 
 
However, even with small errors, this experiment showed that edge detection technique of 
image processing can provide an efficient way to measure spatial waves such as wave height 
and length without affecting the wave itself. That is, even if using affordable cameras on market, 
if only the transparency of the tank is ensured, it is possible to measure the spatial wave height. 
In conclusion, the 2D wave measurement through image processing can provide spatial wave 
data with acceptable errors if high quality images are used and more accurate camera 
calibration is involved through proper calibration images through affordable cameras. 
 
3.2.Three Dimensional Wave 
 
54 different calibration grid image pairs among total 64 were input into MATLAB camera 
calibration tool and calibration was conducted. Essential, fundamental matrices and intrinsic & 
extrinsic parameters were successfully computed with 0.27 mean projection error. After 
applying the image rectification, the waterline of the WWC tank was confirmed to settle on the 
same horizontal line as shown in Figure 4. 
 
 
Figure 4. Left and Right Rectified Images 
 
After generating a regular wave with 1.5HZ frequency and 0.1m amplitude, image acquisition 
through two cameras and measurement with a the wave gauge were performed at the same time. 
In order to solve the reflection problem on the back wall of the tank, only the red values among 
the red, green, and blue values of the wave image were extracted and the intensity values were 
removed above 110. Figure 5a is the original image whilst Figure 5b is the image in which the 
reflections of the tank wall are removed through filtering of pixels with high intensities. 
 
                
                       (a) Raw Wave Image    (b) Filtered Wave Image 
Figure 5. Wave Image for 3D Measurement   
 
Images with some high intensity in the image were inevitably lost due to the above process as 
shown in Figure 5b. When the NCC values between -1 and 1 exceeded 0.7, the related pixels 
were regarded as being matched. The disparity based on the left and the right images (Figure 
6) respectively were computed. 
 
 
                               (a)                                                                   (b)    
Figure 6. Disparity Map based on images from left (a) and right (b) cameras  
 
More refined disparity map computed is shown in Figure 7 through the ordering and uniqueness 
constraints described in Section 3.2. Uniqueness constraint was selected as maximum 0 pixels. 
That is, when difference between the disparity based on left and right images is more than 1 
pixel, the related disparities were considered as wrong matching and eliminated. After this 
process, some of wrong matching disparities were removed in Figure 7 compared to Figure 6. 
 
 
Figure 7. Refined Disparity Map 
 
Based on refined disparity maps, 3D wave coordinates were calculated through triangulation 
principle (Eq. 6). And, then, 3D waves were visualised by cubic interpolation. The related 
results are shown in Figure 8. The mean values of the wave amplitudes measured by the image 
analyzed 3D wave and the resistance wave gauge were compared. Approximately 4.55% 
difference was observed between two average wave amplitude measurements (Table 4).  
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(a) Image 1     (b) Image 2 
  
(c) Image 3     (d) Image 4 
 
                              (e) Image 5 
Figure 8. 3D Waves through image processing 
 
The causes of this difference are as follows:  
 
1. It is a camera synchronization problem. Although two cameras were activated at the similar 
distance through infrared communication using a single infrared remote control unit, it was 
impossible to guarantee a perfect simultaneous operation. That is, since the images obtained 
by the right and left cameras were not obtained at the exact same point in time, this resulted in 
errors in disparity map generation. 
 
2. The filtering applied to solve the tank wall reflection problem resulted in pixel information 
loss in the left and right images, which contributed to this error.  
 
3. Image acquisition was done manually through the infrared remote control unit and 2m behind 
the resistance wave gauge, making it difficult to make a true point-to-point comparison. Thus, 
the actual measurement comparison was made by comparing the average wave data of the 
resistance wave gauge with the sample value measured through image processing, which also 
contributed to some error. 
 
 
5. Conclusions 
 
The purpose of this paper was to measure 2D and 3D spatial waves in a combined wind wave 
current tank through image processing technology using affordable cameras on market. Two 
experiments were performed to acquire 2D wave and 3D wave images respectively.  
  
The 2D wave measurement was mainly done in three stages. First, the pixel information of 
surface wave was extracted by Canny edge detection algorithm. Then, the crest and trough 
pixel coordinates on the surface wave image were extracted and converted to the world 
coordinate coordinates using the distance information between tank and camera, and camera 
parameters obtained through single camera calibration. Finally, the computed world 
coordinates of crest and trough were used for wave length and amplitude calculations.  As a 
result, the 2D wave measurement through image processing resulted in the differences of 
approximately 2 ~ 6% compared to wave resistance gauge measurement. The causes of these 
differences are divided into three main categories.  First, radial distortion coefficients were 
computed inaccurately due to the failure of the checker board to cover most of image areas 
during image acquisition for single camera calibration. Second, because of some weak contrast 
between air-water of wave interface, the discontinuity of wave surface information happened 
and inaccurate trough and crest information were calculated. Third, since the position of the 
wave resistance gauge and the camera were not exactly the same, the difference was verified 
through the average wave amplitude rather than the point-to-point comparison, which 
contributed to the error. 
 
The 3D wave measurement was performed in four stages. First, stereo camera calibration was 
performed using Zhang's model and camera parameters were calculated. Second, pre-
processing of the wave image was performed to remove the tank wall image from the acquired 
wave image. That is, the green, blue values among the red, green, and blue values of the image 
and the red value with the intensity of 110 or more are removed through pre-processing. Third, 
in order to facilitate the image correspondence, the images was rectified so that the image of 
the left camera and the corresponding image of the right camera are located on the same 
horizontal line under epipolar constraint. Fourth, by applying normalized cross correlation, 
uniqueness & ordering constraints, refined disparity map was generated and wave amplitudes 
were calculated by triangulation using camera parameter.  
 
As a result, the 3D wave measurement through image processing resulted in the differences of 
approximately 4.55% compared to wave resistance gauge measurement. The causes of these 
differences are divided into three main categories. First, it is a camera synchronization problem. 
That is, since the images of the right and left cameras were not obtained at the exact same point 
in time, this resulted in errors in disparity map generation. Second, the filtering applied to solve 
the tank wall reflection problem resulted in pixel information loss in the left and right images, 
which contributed to this error. Third, manual image acquisition made it difficult to make a 
true point-to-point comparison. Thus, the actual measurement comparison was made by 
comparing the average wave data of the resistance wave gauge with the sample value measured 
through image processing, which also contributed to some error. 
 
The aforementioned errors in 2D and 3D wave measurement through image processing can be 
mitigated in the following ways.  
1. Calculation of accurate distortion coefficients by obtaining checkboard images of as 
many positions as possible and covering most of the image frame. 
2. Interpolation process to recover discontinuous pixel information. 
3. Positioning the resistance gauge as close as possible to the camera position.  
4. Camera synchronization by using the video recording function of the camera in order 
to acquire wave images. 
5. Positioning the stereo cameras at the center of the tank top so that only the wave surface 
can be observed.  
 
Actually, the experiment was repeated several times due to the camera calibration that was 
performed incorrectly. That is, the camera pixel coordinate is converted to the world coordinate 
using the parameters obtained by the camera calibration. Therefore, if the camera calibration 
is performed incorrectly, a large error may occur in the world coordinate conversion process. 
In addition, in 3D wave measurements it is worth mentioning that sizing of the area-matching 
template is important. If the size of the template is too small, it is likely to be sensitive to noise 
and give an incorrect matching value. And, if the size of the template is too large, it is likely to 
lose the detail of the matching. The suitability of the template size is not predetermined, so it 
may vary depending on the image and should be determined through the trial and error process. 
 
In conclusion, this paper showed that it is possible to measure not only the wave amplitude but 
also the wave length by utilizing the image processing technology even when using the cameras 
on available market without direct contact with wave. But, for the accuracy of the measurement, 
accurate calibration must be ensured and the most suitable template size must be applied for 
the corresponding image matching. 
 
4.1.Recommendations  
 
This section is intended to describe the unexpected problems encountered during the 
experiment and provide the guideline for wave measurement through image processing. 
 
4.1.1. Calibration Grid in Two Dimensional Wave Measurement 
   
In order to measure the coordinate of the 2D waves without single camera calibration, a 
transparent grid with constant spacing was attached to the wall surface of the tank in the initial 
experiment. However, since the grid itself had the unevenness of the transparency, it served as 
noises for the wave surface information. As a result, wave coordinate computation through the 
transparent grid has failed. Instead, a single camera calibration was performed in order to 
measure the surface coordinates of the wave surface without transparent grid. To summarize, 
in order to calculate the 2D wave surface information using the transparent grid, uniformity of 
the surface transparency of the grid must be ensured and there should be no flaws or scratches 
on the surface that can act as noise. To accurately focus the wave surface, a checkerboard for 
camera calibration was attached to the transparent wall surface of the tank. By rotating or 
moving the checkerboard relative to the transparent wall surface, images were acquired for 
calibration. Although the camera calibration re-projection error was calculated at an acceptable 
level of 0.57 pixel, the extrinsic parameter was calculated to be a non-ideal value of 12 meter. 
This was because the checker board was rotated and moved only on a single surface, which 
resulted in calculation of erroneous extrinsic parameters. This problem was solved by acquiring 
images rotated at various angles. In summary, it is essential to acquire calibration images of 
various angles in 2D camera calibration. 
 
4.1.2. Three Dimensional Wave Measurement 
 
A calibration grid of various angles and positions was used for stereo camera calibration by 
referring to the problems in single camera calibration. However, although the stereo calibration 
results showed reasonable re-projection errors, severe distortion occurred in the image of the 
outer rectangles except for the centre of the calibration grid as shown Figure 9. The reason for 
this phenomenon is that the erroneous distortion coefficients were calculated because the 
obtained checker images for camera calibration were centred only to not cover most of the 
image area. This problem was solved by rearranging a checkerboard to cover the entire image 
area. In summary, in stereo camera calibration, checker board images should be acquired to 
cover most of the image areas to prevent distortion of the rectified image. 
 
  
Figure 9. Distorted Rectified Image 
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