In this study, emissions of ozone precursors from oil and gas operations in Utah's Uinta Basin are predicted (with uncertainty estimates) from 2015-2019 using a Monte-Carlo model of (a) drilling and production activity, and (b) emission factors. Cross-validation tests against actual drilling and production data from 2010-2014 show that the model can accurately predict both types of activities, returning median results that are within 5% of actual values for drilling, 0.1% for oil production, and 4% for gas production. A variety of one-time (drilling) and ongoing (oil and gas production) emission factors for greenhouse gases, methane, and volatile organic compounds (VOCs) are applied to the predicted oil and gas operations. Based on the range of emission factor values reported in the literature, emissions from well completions are the most significant source of emissions, followed by gas transmission and production. We estimate that the annual average VOC emissions rate for the oil and gas industry over the 2010-2015 time period was 44.2E+06 (mean) ± 12.8E+06 (standard deviation) kg VOCs per year (with all applicable emissions reductions). On the same basis, over the 2015-2019 period annual average VOC emissions from oil and gas operations are expected to drop 45% to 24.2E+06 ± 3.43E+06 kg VOCs per year, due to decreases in drilling activity and tighter emission standards.
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Introduction
Oil and gas operations in Utah's Uinta Basin are both a key part of the region's economy and the primary source of ozone precursor emissions that lead to winter-time, ground-level ozone formation events. Measured ozone concentrations in the Uinta Basin have repeatedly exceeded National Ambient Air Quality Standards (NAAQS) (Environ, 2015) , and the region will likely be found in nonattainment for ground-level ozone. Developing a state implementation plan to meet NAAQS for ground-level ozone will require accurate estimates of the emissions inventory from the oil and gas industry so that state regulators can make informed decisions about potential reduction and control strategies. However, unlike traditional emission sources, oil and gas wells have unsteady emission rates, which makes developing an emissions inventory for the industry particularly difficult. Oswald et al. (2014) developed a model projecting future-year emissions inventories from oil wells, accounting for both growth within the sector as well as production decline due to the natural lifecycle of production wells. This study seeks to improve upon the previous method for estimating emissions from the oil and gas industry in the Uinta Basin by tracking one-time (well drilling, completion, and reworks) and ongoing (production, processing, transport) emission events from both oil and gas wells on a well-by-well basis with uncertainty estimates. If similar input data are available in other oil and gas producing regions (namely, energy price, drilling activity, and oil and gas production records), then the method developed here could be applied to those regions as well.
Methodology
The overall structure of the model is summarized in Figure 1 . Each step in the data analysis and Monte Carlo (MC) simulation are discussed in detail in subsequent sections. In summary, source data primarily from the U.S. Energy Information Administration (EIA) and Utah Division of Oil, Gas and Mining (DOGM) are collected and analyzed to find either (a) a cumulative distribution function (CDF) or (b) a least-squares regression fit to the following model input parameters:
(1) Forecast error (CDF): The range of relative error between actual energy prices and EIA energy price forecasts. Production from all wells tends to decrease over time. Individual decline curves are fitted using nonlinear least-squares regression to the unique production histories of every well in the Uinta Basin. Then, the range of values of the fitted decline curve coefficients are described using CDFs. (5) Emission factors (CDF): The range of emission factors for various oil and gas drilling and production activities are modeled as a normal distribution based on the mean and standard deviation of reported emission factors we collected in a literature review.
After analyzing the source data, a MC simulation is then run to determine the distribution of possible emissions inventory outcomes. The following algorithm is executed for each iteration (i.e., run) of the MC simulation:
(1) Generate a simulated oil and gas price forecast. EIA forecasts are used as a basis and are adjusted up or down based on the CDF of forecasting error. Price forecasts are interpolated from an annual to a monthly basis (the time step used in rest of the MC simulation). (2) Calculate the number of new wells drilled in response to simulated energy prices by using the fitted drilling model. Additionally, randomly draw from the rework CDF to determine if and when a rework event will occur for each new and existing well. (3) For every well (new and existing):
a. Pick/collect well attributes (well depth, decline curve coefficients, emission factors, etc.). Attributes for new wells are randomly picked by selecting from CDFs created in the data analysis step. Existing wells use their actual (or fitted) attributes. b. Calculate production rates of oil and gas for each well. Production from existing wells is found by extrapolating from each well's individually fitted decline curves. Production from new wells is calculated using the randomly picked decline curve coefficients generated in the previous step. c. Calculate emissions from one-time (drilling, completions, reworks) and ongoing (production, processing, etc.) events. Emissions are calculated by multiplying each randomly selected emission factor (for each well and for each emission activity type) by that factor's quantity of interest (i.e., the date for one-time events such as completion, or the amount of oil or gas produced). (4) Sum together results for all wells to find the total emissions inventory for given run of MC simulation. Figure 1 . Diagram of the emission model.
By repeating the above algorithm many times (≥10 4 iterations) and randomly drawing from the CDFs for each input parameter (where applicable), a representative sample of all possible emissions inventory outcomes is generated. The range of MC simulation results can then be analyzed to determine the probability of possible outcomes, clearly quantifying the uncertainty in the model's results. All data analysis and MC simulation steps are written in R (R Core Team, 2015) , which allows for the entire model to be run automatically in either a "crossvalidation" or "predictive" mode. In the cross-validation mode, the available data are separated into two time intervals. Data in the first interval, referred to as the "training" period, are used to generate all of the input parameter CDFs and regression fits. The MC simulation is then run over the second time interval. Data points in the second "testing" time interval can then be used to gauge the accuracy and validity of the MC simulation results. In the predictive mode, the model is trained using all available data, and the MC simulation estimates emissions for a future time period.
The details of each step in the data analysis and MC simulation process are discussed further below.
Energy price forecast
The first step of the MC simulation is generating a set of simulated energy price forecasts for the first purchase price (FPP) oil and gas prices. We use the U.S. EIA's Annual Energy Outlook (AEO) forecasts (U.S. EIA, 2015b) for wellhead oil and gas prices in the Rocky Mountain region as the basis for our forecasting work. Although EIA's AEO forecasts are frequently used as a standard estimate for future energy prices, they are also frequently wrong, with prices being off by as much as ±100% of their actual value after just 5 yr (U.S. EIA, 2015a). The range of possible error in EIA forecasts must be included in the simulated energy price forecast to propagate that uncertainty into emissions inventory estimates. We calculated the relative error between actual FPPs of oil and gas in Utah and EIA's forecasted prices over the 1999-2014 time period (the full time period for which Rocky Mountain wellhead price forecasts were included in AEO reports) using eqs 1 and 2:
where RE is the relative error between the forecasted price FP and the actual price AP. Defining RE this way is useful because
(1) The value of RE is always bounded between 0 and 1 and can be described using a beta probability distribution. 
Substituting the simulated price (SP) for AP and rearranging gives:
If a negative value of RE is selected during the MC simulation process, SP may be negative, which is not a realistic result. By comparison, solving eqs 1 and 2 always returns a result bounded between [0, +∞]: Figure 2 shows a boxplot of the distribution of values for RE for oil and gas by future-year (i.e., how far into the future the forecast is) calculated according to eqs 1 and 2. A beta distribution with shape parameters α and β was fitted to the empirical distributions of RE values in Figure 2 , resulting in the parameter values given in Table 1 . The beta distribution was selected to model values of RE because it's a continuous probability distribution bounded between 0 and 1 (the same range of values possible for RE using eqs 1 and 2). These shape parameters are used to create two theoretical CDFs for RE by future-year, one for oil and one for gas. During the MC simulation, percentiles of these two CDFs are randomly selected, and then the percentiles are traced through the two CDFs by future-year. For example, if the 50th (median) percentile were selected for gas, the values of RE would be 0.81, 0.75, 0.66, 0.62, and 0.58 for future-years 1 through 5. The value for SP is then calculated using either eq 5 or 6 with an FP value obtained from the EIA AEO forecast. Which form of the equation to use is also selected randomly (with equal probability). Lastly, both the EIA AEO forecasts and the RE CDFs are converted from an annual basis to a monthly basis using linear interpolation, since all other components in the modeling process are calculated on a monthly basis.
Drilling forecast
Forecasting drilling activity is a key part of estimating overall emissions in the Uinta Basin because new wells are (a) responsible for the overall growth rate of oil and gas production in the region and (b) are major sources of one-time emissions. Drilling activity can occur either in the form of drilling new wells or "reworking" existing and/or abandoned wells to stimulate new production. The methods used for forecasting each type of drilling activity are discussed below.
New wells
The number of wells drilled each month in the Uinta Basin can be modeled as a function of energy prices using a variety of distributed lag models. We tested four different distributed lag price models:
where W is the number of new wells drilled at time t, OP is the FPP of oil in dollars per barrel ($/bbl), GP is the FPP of gas in dollars per thousand cubic feet ($/MCF), and all other terms (a, b, c, and d) are coefficients fitted using linear regression. Data on the number of wells drilled (Utah DOGM, 2015) and the values of OP and GP in the Uinta Basin (U.S. EIA, 2015c, 2015d) were used to find the best fit for each model over the time period of January 1995-December 2009 (the training period) and were cross-validated against data from the January 2010-December 2014 time period (the test period). Results for the training fit and cross-validation test are summarized in Table 2 and plotted in Figures 3 and 4 . In general, all of the distributed lag models fit the drilling record from 1995 to 2009 reasonably well. The correlation between energy prices and drilling activity in the Uinta Basin is particularly strong after 2000. Equation 7 gives the best fit during the training period because (a) the prior well term dampens the effect of monthly energy price fluctuations on drilling activity and (b) eq 7 contains more fitted terms. Equations 8-10 all underpredict drilling rates from 2006 to 2007, particularly eq 10 (which also fails to follow the spike in Figure 2 . Boxplot of relative error between actual FPPs of (a) oil and (b) gas versus EIA AEO wellhead oil and gas prices in the Rocky Mountain region as calculated by eqs 1 and 2. drilling in 2008 due to higher oil prices). Although eq 7 would appear to be the best model, the cross-validation results shown in Figure 4 and Table 2 both reveal that eq 7 fails to respond to the energy price changes in the 2010-2014 time period, indicating that the model is most likely overfitted to the training period's drilling and energy price history. Equation 8 performs slightly better than eq 7, and eq 10 fails completely. Overall, drilling activity in the Uinta Basin over the last 20 yr (and especially the last 15 yr) has been closely correlated with oil prices, and the fit and cross-validation of eq 9 demonstrate that a simple distributed lag model based on oil prices is sufficient for estimating future drilling activity in the Uinta Basin. As a result, eq 9 was selected for use in estimating the number of new wells drilled in the MC simulation. In addition to determining how many new wells are drilled, the geographical location and type of well (oil or gas) must also be selected. We assume that the geographical distribution of new wells (i.e., what oil or gas field a new well will be located in) and the ratio of oil wells to gas wells (which is location specific) can both be described by empirical CDFs based on historical data (Utah DOGM, 2015) , and that the well type ratio in a given location is constant. It should be noted that well type merely indicates what type of product (oil or gas) is predominantly produced by a well. In reality (and in the simulation), all wells produce both oil and gas.
Reworked wells
Reworks are drilling events where an existing well is either recompleted or reperforated to stimulate oil and gas production rates. Reworks have a large impact on emissions both because (a) reworking a well is a large one-time source of fugitive emissions and (b) production rates usually rise dramatically after reworks. The timing of rework events are estimated using an empirical CDF, based on 1137 rework events listed in the Utah DOGM (2015) database to describe the probability that a well is reworked based on (a) well type (oil or gas) and (b) how long the well has been in operation, as shown in Figure 5 . For each MC simulation run, every well (new and existing) randomly draws a rework date from the CDFs in Figure 5 . Note that rework dates can be selected that are outside of the simulation time frame. For example, if a well that is 50 months old at the start of a 60-month (5-yr) simulation draws a rework time that is earlier than 50 months or later than 110 months, the rework event for that particular well is effectively ignored.
Production forecast
n general, production rates of oil and gas from any well decline over time. Arps (1945) proposed a set of empirically based "decline curve" equations to estimate a well's future production rates based on its rate of decline. Subsequently, the theoretical basis for decline curves has been established by other authors (Doublet et al., 1994; Fetkovich et al., 1996; Shirman, 1998; Ling and He, 2012; Okouma Mangha et al., 2012) . Numerous decline curve equations have been developed for specific oil and gas reservoir conditions. The two forms of decline curve equations used here are the hyperbolic decline curve equation (eq 11; Arps, 1945) and the cumulative production equation (eq 12; Walton, 2014):
In eq 11, q is the oil or gas production rate at time t, q o is the initial production rate, b is the decline exponent, and D i is the initial decline rate. In eq 12, Q is the cumulative production at time t, and C p and c 1 are fitted coefficients. Equations 11 and 12 are fitted to the oil and gas production records of every unique well in the Uinta Basin (Utah DOGM, 2015) using nonlinear least-squares regression. The fits found for eq 11 are then extrapolated to estimate the future production for all existing wells, whereas the fits for eq 12 are used to generate CDFs for use in simulation the production rates of new wells. Production from new wells is estimated using eq 12 because monthly production rates (calculated by difference from the value of Q) are a function of only a single fitted coefficient, C p , as opposed to three coefficients (q o , D i , and b) in eq 11. Random and independent draws from the CDFs for the coefficients in eq 11 almost always return unrealistic results (e.g., thousands of wells with no production, then a single well with higher production rates than the entire Uinta Basin combined). However, the fits for eq 11 are frequently more accurate at longer time periods than eq 12. Therefore, eq 11 is preferred for estimating the production rates for existing wells. Figure 5. Well rework CDF describing probability of a well having at least one rework event based on (a) well age and (b) well type (oil or gas).
Unfortunately, many wells have complicated production histories (shut-ins, workovers, water-flooding, etc.) that prevent easy fitting. To overcome this problem, we developed an algorithm that automatically identifies the start and stop points of distinct decline curves in each well's production records and then fits eqs 11 and 12 to each curve separately. An example of this approach is shown in Figure 6 .
Only the fits of the "first" and "last" curve segments are saved. If only a single curve is found, then that curve is counted as both the "first" and "last" curve. The production rates of existing wells are calculated directly from the "last" fits of eq 11 for each existing well (for both oil and gas). Production of oil and gas from new wells can be simulated by either one of the following:
(1) Randomly picking coefficients for eq 12 from the empirical CDFs of fitted coefficients from the "first" curves. This method works well if new wells are expected to have the same production rates as existing wells. (2) Utilizing log-normal distribution fitting to account for changing trends in the production rates of new wells. Specifically: a. Fit a log-normal distribution to values of C p and c 1 by year. b. Use linear regression to fit the log-normal distribution shape parameters, log-mean and log-standard deviation (SD). c. Extrapolate from fitted log-mean and log-SD trend-lines to estimate the distribution of C p and c 1 .
Given recent production trends, we have found that gas production from new wells is best simulated using the empirical CDF method, whereas oil production from new wells is most successfully handled by using the log-normal distribution method.
There are several other important caveats to the production forecast as detailed below.
Existing wells without decline curve fits In total, applying the curve fitting algorithm to the 12,071 unique wells in the Uinta Basin results in approximately 48,000 unique curve fitting attempts (both oil and gas production records for each well using both eqs 11 and 12). The algorithm is fairly robust; only 4% of the attempted fits fail to find a fit. However, 22% of the wells are skipped because they contain too few (<12 months) nonzero production records. Existing wells without fits are treated using the same methodology applied to new wells.
Production impact of well reworks
As discussed previously, reworking a well usually results in substantially increased production rates. To model the effect of reworks, any well that is randomly selected for rework is treated as a new well from the time step that the rework occurs. For example, if an existing well that was 40 months old at the beginning of the simulation Figure 6 . Decline curve analysis fitting (a) eq 11 to monthly oil rates and (b) eq 12 to cumulative oil production from an oil well in the Uinta Basin (API no. 43-013-31123). Dashed lines indicate the time index identified as a start/stop point by the algorithm responsible for finding distinct decline curve segments. Both the hyperbolic and cumulative curve fits use the same start/stop points. If only a single curve is found, then that curve counts as both the "first" and "last" curve. The production segment at the very beginning (t < 24 months) is ignored by the algorithm because some wells have short and sporadic decline curves during their first few years of operation.
is scheduled for a rework in month 10 of a 60-month long simulation period, production for months 40-49 would occur according to the original decline curve (eq 11), whereas production for months 50-99 would be computed using eq 12 with a randomly selected set of coefficients.
Well abandonment
Eventually, the decline in a well's production rates will become so low that it becomes uneconomical to continue to operate. To correct for wells that are producing at uneconomical rates, the last step in the production forecasting process is to estimate each well's operating cost ratio CR as a function of time:
where LOC is the lease operating costs (pumping, labor, maintenance, etc.) for the well and GR is the gross revenue from oil and gas sales. LOC is estimated from EIA (2010b) data based on well type, depth, energy prices, and production rates, giving the following linear regression fits:
where q gas is the monthly production rate of gas (MCF/ month), D is well depth (in ft.), and "oil" and "gas" subscripts denote well type. The fit given in eq 14 is based on 64 data points (R 2 = 0.982) and eq 15 on 160 data points (R 2 = 0.927), which represent all of the available LOC data for both well types from EIA (2010b). Any well which is found to have a CR(t) ≥ 0.8 is assumed to be shut-in and permanently abandoned (since approximately 15% of GR is paid in royalties and severance taxes).
Emissions
Given the uncertainty in reported emission factors for the oil and gas industry, we elected to use the same approach applied to other input parameters in our model to compute emissions from oil and gas development; namely, we described emission factor ranges using CDFs and from the CDFs (for each well) randomly selected the emission factor values to apply to the drilling and production forecast. The details of implementing this approach to calculate total emissions are described below.
Emission factor sources
This study groups emission factors for greenhouse gases (GHG), methane (CH 4 ), and volatile organic compounds (VOCs) into the categories that correspond to the process steps: site preparation; material transport; well drilling; fracturing and completion (including flowback); production; product processing; and product transport. Emission factors were estimated from a review of published studies aimed at emissions from oil and gas operations with an emphasis on the Uinta Basin and tight-gas/tight-sand formations. Methane emissions were converted to CO 2 equivalents (CO 2 e) on a 100-yr time frame (using a global warming potential of 21), and nitrous oxide (N 2 O) emissions were converted to CO 2 e using a global warming potential of 310 (Intergovernmental Panel on Climate Change [IPCC], 2007) . VOC emissions were estimated using the ratio of VOCs to CH 4 at the wellhead in the Uinta Basin from Zhang et al. (2009) For the same process steps, emission factors can vary by orders of magnitude. These differences are most likely due to different conditions at the study sites and different study methods. For example, formation properties and well productivity affect emissions. In addition, the emission factors come from different types of studies: surveys, emission measurements made on individual operations or pieces of equipment, and regional (top-down) measurements. The survey-based studies tend to report lower emissions than the other two types. Furthermore, the measurements at individual locations may not be representative of the operations from the entire region. For example, Karion et al. (2013) performed a top-down study and estimated that between 6.2% and 11.7% of natural gas produced is emitted in the Uinta Basin, whereas Pétron et al. (2012) estimated losses of 1.7-7.7% from the Piceance Basin. These top-down estimates are significantly higher than emissions estimated from survey-based emission factors (Western Regional Air Partnership, 2008) or other inventories (EPA, 2013; Utah State University, 2013). Recent modeling studies by Ahmadov et al. (2015) suggest that the Karion estimate may be in the correct range. However, because many of the oil and gas producing regions also have natural gas seeps, it can be difficult to resolve natural gas production activities from naturally occurring sources of CH 4 and VOCs. Table 3 provides the average and standard deviation of emission factors by process. Assuming that all of the emission factors follow a normal distribution, the mean and SD values in Table 3 can be used to generate CDFs for each factor. Emission factors are assumed to follow a normal distribution because of the limited number of data points available. Table 4 presents the emission factors for CO 2 , CH 4 , and VOC emissions from the production and transport of oil. Since only a single source was found for estimating these factors, the normal CDF for these emission factors is generated assuming that the mean and standard deviation are both equal to the values given in Table 4 . This study further assumes that the emissions from site preparation, drilling, fracturing, and completion for oil wells are the same as those reported for gas wells.
Emission factor values

Calculation of emissions
The emission categories from Tables 3 and 4 are simplified into one-time events (drilling, reworking, and completing a well) and ongoing emissions (from production and transportation of produced oil and gas). The largest onetime emission source is completion, which is assumed to occur every time a well is drilled or reworked. Emissions from completion are tracked separately from the rest of the drilling and reworking activity. Noncompletionrelated emissions for drilling are assumed to be the sum of the emission factors for site preparation and transportation of materials for drilling, completion, and production. Noncompletion rework emissions are assumed to be the sum of emission factors for transportation of materials for completion and reworking. The drilling schedule then determines the quantity and timing of all one-time emission events. All of the ongoing emissions are calculated directly from the production schedule by multiplying production volumes by the per unit volume emission factors specified in Tables 3 and 4 .
Effect of new regulations
The EPA recently finalized New Source Performance Standards (NSPS) for the oil and natural gas sector (EPA, 2012). Table 5 summarizes the effect of the NSPS on emission factors and their implementation schedule.
Additionally, beginning in 2015, new state rules require the replacement of existing high-bleed pneumatic control devices with low-bleed devices. These rules apply to oil and gas operations on state and federal lands but not (2012) for tight oil wells, Skone et al. (2014) for tight gas wells, American Petroleum Institute (2012) for the Rocky Mountain region, and Allen et al. (2013) for the Rocky Mountain region. Skone et al. assume that tight gas well completion emission factor is 40% of the emission factor for shale gas wells completion. This value includes both controlled and uncontrolled emissions. Rocky Mountain region (Allen et al., 2013) . This value includes both controlled and uncontrolled emissions.
e Average of the emission factors reported by Burnham (2011), Jiang et al. (2011), Skone et al. (2014) , and Canadian Association of Petroleum Producers (1999) . This value includes both controlled and uncontrolled emissions. The contribution of CH 4 to the CO 2 e emissions from processing activities before NSPS implementation was estimated to be around 13% (Skone et al., 2014) . This same percentage was applied to estimate the CH 4 contribution from processing activities.
f Corresponds to the average of emission factor values reported by Howarth et al. (2011) for several studies. These values include both controlled and uncontrolled emissions. (Argonne National Laboratory, 2014) . CO 2 e estimated for global warming potential of 1 for CO 2 , 21 for CH 4 , and 310 for N 2 O (IPCC, 2007) . The average distance from the oil reservoirs to the geographic edge of the Uinta Basin along the most common trucking route is 121 miles. Crude oil is assumed to be carried by trucks with an average capacity of 200 barrels (HDR Engineering, 2013) .
to operations tribal lands. The pneumatic controller regulations will result in a 1.2% reduction of all VOC and CH 4 emissions for Uinta County and an 11% reduction for Duchesne County (Oswald, 2015) .
All of these reductions are implemented in the model by reducing the base emissions calculated from Tables 3 and 4 by the percentages specified in Table 5 and in the state pneumatic controller rules. The November 2012 NSPS in Table 5 is applied only to new gas wells. The January 2015 NSPS impact on construction is applied to all wells and very slightly increases the emissions related to the transportation of materials for drilling and the drilling activity itself. The January 2015 NSPS applies to all completions and reworks. The pneumatic controller regulations are implemented by reducing all VOC and CH 4 emissions by the overall reductions for each county. 
Results and Discussion
Energy price forecasts
Simulated energy price forecasts for oil and gas FPPs are shown in Figures 7 and 8 for the cross-validation and prediction cases, respectively. Dotted lines represent various percentiles of simulation results (10th percentile, 20th percentile, etc.), whereas the solid black lines show the actual oil and gas price paths.
Additionally, the reference and outlier (highest price/ lowest price) forecasts from EIA's AEO reports are shown as shaded-gray lines. The cross-validation case uses EIA's AEO 2010 report (U.S. EIA, 2010a) as a basis, whereas the prediction case uses AEO 2015 (U.S. EIA, 2015b).
In general, the simulated energy price paths (a) cover the range of observed prices, (b) meet or exceed the range of variability in EIA's extreme price forecasts, and (c) have a median (50th percentile) result that closely follows the reference forecast. There are some exceptions. Actual gas prices in Figure 7b drop below even the 10th percentile of the simulated forecast during 2012. Additionally, the Notes: a The beginning dates are the effective dates of NSPS. Some of the categories, such as production, encompass several activities, such as pneumatic controllers and workovers. In this case, the beginning date is the date of the largest contributor to the category. median simulated price forecasts for gas in Figures 7b and 8b are lower than the EIA reference gas forecast. Whether a forecast under-or overpredicts is determined by randomly drawing from a binomial distribution, with each outcome having equal probability. With the specified random number generation seed, the binomial draws result in a nearly even split of under-and overpredictions for oil prices but a skew towards underpredictions for gas prices. Since the cross-validation and prediction cases use the same probability draw sequence, the same result appears in both Figures 7b and 8b. Repeated tests with different random number seeds and varying numbers of MC simulation iterations have shown that whereas the directionality of the error for the median case can change, all of the other percentiles are relatively stable (e.g., there is almost no change in the distribution of the forecast results between 10 4 and 10 5 MC simulation iterations; see Figure 9 ).
Drilling forecasts
Applying eq 9 to the simulated price forecasts in Figures 7 and 8 produces the drilling forecasts presented in Figure 10 for the (a) cross-validation and (b) prediction cases. In cross-validation mode, the median drilling forecast over the 60-month period shown in Figure 10a (total of 4486 wells) is a reasonable match for the actual drilling schedule (total of 4272 wells). In prediction mode, lower energy prices result in reduced drilling activity (median case has total of 3121 wells).
Production forecasts
Several production forecasts for different cases and assumptions are shown in Figures 11-14 . Figure 11 shows monthly oil production rates from (a) new wells and (b) existing wells, as well as the monthly gas production rates from ( iterations. Since the number of random draws changes, the directionality of the under/overprediction changes for the median case; however, the other percentile results are nearly identical between the two sample sizes. simulated versus 71.9E+06 bbl actual). Simulated gas production from new wells is a good match to the actual production rate until 2013, at which point the median simulated gas production rate continues to increase, whereas the actual gas production rate decreases. However, the actual gas production rate from new wells is still fully covered within the 10th-90th percentile interval. Oil and gas production from existing wells is also a reasonably close match (simulated production of 46.2E+06 bbl oil and 941E+06 MCF gas versus actual production of 47.3E+06 bbl oil and 956E+06 MCF gas), although there is a small but clear trend to underpredict production at the beginning and overpredict production at the end of the simulation period. The under/over trend is due to well reworks; as more time passes, it becomes increasingly likely that a larger portion of the existing well population will be reworked (boosting production rates from reworked wells). However, neglecting reworks (by setting the rework probability to zero) leads to a substantial underprediction of production rates from existing wells (especially oil wells); see Figure 12 . Almost all of the variability in the production forecasts stems from the uncertainty in the drilling forecast (and its antecedent, the energy price forecast). Figure 13 shows the production rates of oil and gas from new wells if the actual drilling rates during the simulation period are taken as a given (i.e., the total number of wells drilled in each month is used for W instead of simulating W using eq 9). Effectively, Figure 13 shows just the variability in production rates that stems from the random selection of (a) well location, (b) well type (oil or gas wells), and (c) decline curve coefficients from eq 12. Production rates in Figure 13 are nearly an exact match to actual production rates except for gas production after 2013. Given the close match between simulated versus actual gas production from 2010 to 2013, the discrepancy from 2013 to 2015 is due to (a) the well rework probability and (b) a drop in the actual number of gas wells being drilled. Assuming zero rework activity only partially reduces the discrepancy (median simulated gas production rates assuming no reworks is approximately 20E+06 MCF/month vs. the actual rate of 17.3E+06 MCF/month). As for the second cause, well location and type have certainly changed in the Uinta Basin over time, so there is likely some error introduced by the assumption that the location and type of new wells will follow the same pattern as past wells. Over the time period of 1984-2009, 53% of new wells in the Uinta Basin were gas wells; however, during the time period of 2010-2014, that fraction dropped to 36%.
The total oil and gas production from all wells (new and existing) is shown in Figure 14 for the prediction case. Interestingly, even though fewer oil wells are drilled in the prediction case (as a consequence of the reduced energy price forecast) than in the cross-validation case, oil production rates nearly double. The higher oil production rate is a consequence of extrapolating the increased production rates that the industry has demonstrated over the last decade via the log-normal trend-line fitting method discussed in Production Forecast. Gas production rates, which are modeled using the empirical CDF method (and therefore assume that new gas wells will show the same production histories as previously drilled wells), increase more slowly over most of the simulation period. Lastly, it is interesting to note how much production occurs from new wells versus existing wells. Figure 15 shows the fraction of production that is attributable to new wells for both oil and gas production in the crossvalidation case for the simulated production forecast (median results) versus the actual production history. Presumably new wells could be required to adhere to higher emission standards than existing wells, which over time would drop out of production. The point at which new wells become responsible for more than 50% of the overall production is about 2 yr for oil and 3 yr for gas.
Emissions
Of the three types of emissions calculated by the model, VOCs are currently the top regulatory concern. Therefore, only the results for VOC emissions are discussed in detail below. However, since VOC emissions are calculated as a ratio of CH 4 emissions, all of the results and trends noted below are similar for the other two emission categories (usually with just a change in scale on the y-axis). The results for CO 2 e and CH 4 emissions are provided as supplemental figures.
VOC emissions calculated by applying the emission factors to the drilling and production forecasts are shown in Figures 16 and 17 on a monthly and annual basis, respectively. Both figures indicate the baseline and reduced emissions (as a result of implementing NSPS and state rules) for the crossvalidation and prediction modes. As shown in Figures 16a and 17a , there is very little reduction in VOC emissions as a result of implementing the November 2012 NSPS rules in Table 5 , since these emissions are only applied to newly-drilled wells and the emission reductions are not applied to the largest emission categories (completions and gas transmission). The reductions that occur starting January 2015 have a much larger impact, as illustrated in Figure 16b . With these control reductions, emission rates remain flat at around 2000 metric tons/month for the entire prediction period (nearly 50% lower than the base-level emissions). Figure 17 gives a breakdown of emissions by source on an annual basis, and shows that the majority of the emissions are due to completion events, followed by gas transmission and gas production. As with Figure 16b , Figure 17b illustrates the impact of the emission reductions and in particular of the EPA green completion rule, which dramatically decreases emissions from the completion category.
Comparing final emission results at the end of the cross-validation case (2014) in Figure 17a to the Figure 11 . Production forecast for the cross-validation case for (a) oil production from new wells, (b) oil production from existing wells, (c) gas production from new wells, and (d) gas production from existing wells.
start of the prediction case (2015) in Figure 17b , we can see that there in an almost 25% reduction in median baseline emissions. The disparity is due to the differences in drilling and production rates at the end of the cross-validation case period (December 2014) versus the beginning of the prediction case period (January 2015). The step change indicates both the sensitivity of emission rates (in the model and in reality) to the oil and gas industry's business cycle and the importance of the uncertainty quantification. The starting point of the prediction period's median VOC emissions is equivalent to the 15th percentile of the cross-validation cases VOC emissions in December 2014.
Conclusions
In this study, we demonstrated a method for estimating (with uncertainty) the drilling, production, and emissions inventory of the oil and gas industry in Utah's Uinta Basin. In cross-validation tests, the median simulation results have proven to be highly accurate at matching the test history data. Assuming that the emission factors found in our literature review are representative, the annual average VOC emission rate for the oil and gas industry over the 2010-2015 time period would be 44.2E+06 (mean) ± 12.8E+06 (SD) kg VOCs per year (reduced emissions case). Given the down-turn in the oil and gas industry and assuming that proposed regulations are implemented, the annual average VOC emission rate for the oil and gas industry over the 2015-2019 time Figure 12 . Production forecast for the cross-validation case for production of (a) oil and (b) gas from existing wells assuming no well reworks occur. Figure 13 . Production forecast for the cross-validation case for (a) oil and (b) gas production from new wells taking the actual drilling schedule as a given.
period will drop by 45% to 24.2E+06 ± 3.43E+06 kg VOCs per year. This emission reduction occurs despite the fact that oil production rates are expected to roughly double over the course of the prediction period (and gas production rates are expected to slightly increase). Higher production rates do not increase VOC emission rates in the prediction case because (a) emissions from well completions are reduced by both lower drilling rates and EPA green completion rules, (b) emission factors from oil production are small compared with gas production and gas processing, and (c) production from new wells with stricter emission standards rapidly replace production from older wells without emission controls (within 2-3 yr in the cross-validation case). Energy prices are the largest source of uncertainty and volatility in drilling and production forecasting. Other sources of error exist such as the distributed drilling lag models, the well rework probability CDFs, and the changing patterns in the location, production, and types of wells. However, the demonstrated unpredictability of energy markets makes any forecast of future oil and gas development difficult to gauge with certainty. ) and source for baseline emissions (B) and reduced emissions (R). Activities in the "Other" category include reworking, gas processing, oil production, and oil transportation.
