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We experimentally demonstrate that the spin-orbit interaction can be utilized for direct electric-
field tuning of the propagation of spin waves in a single-crystal yttrium iron garnet magnonic
waveguide. Magnetoelectric coupling not due to the spin-orbit interaction, and hence an order
of magnitude weaker, leads to electric-field modification of the spin-wave velocity for waveguide
geometries where the spin-orbit interaction will not contribute. A theory of the phase shift, validated
by the experiment data, shows that, in the exchange spin wave regime, this electric tuning can
have high efficiency. Our findings point to an important avenue for manipulating spin waves and
developing electrically tunable magnonic devices.
PACS numbers: 75.30.Ds, 75.70.Tj, 75.85.+t, 85.75.-d
Interest in magnonics, which focuses on collective spin
currents, originates from the greater stability of the col-
lective motion of spins (spin waves); their persistence for
longer distances and consumption of less energy com-
pared to spin-polarized current makes magnonics com-
petitive for low loss integrated spintronics [1–4]. Par-
ticularly, the interaction between an electric field and
a spin wave provides fundamental insight into the cou-
pling between charge and spin degrees of freedom in a
solid. Detection of this interaction at room temperature
in single-crystal yttrium iron garnet (Y3Fe5O12, YIG),
a material of great interest for magnonic device design
because of its exceptionally low damping rate for spin
waves [5] and rich linear and nonlinear properties [6–14],
has proved difficult due to the lack of spontaneous elec-
tric polarization in YIG [15]. The presence of a center
of inversion symmetry in single-crystal YIG prevents it
from responding to applied electric fields via the same
mechanism as materials such as frustrated magnets or
multiferroics [16–19]. So far only indirect electric tuning
of YIG has been achieved, with the assistance of piezo-
electric materials [20–23].
In this Letter, we demonstrate direct electric field con-
trol of spin waves in a YIG magnonic waveguide via a
predicted, but not previously observed, mechanism that
occurs even in materials with a center of inversion sym-
metry. Our analysis shows that this effect mostly stems
from a spin-orbit (SO) interaction with a minor contri-
bution from a first-order magnetoelectric (ME) effect.
The SO interaction has recently attracted intense inter-
est because it provides new approaches for manipulating
electron spins [24]. In ferromagnets it leads spin waves
that propagate in an applied electric field to acquire an
Aharanov-Casher (AC) phase[25]. To linear order of the
electric field this is equivalent to adding a Dzyaloshinskii-
Moriya-like (DM-like) interaction between neighboring
spins (Si,j) that takes the form [26, 27]: Hij = Dij ·
(Si × Sj), where |D| ∝ E/ESO = 2mλ
2
SOE/~
2 is the
DM vector, m is the electron rest mass, ~ is the reduced
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Figure 1. (Color online). Schematic of the YIG magnonic
waveguide used in this experiment. B: bias magnetic field;
E: electric field; k: wave vector.
Planck constant, and λSO is a characteristic length scale
that determines the SO interaction strength. Through
this effect the applied electric field adds an AC phase to
the spin waves [25, 28–30]. The SO interaction in YIG
was previously considered to be extremely small due to
an assumption that λSO = λc (the reduced Compton
wavelength). A recent theoretical study predicts that
the SO interaction can be orders of magnitude larger in
YIG if one considers orbital hybridization, which yields
λSO ≫ λc [31, 32]. Here we present experimental ob-
servation of this SO interaction in a single-crystal YIG
thin film. In addition, our experiments found an electric
tuning of the ferromagnetic resonance (FMR) frequency
which we attribute to a first-order ME effect. Noting that
the SO interaction depends on an orthogonality between
the applied electric field, the equilibrium magnetization
and the wave vector of the spin waves, while the ME
effect does not, we clearly identify the different contribu-
tions from the two effects by applying the electric field
out-of-plane and in-plane.
Figure 1 shows the schematic of our device, containing
a narrow strip of YIG thin film as the magnonic waveg-
uide, a pair of copper electrodes to apply electric fields
across the waveguide, and a pair of microstrip transduc-
ers to excite and detect the spin waves. The YIG strip (2
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Figure 2. (Color online). (a) Dispersion relation of the spin
wave in the YIG magnonic waveguide. Red squares and blue
circles are the experimentally extracted dispersions with and
without metal electrodes on the YIG surface, respectively.
Solid lines are the theoretical calculations. Dashed black
line is the linearized dispersion. (b) Vector network analyzer
transmission characterization of the YIG magnonic waveguide
with magnitude response shown in the top panel and phase
response shown in bottom panel. (c) Interferometry scheme
for measuring spin wave phase accumulation. SG: signal gen-
erator; RF SG: radio frequency signal generator; Amp: am-
plifier; PM: powermeter; LPF: low-pass filter; HV Amp: high
voltage amplifier.
mm× 40 mm) is cut from a 5-µm-thick thin film of single-
crystal YIG epitaxially grown on a 0.5-mm-thick gadolin-
ium gallium garnet (Gd3Ga5O12, GGG) substrate. To
avoid magnon reflection, the two ends of the YIG strip
are terminated by 45◦ angled cuts. The two microstrip
transducers are placed 30 mm apart over the two ends of
the magnonic waveguide. The excited spin waves propa-
gate along the long axis of the magnonic waveguide. The
electrodes are attached onto the top and bottom surfaces
of the device and cover 20 mm length of the waveguide to
provide a sufficiently long interaction length. This leaves
a 5 mm gap between the electrode and the microstrip
transducer which is wide enough to avoid electrical cross-
talk between transducers. As the SO interaction requires
the wave vector k, the magnetization M and the elec-
tric field E to be orthogonal, we apply the bias magnetic
field in-plane and transverse to the wave propagation di-
rection.
In this configuration the excited spin wave mode in
the magnonic waveguide is a magnetostatic surface spin
wave (MSSW). Using methods provided in Refs. [33] and
[34], we calculate the dispersion of the MSSW taking into
account the effects of the GGG substrate and electrodes:
e2kd =
1− χ+ κ− tanh(kt1)
1− χ− κ+ tanh(kt1)
·
1− χ− κ− tanh(kt2)
1− χ+ κ+ tanh(kt2)
,
(1)
where χ = fBfM
f2
B
−f2
and κ = ffM
f2
B
−f2
with f being the fre-
quency, fB = γB, fM = 4piγM0. Other parameters are:
the bias magnetic field B, the equilibrium magnetization
4piM0, the gyromagnetic ratio γ, the wave vector k, YIG
film thickness d, the gap between the YIG film and the
upper (lower) electrode t1 (t2). Note that t2 is approxi-
mately the thickness of the GGG layer.
In Fig. 2(a) we present the calculated dispersions of
the waveguide with and without electrodes using Eq. (1)
(the solid red line versus the solid blue line). In both
cases, the electric field is set at zero. The calculated
dispersions agree well with the experimental data (circles
and squares). The presence of electrodes on the YIG
surface increases the group velocity of the spin waves.
For small k values (which is the case in our experiment
due to the limits of the transducers), the dispersion can
be linearized by expanding the original dispersion f =
Ω(k) around k0 to the first order of (k − k0):
f = Ω0 + vg0(k − k0) = vg0k + fFMR, (2)
where Ω0 = Ω(k0), vg0 = ∂kΩ(k0) is the group velocity
at k0, and fFMR is the FMR frequency obtained after
the linearization. The dashed line in Fig. 2(a) shows the
linearized dispersion expanded around k0 = 60 cm
−1 and
it replicates the complete dispersion within the range k <
70 cm−1.
The spin wave propagation along the waveguide is
characterized using microwave transmission measure-
ment [Fig. 2(b)]. Under a bias magnetic field of 60.1
mT the spin wave transmission band covers 3.42 − 3.58
GHz within which the spin wave accumulates a very large
phase after propagating through the waveguide owing to
its small phase velocity. From the phase spectrum we
extract the MSSW dispersion.
When an external electric field is applied across the
magnonic waveguide as in Fig. 1, the spin wave phase
accumulation is modified as a result of the SO interac-
tion. Such phase changes can be precisely detected with
our interferometry scheme [Fig. 2(c)]. One arm of the
interferometer is the magnonic waveguide, whereas the
other arm is a reference signal originating from the same
microwave source. The power sent into the magnonic
waveguide is kept below the nonlinear threshold of the
MSSW to avoid undesired nonlinear effects. The electric-
field-induced phase is measured by comparing these two
arms at the phase detector, which consists of a mixer and
a low-pass filter. The measured phase is normalized by
the transmitted power and monitored by a RF powerme-
ter to eliminate the amplitude information. To increase
the measurement sensitivity and suppress system fluctu-
ations, the applied electric field is modulated at 7 kHz
and a lock-in amplifier is used to detect the correspond-
ing phase modulation.
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Figure 3. (Color online). (a) Measurement of the electric-
field-induced phase (symbols) at various electric fields (bias
magnetic field B = 60.1 mT). Dashed lines show the linear
fittings. (b) Dependence of ∂fϕ on the electric field with
different bias magnetic fields. Solid lines show the theoretical
predictions. (c) Dependence of ∂2f,Eϕ on the magnetic field.
(d) Phase induced by the first-order ME effect at the FMR
frequency (bias magnetic field B = 60.1 mT).
Figure 3(a) shows the measured phase signal induced
by different electric fields with a bias magnetic field of
60.1 mT. At an applied electric field of ∼106 V/m, the re-
sulting phase (normalized to the propagation distance) is
of the order of 10−5 rad/mm. We note that this value can
be drastically enhanced by decreasing the wavelength.
Especially, it is estimated that a pi-phase shift can be
achieved as the wavelength approaches the exchange limit
[32]. The phase shift signal has a clear dependence on the
electric field, demonstrating the electric tuning origin.
In the AC effect picture, the SO interaction provides an
electric-field-dependent term f = fMλk to the dispersion
[32], where λ = 2Ja5eE/µ0ESO~
2γ2, with J being the
exchange coefficient between neighboring lattices, a the
lattice constant, e the elementary charge, and µ0 the vac-
uum permeability. Since the magnetization of the YIG
is not saturated under the applied magnetic field, J has
a B dependence and accordingly λ can be expressed as
λ = (λ0 +λBB)E, where λ0 and λB are constants deter-
mined through the experiments. In another, equivalent,
description, the spin wave gains an additional wave vec-
tor kSO at a given frequency f , which yields an additional
phase ϕSO after the spin wave propagates a distance L.
Using the linear dispersion approximation we have:
ϕSO =
L
v2g0
fM (f − f
0
FMR)(λ0 + λBB)E , (3)
where f0FMR denotes the FMR frequency in the absence
of electric fields. This equation shows a clear linear de-
pendence of the SO-interaction-induced phase on the fre-
quency and the electric field, in agreement with the data
shown in Fig. 3(a).
However, Eq.(3) also indicates a zero phase shift at
the FMR frequency, which deviates from our experimen-
tal observation. We attribute this discrepancy to a first-
order ME effect, which directly modifies the equilibrium
magnetization and is inherent to magnetic materials. Be-
cause of this ME effect, fM becomes fM+pE in the pres-
ence of an applied electric field, where p is a constant.
Substituting the new expression into the linear disper-
sion given by Eq. (2) we have the total phase induced by
both SO and ME effects: ϕ = ϕSO + ϕME, where
ϕME =
(
f − f0FMR
v2g0
v′g0 +
∂EΩ0 − v
′
g0k0
vg0
)
LE , (4)
where v′g0 = ∂Evg0. Note that due to the existence of
the direct ME effect, vg0 becomes a function of E. From
Eq. (4) we can see that there exists a nonzero phase at
the FMR frequency. In addition, the ME effect also con-
tributes a f -dependent term.
We compare our model (the solid lines) with the exper-
iments (the dots) in Figs. 3(b)–(d) and a good agreement
is achieved. The solid lines are obtained by taking into
account both the SO effect and the direct ME effect. As
predicted in Eqs. (3) and (4), the measured electric-field-
induced phase is linear in the frequency and increases
with the electric field [Fig. 3(a)]. This electric field depen-
dence is shown in Fig. 3(b), where the partial derivative
∂fϕ is plotted as a function of the electric field at various
bias magnetic fields. The magnetic field dependence of
the second derivative of the phase (∂2f,Eϕ) is plotted in
Fig. 3(c). It can be seen that the effect of electric tuning
can be enhanced by increasing the electric field and the
bias magnetic field. Figure 3(d) shows that the induced
phase at f0FMR is indeed nonzero due to the direct ME
effect.
The good agreement between the theory and the exper-
imental data supports our interpretation that the mea-
sured electric tuning originates from the combined effect
of the SO and ME interaction with dominant contribu-
tion coming from the SO effect. In our model there are
three unknown parameters: λ0, λB , and p, while the rest
of the parameters are all known constants. From the
measurement data we obtain these unknown parameters
through numerical fitting: λ0 = −1.095 × 10
−16m2/V,
λB = 2.080× 10
−15m2/(V ·T), and p = 2.34× 10−3 Hz
V/m .
At a bias magnetic field of 60.1 mT and electric field
of 1 × 106 V/m, we obtain λ = 0.15A˚ and accordingly
λSO = 0.45A˚, which is indeed two orders of magnitude
larger than λc (3.85×10
−3A˚).
To further separate the contributions to the phase shift
from the SO and ME effects, we examine their depen-
dence on the direction of the applied electric field. By
moving the two electrodes to the side of the waveg-
uide, we apply the electric field in the same direction
as the magnetic field, as illustrated in the lower inset of
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Figure 4. (Color online). (a) The measured phase shift with
the electric field applied in the in-plane (blue squares) and
out-of-plane (red circles) direction, respectively, under the
same bias magnetic field (B = 60.1 mT). Dashed black lines
are the linear fittings. (b) Dependence of ∂fϕ on the elec-
tric field for the in-plane (blue circles) and out-of-plane (red
squares) electric field configuration, respectively. Solid lines
show the model predictions.
Fig. 4(a). The SO interaction vanishes under this config-
uration since it requires k, M and E to be all orthogonal.
As the first-order ME effect does not require such orthog-
onality, the phase shift for this electrode configuration
would arise solely from the ME effect.
Figure 4(a) compares the measured phase ϕ for in-
plane (circles) and out-of-plane (squares) electric fields
under the same bias magnetic field (B = 60.1 mT).
To obtain quantitative comparison between these two
curves, it is important to realize that the group velocities
are different for these two cases because of the dispersion
change when removing the copper electrode from the YIG
surface [squares versus circles in Fig. 2(a)]. In addition,
the obtainable electric field ranges are different due to
the large aspect ratio of the sample cross section. There-
fore it is difficult to directly compare the effects at the
same electrical field. Nevertheless the change of slope or
partial derivative of the phase (∂fϕ) truly differentiates
these two effects. In the experiments, we vary the applied
electric fields and normalize the measured ∂fϕ with the
group velocity and the electric field [∂fϕ = ∂fϕ · (v
2
g0/E)
in Fig. 4(b)]. The dramatically reduced slope signal in-
dicates the greatly suppressed SO interaction for the in-
plane electric field configuration. The theoretical predic-
tion for the in-plane configuration, which only includes
the ME effect using parameters obtained from the out-
of-plane configuration, shows good agreement with the
experiment data and validates our analysis.
In conclusion, we experimentally demonstrated the ex-
istence of the SO interaction in single-crystal YIG. Such
interaction shifts the spin wave dispersion under exter-
nal electric fields applied perpendicular to the magne-
tization and wave propagation directions. As a result,
electric-field-induced phase modulation of the propagat-
ing spin waves in a magnonic waveguide is achieved. On
the other hand, we found another effect, the first-order
ME effect, also contributes to the electric tuning by modi-
fying the equilibrium magnetization with an electric field.
The latter effect can be separately measured by applying
the electric field in a direction parallel to the magnetiza-
tion. A complete theoretical model including both effects
is developed and is in agreement with the experimental
data. Theoretical calculations indicates that high tuning
efficiency and low tuning voltage can be achieved by ex-
panding to the exchange spin wave regime or by utilizing
compact on-chip magnonic waveguides. We anticipate
that further scaling the YIG devices to the micro- and
nano-scale would allow on-chip electric field control of
spin waves. Our finding provides opportunities for direct
electric tuning in YIG devices, which are widely used and
indispensable for modern electronics.
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