In this paper, a novel approach to speech reinforcement in a low-bit-rate speech coder under ambient noise environments is proposed. The excitation vector of ambient noise is efficiently obtained at the near-end and then combined with the excitation signal of the far-end for a suitable reinforcement gain within the G.729 CS-ACELP Annex. B framework. For this reason, this can be clearly different from previous approaches in that the present approach does not require an additional arithmetic step such as the discrete Fourier transform (DFT). Experimental results indicate that the proposed method shows better performance than or at least comparable to conventional approaches with a lower computational burden.
Introduction
Usually, a listener under ambient noise environments has trouble when listening to speech as ambient noise significantly decreases the intelligibility of speech [1] - [4] . This problem cannot be directly controlled by conventional speech enhancement techniques because ambient noise inherently arrives at the near-end listener's ears. Two prevalent approaches based on the discrete Fourier transform (DFT) have been proposed. These are the signal-to-noise ratio (SNR) recovery method and the perceptual reinforcement technique [1] , [2] . In the former approach, the average speech spectrum over the average noise spectrum is raised to regain speech intelligibility. On the other hand, the latter approach reinforces the speech signal under ambient noise so that it has the same partial loudness for each band according to the loudness of the original noise-free signal. However, it should be noted that the previous approaches do not take advantage of factors such as the ITU-T G.729 codec or an adaptive multi-rate AMR, despite the fact that the speech communication system ultimately requires the low bit-rate speech coders.
In this paper, an efficient approach is proposed to reinforce the far-end speech signal based on the ITU-T G.729B codec under background noise environments. The excitation signal of the near-end noise is initially estimated in the absence of near-end speech which can be given by the voice activity detector (VAD) adopted in the G.729B. We then find the excitation vector of the far-end speech from the G.729B decoder. Once the fixed-codebook gains for both ambient noise and far-end speech are given by the near-end and far-end excitation vector, the proposed approach raises the fixed-codebook gain ratios to the target value within the G.729B framework [5] , [6] . A number of experiments have shown that the proposed method efficiently improves the farend speech intelligibility compared to previous approaches.
Review of Speech Reinforcement
For the near-end listening enhancement, in the method of Sauert and Vary [1] , an effective method referred to as SNR recovery was proposed to amplify the spectral components while preserving the same SNR in either a time domain or a frequency domain. As this technique is referred to as a target system, the notion of the SNR recovery scheme is initially reviewed in brief. First, the frequency-independent (i.e., time domain) SNR recovery method simply amplifies the speech signal in the time domain with a gain g(k) as follows:
where s(k) is the far-end speech signal. Additionally, g(k) is obtained using the ambient noise n(k) such that the SNR of the amplified far-end speechŝ(k) and the ambient noise n(k) in the near-end is greater than or equal to a specific SNR:
where ζ as the target SNR could be chosen to have 15 dB [1] . Based on this, the gain function is given by [1] :
Since the far-end speech should not be attenuated under a few or the noise free environments, g(k) must satisfy the condition [1] : g(k) ≥ 1. Combining this condition and (4), we can obtain
However, this frequency-independent method is sensitive to the characteristics of noise, despite the advantage of its simplicity. To avoid this problem, the frequency-dependent SNR recovery method is presented with the help of the DFT Specifically, s(k) and n(k) are transformed into the frequency representations S (t, f ) and N(t, f ) using the DFT where t indicates the frame index and f is the frequency index. As the far-end speech signal is amplified with the gain of G(t, f ) at all of the frequency bands, it is determined bŷ
The ratio of the amplified speech ΦŜŜ (t, f ) and the near-end ambient noise Φ NN (t, f ) should be greater than or equal to a specific target SNR ζ (=15 dB) such that [1] :
where ΦŜŜ (t, f ) and Φ NN (t, f ) denote the short-term power spectral density of the near-end speech and the background noise, respectively. The amplification gain G(t, f ) is formulated, as before, such that
In practice, the far-end speech signal should not be decreased in near-end environments without ambient noise; therefore, the following constraint is introduced:
Combining (8) and (9) gives the amplification gain G(t, f ):
However, since the amplified far-end speech signal for a near-end listener does not provide the hearing damage, G(t, f ) should be restricted by the maximum gain (G max 30 dB) and then we have
Proposed Speech Reinforcement Based on the G.729B Codec
Although previous frequency-dependent SNR recovery algorithms could be considered effective after adjusting the frequency components to produce the same SNR for each frequency band, it should be noted that an additional computation step such as the DFT is eventually required [1] . However, because a speech codec at the near-end and farend is essential in a speech communication scenario, a reinforcement method is proposed here that uses a speech codec inherently without the help of the DFT [1] , [2] . For a clear understanding of the proposed approach, the encoding and decoding processes are initially described in brief for convenience. At the near-end, as shown in Fig. 1 , the input signal is filtered via a highpass-filtering and an LP analysis is then performed once per a speech frame using an autocorrelation method. Subsequently, linear prediction (LP) coefficients are transformed into the line spectral frequency (LSF) and are quantized. The LP analysis filter produces an error signal known as the residual signal, which maintains a quasiperiodic structure. On the other hand, a pitch analysis is conducted to determine the adaptive codevector that represents the periodic excitation signal. Once the adaptive codevector is prepared, the target signal which is the difference between the aforementioned residual signal and the adaptive codevector is obtained to derive the fixed codevector. The fixed codevector contains non-zero pulses whose amplitudes are ±1 because the amplitudes of the vector are encoded separately in terms of the fixed-codebook gain [5] , [6] . Summarizing this, the excitation signal is represented by a summation of the adaptive and fixed codevector, as follows:
whereĝ p (n) andĝ c (n) are the adaptive-codebook and fixedcodebook gains, respectively. Additionally, v(n) is the adaptive codevector and c(n) denotes the fixed codevector.
Here, in the proposed approach, the excitation patterns of the far-end speech and the ambient noise are separately derived based on G.729B codec because G.729B containing the VAD [6] gives an information whether the given frame belongs to speech or noise. In G.729B, the four difference parameters (a full band energy difference, a low-band energy difference, a spectral distortion, a zero crossing rate difference) are computed from the input signal and the intermediate values of the speech encoder. And then, a decision of voice activity is conducted over a four dimensional hyperspace, based on a region classification technique. Interested reader is referred to [6] for details of the technique. On the other hand, in the encoder process, the excitation signal of the far-end speech is represented bŷ
whereĝ F c is the fixed-codebook gain of the far-end speech signal which is automatically obtained from the decoding parameter at the decoder. It is important to note that the focus is on the fixed-codebook rather than the adaptivecodebook, as the adaptive-codebook is mainly correlated with the periodicity in the excitation. Actually, since an adaptive-codebook gainĝ p , which may be between 0.1 and 1.3, determines the strength of the periodically strong component in the excitation, even a week amplification of the adaptive-codebook gain could cause an excessively loud (or diverged) sound when the signal level at the adaptivecodebook position to be used is relatively high.
In contrast to the adaptive-codebook gain, the fixedcodebook gains have usual values between 1 and 1500 for speech and the magnitude of the fixed-codebook gain tends to vary quite smoothly from one frame to next. For this reason, the fixed-codebook gain is solely considered for the amplification. Also, to avoid the change of the spectral characteristics, we do not consider the boosting the LSF parameter.
Based on this, the excitation signal of the ambient noise is initially obtained based on the G.729B in the absence of speech as shown in Fig. 2 . As the G.729B originally contains a VAD, an estimation of the noise excitation is straightforward. The equation for this is given as follows:
whereû N (n) andĝ N c denote the excitation signal and the fixed-codebook gain of the ambient noise at the near-end, respectively. With g R c (n) as the fixed-codebook gain of the reinforced gain, in a similar manner with (7), the specific target ratio between g
≥ ζ where ζ (=15 dB) is the target SNR [1] . As g R c (n) is composed ofĝ F c (n), the original fixed-codebook gain of the far-end speech and g r (n), the reinforcement gain for the target ratio can be rewritten as
which results in the following constraint on g r (n)
As g r (n) should be bounded between the minimal value (g r (n) = 1; no reinforcement) and the maximal value (g max r 30 dB; preventing an excessive signal amplification), this gives
Here, one might ask that the voiced sound segments will get large energy relative to the unvoiced sound cases since the emphasis on the synthesized signal will vary with the amount of formant structure. But, since the fixed-codebook gain for the voiced part is usually higher than that of the unvoiced part, the reinforcement gain for the unvoiced sounds tends to be greater than the case of the voiced sound, which prevents decreasing intelligibility. Also, we should note that the disturbed frequency spectra with low (or no) noise could be over-amplified when we adopt the simple overall gain for the signal as in the aforementioned frequency-independent method, which retains the time-domain waveform shape [1] . But, in the proposed method, we can retain the spectral characteristics appropriately since we boost the fixed-codebook gain without amplifying the LSF part corresponding to the spectral shape [7] .
Experiments and Results
In order to investigate the performance of the proposed speech reinforcement algorithm, informal subjective preference tests were performed under various ambient noise environments. Twelve test phrases with six spoken by a male speaker and others spoken by a female speaker were utilized as the experimental data. Each phrase was composed of two different meaningful sentences and lasted for 8 s. To simulate an ambient noise environment, background noises were simply added to the original and reinforced signal before they were played out at the headphone [2] . Three types of noise sources, white, babble and vehicular from the NOISEX-92 database were used at SNRs of 5, 10, 15 and 20 dB. Fourteen Korean listeners (eight male and six female) whose ages ranged from 20 to 35 participated in the experiments. For the preference test, the ITU-T P.800 comparison category rating (CCR) test was used [8] . Through the CCR test method, all of the participants gave their opinion on the perception quality with a scores of 3 (much better), 2 (better), 1 (slightly better), 0 (about the same), −1 (slightly worse), −2 (worse), −3 (much worse). Here, the positive scores mean that the reinforced speech by the proposed method was preferred.
The CCR test was performed to compare the perceived quality of the reinforced speech with that of the previous method referred to as the frequency-independent (time domain) SNR recovery scheme. The results are shown in Table 1, in which the average scores are shown to be higher 0.37 ± 0.12 0.15 ± 0.14 0.02 ± 0.12 15 dB 0.17 ± 0.13 −0.06 ± 0.14 0.03 ± 0.14 20 dB 0.20 ± 0.13 0.01 ± 0.13 −0.01 ± 0.13 average 0.24 ± 0.13 0.00 ± 0.14 −0.01 ± 0.13 under the given noise conditions. From these results, we can see that the proposed reinforcement method clearly enhances the perceived quality of speech effectively. This is attributable to the fact, as we mentioned in the last paragraph of Sect. 3, that the proposed algorithm retains the spectral characteristics appropriately by boosting the fixedcodebook gain while the frequency independent method could over-amplify the disturbed frequency spectra. Next, the quality of speech reinforced by the proposed algorithm was compared to that of a signal reinforced by the frequency-dependent SNR recovery method. These CCR tests are shown in Table 2. According to Table 2 , the proposed approach is shown to be comparable to the frequencydependent SNR recovery approach, although the DFT is not necessary in the present scheme. It was found that the CCR scores were slightly worse in some cases but was still considered to be tolerable on average.
Finally, a computational complexity test was conducted for a fair comparison, as the proposed approach was designed to have an advantage in terms of the computational load, as mentioned earlier. In this regard, Table 3 shows a summary of the computational complexity in terms of the MIPS claimed by each algorithm. Note that this computation step is eventually given by TMS320C55x † [9] . Based on this, the computational complexity was compared between the proposed method and the SNR recovery methods. The results show that the proposed approach requires much less computation compared to the existing methods. This † TMS320C55x is a registered trademark of the Texas Instrument.
can be considered very desirable when we consider the embedded hardware requiring a low power consumption.
Conclusion
We have presented a novel approach based on the 8 kb/s speech coding algorithm G.729 Annex B to enhance the clarity and intelligibility of far-end speech in noisy near-end environments. The proposed approach directly reinforces the decreased intelligibility of a far-end speech signal using an excitation modification scheme in which the excitation signal of the far-end speech is amplified by the newly defined excitation gain ratio of the result of the computation of the estimated near-end ambient noise's excitation gain. The performance of the proposed approach has been shown to be superior to conventional SNR recovery techniques, as evidenced by the subjective preference CCR test results. It significantly decreases the computation rates and complexity of the algorithm compared with the SNR recovery methods incorporating the DFT.
