This paper introduces autoregressive (AR) modeling as a novel method to classify outputs from gas chromatography (GC). The inverse Fourier transformation was applied to the original sensor data, and then an AR model was applied to transform data to generate AR model complex coefficients. This series of coefficients effectively contains a compressed version of all of the information in the original GC signal output. We applied this method to chromatograms resulting from proliferating bacteria species grown in culture. Three types of neural networks were used to classify the AR coefficients: backward propagating neural network (BPNN), radial basis function-principal component analysis (RBF-PCA) approach, and radial basis function-partial least squares regression (RBF-PLSR) approach. This exploratory study demonstrates the feasibility of using complex root coefficient patterns to distinguish various classes of experimental data, such as those from the different bacteria species. This cognition approach also proved to be robust and potentially useful for freeing us from time alignment of GC signals.
INTRODUCTION
Many modern chemical sensors produce extremely complicated signal outputs that require specialized algorithms to interpret. Gas chromatography/mass spectrometry (GC/MS) is currently considered the "gold standard" analysis system for chemical analysis, and is especially useful to analyze complex chemical samples. Due to GC/MS popularity as a chemical analysis tool, various chemometrics algorithms have been utilized to classify chromatograms from the instrument output [1] [2] [3] . We have used examples from this common analysis system to illustrate a pattern recognition approach based on autoregressive modeling, which can be broadly applied to many categories of solid-state chemical sensors.
In general, a good classification algorithm has two major parts: feature identification and extraction, and a recognition algorithm. Compared with recognition algorithms, much less work has been reported in the literature to optimize feature extraction in GC/MS data sets. Several widely used feature extracting methods for chromatogram classification include: principal component analysis (PCA) [4] , genetic algorithms (GAs), and simulated annealing (SA) techniques [5, 6] . GA and SA are mainly used to select "representative" regions of MS or chromatographic data which provide the basis for classification [7] [8] [9] . These algorithms generally provide highly accurate models of chemical sensor output data, depending on the true differences between the samples. However, these feature extracting methods often require alignment in the time domain as a data preprocessing step, and this is especially true for GC/MS chromatogram signals.
There are also several other limitations of these existing feature extraction methods. For PCA, a new learning sample may result in recalculation of entire set of principal components from the system. GA and SA often require significant search times to find chromatogram classification markers due to the complexity of the data signals. Also, all of these machine learning processes are directed by mathematical optimizations and are not guaranteed to find the chemical markers with sufficient physical meaning. Because of all of these reasons, it is important to develop concise and reliable feature extracting methods for real-time signal analysis and chromatogram classification.
Recently, an autoregressive (AR) model (filter) has been successfully introduced to smooth and denoise chromatographic data from complex chemical mixtures [10] . AR 2 Journal of Sensors modeling has been a useful method for signal processing fields, such as audio processing [11, 12] . It is also an efficient tool for chemical sensor analysis [13] [14] [15] , since a typical data format of sensor output is time series. However, to date there has been no report of the application of the AR model to extract the feature of GC data for system characterization and classification. Here we have introduced the AR model as a feature extracting method for GC/MS chromatogram data, and we have tested the feasibility and effect of this method on the data taken from biological systems.
Briefly speaking, the AR model uses n (model order) regression coefficients to represent a whole time series of data, so one significant advantage of this feature extracting method is its independence on the time dimension of the original sample. For GC/MS, variation of the experiment conditions can sometimes result in small time shifts and misalignment of the chromatogram signal. Therefore, we hypothesized that AR modeling of the chromatogram data could serve three purposes: provide noise filtering, effectively compress data while retaining important signal features, and provide feature extraction capability without signal preprocessing to align the chromatograms.
Model order is a key parameter of AR modeling, and yet in most cases, it is difficult to predict the optimum value of this parameter. Moreover, the optimal AR model order may be different between individual chromatogram samples or between classes of chromatogram data. Therefore, one important task of this study was to test if the AR model-based pattern recognition method is robust with respect to AR model order. Three types of neural networks were employed in this classification study: back-propagation neural networks (BPNNs), radial basis function-principal component analysis (RBF-PCA), and radial basis functionpartial least squares regression (RBF-PLSR). These learning algorithms were used to classify the resulting complex coefficients from the AR modeling. Covering two most widely used neural networks and their modifications, these three types of neural networks proved the wide suitability of the chromatogram feature composed of AR model coefficients to various classifiers.
We devised a simple experimental system to test the AR modeling and pattern recognition algorithms using the headspace samples of four bacteria species cultured in enclosed vials. It is generally well accepted that the complex chemical gases that are produced from proliferating pure bacteria cultures are unique to a bacteria species [9, 16] , and by culturing the bacteria in vials we captured these gasses for chemical analysis. In this exploratory study, we expect to reach the following goals by analyzing chromatogram data for four different species of bacteria: (i) to verify the feasibility of AR model-based pattern recognition strategy for chromatogram data, (ii) to test the robustness of this feature extracting strategy, and (iii) to compare the effects of various learning algorithms based on this feature extracting strategy. This is the first extensive study to apply AR modeling to extract the feature of chromatogram data for classification. The success of this exploratory study provides a novel feature extracting method with the following significant advantages: no requirement of chromatogram signal time alignment, potential real-time classification in automated chromatography instrumentation systems, and the ability to effectively deal with background signals in chromatography outputs.
EXPERIMENTAL METHODS

Bacteria cell culture
Four closely related bacteria species were acquired from American Type Culture Collection (ATCC, Bethesda, MD, USA): Bacillus subtilis (ATCC no. 10774), Bacillus cereus (ATCC no. 13061), Bacillus licheniformis (ATCC no. 12759), and Bacillus mycoides (ATCC no. 6462). To prevent background culture conditions from introducing chemical artifacts into our signals, each species was cultured under identical conditions as described previously [10] . Briefly, the bacteria were cultured at 37 • C on standard LB agar plates, and colonies were selected to proliferate in liquid LB media for headspace analysis. The bacteria were seeded into 0.5 mL LB media and grown in 10 mL borosilicate glass vials sealed with PTFE/silicone septa and aluminum screw top caps (Agilent, Palo Alto, CA, USA) to capture the headspace gasses emanating from the proliferating cultures. The headspace gas was analyzed after the culture proliferated for 2 hours at 37 • C. The samples were then uniformly chilled to 4 • C in order to minimize additional bacterial growth until GC/MS analysis of the headspace was complete.
GC/MS headspace gas analysis
The headspace gas above the proliferating cultures was analyzed sequentially using standard gas chromatography/mass spectrometry (GC/MS) methods. The cultures were heated to 37 • C and agitated at 500 RPM to facilitate chemical release from the liquid culture and equilibrium of the chemicals with the headspace. The chemicals in the headspace were then extracted for 30 minutes using an SPME fiber with an 85 μm polyacrylate coating (Supelco, Inc., Bellefonte, PA, USA). The fiber was desorbed for 15 minutes into a Varian 4000 GC/MS (Varian, Inc., Palo Alto, CA, USA) for analysis. The GC oven was initially held at 40 • C for 10 minutes, then ramped at 2.5 • C/m, with 5-minute holds at 100 • C, 125 • C, 150 • C, and 175 • C. The cycle concluded with a 10minute hold at 200 • C. The column eluent was fed into a mass spectrometer scanning an m/z range of 35-1000. Ionization was achieved with 70 keV electron ionization. The total ion count was collected against retention time for further analysis.
DATA ANALYSIS
Autoregressive modeling of GC/MS chromatograms
The AR model is an all-pole model (filter). A p-order AR model can be expressed by the following transfer function:
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Thus, the nth value (x(n)) can be predicted by its previous p values: x(n − 1), x(n − 2), . . ., x(n − p). A p-order AR model is equivalent to a p-order linear prediction model below:
where a i (i = 1, . . . , p) are AR coefficients. The goal of an AR model is to estimate the AR coefficients that can fit the original data as much as possible through an optimization process. Previously, we have shown that to effect real-time modeling of a chromatogram, it is reasonable to consider the chromatography data to be in the frequency domain [10] , and so the inverse Fourier transformation was applied to each chromatogram before the autoregressive modeling of the signal. A p-order AR model generates p complex roots as the AR coefficients of each inverse Fourier transformed chromatogram profile. For chromatographic signal enhancement and noise filtering, these p complex roots would normally be used to reconstruct the chromatogram data after filtering, but in this study we are applying pattern recognition approaches to these feature vectors to test if we can provide highly accurate classification of the chromatograms using the complex roots.
Back-propagation neural network (BPNN)
The BPNN is an effective nonlinear mapping tool and has been widely used for pattern recognition. A typical BPNN is composed of three layers: input, hidden, and output layers. BPNN training can be summarized as an iteration process during which the error between the predicted outputs and the stipulated outputs for each training sample will be backpropagated by a gradient descendent algorithm to adjust the weights of each layer until a convergence criterion is reached. This is usually based on reducing the total error of the training data set.
Radial basis function-principal component analysis (RBF-PCA)
A significant advantage of RBFN over BPNN is the ability to avoid long-duration training times, but the modeling effect of the RBFN largely depends on the proper determination of radial basis vectors. In order to overcome this drawback, we have integrated the RBFN with multivariate statistical analysis. RBF-PCA is a successful integration approach and has been applied previously in various cheminformatics and bioinformatics fields [17, 18] .
The basic concept of RBFN is a radial function-based interpolation problem. Given the sample set of x i and the corresponding class index y i , RBFN aims to seek an interpolation function f (x i ) to build a map from x i to y i . The RBFN is also composed of three layers. The hidden layer performs a nonlinear transformation to transform the input space into a high dimensional transitional space by radial basis functions. The standard radial basis transformation function is a Gaussian kernel function:
where c j is the radial basis vector of the jth hidden node, and σ 2 j is the Gaussian width of the jth hidden node. The output layer produces linear weighting summation of all the hidden node outputs:
where λ j is the weight connecting the output node and the jth hidden node, and P is the number of hidden nodes. Ordinary least square regression can be used to calculate the weight λ j .
It can potentially be difficult to determine the proper number of radial basis centers and to estimate these center vectors. An alternative idea is to use all the training samples as radial basis vectors. Supposing there are K training samples, the hidden layer can generate a K-by-K transition matrix M K×K each element of which is the output of (3). Thus, all the information of the training set is fully utilized. However, this may result in over-fitting in the regression step, so PCA can be used to extract latent variables from this transitional matrix for regression. The ordinary least square regression of (4) turns out to be the principal component regression (PCR). The detailed processes of PCA and PCR have been documented as potentially valuable learning algorithms in the literature [19] . Clearly, RBF-PCA statistically resolves the problem of determining proper radial basis vectors, avoiding possible local optima that often occur in conventional radial basis vector determination strategies like the K-means algorithm.
Radial basis function-partial least squares regression (RBF-PLSR)
The PLSR is another generalization of ordinary least squares regression. Compared with PCR, the PLSR usually yields a relatively high modeling accuracy as extracting PLS components not only relies on the independent variable information but also employs the dependent variable information. Therefore, PLSR is another competitive tool for the regression of the transitional RBF response matrix M K×K against the stipulated outputs. One standard PLS algorithm is a nonlinear iterative partial least squares [20] . In this algorithm, we let X and Y be independent and dependent data matrices. The entire algorithm consists of two loops. The inner loop is for extracting PLS component t of X and the corresponding information vector s of Y. It has been shown [20] that t and s are the components in the X and Y space that have maximal covariance. In each inner loop, the PLS algorithm only yields one pair of components from X and Y. The outer loop then calculates the residual matrices of X and Y by subtracting the extracted components from X and Y. The whole iteration process continues until a stop criterion is reached or the residual matrix of X becomes zero.
In summary, the PLSR generates a transforming matrix W to transform X to T (composed of PLS components t). Assuming Q is the regression coefficients of T against Y, B = WQ is the direct regression coefficients of X against Y and can be used for future prediction.
The RBF-PLSR approach applies PLSR to relate the transitional RBF response matrix M K×K to the stipulated outputs. This method was first proposed in 1996 [21] , and has been applied to various chemometrics and chemical process problems [22, 23] . All the data analyses and modeling in this study were performed using MATLAB (The Mathworks, Inc., Natick, MA) version 7.3.0.267. Fourier and inverse Fourier transforms were accomplished using the FFT and IFFT algorithms included with the software.
RESULTS
Determination of AR model order
A proper order for an AR model should be able to yield a good data fitting effect while retaining a high data compression ratio. Generally, a plot of the fitting error of data series versus the model order may show the turning point from which the curve will even out. Below is an example to show this decreasing trend by using the chromatogram data from a Bacillus cereus chromatogram signal. Figure 1 is a simple illustration of the original chromatogram of a Bacillus cereus headspace sample versus the reconstructed chromatogram of a 60-order AR filter for this sample. As discussed before, the chromatogram data can be considered to be in the frequency domain for the purposes of this experiment [10] , so an inverse Fourier transform is needed before AR analysis. In reverse, the reconstructed data series based on AR coefficients need Fourier transform to go back to the original domain. Figure 2 shows the decreasing trend of the reconstruction error against the AR model order. The reconstruction error of an AR model in this study was defined as the distance between the original chromatogram vector cm ori and the reconstructed one cm rec , that is, cm ori − cm rec . We see from Figure 2 that the optimal AR model order (i.e., turning point) should lie in the neighboring range of 50. However, it is challenging to give an exact value to the optimal order, and may not be feasible for all chromatogram samples to have the same optimal order value. Therefore, it is very important for the AR model-based recognition strategy to be robust in terms of AR model order. In this study, three model orders: 20, 40, and 60 (all in the neighbor range of 50) were used for AR analysis, and their AR complex coefficient vectors were used for bacteria classification.
Preliminary investigation of AR coefficients using PCA
A p-order AR model generates p complex coefficients for each inverse Fourier transformed chromatogram. Thus, the feature vector of this system is composed of 2p elements: p real part coefficients plus p imaginary part coefficients.
For illustration, Figure 3 shows the distribution of some representative principal components of the AR complex coefficients obtained by a 20-order AR model for each bacteria headspace sample. The 1st and 2nd principal components clearly separate the B. subtilis samples from the others. When the 2nd and 4th principal components area also included, it provides an even better separation of the data. The mild overlaps among classes may indicate possible nonlinearity among them. These results preliminarily showed that it is feasible to use the AR model complex coefficients for the classification of chromatography outputs from complex mixtures of chemicals.
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Classification based on AR coefficients
In this section, three types of neural networks, BPNN, RBF-PCA, and RBF-PLSR were applied to test their classification effects on the AR coefficients of the bacteria headspace chromatogram data. For this four-class problem, the stipulated output of each sample was designed as a four-dimensional vector in which the element corresponding to the class of this sample was set to be 1 and the other three elements to be 0. For an unknown sample, the element which is the closest to 1 denotes the class of this sample. In this exploratory study, we did not expect to obtain the best network parameters for each type of neural networks but aimed to test the feasibility of the AR coefficients to chromatogram classification by using a number of classifiers.
Considering the limited number of samples (n = 9) for each class, the leave-one-out strategy was used to verify the classification effect. Each time 8 samples of each class were used for training and the remained sample of each class was used for testing. The whole training set for each time was composed of 32 (8 * 4) samples while the testing set composed of 4 (1 * 4) samples. This training-testing process was repeated nine times to cover the whole sample set. Therefore, the most ideal classification result for the testing samples of each class is 9/9.
BPNN
The BPNN was first used for this classification problem. The direct inputs for the BPNN were the principal components of the AR complex coefficients (composed of 2p elements) of the training samples. Therefore, the testing samples needed to be transformed by the PCA loading matrix of the training samples before being input to the BPNN. One criterion to determine the proper number of principal components is the ratio of the sum of the accumulated eigen values to that of the all eigen values, called PC ratio. In this experiment, we set this to be 99%.
In this experiment, the number of the nodes in the hidden layer of BPNN was set to be 3, 8, and 16 respectively. For each case, the training-testing process was repeated three times with different initial weights. The average accuracy of the three trials was used as the final nominal accuracy of this case. The classification results of BPNN are listed in Table 1 .
The decimal values mean the average classification rate of three trials.
The AR coefficients generated by the 20-, 40-, and 60order AR models with different orders all provided good classification results, illustrating the robustness of the AR model-based recognition strategy in terms of the model order. Therefore, it is not necessary to search for a so-called "best" model order because a relatively wide range around the turning point is shown to be equivalently feasible for classification.
RBF-PCA
In each time for the RBF-PCA approach, the AR coefficients of the 32 training samples were used as the radial basis vectors, so the hidden layer generated a 32-by-32 transitional matrix. Then, PCA was applied to create the relationship between this transitional matrix and the stipulated outputs. The PC ratio for this regression model was fixed on 99.5%. As shown in (3), another key parameter of this approach is the Gaussian width for each radial basis. One of the ways to determine this parameter is to set the Gaussian width of each radial basis to be the same value [21] . The results of various width values are listed in Table 2 .
The results of the three different order AR models all show the positive effect of this cognition strategy. A proper Gaussian width seems to be an important factor for this 6 0.005 8/9 8/9 7/9 9/9 0.01 8/9 8/9 8/9 9/9 0.02 8/9 8/9 7/9 9/9 40 0.02 8/9 8/9 8/9 9/9 0.025 9/9 8/9 8/9 9/9 0.03 8/9 8/9 7/9 9/9 60 0.025 9/9 8/9 7/9 9/9 0.03 9/9 8/9 8/9 9/9 0.04 8/9 8/9 8/9 9/9
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strategy, as each case shows an increase and then a decrease of the classification accuracy along with the increase of Gaussian width.
RBF-PLSR
In this approach, PLSR was used to build a map from the 32by-32 transitional RBF response matrix to the stipulated outputs. The correlation between the resolved PLS component t from X and information vector s from Y will decrease while the valuable information being extracted from X and Y. In this study, the criterion to determine the proper number of PLS components was the ratio of the correlation coefficient of the new resolved t (from X) and s (from Y) to the sum of the correlation coefficients of all resolved t-s pairs. Here, this ratio was set to be 0.0001. Similar to the RBF-PCA approach, the Gaussian width for each initial radial basis was set to be the same value. The results of various Gaussian widths are listed in Table 3 . The results in this experiment showed the good classification effect of the RBF-PLSR strategy while also indicating the importance of a proper Gaussian width. All of the three types of neural networks yielded good classification results in this study. The best accuracy (8/9, 9/9, 9/9, 9/9) was obtained by applying the RBF-PLSR approach with the Gaussian width being 0.01 to the AR coefficients of the 20-order AR models. Meanwhile, in average RBF-PCA showed a slightly better effect than BPNN.
DISCUSSION
Three machine learning methods were employed and introduced to verify the feasibility of the AR coefficients for the classification of the chromatogram samples. All of three classifiers yielded good classification results, which demonstrates the feasibility of the proposed classification strategy for chromatograms. AR models were directly applied to the chromatograms, so this proposed AR model-based recognition strategy potentially frees us from the time alignment procedure which is often required in conventional chromatogram classification methods.
It is challenging to decide the "best" order for an AR model, so the proposed AR model-based recognition strategy must be robust in terms of the model order. That is to say, this recognition strategy should be able to yield equivalently good classification effects within a relatively wide range of the AR model order. The results of the AR coefficients obtained by three different order AR models demonstrated the robustness of this recognition strategy, which releases us from searching for a so-called "best" AR model order.
With respect to classifier accuracy, two statistical neural networks yielded slightly higher accuracy than the BPNN approach. This exploratory study was not designed to obtain the best network parameters for each type of neural networks, so the results may not adequately suggest which type of neural networks is superior to the others. Having shown feasibility and robustness of the AR complex 0.005 5/9 8/9 8/9 9/9 0.01 8/9 9/9 9/9 9/9 0.015 7/9 8/9 7/9 9/9 40 0.005 7/9 8/9 7/9 9/9 0.01 7/9 8/9 8/9 9/9 0.015 5/9 8/9 9/9 9/9 60 0.01 7/9 8/9 8/9 9/9 0.015 7/9 9/9 8/9 9/9 0.02 6/9 8/9 7/9 9/9 coefficients on the chromatogram classification, the study will aim to increase the classification accuracy by optimizing classifier parameters. Given the ratios to determine principal components and PLS components, the modeling accuracy of RBF-PCA and RBF-PLSR largely depend on the Gaussian width of each training sample.
CONCLUSIONS
This exploratory study demonstrates the feasibility of the AR coefficients for the classification of the chromatograms. The experiments on the AR coefficients obtained by three different order AR models illustrate the robustness of this strategy in terms of AR model order. Three types of neural networks: BPNN, RBF-PCA, and RBF-PLSR all showed good classification effects, indicating the wide suitability of this novel chromatogram feature extracting method to various classifiers. This study provides a novel recognition method for the classification of complex chemical samples and other chromatogram represented samples, which is able to free us from possible time alignment for chramatography output signals. This may potentially allow us to classify chromatogram or other chemical sensor outputs in realtime, and reduce the effects of background signals on this category of chemical sensors.
