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A Class of Definitions of "Duration" (or "Uncertainty") 
and the Associated Uncertainty Relations 
Mos~]~ ZAKAI 
Scientific Department, Ministry of Defence, Israel 
A new class of definitions for "time duration" and "bandwidth" 
(or "time uncertainty" and "frequency uncertainty"), in terms of 
norms of LP spaces, is suggested. Some properties of the definitions 
and the associated uncertainty relations are derived. As examples 
of the application of these concepts, the problems of the approach 
of the probability distribution of shot noise towards the normal law, 
and the "beamwidth"-"aperture width" product in antenna theory 
are considered. 
I. INTRODUCTION 
The notion of time duration appears in many considerations. More 
generally, given a function f(x) ,  it is often useful to define some measure 
of the set of x's for which f (x)  is, in some sense, significant. Such defini- 
tions are not unique and to a given problem there may apply more than 
one "natural" definition of duration. The application of these concepts 
is diverse; they may be utilized to get approximate results, to give a 
physical interpretation to analytic results, or to get bounds on the 
performance of physical systems. 
The celebrated "Heisenberg uncertainty principle" in quantum 
mechanics is an example of the origination and application of such 
measures. This principle states that it is impossible to determine simul- 
taneously the position and momentum coordinates of a particle with 
infinite precision, and if Ax and Ap are the uncertainties in position and 
momentum, respectively, then Ax.Ap > h, where h is a constant. The 
uncertainties Ax and np are not defined in the statement of the principle. 
This principle was formulated mathematically by Weyl in terms of the 
variances of the probability densities of the position and momentum 
coordinates. This, however, is not the only formulation of the principle 
(Brillouin, 1956; Bourret, 1957). More recently the Weyl formulation 
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of the uncertainty principle was applied by Gabor to derive the result 
that the product of time duration and bandwidth occupied by a signal 
can not be less than a constant of the order of magnitude of unity. 
Following the quantum mechanical usage, terms including the word 
"uncertainty" will be defined and used in this paper; this, however, 
does not imply anything about the accuracy of the measurement of the 
variables involved. 
The purpose of the present paper is to suggest the following class of 
definitions of effective duration associated with a given function f(t), 
to derive some of the properties of the definitions and, in particular, to 
derive uncertainty inequalities in terms of these definitions. The defini- 
tion suggested is 
l(i; 
• , [ f ( t ) ]  = ® (i. i f(t) 12 dt)mT'l(P-~) - -V~|  If(t) I vdt) J (p  > 0). 
The cases p = 0, 2, ~ will be defined in the following section, through 
passage to the limit. The cases p = 0 and p --- ~ lead to well-known 
definitions, and the definition corresponding to p = 2 has recently been 
suggested, independently, byseveral authors. 
The next two sections will be devoted to a discussion of the definitions 
and the derivation of some of their properties. As an example of a 
problem where the definitions of duration given above arise naturally 
(as a consequence of comparing intuitive reasoning with exact analysis) 
we will consider in Section IV the approach of the probability distribu- 
tion of shot noise to the normM distribution. The uncertainty product 
is defined in Section V as (2v) -~. rp[f], rq[g] where g(~0) is the Fourier 
transform of f(t). It is then proved that for some region in the p, q 
plane the uncertainty product can not be less than one; in the comple- 
mentary region of the p, q plane the uncertainty product can be made 
as small as we wish. Some generalizations of the definitions and the 
uncertainty product are outlined in Section VI. 
II. THE DEFINITION OF r~[f(t)] 
Let f(t) be a real or complex function of the real variable t belonging 
to L 2 ( - -~ ,  ~) and L v ( -~ ,  ~),  (p > 0); the duration of f(t) is 
defined as 
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(/!~o0 \I/2\ 2p] (p--2) 
%[f(t)] = ~(f_:o - -  - -~7~1 (1) 
ts(t) : dr) / 
If f(t) belongs to L 2, but not to any other L ~, then ,~ = 0 for p > 2 
and rp = ~ for p < 2. r2[f(t)] and ,~[f(t)] are defined as ,2 = lira r~ and 
p--~2 
r~ = lim T~ respectively. An explicit expression for r~ follows from the 
wellknown result 
(i)" lira ff(t) ]" = max If(t) l 
where maxlf(t) I is the effective maximum, i.e., the smallest M such that 
If(t)l < M almost everywhere. Hence 
r~[f(t)] = j I f(t) I  s dt (2) 
(max i f ( t) I ) '  
which is the definition of bandwidth used in noise theory. For p -- 2, 
since a "+~ = a%" lo~. = ~ a'(1 + ~ log a), 
i ,  
+ ~ log J l:(t) 1 dt 
f If(t)12 log If(t) [dt 
1+~ 
f lf(t) 12 dt 
Hence, 
f I:(,): dt 
r,[f(t)] -- lira , ,[f(t)]  = 
"~ ff If(t)I ~ log ,f(t)]2 dt] (3) 
exp f If(t)I s dt j 
except when both integrals f ! f  }2 log+ i f  ] and f I f  12 log- I f  I diverge, 
in which case r2 is undefined. This form has recently been treated 
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Hirschman (1957), Bourret (1958), and Leipnik (1959). For p = 0, 
if f ( t)  ~ 0 for a < t < b andf ( t )  = 0 otherwise, then ~o = b - a; in 
general r0[f(t)] is the measure of the set of points for which f(t) ~ 0. 
An expression which is closely related to r~ is the mean of f ( t )  
hence 
Mz(,)l \ f Is( )I S / 
(4) 
f If(t)12 dt 
r~[f(t)] - (Mv_2[f(t)]) ~. 
An exhaustive treatment of M~(f) (in a generalized form) is given in 
Hardy, Littlewood, and PSlya (1952). 
It may be of some interest o note the results of calculating r ,  for 
several simple functions, For f ( t )  = C in the interval (0, T) and f ( t )  = 
0 outside (0, T) we have rp = T for all p. For f(t) = Ct in (0, T) and 
zero outside (0, T) 
rp[.f(t)] = ( (P  + 1)2) I / p - ~ -  3p • T. 
Therefore ~v is a strictly decreasing function of p starting with r0 = T 
and decreasing to r~ = T/3.  For f ( t )  = e - I t  L 
and r~ is a decreasing function of p with r0 = ~, ~1 = 4, r2 = e, r~ = 
1. For f ( t )  = e -~v2 
~v is aga in  a decreas ing  funct ion  of p w i th  ro = ~,  fl = 2%/~,  ~2 = 
III. SOME PROPERTIES OF THE DEFINITION OF T~[f] 
1. Cutting the area under f ( t)  into vertical strips and mixing and 
separating them (without overlap) leaves rp[f] invariant, rpLf] can there- 
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fore be considered as a measure of the total effective time that a given 
message occupies, without regard to whether this time is occupied by a 
single interval or several intervals. This property of rp[f] being invariant 
under measure preserving transformations of t is not shared by the 
conventional definition of time duration At: 
f (t -- t)~lf(t)I s dt ¢ 
( zu) ~ = ; t = I t f f ( t ) ]~dt  (5) 
f If(t) 12 dt 
j , - - -  - .  
which is more of a measure of concentration or compactness off(t). 
2. It  follows immediately from the definition of rp that for any a and 
real b 
1 rp[af(bt)] = ~-~ rp[f(t)]. 
3. Theorem 195 of Hardy, Littlewood, and P61ya (1952) summarizes 
many of the properties of Mr and therefore of rp. When restated in 
terms of rp this theorem becomes: 
"We put aside the two cases: (1) f = C for some set of measure T 
and zero otherwise, in which case rp = T for all p. (2) r~[f] is meaning- 
less, in which case r~ = ~ for all p < 2 and ~-p = 0 for all p > 2. 
Apart from the cases just mentioned, the set of values of p for which 
log r~ is finite is either the null set or a closed, half-closed or open in- 
terval (u, v), where - ~ < u _-< v __< ~,  which includes the point p = 2 
(so that u ___< 2 ___< v), but is otherwise arbitrary (so that, for example, 
umaybe-~ andvmaybe +~,oruandvmaybe2) .  r~is ~ for 
values of p to the left of (u, v) and 0 for values of p to the right. 
Inside (u, v), r~ is continuous and strictly decreasing. If p tends to an 
end point of (u, v) through values of p interior to (u, v) then rp tends 
to a limit (finite or infinite) equal to its value at the end points in ques- 
tion." 
From the expressions for r0 and r~ and from this theorem we may 
conclude that, in rough terms, for large p, r~ is mainly determined by 
the peak of f(t), and as p is decreased more parts of f(t) contribute 
effectively to the determination of r~. 
4. As an immediate corollary we have: If f(t) vanishes outside some 
interval (a, b), then 
r~[f(t)] _-< ] b -- a 1. 
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5. If f~(t) and A(t) do not overlap (that is, fl(t)-A(t) = 0 a.e.) the~ 
min (%[f11, r,[A]) < rp[ [fx[ q- [A I] < r~[fl] + %[fd. 
Proof: Sinee fl(t) and f,(t) do not overlap 
Let rv[{ f~ { q- a [f2 {1 = rv(a), then the equation in a 
_ 0 Oa 
has the solutions 
al = 0;  1 =0;  aa = - - -  
For p = 2, aa is given by 
t~ 8 exp 
L f Ill 1" 
Substituting aa into r~(a) we obtain 
f lAI log IAI 1 
Therefore r , (a)  starts with the value of rp[fl] for a -- 0, increases to 
the value rp[fl] + rp[fd for a = ~a, and then decreases and tends to 
%[f2] as a tends to infinity. 
IV. THE INTERPRETAT ION OF THE RESULTS OF SHOT-NOISE 
THEORY IN TERMS OF r~[f] 
As an example of a problem where the notion of time duration as 
defined above can be used to give an intuitive meaning to formal results, 
we consider in this section the approach of the probability distribution 
of shot-noise current o the Gaussian distribution. 
The central imit theorem is generally stated for the sum of N in- 
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dependent random variables. In the case of shot noise the problem is 
somewhat different. In the first place, the number of electron arrivals 
per second, n, is itself a random variable. Even if n was constant, N is 
still not well defined. However, if ~ is the expected value of n, and r 
is some measure of the time duration of the current induced in the anode 
by the passage of one electron from the cathode to the anode, then we 
can consider ~r as roughly equivalent to N. It is therefore intuitively 
clear that in order that the probability distribution of the diode current 
will approach the normal aw it is not sufficient that ~ be large, what is 
really necessary is that the product fir be large. 
We will now see how these heuristic considerations are reflected in 
the exact analysis of the problem. The characteristic function of the 
shot noise is given (after standardization) (Davenport and Root, 1958) 
by: 
where 
2 2 = ~ f (t) dt 
oo 
and f ( t )  is the current induced in the anode by an electron passing from 
the cathode to the anode. For non-negative f ( t )  we can substitute Eq. 
(1) into the characteristic function, with the result 
(iu)~ [ 1 V'l 
and ~ appears always in the form ~.  Moreover, applying Cram~r's 
theorem on the convergence of the Edgeworth series towards the normal 
law (Cramer, 1937) to the Edgeworth expansion for shot noise (Rice, 
1944), we obtain 
C 
IF~(x)  - q'(x) l <= V/fi.ra[f(t)], 
where Fz(x )  is the cumulative distribution of the shot noise (after 
standardization) with an expectancy ofg electron arrivals per second, 
f2 O~(x) = e -:1~ du, 
and c is a constant independent of ~ and f ( t ) .  
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V. THE UNCERTAINTY RELATION 
I t  is now "natural"  to define the bandwidth associated with f(t)  by 
applying the same class of functionals rp to the Fourier transform g(¢0) 
of f(t) .  The bandwidth 0~[f(t)] is therefore defined by 
_,/(s:, 
Oil[f(t)] : ~ l " t (L :  ' g(ll, O)IPdf, o) I,-~p) ' (~) 
where 
'E  g(~) = ~ .f(t)e -'~' d~ (7) 
if the Fourier transform of f (t) ,  and the factor (27r) -1 in Eq. (6) was 
introduced in order to obtain the bandwidth in cycles per second. 1 
The uncertainty product is defined as 
r,[f(t)]. 0~[f(t)] 
and will be a function of the two indices p and q. The following two 
cases are excluded from the definition of the uncertainty product: (i) r~ 
is infinite and 0q is zero, or rp is zero and 0q is infinite. (2) for p -- 2 
or q = 2, when r2 or 02 are undefined. In all other cases the uncertainty 
product is defined and may be zero, finite, or infinite. 
The uncertainty product (for fixed p and q) has, indeed, a greatest 
lower bound (g.l.b.) since it is bounded from below by zero. The subject 
of this section is the determination of the region in the p, q plane where 
the g.l.b, of the uncertainty product is greater than zero. The following 
result will be proved: 
For 
1 H-1 > I ,  (p> 0 q > 0) 
p q (s) 
~Af).o~(f) > 1; 
1 For real signals it may be more appropriate to set the range of integration 
(0, ¢¢) instead of (-¢¢, ~o) in (6), since for real signals ] g(~) I = I g(-¢o) I. This 
will lead to values of bandwidth which are half those given by (6) and will cause 
no difficulties in the derivation of the uncertainty relation. The corresponding 
change of the range of integration i  the conventional definition leads to certain 
difficulties (Kay and Silverman, 1957). 
[Note added in proof: The postscript to K~y and Silverman (1957) which ap- 
peared in Inform. and Control 2, 396-397 (1959) removes the difficulties.] 
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and for 
1- -+1<1,  (p>0,  q> 0) 
p q (9) 
g.l.b. (%(f).e~(S) ) = o. 
Proof: The fundamental theorem of Fourier transformations in L p spaces 
(Titehmarsh, 1948, theorem 74; Zygmund, 1955, p. 316) states that if 
f ( t )  belongs to L" ( -  ~,  ~) ,  (1 < p ___< 2), then the integral (7) con- 
verges in the mean with index p' = p / (p  -1 )  to a function g(~o) 
that belongs to L ~ and satisfies the inequality ],,, 
1 IF(w) l"d~ < If(t) dt (10) 
The Fourier series version of this inequality is known as the Hausdorff- 
Young inequality, and the extension to Fourier integrals is due to Titch- 
marsh. We will refer to this inequality as the Hausdorff,Young inequal- 
ity, which is also satisfied for p = 1. For the case q = p = p/ (p  - 1) 
the uncertainty product becomes 
lplp-~ r/P , \llp'-l~pl~p-2) 
, [ f  's'= ~' ItS ~"J" ~; / 
" 
q 
6-  
5: 
4- 
5- 
2- 
I- ) 
! 
I 
g, Lb . ( rp .Sq)  = 0 
k I+1 -! 
";'7///////2. 
I I I I I 
2 5 4 5 6 P 
F~Q. 1. In the shaded region (including the boundary curve) the uncertainty 
product is always equal or greater than one; in the unshaded region the uncer- 
tainty product can be as close to zero as we wish. 
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The first term equals one by Pareeval's theorem, therefore 
Restricting p to 1 < p < 2 and using the Hausdorff-Young inequality 
we obtain 
r~,(f)'O2,'(f) >= 1, 1 6 p < 2. (11) 
For p > 2 (and q = p') we will reverse the roles of f and g and will 
consider f(~) as the Fourier transform of g( - t ) ,  therefore (11) holds 
for p > 2 also. The case p = p' = q - 2 follows by passing to the limit. 
The uncertainty inequality (8) has thus been established for the curve 
--1 q--1 p + = i (p > 0, q > 0). Since rv is a nondecreasing function of 
p, it follows that 
rp(f).e~(f) > r,(f)O,(f) 
when p _ < r, q = < s. Therefore 
~Af).o~(f) > 1 
for 
1+1>1,  
P q 
and (8) has thus been proved. 
In order to prove Eq. (9), let ~b(t) belong to L~( -  o~, m ) and to 
L * ( -m,  oo) for somes > 2, but not toL  ~ ( -o~,  oo) for anyp  > s. 
Then r, and 0~, are finite; therefore 0~ is either finite or zero for any 
q >= s', and rp = 0 for any p > s, hence 
rA¢).e~(~) = 0 
for p-1 + q-, < 1 and p > 2. For the case 1 < p < 2 we will use the 
same arguments with the Fourier transform of ~(t) replacing ~(t). 
Equation (8) gives a lower bound on the uncertainty product in the 
region p-1 + q-~ >~ 1. The problem of finding the g.l.b, of the uncer- 
tainty product in this region is still open. For p -- q -- 2 it was con- 
jectured by Hirschman (1957) and Stam (1959) that the g.l.b, is e/2 
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which is the uncertainty product for the Gaussian pair. Leipnik (1959) 
has derived (for p -- q = 2) an equation which is a necessary condition 
that the pair minimizing the uncertainty product has to satisfy, and 
showed that the Gaussian pair satisfies this condition. For 0 _-< p -< 1 
andq = ~ (or0 _-< q =< 1 and p = co) Eq. (8) actually gives the 
g.l.b. This follows by substituting f(/) = 1 for ]t I < }~ and f(t) = 0 
for I t I > }~ in which case (8) is satisfied with equality. 
The case p = 0, q -- ~ has an interpretation in antenna theory (Silver 
1949). For simplicity only the two dimensional case will be considered. 
If g(~) is the radiation intensity at a fixed large distance from the radia- 
tion source and ¢ is the azimuth angle, then the two dimensional (maxi- 
mum) gain, G, is defined as 
G = (max I g(¢)]) 2 
f; ]g(¢) I de l r  
The total effective beamwidth can be defined as 
(antenna beamwidth, radians) = (27rG) -~ = r~[g(¢)] 
with g(¢) = 0 outside (-Tr, ~r). If the source of the radiation intensity 
g(4) is a field distribution f(x) in an aperture; then, under certain con- 
ditions, g(q~) is very nearly proportional to the Fourier transform of f (x)  
(Silver, 1949). Applying the result obtained above for the product 
r0[f], r~[g] we obtain for an aperture of finite width: 
antenna beamwidth~. (aperture width,~ > 2~ 
radians ] \ wavelengths ] = 
with the inequality becoming equality for a uniform aperture illumina- 
tion. Because of the approximations involved in the relation between 
f(x) and g(¢), the last result applies only when the phase of f(x) is 
constant over the aperture, and the aperture width is more than several 
wavelengths. It is well known that in many practical cases, the ani- 
formly illuminated aperture is not a satisfactory design because of the 
high magnitude of the sidelobes. It was already seen that for large p, 
r~[f] is mainly determined by the peak of f(t) and as p decreases, more 
parts of f(t) contribute ffectively to the determination f rp. Therefore 
antenna designs based on minimizing r0[f]" rp[g] can be expected to re- 
sult in lower sidelobeS (and lower gain) as p is decreased. 
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VI. SOME GENERALIZATIONS 
Some generalizations of rp and the uncertainty product will be out- 
lined in this section. 
Generalizing the definition of r~ to functions of several variables we 
set: 
rp[f(xl, " " ,  x~)] 
: \ ( f i  : 
and for p = 2 
r2[f(xl, . . . ,  xn)] 
\112 \2~,1(~-2) 
Is x,, t . . .   xo) 
- - -X~ I 
f f If(x1, . . . ,  x,)13 dxl "'" dx,, 
• . f l f(x~, . . . ,  ~, ) [  ~ ~og If(x1, ..., x,)Z 2 dx l  . "  dx, 1" 
It can be 
bandwidth Op is defined as 
(1 )~ o,[f(x~, . . . ,  x,D] = 
where g is the Fourier Transform of f: 
g(yl, " " ,  Y,,) \-2v] :o 
f . . .  f If(x1, " " ,  x,,)12 dxl "." dx~, j 
shown that Tp is a nonincreasing function of p. The effective 
T~[g(yl ,  . . - ,  yn)] 
E • . -  f (x l ,  - - . ,  zn )  00 
In order to derive the uncertainty inequality in this case we observe 
that one of the proofs of the Hausdorff-Young inequality is based on 
M. Riesz's convexity theorem (Zygmund 1955). Since M. Riesz's con- 
vexity theorem holds also for several variables (Dunford and Schwartz, 
1958), the proof given in Zygmund can be applied with minor modifica- 
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tions to derive the Hausdorff-Young inequality for more than one 
variable with the result that for 1 < p __< 2: 
1 (1 y"  , ,,,1"" 
: L~J  I I li~x,,..., ~.~ I" " "  
And following the derivation of Section V we have 
r , [ f (x l  , " "  , x=)I.0qIg(y,, . . .  , y=)] > 1 
1+_1>=1"  
P q 
The definition of time duration can be generalized in another direction 
by replacing the number 2 which appears in Eq. (1) by any other posi- 
t ire number: 
• 
This definition is symmetric in u and v: r=., = ~ . . . .  Taking the limit 
u --> v we obtain 
f l s~ u 
r=,=[/] = 
ox ,  
I t  can be shown that r~.~ is a nonincreasing function of u and v .  ru ,~ 
can also be written in the form 
where r with one index refers to the definition of Section I, and r with 
two indices refers to the definition of this section. In particular 
r=,=,[/] = ~¢/~[11 • ~=' De] 
for 
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where u -1 + (u') -I = 1. Similarly, the bandwidth is defined as 
1 r~,q[g] ep, j f ]  = 
where g is the Fourier transform of f. It  is not difficult to derive uncer- 
tainty relations in some regions of the (u, v, p, q) space, for example: 
for u -1 + (u')- i  = 1 
r~,~,-O~,~, > I 
and if u > 2, v < 2 then it can be shown that 
r~,v'0~,,~, >_-- 1. 
It  would be interesting to find the complete classification ofthe (u, v, p, q) 
space in terms of bounds on the uncertainty product. 
Another possible generalization is to replace the Fourier transform in 
the uncertainty product by other transforms. Since the derivation of the 
Young-Hausdorff inequality from M. Rietz's convexity theorem (Zyg- 
round, 1955) applies also to unitary transforms with bounded kernds, 
the extension of the results of Section V to other unitary transforms 
with bounded kernels is straightforward. However, not every linear 
transform leads to uncertainty products with a g.l.b, greater than zero. 
For example, let h(t) be the Hilbert transform of f(t), then h(at) is the 
Hilbert transform of f (st) ,  hence 
1 
r~[f(at)].r~[h(at) = ~ r~[f(t)]'r~[h(t)] 
which tends to zero as a tends to infinity. 
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