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1-HYPERREFLEXIVITY AND COMPLETE
HYPERREFLEXIVITY
KENNETH R. DAVIDSON AND RUPERT H. LEVENE
Abstract. The subspaces and subalgebras of B(H) which are
hyperreflexive with constant 1 are completely classified. It is shown
that there are 1-hyperreflexive subspaces for which the complete
hyperreflexivity constant is strictly greater than 1. The constants
for CT ⊗ B(H) are analyzed in detail.
Keywords. 1-hyperreflexivity, complete hyperreflexivity, distance
formula
The study of invariant subspaces and the notion of reflexivity plays
a central role in operator theory. The quantitative notion of hyper-
reflexivity is a significant strengthening of reflexivity. And when this
property holds, there are important ramifications. This is best seen
in the theory of nest algebras, where one obtains a precise distance
formula [1]; and for a von Neumann algebra, where hyperreflexivity is
equivalent to the vanishing of a certain cohomology group [5].
Until recently, the collection of known hyperreflexive algebras has
been quite limited. In addition to nest algebras and most von Neumann
algebras (excluding those with certain intractible type II1 commutants,
where the problem remains open), there were not many others. The
Toeplitz algebra [7] and certain free semigroup algebras including the
so called noncommutative analytic Toeplitz algebras [10, 8] are hyper-
reflexive. However the first author and S. Power constructed CSL al-
gebras which are not hyperreflexive [11]. The class of hyperreflexive
algebras was significantly expanded by Bercovici [2] who found general
properties which imply hyperreflexivity. Jaeck and Power [16] have
combined these results to show that the free semigroupoid algebra as-
sociated to any finite directed graph is hyperreflexive.
These notions make perfect sense for subspaces as well as algebras.
Loginov and Shulman [20] reformulated reflexivity in this context. This
was done for hyperreflexivity by Larson [19]. See Hadwin [13, 14] for
a quite general view of these issues. A very recent theorem of Mu¨ller
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and Ptak [22] shows that every finite dimensional reflexive subspace is
hyperreflexive, a surprisingly difficult result.
One focus of this paper is the case where one obtains an exact dis-
tance formula. We call a subspace 1-hyperreflexive if this holds, namely
dist(T,S) = sup
‖x‖=1
dist(Tx,Sx) for all T ∈ B(H).
This can be reformulated as an interchange of sups and infs:
inf
S∈S
sup
‖x‖=1
‖Tx− Sx‖ = sup
‖x‖=1
inf
S∈S
‖Tx− Sx‖.
We will classify these spaces.
The second focus of this paper is the notion of complete hyperreflex-
ivity, namely the hyperreflexivity of S ⊗¯B(H), the wot-closed spatial
tensor product. It is an open question whether hyperreflexivity of S
implies complete hyperreflexivity. In the case of known examples such
as nest algebras and von Neumann algebras, the proofs yields the same
constant for the complete case as for the algebra itself. The same
is true for the Toeplitz algebra, free semigroup algebras and algebras
handled by Bercovici’s Theorem. We will produce examples of hyperre-
flexive subspaces which are completely hyperreflexive but for which the
constant increases. Indeed, any one-dimensional subspace CT where
rankT ≥ 2 will be 1-hyperreflexive but not completely 1-hyperreflexive;
but it will have complete hyperreflexive constant no greater than 4.
1. Setting the Stage
Recall that subalgebra A of B(H) is reflexive if
A = Alg(LatA) = {T ∈ B(H) : TP = PTP for all P ∈ LatA},
and A is hyperreflexive if there is a constant C so that for all T ∈ B(H),
dist(T,A) ≤ C sup{‖P⊥TP‖ : P ∈ LatA}.
The inequality
sup{‖P⊥TP‖ : P ∈ LatA} ≤ dist(T,A)
is elementary. In the same vein, a subspace S of B(H) is reflexive if
S = Ref(S) = {T ∈ B(H) : Tx ∈ Sx for all x ∈ H},
and S is hyperreflexive if there is a constant C so that for all T ∈ B(H),
dist(T,S) ≤ C sup{‖P⊥SxTx‖ : ‖x‖ = 1}.
The optimal constant κS is called the distance constant. We say that
S is 1-hyperreflexive if κS = 1. We will write
βS(T ) = sup{‖P⊥SxTx‖ : ‖x‖ = 1}.
1-HYPERREFLEXIVITY AND COMPLETE HYPERREFLEXIVITY 3
One trivial observation is worth recording: if S is hyperreflexive with
constant C, then so is USV where U and V are any unitary operators.
One purpose of this paper is to describe all subspaces which are 1-
hyperreflexive. There are three known classes of algebras with distance
constant 1:
A1. Nest algebras. Arveson [1] (see [6, Theorem 9.5]).
A2. CI. Stampfli [26] (see [6, Theorem 9.15]).
A3. B(H1)⊕ B(H2) for any Hilbert spaces H1 and H2. [17]
Recall that a nest is a chain N of subspaces of a Hilbert space H
containing both 0 andH which is complete with respect to intersections
and closed spans. The corresponding nest algebra T (N ) consists of all
operators leaving the nest invariant. Thus it is reflexive by definition.
The 1-hyperreflexivity of nest algebras is known as the Arveson distance
formula. It plays a central role in the theory. We refer the reader to
[6] for more information about nest algebras.
Stampfli shows that dist(T,CI) = 1
2
‖δT‖ where δT is the inner deriva-
tion δT (A) = AT − TA. He accomplishes this by proving that if
dist(T,CI) = ‖T‖ = 1, then there is a sequence xn of unit vectors
so that
lim
n→∞
‖Txn‖ = 1 and lim
n→∞
〈Txn, xn〉 = 0.
Then setting Pn = xnx
∗
n yields
βCI(T ) ≥ sup
n≥1
‖P⊥n TPn‖ = 1 = ‖T‖.
Example A3 cannot be extended to the direct sum of three copies of
B(H) because even the 3 × 3 diagonal algebra is not 1-hyperreflexive.
Indeed it has constant
√
3/2 [9]. As we will see below, the proper
generalization of this example is that the space of block off-diagonal
operators is 1-hyperreflexive.
When we expand our view to subspaces, these examples become:
S1. Nest bimodules. IfM andN are nests and θ is an order preserving
map of N into M, then the wot-closed T (M)–T (N ) bimodule
X(θ) := {T ∈ B(H) : TN ⊂ θ(N) for all N ∈ N}
is 1-hyperreflexive.
S2. CT for T an arbitrary operator. Magajna [21].
S3. Let P = {Pi : i ∈ I} and Q = {Qi : i ∈ I} be partitions of the
identity of H1 and H2 respectively. Then the subspace
X := {T ∈ B(H) : QiTPi = 0 for all i ∈ I}
is 1-hyperreflexive.
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Magajna [21] generalizes Stampfli’s result in a straighforward way.
See the remark following Proposition 2.4.
If X is a T (M)–T (N ) nest bimodule which is wot-closed, then
there is a unique left continuous order preserving map θ of N into M
so that X = X(θ) [12] (see [6, Theorem 15.14]). In this paper, all nest
bimodules will be wot-closed; so we will just call them nest bimodules.
The distance formula for nest bimodules is a routine adaptation of
Power’s proof [24] of Arveson’s distance formula.
We wish to isolate part of the “diagonal” of a nest bimodule X.
It is convenient to describe this by identifying a certain smaller nest
bimodule X0. Consider a finite or countable collection of elements
{Ni : i ∈ I} in N such that for every i, N+i 6= Ni and θ(N+i ) =M+i is
a successor inM, and the restriction of θ to this collection is injective.
Let Bi = N
+
i −Ni and Ai = M+i −Mi be the corresponding atoms of
N and M respectively. Define
θ0(N) =
{
Mi if N = N
+
i , i ∈ I
θ(N) otherwise
.
This determines a bimodule X0. Moreover,
X = X0 +
∑
i∈I
⊕
AiB(H1,H2)Bi
and we refer to
∑⊕
i∈I AiB(H1,H2)Bi as the diagonal determined by the
T (M)–T (N ) bimodule pair (X,X0). We also write ∆(X,X0) for the
set {(Ai, Bi) : i ∈ I}.
The reason that this definition is convenient is that the notion of an
atom of X is in part determined by the choice of the nests M and N ,
and is not intrinsic to X. For example, suppose that X = B(H1,H2).
Then we should choose any proper projections A and B. Consider
the nests M = {0, A⊥H2,H2} and N = {0, BH1,H1}. Then X is a
T (M)–T (N ) bimodule with θ(0) = 0 and θ(BH1) = θ(H1) = H2. But
AB(H1,H2)B becomes the diagonal if we choose X0 to be the T (M)–
T (N ) bimodule with θ(0) = 0, θ(BH1) = A⊥H2 and θ(H1) = H2.
In the next section, we present two constructions of new 1-hyper-
reflexive subspaces. Lemma 2.1 shows that one can replace atoms of
a nest bimodule with a one-dimensional subspace. Lemma 2.2 shows
that in examples of type S3, one can replace the zero diagonal entries
with subspaces formed by Lemma 2.1. Our goal is to show that every
1-hyperreflexive subspace is obtained in this manner.
1-HYPERREFLEXIVITY AND COMPLETE HYPERREFLEXIVITY 5
Theorem 1.1. Let S be a wot-closed subspace of B(H1,H2). Then
S is 1-hyperreflexive if and only if there are partitions of the identity
C = {Cj : j ∈ J } and D = {Dj : j ∈ J } of H2 and H1 respectively
and for each j ∈ J , there are subspaces Xj of CjB(H1,H2)Dj obtained
from the construction of Lemma 2.1 so that
S = {T ∈ B(H) : CjTDj ∈ Xj for all j ∈ J }.
This will be proven in section 4.
2. 1-Hyperreflexivity
In order to complete the list of 1-hyperreflexive subspaces, we need
two basic constructions. The first is more surprising. It says that atoms
of a nest bimodule may be replaced by 1-dimensional subspaces.
Lemma 2.1. Let (X,X0) be a T (M)–T (N ) bimodule pair with diago-
nal∆(X,X0) = {(Ai, Bi) : i ∈ I}. Select operatorsXi ∈ B(BiH1, AiH2)
and define a subspace
S = {X ∈ X : AiXBi ∈ CXi for i ∈ I}.
Then S is 1-hyperreflexive.
Proof. Write Ai = M
+
i −Mi and Bi = N+i − Ni, and let θ, θ0 be the
functions such that X = X(θ) and X0 = X(θ0).
If x ∈ H1, let N be the smallest subspace of N containing x. Then
Xx = θ(N). Thus if N 6= N+i for some i ∈ I, we also have Sx = θ(N).
When N = N+i for some i ∈ I, Sx = θ(Ni)+[XiBix] where [y] denotes
the projection onto Cy.
Suppose that T ∈ B(H1,H2) is given. Then
βS(T ) = sup
‖x‖=1
‖P⊥SxTx‖
= max
{
sup
N∈N
‖P⊥θ(N)TPN‖, sup
i∈I
sup
x∈N+i
‖x‖=1
‖(P⊥θ(Ni)−[XiBix])Tx‖
}
= max
{
βX(T ), sup
i∈I
βCXi(P
⊥
θ(Ni)
T |N+i )
}
The first important observation is that P⊥θ(Ni)XPN+i = CXi is a 1-
hyperreflexive subspace of B(N+i , θ(Ni)⊥). Thus if T ∈ B(H1,H2),
there is a multiple tiXi so that
‖P⊥θ(Ni)T |N+i − tiXi‖ = βCXi(P
⊥
θ(Ni)
T |N+i ).
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Clearly, ‖tiXi‖ is uniformly bounded. Let S ∈ S be the diagonal
element given by SBi = tiXi. Replace T by T
′ = T − S. Observe that
βS(T ′) = βS(T ) = max
{
βX(T ), sup
i∈I
βCXi(P
⊥
θ(Ni)
T |N+i )
}
= max
{
βX(T
′), sup
i∈I
‖P⊥θ(Ni)T ′PN+i ‖
}
= βX0(T
′).
Since X0 is 1-hyperreflexive, there is an element X0 ∈ X0 so that
‖T−(S+X0)‖ = ‖T ′−X0‖ = βX0(T ′). This is the desired approximant,
showing that S is 1-hyperreflexive.
The second construction is more elementary.
Lemma 2.2. Let P = {Pi : i ∈ I} and Q = {Qi : i ∈ I} be partitions
of the identity of H1 and H2 respectively. For each i ∈ I, let Xi be a
1-hyperreflexive subspace of QiB(H)Pi. Then the subspace
X := {T ∈ B(H) : QiTPi ∈ Xi for all i ∈ I}
is 1-hyperreflexive.
Proof. This is straightforward. Observe that if x = Pix for some
i ∈ I then Xx = Q⊥i H2 + Xix; while otherwise Xx = H2. Suppose
that T ∈ B(H1,H2) and set Ti = QiT |PiH1 . It is easy to see that
βX(T ) = supi∈I βXi(Ti). For each i ∈ I, there is an Xi ∈ Xi so that
‖Ti −Xi‖ = βXi(Ti).
Then X = T +
∑
i∈I Qi(Xi − Ti)Pi lies in X and
‖T −X‖ = ‖ diag(Ti −Xi)‖ = βX(T ).
Thus X is 1-hyperreflexive.
Next, we need a simple way to recognize a nest bimodule.
Proposition 2.3. A subspace is a nest bimodule if and only if it is
reflexive and the collection of subspaces {Sx : x ∈ H} is totally ordered.
Proof. If S is a nest bimodule, then Sx = T (M)ST (N )x. Now
T (N )x is a subspace N ∈ N , which is a nested collection. Thus its
image under S is also nested. It follows from the Erdos–Power Theorem
[12] that S is reflexive. The map θ is given by θ(N) = SN .
Conversely, suppose that S is reflexive and {Sx : x ∈ H} is totally
ordered. Let M = {Sx : x ∈ H} ∪ H. For any S ∈ S and T ∈ T (M)
and x ∈ H, TSx ∈ TSx ⊂ Sx. As S is reflexive, S = T (M)S.
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Now observe that S∗ = S∗T (M)∗ = S∗T (M⊥) is a right nest mod-
ule. So the argument of the first paragraph shows that the ranges S∗x
are totally ordered. Define N⊥ = {S∗x : x ∈ H}∪H. As in the second
paragraph, S∗ = T (N⊥)S∗. Hence S = ST (N ) = T (M)ST (N ) is a
nest bimodule.
Here is an easy general condition for 1-hyperreflexivity.
Proposition 2.4. A wot-closed subspace S is 1-hyperreflexive if and
only if: for every T ∈ B(H) with dist(T,S) = ‖T‖, there is a se-
quence of unit vectors xn ∈ H with lim
n→∞
‖Txn‖ = ‖T‖ such that
lim
n→∞
‖PSxnTxn‖ = 0.
Proof. By hypothesis, for any ε > 0, there is a unit vector x so that
‖P⊥SxTx‖ > ‖T‖ − ε. Therefore ‖Tx‖ > ‖T‖ − ε and
‖PSxTx‖2 ≤ ‖Tx‖2 − ‖P⊥SxTx‖2
≤ ‖T‖2 − (‖T‖ − ε)2 < 2‖T‖ε.
The converse is even easier.
In the case of Magajna’s Theorem [21], where S = CA, the condition
becomes: lim
n→∞
‖Txn‖ = ‖T‖ and lim
n→∞
〈Txn, Axn〉 = 0. He defines a set
WA(T ) to be the set of scalars λ ∈ C for which there are unit vectors xn
with lim
n→∞
‖Txn‖ = ‖T‖ and lim
n→∞
〈Txn, Axn〉 = λ. The proof proceeds
by showing that this set is convex; and if it does not contain 0, then
a multiple of A may be subtracted from T to reduce its norm. There
is no obvious way to define such a set for a higher dimensional algebra
that will accomplish the same thing.
Theorem 2.5. Let S be a subspace of B(H1,H2). Suppose that there
are projections P and Q, at least one of which is finite rank, so that
the compression QSP is not 1-hyperreflexive. Then neither is S.
Proof. We may assume that P is finite rank (for if it were Q, we could
consider S∗ instead). Select an element T ∈ B(PH1, QH2) so that
1 = ‖T‖ = dist(T,QSP ) > sup
‖x‖=1, x∈PH1
‖P⊥QSPxTx‖ =: β.
Consider QTP as an element of B(H1,H2). Then
‖QTP‖ ≥ dist(QTP,S) ≥ dist(QTP,QSP ) = ‖T‖ = ‖QTP‖.
So dist(QTP,S) = 1.
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If S were 1-hyperreflexive, Proposition 2.4 provides a sequence of
unit vectors xn ∈ H so that
lim
n→∞
‖QTPxn‖ = ‖QTP‖ and lim
n→∞
‖PSxnQTPxn‖ = 0.
In particular, lim
n→∞
‖P⊥xn‖ = 0.
Since rank(P ) is finite, there is a subsequence (which we relabel as
xn) so that x = lim
n→∞
xn exists (and lies in PH1). Clearly
‖QTPx‖ = lim
n→∞
‖QTPxn‖ = ‖QTP‖.
The projections PSxn need not converge to PSx; but there is a lower
semicontinuity: if y ∈ Sx, then lim
n→∞
PSxny = y. Thus
lim
n→∞
PSxPSxn = lim
n→∞
PSxnPSx = PSx.
Consequently,
‖PSxQTPx‖ ≤ lim
n→∞
‖PSxnQTPxn‖ = 0.
So
‖P⊥SxQTPx‖ = ‖QTPx‖ = ‖QTP‖.
Therefore QTPx is orthogonal to Sx. As it is obviously orthogonal to
Q⊥Sx, it is also orthogonal to QSx. Hence ‖P⊥QSxTx‖ = ‖T‖ contrary
to our hypothesis. This contradiction establishes the result.
Remark 2.6. There is no straightforward way to quantify this. For
example, if one takes An to be the algebra of 2×2 matrices of the form[
a n(a−b)
0 b
]
, then it is easy to check using the matrix T =
[
1 0
0 −1
]
that κAn ≥
n2 + 1
2n
. However the infinite inflation A(∞)n = An ⊗ CI
always has distance constant at most 3 by Bercovici’s Theorem [2].
Indeed this even holds for the algebra of matrices of the form
[
a b
0 a
]
,
which is not even reflexive. So the compression even to a direct sum-
mand of A(∞)n can yield an arbitrarily large distance constant, or none
at all, while the distance constant for the algebra remains bounded.
Another example of the difficulty in quantifying this can be obtained
as follows. Let Sn be the subspace of 2 × 4 matrices of the form[
A −nA] for A ∈ A, a hyperreflexive subspace. Choose an opera-
tor T ∈ M2 so that ‖T‖ = 1 = dist(T,A) while βA(T ) = 1/κA. It
would be natural to try T ′ =
[
T 0
]
as a test case for the distance
constant for Sn. Clearly ‖T ′‖ = 1 = dist(T ′,Sn). However pick unit
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vectors x and y so that Tx = y. Observe that x′ =
[
nx/
√
n2 + 1
x/
√
n2 + 1
]
belongs to ker Sn. Thus βSn(T ′) ≥ y∗T ′x′ =
n√
n2 + 1
. So the proof of
Theorem 2.5 does not reveal much about the distance constant of Sn.
Nevertheless, in this example, one can show that κSn ≥ κA.
The following result shows that, for bimodules over masas, the 1-
hyperreflexive ones are obtained using Lemma 2.2 where the diagonal
entries are nest bimodules. (The only 1-dimensional C–D masa bi-
module has the form QB(H)P where Q and P are one dimensional
projections. This is a nest bimodule. So type S2 reduces to type S1 in
this case.)
Theorem 2.7. Suppose that X is a 1-hyperreflexive subspace such that
the families of projections {PXx : x ∈ H1} and {PX∗y : y ∈ H2} are
both commutative. Then there are abelian von Neumann algebras C
and D in B(H2) and B(H1) respectively so that X is a C′–D′ bimodule.
Moreover, there are two collections of pairwise orthogonal projections
C = {Cj : j ∈ J } ⊂ C and D = {Dj : j ∈ J } ⊂ D
and nest bimodules Xj ⊂ CjB(H1,H2)Dj so that
X = {T ∈ B(H) : CjTDj ∈ Xj for all j ∈ J }.
Proof. Since the projections PXx commute, there is an abelian von
Neumann algebra C in B(H2) containing all of them. Observe that if
X ∈ X, C ∈ C′ and x ∈ H1, then
CXx ∈ CPXxH2 = PXxCH2 ⊂ Xx.
As X is reflexive, C′X = X. Similarly there is an abelian von Neumann
algebra D in B(H1) containing {PX∗y : y ∈ H2}, and X = XD′.
For each non-zero vector x ∈ H1 such that Xx 6= H2, let Cx be the
smallest projection in C such that
(1) Cx(Xx)
⊥ = (Xx)⊥, and
(2) for all y ∈ H1, either Cx(Xy)⊥ = 0 or Cx(Xy)⊥ = (Xy)⊥.
There is such a smallest projection because the product of any two
projections with this property also has the property; and so does the
(decreasing) limit of any sequence of such projections.
Let Dx be the projection onto
span{y ∈ H1 : Cx(Xy)⊥ 6= 0}.
Then Dx ∈ D. Indeed, if Cx(Xy)⊥ 6= 0 and z = Dy for D ∈ D′, then
Xz ⊂ Xy and hence (Xz)⊥ ⊃ (Xy)⊥ 6= 0. Hence Cx(Xz)⊥ 6= 0 and
z = Dxz. Thus the range of Dx is D
′–invariant; so Dx lies in D′′ = D.
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Observe that for vectors x and y, either Cx = Cy or CxCy = 0. In-
deed, this follows from the minimality of Cx and Cy. For if CxCy 6= 0,
then either Cy(Xx)
⊥ = 0 and thus CxC⊥y will be a smaller projection
satisfying the two conditions, a contradiction; or Cy(Xx)
⊥ = (Xx)⊥ so
that CxCy is such a projection. This latter condition is not contra-
dictory only if Cx ≤ Cy. But by symmetry, we also obtain Cy ≤ Cx,
whence equality.
SinceDx is a function only of Cx, not x itself, we obtain thatDx = Dy
when Cx = Cy. If CxCy = 0, thenDxDy = 0 also. To see this, it suffices
to show that if
Cx(Xu)
⊥ = (Xu)⊥ and Cy(Xv)⊥ = (Xv)⊥,
then 〈u, v〉 = 0. But if this inner product is non-zero, the two D′-
modules D′u and D′v have non-trivial intersection, say containing a
non-zero vector w. The set of vectors z with Cx(Xz)
⊥ = (Xz)⊥ was
shown to be invariant under multiplication by D′ and is clearly norm
closed. Thus w is in this set, so that Cx(Xw)
⊥ = (Xw)⊥. Similarly
Cy(Xw)
⊥ = (Xw)⊥; and thus CxCy 6= 0.
Therefore the collection of all projections Dx may be enumerated
as a family {Dj : j ∈ J } of pairwise orthogonal projections with
corresponding projections {Cj : j ∈ J }. If Xx 6= H2, then there is
an j ∈ J so that Dj = Dx and Cj = Cx. Hence Xx contains C⊥j H2.
Define spaces Xj = CjXDj for j ∈ J . For every vector 0 6= x ∈ DjH1,
Xx contains C⊥j H2. Since X is reflexive and is a C′–D′ module, it must
contain C⊥j B(H1,H2)Dj and Xj. It follows that
X = {X ∈ B(H) : CjXDj ∈ Xj, j ∈ J }.
The last step is to show that each Xj is a nest bimodule. Fix j ∈ J
and work in B(DjH1, CjH2). Let Cj and Dj be the restrictions of the
abelian von Neumann algebras. By Proposition 2.3, it suffices to show
that the projections Qx = PXjx in Cj are nested for x ∈ DjH1.
Suppose to the contrary that there are vectors x and y for which
this fails. So QxQ
⊥
y 6= 0 and Q⊥xQy 6= 0. Now QxH2 = XjDjx depends
only on the projection Px onto D′jx in Dj. We first show that we may
suppose PxPy = 0. Indeed, if this is not the case, we may choose vectors
x1, y1, z so that x1 has support PxP
⊥
y , y1 has support PyP
⊥
x and z has
support PxPy. Observe that
Qx = Qx1 ∨Qz and Qy = Qy1 ∨Qz,
whence
Q⊥x = Q
⊥
x1Q
⊥
z and Q
⊥
y = Q
⊥
y1Q
⊥
z .(3)
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So
0 6= QxQ⊥y = (Qx1 ∨Qz)Q⊥y1Q⊥z = Qx1Q⊥y1Q⊥z .
So Qx1Q
⊥
y1 6= 0 and likewise Q⊥x1Qy1 6= 0. This reduces us to vectors
with disjoint support projections.
Consider the restriction of Xj to (Px1 ⊕ Py1)H1 and compress the
range to
Q⊥x1 ∨Q⊥y1 = Qx1Q⊥y1 +Q⊥x1Qy1 +Q⊥x1Q⊥y1 .
Then (Q⊥x1 ∨Q⊥y1)Xi(Px1 + Py1) has the form
∗ 00 ∗
0 0


where the ∗ entries are non-zero and independent. If Q⊥x1Q⊥y1 6= 0, we
may choose vectors in each subspace and compress. This will be a 3×2
masa bimodule of the same form, which has distance constant
√
9/8
(see [9]). So by Theorem 2.5, Xi would not be 1-hyperreflexive. Thus
Q⊥x1Q
⊥
y1
= 0.
To recap, this shows that if x1 and y1 have disjoint supports, then ei-
ther Q⊥x1 and Q
⊥
y1
are comparable or they are orthogonal. Equation (3)
shows that this remains true if we drop the condition on disjoint sup-
ports.
Fix x1 as above with Q
⊥
x1 6= 0, and consider the span Q of all pro-
jections Q⊥z which are comparable to Q
⊥
x1
. For each vector y such that
Q⊥y Q 6= 0, one has Q⊥y Q⊥z 6= 0 for some Q⊥z which is comparable to Q⊥x1.
So either Q⊥y ≤ Q⊥z ≤ Q; or Q⊥y ≥ Q⊥z and thus Q⊥y Q⊥x1 6= 0. Hence
Q⊥y is comparable to Q
⊥
x1 and thus is less than Q. So Q is a projection
satisfying conditions (1) and (2), for which Cj is the minimal choice.
But we are working in B(CjH1, DjH2) so Q ≤ Cj is automatic. Thus
Q = Cj.
Return to Q⊥y1 , which is orthogonal to Q
⊥
x1
. By the previous para-
graph, there is a vector z1 so that Q
⊥
z1
is comparable to Q⊥x1 and
Q⊥y1Q
⊥
z1 6= 0. We deduce that Q⊥z1 > Q⊥y1 . Observe that, since Qx1Q⊥y1 6=
0 and Qz1Q
⊥
y1
= 0, if we replace x1 by x2 = P
⊥
z1
x1 then Qx2Q
⊥
y1
6= 0.
Since Qx2 ≤ Qx1, Q⊥x2Qy1 6= 0 too. Similarly we can replace y1 by
y2 = P
⊥
z1
y1 and still maintain the fact that
Qx2Q
⊥
y2
6= 0 and Q⊥x2Qy2 6= 0.
Moreover since Q⊥z1Q
⊥
x2
6= 0 and Q⊥z1Q⊥y2 6= 0, it follows again that
Q⊥z1 ≥ Q⊥x2 +Q⊥y2 . But now x2, y2 and z1 have disjoint supports.
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Pick vectors u ∈ Q⊥x2Qy2H2 and v ∈ Qx2Q⊥y2H2; and consider the
compression S = Pspan{u,v}XjPspan{x2,y2,z1}. This has the form
[
0 ∗ 0
∗ 0 0
]
with respect to this decomposition and the two non-zero entries are not
dependent. Thus this has distance constant
√
9/8. By Theorem 2.5,
Xj is not 1-hyperreflexive. This contradiction establishes the fact that
Xj is a nest bimodule.
For future use, we record one fact that is a consequence of the proof.
The Ci–Di module Xi not only has the property that the range projec-
tions {PXix} and {PX∗u} are commutative. It also has the minimality
hypothesis that the projections Cx satisfying (1) and (2) above are I
or 0. When Xi was not a nest bimodule, this allowed us to find com-
pressions which were 2×3 or 3×2 submodules which are evidently not
1-hyperreflexive.
Corollary 2.8. Assume that X is a C′–D′ bimodule for two abelian von
Neumann algebras C and D, Assume also that no proper projection
C ∈ C has the property that C(Xx)⊥ is either 0 or (Xx)⊥ for each
x ∈ H2. If X is not a nest bimodule, then either
(a) there are orthogonal projections D1, D2 ∈ D and C1, C2, C3 ∈ C
so that (C1 + C2 + C3)X(D1 +D2) has the form

∗ 00 ∗
0 0

 where
the ∗ entries are non-zero and independent, or
(b) there are orthogonal projections D1, D2, D3 ∈ D and C1, C2 ∈ C
so that (C1+C2)X(D1+D2+D3) has the form
[∗ 0 0
0 ∗ 0
]
where
the ∗ entries are non-zero and independent.
3. 1-Hyperreflexive subspaces in low dimensions
In order to conveniently eliminate subspaces as failing to be 1-hyper-
reflexive, we need some low dimensional examples. In this section, we
characterize the subspaces of 2 × 2 and 2 × 3 matrices which are 1-
hyperreflexive.
Theorem 3.1. Let S be a 1-hyperreflexive subspace of M2. Then it is
one of the following:
(1) dimS is 0,1 or 4.
(2) dimS = 3 and there are unit vectors x and y so that
S = {T ∈M2 : 〈Tx, y〉 = 0}.
(3) dimS = 2 and
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(a) dimRanS = 1, so that S = QM2 for some projection Q.
(b) dim ker S = 1, so that S = M2P for some projection P .
(c) there are unitaries U and V so that S = UD2V ,
where D2 is a masa.
Cases (1)0, (1)4, (2), (3a) and (3b) are nest bimodules; and case (1)1
is 1-dimensional. Case (3c) is type S3.
Proof. The cases of dimS = 0 or 4 are trivial, and dimS = 1 is
Magajna’s Theorem.
If dimS = 3 and there is a vector x so that dimSx = 1, then by
a dimension count, one concludes that S = {T ∈ M2 : 〈Tx, y〉 = 0}
where y is chosen orthogonal to Sx. Evidently Su belongs to {0,Sx,H}
depending on whether u = 0, u ∈ C∗x, or not, respectively. By Propo-
sition 2.3, S is 1-hyperreflexive.
On the other hand, if dimSx = 2 for all x 6= 0, then Ref(S) = M2.
So S is not even reflexive.
Now consider dimS = 2. Cases (3a) and (3b) are evidently 1-hyper-
reflexive. They are both nest bimodules. So we assume that S has no
proper kernel or cokernel.
As in the 3-dimensional case, there must be a vector x1 so that Sx1 =
Cy1 is 1-dimensional. If all vectors x 6∈ Cx1 had 2-dimensional range
under S, the 3-dimensional case again shows that Ref(S) would be a 3-
dimensional nest bimodule. So there is a second vector x2 independent
of x1 so that Sx2 = Cy2. If y2 is a multiple of y1, it follows that
SH = Cy1, which is case (a). Thus we have y1 and y2 independent.
Next observe that the functionals ϕi(S) = 〈Sxi, yi〉 must be inde-
pendent. For otherwise, S would be 1-dimensional. Consider S with
respect to an orthogonal basis x1, x
′
1 for the domain and y1, y
′
1 for the
range. Then ϕ′1(S) = 〈Sx′1, y′1〉 is easily seen to be independent of
ϕ1. In this basis, we now have independent entries in the 1, 1 and 2, 2
positions and 0 in the 2, 1 position. The 1, 2 entry must be a linear
combination of the other two. Hence there are scalars r and s so that
S =
[
a ar + bs
0 b
]
.
We may further simplify this to the case of r ≥ 0 and s ≥ 0 as
follows. Write r = |r|eiρ and s = |s|eiσ. Then[
1 0
0 eiσ
] [
a ar + bs
0 b
] [
1 0
0 e−iρ
]
=
[
a a|r|+ bei(σ−ρ)|s|
0 bei(σ−ρ)
]
.
In this basis, we see that x2 =
( −r
1
)
and y2 = (
s
1 ).
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Observe that Sx = H except when x is a multiple of either x1 or x2.
Hence if we select a unit vector y′2 orthogonal to y2,
βS(T ) = max
i=1,2
‖P⊥SxiTxi‖ = maxi=1,2 |〈Txi, y
′
i〉|
The proof will be complete once we show that 1-hyperreflexivity
implies that r = s = 0. Suppose that we have a unitary operator
U such that dist(U,S) = 1. We will have βS(U) < 1 if and only if
〈Uxi, yi〉 6= 0 for i = 1, 2.
Define a unitary U =
[
α −β
β α
]
where α = sin θ and β = cos θ satisfy
0 < α < (r + s)β and 〈Ux2, y2〉 6= 0.
Then βS(U) < 1. We claim that dist(U,S) = 1.
Suppose to the contrary that there are scalars a and b so that∥∥∥∥
[
α− a −β − ra− sb
β α− b
]∥∥∥∥ < 1.
We may suppose that a and b are real since the complex conjugate
will have the same norm, and one can average to replace a and b by
their real parts while decreasing the norm. Clearly a and b are strictly
positive, for otherwise either the first column or second row will have
norm at least one. The first row will have norm less than 1, and so
(α− a)2 + (−β − ra− sb)2 < 1
whence
2aα > 2β(ra+ sb) + (ra+ sb)2 + a2.
Similarly the second column leads to the inequality
2bα > 2β(ra+ sb) + (ra+ sb)2 + b2.
Multiply the first by r and the second by s, add them and divide by
2(ra+ sb) to obtain
α > (r + s)β +
1
2
(ra+ sb)(r + s) +
ra2 + sb2
2(ra+ sb)
> (r + s)β
This is a contradiction, which establishes our claim. Thus 1-hyperre-
flexivity shows that r = s = 0, which is case (c).
Theorem 3.2. Let S be a 1-hyperreflexive subspace of M2,3. Then it
is one of the following:
(1) S is a nest bimodule.
(2) dimS = 1.
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(3) dimS = 4 and there are orthonormal bases so that it consists
of all matrices of the form
[
a 0 c
0 b d
]
. This is type S3.
(4) dimS = 3 and there are orthonormal bases so that it consists
of all matrices of the form
[
a 0 0
0 b c
]
. This is type S3.
(5) dimS = 3 and there are orthonormal bases so that it consists
of all matrices of the form
[
aT
b
c
]
for some T ∈ M2 of rank
2. This is an instance of the construction of Lemma 2.2.
Proof. Suppose that S is reflexive and dimS ≥ 2 but S is not a
nest bimodule. By Proposition 2.3, the subspaces {Sx : x ∈ H} are
not totally ordered. Then there are two vectors x1 and x2 so that
Sx1 = Cy1 and Sx2 = Cy2, where y1 and y2 are independent. So
dimS ≤ 4.
First assume that the two functionals ϕi(S) = 〈Sxi, yi〉 are inde-
pendent on S. By Theorem 2.5, the compression of the domain to
span{x1, x2} must be 1-hyperreflexive. Thus by Theorem 3.1, this
forces x1 and x2 to be orthogonal and likewise y1 and y2 are orthogonal.
Thus S has the form
[
a 0 ?
0 b ?
]
.
When ϕ1 and ϕ2 are dependent, let P be the projection onto the
span{x1, x2}. Then SP is one dimensional, so equals CT for some
2 × 2 matrix T of rank 2. In this case, dimS ≤ 3 and has the form[
aT
?
?
]
.
When dimS = 4, the functionals are indeed independent. Therefore
this puts S into the predicted form
[
a 0 c
0 b d
]
.
When dimS = 3 and ϕ1 and ϕ2 are dependent, the unknowns are
independent variables and we have the form
[
aT
b
c
]
.
When dimS = 3 and ϕ1 and ϕ2 are independent, at least one of the
coefficients marked ? will be independent of a and b. By symmetry, we
may suppose the form
[
a 0 L(a, b, c)
0 b c
]
where c is independent of a
and b and L(a, b, c) = ra + sb + tc is linear. Compress to SP1 where
P1 is the projection onto the subspace span{x1, sx2+ tx3}. This yields
SP1 ≃
[
a t(ra+ d)
0 d
]
where d = sb + tc. By Theorem 3.1, we deduce
that t = 0.
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Similarly compress by the projection P2 onto span
{
(x1+x2)/
√
2, x3
}
to obtain SP2 ≃
[
a/
√
2 ra + sb
b/
√
2 c
]
. Again by Theorem 2.5 and Theo-
rem 3.1, this three dimensional space must have a vector
v = α
x1 + x2√
2
+ βx3
with one-dimensional range. Clearly β 6= 0. Thus the second coordi-
nate of SP2v is arbitary independent of the first coordinate because
c is arbitrary. So the first coordinate, namely (α/
√
2 + rβ)a + (sβ)b,
needs to be zero for all a and b. This forces s = 0.
So S =
[
a 0 ra
0 b c
]
. Now a third application of Theorem 2.5 and
Theorem 3.1, compressing to the subspace span{x1, x3}, shows that
r = 0. This puts S in the desired form.
Now consider the case of dimS = 2 with ϕ1 and ϕ2 dependent.
There is a norm one element S ∈ S such that SP = 0. Thus we
can choose an orthonormal basis x1, x2, x3 for the domain such that
span{x1, x2} = PH1 and an orthonormal basis for the range, y1, y2 so
that Sx3 = y1. Then S has the form
[
aT
b
ra
]
. Since T has rank 2,
choose a unit vector x = Px so that z = Tx = ( z1z2 ) is neither collinear
nor orthogonal to y1; i.e. z1z2 6= 0. Compress the domain to span{x, x3}
via the projection P1. Then SP1 =
[
az1 b
az2 ra
]
. If r 6= 0, this is not
reflexive as the subspace ranges: 0, Cz and H2 are nested. While
if r = 0, then SP1 is diagonalizable but not with orthonormal bases.
Thus by Theorem 3.1, it is not 1-hyperreflexive. Hence by Theorem 2.5,
neither is S.
Thus we may suppose that ϕ1 and ϕ2 are independent. So by the
earlier analysis, S has the form
[
a 0 ra+ sb
0 b ta + ub
]
. Compressing the
domain to
PH = span
{x1 + x2√
2
, αx1 − αx2 + βx3
}
where 2α2+β2 = 1, will yield
[
a/
√
2 (α+ rβ)a+ sβb
b/
√
2 tβa+ (uβ − α)b
]
. This is never
1-hyperreflexive for all choices of parameters α and β. Indeed, the
subspace will have kernel only if s = t = 0 and α + rβ = −α + uβ.
In the other cases, one looks for vectors with one dimensional range.
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Generically there are only two such vectors but they are usually neither
parallel nor orthogonal.
4. The Noncommuting case
We now have the tools we need to consider 1-hyperreflexive subspaces
for which the projections PSx do not commute. Once we understand
exactly how this can occur, we will be able to complete the proof of
Theorem 1.1.
Lemma 4.1. Let S ⊂ B(H1,H2) be a 1-hyperreflexive subspace. Sup-
pose that the orthogonal projections Qx = PSx and Qy = PSy do
not commute. Then Q = (Qx ∨ Qy) − (Qx ∧ Qy) has rank two, and
QS|span{x,y} is one dimensional.
Proof. By Theorem 2.5, the subspace QS|span{x,y} is 1-hyperreflexive.
So we may work with this space, so that H1 = span{x, y}, Qx∧Qy = 0
and Q = Qx ∨Qy = IH2 .
As Qx and Qy do not commute, there is a unit vector u = Qxu so
that u 6= v = Qyu 6= 0. Let Q0 be the projection onto span{u, v}.
Choose a unit vector u′ in span{u, v} orthogonal to u. Also choose an
orthonormal basis {x, x′} for span{x, y}. Then there are constants γ
and δ so that y is a non-zero multiple of γx + x′ and v is a non-zero
multiple of δu+ u′.
Consider the compression Q0S. Since Q0Sx = Cu and Q0Sy = Cv,
we obtain that Q0S ⊂ span{ux∗, vy∗}. With respect to the orthonor-
mal bases {x, x′} and {u, u′}, span{ux∗, vy∗} has the form
a
[
1 0
0 0
]
+ b
[
γδ γ
δ 1
]
.
This space is 1-hyperreflexive. By Theorem 3.1, it is either one-dimen-
sional or the two bases {x, y} and {u, v} are orthogonal. As the latter
is not the case, this compression is one-dimensional, say multiples of
an operator T .
Now suppose that at least one of Qx or Qy has rank at least 2, say
Qx. Then we may select another unit vector u
′′ orthogonal to u, u′
and the range of Qy. Thus u and Qxu
′′ will be independent, and thus
the compression of Sx to span{u, u′′} is two-dimensional. Consider the
projection Q1 onto span{u, u′, u′′}. Then Q1S has the form
[
aT
b 0
]
.
By Theorem 3.2, this is not 1-hyperreflexive. This contradiction shows
that Qx and Qy both have rank one.
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Therefore Qx ∨ Qy has rank two, and we have already shown that
QS|span{x,y} is one dimensional.
Lemma 4.2. Let S ⊂ B(H1,H2) be a 1-hyperreflexive subspace. Sup-
pose that the projection Qx does not commute with Qy nor Qz, where
{x, y, z} are independent. Then Qx ∧Qy = Qx ∧Qz. Let
Q = (Qx ∨Qy ∨Qz)− (Qx ∧Qy ∧Qz).
Then the compression QS|span{x,y,z} is one-dimensional.
Proof. We will work with the compression of the domain of S to
span{x, y, z} and the range to QH2. Let x, x′ and u, u′ be orthonormal
bases for span{x, y} and the range of R1 = (Qx ∨ Qy) − (Qx ∧ Qy),
respectively. By the previous lemma, R1S|span{x,y} = CT where T is a
2× 2 matrix of rank two. Let R0 = Qx ∧Qy. For each non-zero vector
αx+ βx′, we have Qαx+βx′ = R0 + [T (αx+ βx′)].
Suppose that R0 6= 0. Then 0 = R0 ∧ Qz . However we know from
the previous lemma that Qx ∧ Qz is codimension one in Qx. Hence
we deduce that rankR0 = 1, say spanned by a unit vector v (which
is orthogonal to u, u′). Moreover Qz is a projection of rank 2 onto a
subspace that does not contain v. But Qx ∧ Qz is rank one, so maps
onto the span of some vector w = γv+δTx, with δ 6= 0. If Qz commutes
with R0, then R0Qz = 0. This would force γ = 0 and so Qz ≥ [Tx].
But then Qx = R0 + [Tx] would commute with Qz. So Qz does not
commute with R0.
Suppose that there were two independent vectors α1x + β1x
′ and
α2x + β2x
′ so that both Qα1x+β1x′ and Qα2x+β2x′ commute with Qz.
Then Qz would also commute with
Qα1x+β1x′ ∧Qα2x+β2x′ = R0,
contrary to fact. It follows that that Qz does not commute with all but
at most one of the projections Qαx+βx′. Therefore the previous lemma
shows that Qz ∧ Qαx+βx′ is rank one. For β 6= 0, this will not be the
vector w. So the range of Qz contains a second independent vector in
the range of R0 + R1. Hence Qz ≤ R0 + R1. As this range does not
contain v, Q1Qz maps onto the range of Q1.
With respect to the bases x, x′, z (which is not orthogonal) and
u, u′, v (which is orthonormal), S has the form
 aT bc
d e L(b, c)


where L(b, c) is a linear function.
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The discussion above shows that b and c are independent. It is also
the case that they are independent of a. Indeed, the first two rows are
1-hyperreflexive. So it follows from Theorem 3.2 as this space must
be three dimensional. Likewise the d and e are not dependent on a
because Qx and Qx′ are rank 2. So by the same reasoning, they are
also independent of each other.
Restrict the domain of S to the subspace span{αx+βx′, z} and write
u′′ = T (αx+ βx′) and d′ = αd+ βe. Then we obtain
au′′ bc
d′ L(b, c)

 .
By Theorem 3.2, since this is a 1-hyperreflexive space and is 4 dimen-
sional, it must be the case that d′ is independent of a, b, c, and the
functional L = 0. This means that Qz = R1, a contradiction.
All of this analysis leads to the conclusion that in fact R0 = 0, which
is to say that Qx ∧Qy = Qx ∧Qz.
Therefore each projection Qx, Qy and Qz is one dimensional. The
restriction of the domain of S to span{x, z} is one dimensional. Thus
for S ∈ S, Sz is a linear function of Sx, as is Sx′. Selecting S0 with
S0x 6= 0, define an operator T ′ =
[
S0x S0x
′ S0z
]
. Then S = [aT ′].
Lemma 4.3. Let S ⊂ B(H1,H2) be a 1-hyperreflexive subspace. Sup-
pose that the orthogonal projection Qx0 = PSx0 does not commute with
some Qy = PSy. Set Q0 = (Qx0 ∧ Qy)⊥; and let P0 be the projection
onto the closed span of all vectors y such that Qy does not commute
with Qx0. Then P0x0 = x0 and Q0SP0 is one dimensional, say CT .
Let Q be the projection onto the range of T and let P be the projection
onto the range of T ∗. So T is injective on PH1 with range dense in
QH2. The projection Q commutes with Qy for every y ∈ H1; and QQy
is 0, Q or is the rank one projection [Ty]. Likewise P commutes with
Pv = PS∗v for every v ∈ H2; and PPv is 0, P or is [T ∗v].
Proof. By Lemma 4.2, for any two vectors y and z such that Qy and
Qz fail to commute with Qx0 , we see that
Qx0 ∧Qy = Qx0 ∧Qz = Q⊥0
and Q0S|span{x0,y,z} is one dimensional. Moreover for each vector x in
span{x0, y, z}, Qx = Q⊥0 + [Tx]. As T has rank at least two, it follows
that there is a set of vectors x dense in span{x0, y, z} such that Qx
does not commute with Qx0. Thus the closure of the set of vectors
{x ∈ H1 : QxQx0 6= Qx0Qx} is a vector space, and thus a subspace.
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Also observe that if Qy does not commute with Qx0 , then Ty 6= 0.
Therefore the closure of vectors x so that Qx does not commute with
Qy is the same set!
Continuing the analysis of the previous paragraph, notice that the
operator T may be defined on each subspace span{x0, y, z}. The sub-
space CTx0 does not depend on the choice of y and z. So it is possible
to normalize the choices by fixing Tx0 = u0. Then we obtain a unique
value for Ty for each y = P0y.
Select any element S ∈ S such that Q⊥0 Sx0 = Tx0. Then Q⊥0 Sy is a
multiple cTy of Ty. In fact it must be exactly Ty. To see this, consider
yt = (1− t)x0 + ty. Then
Q⊥0 Syt = (1− t)Tx0 + ctTy.
This has to be a multiple of Tyt for all t. Since Tx0 and Ty are not
collinear, it follows that c = 1.
We deduce that Ty = Q⊥0 Sy for all vectors y such that Qy does not
commute with Qx0 . It follows now that T extends to the closed span
P0H1 of these vectors as a bounded operator with ‖T‖ ≤ ‖S‖.
Now consider a vector y = P0y such that Qy commutes with Qx0.
With yt defined as above, we see that Tyt = Q
⊥
0 Syt 6= 0 for most values
of t. It follows that Qyt = Q
⊥
0 + [Tyt]. In particular,
Qy ≤ lim supQyt = Q⊥0 + [Ty].
If Ty 6= 0, then Qy = Q⊥0 + [Ty]. But if Ty = 0, we can only deduce
that Qy ≤ Q⊥0 .
We now define Q to be the projection onto the range of T . So Q ≤ Q0
and it commutes with all Qy such that y = P0y. Similarly, define P to
be the projection onto the range of T ∗.
Next suppose that P⊥0 z 6= 0. Then Qz commutes with Qy for all y =
P0y for which Ty 6= 0. Therefore it commutes with their intersection
Q⊥0 and their span Q
⊥
0 + Q. Therefore QzQ is a projection which
commutes with [Ty] for all y = P0y. As the range of T is dense in
QH2, it follows that QzQ is either 0 or Q.
Similarly, consideration of S∗ shows that if there are vectors u and
v such that the range projections Pu and Pv onto S∗u and S∗v do not
commute, one likewise finds projections P0 and Q0 so that P0S∗Q0 =
CP0T
∗Q0. However once one finds such a form, one also sees that the
projections Qx and Qy for x, y ∈ P0H1 would also fail to commute, and
that we have already identified this subspace in the previous analysis.
What we can conclude is that for u = P0u such that T
∗u 6= 0,
Pu = P
⊥
0 + [T
∗u]; and if T ∗u = 0, then Pu ≤ P⊥0 . Also if P⊥0 v 6= 0,
then Pv commutes with P
⊥
0 and P , and PvP is either 0 or P .
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Lemma 4.4. Let {(Pi, Qi) : i ∈ I} be the collection of all pairs of
projections P ∈ B(H1) and Q ∈ B(H2) obtained as in Lemma 4.3 from
a pair of vectors x, y such that Qx and Qy do not commute. Then P =
{Pi : i ∈ I} and Q = {Qi : i ∈ I} are families of pairwise orthogonal
projections which commute with every Px and Qx respectively. For
x ∈ H1, there is at most one i ∈ I such that QiQx is neither 0 nor Qi.
Moreover, S is a C–D bimodule, where C and D are the abelian von
Neumann algebras generated by the {Pi} and {Qi} respectively.
Proof. As before, we write Qx = [Sx] and Pu = [S∗u]. For each pair
of vectors x, y ∈ H1 such that Qx and Qy do not commute, Lemma 4.3
provides projections P ∈ B(H1) and Q ∈ B(H2) so that QSP = CT is
1-dimensional. Moreover every Qz commutes with Q; and QzQ is 0, Q
or [Tz].
This immediately implies that if x′, y′ is another such pair, then the
corresponding projections P ′ and Q′ either equal P and Q or they are
orthogonal. Thus there is a set {(Pi, Qi) : i ∈ I} consisting of all such
pairs. We write QiSPi = Xi = CTi.
Let x ∈ H1. Suppose that for some i ∈ I, QiQx = [Tix] 6= 0. Then
there is another vector y so that QiQy = [Tiy] does not commute with
[Tix]. Hence by Lemma 4.1, Qx = (Qx ∧ Qy) + [Tix]. Moreover, if
z is any other vector such that Qz does not commute with Qx, then
Qz = (Qx∧Qy)+[Tiz]. Hence for all z = Pjz where j 6= i, Qz commutes
with Qx and indeed with all Qy for which QiQy = [Tiy] 6= 0. It follows
that QzQi is 0 or Qi, not a one dimensional projection. Likewise QxQj
is 0 or Qj .
In particular, Qi commutes with every Qx. It follows that if S ∈ S
and x ∈ H1, then
QiSx ∈ QiQxH2 ⊂ QxH2 = Sx.
By the reflexivity of S, QiS ∈ S. Consequently CS = S. Consideration
of S∗ yields a similar conclusion on the right.
Lemma 4.5. Let S be a 1-hyperreflexive subspace of B(H1,H2). Let
{(Pi, Qi) : i ∈ I} be the collection of all pairs of projections obtained
in Lemma 4.4. Define a space of operators by
X = S +wot–
∑
i∈I
QiB(H1,H2)Pi.
Then X is reflexive and the projections Rx := [Xx] commute with Ry
and Qy for y ∈ H1.
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Proof. Suppose that X ∈ Ref(X) and let D = ∑i∈I QiXPi. Then
D ∈ X, and to show that X ∈ X it suffices to prove that X −D ∈ S.
Suppose that x ∈ H1 is a vector such that QiQx ∈ {0, Qi} for all i ∈ I.
Then in particular, if Pix 6= 0, since Ti is injective on PiH1, QiQxH2
contains the non-zero vector TiPix; and so QxQi = Qi. Therefore
Xx = Sx +
∑
{i:Pix 6=0}
QiH2 = Sx.
Otherwise there is a unique i0 ∈ I for which Qi0Qx = [Ti0Pi0x] 6= 0. As
before, for all other i for which Pix 6= 0, QxQi = Qi. Also Qi0SP⊥i0 x = 0
(since otherwise it is Qi0H2). Thus
Xx = Sx +
∑
{i:Pix 6=0}
QiH2 = Sx+Qi0H2.
Since S is a C–D bimodule,
SP⊥i0 x = Q⊥i0SP⊥i0 x ⊂ Q⊥i0Sx ⊂ Sx.
Therefore
(X −D)x = (X −D)P⊥i0 x+ (X −D)Pi0x ∈ Q⊥i0Sx ⊂ Sx.
Hence X −D belongs to S as claimed.
Since Qi0 commutes with Qx,
Rx = Qx ∨Qi0 = Qx +Qi0 −Qi0Qx.
Rx therefore commutes with all Qj . If y ∈ H1, either Qy commutes
with Qx and so with Rx or Qy = Qx−[Ti0x]+[Ti0y] which evidently also
commutes with Rx. Finally we can conclude that Rx also commutes
with Ry.
Proof of Theorem 1.1.
Let S be a 1-hyperreflexive subspace of B(H1,H2). As in Lemma 4.4,
define P = {Pi : i ∈ I} and Q = {Qi : i ∈ I}, and select operators Ti
such that QiSPi = CTi. Set
X = S +wot–
∑
i∈I
QiB(H1,H2)Pi
as in the previous lemma.
Let C be the abelian von Neumann algebra generated by the set
Q ∪ {Rx : x ∈ H1}, and let D be generated by P ∪ {[X∗u] : u ∈ H2}.
As in the proof of Theorem 2.7, the reflexive subspace X is a C′–D′
bimodule. From the proof of Lemma 4.5, we see that Q are atoms of
C and P are atoms of D.
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Following the proof of Theorem 2.7, we obtain families of projections
C = {Cj : j ∈ J } and D = {Dj : j ∈ J } so that
X = {T ∈ B(H) : CjTDj ∈ Xj for all j ∈ J }
where Xj are C–D bimodules in CjB(H1,H2)Dj for j ∈ J .
Furthermore, as in that proof, each Xj is 1-hyperreflexive if and only
if it is a nest bimodule. Corollary 2.8 shows that failure to be 1-hyper-
reflexive yields orthogonal projections D1, D2, D3 ∈ D and C1, C2 ∈ C
so that (C1 + C2)X(D1 +D2 +D3) has the form[∗ 0 0
0 ∗ 0
]
where the ∗ entries are non-zero; or the analogous 3× 2 form.
We claim that there are i1, i2 ∈ I so that Pik ≤ Dk and Qik ≤ Ck
for k = 1, 2. If not, then
(C1 + C2)S(D1 +D2 +D3) = (C1 + C2)X(D1 +D2 +D3)
is not 1-hyperreflexive, contrary to hypothesis. By cutting down, we
may suppose that Dk = Pik and Ck = Qik for k = 1, 2. Thus
(C1 + C2)S(D1 +D2 +D3) =
[
aTi1 0 0
0 bTi2 0
]
.
By Theorem 2.5, this is 1-hyperreflexive. And so Theorem 3.1 shows
that a and b are dependent, say b = ar. But then this compression
consists of multiples of the operator
[
T
0
0
]
where T =
[
Ti1 0
0 Ti2
]
.
However in this case, any vector x = (D1+D2)x satisfies (C1+C2)Qx =
[Tx]. Recall that Tik are injective on DiH1 and have range dense in
CkH2. Hence [Tx] is non-zero for all non-zero x = (D1 + D2)x. It
is easy to see that if xk = Dkxk are non-zero, then Qx1 and Qx1+x2
cannot commute. This contradicts the construction of the projections
Di by Lemma 4.4. Consequently, a and b are independent and the
compression is not 1-hyperreflexive. As this is not possible, we deduce
that Xj is a nest bimodule.
Finally, observe that CjSDj is obtained from Xj by the construction
of Lemma 2.1. We have seen that Xj is a nest bimodule and that
QiSPi = CTi. Let N , M be nests such that Xj is a T (N )–T (M)
bimodule, and let θ : N → M, θ∗ : M → N be the functions so
that Xj = X(θ) and X
∗
j = X(θ
∗). We may assume that N and M are
minimal in the sense that N = θ∗(M) and M = θ(N ). Define nests
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N ′ and M′ by
N ′ = N ∪ {N + Pi : N ∈ N , i ∈ I, N < N + Pi < N+},
M′ =M∪ {M+ −Qi :M ∈M, i ∈ I, M < M+ −Qi < M+}
and let X0j = {X ∈ Xj : QiXPi = 0 for i ∈ I}. Then (Xj,X0j) is a
T (N ′)–T (M′) bimodule pair, and ∆(Xj,X0j) = {(Pi, Qi) : i ∈ I}. It
remains to verify that the subspaces QiSPi = CTi are independent.
To that end, it would suffice to show that QiSPi belongs to S for
each i ∈ I. This follows from the reflexivity of S. For if Pix = 0,
Tix = 0 ∈ Sx. Suppose that xi := Pix 6= 0, say x = xi + y. Then
QiQy is either 0 or Qi while QiQxi = [Tixi] is exactly one dimensional.
If QiQy = 0, then QiQx = [Tixi]; while if QiQy = Qi, then QiQx = Qi.
In either case, Sx contains Tix = Tixi. By the reflexivity of S, Ti ∈ S
as desired.
5. 1-Hyperreflexive Algebras
In this section, we apply Theorem 1.1 to the case of unital algebras.
Corollary 5.1. A unital algebra A is a 1-hyperreflexive if and only if
either
(1) there is a nest N and a collection {Ai : i ∈ I} of atoms of N
such that
A = {T ∈ T (N ) : AiTAi ∈ CAi for all i ∈ I}
or
(2) there is a projection P so that A = B(PH)⊕ B(P⊥H).
Proof. The examples of (1) are unital algebras which are 1-hyper-
reflexive as subspaces by Lemma 2.1, and hence as algebras; while (2)
is example A3. Both fall under the rubric of Theorem 1.1.
Conversely, consider the construction of Lemma 2.2 and suppose
that there are two or more diagonal blocks involved. Then there are
projections C1, C2, C3 = (C1 + C2)
⊥, D1, D2 and D3 = (D1 +D2)⊥ so
that A contains
{T ∈ B(H) : CiTDi = 0, i = 1, 2, 3}
where, since C3 and D3 would consume all but the first two blocks,
this includes all cases in which there are at least two such blocks if we
allow one or both of C3 and D3 to be 0. So
A = {T ∈ B(H) : CiTDi ∈ Xi, i = 1, 2, 3}
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where Xi = CiADi. Moreover, X1 and X2 are proper subspaces of the
form of Lemma 2.1. X3 is an arbitrary 1-hyperreflexive subspace.
Suppose that (D2 +D3)(C2 + C3) 6= 0. Then
AD1 ⊃ AD1 + A(D2 +D3)AD1
⊃ (C2 + C3)B(H)D1 + A(D2 +D3)(C2 + C3)B(H)D1
⊃ (C2 + C3)B(H)D1 + C1B(H)(D2 +D3)(C2 + C3)B(H)D1
The wot-closed span of B(H)(D2 +D3)(C2 +C3)B(H) is all of B(H).
As AD1 is a wot-closed subspace, we would conclude that AD1 =
B(H)D1. However C1AD1 = X1 is proper, so D2 +D3 ≤ C1. Similarly
D1+D3 ≤ C2. Consequently D3 = 0. Therefore D2 = C1 andD1 = C2,
and C3 = 0.
If X1 = X2 = 0, this yields A = B(C1H) ⊕ B(C2H) which is case
(2). Otherwise, since A is a wot-closed algebra containing this as a
subalgebra, X1 = B(C2H, C1H) or 0, and X2 = B(C1H, C2H) or 0.
The three possibilities are all nest algebras.
Also, there is the case in which there is one block X1 ⊂ C1B(H)D1,
but at least one of C1, D1 is a proper projection. If both C2 and D2
are non-zero, the same argument shows that A = B(H). If C2 = 0 and
D2 6= 0, then we may suppose that D2 is the largest subspace such that
AD2 = B(H)D2. Then observe that if D2AD1 6= 0, there are vectors
x = D1x such that Ax = H, contrary to our assumption on D2. Thus
AD1 = D1H. As X1 = AD1 has the form of Lemma 2.1, it is clear
that A = X1 + B(H)D2 also has this form. A similar analysis holds if
D2 = 0. Hence we may now assume that the 1-hyperreflexive unital
algebra A consists of a single block obtained using Lemma 2.1.
We have reduced the problem to the situation where there are nests
M and N and a bimodule pair (X,X0) with atoms {(Ai, Bi) : i ∈ I}
and operators Xi ∈ B(BiH, AiH) so that
A = {T ∈ X : AiTBi ∈ CXi, i ∈ I}
and
X0 = {T ∈ X : AiTBi = 0, i ∈ I}.
Let Mi and Ni be the elements of M and N respectively such that
Ai =M
+
i −Mi and Bi = N+i −Ni for i ∈ I.
Let θ and θ0 be the left continuous order preserving maps of N into
M such that X = X(θ) and X0 = X(θ0). Recall that θ0(N) = θ(N)
unless N = N+i for some i ∈ I, in which case θ0(N+i ) = Mi ⊃ θ(Ni)
and θ(N+i ) = M
+
i . We may assume that each Xi is injective on BiH
with range dense in AiH. In particular, this ensures that AN = θ(N)
for all N ∈ N .
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Observe that if N+i ⊂Mi, then
Mi ⊃ θ(Ni) = ANi = A2Ni = AMi ⊃ AN+i =M+i ,
which is absurd. If x = Bix 6∈Mi, then because A is unital,
Ax =Mi ∨ CXix ⊃ Mi ∨ Cx.
Thus Ax =Mi∨Cx. By lower semicontinuity, this identity persists for
all x = Bix. Since Xi is injective, this means that Mi ∩ BiH = {0}.
Now
Mi ∨ AiH =M+i = AN+i =
∨
x=Bix
Ax =Mi ∨ BiH.
That is, M+i =Mi ∨ BiH.
Suppose that M ∈ θ(N ), and let N be the largest element of N
with θ(N) = M , which exists since θ is left continuous. Also let N ′
denote the smallest element ofN containingM . Then since A is unital,
N ⊂ AN =M ⊂ N ′. So if N ′ = N , we see that M = N . Otherwise
M = AN = A2N = AM ⊃ X0M = X0N ′ = θ0(N ′).
Since N ′ > N , M ′ := θ(N ′) > M and so
M = θ0(N
′) ≥ θ0(N ′)− = (M ′)−.
Therefore M = (M ′)−. It follows that N ′ = N+i for some i ∈ I; and
hence N = Ni, M = Mi and M
′ = M+i . But Ni ⊂ Mi, and by the
previous paragraph,Mi∩BiH = {0}. Since Mi ⊂ N+i , this means that
Mi = Ni and in fact N
′ = Ni after all.
Consequently we deduce that whenever N is the largest element of
N with θ(N) = M ∈ M, then M = N . This includes every Ni, i ∈ I
because θ(N+i ) > θ(Ni). Again the analysis of the atoms yields
θ(N+i ) =Mi ∨ BiH = Ni ∨BiH = N+i .
Since θ(N) ≥ N , we see that each N+i is also the largest element of N
with θ(N) = N+i .
Let N0 = {N ∈ N : θ(N) = N}. We claim that N0 is complete.
Indeed, if not, there is an element N in the completion which is a
monotone limit of elements Nα ∈ N0. If it is a limit from below, then
by left continuity
θ(N) = sup θ(Nα) = supNα = N.
And if it is a limit from the above,
N ≤ θ(N) ≤ inf θ(Nα) = inf Nα = N.
Moreover N0 contains θ(N ); whence N0 = θ(N ).
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Now we have X = T (N0) and X0 is the ideal
{T ∈ T (N0) : AiTAi = 0, i ∈ I}.
Since A is unital, it follows that each Xi = Ai for i ∈ I. So A has the
form of (1).
6. Complete Hyperreflexivity
As mentioned in the introduction, we make the following natural
definition. Here for S ⊂ B(H), we denote by S ⊗¯B(K) thewot-closure
of the spatial tensor product in B(H⊗K).
Definition 6.1. A wot-closed subalgebra (or subspace) S of B(H)
is completely hyperreflexive if S ⊗¯B(K) is hyperreflexive for a separa-
ble Hilbert space K. Let κcS denote the hyperreflexivity constant of
S ⊗¯B(K).
Unlike an arbitary compression considered in Theorem 2.5, it is a
very different situation when the compression remains in the subspace.
This lemma also appears in [17] with a different proof.
Lemma 6.2. Let S be a subspace of B(H1,H2). Suppose that P and
Q are projections such that QSP ⊂ S. Then considering QSP as a
subspace of B(PH1, QH2), we obtain the inequality κQSP ≤ κS .
Proof. Let T ∈ B(PH1, QH2). Then dist(T,QSP ) = dist(T,S) and
βS(T ) = sup
‖x‖=1
inf
S∈S
‖Tx− Sx‖ ≤ sup
‖x‖=1
inf
S∈QSP
‖Tx− Sx‖
= sup
‖x‖=1,
x=Px
inf
S∈QSP
‖Tx− Sx‖ = βQSP (T ).
So
κQSP = sup{1/βQSP (T ) : T = QTP, dist(T,QSP ) = 1}
≤ sup{1/βS(T ) : T = QTP, dist(T,S) = 1} ≤ κS .
Proposition 6.3. If S is a wot-closed subspace, then the hyperreflex-
ivity constants for S ⊗Mn are increasing, and
κcS := lim
n→∞
κS⊗Mn .
Proof. Fix an orthonormal basis {en}n≥1 for K. For n ≥ 1, let Pn be
the orthogonal projection IH⊗Qn ∈ B(H⊗K) where Qn ∈ B(K) is the
orthogonal projection onto span{e1, e2, . . . , en}. We identify S ⊗Mn
and Pn(S ⊗¯ B(K)). Lemma 6.2 applies to show that
κS⊗Mn ≤ κS⊗Mn+1 ≤ κcS .
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Denote the limit by κ = lim
n→∞
κS⊗Mn. Fix T ∈ B(H⊗K) and for n ≥ 1,
let Tn = PnTPn. Then
βS ⊗¯B(K)(T ) ≥ sup
‖x‖=‖Pnx‖=1
inf
S∈S ⊗¯B(K)
‖(T − S)x‖
≥ sup
‖x‖=‖Pnx‖=1
inf
S∈S ⊗¯B(K)
‖Pn(T − S)Pnx‖
= sup
‖x‖=‖Pnx‖=1
inf
S∈S⊗Mn
‖(Tn − S)x‖
≥ κ−1 dist(Tn,S ⊗Mn).
It is easy to verify from the lower semicontinuity of the norm in the
strong operator topology that
lim
n→∞
dist(Tn,S ⊗Mn) = dist(T,S ⊗¯B(K)).
Thus taking a supremum over all n ≥ 1 in the previous expression
yields
βS ⊗¯B(K)(T ) ≥ κ−1 dist(T,S ⊗¯ B(K)).
So κcS ≤ κ ≤ κcS ; whence equality holds.
A long-standing question posed in [9] is:
Question 6.4. Is every hyperreflexive subspace completely hyperre-
flexive?
Proposition 6.5. The algebra D ⊂ M3 consisting of matrices of the
form

α 0 00 β 0
0 0 β

 has distance constant at least 2/√3.
Proof. Consider the matrix
T =

 0 0
√
2
−√2 −1 0
0 0 1

 .
Observe that∥∥∥∥∥∥

 α 0
√
2
−√2 β − 1 0
0 0 β + 1


∥∥∥∥∥∥ ≥ max
{
‖ [−√2 β − 1] ‖, ∥∥∥∥
[ √
2
β + 1
]∥∥∥∥}
= max{(2 + |β ± 1|2)1/2}.
The minimum over all α, β is
√
3, and this is attained when α = β = 0.
Next we note that the proper invariant subspaces have the form
span{e1}, span{e1}⊥, span{vs}, and span{vs}⊥
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where vs = (0, c, s)
t, |s| ≤ 1, and c =√1− |s|2. If V is a 1-dimensional
invariant subspace containing a unit vector v, we can compute
‖P⊥V TPV ‖ = ‖P⊥V Tv‖ = ‖Tv − 〈Tv, v〉v‖.
While if P is a 2-dimensional invariant subspace orthogonal to a unit
vector v, we can instead compute
‖P⊥V TPV ‖ = ‖T ∗v − 〈T ∗v, v〉v‖.
For span{e1} and span{e1}⊥, we obtain
√
2.
Consider V = span{vs}. Then
‖P⊥V TPV ‖ =
∥∥∥∥∥∥


√
2s
−c
s

− (|s|2 − c2)

0c
s


∥∥∥∥∥∥ =
∥∥∥∥∥∥


√
2s
−2s2c
2sc2


∥∥∥∥∥∥
=
√
2|s|2 + 4|s|2(1− |s|2) ≤ 3
2
.
This bound is attained when s =
√
3/2. Thus βD(T ) = 3/2.
Therefore κD ≥
√
3
3/2
= 2√
3
.
Corollary 6.6. If S is a subspace of Mn or B(H) of dimension at least
2, then S ⊗ CIn is not 1-hyperreflexive for any n ≥ 3 or n =∞.
Proof. Choose unit vectors x1, x2 and y1, y2 so that the functionals
ψi(A) = 〈Axi, yi〉 on S are linearly independent. In H ⊗ l2n, let P
be the projection onto span{x1 ⊗ e1, x2 ⊗ e2, x2 ⊗ e3} and let Q be the
projection onto span{y1⊗e1, y2⊗e2, y2⊗e3}. Consider the compression
QSP . This is evidently the algebra D of Proposition 6.5. Since D does
not have distance constant 1, Theorem 2.5 shows that S ⊗ CIn also
does not have distance constant 1.
Corollary 6.7. The algebra CI of scalar matrices is completely hyper-
reflexive. However 1 = κCI < κ
c
CI .
Getting an explicit lower bound greater than 1 takes a lot more work.
As far as we know, the bound that we can get is not very good.
Proposition 6.8. The complete distance constant κ for the algebra CI
is at least 1.03.
Proof. Let S = CI ⊗M2,1 ⊂ B(H)⊗M2,1. By Lemma 6.2, κ ≥ κS .
Let α = sin(pi/8) and β = cos(pi/8). Let K be a two-dimensional
subspace of H with orthonormal basis {e1, e2}. Define T1, T2 ∈ B(K)
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by
T1 =
[
1/
√
2
1/
√
2
] [
α −β] = 1√
2
[
α −β
α −β
]
and
T2 =
[
0
1
] [
β α
]
=
[
0 0
β α
]
.
Consider H⊕H as H ⊗ C2 and let {u1, u2} be the standard basis for
C2. Decompose H = K ⊕K⊥ and
H⊕H = (K ⊗ u1)⊕ (K⊥ ⊗ u1)⊕ (K ⊗ u2)⊕ (K⊥ ⊗ u2)
Define T ∈ B(H)⊗M2,1 = B(H,H⊕H) by
T =


T1 0
0 0
T2 0
0 0

 .
Let f1 =
1√
2
(e1+e2)⊗u1 and f2 = e2⊗u2. Let P be the orthogonal pro-
jection ontoK and letQ be the orthogonal projection onto span{f1, f2},
which is the range of T . With respect to the bases {e1, e2} and {f1, f2},
QTP =
[
α −β
β α
]
and QSP =
{[
a a
0 b
]
: a, b ∈ C
}
.
Observe that QTP is unitary. The proof of Theorem 3.1 shows that
dist(QTP,QSP ) = 1 = ‖T‖. As in the proof of Theorem 2.5, it follows
that dist(T,S) = 1. Thus βS(T )−1 ≤ κS ≤ κ.
Let v = xe1 + ye2 + z be a unit vector in H where x, y ∈ C and
z ∈ K⊥. Then Sv = v ⊗ C2, and a computation shows that
‖P⊥SvTv‖2 = ‖Tv‖2 − |〈Tv, v ⊗ u1〉|2 − |〈Tv, v ⊗ u2〉|2
= |x|2 + |y|2 − 1
2
|x+ y|2|αx− βy|2 − |y|2|βx+ αy|2.
If we expand this expression and consider what happens when |x|, |y|
and ‖z‖ are fixed, then the only variable terms form a quadratic in
ρ = 2Re(xy) whose leading term is 1
2
αβρ2. Since αβ > 0, this function
is maximized over the interval ρ ∈ [−2|xy|, 2|xy|] at an endpoint, so we
may assume that x and y are real.
Let
ψ(x, y) = 1
2
(x+ y)2(αx− βy)2 + y2(βx+ αy)2,
so that the expression above becomes
‖P⊥SvTv‖2 = x2 + y2 − ψ(x, y).
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Let k = inf
x2+y2=1
ψ(x, y). Numerical experiments reveal that k > 0.058.
Since ψ(rx, ry) = r4ψ(x, y) and k < 1,
βS(T )2 = sup
0≤r≤1
x2+y2=r2
‖P⊥SvTv‖2
= sup
0≤r≤1
(
r2 − inf
x2+y2=r2
ψ(x, y)
)
= sup
0≤r≤1
r2 − kr4 = 1− k < 0.942.
Thus κ ≥ (1− k)−1/2 > 1.03.
Now CI⊗B(H) is a type I von Neumann algebra. So it is hyperreflex-
ive by Christensen’s Theorem [4] (see [6, Theorem 9.6]) with constant
at most 4. We will show that the constant is at most 2.
Proposition 6.9. The distance constant for CI ⊗ B(H) is at most 2.
The distance constant for CI2 ⊗ B(H) is at most 32 .
Proof. The idea is to average over a group of unitaries which have
two point spectrum. Consider the eight element group G consisting of
matrices [±1 0
0 ±1
]
and
[
0 ±1
±1 0
]
.
Observe that G has trivial commutant. Hence G ⊗ I has commutant
CI2 ⊗ B(H). Also note that the spectrum of an element of G ⊗ I is
one of {1}, {−1}, {±1} or {±i}. So the elements can be written as
±I2, 2P − I2 or i(2Q − I2) where P ⊗ I and Q⊗ I are projections in
M2 ⊗ CI, and hence in Lat(CI2 ⊗ B(H)). Indeed P is one of E11 ⊗ I,
E22 ⊗ I or
[
1
2
I ±1
2
I
±1
2
I 1
2
I
]
and Q is one of
[
1
2
I ± i
2
I
∓ i
2
I 1
2
I
]
.
Define an expectation onto CI2 ⊗ B(H) by
Φ(T ) =
1
8
∑
G∈G⊗I2
GTG∗ =
1
4
T +
1
8
∑
G 6=±I4
GTG∗
It is easy to check that Φ(T ) commutes with G ⊗ I, and hence lies in
CI2 ⊗ B(H). Hence
dist(T,CI2 ⊗ B(H)) ≤ ‖T − Φ(T )‖ ≤ 3
4
max ‖TG−GT‖.
However
‖T (2P − 1)− (2P − I)T‖ = 2‖P⊥TP − PTP⊥‖
= 2max{‖P⊥TP‖, ‖PTP⊥‖}.
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Similarly we obtain the same for G = i(2Q− I). Hence it follows that
dist(T,CI2 ⊗M2) ≤ 3
2
max
P∈Lat(CI2⊗M2)
‖P⊥TP‖.
To handle CI ⊗ B(H), form the group
Gn = G(n) ⊗ I = (G ⊗ G ⊗ · · · ⊗ G)⊗ I
as a subgroup of unitaries in M2n ⊗ CI. Observe that the commutant
is CI2n ⊗ B(H). Also each element is the tensor product of elements
with 2 point spectrum. So this property is preserved. Averaging over
Gn is an expectation Φn onto CI2n ⊗ B(H). As above, we obtain
dist(T,CI2n ⊗ B(H)) ≤ ‖T − Φn(T )‖ ≤ max
G∈Gn
‖TG−GT‖
≤ 2 max
P∈Lat(CI2⊗M2)
‖P⊥TP‖.
Now one obtains the same estimate for CI ⊗ B(H) by a routine ap-
proximation argument.
If A is any unital WOT-closed algebra then A ⊗¯ B(H) contains two
isometries with orthogonal ranges. Hence we may apply Bercovici’s
Theorem [2] to conclude that κA⊗¯ B(H) ≤ 3. Here is a more elementary
argument that improves on it.
Remark 6.10. The estimate of a constant 2 cannot be improved by
using an expectation. This is because ‖T − Φ(T )‖ can be close to
2 dist(T,CI⊗B(H)). Indeed, forgetting about the tensor product with
B(H), consider T = 1
n
1n1
∗
n where 1n is the vector with n ones. So T is
a projection, and its distance to the scalars is 1
2
. However Φ(T ) = 1
n
In
and ‖T − Φ(T )‖ = 1 − 1
n
= (2 − 2
n
) dist(T,CIn). (As well, we know
that the off-diagonal projection id−Φ has norm 2− 2
n
on Mn [3].)
However the expectation has an advantage. Let A be an arbitrary
weak-∗ closed subspace and consider CI ⊗ A. Observe that for each
unitary G ∈ B(H)⊗ I,
dist(GTG∗,CI ⊗ A) = dist(T,G∗(CI ⊗ A)G) = dist(T,CI ⊗ A).
So
dist(Φ(T ),CI ⊗ A) ≤ dist(T,CI ⊗ A).
Similarly, if P ∈ Lat(CI⊗A), then G∗PG is also in Lat(CI⊗A). Thus
βCI⊗A(GTG∗) = βCI⊗A(T ). Again averaging yields
βCI⊗A(Φ(T )) ≤ βCI⊗A(T ).
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Now Φ(T ) = I ⊗ T0. It is a well-known argument due to Arve-
son that if dist(T0,A) = r, then there is a weak-∗ continuous func-
tional ψ of norm one on B(H) annihilating A so that ψ(T0) ≈ r.
The corresponding trace class operator is put into polar decomposi-
tion as ψ =
∑
n≥1 snenf
∗
n where {en} and {fn} are orthonormal and∑
n≥1 sn = 1. Then x =
∑⊕
n≥1
√
snen and y =
∑⊕
n≥1
√
snfn are unit
vectors in l2 ⊗H such that
ψ(X) = 〈I ⊗Xx, y〉
for all X ∈ B(H). The subspace CI ⊗ Ax is invariant for CI ⊗ A and
orthogonal to y. Hence we conclude that
βCI⊗A(Φ(T )) = dist(Φ(T ),CI ⊗ A) = r.
Therefore
dist(T,CI ⊗ A) ≤ ‖T − Φ(T )‖+ βCI⊗A(Φ(T )) ≤ 3βCI⊗A(T ).
This yields the constant 3 in a more elementary way than by applying
Bercovici’s Theorem.
Lemma 6.11. For 0 6= T ∈ B(H), where dimH ≥ 3, the subspace CT
has complete hyperreflexivity constant one if and only if rankT = 1.
Proof. If T is rank one, then T = syx∗ for unit vectors x and y and non-
zero scalar s. Thus CT is a nest bimodule for the nestsM = {0,Cx,H}
and N = {0,Cy,H}. Hence CT ⊗ B(H) is also a nest bimodule, and
thus has distance constant one.
If the rank of T is at least two, one cannot put CT ⊗B(H) into the
form of Theorem 1.1. Indeed one can find three orthonormal vectors
x1, x2, x3 so that Txi = siyi where y1, y2, y3 are orthonormal and s1s2 6=
0. The compression of CT ⊗B(H) to the domain span{x1, x2, x3} ⊗H
and range span{y1, y2, y3}⊗H contains all elements of the form s1A⊕
s2A ⊕ s3A for A ∈ B(H). If this were 1-hyperreflexive, then the form
of Theorem 1.1 would have a single block. However the subspace is
neither a nest bimodule nor is it one dimensional. So this compression
is not 1-hyperreflexive. By Theorem 2.5, CT ⊗ B(H) is also not 1-
hyperreflexive.
Proposition 6.12. A subspace S of B(H1,H2) has complete distance
constant one if and only if there are partitions of the identity of H2
and H1 respectively: C = {Cj : j ∈ J } and D = {Dj : j ∈ J }, and for
each j ∈ J , there are nest bimodules Xj of CjB(H1,H2)Dj so that
S := {T ∈ B(H) : CjTDj ∈ Xj for all j ∈ J }
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Proof. Since S must be 1-hyperreflexive, Theorem 1.1 yields the de-
sired form for S except that the subspaces Xj could have atoms of the
bimodules replaced by 1-dimensional subspaces CTjk. The compression
to this subspace must still be completely 1-hyperreflexive. So by the
preceeding lemma, each Tjk must be rank one. But then, it is easy to
see that Xj is a nest bimodule.
The following easy result of Ionascu [15, Prop. 1.3] will be useful.
Lemma 6.13. Suppose that S and T are subspaces and that X is an
invertible operator such that SX = T . Then one subspace is hyperre-
flexive if and only if the other is; and the constants are related by
κT ≤ κS‖X‖ ‖X−1‖ and κS ≤ κT ‖X‖ ‖X−1‖.
It is well-known that if D is a von Neumann algebra with abelian
commutant, then it is hyperreflexive with constant at most 2. As well,
Rosenoer [25] showed with a more sophisticated argument that this is
also true for abelian von Neumann algebras. However we need a variant
which may include a zero summand. As we have seen, adding a zero
summand will generally increase the distance constant. For example,
B(H) ⊕ B(H) has constant 1 while B(H) ⊕ B(H) ⊕ 0 does not. So a
modification of the proof is required.
Proposition 6.14. Let {ei : i ∈ I} and {fi : i ∈ I} be orthonormal
sets Hilbert spaces H1 and H2 respectively. Let
D = wot span{fie∗i ⊗ B(K) : i ∈ I} ⊂ B(H1 ⊗K,H2 ⊗K).
Then D is (completely) hyperreflexive with constant κD ≤ 2.
Moreover, suppose that S ⊂ D. Let Φ be the contractive expectation
of B(H1 ⊗K,H2 ⊗K) onto D. Then
βS(Φ(T )) ≤ βS(T ) for all T ∈ B(H1 ⊗K,H2 ⊗K).
Proof. For each subset X of I, let E(X) be the projection onto
span{ei : i ∈ X} ⊗ K; and similarly let F (X) be the projection onto
span{fi : i ∈ X} ⊗ K. Let Ei = E({i}) and Fi = F ({i}). Define an
expectation Φ onto D by putting the standard product measure µ on
2I and integrating:
Φ(T ) =
∫
2I
(F (X)− F (Xc))T (E(X)− E(Xc)) dµ(X)
for T ∈ B(H ⊗ K). Clearly this is a completely contractive map.
Observe that Φ(T ) = F (I)Φ(T )E(I) = Φ(F (I)TE(I)). Moreover for
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every element i ∈ I, FiΦ(T ) = Φ(T )Ei. From this, it easily follows
that
Φ(T ) = sot–
∑
i∈I
FiΦ(T )Ei,
and thus it belongs to D. On the other hand, if D ∈ D, then
D = (F (X)− F (Xc))D(E(X)−E(Xc))
for every X and hence Φ(D) = D. So Φ is an expectation onto D.
We use the expectation to compute
dist(T,D) ≤ ‖T − Φ(T )‖
≤ sup
X⊂I
‖T − (F (X)− F (Xc))T (E(X)− E(Xc))‖.
The proof will be completed by bounding this by 2βD(T ). This is where
the proof is a bit trickier than the von Neumann algebra case.
We may write T as a 3×3 matrix with respect to the decompositions
of the domain and range into
H1 ⊗K = RanE(X)⊕ RanE(Xc)⊕ RanE(I)⊥
and
H2 ⊗K = RanF (X)⊕ RanF (Xc)⊕ RanF (I)⊥
as T =
[
Tij
]3
i,j=1
. Decompose T − (F (X)− F (Xc))T (E(X)− E(Xc))
as 
 0 2T12 T132T21 0 T23
T31 T32 T33

 = 1
2

 0 T12 T13T21 0 0
0 T32 T33

+ 1
2

 0 T12 0T21 0 T23
T31 0 T33


+
1
2

 0 T12 0T21 0 T23
0 T32 0

+ 1
2

 0 T12 T13T21 0 0
T31 0 0


Each term is bounded by 1
2
βD(T ). For example, with
P = E(X)⊥ = E(Xc) + E(I)⊥,
RanDP = RanF (Xc); and RanDE(X) = RanF (X). Hence
βD(T ) ≥ max
{‖F (Xc)⊥TP‖, ‖F (X)⊥TE(X)‖}
≥ max{‖F (Xc)⊥TE(X)⊥‖, ‖F (Xc)TE(X)‖}
= ‖F (Xc)⊥TE(X)⊥ + F (Xc)TE(X)‖
=
∥∥∥∥∥∥

 0 T12 T13T21 0 0
0 T32 T33


∥∥∥∥∥∥
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The other three terms are handled similarly.
For the last claim, let S be any subspace of D. For each unit vector
x ∈ H1 ⊗K, let Qx be the projection onto Sx. Since
S = (F (X)− F (Xc))S(E(X)− E(Xc)),
the vector x′ = (E(X) − E(Xc))x has the same range, i.e. Qx′ = Qx;
and ‖x′‖ ≤ 1. So
βS(Φ(T )) = sup
‖x‖=1
‖Q⊥xΦ(T )x‖
≤ sup
‖x‖=1
sup
X⊂I
‖Q⊥x (F (X)− F (Xc))T (E(X)− E(Xc))x‖
= sup
‖x‖=1
sup
X⊂I
‖(F (X)− F (Xc))Q⊥x′Tx′‖
≤ sup
‖x′‖≤1
‖Q⊥x′Tx′‖ = βS(T ).
Theorem 6.15. If 0 6= T ∈ B(H), the subspace CT has complete
hyperreflexivity constant at most 4.
Proof. Use the polar decomposition to write T = UP where P is
positive. We may suppose that the spectrum of P is a countable set
with 0 as the only limit point. Indeed, suppose that we have established
the result for this case. Without loss of generality, ‖T‖ = 1. Given any
0 < r < 1, write Pr =
∑
n≥0 r
nEP (r
n+1, rn] where EP is the spectral
measure for P ; and Tr = UPr. Then rPr ≤ P ≤ Pr and there is an
invertible operator Sr in W
∗(P ) so that P = SrPr and rI ≤ Sr ≤ I.
Then
CT ⊗ B(K) = (CTr ⊗ B(K))(Sr ⊗ I).
Thus the two spaces have distance constants related by a constant
bounded by ‖Sr‖ ‖S−1r ‖ = r−1. If each CTr has complete hyperreflex-
ivity constant bounded by 4, then it follows by letting r tend to 1 that
so does CT .
Since P has discrete spectrum, it is diagonalizable. So select an or-
thonormal basis {en : n ≥ 0} so that Pen = τnen where τ0 = 1 ≥ τn
for all n ≥ 1. Let fn = Uen. Let D be the wot-closed subspace
of B(H ⊗ K) spanned by {fne∗n ⊗ B(K) : n ≥ 0}. Then by Propo-
sition 6.14, D has complete hyperreflexivity constant at most 2. Let
S = CT ⊗ B(K). Moreover if Φ is the expectation onto D constructed
in Proposition 6.14, we obtain that
βS(Φ(T )) ≤ βS(T ) for all T ∈ B(H1 ⊗K,H2 ⊗K).
1-HYPERREFLEXIVITY AND COMPLETE HYPERREFLEXIVITY 37
We now consider a relative distance constant for S within D. Note
that
S = CT ⊗ B(K) =
{∑
n≥0
fne
∗
n ⊗ τnA : A ∈ B(K)
}
.
An element of the predual D∗ is given by a sequence ϕ = (ϕn) where ϕn
is a weak-∗ continuous functional on Cfne∗n⊗B(K) for each n ≥ 0 and
‖ϕ‖ =∑n≥0 ‖ϕn‖ <∞. As usual, we identify each ϕn with an element
of the space S1 of trace class operators on K. The pre-annihilator S⊥
intersects D∗ in the set A of functionals satisfying
∑
n≥0 τnϕn = 0
considered as an absolutely convergent sum in S1.
We claim that ϕ ∈ A may be decomposed as a sum of functionals
in A which have rank at most one in each entry, and have norms
summing to at most 2‖ϕ‖. Indeed, for each n ≥ 1, decompose ϕn
using polar decomposition into a sum of rank one functionals ρnj so
that ‖ϕ‖ =∑j ‖ρnj‖. Define a functional ψnj = (ψnji)i≥0 by
ψnjn = ρnj , ψnj0 = −τnρnj and ψnji = 0 otherwise.
Then it is clear that ψnj ∈ A. Moreover∑
n≥1
∑
j
‖ψnj‖ =
∑
n≥1
∑
j
(1 + τn)‖ρij‖ ≤ 2
∑
n≥1
‖ϕn‖ ≤ 2‖ϕ‖.
So the sum
∑
n≥1
∑
j ψnj converges to an element of A. It is clear that
for n ≥ 1, the nth component of the sum is just ϕn. If the zeroth
component is ψ, then we have
ψ +
∑
n≥1
τnϕn = 0 = ϕ0 +
∑
n≥1
τnϕn.
Hence ψ = ϕ0 and this sum is precisely ϕ.
Now we use the fact that if ϕ = (ϕn)n≥0 in D∗ has the property that
each ϕn is rank one, then there is a rank one functional of the same
norm on B(H⊗K) which agrees with ϕ on D. Indeed, we may choose
vectors xn, yn ∈ K so that ϕn = ynx∗n and ‖xn‖2 = ‖yn‖2 = ‖ϕn‖1/2.
Let x =
∑
n≥0 en ⊗ xn and y =
∑
n≥0 fn ⊗ yn. Then
‖x‖2 = ‖y‖2 =
∑
n≥0
‖ϕn‖ = ‖ϕ‖.
So ψ = yx∗ has ‖ψ‖ = ‖ϕ‖. Finally it is evident that the restriction of
ψ to D is equal to ϕ.
From the predual formulation of hyperreflexivity, we can conclude
that for all D ∈ D,
βS(D) = sup
{|ϕ(D)| : ϕ = (ϕn) ∈ A, ‖ϕ‖ = 1, rankϕn ≤ 1 for all n}.
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The calculation above shows that the convex hull of these rank one
functionals contains the ball in A of radius 1/2. Hence
dist(D,S) ≤ 2βS(D).
Now consider T ∈ B(H⊗K). Then
dist(T,S) ≤ ‖T − Φ(T )‖+ dist(Φ(T ),S)
≤ 2βD(T ) + 2βS(Φ(T )) ≤ 4βS(T ).
Remark 6.16. We can do better in this analysis if T has rank 2. In
this case, there is no loss of generality in taking Ts = diag(1, s, 0, 0, . . . )
where 0 < s ≤ 1. Then for an infinite dimension Hilbert space K, the
space S = CTs⊗B(K) is unitarily equivalent to the subset ofM3(B(K))
given by 


A 0 00 sA 0
0 0 0

 : A ∈ B(K)

 .
There are now two improvements in the argument of Theorem 6.15.
The first is that the expectation Φ onto D3 ⊗ B(K) yields a better
estimate because one averages over the finite group of diagonal matrices
with ±1 as entries. As in the proof of Proposition 6.9, there is an
economy because two of the 8 group elements are ±I. So one obtains
an upper bound of 3
2
βD3⊗B(K)(X) for dist(X,D3 ⊗ B(K)). Actually,
the distance constant for D3 ⊗ B(K) is known to be exactly
√
3/2 [9].
However the expectation has the advantage that βS(Φ(X)) ≤ βS(X),
which we do not know for the closest point.
The second improvement is that S has a relative distance constant
of 1 within D3 ⊗ B(K). This can also be seen from the proof of the
previous theorem. Indeed, S⊥ ∩
(
D3 ⊗B(K)
)
∗ consists of ϕ = (ϕn)n≥0
such that ϕ00 = −sϕ11. Decompose each ϕn for n ≥ 1 into a sum
of rank one elements ρnj so that ‖ϕn‖ =
∑
j ‖ρnj‖. Then set ψ1j =
(−sρ1j , ρ1j , 0, 0, . . . ); and set ψnj to have ρnj in the nth entry and 0
elsewhere. Then each ψnj belongs to S⊥∩
(
D3⊗B(K)
)
∗ and is rank at
most one in each entry. Moreover the norms sum exactly to ‖ϕ‖. The
proof is completed as above. So one obtains a distance constant of at
most 1.5 + 1 = 2.5.
The distance constant fails to be continuous except in rare cases
[23, 15]. The example in the remark above displays this in a striking
way that we have not seen before. Observe that Proposition 6.13 shows
that the constant κc
CTs is a continuous function of s for s > 0 [15].
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Proposition 6.17. Let Ts = diag(1, s, 0, 0, 0 . . . ) for 0 ≤ s ≤ 1. Then√
2 ≤ lim
s→0+
κc
CTs ≤
5
2
while κc
CT0
= 1.
Proof. The upper bound of 2.5 was just established. And κc
CT0
= 1
follows from Lemma 6.11. As above, we consider Ss = CTs ⊗ B(K) as
the set of operators of the form

X 0 00 sX 0
0 0 0

 for X ∈ B(K).
We observe as in Theorem 6.15 that (Ss)⊥ consists of all trace class
operators ϕ =
[
ϕij
]3
i,j=1
such that ϕ11 = −sϕ22. Let e1 and e2 be two
orthonormal vectors and f any unit vector, and consider
ψ =


−s
s+
√
2
fe∗2 0 0
1
s+
√
2
fe∗1
1
s+
√
2
fe∗2 0
0 0 0

 and A =

−e2f ∗
1√
2
e1f
∗ 0
0 1√
2
e2f
∗ 0
0 0 0

 .
It is easy to verify that ψ ∈ (Ss)⊥ and ‖ψ‖1 = 1; and that ‖A‖ = 1 =
ψ(A). So dist(A,Ss) = ‖A‖. Hence κSs ≥ βSs(A)−1.
The predual formulation of the constant shows that βSs(A) is ob-
tained as sup |ϕ(A)| taken over all rank one elements of the unit ball
of (Ss)⊥. Note that the compression of any such functional to the up-
per left 2 × 2 corner still lies in (Ss)⊥ and still has rank one. As A is
supported in this 2 × 2 corner, the set of compressions will yield the
same supremum. This reduces the problem to 2× 2 matrices. That is,
A =
[−e2f ∗ 1√2e1f ∗
0 1√
2
e2f
∗
]
and (Ss)⊥ =
{[−sϕ22 ϕ12
ϕ21 ϕ22
]
: ϕij ∈ S1(K)
}
.
Here the description of rank one elements of (Ss)⊥ is particularly
easy. There are three families:[
0 0
xy∗ 0
]
,
[
0 xy∗
0 0
]
and
[−saxy∗ bxy∗
cxy∗ axy∗
]
where ‖x‖ = ‖y‖ ≤ 1 and a, b, c ∈ C satisfy
sa2 + bc = 0 and (1 + s2)|a|2 + |b|2 + |c|2 ≤ 1.
Indeed, a rank one that has 0 in the 2, 2 entry must be supported
in either the 2, 1 entry or the 1, 2 entry. When ϕ22 = axy
∗ for ‖x‖ =
‖y‖ = 1, this forces ϕ11 = −saxy∗. Then to make ϕ rank one, the other
two entries must also be multiples of xy∗. The condition sa2+bc = 0 is
a determinant condition equivalent to being rank one. Then the trace
norm equals the Hilbert-Schmidt norm, so it is easily calculated and
one obtains (1 + s2)|a|2 + |b|2 + |c|2 ≤ 1.
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Evaluating the first two classes on A yields 1/
√
2 and 0 respectively.
So consider the third class. Then from Cauchy-Schwarz,
sup |ϕ(A)| = sup ∣∣(s+ 1√
2
)a〈e2, y〉〈x, f〉+ a√
2
〈e2, y〉〈x, f〉
∣∣
= sup
(
(s+ 1√
2
)2|a|2 + 1
2
|c|2)1/2
= sup
√
(2s2 + 2
√
2s+ 1)|a|2 + |c|2
2
The constraints yield b = −sa2/c and
1 ≥ (1 + s2)|a|2 + |b|2 + |c|2 = (1 + s
2)|a|2|c|2 + s2|a|4 + |c|4
|c|2 .
This problem may be solved by Lagrange multipliers. Since we are
interested in the limit of this supremum as s tends to 0+, we may
observe that this will be the solution to the extremal problem
sup
{√x2 + y2
2
: 0 < (x2 + y2)y2 ≤ y2
}
=
1√
2
.
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