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UNIFORM HYPERBOLICITY FOR SZEGO˝ COCYCLES AND
APPLICATIONS TO RANDOM CMV MATRICES AND THE
ISING MODEL
DAVID DAMANIK, JAKE FILLMAN, MILIVOJE LUKIC, AND WILLIAM YESSEN
Abstract. We consider products of the matrices associated with the Szego˝
recursion from the theory of orthogonal polynomials on the unit circle and
show that under suitable assumptions, their norms grow exponentially in the
number of factors. In the language of dynamical systems, this result expresses
a uniform hyperbolicity statement. We present two applications of this result.
On the one hand, we identify explicitly the almost sure spectrum of extended
CMV matrices with non-negative random Verblunsky coefficients. On the
other hand, we show that no Ising model in one dimension exhibits a phase
transition. Also, in the case of dynamically generated interaction couplings, we
describe a gap labeling theorem for the Lee-Yang zeros in the thermodynamic
limit.
1. Introduction
In this paper we are interested in two seemingly unrelated problems. Namely, we
study the almost sure spectrum of extended CMV matrices with random Verblun-
sky coefficients and the zeros of the partition function of the one-dimensional Ising
model with general interaction parameters. It turns out, however, that there is
a common issue in both of these scenarios. Namely, it is essential to determine
for which parameters a certain one-parameter family of cocycles is uniformly hy-
perbolic. In other words, by solving a dynamical systems problem we are able to
address questions in spectral theory and statistical mechanics.
Let us be more specific and describe the questions we will study in this paper
explicitly.
There is a well known one-to-one correspondence between probability measures
on the unit circle and a class of five-diagonal matrices, the so-called CMV matrices;
we refer the reader to [25, 26] for background and further information. A CMV
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matrix is a semi-infinite matrix of the form
C =


α¯0 α¯1ρ0 ρ1ρ0 0 0 . . .
ρ0 −α¯1α0 −ρ1α0 0 0 . . .
0 α¯2ρ1 −α¯2α1 α¯3ρ2 ρ3ρ2 . . .
0 ρ2ρ1 −ρ2α1 −α¯3α2 −ρ3α2 . . .
0 0 0 α¯4ρ3 −α¯4α3 . . .
. . . . . . . . . . . . . . . . . .


where αn ∈ D = {w ∈ C : |w| < 1} and ρn = (1 − |αn|2)1/2 – it is easy to check
that C defines a unitary operator on ℓ2(Z+).
CMV matrices C are in one-to-one correspondence to probability measures µ
on the unit circle ∂D that are not supported by a finite set. To go from C to µ,
one invokes the spectral theorem. To go from µ to C, one can proceed either via
orthogonal polynomials or via Schur functions. In the approach via orthogonal
polynomials, the αn’s arise as recursion coefficients for the polynomials.
Explicitly, consider the Hilbert space L2(∂D, dµ) and apply the Gram-Schmidt
orthonormalization procedure to the sequence of monomials 1, z, z2, z3, . . .. This
yields a sequence ϕ0, ϕ1, ϕ2, ϕ3, . . . of normalized polynomials that are pairwise
orthogonal in L2(∂D, dµ). Corresponding to ϕn, consider the “reflected polynomial”
ϕ∗n, where the coefficients of ϕn are conjugated and then written in reverse order.
Then, we have
(1)
(
ϕn+1(z)
ϕ∗n+1(z)
)
= ρ−1n
(
z −α¯n
−αnz 1
)(
ϕn(z)
ϕ∗n(z)
)
for suitably chosen αn ∈ D (and again with ρn = (1− |αn|2)1/2). With these αn’s,
one may form the corresponding CMV matrix C as above and obtain a unitary
matrix for which the spectral measure corresponding to the cyclic vector δ0 is
indeed the measure µ upon which we based the construction.
Depending on whether one starts out with the coefficients or the measure in this
one-to-one correspondence, one obtains direct and inverse spectral theory in this
setting. Given the coefficients in the direct spectral problem, one of the very first
questions to answer is the determination of the (essential) support of the associated
measure. An important class of coefficients is given by those that are random in
the sense that each αn is drawn according to some distribution, and these drawings
are independent and use the same distribution for each n.
Such random sequences are special cases of so-called dynamically defined se-
quences, where the αn’s are determined by D-valued sampling along the orbit of
some map T : Ω → Ω that one iterates. That is, αn = αn(ω) = f(T nω) for some
f : Ω → D and ω ∈ Ω. If one chooses a T -ergodic measure µ, then the general
theory implies that there is a set Σ ⊆ ∂D such that for µ-almost every ω ∈ Ω, the
essential support of the measure on ∂D associated with {αn(ω)}n≥0 is equal to Σ.
Since the essential support of the measure is equal to the essential spectrum of the
associated CMV matrix, this can also be rephrased as follows. The essential spec-
trum of a CMV matrix with dynamically defined Verblunsky coefficients is almost
surely constant; see [26, Theorem 10.16.2]. In fact, in developing the general theory
for dynamically defined Verblunsky coefficients, it is very natural to pass to a two-
sided infinite setting. That is, one considers invertible maps T and then considers
{αn(ω)}n∈Z, where again αn(ω) = f(T nω). The associated extended CMV matrix
looks locally like a CMV matrix, but it acts in ℓ2(Z) and is two-sided infinite as
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well. The set Σ discussed above turns out the be the almost sure spectrum of these
extended CMV matrices, that is, these matrices have purely essential spectrum,
which coincides with that of their half-line restrictions; see [26, Theorems 10.16.1
and 10.16.2].
The random case arises from the general scenario by choosing a probability
measure ν on D, and then setting Ω = (supp ν)Z, T : Ω → Ω, (Tω)n = ωn+1,
f(ω) = ω0, and µ = ν
Z. Thus, one is naturally interested in determining the set
Σ in this case. This problem turns out to be surprisingly challenging. There is an
important analogy between the study of CMV matrices and the study of discrete
Schro¨dinger operators, or more generally Jacobi matrices. Indeed, CMV matrices
are canonical examples of unitary operators (with a cyclic vector), while Jacobi
matrices are canonical examples of self-adjoint operators (with a cyclic vector).
Moreover, the tools used in the analysis of one of these classes of matrices usually
have counterparts for the other class. An overwhelming number of results have
been carried over from one setting to the other. Indeed, much of [26] is devoted to
carrying over results from discrete Schro¨dinger operators to CMV matrices. Iden-
tifying the almost sure spectrum is quite easy in the Schro¨dinger case. A CMV
counterpart does not yet exist to the best of our knowledge, despite there being
a number of papers studying CMV matrices with random Verblunsky coefficients;
compare, for example, [4, 10, 27, 28]. In fact we will show that the description of
the almost sure spectrum in the random case that is known in complete generality
in the Schro¨dinger case does not carry over to the CMV setting in general!
We will investigate the almost sure spectrum of extended CMV matrices with
random coefficients in Section 3 and prove several results concerning this set. A
sample result is the following.
Theorem 1.1. Given a probability measure ν on D whose topological support supp ν
is contained in [0, 1]. Then, the associated almost sure spectrum Σ is given by
Σ = {eiθ : θ ∈ [−π, π), |θ| ≥ 2 arcsinmin supp ν}.
Thus, for non-negative random Verblunsky coefficients, we determine the almost
sure spectrum explicitly. In the absence of such a non-negativity condition, we are
still able to give a description of the almost sure spectrum in terms of the spectra
of suitable extended CMV matrices with periodic Verblunsky coefficients.
In Section 4 we study the one-dimensional Ising model with (positive, or ferro-
magnetic) nearest neighbor interaction, immersed in a transverse magnetic field.
Indeed, this model is the simplest among Ising-type models that already in one di-
mension presents interesting challenges. In this paper we focus on the distribution
of the Lee-Yang zeros in the thermodynamic limit, where the neighbor interaction
is given by an arbitrary bounded sequence.
Let ΛN := {±1}N , with N ∈ Z+. The one-dimensional ferromagnetic nearest-
neighbor Ising model on the lattice of length N with constant field is defined as
E(σ) := − 1
kBτ
N∑
j=1
Jjσjσj+1 +Hσj
with τ ∈ (0,∞) being the temperature, kB > 0 is the Boltzmann constant (often
factored into τ), {Jj}1≤j≤N , Jj > 0 for all j, are the interaction couplings, H 6= 0
is the magnetic field, and σ = (σ1, . . . , σN ) ∈ ΛN . We work with periodic boundary
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conditions σ1 = σN+1. Also notice that the model is defined on the positive side
of the integer lattice. One could also define the two-sided (and, without loss of
generality, symmetric) model by considering it on the lattice [−N,N ] ⊂ Z. There
is no difference between the two in the finite case.
Define the partition function as
Z(N)τ :=
∑
σ∈ΛN
e−E(σ).
Let us also introduce the following change of variables.
βj = exp
(
2Jj
kBτ
)
and h := exp
(
2H
kBτ
)
.
Obviously Z
(N)
τ can be written in terms βj ’s and h, in which case it becomes a
Laurent polynomial in h.
All the thermodynamic properties of the model can be derived from Z
(N)
τ . In
particular, phase transitions can be studied in terms of the regularity of logZ
(N)
τ .
Let us consider h ∈ C by taking H ∈ C. For all N finite, Z(N)τ is clearly analytic in
h, and logZ
(N)
τ is analytic for h ∈ R+. In this case no phase transitions occur. Thus
a relevant question is whether phase transitions occur in the thermodynamic limit
N →∞. That is, we are interested to know whether the limit limN→∞ 1N logZ(N)τ
exists, and if it does, what is its regularity in the variable log h. For example,
if the limit exists but its kth derivative with respect to log h does not exist or is
discontinuous, we say that the model undergoes a kth-order phase transition in the
thermodynamic limit (the physically relevant case being h ∈ (0,∞)). In [15, 16],
Lee and Yang related the problem to the distribution of zeros of Z
(N)
τ (h) in the
thermodynamic limit. Namely, they showed that the zeros lie on the unit circle for
all N , and that phase transitions in the thermodynamic limit occur if and only if
the point 1 is an accumulation point of the zeros (separating the system into two
phases).
On the other hand, the authors of [7] succeeded in relating the zeros of Z
(N)
τ in
the thermodynamic limit to the spectrum of an associated CMV matrix. Using this
connection, we are able to prove in this paper that, in complete generality, the zeros
do not accumulate at 1, thus precluding any phase transitions. More precisely, we
will show the following result in Section 4.
Theorem 1.2. For every bounded sequence {Jj} of ferromagnetic couplings and
every τ > 0, there is a neighborhood N of 1 such that for every N ∈ Z+, Z(N)τ does
not have any zeros in N .
In fact, the neighborhood N is explicitly given in terms of τ and supj Jj . To the
best of our knowledge, while expected in the community, this result hitherto has
not been rigorously established.
When the interaction couplings are dynamically defined, we also relate the limit
of the zero counting measures to the density of states measure for the associated
CMV matrix. Finally, we establish a gap labeling scheme for the zeros in the
thermodynamic limit. The latter result has been postulated by a few authors, based
primarily on numerical evidence (e.g. [1, 2]). The conjectures there were guided
by the gap labeling available for Schro¨dinger operators; however, an appropriate
mechanism of relating the thermodynamic limit of the zeros to spectra of operators
SZEGO˝ COCYCLES, RANDOM CMV MATRICES, AND THE ISING MODEL 5
on infinite-dimensional Hilbert spaces in a way that would be suitable for carrying
over such results as gap labeling had not been suggested until [7].
As a matter of fact, the questions we are interested in, concerning both the almost
sure random spectrum and the one-dimensional Ising model, are intimately related
to the same basic concept, namely the uniform hyperbolicity of Szego˝ cocycles over
the shift transformation. Specifically, this means the following. If we iterate the
recursion (1), we are naturally led to a study of products of matrices of the form
(2) A(α, z) =
1
ρ
(
z −α¯
−αz 1
)
,
where, as usual, ρ = (1−|α|2)1/2. Here, z will be held fixed in the product, while α
may vary from factor to factor. The goal is to show that the norm of this product,
‖A(αn, z) · · ·A(α1, z)‖, will satisfy a lower bound that is exponentially growing in
n and uniform in the choice of the αn, restricted to some subset S of D. In this
case, we say that the z and S in question lead to uniformly hyperbolic behavior.
This setting can be rephrased in dynamical systems language, which (we will do in
Section 3 and which) justifies the terminology. In Section 2 we will prove uniformly
hyperbolic behavior for any set S that is contained in (0, 1) and bounded away from
0, and corresponding z’s that belong to some arc in ∂D around 1 that depends on
the distance of S from 0. This will be precisely what we need in our study of the
Ising model in Section 4, and it will allow us to identify the almost sure random
spectrum in Section 3, provided that ν is supported in some set S of the form above.
Acknowledgement. The authors are grateful to Michael Baake and Uwe Grimm
for helpful discussions on the Ising model.
2. Uniform Hyperbolicity for Szego˝ Cocycles with Positive
Coefficients
Definition 2.1. Given α ∈ (0, 1), we set Rα = {eiθ : −2 arcsinα < θ < 2 arcsinα}.
Fix A ∈ (0, 1). We wish to work with Verblunsky coefficients α ∈ [A, 1). Let
z = w2 ∈ RA ⊆ ∂D. We can choose the root w with argw ∈ (− arcsinA, arcsinA),
so that
(3) Rew >
√
1−A2, |Imw| < A.
Let
C =
√
1 +A
1−A, κ = CRew − |Imw|.
It is easy to check that
κ > 1.
The usual transfer matrices (2) can be divided by
√
z = w and conjugated by
U =
1√
2
(
1 1
−i i
)
.
This gives matrices of the form (using α ∈ R)
B(α,w) = w−1UA(α,w2)U−1 =
1
ρ
(
(1 − α)Rew −(1− α)Imw
(1 + α)Imw (1 + α)Rew
)
.
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Uniform hyperbolicity follows from the following statement.
Lemma 2.2. Suppose A ∈ (0, 1) and z = w2 ∈ RA. Let(
x˜
y˜
)
= B(α,w)
(
x
y
)
.
(a) If y > C|x|, then y˜ > C|x˜|.
(b) If y > C|x|, then y˜ > κy.
Proof. (a) We begin by noticing that the expression
f(α) = 2αRew −
[
C +
1
C
+ α
(
1
C
− C
)]
|Imw|
is an increasing function of α, so
f(α) ≥ f(A) = 2ARew − 2
√
1−A2|Imw| > 0
by (3). By rearranging terms, we can write the inequality f(α) > 0 in the form
(1 + α)Rew − C(1− α)|Imw| > 1
C
((1 + α)|Imw|+ C(1 − α)Rew)
Multiplying this inequality by the inequality y > C|x| we get
((1 + α)Rew − C(1− α)|Imw|) y > ((1 + α)|Imw|+ C(1− α)Rew) |x|
which can, again, be rearranged into the form
−(1 + α)|Imw||x| + (1 + α)Rew y > C ((1− α)Rew|x| + (1− α)|Imw|y) .
It is clear that the left hand side of this inequality is smaller or equal to ρy˜, and
the right hand side is larger or equal to Cρ|x˜|, so we conclude y˜ > C|x˜|.
(b) By the triangle inequality and by |x| < 1C y,
(4) y˜ >
1
ρ
((1 + α)Rew y − (1 + α)|Imw||x|) > 1 + α
ρ
(
Rew − |Imw| 1
C
)
y.
Since
1 + α
ρ
=
√
1 + α
1− α ≥
√
1 +A
1−A = C
and
Rew − |Imw| 1
C
>
√
1−A2 −A
√
1−A
1 +A
= (1 +A)
1
C
−A 1
C
=
1
C
the inequality (4) implies y˜ > κy, where
κ = CRew − |Imw| > 1. 
Lemma 2.2 immediately implies that arbitrary products formed from matrices
of the type A(α, z) with α ∈ [A, 1) and z = w2 satisfying (3) have norm that grows
exponentially in the number of factors, uniformly in the choice of the parameters:
Theorem 2.3. For every A ∈ (0, 1), there exist C > 0 and λ > 1 such that for
every sequence {αn}n∈Z+ ⊂ [A, 1) and every z ∈ RA, we have
‖A(αn, z)× · · · ×A(α1, z)‖ ≥ Cλn
for every n ∈ Z+.
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3. The Almost Sure Spectrum of Random Extended CMV Matrices
Fix 0 < A < B < 1 and consider the compact interval [A,B]. Taking the infinite
product Ω = [A,B]Z and equipping it with the product topology, Ω is compact as
well. The shift transformation T : Ω → Ω is given by (Tω)n = ωn+1. Let z ∈ ∂D
and consider the map
Az(·) : Ω→ U(1, 1), ω 7→ (1− |ω0|2)−1/2
(
z −ω¯0
−ω0z 1
)
.
With this map, we define the associated Szego˝ cocycle
(T,Az) : Ω× C2 → Ω× C2, (ω, v) 7→ (Tω,Az(ω)v),
which is an extension of the shift transformation in the base Ω. Notice that (T,Az)
is invertible and, for n ∈ Z, we can write the iterate (T,Az)n as (T n, Anz ) with
a suitable map Anz : Ω → U(1, 1). For example, for n ≥ 1, we have Anz (ω) =
Az(T
n−1ω) · · ·Az(ω).
Theorem 3.1. The cocycle (T,Az) is uniformly hyperbolic for every z ∈ RA. That
is, for each z ∈ RA, each of the following equivalent statements holds.
(a) There exist constants λ > 1 and C > 0 (which a priori depend on z) so that
‖Anz (ω)‖ ≥ Cλ|n| for all n ∈ Z and all ω ∈ Ω.
(b) (T,Az) admits a continuous invariant exponential splitting. That is to say,
there are continuous maps Λsz,Λ
u
z : Ω→ CP1 and constants c > 0, L > 1 so
that the following two conditions hold. First,
Az(ω) · Λsz(ω) = Λsz(Tω) and Az(ω) · Λuz (ω) = Λuz (Tω)
for every ω. Second,
‖Anz vs‖ ≤ cL−n, ‖A−nz vu‖ ≤ cL−n
for all vs ∈ Λsz(ω), vu ∈ Λuz (ω) and every n ≥ 0.
(c) (T,Az) does not enjoy a Sacker-Sell type orbit. That is to say, for any
ω ∈ Ω and any v ∈ C2 such that ‖v‖ = 1, there exists an n ∈ Z for which
‖Anz (ω)v‖ > 1.
Proof. Part (a) is an immediate consequence of Theorem 2.3. More precisely, for
n ∈ Z+, the statement is precisely the one given in Theorem 2.3, while for n ∈ Z−
one notes that
Anz (ω) = Az(T
nω)−1 · · ·Az(T−1ω)−1
=
(
Az(T
−1ω) · · ·Az(T nω)
)−1
= (A(ω−1, z) · · ·A(ωn, z))−1 ,
and that ‖Anz (ω)−1‖ = ‖Anz (ω)‖ since Anz (ω) ∈ U(1, 1), and then applies Theo-
rem 2.3. The equivalence of (a), (b), and (c) is well-known; compare [3, Theorem A],
[29, Proposition 2], and [30]. See also [11] [21], [22], [24]. 
With this result in hand, we can now describe the almost sure spectrum of
random extended CMV matrices with positive Verblunsky coefficients. Suppose
ν is a probability measure with topological support supp ν ⊂ (0, 1). Set µ = νZ
and, for ω ∈ suppµ = (supp ν)Z, denote by Eω the extended CMV matrix with
coefficients {ωn}n∈Z. By the general theory of ergodic extended CMV matrices
there exists a closed set Σµ ⊂ ∂D such that σ(Eω) = Σµ for µ-almost every ω.
8 D. DAMANIK, J. FILLMAN, M. LUKIC, AND W. YESSEN
Namely, modulo minor adjustments this follows from [26, Theorem 10.16.2] (the
essential spectrum in the one-sided case and the spectrum in the two-sided case
coincide).
Theorem 3.2. We have Σµ = ∂D \Rmin supp ν .
Proof. By Theorem 3.1, the cocycle (T,Az) is uniformly hyperbolic for every z ∈
Rmin supp ν . It follows that that Rmin supp ν is fully contained in ∂D \ Σµ by [8,
Theorems 2.6 and 5.1]. Note that the results from [8] apply since supp ν is a
compact subset of (0, 1).
Conversely, note that for every α ∈ supp ν, the extended CMV matrix with
constant coefficients given by α has spectrum ∂D\Rα; compare [25, Example 1.6.12].
Using trial vectors, one can see that this set must be contained in Σµ. (We will
give detailed arguments on how to reach this conclusion in a more general case in
the proof of Theorem 3.4 below.) Choosing in particular a = min supp ν, it follows
that ∂D \Rmin supp ν must be contained in Σµ. 
Theorem 1.1, stated in Section 1, is an immediate consequence of Theorem 3.2.
We just need to note that if min supp ν = 0, then Σµ = ∂D follows immediately
from [25, Example 1.6.12] and the argument given in the proof above.
Remark 3.3. Note that the almost sure spectrum in the CMV case is obtained in a
different way than in the Schro¨dinger case. Recall how this set may be described in
the latter case. If one considers a probability measure ν with compact topological
support supp ν ⊂ R, sets µ = νZ, and considers, for ω ∈ suppµ = (supp ν)Z, the
operator
[Hωψ](n) = ψ(n+ 1) + ψ(n− 1) + ωnψ(n)
in ℓ2(Z), then by the general theory of ergodic Schro¨dinger operators there exists
a compact set Σµ ⊂ R such that σ(Hω) = Σµ for µ-almost every ω. We have
(5) Σµ = [−2, 2] + supp ν ;
see, for example, [12, Theorem 3.9]. The identity (5) says that the almost sure
spectrum is the set sum of the spectrum of the Laplacian and the almost sure
spectrum of the potential. It may also be interpreted as follows,
(6) Σµ =
⋃
a∈supp ν
σ(∆ + a).
That is, the almost sure spectrum is the union of the spectra of all Schro¨dinger
operators with constant potential, where the constant runs through the topological
support of the single-site measure ν. This characterization does not extend to the
CMV case (and hence there is no obvious analog of (5))! To see this, consider a
measure ν with supp ν = {α,−α} for some small α > 0 and the associated family
{Eω}ω∈suppµ of extended CMV matrices. There are two constant sequences in
suppµ, and the spectrum of each of them is equal to ∂D\Rα by [25, Example 1.6.12].
The analog of (6) would therefore suggest that Σµ = ∂D \ Rα. However, the
spectrum of the 2-periodic extended CMV matrix with coefficients α,−α on each
period has spectrum given by the reflection of ∂D \ Rα about the imaginary axis
(or rather the set rotated about the origin by π); compare [25, (3.2.6)]. A trial
function argument shows that the latter set must be contained in Σµ. Thus, if α is
sufficiently small, it follows that Σµ = ∂D. This shows that determining the almost
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sure spectrum in the random case is different for CMV matrices in comparison with
Schro¨dinger operators.
A weak replacement of (6) in the CMV case is given in the next theorem. It is
shown that, while considering the constant sequences drawn from the support of ν
is not enough to determine Σµ as discussed in the previous remark, it does suffice
to consider the periodic sequences drawn from supp ν. This is a result similar to
[13, Theorem 4].
Theorem 3.4. Let ν be a compactly supported probability measure on D. Form
Ω = supp(ν)Z and the corresponding family of random two-sided CMV matrices
(Eω)ω∈Ω as before. Then
(7) Σµ =
⋃
p∈Z+
⋃
α1,...,αp∈supp(ν)
σ(Eα1,...,αp),
where Eα1,...,αp denotes a periodic two-sided CMV matrix with Verblunsky coeffi-
cients α1, . . . , αp.
Proof. Let Ω0 denote a set of full µ measure such that σ(Eω) = Σµ for every ω ∈ Ω0.
Enlarging Ω0 if necessary, we may assume that Ω0 is shift-invariant. After doing
this, we may remove a set of zero µ-measure to ensure that the following holds:
given any ε > 0 and any finite sequence α1, . . . , αk ∈ supp(ν), there exists ω′ ∈ Ω0
such that |ω′j − αj | < ε for all 1 ≤ j ≤ k.
The inclusion “⊇” follows from a trial function argument. Specifically, if z is in
the spectrum of Eα1,...,αp , then there is a Floquet solution φ so that Eα1,...,αpφ = zφ
and |φn| is bounded; compare [26, Section 11.2]. By assumption, for each N ∈ Z+,
there is some ωN ∈ Ω0 with
|ωNj+kp − αj | < 2−N , for all 1 ≤ j ≤ p, 0 ≤ k ≤ N − 1.
Now, take φN = φχ[1,pN ]. By Floquet theory, we have
(8) lim
N→∞
‖(EωN − z)φN‖
‖φN‖ = 0.
From (8), we deduce z ∈ Σµ, since
dist(z, σ(E)) = inf
‖ψ‖=1
‖(E − z)ψ‖.(9)
(The identity (9) is a standard consequence of the spectral theorem for unitary
operators.)
To prove the reverse inclusion, fix ω ∈ Ω0 and let Gω denote the set of generalized
eigenvalues of Eω, that is, the set of z for which there exists a nonzero polynomially
bounded φ : Z→ C for which Eωφ = zφ. By a standard result,
(10) Gω = Σµ.
Specifically, (10) follows from trivial modifications to the proof of [12, Theorem 7.1];
compare [5, Corollary 2.11]. Given z ∈ Gω, let φ be a corresponding generalized
eigenfunction. For each N ∈ Z+, take φN = φ · χ[−N,N ]. Since φN is polynomially
bounded,
lim inf
N→∞
‖(Eω − z)φN‖
‖φN‖ = 0.
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But then, if Eω,N = Eω
−N ,...,ωN , then
lim inf
N→∞
‖(Eω,N − z)φN‖
‖φN‖ = 0,
which proves that z is in the right hand side of (7). 
Remark 3.5. In general, the union on the RHS of (7) is rather large and intractable
– one may hope that not all periodic spectra are necessary. One could ask whether
it suffices to only consider spectra of matrices with period one or two. However,
this is insufficient – for example, take α = .6, β = .9i and let ν be a Bernoulli
distribution supported on {α, β}. With z = e1.1i, numerical computations show
that
z /∈ σ(Eα) ∪ σ(Eβ) ∪ σ(Eα,β),
but z ∈ σ(Eα,α,α,β). In particular, in this case, the spectra of period two matrices
do not cover Σµ.
As an immediate corollary of the above theorem, we can relate the almost sure
spectrum Σµ to the spectra of periodic approximations of Eω for almost every ω ∈ Ω
as follows.
Corollary 3.6. For any two sequences of natural numbers {lk} and {rk} with
lk ր∞ and rk ր∞ as kր∞ we have the following. For µ almost all ω ∈ Ω,
Σµ =
⋃
k
σ(Eω,(lk,rk)),
where Eω,(lk,rk) is the periodic two-sided CMV matrix formed from the periodic
Verblunsky coefficients with the unit cell (ω−lk , . . . , ωrk).
Proof. Fix any ω ∈ Ω and z ∈ σ(Eω). Let us first prove that for any ε > 0, there
exists k ∈ N such that dist(z, σ(Eω,(lk,rk))) < ε.
Due to (9) we can fix a sequence of unit vectors {φn} ⊂ ℓ2 such that
‖(Eω − z)φn‖ → 0 as n→∞. Notice that Eω,(lk,rk) converges to Eω in the strong op-
erator topology. Therefore, there exists n0 ∈ N such that for all k sufficiently large,∥∥(Eω,(lk,rk) − z)φn0∥∥ < ε. We obtain the desired bound dist(z, σ(Eω,(lk,rk))) < ε by
(9).
Since for µ-almost all ω, we have σ(Eω) = Σµ, by Theorem 3.4 we obtain, for
µ-almost all ω ∈ Ω,
Σµ ⊆
⋃
k
σ(Eω,(lk,rk)) ⊂
⋃
p∈Z+
⋃
α1,...,αp∈supp(ν)
σ(Eα1,...,αp) = Σµ,
and the corollary is proved. 
As a consequence of Corollary 3.6 we can now approximate the almost sure
spectrum by the zeros of the discriminant. This will play an important role in
Section 4.
In what follows, by distH(·, ·) we denote the Hausdorff distance on ∂D (not to
be confused with dist(·, ·) that was used in Theorem 3.4 and Corollary 3.6). With
the notation from Corollary 3.6, let us denote by ∆
(k)
ω (z) the discriminant over
[−lk, rk] ∩ Z (i.e. the trace of the product
∏−lk
j=rk
A(ωj , z), where A(ωj , z) is the
Szego˝ cocycle). Denote the set of zeros of ∆
(k)
ω by Z(k)ω .
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Theorem 3.7. For µ almost every ω ∈ Ω we have limk→∞ distH(Z(k)ω ,Σµ) = 0.
Proof. By Corollary 3.6, for µ-almost every ω ∈ Ω and any k, we have σ(Eω,(lk,rk)) ⊂
Σµ. On the other hand, for all k, the spectrum of Eω,(lk,rk) is a union of compact
arcs in ∂D containing Z(k)ω (these arcs may intersect only at the endpoints), each
of which contains precisely one point from Z(k)ω in its interior [26, Theorem 11.1.1].
Thus it remains to prove that no point of Σµ remains (uniformly in k) away from
σ(Eω,(lk,rk)).
Fix ε > 0. Let {Cj}j=1,...,m be a finite open cover of Σµ such that for all j,
the diameter diam(Cj) < ε/4. Take a typical ω ∈ Ω (i.e. such that σ(Eω) = Σµ).
Fix j ∈ {1, . . . ,m} and z ∈ Cj . From the proof of Corollary 3.6, we know that
dist(z, σ(Eω,(lk,rk))) < ε/4 for all sufficiently large k. On the other hand, Lemma 5
in [18] guarantees that the length of each such arc is bounded by 2π/(lk+rk), which
can be made smaller than ε/4 for all k sufficiently large. 
We will need the following result in Section 4; let us record it here for complete-
ness as a theorem.
Theorem 3.8. With the notation from Corollary 3.6, we have the following. If
ω ∈ Ω is periodic, then for any choice of sequences of natural numbers lk and rk as
in Corollary 3.6, we have limk→∞ distH(Z(k)ω , σ(Eω)) = 0.
Proof. That no point of σ(Eω) remains (uniformly in k) away from σ(Eω,(lk,rk))
follows by the same arguments as those in the proof of Theorem 3.7.
Next we prove that the spectra σ(Eω,(lk,rk)) do not contain points which remain
(as k ր∞) away from σ(Eω). Assume to the contrary that there exists δ > 0 and,
for every k, there exists zk ∈ σ(Eω,(lk,rk)) such that dist(z, σ(Eω)) > δ (actually, to
be pedantic, we should be taking a subsequence {kj}, but that would only reduce
to considering the new sequences lkj and rkj instead of lk and rk). It follows that
for all k, zk belongs to a spectral gap of σ(Eω). Without loss of generality (after
passing to a subsequence if necessary) we may assume that there exists a compact
subinterval J of a spectral gap of σ(Eω) with its boundary points at least distance
δ away from the boundary of the gap, such that all the zk’s belong to J .
Let us assume that ω is periodic with period p. For any j, let us write ∆j(z)
for the discriminant over [1, j] ∩ Z. There exists M > 2 such that for all z ∈ J ,
|∆p(z)| > M (see, e.g., [26, Theorems 11.1.1 and 11.1.2]). It follows that with
k = np, n ∈ Z+, |∆k(z)| is exponentially large in n. Thus for general and large
k, the discriminant evaluated at z ∈ J over [lk, rk] ∩ Z is larger than 2 in absolute
value, precluding containment of z in σ(Eω,(lk,rk)). 
4. An Application to the Ising Model
In all of what follows, we assume the notation from Section 1, where the Ising
model was introduced.
It turns out that the zeros of Z
(N)
τ (h) are precisely the zeros of the discriminant
∆N (h) := Tr
∏1
j=N A(αj , h), with Verblunsky coefficients given by αj = 1/βj; see
[7] for details.
Notice that for all j, αj = 1/βj belongs to (0, 1). Furthermore, if the sequence
{Jj} is bounded, then the Verblunsky coefficients all lie away from zero. Thus, by
the results of Section 2, at least in measure, the zeros of Z
(N)
τ in the thermodynamic
12 D. DAMANIK, J. FILLMAN, M. LUKIC, AND W. YESSEN
limit all lie away from 1. However, it may happen that topologically the zeros still
accumulate somewhere in the spectral gap (perhaps even at 1). The following
theorem precludes this.
Theorem 4.1. With a choice of (bounded) ferromagnetic couplings {Jj}, τ > 0,
and the associated Verblunsky coefficients αj = 1/βj, let α = infj {αj} and Rα the
spectral gap as in Definition 2.1. Then for any N ∈ Z+, Z(N)τ does not have a zero
in Rα.
Proof. This follows immediately from the fact that the zeros of Z
(N)
τ coincide with
those of ∆N , and an application of Theorem 2.3. Namely, if for some N ∈ Z+, ∆N
has a zero z in Rα, then the matrix A(αN , z) · · ·A(α1, z) is elliptic, and hence its
powers are bounded. This contradicts the statement in Theorem 2.3 for the z in
question and the periodic sequence α1, . . . , αN , α1, . . . , αN , α1, . . .. 
Theorem 1.2, stated in Section 1, readily follows from Theorem 4.1.
The following theorem shows that the zeros of the partition function in the
thermodynamic limit accumulate on the spectrum of the associated two-sided CMV
matrix, independently of the way the limit is taken.
Theorem 4.2. Fix K > 0. Let Ωˆ = (0,K]Z (we equip Ωˆ with the product topology
induced by the standard topology on (0,K]). Assume that ν is a probability measure
supported on (0,K], and νˆ is the induced product measure on Ωˆ. Then for νˆ almost
every sequence of nearest neighbor interaction couplings J = (. . . , J−1, J0, J1, . . . ) ∈
Ωˆ and any τ > 0, the following holds.
Fix any two sequences N lk, N
r
k of natural numbers, with N
l
k ր∞ and N rk ր∞
as k ր ∞. If Z(k)τ is the partition function of the Ising model on the lattice
[−N lk, N rk ]∩Z with interaction (J−N lk , . . . , JNrk ) and temperature τ > 0, and if Z(k)
denotes its zeros, then
lim
k→∞
distH(Z(k), Eω) = 0,(11)
where distH(·, ·) is the Hausdorff metric on ∂D, and Eω is the extended CMV matrix
with Verblunsky coefficients ω = e−2J/kBτ .
Proof. Let us define Ω := [e−2K/kBτ , 1)Z, taken with the product topology. Ob-
serve that νˆ induces, via the map x 7→ e−x, a measure µ on Ω. Furthermore, [7,
Proposition 3.1] extends in an obvious way, so that the set Z(k) coincides with the
zeros of ∆(k)(z) := Tr
∏−N lk
j=Nr
k
A(ωj , z). Thus it is enough to prove that for µ almost
every ω ∈ Ω, the zeros of ∆(k) accumulate on the spectrum of Eω as k ր ∞. But
this is precisely Theorem 3.7. 
Remark 4.3. Notice that since the spectrum as a set is almost surely constant in
ω, Theorem 4.2 implies that the topological limit distribution of the zeros is almost
surely constant in the interaction couplings.
We emphasize that the thermodynamic distribution of the Lee-Yang zeros with
periodic choice of {Jj} of low period has been investigated numerically (e.g. [1]),
and rigorously (e.g. [2]).
As a concluding remark, we point out another advantage of our approach. It has
been repeatedly asked in the physics literature whether one can have a notion of
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gap-labeling for the Ising model (see, e.g., [1, pp. 288–290] and [2, p. 858]). In our
approach, we may use the relationship between the Lee-Yang zeros of the partition
function and the spectra of CMV matrices to do just that. In particular, [8, Theo-
rem 5.6] establishes a gap-labeling theorem for CMV operators a` la the celebrated
theorem of Johnson for differential operators modelling single-particle systems in
[11]. Of course, [8] does not phrase statements in terms of CMV operators, since the
term “CMV matrix” had not yet been coined. We summarize the main ingredients
of Geronimo-Johnson’s approach below.1
Let Ω be a compact metric space, T : Ω → Ω a homeomorphism, µ a T -
ergodic measure, f ∈ C(Ω,D) a sampling function, (Eω)ω∈Ω the associated dynam-
ically defined family of extended CMV matrices (i.e, with Verblunsky coefficients
αn(ω) = f(T
nω)), and Σµ the µ-almost sure spectrum thereof. The associated
one-parameter family of cocycles is (T,Az)(ω, v) = (Tω,A(f(ω), z)), with iterates
(T,Az)
n = (T n, Anz ) for suitable A
n
z : Ω → U(1, 1), and with associated Lyapunov
exponent
L(z) = lim
n→∞
1
n
∫
log ‖Anz (ω)‖ dµ(ω).
The rotation number ρ(z) is (essentially) given by (radial boundary values of) the
harmonic conjugate of the Lyapunov exponent. Namely, there exist a constant R
and a measure dk on ∂D such that
L(z) = R +
∫
∂D
log |z − w| dk(w);
compare [8, Theorem 2.4]. Then, with the Floquet exponent
w(z) = R+
∫
∂D
log(z − w) dk(w),
the rotation number ρ(z) is defined via the identity
w(z) = L(z) + i
ρ(z) + Arg z
2
,
initially for |z| < 1 and then by taking radial boundary values; compare the discus-
sion on [8, pp.151–152].
One can show under mild additional assumptions on T and/or f that ρ is con-
stant precisely in gaps, i.e., in subarcs of ∂D \Σ; compare [8, Theorem 2.6] and [8,
Corollary 5.5].
This shows that a gap of Σ may be naturally labeled by the (constant) value ρ
takes on this gap. It is therefore of interest to ask about the possible values one
can get in this way, and interestingly enough, this set of possible values may be
determined solely from the base dynamics (i.e., it is the same for all f ’s). This is
the content of [8, Theorem 5.6]:
Theorem 4.4. There is a countable subgroup M ⊆ R, which depends only on Ω
and T , with the property that 2ρ(z) ∈M for each z ∈ ∂D \ Σµ.
Let us briefly describe how the countable subgroup M ⊆ R containing all gap
labels may be obtained from the base dynamics. Recall that the suspension of
(Ω, T ) is defined by Ω̂ = (Ω × R)/Z, where the action of Z on Ω × R is given by
1We do this primarily for the benefit of the reader who is interested in the Ising model and
who is not familiar with OPUC theory, and especially the OPUC theory for dynamically defined
Verblunsky coefficients.
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n ·(ω, t) = (T nω, t−n). Denoting the equivalence class of (ω, t) by [ω, t], we observe
that Ω̂ is equipped with natural flow
T s[ω, t] = [ω, t+ s].
Thus, Ω̂ is a fiber bundle with fibers homeomorphic to Ω endowed with a natural
R-flow in such a way that the action of the time-one map on the fibers coincides
with the action of T on Ω. One obtains a natural measure µ̂ on Ω̂ by averaging
pushforwards of µ – more precisely,∫
Ω̂
f [ω, t] dµ̂[ω, t] =
∫ 1
0
∫
Ω
f [ω, t] dµ(ω) dt.
The subgroup M arises from the approach of Schwarzmann applied to Ω̂, which
we briefly summarize here. The interested reader is referred to [23] for a more
detailed exposition. Let H = Hˇ1(Ω̂,R) denote the first Cˇech cohomology group of
Ω̂ with real coefficients. Any c ∈ H enjoys a continuous representative of the form
fc : Ω̂→ ∂D. One then defines the Schwartzman homomorphism by
(12) φ(c) = lim
t→∞
arg(fc(T
tωˆ)
t
.
One of course needs to check that the limit exists and is independent of the chosen
representative. It turns out that the limit in (12) exists for µ̂ almost every ω̂ ∈ Ω̂,
that it is µ̂-almost surely constant, and that it does not depend on the choice of
representative. The group M is then precisely the image of H under the map φ.
By way of an example, if Ω is a compact abelian group and T : ω 7→ ω + α is
a minimal translation thereof, then the associated αn’s will be almost-periodic. It
turns out that one can canonically identify M with the frequency module of these
almost-periodic sequences in this case, so one recovers the standard gap-labeling
theorem for almost-periodic operators for free. See [11, Example 5.10] for more
details on this connection.
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