Surfaces expanding by the inverse Gauss curvature flow by Schnürer, Oliver C.
ar
X
iv
:m
at
h/
04
12
29
7v
2 
 [m
ath
.D
G]
  2
1 F
eb
 20
06
SURFACES EXPANDING BY THE INVERSE GAUSS
CURVATURE FLOW
OLIVER C. SCHNU¨RER
Abstract. We show that strictly convex surfaces expanding by the inverse
Gauß curvature flow converge to infinity in finite time. After appropriate
rescaling, they converge to spheres. We describe the algorithm to find our
main test function.
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1. Introduction
We consider a family of closed strictly convex surfaces Mt in R
3 that expand by
the inverse Gauß curvature flow
(1.1)
d
dt
X =
1
K
ν.
This is a parabolic flow equation. We obtain a solution on a maximal time interval
[0, T ), 0 < T < ∞. For t ↑ T , the surfaces converge to infinity. After appropriate
rescaling, they converge to a round sphere. We say that the surfaces Mt converge
to “round spheres at infinity”. The key step in the proof, Theorem 3.1, is to show
that
(1.2) max
Mt
(
(λ1 − λ2)2
λ21λ
2
2
)
is non-increasing in time.
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− 1
K
(λ1 − λ2)2
λ21λ
2
2
−H
2
K2
(λ1 − λ2)2
(λ1 + λ2)λ1λ2
−|A|
2
K2
(λ1 − λ2)2
(λ1 + λ2)λ1λ2
−H
3
K3
(λ1 + λ2)
6(λ1 − λ2)2(
λ21 + λ
2
2
) (
λ21 + λ1λ2 + λ
2
2
)
λ31λ
3
2
Table 1. Monotone quantities
Here, we used standard notation as explained in Section 2.
Our main theorem is
Theorem 1.1. For any smooth closed strictly convex surface M in R3, there exists
a smooth family of surfaces Mt, t ∈ [0, T ), solving (1.1) with M0 = M . For t ↑ T ,
the surfaces Mt converge to infinity. The rescaled surfaces Mt · (T − t) converge
smoothly to the unit sphere S2.
We will also consider other normal velocities for which similar results hold.
Therefore, we have to find quantities like (1.2) that are monotone during the flow
and vanish precisely for spheres. In general, this is a complicated issue. In order
to find these test quantities, we used an algorithm that checks, based on random-
ized tests, whether possible candidates fulfill certain inequalities. These inequalities
guarantee especially that we can apply the maximum principle to prove monoto-
nicity. We used that algorithm only to propose useful quantities. The presented
proof does not depend on it. So far, all candidates proposed by the corresponding
program turned out to be appropriate for proving convergence to round spheres at
infinity. In Table 1, we have collected some normal velocities F (1st column) and
quantities w (2nd column) such that maxMt w is non-increasing in time for surfaces
expanding with normal velocity F
d
dt
X = −Fν.
It is common to use positive functions F for contracting surfaces. Thus the negative
sign corresponds to the fact that these surfaces expand. In each case, we obtain
convergence to round spheres at infinity for smooth closed strictly convex initial
surfaces M0.
There are many papers concerning convex hypersurfaces contracting to “round
points”, i. e. the surfaces converge to a point, and, after appropriate rescaling, to a
sphere, especially for normal velocities homogeneous of degree one in the principal
curvatures, see e. g. [14] for motion by mean curvature. For normal velocities of
higher homogeneity, strictly convex hypersurfaces converge to a point [28] and to
a round point, if they are appropriately pinched initially, e. g. [2] and [24] for sur-
faces. Convex surfaces contracting with normal velocities homogeneous of degree
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larger than one in the principal curvatures converge to round points without initial
pinching assumption, see [5] for the Gauß curvature flow and [21] for other flow
equations and strictly convex surfaces.
Expanding flows of homogeneity minus one, i. e. flows of the form ddtX = −Fν
with F positive homogeneous of degree minus one, were studied by Claus Gerhardt
and John Urbas [11, 29, 30]. They obtain convergence to round spheres at infinity.
These results extend to negative homogeneities larger than minus one. Note that
solutions exist for t ∈ [0, ∞). There is a representation formula for solutions to the
inverse harmonic mean curvature flow of Knut Smoczyk [26]. Gerhard Huisken and
Tom Ilmanen used the inverse mean curvature flow to prove the Penrose inequality
[15]. This was extended in [16, 25]. There are also inhomogeneous flows for which
solutions converge to round spheres as t ↑ ∞ [6, 9, 10, 18].
Our paper concerns the expansion of surfaces by the inverse Gauß curvature
flow. This flow is homogeneous of degree minus two in the principal curvatures.
Solutions tend to round points at infinity in finite time. We want to stress that we
don’t have to assume any pinching condition for the initial surface.
The rest of this paper is organized as follows. In Section 2, we explain our
notation. Section 3 concerns the key step, Theorem 3.1, the proof of the mono-
tonicity of our test function during the flow. We prove convergence to infinity for
appropriate points on the surfaces in Section 4. In Section 5, we obtain that the
surfaces converge to infinity and, after appropriate rescaling, to a round sphere in
Hausdorff distance. We improve this in Section 6 and get smooth convergence to
a round sphere after rescaling. This finishes the proof of our main theorem. A
further improvement of this result is contained in Section 7. There, we show that
our surfaces converge in Hausdorff distance to a family of spheres expanding by
inverse Gauß curvature flow.
In Sections 8 and 9, we describe the computational aspects of our flow equation.
We describe the algorithm that we used to find our monotone quantities. In this
paper, we compute complicated evolution equations. We describe, how this can be
done with a computer algebra program.
We also get convergence to round spheres at infinity for other flow equations.
These are considered in Section 10. Finally, we derive the optimal expected con-
vergence rate in Section 11.
The author wants to thank Klaus Ecker at the Free University Berlin for discus-
sions and support, especially for telling us about Aleksandrov reflection for para-
bolic equations. We also want to thank Jo¨rg Ha¨rterich, Gerhard Huisken, and Felix
Otto for discussions concerning the optimal convergence rate.
2. Notation
We useX = X(x, t) to denote the embedding vector of a manifoldM into R3 and
d
dtX = X˙ for its total time derivative. Set Mt := X(M, t) ⊂ R3. We choose ν to
be the outer unit normal vector ofMt. The embedding induces a metric (gij) and a
second fundamental form (hij). We use the Einstein summation convention. Indices
are raised and lowered with respect to the metric or its inverse
(
gij
)
. The inverse of
the second fundamental form is denoted by
(
h˜ij
)
. The principal curvatures λ1, λ2
are the eigenvalues of the second fundamental form with respect to the metric. A
surface is called strictly convex, if all principal curvatures are strictly positive. We
will assume this throughout the paper.
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Symmetric functions of the principal curvatures are well-defined, we will use the
mean curvature H = λ1 + λ2, the square of the norm of the second fundamental
form |A|2 = λ21+λ22, trAk = λk1 +λk2 , and the Gauß curvature K = λ1λ2. We write
indices, preceded by semi-colons, e. g. hij; k, to indicate covariant differentiation
with respect to the induced metric. It is often convenient to choose coordinate
systems such that, at a fixed point, the metric tensor equals the Kronecker delta,
gij = δij , and (hij) is diagonal, (hij) = diag(λ1, λ2), e. g.
∑
λkh
2
ij; k =
2∑
i, j, k=1
λkh
2
ij; k = h
klhij; kh
j
i; l = hrshij; khab; lg
iagjbgrkgsl.
Whenever we use this notation, we will also assume that we have fixed such a
coordinate system. We will only use Euclidean coordinate systems for R3 so that
hij; k is symmetric according to the Codazzi equations.
A normal velocity F can be considered as a function of (λ1, λ2) or (hij , gij). We
set F ij = ∂F∂hij , F
ij, kl = ∂
2F
∂hij∂hkl
. Note that in coordinate systems with diagonal
hij and gij = δij as mentioned above, F
ij is diagonal. For F = −K−1, we have
F ij = K−1h˜ij = K−1λ−1i g
ij .
Recall, see e. g. [14, 17, 20, 22], that for a hypersurface moving according to ddtX =−Fν, we have
d
dt
gij =− 2Fhij ,(2.1)
d
dt
hij =F; ij − Fhki hkj ,(2.2)
d
dt
να =gijF; iX
α
; j ,(2.3)
where Greek indices refer to components in the ambient space R3. In order to
compute evolution equations, we will need the Gauß equation and the Ricci identity
for the second fundamental form
Rijkl =hikhjl − hilhjk,(2.4)
hik; lj =hik; jl + h
a
kRailj + h
a
iRaklj .(2.5)
We will also employ the Gauß formula and the Weingarten equation
Xα; ij = −hijνα and να; i = hkiXα; k.
For tensors A and B, Aij ≥ Bij means that (Aij − Bij) is positive definite.
Finally, we use c to denote universal, estimated constants.
3. A Monotone Quantity
Theorem 3.1. For a family of smooth closed strictly convex surfaces Mt in R
3
flowing according to X˙ = 1K ν,
(3.1) max
Mt
(λ1 − λ2)2
4λ21λ
2
2
= max
Mt
2|A|2 −H2
(H2 − |A|2)2 ≡ maxMt w
is non-increasing in time.
An immediate consequence of this theorem is
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Corollary 3.2. The only homothetically expanding smooth closed strictly convex
surfaces Mt, solving the flow equation X˙ =
1
K ν in R
3, are spheres.
Proof. The quantity (λ1−λ2)
2
λ2
1
λ2
2
is negative homogeneous of degree two in the princi-
pal curvatures and non-negative. If M is homothetically expanding, Theorem 3.1
implies that (λ1 − λ2)2 = 0 everywhere. Thus Mt is umbilic and [27, Lemma 7.1]
implies that Mt is a sphere. 
Proof of Theorem 3.1. First and second derivatives of F = −1/K with respect to
the second fundamental form are given by
F ij =
1
K
h˜ij ,
F ij, kl =− 1
K
(
h˜ij h˜kl + h˜ikh˜jl
)
.
(3.2)
We combine (2.1), (2.2), (2.4), and (2.5) in order to get the following evolution
equations
d
dt
H − F ijH; ij = 1
K
(
H2 − 3|A|2)− 1
K
∑ 1
λiλj
(
hii; khjj; k + h
2
ij; k
)
(3.3)
and
d
dt
|A|2 − F ij(|A|2)
; ij
=
1
K
(
2H |A|2 − 6 trA3)− 1
K
∑ 2
λk
h2ij; k
− 1
K
∑ 2λk
λiλj
(
hii; khjj; k + h
2
ij; k
)
.
(3.4)
For the rest of the proof, we consider a critical point of w|Mt for some t > 0, where
w > 0 and λ1 6= λ2. It suffices to show that w is non-increasing at such a point.
Then our theorem follows.
We differentiate w
w =
−H2 + 2|A|2
(H2 − |A|2)2 ,
w; i =
2H
(
H2 − 3|A|2)H; i + 2|A|2 (|A|2); i
(H2 − |A|2)3 ,
w; ij =
1
(H2 − |A|2)4
{
2H
(
H2 − |A|2) (H2 − 3|A|2)H; ij
+2|A|2 (H2 − |A|2) (|A|2)
; ij(
6
(
H2 − |A|2)2 − 12H2 (H2 − 3|A|2))H; iH; j
+2
(
H2 + 2|A|2) (|A|2)
; i
(|A|2)
; j
−12H |A|2
(
H; i
(|A|2)
; j
+H; j
(|A|2)
; i
)}
.
In a critical point of w with λ1 6= λ2, we get
0 =4λ22(λ1 − λ2)h11; k + 4λ21(λ2 − λ1)h22; k for k = 1, 2,
h22; 1 =
λ22
λ21
h11; 1 ≡ a1h11; 1 and h11; 2 = λ
2
1
λ22
h22; 2 ≡ a2h22; 2.(3.5)
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The evolution equation of w is
(
H2 − |A|2)4 ·( d
dt
w − F ijw; ij
)
=
=2H
(
H2 − |A|2) (H2 − 3|A|2)( d
dt
H − F ijH; ij
)
+ 2|A|2 (H2 − |A|2)( d
dt
|A|2 − F ij(|A|2)
; ij
)
+
(
6
(
H2 − |A|2)2 − 12H2 (H2 − 3|A|2)) (−F ijH; iH; j)
+ 2
(
H2 + 2|A|2) (−F ij (|A|2)
; i
(|A|2)
; j
)
− 12H |A|2
(
−F ij
(
H; i
(|A|2)
; j
+H; j
(|A|2)
; i
))
.
We consider the terms on the right-hand side individually and use (3.3), (3.4), and
(3.5)
d
dt
H − F ijH; ij =−
2
(
λ21 − λ1λ2 + λ22
)
λ1λ2
− 2
(
λ21a
2
1 + λ1λ2a
2
1 + λ1λ2a1 + λ
2
2
)
λ31λ
3
2
h211; 1
− 2
(
λ22a
2
2 + λ2λ1a
2
2 + λ2λ1a2 + λ
2
1
)
λ32λ
3
1
h222; 2
=− 2
(
λ21 − λ1λ2 + λ22
)
λ1λ2
− 2(λ1 + λ2)
(
λ21 + λ
2
2
)
λ1λ2
(
1
λ51
h211; 1 +
1
λ52
h222; 2
)
,
2H
(
H2 − |A|2) (H2 − 3|A|2) ·( d
dt
H − F ijH; ij
)
=
=− 8(λ1 + λ2)
(
λ21 − λ1λ2 + λ22
)
λ1λ2
(
d
dt
H − F ijH; ij
)
=16(λ1 + λ2)
(
λ21 − λ1λ2 + λ22
)2
+ 16(λ1 + λ2)
2
(
λ21 − λ1λ2 + λ22
) (
λ21 + λ
2
2
) ·
·
(
1
λ51
h211; 1 +
1
λ52
h222; 2
)
=8(λ1 + λ2)
(
2λ41 − 4λ31λ2 + 6λ21λ22 − 4λ1λ32 + 2λ42
)
+
(
4λ71λ2 + 4λ
6
1λ
2
2 + 4λ
5
1λ
3
2 + 8λ
4
1λ
4
2
+4λ31λ
5
2 + 4λ
2
1λ
6
2 + 4λ1λ
7
2
) ·
· 4
λ1λ2
(
1
λ51
h211; 1 +
1
λ52
h222; 2
)
,
d
dt
|A|2 − F ij(|A|2)
; ij
=− 2(λ1 + λ2)
(
2λ21 − 3λ1λ2 + 2λ22
)
λ1λ2
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− 2
(
2λ21a
2
1 + 2λ1λ2a
2
1 + 3λ
2
2a
2
1 + 2λ1λ2a1 + 3λ
2
2
)
λ21λ
3
2
h211; 1
− 2
(
2λ22a
2
2 + 2λ2λ1a
2
2 + 3λ
2
1a
2
2 + 2λ2λ1a2 + 3λ
2
1
)
λ22λ
3
1
h222; 2
=− 2(λ1 + λ2)
(
2λ21 − 3λ1λ2 + 2λ22
)
λ1λ2
− 2
(
3λ41 + 2λ
3
1λ2 + 2λ
2
1λ
2
2 + 2λ1λ
3
2 + 3λ
4
2
)
λ1λ2
·
·
(
1
λ51
h211; 1 +
1
λ52
h222; 2
)
,
2|A|2 (H2 − |A|2) ·( d
dt
|A|2 − F ij(|A|2)
; ij
)
=
=4
(
λ21 + λ
2
2
)
λ1λ2
(
d
dt
|A|2 − F ij(|A|2)
; ij
)
=− 8(λ1 + λ2)
(
λ21 + λ
2
2
) (
2λ21 − 3λ1λ2 + 2λ22
)
− 8 (λ21 + λ22) (3λ41 + 2λ31λ2 + 2λ21λ22 + 2λ1λ32 + 3λ42) ·
·
(
1
λ51
h211; 1 +
1
λ52
h222; 2
)
=− 8(λ1 + λ2)
(
2λ41 − 3λ31λ2 + 4λ21λ22 − 3λ1λ32 + 2λ42
)
− (6λ71λ2 + 4λ61λ22 + 10λ51λ32 + 8λ41λ42 + 10λ31λ52
+4λ21λ
6
2 + 6λ1λ
7
2
) 4
λ1λ2
(
1
λ51
h211; 1 +
1
λ52
h222; 2
)
.
For the remaining terms, we employ (3.2)
−F ijH; iH; j =− (a1 + 1)
2
λ21λ2
h211; 1 −
(a2 + 1)
2
λ22λ1
h222; 2
=−
(
λ21 + λ
2
2
)2
λ1λ2
(
1
λ51
h211; 1 +
1
λ52
h222; 2
)
,(
6
(
H2 − |A|2)2 − 12H2 (H2 − 3|A|2)) (−F ijH; iH; j) =
=− (λ41 + λ31λ2 + λ21λ22 + λ1λ32 + λ42) ·
· 6 (λ21 + λ22)2 4λ1λ2
(
1
λ51
h211; 1 +
1
λ52
h222; 2
)
=− (6λ81 + 6λ71λ2 + 18λ61λ22 + 18λ51λ32 + 24λ41λ42 + 18λ31λ52
+18λ21λ
6
2 + 6λ1λ
7
2 + 6λ
8
2
) ·
· 4
λ1λ2
(
1
λ51
h211; 1 +
1
λ52
h222; 2
)
,
−F ij (|A|2)
; i
(|A|2)
; j
=− 4(λ2a1 + λ1)
2
λ21λ2
h211; 1 −
4(λ1a2 + λ2)
2
λ22λ1
h222; 2
=− (λ31 + λ32)2 · 4λ1λ2
(
1
λ51
h211; 1 +
1
λ52
h222; 2
)
,
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2
(
H2 + 2|A|2) ·(−F ij (|A|2)
; i
(|A|2)
; j
)
=
=− 2 (3λ21 + 2λ1λ2 + 3λ22) (λ31 + λ32)2 ·
· 4
λ1λ2
(
1
λ51
h211; 1 +
1
λ52
h222; 2
)
=− (6λ81 + 4λ71λ2 + 6λ61λ22 + 12λ51λ32 + 8λ41λ42 + 12λ31λ52
+6λ21λ
6
2 + 4λ1λ
7
2 + 6λ
8
2
) 4
λ1λ2
(
1
λ51
h211; 1 +
1
λ52
h222; 2
)
,
− F ij
(
H;i
(|A|2)
; j
+H;j
(|A|2)
; i
)
=
=− 4(λ2a1 + λ1)(a1 + 1)
λ21λ2
h211; 1 −
4(λ1a2 + λ2)(a2 + 1)
λ22λ1
h222; 2
=− (λ31 + λ32) (λ21 + λ22) · 4λ1λ2
(
1
λ51
h211; 1 +
1
λ52
h222; 2
)
,
− 12H |A|2
(
−F ij
(
H; i
(|A|2)
; j
+H; j
(|A|2)
; i
))
=
=12(λ1 + λ2)
(
λ21 + λ
2
2
)2 (
λ31 + λ
3
2
) ·
· 4
λ1λ2
(
1
λ51
h211; 1 +
1
λ52
h222; 2
)
=
(
12λ81 + 12λ
7
1λ2 + 24λ
6
1λ
2
2 + 36λ
5
1λ
3
2 + 24λ
4
1λ
4
2 + 36λ
3
1λ
5
2
+24λ21λ
6
2 + 12λ1λ
7
2 + 12λ
8
2
) ·
· 4
λ1λ2
(
1
λ51
h211; 1 +
1
λ52
h222; 2
)
.
Combining these expressions yields(
H2 − |A|2)4( d
dt
w − F ijw; ij
)
=
=− 8(λ1 + λ2)(λ1 − λ2)2λ1λ2 − 32λ
3
2
λ21
h211; 1 −
32λ31
λ22
h222; 2,
d
dt
w − F ijw; ij =− (λ1 + λ2)(λ1 − λ2)
2
2λ31λ
3
2
− 2
λ61λ2
h211; 1 −
2
λ1λ62
h222; 2
≤0.
We finally apply the maximum principle and our theorem follows. 
4. Convergence to Infinity
It is known [17], that (1.1) is a parabolic evolution equation for strictly convex
initial data and that it has a solution on a maximal time interval [0, T ). Here, we
want to show that some points on Mt converge to infinity for t ↑ T , i. e.
lim
t↑T
sup
Mt
|X | =∞.
We show that the principal curvatures of Mt stay uniformly bounded above.
Lemma 4.1. For a smooth closed strictly convex surface M in R3, flowing accord-
ing to X˙ = 1K ν, the maximum of the principal curvatures is non-increasing.
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Proof. Consider Mij = hij − µgij with µ > 0 so large that Mij is negative semi-
definite for some time t0. We wish to show that Mij is negative semi-definite for
t > t0. Combine (2.2), (2.4), and (2.5) to obtain
d
dt
hij − F klhij; kl = 1
K
Hhij − 1
K
hki hkj −
1
K
(
h˜klh˜rs + h˜krh˜ls
)
hkl; ihrs; j .
In the evolution equation for Mij , we drop the negative definite terms involving
derivatives of the second fundamental form
d
dt
Mij − F klMij; kl ≤ 1
K
(
Hhij − hki hkj − 2µhij
)
.
Let ξ be a zero eigenvalue of Mij with |ξ| = 1, Mijξj = hijξj − µgijξj = 0. So we
obtain in a point with Mij ≤ 0(
Hhij − hki hkj − 2µhij
)
ξiξj = Hµ− 3µ2 ≤ 2µµ− 3µ2 ≤ 0
and the maximum principle for tensors [8, 13] implies the claimed result. 
We obtain a pinching estimate
Lemma 4.2. For a smooth closed strictly convex surface Mt in R
3, flowing accord-
ing to X˙ = 1K ν, there exists c = c(M0) such that 0 <
1
c ≤ λ1λ2 ≤ c.
Proof. Choose µ > 0 such that λ1, λ2 ≤ µ at t = 0. Theorem 3.1 and Lemma 4.1
imply that
1
µ2
(
λ1
λ2
− 1
)2
λ1
λ2
=
1
µ2
(λ1 − λ2)2
λ1λ2
≤ (λ1 − λ2)
2
λ21λ
2
2
≤ c.
We obtain the bound on λ1λ2 claimed above. 
It is only here that we use the monotone quantity of Theorem 3.1. For our
purposes, this quantity is better than scaling invariant. As it becomes apparent
from the proof of Lemma 5.1, however, the Aleksandrov reflection principle can
be used instead for the rest of the proof. This simplifies the proof compared to
[5, 21], where similar monotone quantities are used. Later on, see Theorem 7.1 and
Theorem 7.6, we will use monotone quantities to improve the convergence rate that
follows from Aleksandrov reflection.
The next result shows that K stays uniformly bounded below by a positive
constant as long as Mt is enclosed by a ball of fixed positive radius. For similar
results see [28] and [10, Proposition 4.13].
Lemma 4.3. For a strictly convex solution of (1.1), K is uniformly bounded below
by a positive constant in terms of the radius R of an enclosing sphere BR(x0), the
pinching ratio λ1/λ2, and maxM0
K−1
2R−〈X−x0, ν〉
. More precisely, we have everywhere
(4.1) K ≥ 1
3R
min
{(
max
M0
K−1
2R− 〈X − x0, ν〉
)−1
,
ε2
4R
}
,
where ε = 11+c with c as in Lemma 4.2. We obtain a positive lower bound on the
principal curvatures.
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Proof. We may assume that x0 = 0. Observe that 3R ≥ 2R − 〈X, ν〉 ≥ R. Thus
K−1
2R−〈X, ν〉 is finite for strictly convex surfaces.
Standard computations [14, 17, 20, 22] yield the evolution equations
d
dt
Xβ − F ijXβ; ij =
3
K
νβ ,
d
dt
νβ − F ijνβ; ij =
H
K
νβ ,
d
dt
〈X, ν〉 − F ij〈X, ν〉; ij =− 1
K
+
H
K
〈X, ν〉,
d
dt
1
K
− F ij
(
1
K
)
; ij
=
H
K2
.
In a critical point of K
−1
2R−〈X, ν〉
∣∣∣
Mt
, we obtain
d
dt
log
K−1
2R− 〈X, ν〉 − F
ij
(
log
K−1
2R− 〈X, ν〉
)
; ij
=
1
2R− 〈X, ν〉
1
K
(2RH − 1).
So we get in an increasing maximum
0 ≤2RH − 1,
ε2
4R2
≤ε2H2 ≤ K
and deduce there that
K−1
2R− 〈X, ν〉 ≤
4ε−2R2
R
.
Thus we obtain everywhere
K−1
3R
≤ K
−1
2R− 〈X, ν〉 ≤ max
{
max
M0
K−1
2R− 〈X, ν〉 ,
4R
ε2
}
and (4.1) follows.
Finally, the positive lower bound on K and our pinching estimate, Lemma 4.2,
imply a positive lower bound on the principal curvatures. 
Let us recall a form of the maximum principle for evolving hypersurfaces.
Lemma 4.4. Let Mt and M˜t be two smooth closed strictly convex solutions to (1.1)
on some time interval [0, T ∗). If M0 encloses M˜0, then Mt encloses M˜t at any time
t ∈ [0, T ∗), for which both solutions exist.
Proof. This is a standard consequence of the maximum principle. 
The next result describes the evolution of spheres.
Lemma 4.5. Spheres ∂Br(t)(x0) solve (1.1) for t ∈ [0, T ) with r(t) = (T − t)−1
and T = r−1(0).
Proof. The evolution equation for the radius of a sphere is
r˙(t) = r2(t).

Lemma 4.6. Let Mt be a family of smooth closed strictly convex solutions to (1.1)
on a maximal time interval [0, T ). Then T <∞.
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Proof. Spheres solving (1.1) tend to infinity in finite time, see Lemma 4.5. So
Lemma 4.4 implies that T <∞. 
Lemma 4.7. Let Mt be a family of smooth closed strictly convex surfaces solving
(1.1) on a maximal time interval [0, T ). Then
lim
t↑T
sup
Mt
|X | =∞.
Proof. Assume that Mt ⊂ BR(0), 0 ≤ t < T , for some R > 0. Then Lemmata 4.1
and 4.3 imply that the principal curvatures ofMt stay uniformly bounded above and
below by positive constants. Thus (1.1) can be rewritten as a uniformly parabolic
equation and the estimates of Krylov, Safonov, Evans (see also [1]), and Schauder
imply uniform a priori estimates up to t = T . This allows to continue the solution
Mt smoothly past t = T , a contradiction. Note finally, that (1.1) is an expanding
flow, so supMt |X | is monotone in t and the limit exists. 
5. Convergence to a Sphere
Lemma 5.1. Under the assumptions of Theorem 1.1, we get
lim
t↑T
inf
Mt
|X | =∞,
more precisely, there exists c = c(M0) such that
sup
Mt
|X | − c ≤ (T − t)−1 ≤ inf
Mt
|X |+ c
and
(5.1) Mt · (T − t) ⊂ B1+c(T−t)(0) \B1−c(T−t)(0),
so the rescaled surfaces Mt · (T − t) converge to the unit sphere S2 in Hausdorff
distance.
Proof. We may shift the origin such that 0 lies inside M0. This does not affect the
convergence rate claimed above.
Define the support function u : S2 × [0, T )→ R+ for a convex surface by
u(z, t) = 〈X (ν−1(z), t) , z〉.
It fulfills the evolution equation, see e. g. [4],
u˙ =
det(u; ij + uσij)
det(σij)
,
where u; ij denotes covariant derivatives on S
2 and σij is the standard metric on
S2.
We apply the Aleksandrov reflection principle of Bennett Chow, Robert Gulliver
[7], and James McCoy [19, Theorem 3.1] and obtain a uniform bound on the os-
cillation (and the gradient) of u(·, t) for all t ∈ [0, T ), that depends only on the
initial data.
As supMt |X | → ∞ for t ↑ T , we obtain that infMt |X | → ∞ for t ↑ T , more
precisely, we have
sup
Mt
|X | ≤ inf
Mt
|X |+ c.
It remains to show that
inf
Mt
|X | ≤ (T − t)−1 ≤ sup
Mt
|X |.
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Consider the surfaces ∂M(T−t)−1(0), solving (1.1). For t = T ,Mt and ∂B(T−t)−1(0)
converge to infinity. We claim that for all t ∈ [0, T ), ∂B(T−t)−1(0) ∩ Mt 6= ∅.
Otherwise, for some t0, Mt0 encloses ∂B(T−t)−1(0) or is contained in B(T−t)−1(0).
Both cases are similar. We only consider the first case. Choose ε > 0 such that
Mt0 encloses also ∂B(T−t0−ε)−1(0), a slightly larger sphere. For t ∈ [t0, T − ε),
∂B(T−t−ε)−1(0) solves (1.1). As ∂B(T−t−ε)−1(0) converges to infinity for t ↑ T − ε,
Lemma 4.4 implies thatMt has to converge to infinity for t ↑ T −ε, a contradiction.

In terms of the support function u, this Lemma implies that
(5.2) u(x, t)− c ≤ (T − t)−1 ≤ u(x, t) + c.
Note that this estimate is sharp for spheres ∂B(T−t)−1(Q) solving (1.1), if Q is
different from the origin. The method of [5], see also [21], where the origin is
replaced by some q(t), can be adapted to the present situation. In order to improve
the estimate (5.2), however, we need a monotone quantity similar to (1.2) with a
better scaling behavior. We address this issue in Section 7.
6. Smooth Convergence to a Sphere
Lemma 6.1. Under the assumptions of Theorem 1.1, there exists c = c(M0), such
that
K ≤ c · (T − t)2.
Proof. For µ≫ 1 to be fixed below, we consider
w := |X |2 − µ 1
K
.
We may assume that µ is so large that w < 0 on M0. Our aim is to show that
w stays negative during the flow. We use the evolution equations of the proof of
Lemma 4.3. The evolution equation of w is given by
d
dt
w − F ijw; ij = 6 1
K
〈X, ν〉 − 2 H
K2
− µ H
K2
.
Let t0 ∈ [0, T ) be minimal such that maxMt w = 0. Choose x0 ∈ Mt such that
w(x0, t0) = 0. At this point, we apply the parabolic maximum principle and
obtain
0 ≤6K〈X, ν〉 − (2 + µ)H
≤6K|X | − (2 + µ)H
=6
√
K
√
µ− (2 + µ)H as w(x0, t0) = 0,
≤(6√µ− 2− µ)H as K ≤ H2.
We fix µ sufficiently large and obtain that w ≤ 0 during the flow. In view of Lemma
5.1, this implies the upper bound on the Gauß curvature claimed above. 
Combining this result with the Lemmata 4.2, 4.3, and 5.1, we obtain
(6.1)
1
c
· (T − t)2 ≤ K ≤ c · (T − t)2.
We rescale our surfaces similarly as in [3]. Consider the embeddings X˜(·, t),
X˜(z, t) := (T − t) ·X(z, t).
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Define a new time function
τ(t) := − log
(
T − t
T
)
.
We use a tilde to denote geometric quantities of the rescaled surfaces. For X˜, we
obtain the evolution equation
d
dτ
X˜ =
1
K˜
ν˜ − X˜.
Our a priori estimates and the estimates of Krylov, Safonov, Evans, and Schauder
imply uniform bounds on all derivatives of the support function u˜ of X˜. Applying
interpolation inequalities as in [23, Lemma C.2] to
|u˜− 1| ≤c · (T − t),∣∣Dku˜∣∣ ≤ck,
we get ∣∣Dku˜∣∣ ≤c(k, ε) · (T − t)1−ε
for any ε > 0.
This finishes the proof of Theorem 1.1.
7. Improved Convergence Rate
Theorem 7.1. For a family of smooth closed strictly convex surfaces Mt in R
3
flowing according to X˙ = 1K ν,
(7.1) max
Mt
(
λ21 + λ
2
2
)
(λ1 − λ2)2
8(λ1 + λ2)λ31λ
3
2
≡ max
Mt
w ≡ max
Mt
|A|2 (2|A|2 −H2)
H (H2 − |A|2)3
is non-increasing in time.
Proof. We use Section 9 and obtain in a critical point of w
d
dt
w − F ijw; ij =
−3 (λ41 + 2λ31λ2 − 2λ21λ22 + 2λ1λ32 + λ42) (λ1 − λ2)2
8(λ1 + λ2)2λ41λ
4
2
− 1
(3λ31 + 3λ
2
1λ2 − λ1λ22 + 3λ32)2 (λ1 + λ2)2λ71λ22
·
· (18λ91 − 9λ81λ2 + 12λ71λ22 + 72λ61λ32 − 12λ51λ42 + 70λ41λ52
+60λ31λ
6
2 + 18λ1λ
8
2 + 27λ
9
2
)
h211; 1
− 1
(3λ32 + 3λ
2
2λ1 − λ2λ21 + 3λ31)2 (λ2 + λ1)2λ72λ21
·
· (18λ92 − 9λ82λ1 + 12λ72λ21 + 72λ62λ31 − 12λ52λ41 + 70λ42λ51
+60λ32λ
6
1 + 18λ2λ
8
1 + 27λ
9
1
)
h222; 2
≤0.
We finally apply the maximum principle. 
This allows to improve our bound on |λ1 − λ2|.
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Lemma 7.2. For a smooth closed strictly convex surface Mt in R
3, flowing accord-
ing to X˙ = 1K ν, there exists a constant c = c(M0) such that |λ1 − λ2| ≤ c ·K5/4 ≤
c · (T − t)5/2.
Proof. This is a direct consequence of Theorem 7.1, Lemma 4.2 and Lemma 6.1. 
We now closely follow the corresponding parts of [5] and [21].
Proposition 7.3. Define q(t) := 14pi
∫
Mt
KX. Then
∣∣∣∣∣∣〈X − q, ν〉 −
1
8pi
∫
Mt
H
∣∣∣∣∣∣ ≤
1
4pi
· sup
Mt
|λ1 − λ2| · H2(Mt),
where H2(Mt) denotes the area of Mt.
Proof. This is [5, Proposition 4]. 
We will call q(t) the pseudocenter of Mt.
We define r+(t) to be the minimal radius of a sphere, centered at q(t), that
encloses Mt. Similarly, we define r−(t) to be the maximal radius of a sphere,
centered at q(t), that is enclosed by Mt. Let ρ−(t) be the maximal radius of a
sphere (with arbitrary center) enclosed by Mt and ρ+(t) be the minimal radius of
spheres enclosing Mt.
Lemma 7.4. Under the assumptions of Theorem 1.1, for T − t sufficiently small,
r+ and r− are estimated as follows
(T − t)−1 ·
(
1− c · (T − t)3/2
)
≤ r−(t) ≤ r+(t) ≤ (T − t)−1 ·
(
1 + c · (T − t)3/2
)
.
Proof. Denote the bounded component of R3 \ Mt by Et. The transformation
formula for integrals implies that
1
4pi
∫
Mt
KX =
1
4pi
∫
S2
X
(
ν−1(·)) .
So we see that q(t) ∈ Et. We have
r+ =max
Mt
〈X − q(t), ν〉, r− =min
Mt
〈X − q(t), ν〉,
ρ+ = min
p∈R3
max
Mt
〈X − p, ν〉, and ρ− =max
p∈Et
min
Mt
〈X − p, ν〉.
Recall the first variation formula for a vector field Y along Mt∫
Mt
H〈Y, ν〉 =
∫
Mt
divMt Y
and get for p ∈ Et such that ρ+ = maxMt〈X − p, ν〉∫
Mt
H ≥ 1
ρ+
∫
Mt
H · 〈X − p, ν〉 = 1
ρ+
∫
Mt
divMt X =
1
ρ+
∫
Mt
2 =
2
ρ+
H2(Mt).
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We employ Proposition 7.3 and deduce that
r− ≥ 1
8pi
∫
Mt
H ·
{
1− 2
(∫
Mt
H
)−1
· sup
Mt
|λ1 − λ2| · H2(Mt)
}
≥ 1
8pi
∫
Mt
H ·
{
1− ρ+ · sup
Mt
|λ1 − λ2|
}
≥ 1
8pi
∫
Mt
H ·
{
1− c · (T − t)3/2
}
,
where we have used the Lemmata 7.2 and 5.1. So we obtain
(7.2) r−(t) ≥ 1
8pi
∫
Mt
H ·
(
1− c · (T − t)3/2
)
and similarly
(7.3) r+(t) ≤ 1
8pi
∫
Mt
H ·
(
1 + c · (T − t)3/2
)
.
As in the proof of Lemma 5.1, we get
r− ≤ ρ− ≤ (T − t)−1 ≤ ρ+ ≤ r+
and
(T − t)−1 ·
(
1− c · (T − t)3/2
)
≤ 1
8pi
∫
Mt
H ≤ (T − t)−1 ·
(
1 + c · (T − t)3/2
)
.
Using (7.2) and (7.3) gives the claimed estimates on r− and r+. 
Lemma 7.5. Under the assumptions of Theorem 1.1, q(t) as defined in Proposition
7.3 is a smooth function of t in [0, T ) and converges to some point Q ∈ R3 for t ↑ T ,
|q(t)−Q| ≤ c · (T − t)1/2.
Proof. The definition of q(t) involves only quantities that depend smoothly on t, so
it remains to prove convergence for t ↑ T .
For 0 < t1 < t2 < T , we want to estimate |q(t1)− q(t2)| from above. We may
assume that q(t1) 6= q(t2). Consider the line passing through q(t1) and q(t2). It
intersects the surface Mt2 in two points, denoted by pl(t2) and pr(t2).
pl(t2) q(t1)q(t2) pr(t2)
Figure: Convergence of pseudocenters
We may assume that
〈pr(t2)− q(t2), q(t2)− q(t1)〉 > 0.
16 OLIVER C. SCHNU¨RER
This corresponds to pr(t2) and q(t2) lying on the same side of q(t1) as shown in the
figure. We estimate
2c(T − t1)1/2 ≥r+(t1)− r−(t1) by Lemma 7.4
=oscuq(t1)(·, t1)
≥ oscuq(t1)(·, t2) by [19, Theorem 3.1]
≥ |pr(t2)− q(t1)| − |pl(t2)− q(t1)|
= |pr(t2)− q(t2)|+ |q(t2)− q(t1)|
− (|pl(t2)− q(t2)| − |q(t2)− q(t1)|)
≥2 |q(t2)− q(t1)|+ r−(t2)− r+(t2)
≥2 |q(t2)− q(t1)| − 2c(T − t2)1/2,
where uq(t1)(·, t2) is the support function of Mt2 − q(t1). Thus we can apply
Cauchy’s convergence criterion. Finally, we let t2 ↑ T and the claimed bound
follows. 
This allows to improve our convergence result.
Theorem 7.6. Under the assumptions of Theorem 1.1, there exists Q ∈ R3 such
that the Hausdorff distance of Mt to a family of expanding spheres around Q is
bounded as follows
dH(Mt, ∂B(T−t)−1(Q)) ≤ c · (T − t)1/2.
Proof. Combine the Lemmata 7.5 and 7.4. 
Remark 7.7. Theorem 7.6 implies also better estimates for rescaled surfaces,
dH
(
(Mt −Q) · (T − t), S2
) ≤ c · (T − t)3/2.
As above, this implies that all derivatives of the support function decay,
‖uQ(·, t)− 1‖Ck ≤ c(k, ε) · (T − t)3/2−ε
for any ε > 0, where uQ(·, t) is the support function of Mt − Q. This implies for
the principal curvatures λ˜i, i = 1, 2, of (Mt −Q) · (T − t)
1− c(ε) · (T − t)3/2−ε ≤ λ˜i ≤ 1 + c(ε) · (T − t)3/2−ε.
Without the additional Q, we get for expanding spheres ∂B(T−t)−1(P ),
dH
(
∂B(T−t)−1(P ) · (T − t), S2
)
= |P | · (T − t)−1,
so the estimate in Lemma 5.1 is sharp for P 6= 0.
In the proof of Theorem 1.1, we have used (1.2) only to prove that surfaces stay
uniformly pinched, i. e. that λ1/λ2 is uniformly bounded. If we use it to bound
|λ1 − λ2|, and then r+ and r− as above, we don’t get more than in 5.1, where we
used the oscillation estimates of [19]. Our computer program, however, did not
yield a scaling invariant quantity that implies uniform pinching. This is similar to
[2]. It might be possible to find a monotone quantity that allows to further improve
this convergence rate.
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8. Finding Monotone Quantities
8.1. The Algorithm. We use a sieve algorithm and start with symmetric rational
functions of the principal curvatures as candidates for test functions, e. g.
w =
p1(λ1, λ2)
p2(λ1, λ2)
=
(λ1 − λ2)2
λ21λ
2
2
.
Here, p1 6= 0 and p2 6= 0 are homogeneous polynomials.
In the end, we want to find functions w such that W := supMt w is monotone
and ensures convergence to round spheres.
We check, whether these test functions w fulfill the following conditions.
(1) (a) p1(λ1, λ2), p2(λ1, λ2) ≥ 0 for 0 < λ1, λ2,
(b) p1(λ1, λ2) = 0 for λ1 = λ2 > 0.
(2) deg p1 < deg p2.
(3) ∂w(1,λ2)∂λ2 < 0 for 0 < λ2 < 1 and
∂w(1,λ2)
∂λ2
> 0 for λ2 > 1.
(4) ddtw − F ijw; ij ≤ 0
(a) for terms without derivatives of (hij),
(b) for terms involving derivatives of (hij), if w; i = 0 for i = 1, 2.
8.2. Motivation and Randomized Tests. For all flow equations considered,
spheres contract to points and stay spherical. So we can only find monotone quan-
tities, if deg p1 ≥ deg p2 or p1(λ, λ) = 0.
If deg p1 ≥ deg p2, we obtain that W is non-increasing on any self-similarly
expanding surface. So this does not imply convergence to a sphere.
Condition (3) ensures that the quantity decreases, if the eigenvalues approach
each other.
In step (4a) and (4b), we check that we can apply the maximum principle. Here,
we have to use various differentiation rules.
In steps (1), (2), and (3), inequalities are tested by evaluating both sides at
random numbers. After enough testing, all candidates for which the above in-
equalities, evaluated at random numbers, were not violated, could be used to prove
convergence to round spheres at infinity.
Alternatively, for surfaces, we can avoid using random numbers, compute evolu-
tion equations algebraically, and use Sturm’s algorithm to test for non-negativity.
We expect that similar algorithms will be used to find monotone test functions
for other (geometric) problems.
9. Computing Evolution Equations
It is straightforward to use a computer algebra system to obtain evolution equa-
tions of test quantities w, evaluated at a critical point of w. More precisely, let Mt
be a family of surfaces in R3, moving with normal velocity F = F (λ1, λ2), where
F > 0 for contracting surfaces. Assume that the test quantity w is a function of H
and |A|2. Then w fulfills the evolution equation
d
dt
w − F ij(w); ij = Cw(λ1, λ2) +Gw(λ1, λ2)h211; 1 +Gw(λ2, λ1)h222; 2
in a critical point of w. It remains to compute Cw (“constant terms”) and Gw
(“gradient terms”). The following calculations are all similar as before and use
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(2.1), (2.2), (2.4), (2.5), and, see [3, 12],
F ij, klηijηkl =
∑ ∂2F
∂λi∂λj
ηiiηjj +
∑
i6=j
∂F
∂λi
− ∂F∂λj
λi − λj (ηij)
2,
for symmetric matrices (ηij) and λ1 6= λ2 or λ1 = λ2 and the last term is interpreted
as a limit. For w = H , we obtain
CH =
(
∂F
∂λ1
λ21 +
∂F
∂λ2
λ22
)
H +
(
F − ∂F
∂λ1
λ1 − ∂F
∂λ2
λ2
)
|A|2,
GH =
∂2F
∂λ1∂λ1
+ 2
∂2F
∂λ1∂λ2
a1 +
∂2F
∂λ2∂λ2
a21 + 2
∂F
∂λ1
− ∂F∂λ2
λ1 − λ2 a
2
1,
where
a1 = −
∂w
(
λ1 + λ2, λ
2
1 + λ
2
2
)
∂λ1
(
∂w
(
λ1 + λ2, λ
2
1 + λ
2
2
)
∂λ2
)−1
is such that h22; 1 = a1h11; 1 in a critical point of w. Similarly, we get for w = |A|2
C|A|2 =2
(
∂F
∂λ1
λ21 +
∂F
∂λ2
λ22
)
|A|2 + 2
(
F − ∂F
∂λ1
λ1 − ∂F
∂λ2
λ2
)
trA3,
G|A|2 =− 2
(
∂F
∂λ1
(
1 + a21
)
+ 2
∂F
∂λ2
a21
)
+ 2
(
∂2F
∂λ1∂λ1
+ 2
∂2F
∂λ1∂λ2
a1 +
∂2F
∂λ2∂λ2
a21
)
λ1 + 4
∂F
∂λ1
− ∂F∂λ2
λ1 − λ2 a
2
1λ2.
We also need some mixed terms
−F ijH;iH;j =− ∂F
∂λ1
(1 + a1)
2h211; 1 −
∂F
∂λ2
(1 + a2)
2h222; 2,
−F ij (|A|2)
; i
(|A|2)
; j
=− 4 ∂F
∂λ1
(λ1 + a1λ2)
2h211; 1 − 4
∂F
∂λ2
(λ2 + a2λ1)
2h222; 2,
−2F ijH;i
(|A|2)
; j
=− F ij
(
H;i
(|A|2)
; j
+H;j
(|A|2)
; i
)
=− 4 ∂F
∂λ1
(1 + a1)(λ1 + a1λ2)h
2
11; 1
− 4 ∂F
∂λ2
(1 + a2)(λ2 + a2λ1)h
2
22; 2.
Combining these expressions yields
Cw =
∂w
∂H
CH +
∂w
∂|A|2C|A|2 ,
Gw =
∂w
∂H
GH +
∂w
∂|A|2G|A|2 −
∂2w
∂H∂H
∂F
∂λ1
(1 + a1)
2
− 4 ∂
2w
∂|A|2∂|A|2
∂F
∂λ1
(λ1 + a1λ2)
2 − 4 ∂
2w
∂H∂|A|2
∂F
∂λ1
(1 + a1)(λ1 + a1λ2).
This formulae allow to easily compute evolution equations in critical points.
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10. Other Normal Velocities
10.1. Homogeneity less than minus one. In this section, we prove
Theorem 10.1. For any smooth closed strictly convex surface M in R3, there
exists a smooth family of surfaces Mt, t ∈ [0, T ), solving one of the following flow
equations
• d
dt
X =
H2
K2
ν,
• d
dt
X =
|A|2
K2
ν,
• d
dt
X =
H3
K3
ν,
with M0 =M . For t ↑ T , Mt converges to infinity. The rescaled surfaces Mt ·r−1(t)
converge smoothly to the unit sphere S2, where r(t) is the radius of an expanding
sphere that converges to infinity for t ↑ T , more precisely, r(t) is as follows
• d
dt
X =
H2
K2
ν : r(t) = (4(T − t))−1,
• d
dt
X =
|A|2
K2
ν : r(t) = (2(T − t))−1,
• d
dt
X =
H3
K3
ν : r(t) = (16(T − t))−1/2.
We have also studied convex surfaces contracting according to
d
dt
X = −Fν,
where F is positive homogeneous of some degree larger than or equal to two [21].
There, we got the impression, that appropriate monotone quantities that assure
convergence to a sphere after rescaling are available for almost every normal velocity
considered. In contrast to this, such monotone quantities seem to be rare objects
for expanding surfaces with normal velocity of homogeneity less than or equal to
minus two.
In both cases, we restricted our attention to normal velocities and possible can-
didates for monotone quantities in Z(λ1, λ2) with small coefficients which are sym-
metric in λ1 and λ2.
In the case of expanding surfaces, however, we also find monotone quantities for
surfaces expanding with a normal velocity that is positive homogeneous of degree
minus one in the principal curvatures.
The proof of Theorem 10.1 is similar to the proof of Theorem 1.1. Therefore,
we will present in the following only those results that are not almost identical to
their counterparts in the proof of Theorem 1.1.
Theorem 10.2. For a family Mt of smooth closed strictly convex surfaces in R
3,
flowing according to ddtX =
H2
K2 ν,
max
Mt
(λ1 − λ2)2
2(λ1 + λ2)λ1λ2
≡ max
Mt
w
is non-increasing in time.
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Proof. According to Section 9, we obtain in a critical point of w
d
dt
w − F ijw; ij =− 5(λ1 − λ2)
2
λ21λ
2
2
− 128
(λ1 + 3λ2)2λ41
· h211; 1 + (. . .) · h222; 2
and apply the maximum principle. 
The factor 2 in the denominator is useful to rewrite w in terms of the algebraic
basis consisting of H and |A|2
(λ1 − λ2)2
2(λ1 + λ2)λ1λ2
=
2|A|2 −H2
H · (H2 − |A|2) .
Theorem 10.3. For a family Mt of smooth closed strictly convex surfaces in R
3,
flowing according to ddtX =
|A|2
K2 ν,
max
Mt
(λ1 − λ2)2
2(λ1 + λ2)λ1λ2
≡ max
Mt
w
is non-increasing in time.
Proof. According to Section 9, we obtain in a critical point of w
d
dt
w − F ijw; ij =−
2
(
2λ21 + λ1λ2 + 2λ
2
2
)
(λ1 − λ2)2
(λ1 + λ2)2λ21λ
2
2
− 4
(
21λ41 + 24λ
3
1λ2 + 18λ
2
1λ
2
2 + λ
4
2
)
(λ1 + 3λ2)2(λ1 + λ2)2λ61
· h211; 1 + (. . .) · h222; 2
and apply the maximum principle. 
Theorem 10.4. For a family Mt of smooth closed strictly convex surfaces in R
3,
flowing according to ddtX =
H3
K3 ν,
max
Mt
(λ1 + λ2)
6(λ1 − λ2)2
16 (λ21 + λ
2
2) (λ
2
1 + λ1λ2 + λ
2
2)λ
3
1λ
3
2
≡ max
Mt
w
is non-increasing in time.
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Proof. According to Section 9, we obtain in a critical point of w
d
dt
w − F ijw; ij =− (λ1 + λ2)
8(λ1 − λ2)2
4 (λ21 + λ
2
2)
2
(λ21 + λ1λ2 + λ
2
2)
2
λ61λ
6
2
·
· (λ61 − λ51λ2 + 8λ41λ22 + 2λ31λ32 + 8λ21λ42 − λ1λ52 + λ62)
− 3(λ1 + λ2)
8
8 (3λ61 + 11λ
4
1λ
2
2 + 2λ
3
1λ
3
2 + 9λ
2
1λ
4
2 − 2λ1λ52 + λ62)2
·
· 1
(λ21 + λ1λ2 + λ
2
2)
2
(λ21 + λ
2
2)
2
λ81λ
6
2
·
· (2λ181 − 4λ171 λ2 + 57λ161 λ22 − 108λ151 λ32 + 508λ141 λ42
−428λ131 λ52 + 2152λ121 λ62 − 156λ111 λ72 + 4784λ101 λ82
+172λ91λ
9
2 + 4942λ
8
1λ
10
2 − 612λ71λ112 + 2676λ61λ122
−772λ51λ132 + 872λ41λ142 − 340λ31λ152 + 126λ21λ162
−56λ1λ172 + 9λ182
) · h211; 1
+ (. . .) · h222; 2.
Here and in the following, we write (. . .) to denote a term that equals the factor in
front of h211; 1 with λ1 and λ2 interchanged.
We finally apply the maximum principle. 
Similarly as above, we obtain the following evolution equations for a family Mt
of surfaces flowing according to ddtX = −Fν
d
dt
Xα − F ijXα; ij =
(
F ijhij − F
)
να,
d
dt
|X |2 − F ij
(
|X |2
)
; ij
=2
(
F ijhij − F
) 〈X, ν〉 − 2F ijgij ,
d
dt
να − F ij(να); ij =F ijhki hkj · να,
d
dt
〈X, ν〉 − F ij〈X, ν〉; ij =− F ijhij − F + F ijhki hkj〈X, ν〉,
d
dt
F − F ijF; ij =FF ijhki hkj ,
d
dt
gij =− 2Fhij ,
d
dt
hij − F klhij; kl =F klhakhal · hij − F klhkl · hai haj
− Fhki hkj + F kl, rshkl; ihrs; j .
Lemma 10.5. Under the assumptions of Theorem 10.1, ddtX = −Fν, the maxi-
mum principal curvature of Mt is non-increasing in time.
Proof. Consider Mij := hij − µgij , where µ is chosen such that Mij ≤ 0 initially.
We compute
d
dt
Mij − F klMij; kl =F klhakhal · hij − F klhkl · hai haj − Fhki hkj + 2µFhij
+ F kl, rshkl; iξ
ihrs; jξ
j .
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Assume that ξ is a zero eigenvalue of (Mij), hijξ
j = µgijξ
j , with gijξ
iξj = 1. We
may assume, that in our coordinate system, we have ξ = (1, 0) and (hij) =
(
µ 0
0 λ
)
with 0 < λ ≤ µ. Normal velocities F as in Theorem 10.1 are concave, so
F kl, rshkl; iξ
ihrs; jξ
j ≤ 0.
We estimate
• ( ddtMij − F klMij; kl) ξiξj ≤ − (λ+µ)(3µ−λ)λ2 ≤ 0 for F = −H2K2 ,
• ( ddtMij − F klMij; kl) ξiξj ≤ −−2λµ+λ2+3µ2λ2 ≤ 0 for F = − |A|2K2 ,
• ( ddtMij − F klMij; kl) ξiξj ≤ − 2(λ+µ)2(2µ−λ)µλ3 ≤ 0 for F = −H3K3 .
Now the claim follows directly from the maximum principle for tensors. 
Lemma 10.6. Under the assumptions of Theorem 10.1, we obtain a lower bound
on the principal curvatures similarly to Lemma 4.3.
Proof. We proceed as in the proof of Lemma 4.3. In a critical point of −F2R−〈X, ν〉 , we
compute the following evolution equation for a family of surfaces flowing according
to ddtX = −Fν
d
dt
log
−F
2R− 〈X, ν〉 − F
ij
(
log
−F
2R− 〈X, ν〉
)
; ij
=
1
2R− 〈X, ν〉 ·
· (2R · F ijhki hkj − F ijhij − F ) .
We compute this explicitly for F as in Theorem 10.1 and obtain in an increasing
maximum of −F2R−〈X, ν〉
• 8R− HK ≥ 0 for F = −H
2
K2 ,
• 4HR− |A|2K ≥ 0 for F = − |A|
2
K ,
• 6R− HK ≥ 0 for F = −H
3
K3 .
Our monotone quantities and Lemma 10.5 imply that our surfaces are pinched, i. e.
that λ1λ2 +
λ2
λ1
is uniformly bounded above. So we obtain there that λi ≥ 1cR . 
Lemma 10.7. Consider one of the flow equations of Theorem 10.1, ddtX = −Fν,
and a solution as in this theorem. Let γ be such that F is positive homogeneous of
degree −γ. Then there exists a constant α ≫ 1 such that |F | ≥ 1α |X |γ during the
flow. More precisely, there exists α≫ 1 such that |X |γ + αF remains non-positive
during the flow, if this quantity is negative initially.
Proof. For F positive homogeneous of degree minus two, we get F ijhij = −2F and
obtain at a point, where |X |2 + αF = 0,
d
dt
(|X |2 + αF )− F ij (|X |2 + αF )
; ij
=− 6F 〈X, ν〉 − 2F ijgij + αFF ijhki hkj
≤− 6F√α√−F + αFF ijhki hkj .
It is straightforward to check that for α ≫ 1 sufficiently large and F as in the
lemma, the right-hand side is non-positive.
If F = −H3K3 , we obtain similarly as above
d
dt
(|X |3 + αF )− F ij (|X |3 + αF )
; ij
≤12|X |2H
3
K3
− 6αH
5
K5
≤ 0.
In both cases, the lemma follows from the maximum principle. 
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− 1
H
(λ1 − λ2)2
(λ1 + λ2)λ1λ2
− 1
H
(
λ21 + λ
2
2
)
(λ1 − λ2)2
(λ1 + λ2)λ
3
1λ
3
2
−H
K
(λ1 − λ2)2
λ21λ
2
2
Table 2. More monotone quantities
10.2. Homogeneity minus one. In Table 2, we have collected some normal ve-
locities F , positive homogeneous of degree minus one, and test functions w, such
that maxMt w is non-increasing during the flow of a closed strictly convex surface
flowing according to
d
dt
X = −Fν.
Theorem 10.8. For a family Mt of smooth closed strictly convex surfaces in R
3,
flowing according to ddtX =
1
H ν,
max
Mt
(λ1 − λ2)2
2(λ1 + λ2)λ1λ2
≡ max
Mt
w
and
max
Mt
(
λ21 + λ
2
2
)
(λ1 − λ2)2
8(λ1 + λ2)λ31λ
3
2
≡ max
Mt
wˆ
are non-increasing in time.
Proof. According to Section 9, we obtain in a critical point of w
d
dt
w − F ijw; ij =−
(
λ21 + 4λ1λ2 + λ
2
2
)
(λ1 − λ2)2
2(λ1 + λ2)3λ1λ2
− 2
(
5λ21 + 2λ1λ2 + λ
2
2
)
λ2
(λ1 + 3λ2)2(λ1 + λ2)λ51
· h211; 1
+ (. . .) · h222; 2
and apply the maximum principle.
Similarly, we obtain in a critical point of wˆ
d
dt
wˆ − F ijwˆ; ij =−
(
3λ41 − 2λ21λ22 + 3λ42
)
(λ1 − λ2)2
8(λ1 + λ2)3λ31λ
3
2
− 1
2 (3λ31 + 3λ
2
1λ2 − λ1λ22 + 3λ32)2 (λ1 + λ2)3λ71λ2
·
· (9λ101 − 9λ81λ22 + 96λ71λ32 − 38λ61λ42 + 96λ51λ52 + 30λ41λ62
+45λ21λ
8
2 + 27λ
10
2
) · h211; 1
+ (. . .) · h222; 2
and apply the maximum principle once again. 
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Theorem 10.9. For a family Mt of smooth closed strictly convex surfaces in R
3,
flowing according to ddtX =
H
K ν,
max
Mt
(λ1 − λ2)2
4λ21λ
2
2
≡ max
Mt
w
is non-increasing in time.
Proof. According to Section 9, we obtain in a critical point of w
d
dt
w − F ijw; ij =− (λ1 − λ2)
2
λ21λ
2
2
− 2
λ61
· h211; 1 + (. . .) · h22; 2.
and apply the maximum principle. 
For these flow equations, convergence to infinity and convergence to a sphere
after rescaling have been proved before for hypersurfaces [11, 26, 29, 30]. Monotone
quantities as mentioned above might at most be useful to improve the convergence
rate. Inverse mean curvature was used to prove the Penrose inequality in gen-
eral relativity [15]. Our techniques might also apply to surfaces expanding in the
asymptotically flat manifolds considered there.
11. Convergence Rate
In order to find out what the optimal convergence rate might be, we proceed as
in [21], use the same notation, and compute the linearized equation corresponding
to
d
dt
X =
1
K
ν −X or ∂u
∂t
=
1
K
w − u
as
∂v
∂t
= ∆v + v.
As in the contracting case, we only need to consider eigenvalues −l(l + 1) of the
laplacian on the sphere for l ∈ N+. For l = 1, we cannot expect convergence rates
better than
r+ ≤ (T − t)−1 · (1 + c · (T − t)),
if we fix q(t) arbitrarily. This estimate is sharp, if we do not adjust q(t). The
corresponding eigenfunctions induce translations of the surface. Considering l = 2,
we expect that we cannot obtain convergence rates better than
r+(t) ≤ (T − t)−1 ·
(
1 + c · (T − t)5) .
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