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a b s t r a c t
We study an on-line call control problem in cellular networks that are based on the
Frequency Division Multiplexing (FDM) technology. In such networks, interference may
occur when the same frequency is assigned to two different calls emanating from the same
cell or its neighboring cells. The number of frequencies supporting the networks is limited.
The goal is to maximize the number of calls served without causing any interference. We
focus on the case that the number of frequencies is sufficiently large and the calls stay
forever. We give a deterministic on-line algorithm with asymptotic competitive ratio of
2.5 and show a general lower bound of 2. For the special case of linear cellular networks,
we achieve a best possible deterministic on-line algorithm with asymptotic competitive
ratio of 3/2.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The Frequency Division Multiplexing (FDM) technology is widely used in wireless cellular area, in which the geographic
area is divided into small cellular regions or cells, each containing one base station. When a call arrives, the nearest base
station must allocate a frequency from the available spectrum to the call. Interference occurs when the same frequency is
assigned to two different calls emanating from the same cell or its neighboring cells. One of the main goals is to serve a
maximum possible number of calls by using a fixed number of frequency spectra. In cellular networks [12], all regions are
regular hexagons (cells) of the same size. If the cells are aligned in a line, we have a linear cellular network (or highway).
Linear cellular networks can be used to cover the traffic on highways or long strips of busy metropolitan areas [1,4,6,14].
In this paperwe study the call control (or call admission) problem inwireless cellular networks. Given a cellular network,
there are ω available frequencies in each cell (base station). We aim to assign frequencies to a sequence of calls (requests)
without causing any interference. The calls arrive (at one of the cells) one by one in an on-line manner. Upon arrival of a
call, we must immediately decide whether to accept the call or not. Once a call is accepted, an available frequency has to be
assigned. If a call is rejected, it will never be served. All decisions are irrevocable. We aim to maximize the number of calls
served. We will focus on the case that the number ω of available frequencies is very large and the calls are permanent.
Performance measures. We use competitive analysis [5] to study the performance of on-line algorithms. For any given
sequence σ of calls, let A(σ ) denote the gain of an on-line Algorithm A on the sequence σ , i.e., the maximum number of
calls served by the Algorithm A, and let O(σ ) denote the gain of an optimal off-line algorithm. The (absolute) competitive
ratio of Algorithm A is defined to be RA = supσ O(σ )/A(σ ).When the number ω of frequencies supported by the network
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Fig. 1. Network structure of a linear network.
is large, instead we use asymptotic competitive ratio defined below.
R∞A = lim sup
n→∞
max
σ
{
O(σ )
A(σ )
∣∣∣∣ω = n} .
Clearly, for any on-line Algorithm A, R∞A ≤ RA.
Relatedwork. Various networks have been considered for the on-line call control problem. Awerbuch et al. [2] andAwerbuch
et al. [3] explored the call control problem in optical networks. Pantziou et al. [13] studied the problem on planar and
arbitrary interference graphs, while Caragiannis et al. [9–11] investigated cellular networks.
To design an on-line algorithm, one straightforward approach is the greedy algorithm that assigns the lowest available
frequency to the incoming call. If no available frequency exists, the call is rejected. Pantziou et al. [13] showed that such
an algorithm has a competitive ratio equal to∆, the maximum degree of the interference graph. They also proved that this
bound is actually best possible for any deterministic on-line algorithm in a general interference graph. Note that for cellular
networks themaximum degree is 3, and thus it admits a 3-competitive on-line algorithm. On the other hand, it was showed
in [10] that no deterministic on-line algorithm can achieve a competitive ratio less than 3 for cellular networks.
Randomized algorithms have attracted much attention for the on-line call control problems. Pantziou [13] gave a
5-competitive randomized algorithm for planar graphs, a 2-competitive randomized algorithm for trees, and a (2c)-
competitive randomized algorithm for graphs of arboricity c. Caragiannis et al. [10] presented the first randomized algorithm
with competitive ratio of 2.651 for cellular networks supporting one frequency. A number of simple randomized algorithms
with competitive ratios smaller than 3were given in a following paper [11], in which they presented the current best known
randomized algorithm of competitive ratio 16/7, supporting arbitrarily many frequencies. The current best known lower
bound for randomized algorithms is 2 for cellular networks [11].
A closely related problem is called frequency allocation, that can be regarded as a dual version of our problem. In a
frequency allocation problem, there is a enough number of frequencies. One has to serve all coming calls to minimize
the number of frequencies used. For cellular networks, Caragiannis [10] proved that a greedy algorithm has a competitive
ratio in between 17/7 and 2.5. It was shown in [8] that the competitive ratio of the greedy algorithm is exactly 17/7. Later,
Chan et al. [7] provided a best possible on-line algorithm with competitive ratio of 2. They also analyzed the asymptotic
performance by showing an asymptotic ratio of 1.9126. Some other variants concerning linear graph were studied in [6].
Our contribution. Recall that a general lower bound of the absolute competitive ratio for cellular networks is 3. However,
this lower bound was achieved when ω = 1, that does not hold any more in the case that ω is very large for deterministic
on-line algorithms. One natural question arises: canwe do better ifω is large? In this paper, we focus on the asymptotic case,
i.e. ω is sufficiently large and develop deterministic on-line algorithms for the call control problem in cellular networks.
To answer the above question, we propose a deterministic on-line algorithm that efficiently assigns the available
spectrum to the calls instead of the greedy strategy and prove that the competitive ratio is better than 3. The main idea
is to reserve some frequencies for future calls. In other words, we may reject the coming calls even if there is an available
frequency. To do this effectively, we need to divide the frequencies into several disjoint groups.With the similar idea as [6,7]
we divide the set of frequencies such that one subset is shared by all cells, while the other subsets are exclusively occupied
by those cells with the same color. Then we use new techniques to analyze the algorithm. The network are partitioned into
disjoint cliques.We prove that for each clique, in average, the ratio between gains by an optimal algorithm and our algorithm
is bounded by a constant.
We first consider the on-line call control problem in linear cellular networks. An optimal deterministic on-line algorithms
with asymptotic competitive ratio 3/2 is derived. Then we turn to cellular networks. A deterministic on-line algorithmwith
an asymptotic competitive ratio of at most 2.5 is given. We also present an asymptotic lower bound of 2.
2. Linear networks
In this section we first give an instance to show that the asymptotic competitive ratio of any on-line algorithm is at
least 3/2 for linear cellular networks. Then an optimal deterministic on-line algorithm of asymptotic competitive ratio 3/2
is presented.
Theorem 1. For the call control problem in linear networks no deterministic on-line algorithm can have an asymptotic
competitive ratio less than 3/2.
Proof. Consider a linear network as follows: a cell A with its two neighbors B, C (see Fig. 1).
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A sequence of calls arrives in the following way. At the first stage, there are ω calls emanating from the cell A. Suppose
that an on-line algorithm accepts x calls, where 0 ≤ x ≤ ω. The adversary stops the sequence if x < 2ω/3. In this case, an
optimal solution can accept all the requiredω calls. Thus the competitive ratio of the on-line algorithm is at leastω/x > 3/2.
If x ≥ 2ω/3, then ω calls emanate from cells B and C. Consequently, the on-line algorithm can accept at most ω− x calls
in the cell B and at most ω − x calls in the cell C. However, it is easy to see that an optimal solution is to accept 2ω calls,
i.e., ω calls in B and ω calls in C. Hence, the competitive ratio is at least 2ω/(2(ω − x) + x) = 2ω/(2ω − x) ≥ 3/2 since
x ≥ 2ω/3. We thus conclude that the asymptotic competitive ratio of any on-line algorithm is at least 3/2. 
In the following we present an on-line algorithmwith an asymptotic competitive ratio of 3/2, which is the best possible.
Without loss of generality, assume thatω can be divided by 3 (if not, the residual frequencies are never used). Recall that the
greedy algorithmalways accepts a call if there exists an available frequency. It is not difficult to observe that the (asymptotic)
competitive ratio is 2. The worst case happens when a cell accepts ω frequencies while the 2ω calls in its neighbors have
to be rejected. To improve the greedy algorithm, we need to reserve some frequencies for its neighboring cells when we
consider an incoming call at a cell. The following Algorithm A1 has two steps: Preprocessing and frequency assignment.
Algorithm A1.
Step 1: Preprocessing. Since the linear cellular network is 2-colorable, we color the network with colors 1 and 2. Group all
the frequencies {1, 2, . . . , ω} into three disjoint subsets, Fi for i = 1, 2, 3 where
F1 = {1, 4, 7, . . . , ω − 2},
F2 = {2, 5, 8, . . . , ω − 1},
F3 = {3, 6, 9, . . . , ω}.
Step 2: Frequency Assignment. As a new call arrives in a cell Ci colored by color v, where v = 1 or 2, (its left neighbor cell
is Ci−1 and its right cell is Ci+1), we deal with the request as follows.
1. Let y be the smallest number in F3 such that frequency y is not assigned to any call from Ci or neighbors of Ci.
2. Let z be the smallest number in Fv such that frequency z is not assigned to any call from Ci.
3. Assign frequency min{y, z} to the call if y or z exists, otherwise the call is rejected.
We say a cell Ci is saturated if it has rejected at least one request or call, otherwise unsaturated. Namely, the unsaturated cell
never rejects any request, and the saturated cell rejects at least one request.
Lemma 1. In a linear network consisting of x consecutive cells, the optimal value is at most y, where
y =
{
kω, if x = 2k
(k+ 1)ω, if x = 2k+ 1.
Proof. Since in each cell there areω frequencies and any two consecutive cells can accept at mostω frequencies, the lemma
follows immediately. 
Claim 1. At any time, in a cell colored with color v, the number of frequencies of Fv used is not smaller than the number of F3 used.
Theorem 2. The asymptotic competitive ratio of Algorithm A1 is at most 3/2.
Proof. From the left to the right, denote by Ci the ith cell in the network. The key idea to prove this theorem is that we
partition the network into several disjoint fragments. For each fragment, we prove the ratio between the optimal value and
the gain by our algorithm is at most 3/2. Then the theorem follows. Observe that the gains in the unsaturated cells do not
differ between the on-line and off-line (optimal) algorithms. Consequently, we only need to focus on the case where some
cells are saturated.
Step 1. We first cut down all the maximal fragments consisting of at least two consecutive saturated cells in the linear
network. If no such fragment exists, then go to Step 2. For each such fragment, we prove that the ratio between the optimal
algorithm and our algorithm is at most 3/2. Let x be the length of a fragment consisting of x consecutive saturated cells,
where x = 2k or x = 2k+ 1 for k ≥ 1.
We first assume that x = 2k. Note that in a saturated cell Ci colored by v (where v = 1, or 2) all the frequencies in Fv are
already assigned. That is to say, a saturated cell accepts at least ω/3 calls. Whereupon, the algorithm accepts at least 2kω/3
calls. By Lemma 1, an optimal algorithm can accept calls at most kω, hence the ratio between the two algorithms is at most
3/2.
Thenwe consider that x = 2k+1. Note that any three consecutive cellsmust have used all the frequencies in F3 otherwise
one of the three cells would not be saturated. Thus, the gain by the on-line algorithm is at least
(2k+ 1)ω/3+ ω/3 = (2k+ 2)ω/3,
by Lemma 1, the gain by the optimal algorithm is at most (k+1)ω. Again, the ratio between the gains by the two algorithms
is at most 3/2 for k ≥ 1.
2874 D. Ye et al. / Theoretical Computer Science 411 (2010) 2871–2877
Step 2. Consider the remaining fragments after cutting down at Step 1. In each of the them, there are not any consecutive
saturated cells. We have the following properties on the fragments:
1. At most one fragment begins with a saturated cell.
2. For any saturated cell, its neighbors are unsaturated cells.
Next we prove the following claim: for each of the remaining fragments, the ratio between the gains by an optimal and
on-line algorithm is at most 3/2.
Case 1. The fragment begins with an unsaturated cell. In this case, the cells are denoted by C ′1, C
′
2, . . . , C
′
e from the left to the
right.
Case 1.1. e = 2. Observe that the frequencies of F3 are run out for the fragment, otherwise C ′2 would not be a saturated
cell. Then the gain by our algorithm is at least 2ω/3 while the optimal one is at most ω. Thus the claim holds.
Case 1.2. e = 3. First, the cell C ′2 uses exactly ω/3 frequencies from F1 or F2. Suppose that C ′1 uses x F3 frequencies and
C ′3 uses y F3 frequencies. Without loss of generality, we assume that x ≤ y. Then we know the number of F3 frequencies for
cell C ′2 is ω/3− x− y since cell C ′2 is saturated. Suppose that the total number of frequencies used in C ′1 and C ′3 are X and Y ,
respectively. By Claim 1, we have Y ≥ 2y ≥ x+ y.
All in one, the gain by our algorithm is X + ω/3 + ω/3 − x − y + Y , which is not less than 2ω/3 + X . The gain by an
optimal off-line algorithm is at most min{ω+ X, ω+ Y } since cells C ′1 and C ′2 can satisfy at most ω calls and cells C ′2 and C ′3
can satisfy at most ω calls. Thus, the claim holds.
Case 1.3. e ≥ 4. In this case, we chop the fragment further into segments such that every segment has length 2 except
the last one. If k is even the last segment has length 2 also, else the last one has length 3. For each segment, we apply the
same analysis for Cases 1.1 and 1.2. Then the claim holds.
Case 2. The fragment beginswith a saturated cell. Similar as the analysis in Case 1, the theorem is done by attaching a dummy
cell in the front of fragments. 
3. Cellular networks
In this section, we first give a deterministic on-line algorithm and prove that its asymptotic competitive ratio is at most
2.5. Then a lower bound of 2 is presented.
3.1. An on-line algorithm
Themain idea of our algorithm is similar as Algorithm A1 for linear networks.We first color the cellular network by using
three kinds of colors, 1, 2 and 3, since every cellular network is 3-colorable. Thenwe divide all the frequencies into 4 disjoint
sets, say F1, F2, F3 and F4. The frequencies in Fv , 1 ≤ v ≤ 3, can only be used in the cell of color v, while the frequencies of
F4 are shared by all the cells. Without loss of generality, we assume that ω can be divided by 5. The algorithm is stated as
follows.
Algorithm A2.
Step 1: Preprocessing. Color the cells in the network with 3 colors. Partition the frequencies {1, 2, . . . , ω} into 4 disjoint
subsets, Fi for i = 1, 2, 3, 4 where
F1 = {1, 6, 11, . . . , ω − 4},
F2 = {2, 7, 12, . . . , ω − 3},
F3 = {3, 8, 13, . . . , ω − 2},
F4 = {4, 5, 9, 10, 14, . . . , ω − 1, ω}.
Step 2: Frequency Assignment. If a new call arrives in a cell of color v, where v ∈ {1, 2, 3}, we assign one of the available
frequencies in set Fv (not yet used by the other calls in the same cell) to the call if such a frequency exists. Otherwise, check
if there is any available frequency in set F4 (not yet used by the same cell and its neighboring cells). If yes, assign one to the
call; if not, reject the call.
3.2. Analysis of the on-line algorithm
Themain idea for analyzingAlgorithmA2 is below:wedivide thewhole network into disjoint fragmentswhich are cliques
of sizes 1, 2, or 3. With the technique of transferring the gains by set F4 into adjacent cells, we can prove that averagely
for each fragment the ratio between gains by an optimal algorithm and our algorithm is at most 2.5. We first give some
definitions and show how to dissect the network into well structured pieces.
Definitions. Given an input sequence σ , a cellular network N and sets of frequencies Fv , for 1 ≤ v ≤ 4, let gv(N) be the
number of calls served by frequencies in Fv with Algorithm A2 on the input σ , i.e., the gain owing to set Fv in the network N .
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Note that N could be a single cell, a set of cells or the whole input network. If N is the whole network, we have
A2(σ ) =
4∑
v=1
gv(N). (1)
A cell C is marked if
∑3
v=1 gv(C) = ω/5, otherwise unmarked. A cell is saturated if at least one request is rejected in the
cell, unsaturated otherwise. A saturated cell must be a marked cell, but not vice versa.
Claim 2. Given a saturated cell C , we have g4(C¯) = 2ω/5, where C¯ is the set of cells including cell C and all its neighbors.
Claim 3. Given an unmarked cell C , we have g4(C) = 0.
Partitioning the network into two parts:
• Gradually chop three adjacent marked cells (i.e., a clique with size 3) off the network, until none of such cells exists.
• Implement the same operation for two adjacent marked cells until none of such cells exists.
• Finally, chop all the unmarked cells off the network.
Let N1 be the set of all the cells chopped, N2 be the set of the cells remaining in the network. Let σ1, σ2 be the sequence
of requests occurred in the set of cells N1, N2 respectively. Let O(σ )(O(σ1),O(σ2)) be the optimal value on the input
σ (σ1, σ2). It is not difficult to see the following lemma.
Lemma 2. O(σ ) ≤ O(σ1)+ O(σ2).
Lemma 3. For the set of cells N1, O(σ1) ≤ 2.5∑3v=1 gv(N1).
Proof. Observe that each fragment K in network N1 may be a clique with size 2 or 3, or an unmarked cell. Let OK be the
optimal value with respect to all the requests occurred in fragment K .
If fragment K is a clique with size 2 or 3, then all the cells in K are marked, thus
∑3
v=1 gv(K) ≥ 2ω/5, while OK ≤ ω.
Else fragment K is an unmarked cell, i.e., no call or request has been rejected in K and g4(K) = 0 by Claim 3. Thus
OK =∑3v=1 gv(K). The lemma follows. 
Lemma 4. For the set of cells N2, O(σ2) ≤ 2.5(g4(N1)+∑4v=1 gv(N2)).
By Eq. (1) we have A2(σ ) =∑2i=1∑4v=1 gv(Ni). If Lemma 4 holds, then by Lemmas 2 and 3, the following result is true.
Theorem 3. The asymptotic competitive ratio of Algorithm A2 is at most 2.5.
Therefore we only need to prove Lemma 4. To this end we give a number of useful claims.
Claim 4. Any two marked cells in N2 are not adjacent to each other.
Claim 5. There is no unmarked cell in N2.
Claim 6. For any cell C in N2, all of its neighbors are in N1.
Proof. Assume that there is one cell C1 adjacent to C in N2. If C1 is marked then cells C1 and C would have been chopped. If
C1 is unmarked then it would have been chopped too. 
Claim 7. For a marked cell C in N1, then among all its neighbors there are at most two marked cells left in N2.
Proof. Assume C0 is the marked cell. There are two cases after the cell C0 is chopped. As an illustration, see Fig. 2.
Case 1: There are four adjacent cells left, say C1, C2, C3, C4 (if there are fewer than four adjacent cells left, the proof is similar).
If there are at least three marked cells in C1, C2, C3, C4 left in N2, then by the pigeonhole principle, there at least exists a pair
of adjacent cells in C1, C2, C3, C4, then the pair would have been chopped.
Case 2: There are five adjacent cells left, say C1, C2, C3, C4, C5, i.e., cells C0 and C6 are chopped together. Then we know that
C1 and C5 are unmarked since otherwise C1 or C5 would have been chopped together with cells C0 and C6 as a clique. Thus,
by Claim 4 there are at most two marked cells in C2, C3 and C4. 
Now we provide a proof for Lemma 4.
Proof. If there is no cell in N2, i.e., N2 = ∅, then we are done since O(σ2) = 0. Thus, we can assume that there are m cells
in N2 which are all marked by Claim 5. For each cell in N2 if we can construct a pair of values (f ∗i , fi) for all 1 ≤ i ≤ m, such
that the following three conditions hold, then the lemma is proved.
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Fig. 2. A saturated cell C0 and its neighboring cells.
O(σ2) ≤
m∑
i=1
f ∗i , (2)
f ∗i ≤ 2.5fi, 1 ≤ i ≤ m (3)
m∑
i=1
fi ≤ g4(N1)+
4∑
v=1
gv(N2). (4)
Constructing (f ∗i , fi): Rename the ith cell inN2 as C0 (see Fig. 2). Let xi = g4(C0), zi =
∑
C∈M(C0) g4(C), whereM(C0) is the set
of marked cells which are adjacent to C0 in the network N . By Claim 6, all the cells inM(C0) are in N1. Let ri be the number
of requests arriving in the ith cell in N2. Define (f ∗i , fi) as follows:
fi = ω/5+ xi + zi/2 f ∗i = min{ω, ri}.
Next we prove that the above three conditions hold. Observe that for each cell C in N2, the optimal value on this cell is at
most min{ω, ri}. By Lemma 2, we have
O(σ2) ≤
m∑
i=1
f ∗i , (5)
i.e., the condition (2) holds. By the definition of xi,
m∑
i=1
(ω/5+ xi) =
∑
C∈N2
4∑
v=1
gv(C) =
4∑
v=1
gv(N2). (6)
Let M(N1) be the set of all the marked cells in N1. Recall that M(C) is the set of all the marked cells adjacent to C in the
network N . If a cell C ∈ N2, by Claim 6,M(C) ⊆ N1. Then
m∑
i=1
zi =
∑
C∈N2
∑
D∈M(C)
g4(D) ≤ 2
∑
D∈M(N1)
g4(D) ≤ 2g4(N1), (7)
where the first inequality follows from Claim 7 since each marked cell in N1 is counted at most twice. By inequalities (6), (7)
and the definition of fi, we have
∑m
i=1 fi ≤ g4(N1)+
∑4
v=1 gv(N2), i.e., the condition (4) holds.
Finally we are going to prove that f ∗i ≤ 2.5fi for all i. If the ith cell in N2 is unsaturated and marked, i.e., no request in the
cell is rejected, then f ∗i = ri = ω/5+ xi. It is not difficult to see f ∗i ≤ fi. If the ith cell in N2 is saturated, by Claim 6, given a
cell C in N2, all of its neighbors are in N1. Together with Claims 3 and 2,
xi + zi = 2ω/5. (8)
Then by (8),
f ∗i /fi =
ω
ω/5+ xi + zi/2 ≤ 2.5. (9)
Thus the condition (3) holds. The lemma is proved. 
3.3. A lower bound of 2
We present an instance to show a lower bound of two on the asymptotic competitive ratio for any on-line algorithms.
Theorem 4. There does not exist an on-line deterministic algorithm with an asymptotic competitive ratio less than 2.
Proof. Let A be any on-line algorithm. Consider a cellular network as shown in Fig. 2. The sequence of calls generated by an
adversary is given as follows.
• There areω requests arriving in cell C0. Let x0 be the number of calls served by Algorithm A. If x0 ≤ ω/2 then the adversary
stops the input. At this stage, the competitive ratio of the on-line algorithm is at least 2.
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• If x0 > ω/2, new calls come. There areω calls arriving in cells C6 and C3, respectively. Let xi be the number of calls served
by an Algorithm A in cell Ci, where i = 3, 6. Without loss of generality, assume x3 ≥ x6.
• The finalω calls arrive in cells C2 and C4, respectively. Again let xi be the number of requests served in cell Ci, for i = 2, 4.
For i = 2, 4, we have xi ≤ ω − x0 − x3. The total gain by the on-line Algorithm A is
x0 + x3 + x6 + x2 + x4 ≤ x0 + x3 + x6 + 2(ω − x0 − x3) = 2ω − x0 − x3 + x6 ≤ 2ω − x0.
The last inequality follows from the assumption x3 ≥ x6. However an optimal algorithm can serve 3ω requests in cells C2,
C4 and C6. Thus the competitive ratio of Algorithm A is 3ω/(2ω − x0) > 2 since x0 > ω/2. 
4. Concluding remarks
In this paper we have investigated the deterministic asymptotic on-line algorithms for call control problems in cellular
networks that support a large number of frequencies. An optimal deterministic algorithm with a competitive ratio of 3/2 is
presented for linear cellular networks. For cellular networks, we derive a deterministic on-line algorithmwith an asymptotic
competitive ratio of 2.5, which is better than the greedy algorithm. We also give a lower bound 2 on the asymptotic
competitive ratio for any on-line algorithm on cellular networks. There is still a gap between the upper and lower bounds.
It is a challenge to close the gap. We guess the lower bound of 2 is tight but we need new ideas to achieve this bound. We
are also happy to see if our techniques can be extended to the general interference graphs. The stochastic model that the
call arrivals have a given distribution might be an interesting topic to work.
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