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Abstract 
For non-standard structures, such as parabolic trough collectors, the application of codes of practice to compute load coefficients 
usually results in oversized wind loads. Therefore, it is common practice to support the analysis experimentally with wind tunnel 
test results. This approach, however, is time-consuming, expensive, flow intrusive and requires a new set of tests for any 
modification in geometry, configuration, topography or load conditions, entailing additional time and expense. The results 
obtained are restricted to a finite set of points and variables, and most importantly, the size and wind velocities in available 
boundary layer wind tunnels impose Reynolds numbers well below those occurring in open air full-scale structures of this type.  
This similitude limitation prevents a direct and fully accurate extension of the results to the characterization of full scale collector 
structures. These wind tunnel shortcomings have positioned CFD as an appealing alternative for determining wind load 
distributions over solar collectors, solving most of these problems.  Although extensively used in other applications, however, the 
application of CFD methods requires additional development, further testing and verification, proper modeling conditions and 
additional validation to gain acceptance as an alternative to physical wind tunnel tests.  
In this paper, CFD has been used as a “virtual” wind tunnel to compute the three-dimensional flow around a single model-scale 
module for a range of yaw and pitch angles, and the resultant load coefficients have been compared with those obtained 
experimentally in a physical wind tunnel.  After validation against experimental data, the computational methodology has been 
applied to compute the wind loads on a full-scale module (including the complete supporting structure) and an array 
configuration of such modules. It will be shown that the relative mean errors of the numerical results with respect to the reference 
experimental data are within 10%, thus of the same order as experimental uncertainty.  
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1. Introduction 
Concentrating solar power has emerged as a realistic candidate to address the increasing energy demand in the 
world.  One of the main challenges in the design of these power plants is the assessment of wind loads on the 
collector structures. Accurate assessment of these loads would allow optimization of the structure, increasing 
reliability and reducing cost, which can result in significant savings in investment in the plant. Because of the 
structures’ non-standard shape, codes of practice have limited application for making an assessment of these loads, 
therefore the industry generally uses loads derived from experimental scale models analysed in wind tunnels. 
Unfortunately, wind tunnel tests are time-consuming (especially the design and construction of the models), 
expensive, flow intrusive, and any modification in geometry, configuration, topography or load conditions needs a 
new set of tests with the corresponding additional time and cost. The results obtained are restricted to a limited set of 
points and variables, and most importantly, the size and wind velocities in available boundary layer wind tunnels 
impose Reynolds numbers well below those occurring in open air full-scale structures of this type. This prevents a 
direct and fully accurate extension of the results to the characterization of full-scale collector structures. These wind 
tunnel shortcomings have made CFD an appealing alternative for determining the wind load distributions over solar 
collectors. In order to gain acceptance as an alternative to physical wind tunnel tests in this application, however, 
CFD methods extensively used in other applications require additional development, further testing and verification, 
proper modelling conditions and additional validation. 
This paper focuses on parabolic trough solar collectors, although the methodology can be equally applied to 
heliostats, photovoltaic trackers or parabolic dishes. Wind load estimates for parabolic trough solar collectors have 
mostly relied on the wind tunnel tests sponsored by Sandia National Laboratories in the 1980s, such as Peterka et al. 
[1], Randall and McBride [2], and Randall and Tate [3]. More recently, Hosoya et al. [4], subcontracted by the 
National Renewable Energy Laboratory, performed a series of wind tunnel tests for both isolated parabolic trough 
collectors and for collectors configured within an array. Full-scale measurements on the field of one isolated 
collector have been reported by Gong et al. [5]. From a numerical standpoint, references are scarce and mainly 
restricted to an isolated collector. Naeeni and Yaghoubi [6] investigated the two-dimensional steady flow around a 
parabolic trough with an aperture of 3.1 m for wind velocities of 2.5, 5, 10, and 15 m/s, and similarly, Zemler et al. 
[7] studied the two-dimensional steady turbulent flow for apertures between 1.2 m and 3.7 m and wind speeds 
between 8.9 m/s and 49.2 m/s. 
In this paper, CFD has been used to compute the three-dimensional, transient, turbulent flow around a single 
model-scale parabolic trough module for a range of yaw and pitch angles and the resultant load coefficients have 
been compared with experimental data. After validation against experimental results, the computational 
methodology has been applied to compute the wind loads on a full-scale module (including the complete supporting 
structure) and an array configuration of such modules. The CFD tool used is the commercial software XFlow [8], 
based on the Lattice Boltzmann method. As a particle-based method, XFlow avoids the traditionally time consuming 
meshing process. The particles are constrained to move according to a finite, discrete set of velocities in an octree 
lattice. Smaller, unresolved turbulence scales are modeled using Large Eddy Simulation, and the boundary layer 
physics are modeled by means of generalized wall functions.   
 
2. Numerical methodology 
The lattice-Boltzmann method [9] follows a mesoscopic approach wherein the fluid dynamics are approximated 
by interactions between particles on a regular lattice. The key idea is to construct simplified kinetic models that 
incorporate the essential physics of microscopic processes so that the averaged properties obey the macroscopic 
equations.  The fluid flow is thus modeled by the collective behavior of many molecules. 
At each time step, particles move along the lattice and interact locally according to a given set of rules: 
1. Propagation: Particles move from one lattice node to one of its neighbors. 
2. Collision: Particles on the same lattice node redistribute their velocities locally, subject to mass and 
momentum conservation. 
This is modelled by the Boltzmann’s transport equation, defined as follows: 
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௜݂ is the particle distribution function in the direction i, ܿ௜ the corresponding discrete velocity and ȳ௜  the collision 
operator. Note that the convection term (on the left-hand-side) is linear, while the collision operator is highly non-
linear (see below). 
In the simplest LBM version, the collision operator can be approximated by the Bhatnagar-Gross-Krook (BGK) 
single-time relaxation form: 
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where ௜݂
௘௤  is the local equilibrium function and τ is the relaxation time parameter. The viscosity is introduced via the 
relaxation time in the following way: 
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οݔ is the lattice spacing and οݐ the time step. Since viscosity is positive, ߬ ൐ ο௧ଶ  is required as a stability condition. 
The equilibrium distribution function usually has the form: 
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where ܿ௦ଶ ൌ ߲݌ ߲ߩΤ  (݄݁ݎ݁݅݊ܿ௦ ൌ ܿ ξ͵Τ ), u is the macroscopic velocity, ߜ  the Kronecker delta, ݐ௜  are weighting 
factors, built preserving the isotropy in space and ߙǡ ߚ ൌ ͳǡǥ ǡ ݀ are tensor notation indices in a ݀-dimensional 
problem. 
From Eq. (1), and by means of the Chapman-Enskog expansion, the incompressible Navier-Stokes equations can 
be recovered to first-order in space and second-order in time. The macroscopic flow variables are obtained through 
moment integration of the distribution functions: 
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The moments represent conservation of mass, momentum and static/dynamic pressure, where ݃  is the 
acceleration due to gravity. The fluid pressures are calculated from the equation of state ݌ ൌ ߩܿ௦ଶ.  
XFlow uses the twenty seven velocities (D3Q27) lattice model and an advanced collision operator approximated 
by the multiple-relaxation-time (MRT) scheme. In general, collision operators in MRT schemes are formally defined 
by: 
 ȳ௜ெோ் ൌ ܯ௜௝ିଵܴ௜௝൫݉௜௘௤ െ ݉௜൯ (6) 
 
where ܴ௜௝  is a ܾ ൈ ܾ  diagonal relaxation matrix and ܯ௜௝  is a ܾ ൈ ܾ  matrix which transforms the distribution 
functions fi to the macroscopic moments, i.e. ݉௜ ൌ ܯ௜௝ ௜݂.  In contrast to the simplicity of the BGK (Eq. (2)), which 
uses a single characteristic time ߬  in which the velocity distribution ௜݂  relaxes by collisions to the equilibrium 
distribution ௜݂
௘௤ , the MRT scheme introduces a set of relaxation coefficients which separates the relaxation times for 
different kinetic modes. Thus, the model allows a more sophisticated description of the fluid (such as a variable ratio 
between the kinematic and bulk viscosity) and improves the numerical stability and accuracy [10]. As opposed to 
standard MRT schemes, the collision operator in XFlow is based on different relaxation rates of the central 
moments, i.e. the moments shifted by the local macroscopic velocity in a moving frame of reference [11]. 
Instead of implementing the no-slip wall boundary condition using the simple bounce-back rule, XFlow 
reconstructs the distribution functions coming from the boundaries, taking into account the wall distance, the 
velocity, and the surface properties [12].  A unified law of the wall model [13] accounts for the under-resolved 
scales in the boundary layer. 
The approach used for turbulence modelling is the Large Eddy Simulation (LES). This scheme introduces an 
additional viscosity, called the turbulent eddy viscosity ߥ௧ , in order to model the subgrid turbulence. The LES 
scheme adopted by default in XFlow is the Wall-Adapting Local Eddy viscosity [14], which is formulated as 
follows:  
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where ȟ௙௜௟௧௘௥ ൌ ܥ௪ȟݔ is the filter scale, ܵ is the strain rate tensor of the resolved scales and the constant ܥ௪  is 
typically 0.325. 
The turbulence intensity is generated at the inlet as isotropic synthesized turbulence assuming a von Karman 
spectrum. The random velocity field is constructed as a sum of Fourier modes [15] in the following form 
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where ݑො௡,߰௡and ߪ௜௡ are the amplitude, phase and direction of Fourier mode ݊, respectively. 
Previous validations of XFlow for complex aerodynamics flows can be found in [16, 17]. 
 
3. Model-scale validation 
The first case studied is a single module at scale 1:25 (see Fig. 1). The geometry chosen is the LS2 collector 
tested in [4], which has an aperture of 5 m and length of 7.916 m at full-scale. The reference data are obtained from 
experimental tests at the Boundary Layer Wind Tunnel Laboratory of the Western University (Canada) [18]. 
For the inflow conditions, atmospheric wind corresponding to an open terrain with roughness length ݖ଴ ൌ ͲǤͲ͵ m 
is used. The velocity and the turbulence intensity profiles obey the following logarithmic laws: 
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The Reynolds number is defined as  
 ܴ݁ ൌ ߩݑ௥௘௙ܹߤ  (10) 
where ߩ is the density of air (1.225 kg/m3), ߤ is the dynamic viscosity of air (1.789 10-5 Pa s), ݑ௥௘௙ is the mean wind 
velocity at 10m height and ܹ is the aperture of the parabola. The coordinate system is shown in Fig. 2.   
The flow around the three-dimensional model has been simulated at ܴ݁ ൌ ͺǤͷ ൈ ͳͲସ for the yaw angle 0º, and the 
pitch angles -30º, 0º, 30º, 60º, 90º, 120º, 150º, 180º and 210º (see Fig. 3). For the spatial discretization, the following 
resolutions have been used: 
x at the collector: 0.004 m (i.e. 50 elements along the aperture) 
x near region: 0.016 m 
x far field: 0.128 m  
This discretization results in a mesh of 0.7 million elements. 
Wind loads are characterized in terms of the dimensionless drag, lift and moment coefficients: 
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where ௫݂, ௭݂ and ݉௬௕ are the horizontal force, vertical force and pitching moment respectively. 
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Fig. 1. Isolated module in (a) the experimental wind tunnel, and (b) the virtual wind tunnel. 
 
 
Fig. 2. Dimensions and coordinate system (from [18]). 
 
 
Fig. 3. Pitch angles simulated. 
 
Fig. 4 shows the numerical and experimental results for yaw 0º and various pitch angles. The mean and root-
mean-squared (RMS) values of the load coefficients for the numerical simulations are compared with those 
calculated from experimental results measured in the wind tunnel using a high frequency balance model. The graphs 
are normalized by the maximum value of the experimental data. The numerical mean values exhibit a relative 
difference <10% with respect to the experimental values. RMS relative differences are slightly larger, due to the 
difficulty of reproducing identical wind turbulence intensity as in the wind tunnel. 
Snapshots of the instantaneous velocity field in vertical and horizontal cutting planes for pitch 210º are shown in 
Fig. 5. 
 
168   M. Mier-Torrecilla et al. /  Energy Procedia  49 ( 2014 )  163 – 173 
  
(a) Mean drag coefficient (b) RMS drag coefficient 
  
(c) Mean lift coefficient (d) RMS lift coefficient 
  
(e) Mean moment coefficient (f) RMS moment coefficient 
Fig. 4. Numerical and experimental results for a single module at yaw 0º. 
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Fig. 5. Instantaneous velocity vector field at vertical and horizontal cutting planes for pitch 210º. 
 
 
4. Full-scale isolated collector 
 
The objective of this case is to characterize the aerodynamic behavior around a single module, including its 
complete supporting structure, at full-scale conditions, and to study the influence of the different elements of the 
module. 
The geometry chosen (see Fig. 6) has an aperture of 5.7 m and a length of 12 m. The 3D model used in the 
simulations duplicates the production engineering drawings, including even complex intersections and small details. 
Unlike conventional CFD software for which the meshing process requires simple and clean surfaces, XFlow can 
use the geometry coming directly from engineering for the simulation. The geometry has been separated into mirror, 
rear structure, receiver tube, and support groups to study the aerodynamic behavior of each group.  
For the inflow conditions, atmospheric wind corresponding to an open terrain type is used. The velocity profile is 
defined by the power law 
 ݑሺݖሻ ൌ ݑ௥௘௙ ቆ
ݖ
ݖ௥௘௙ቇ
଴Ǥଵସ
 (12) 
 
where ݑ௥௘௙ ൌ ͳͻǤͶͶ m/s is the mean wind speed at the reference height ݖ௥௘௙ ൌ ͳͲ m.   
All simulations in the study have been performed at a Reynolds number of ܴ݁ ൌ ͺ ൈ ͳͲ଺ in a boundary layer wind 
tunnel with no turbulence intensity at the inlet in this case.  
In order to properly represent small details of the structure, a finer resolution, on the order of 100 elements over 
the aperture, has been used close to the collector. This resolution results in an initial mesh of 1.6 million elements 
when the structure is included and 0.85 million when only the mirror is considered. 
Adaptive refinement optimizes the mesh at each time instant, by limiting refinement to only those regions in 
which the wake is identified (i.e. regions exhibiting large vorticity). This has also the advantage that the user does 
not need to know the a priori location of the wake.  
A snapshot of the instantaneous velocity field for pitch 90º is shown in Fig. 7. The wake produced by the mirror 
and the structure can be clearly identified.  
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Fig.6. Geometry from front and back views.
Fig. 7. Instantaneous velocity field.
Fig. 8. Mean drag and lift forces for the isolated module with complete structure at yaw 0º.
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Forces are calculated for the full-scale isolated module with complete structure at yaw 0º and for selected pitch 
angles (-30º, 0º, 30º, 90º, 150º, 210º). It can be observed that the qualitative behaviour of the mean forces is similar 
to the model-scale validation (Section 3). The main difference is in the lift force for pitch 90º, where the presence of 
the rear structure notably modifies the separation point of the flow along the curved surface, as shown in Fig. 7. It is 
also observed that the contribution of the receiver tube and supports to the overall wind loads is negligible. 
 
 
5. Array configuration 
 
The objective of this section is to analyze the wind loads at yaw 0º and pitch -30º on an entire full-scale collector, 
consisting of twelve modules and placed in an interior row of a solar field array with ten rows (see Fig. 9). The array 
includes the detailed structure of the central support and a second column of collectors separated by a corridor. 
 
 
Fig. 9. Array configuration. 
 
As inlet condition in the virtual wind tunnel, the following profiles for the mean wind velocity and turbulence 
intensity have been used:  
 ݑሺݖሻ ൌ ݑ௥௘௙ ቆ
ݖ
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଴Ǥଵହସ
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 (13) 
where ݑ௥௘௙ ൌ ͶͲ m/s and ܶܫ௥௘௙ ൌ ʹͲΨ are, respectively, the wind mean velocity and turbulence intensity at the 
reference height ݖ௥௘௙ ൌ ͳͲ m.  
The simulation has been performed at full-scale, being the Reynolds number ܴ݁ ൌ ʹ ൈ ͳͲ଻ . The spatial 
resolution is the same as in the validation case (Section 3). 
Module M1 is the most exterior in the row, M6 and M7 are the modules next to the central support, and M12 is 
the module next to the corridor. Fig. 10 shows the mean force and moment coefficients in each module of the 
analyzed row. It is observed that the largest forces (drag and lift) occur in module 1, decrease towards the interior of 
the row and slightly increase in the last modules (M11 and M12). The maximum pitching moment occurs in the 1st 
module (M1) and decreases towards the interior of the row. Some peaks appear in the modules next to the central 
support (modules M5 and M8) and the moment increases slightly again at the end of the row.  
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Fig. 10. Mean drag, lift and moment coefficients per module in the analyzed row. 
 
 
6. Summary and conclusions 
Three different cases of flow around a parabolic trough have been presented in this work: the validation case of 
an isolated module at 1:25 scale (compared with reference data from wind tunnel tests), the full-scale isolated 
module with complete supporting structure, and the interior row of a full-scale solar field.  
In the validation case it has been shown that the relative mean errors of the numerical results with respect to the 
reference experimental data are within 10%, thus of the same order as experimental uncertainty. Relative RMS 
errors are slightly larger due to the difficulty of duplicating the wind turbulence intensity of the wind tunnel 
experiments. 
In the case of the full-scale with structure, it is observed the qualitative behaviour of the mean forces is similar to 
the model-scale validation. The main difference is in the lift force for pitch 90º, where the presence of the rear 
structure notably modifies the separation point of the flow along the curved surface. 
The simulation of the full-scale solar field shows that the wind loads vary remarkably along a row, being largest 
at the exterior modules, and that the collector’s central support has some influence on the pitching moments of the 
modules close to the support.  
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Finally, we state that the CFD tool tested is appropriate for predicting wind loads on parabolic troughs and 
complementary to wind tunnel testing.  CFD provides the means to overcome many difficulties inherent to the wind 
tunnel, including the limitation of the scale (and thus of the Reynolds number) and the restriction of the number of 
modules that can be tested in an array configuration. Wind loads in parabolic solar fields are complex, and must be 
calculated as three-dimensional transient flow, including several rows of collectors, and must take the turbulence 
intensity of the wind into account. 
 
References 
[1] Peterka JA, Sinou JM, Cermak J. Mean wind forces on parabolic-trough solar collectors. Tech. Report SAND 80-7023, 1980. 
[2] Randall D, McBride D, Tate R. Steady-state wind loading on parabolic-trough solar collectors. Tech. Report SAND 79-2134, 1980. 
[3] Randall DE, Tate RE, Powers D. Experimental results of pitching moment tests on parabolic-trough solar-collector array configurations. 
Tech. Report SAND 82-1569, 1982. 
[4] Hosoya N, Peterka JA, Gee RC, Kearney D. Wind tunnel tests of parabolic trough solar collectors. Tech. Report NREL/SR-550-32282, 2008. 
[5] Gong B, Wang Z, Li Z, Zhang J, Fu X. Field measurements of boundary layer wind characteristics and wind loads of a parabolic trough 
solar collector. Sol. Energy 2012; 86:1880-1898. 
[6] Naeeni N, Yaghoubi M. Analysis of wind flow around a parabolic collector (1) fluid flow. Renewable Energy 2007; 32:1898-1916. 
[7] Zemler MK, Bohl G, Rios O, Boetcher S. Numerical study of wind forces on parabolic solar collectors. Renewable Energy 2013; 60:498-505. 
[8] www.xflow-cfd.com 
[9] Chen S, Doolen GD. Lattice Boltzmann method for fluid flows, Ann. Rev. Fluid Mech. 1998; 30, 329-64. 
[10] Lallemand P and Luo L-S. Theory of the lattice Boltzmann method: dispersion, dissipation, isotropy, Galilean invariance, and stability, 
Phys. Rev. E 2000; 61, 6546–6562. 
[11]  Asinari P. Generalized local equilibrium in the cascaded lattice Boltzmann method, Physical Review E 2008; 78, 016701.  
[12] Caiazzo A. Analysis of lattice Boltzmann nodes initialisation in moving boundary problems, Journal Progress in Computational Fluid 
Dynamics 2008; 8, 3-10. 
[13] Shih TH, Povinelli L, Liu NS, Potapczuk M, Lumley J. A generalized wall function, NASA/TM-1999-209398, 1999. 
[14] Nicoud F, Ducros F. Subgrid-scale stress modelling based on the square of the velocity gradient tensor, Flow turbulence and combustion 
1999; 62, 183-200.  
[15] Davidson L. Using isotropic synthetic fluctuations as inlet boundary conditions for unsteady simulations. Advances and Applications in 
Fluid Mechanics 2007; 1, 1-35.   
[16] Holman DM, Brionnaud R, Martínez F, Mier-Torrecilla M. Advanced aerodynamic analysis of the NASA high-lift trap wing with a moving 
flap configuration, 2nd AIAA High Lift Prediction Workshop, 2012. 
[17] Holman DM, Brionnaud R, Abiza Z. Solution to industry benchmark problems with the lattice-Boltzmann code XFlow, Proceeding in the 
European Congress on Computational Methods in Applied Sciences and Engineering (ECCOMAS), 2012. 
[18] Terres-Nicoli JM, Mans C, Farquhar S, Kopp GA. Study of wind effects on the isolated parabolic collector. Internal report, 2013. 
