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Re´sume´
Ce travail de the`se porte sur l’assimilation de donne´es et le couplage de mode`les hy-
drauliques 1D-2D avec pour objectif d’ame´liorer la simulation et la pre´vision des crues
dans un contexte temps re´el. Les me´thodes mathe´matiques utilise´es ici permettent de
de´passer les limites de l’usage de´terministe des codes d’hydraulique. Elles permettent
d’une part d’e´tendre les e´chances de pre´vision et d’autre part de repre´senter la dyna-
mique des e´coulements fluviaux de manie`re re´aliste sur l’ensemble du re´seau mode´lise´.
Ce manuscrit est compose´ de trois grandes parties.
Une premie`re partie pre´sente le contexte de la pre´vision des crues et des inondations en
France, ses enjeux ainsi que le roˆle du SCHAPI1 et des SPCs2. On pre´sente aussi le bassin
versant de l’Adour, sous influence maritime qui sera le bassin test pour la suite de notre
e´tude.
Les me´thodes lie´es a` la mode´lisation nume´rique des e´quations de Saint-Venant en hydrau-
lique a` surface libre, les algorithmes d’assimilation de donne´es, la pre´vision d’ensemble et
les me´thodes de couplage sont pre´sente´es dans la deuxie`me partie. On s’inte´resse parti-
culie`rement aux codes de calcul Mascaret (1D) et Telemac (2D) utilise´s dans cette the`se.
Dans une troisie`me partie nous proce´dons a` l’expose´ des de´veloppements mene´s dans
le cadre de la the`se et des principaux re´sultats obtenus. Une premie`re section pre´sente
un article en cours de review qui traite de l’e´mulation du filtre de Kalman d’ensemble
(EnKF) sur un mode`le d’onde de crue : nous montrons, sous certaines hypothe`ses, qu’un
filtre de Kalman invariant avec une fonction de covariance d’erreur sur l’e´tat du mode`le
au point d’observation stationnaire donne des re´sultats comparables a` ceux du Filtre de
Kalman d’Ensemble mais pour un couˆt de calcul moindre. On montre en particulier qu’une
fonction de corre´lation au point d’observation initialement gaussienne est transforme´e a`
travers les cycles d’assimilation en une fonction anisotrope avec une longueur de porte´e
re´duite en aval du point d’observation.
La dynamique des fonctions de covariance et de corre´lation sur l’erreur de l’e´tat du
mode`le avec un mode`le Saint-Venant 1D (code Mascaret) et une ge´ome´trie re´elle est
ensuite de´crite pour le re´seau hydraulique « Adour maritime ». On montre en particulier
la grande extension spatiale de ces fonctions et l’impact de la ge´ome´trie de la rivie`re sur
la forme de celles-ci. On montre alors que l’extension spatiale de la correction apporte´e
par l’EnKF combine´e a` une me´thode d’inflation spatialise´e permettant de compenser la
sous-dispersivite´ de l’ensemble corrige l’e´tat hydraulique du mode`le sur une grande partie
du re´seau de manie`re cohe´rente avec les observations disponibles sur l’ensemble du re´seau.
L’apport de l’assimilation des donne´es in-situ de hauteurs d’eau sur des cas synthe´tiques
1Service Central d’Hydrome´te´orologie d’Appui a` la Pre´vision des Inondations
2Service de Pre´vision des Crues
et sur des crues re´elles a e´te´ de´montre´ et permet une correction se´quentielle des e´tats
spatialise´s de hauteur d’eau et de de´bit. En conse´quence, on constate que les pre´visions a`
court terme sont ame´liore´es. Cette e´tude est comple´te´e par une estimation a posteriori des
variances d’erreur d’observation. Enfin nous montrons que l’e´tablissement d’un syste`me
de pre´vision probabiliste sur l’Adour est fortement de´pendant de la connaissance que
nous avons des forc¸ages amonts.
Le mode`le 1D de´crit l’e´coulement mono-dimensionnel sur une grande partie du bassin
de l’Adour. Un mode`le 2D localise´ sur la confluence entre la Nive et l’Adour dans la
zone de Bayonne de´crit l’e´coulement bi-dimensionnel sur une partie restreinte du bassin.
Deux me´thodes de couplage 1D-2D ont e´te´ imple´mente´es ici : une me´thode de couplage
a` interfaces et une me´thode de superposition des mode`les. Le chainage simple du mode`le
1D avec le mode`le 2D donne une description de l’ensemble du domaine mais n’assure
pas la continuite´ des deux variables hydrauliques. Cette contrainte est en revanche cor-
rectement satisfaite par les deux me´thodes de couplage. Le couˆt de calcul de la me´thode
par interfaces est significativement plus e´leve´ que celui associe´ a` la me´thode de couplage
par superposition, mais assure une meilleure continuite´ des variables. En revanche, la
me´thode de superposition est imme´diatement compatible avec l’approche d’assimilation
de donne´es sur la zone 1D. L’apport, sur la zone 2D, de l’assimilation des observations
in situ des hauteurs d’eau sur la zone 1D a e´te´ mis en e´vidence pour un fort e´ve´nement
de crue en 2014.
Pour finir, les conclusions et les perspectives de ce travail pour l’utilisation en ope´ration-
nel au sein du SCHAPI et des SPC sont pre´sente´es.
Abstract
This PhD thesis present research work on data assimilation and multidimensional model
coupling in the framework of real-time flood forecasting. The deterministic numerical
models proposed to simulate and forecast river flow are limited because of various un-
certainties and simplified physics. Data assimilation and coupling approaches allow to
over come these limits and extend the forecast lead time while providing a coherent and
realistic description of the hydraulic state.
This thesis is composed of 3 parts gathering 9 chapters.
Part one presents the context of flood forecasting and its stakes, the role of SCHAPI and
SPCs. A focus is made on the Adour maritim catchment.
The shallow water equations in the context of the dynamic of river flows are then presented
in Part two along with numerical methods usually implemented in hydraulic codes such
as Mascaret and Telemac which are used in this work. Data assimilation methods are
described with a focus on ensemble approach, then model coupling methods are presented.
Results are presented in Part three. It was shown, on a flood wave propagation model, that
an Emulated Ensemble Kalman filter algorithm provides results that are close to those of
the Ensemble Kalman Filter but with a much reduced computationnal cost. The Emulated
Ensemble Kalman Filter is built as a Kalman filter algorithm with an invariant covariance
function at the observation point. It was also shown that an initially gaussian shaped
correlation function at the observing point is transformed into an asymetric function
with a shorter correlation length scale downstream of the observation point. In a real
case application on the Adour maritim catchment, it was shown that the dynamics of
covariance and correlation model state error functions are strongly influenced by the
geometrical characteristics of the river. It was also shown that those functions have a
great spatial extent. When combined with an inflation method to circumvent under-
dispersivity of the ensemble, the correction provided by the EnKF has an important
spatial extent that allow to correct water level and discharge away from the observation
points. It was shown on synthetical and real cases experiments that data assimilation
provides an hydraulic state that is in great agreement with water level observations. As
a consequence of the sequential correction of the hydraulic state over time, the forecasts
were also greatly improved by data assimilation over the entire hydraulic network for
both assimilated and non-assimilated variables, especially for short term forecasts. This
study is combined with the a posteriori estimation of the observation error variance
using Desroziers criterion. It was finally shown that the quality of ensemble forecast on
the Adour maritim network mostly relies on the knwoledge of the upstream forcings.
While the 1D model covers a great spatial domain and describes the mono-dimensional
flow, the 2D model provides a focus on the Adour-Nive confluence in the Bayonne area.
Two coupling methods have been implemented in this study : a first one based on the
exchange of the state variables at the liquid boundaries of the models and a second one
where the models are superposed. While simple 1D or chained 1D-2D solutions provide
an incomplete or discontinuous (either on water level or on discharge) description of the
hydraulic state, both coupling methods provide a full and dynamically coherent descrip-
tion of the hydraulic state for water level and discharge over the entire 1D-2D domain.
On the one hand, the interface coupling method presents a much higher computational
cost than the superposition methods but the continuity is better preserved. On the other
hand, the superposition methods allows to combine data assimilation of the 1D model
and 1D-2D coupling. The positive impact of water level in-situ observations in the 1D
domain was illustrated over the 2D domain for a flood event in 2014.
Conclusions and perspective towards the operational use of both data assimilation and
coupling for flood forecasting in France are given.
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Introduction
Crues et inondations constituent un risque naturel majeur pour la se´curite´ des biens et
des personnes. Ces dernie`res anne´es de nombreux pays ont e´te´ frappe´s par des crues
qualifie´es d’historiques par les me´dias : e´pisodes ce´venols a` l’automne 2014 dans le Sud
de la France, inondations majeures dans les Balkans au printemps 2014, inondations
en Europe Centrale avec une crue du Danube a` l’e´te´ 2013... Pre´voir les inondations,
en anticiper l’ampleur, informer le grand public et les autorite´s compe´tentes font partie
des roˆles des services me´te´orologiques et de pre´vision des crues. Pour mener a` bien leur
mission de pre´vision et d’anticipation, ceux-ci disposent d’un ensemble d’observations
satellitaires, radar, in situ ainsi que de mode`les nume´riques de pre´vision hydrologiques
et hydrodynamiques.
En France, c’est le SCHAPI (Service Central d’Hydrome´te´orologie et d’Appui a` la Pre´vision
des Inondations) et les 22 Services de Pre´vision des Crues (SPC) qui sont en charge de la
surveillance du re´seau hydraulique et de la pre´vision du risque lie´ aux crues. Le SCHAPI
e´tablit quotidiennement (2 mises a` jour quotidiennes) une cartographie du risque de
de´passement de seuil pour les cours d’eau principaux et pour les stations d’observation
in situ maintenues. Cette information mise a` disposition en ligne pour le grand public
et les instances gouvernementales (http ://www.vigicrues.gouv.fr/) permet notamment
de visualiser et quantifier les hauteurs d’eau observe´es sur les jours passe´s. Un bulle-
tin d’e´volution pre´vue ainsi qu’un re´capitulatif des pre´visions a` diffe´rentes e´che´ances
sont aussi mis a` disposition, par tronc¸on, ou bien sur l’ensemble du territoire national
me´tropolitain (voir figure 1).
Pour mener a` bien cette mission, le SCHAPI et les SPC disposent d’outils de mode´lisa-
tion et d’un re´seau d’observation in situ (principalement de hauteur d’eau). La qualite´
des simulations et des pre´visions hydrologiques et hydrauliques repose d’une part sur la
qualite´ des donne´es ge´ome´triques et ge´ographiques : bathyme´trie de la rivie`re, descrip-
tion des ouvrages, description du re´seau hydraulique (aﬄuents, apports/pre´le`vements) et
description des parame`tres hydrauliques (coefficients de frottement). Elle de´pend d’autre
part en grand partie de la description de l’apport en eau sur le re´seau qui provient prin-
cipalement de l’observation des hauteurs d’eau a` l’amont des tronc¸ons mais aussi de
pre´cipitations pre´vues. Enfin, l’apport d’information pour l’observation in situ est cru-
tial : cette information est utilise´e pour calibrer et valider les mode`les ainsi que pour
aider le pre´visionniste dans son analyse.
Les re´sultats des mode`les hydrauliques sont limite´s par plusieurs facteurs d’incertitudes
qui impactent la capacite´ de simulation et de pre´vision. L’erreur sur la ge´ome´trie des
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3couˆt de calcul e´leve´. D’autres me´thodes permettent d’e´tablir des diagnostics similaires
en limitant le couˆt de calcul, par exemple en passant par l’utilisation d’un mode`le ap-
proche´ (POD, Polynoˆmes du Chaos...). Une fois l’incertitude quantifie´e, il convient alors
de proposer des me´thodes pour la re´duire et ainsi ame´liorer la qualite´ de la simulation
hydraulique au temps passe´, pre´sent ou futur. C’est l’objectif des me´thodes d’assimilation
de donne´es qui consistent a` combiner les observations avec le mode`le nume´rique.
Les me´thodes d’assimilation de donne´es ont e´te´ de´veloppe´es originellement dans le cadre
de la me´te´orologie et ont ensuite e´te´ applique´es a` d’autres domaines comme par exemple
l’oce´anographie. Elles sont e´galement applique´es en hydraulique fluviale pour re´duire l’er-
reur lie´e aux diffe´rentes sources d’incertitudes apparaissant dans les mode`les. Ainsi on
distingue les me´thodes lie´es a` l’estimation et/ou a` la correction des forc¸ages (amonts
ou late´raux). Ces me´thodes trouvent tout leur inte´reˆt dans le cas ou` un ou plusieurs
forc¸ages sont calcule´s via des courbes de tarage ayant une erreur importante sur les
e´ve`nements extreˆmes ou encore lorsqu’un forc¸age est donne´ par une station et que celle-
ci est de´faillante. Une seconde approche est base´e sur la correction des parame`tres phy-
siques comme les coefficients de frottement ou la ge´ome´trie du mode`le. Et enfin il faut
mentionner les approches portant sur la correction de l’e´tat hydraulique, dans ce cas on
ne corrige pas la source de l’erreur mais son impact sur l’e´tat hydraulique simule´. C’est
particulie`rement a` cette dernie`re approche que nous nous sommes inte´resse´s durant ce
travail the`se.
Naturellement, le de´veloppement et l’imple´mentation des me´thodes d’assimilation de
donne´es pour la pre´vision des crues doivent eˆtre guide´s par les contraintes de temps
inhe´rentes a` la pre´vision en temps re´el ainsi qu’a` l’architecture de la chaˆıne ope´rationnelle.
La prochaine chaˆıne ope´rationnelle franc¸aise pour la pre´vision des crues est la POM
(Plateforme Ope´rationnelle de Mode´lisation), actuellement en cours de de´veloppement
au SCHAPI. A terme elle sera l’outil communautaire pour les SPC pour consulter les
donne´es, lancer des calculs et ainsi faire des pre´visions. Cela suppose de ge´rer les flux de
donne´es, inte´grer les codes de calcul, effectuer du post-traitement, de´livrer des pre´visions
(avec potentiellement une marge d’erreur) sur le site vigicrue. En l’e´tat actuel, la POM
n’est par exemple pas conc¸ue pour ge´rer des me´thodes d’ensemble. Cela a donc un impact
sur le choix des me´thodes d’assimilation de donne´es utilise´es en ope´rationnel.
Ce travail de the`se s’inse`re dans un contexte collaboratif entre le CERFACS (URA 1875),
le SCHAPI (co-financeur de la the`se aux coˆte´s de la re´gion Midi-Pyre´ne´es) et EDF (Elec-
tricite´ De France), acteur central pour la gestion de la ressource en eau en France lie´e a`
l’activite´ de production d’e´lectricite´. L’objectif de la the`se est de proposer des me´thodes
avance´es pour ame´liorer la simulation et la pre´vision de la dynamique des e´coulements
fluviaux, en s’inte´ressant particulie`rement a` la pre´vision des crues. On s’appuie pour ce
travail sur les outils de simulation nume´rique existant au sein de la communaute´ hy-
draulique, notamment les codes de calcul Mascaret et Telemac de´veloppe´s par EDF et le
CEREMA (Centre d’Etudes et d’Expertise sur les Risques, l’Environnement, la Mobilite´
et l’Ame´nagement). Une premie`re approche consiste a` assimiler de manie`re se´quentielle, et
avec un algorithme ensembliste, les hauteurs d’eau observe´es in situ pour ame´liorer l’e´tat
hydraulique. Cette approche permet de rejouer de manie`re plus re´aliste des e´ve´nements de
crues et de donner une description plus fiable (au sens moins incertaine) d’un e´tat hydrau-
lique initial pour la pre´vision. Une deuxie`me approche propose de coupler les mode`les 1D
et 2D afin de de´crire de manie`re cohe´rente, dans l’espace et dans le temps, la dynamique
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de l’e´coulement. On de´montrera ici que la combinaison de l’assimilation de donne´es et du
couplage de mode`les multi-dimensionnels permet d’ame´liorer la mode´lisation de l’Adour
maritime, site d’inteˆret pour le SPC GAD (Gironde-Adour-Dordogne).
Les de´veloppements et re´sultats majeurs obtenus au cours de ce travail de the`se se
re´sument de la sorte :
• un premier axe de travail qui porte sur l’assimilation de donne´es pour la pre´vision des
crues en temps re´el. Le fil rouge de cette partie re´side dans les fonctions de covariance
d’erreur sur l’e´tat du mode`le. Ces fonctions sont tre`s importantes en assimilation de
donne´es car ce sont elles qui re´partissent sur le domaine l’information apporte´e en un
point par une observation. Nous nous sommes inte´resse´s en premier lieu a` l’application
sur un mode`le d’onde de crue avec ge´ome´trie simplifie´e (canal rectiligne a` fond plat
et pente constante) d’un algorithme d’assimilation de donne´es ensembliste : le filtre
de Kalman d’ensemble ou EnKF. On montre, sous certaines hypothe`ses, qu’on peut
simuler le comportement de cet algorithme par un algorithme d’assimilation au couˆt
de calcul plus faible. Celui-ci utilise au point d’observation une fonction de covariance
asyme´trique dont l’extension spatiale est plus importante a` l’amont qu’a` l’aval. On
justifie par la meˆme occasion la forme asyme´trique des fonctions de covariance au
cours de l’analyse d’assimilation. Dans un second temps nous nous sommes inte´resse´s
a` l’e´tude des fonctions de covariance sur un re´seau avec un mode`le Saint-Venant 1D et
une ge´ome´trie re´elle (le re´seau Adour maritime), ainsi qu’a` l’applicabilite´ de l’EnKF
sur ce re´seau. Nous montrons les limitations de l’EnKF dans sa version classique et
montrons les avantages que l’on peut retirer des me´thodes d’estimation des covariances
d’erreur d’observation ainsi que des me´thodes d’inflation pour compenser les e´ventuels
proble`mes de sous-dispersivite´ de l’ensemble. Enfin nous montrons que l’e´tablissement
d’un syste`me de pre´visions probabilistes sur le re´seau Adour maritime de´pend fortement
de la connaissance que l’on a des forc¸ages ;
• un second axe de travail qui porte sur le couplage de mode`les hydrauliques 1D-2D. Sur
le re´seau Adour maritime deux mode`les hydrauliques ont e´te´ de´veloppe´s : un mode`le 1D
couvrant la portion maritime de l’Adour et un mode`le 2D localise´ autour de Bayonne
et de´veloppe´ pour comprendre le roˆle des plaines d’inondation dans cette zone. Deux
me´thodes de couplage ont e´te´ imple´mente´es dans cette the`se pour combiner ces deux
mode`les. Une premie`re, assez classique, que l’on de´signera par « couplage a` interfaces »
ou` le mode`le 1D est de´compose´ en 3 sous-mode`les 1D et ceux-ci sont couple´s au mode`le
2D au niveau des frontie`res liquides de celui-ci. Cette me´thode permet d’e´tablir la conti-
nuite´ des variables d’e´tat entre les mode`les mais avec un temps de calcul tre`s important.
Une seconde dite de couplage de « mode`les superpose´s » ou` le mode`le 1D est conserve´
en un seul morceau et superpose´ au mode`le 2D la` ou` les deux mode`les co-existent. Dans
ce cas, le mode`le 1D force le mode`le 2D et en retour celui-ci calcule lorsqu’il est en crue
les termes sources pour les e´quations de conservation de la masse et de conservation
de la quantite´ de mouvement mode´lisant les e´changes entre lit mineur et lit majeur.
Ne´anmoins, dans ce cas, la ge´ome´trie du mode`le 1D ainsi que ses coefficients de frot-
tement sont ajuste´s sur la zone de recouvrement de manie`re a` assurer une e´quivalence
grossie`re des relations hauteurs/de´bits entre les mode`les. Le fait que le mode`le 1D soit
conserve´ d’un seul tenant et que les relations hauteurs/de´bits entre les mode`les soient
e´quivalentes nous a permis finalement de combiner couplage de mode`les superpose´s et
assimilation de donne´es ensembliste.
5Ce me´moire de the`se s’articule en 3 parties qui regroupent au total 9 chapitres.
La premie`re partie inclut un unique chapitre dans lequel on pre´sente les enjeux de la
pre´vision des crues ainsi que certains de ses aspects les plus importants. Nous pre´sentons
succinctement la pre´vision des crues en France et en particulier le re´seau Adour maritime
sur lequel nous avons applique´ les me´thodes de´veloppe´es dans ce travail.
La deuxie`me partie est de´die´e a` la me´thodologie. Elle regroupe le chapitre 2 dans le-
quel on pre´sente les principales e´quations de l’hydrodynamique a` surface libre : Navier-
Stokes, Saint-Venant, mode`les d’onde de crue, ainsi que les principes de re´solution des
e´quations de Saint-Venant par les codes de calcul que nous avons utilise´s : Mascaret-1D et
Telemac-2D. Dans le chapitre 3 nous donnons une pre´sentation ge´ne´rale du vocabulaire
de l’assimilation de donne´es et des principales me´thodes existantes : me´thodes du type
interpolation stochastique (filtres de Kalman) et les me´thodes variationnelles (4D-Var
par exemple). Dans le chapitre 4 nous pre´sentons les principes de la pre´vision d’ensemble
ainsi que les proprie´te´s qu’un syste`me de pre´vision probabiliste doit ve´rifier. Enfin dans le
chapitre 5 nous pre´sentons les me´thodes de couplage utilise´es dans ce travail et illustrons
ces me´thodes avec quelques re´sultats tire´s de ces articles.
La troisie`me partie est de´die´e aux re´sultats. Celle-ci s’ouvre avec le chapitre 6 qui pre´sente
un e´tat de l’art des me´thodes d’assimilation de donne´es pour l’hydraulique fluviale et la
pre´vision des crues. Le chapitre 7 pre´sente la reproduction d’un article soumis a` la re-
vue « Journal of Hydrology » et portant sur l’e´mulation du filtre de Kalman d’ensemble
sur le mode`le d’onde de crue. Le chapitre 8 traite de l’applicabilite´ de l’EnKF sur le
re´seau Adour maritime (utilise´ en ope´rationnel par le SPC GAD) sur un mode`le Saint-
Venant avec une ge´ome´trie re´elle. Enfin dans le chapitre 9 nous pre´sentons l’application
des me´thodes de couplage, pre´sente´es au chapitre 5, entre le mode`le 2D de´veloppe´ sur
Bayonne et le mode`le 1D de´veloppe´ sur l’Adour maritime. Nous pre´sentons e´galement la
combinaison du couplage de mode`les superpose´s et de l’assimilation de donne´es ensem-
bliste avec le mode`le 1D.
Naturellement ce manuscrit se termine par une section de´die´e aux conclusions de ce
travail ou` nous e´voquons l’apport des me´thodes d’assimilation et de couplage de´veloppe´es
au cours de ce travail ainsi que les limitations de celles-ci. Nous terminons enfin sur les
perspectives a` donner a` cette e´tude, notamment des perspectives sur la mode´lisation
du re´seau hydraulique « Adour maritime » et les me´thodes de couplage a` de´velopper a`
l’avenir dans l’objecif d’une imple´mentation pour la pre´vision en temps re´el.
6 Introduction
Premie`re partie
Quelques mots sur la pre´vision des
crues
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Chapitre 1
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1.1 Le risque d’inondation
1.1.1 Quelques conside´rations sur le risque d’inondation
Le risque d’inondation est l’un des risques naturels les plus importants. Les chiffres que
nous citons dans ce paragraphe et le suivant sont tire´s de
[World Meteorological Organization, 2011]. Sur la pe´riode 1990-2001 celui-ci repre´sente
50% des de´sastres lie´s a` l’eau loin devant les e´pide´mies lie´es a` l’eau (28%) et les se´cheresses
(11%), figure 1.1. Les chiffres sont impressionnants et donnent la mesure de l’impact des
crues tant en termes de vies humaines que de couˆt e´conomique. Ainsi on estime que
les crues sont responsables de 15% des de´ce`s lie´s aux risques naturels et sur la pe´riode
1987-1997, 44% des de´sastres lie´s aux crues ont touche´ l’Asie emportant 228000 vies soit
93% de tous les de´ce`s lie´s aux crues a` travers le monde. Les pertes e´conomiques pour
cette re´gion du monde sur cette pe´riode s’e´le`vent a` 136 milliards USD. Pendant l’e´te´
2007 au Royaume-Uni les crues de nature pluviale ont cause´ des pertes s’e´levant a` 4
milliards de livre dont 3 milliards de pertes sur des biens assure´s. En 2009 le Bangladesh
Water Development estime le couˆt des dommages lie´s aux crues dans le secteur de l’eau
exclusivement a` 750 millions USD.
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Fig. 1.1 – Types de catastrophes naturelles lie´es a` l’eau sur la pe´riode 1990-2001.
Source : [World Meteorological Organization, 2011].
Le risque d’inondation est d’autant plus important que la proportion d’individus expose´s a`
ce risque est importante. Par exemple plus de 12% de la population de la Grande-Bretagne
et de l’Irlande du Nord vit dans des plaines d’inondations fluviales ou dans des zones
littorales expose´es au risque d’inondations coˆtie`res. Environ la moitie´ de la population
des Pays-Bas vit sous le niveau de la mer et en Hongrie c’est 25% de la population
qui vit dans les plaines d’inondation du Danube. De plus l’exposition des populations
est d’autant plus importante que le risque d’inondation est tre`s re´pandu. En effet les
populations montagneuses sont menace´es par le risque de crues e´clair, crues aggrave´es
en cas de fonte importante des neiges, tandis que les populations urbaines sont menace´es
par les pluies importantes de´passant les capacite´s d’e´vacuation des canaux et des e´gouts.
S’ajoutent a` cela les de´gaˆts que peuvent causer en zones urbaines le de´placement de
de´bris, de mate´riaux ou de ve´hicules. Les populations vivant dans les plaines d’inondation
des rivie`res sont bien e´videmment expose´es ainsi que les populations littorales ou` un
coefficient de mare´e important conjugue´ a` de forts vents peut re´sulter en des inondations
coˆtie`res. Selon leur implantation ge´ographique ces populations sont e´galement menace´es
par les inondations re´sultant de cyclones tropicaux ou encore par des tsunamis. Plus
rarement des inondations surviennent du fait d’ope´rations de re´gulation d’un ou plusieurs
ouvrages hydrauliques ou encore du fait de la ruptures d’un barrage. On estime que ce
sont 1,5 milliard d’individus qui ont e´te´ touche´s par les crues durant la dernie`re de´cennie
du 20e`me sie`cle.
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Le risque d’inondation est donc un risque naturel aux conse´quences potentiellement
de´vastatrices. Cela est d’autant plus pre´occupant que les e´ve`nements me´te´orologiques im-
portants du fait du changement climatique tendent a` rendre les inondations plus extreˆmes,
plus re´pandues et plus fre´quentes. Par conse´quent il est le´gitime de se demander si les
de´gaˆts lie´s aux crues et leur couˆt tant humain qu’e´conomique vont augmenter dans les
anne´es a` venir et dans quelle mesure [Coppola et al., 2014, Dumas et al., 2013]. Il n’est
certes pas possible de re´duire a` ze´ro le risque d’inondation ne´anmoins peut-on l’anticiper
de manie`re a` en atte´nuer les conse´quences. C’est l’un des buts de la pre´vision des crues
qui a plus globalement pour objet d’alerter le grand public et les autorite´s le plus toˆt
possible d’un risque de crue, de sa localisation ainsi que de son importance.
1.1.2 Ce qu’est une inondation et les diffe´rents types d’inonda-
tion
Pour e´tablir les de´finitions suivantes nous nous sommes base´s sur la de´finition qui en est
donne´e dans [World Meteorological Organization, 2011]. Dans la suite de ce travail nous
de´finirons :
• une crue comme e´tant la hausse du niveau d’un cours d’eau jusqu’a` un pic apre`s
lequel le niveau d’eau de´croit plus lentement qu’il n’est monte´ ;
• une inondation comme e´tant la submersion de zones qui ne sont habituellement pas
recouvertes d’eau.
On distingue selon leur origine diffe´rents types d’inondations :
• les crues e´clair : celles-ci se produisent le plus souvent dans les re´gions montagneuses
sujettes a` de fre´quents et se´ve`res e´pisodes orageux et sont souvent la conse´quence de
pluies a` la fois intenses et de courte dure´e. On peut e´voquer a` ce titre les e´pisodes
ce´venoles dans le Sud de la France ;
• les inondations fluviales : celles-ci se produisent lorsque l’e´coulement de´passe les
capacite´s de la rivie`re, de´borde par dessus les digues et se re´pand dans les plaines
d’inondations. C’est a` ce type d’inondations que nous nous inte´resserons plus parti-
culie`rement dans ce travail ;
• les inondations ponctuelles : ces inondations sont cause´es par des pluies pouvant
durer de plusieurs heures a` plusieurs jours sur un bassin versant et peuvent s’ave´rer tre`s
importantes. En ge´ne´ral ces pluies sont accompagne´es de situations me´te´orologiques
bien particulie`res avec des de´pressions et des tempeˆtes ;
• les inondations multiples : ces inondations sont le fruit d’importantes chutes de
pluie associe´es a` une succession d’e´pisodes me´te´o rapproche´s. On citera l’exemple des
inondations de la plaine indo-gange´tique cause´es par le passage d’une succession de
de´pressions provenant de la baie du Bengale et suivant plus ou moins le meˆme chemi-
nement ;
• les inondations saisonnie`res : ces inondations peuvent eˆtre la conse´quence de
pluies saisonnie`res comme c’est le cas par exemple dans les re´gions du monde affecte´es
par la mousson ; elles peuvent durer plusieurs semaines avec plusieurs pics de crue
durant l’e´ve`nement. Ces inondations peuvent e´galement eˆtre la conse´quence d’e´le´vation
du niveau d’eau dans des lacs en amont d’un bassin versant (exemple du Lac Victoria
et du fleuve Nil) ;
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• les inondations coˆtie`res : celles-ci re´sultent d’une surcote co¨ıncidant avec des vents
tre`s forts et un important coefficient de mare´e. La surcote elle-meˆme re´sultant de
l’e´le´vation du niveau de la mer duˆe a` la faible pression atmosphe´rique. Les tsunamis sont
aussi a` l’origine d’inondations coˆtie`res spectaculaires et particulie`rement destructrices ;
• les inondations estuariennes : comme leur de´nomination l’indique ces inondations
ont lieu dans les estuaires. L’interaction entre les hautes eaux fluviales et un haut
niveau de mare´e peut provoquer des inondations. Les inondations estuariennes sont
plus fre´quentes mais cependant moins importantes en termes de zone inonde´e que les
inondations lie´es a` la surcote ;
• les inondations urbaines : celles-ci ont lieu dans les zones urbanise´es lors d’e´ve`ne-
ments pluvieux importants re´sultant en des e´coulements de´passant les capacite´s des
syste`mes de drainage et d’e´coulement de la ville ;
• les inondations cause´es par la fonte des neiges : au printemps en altitude,
l’e´le´vation de la tempe´rature cause la fonte des neiges tombe´es pendant l’hiver. Si
celle-ci est rapide elle peut engendrer des crues se propageant en aval de la rivie`re. La
gravite´ de ces crues peut eˆtre aggrave´e si elles sont accompagne´es d’importantes chutes
de pluie et que le sous-sol demeure gele´ ;
• les inondations cause´es par un bouchon de glace : dans les re´gions subissant un
de´gel saisonnier des accumulations de glace faisant barrage peuvent se cre´er et former
des poches de re´tention. Lorsque le bouchon de glace se rompt sous la pression de l’eau
en amont il peut eˆtre a` l’origine d’une onde de crue (tout comme lors de la rupture d’un
barrage) se propageant en aval et causant des de´gaˆts importants. Mais ces phe´nome`nes
sont tre`s difficiles a` pre´voir.
Distinguer ces diffe´rents types de crue n’est pas sans inte´reˆt puisqu’elles permettent
d’orienter de la manie`re la plus pertinente la mise en place d’un syste`me d’alerte et
de pre´vision des crues adapte´ a` la zone conside´re´e.
1.2 Quelques aspects des services de pre´vision des
crues
Les services de pre´vision des crues ont pour roˆle d’informer le grand public ainsi que
la protection civile et les autorite´s concerne´es (pre´fets, maires...) de l’imminence d’un
e´pisode de crue ainsi que de son intensite´ et ce suffisamment a` l’avance de manie`re
a` ce que des mesures approprie´es puissent eˆtre prises. Pour assurer cette mission au
mieux les syste`mes de pre´vision des crues reposent sur trois composantes majeures que
nous abordons dans les grandes lignes ci-dessous : le re´seau d’observation et les donne´s
d’observation, les mode`les de pre´vision et un syste`me d’alerte et d’information.
1.2.1 Le re´seau d’observation et les donne´es d’observation
Ide´alement le re´seau d’observation est une combinaison de pluviome`tres et de station
d’observation des hauteurs d’eau (et e´ventuellement des de´bits) le long des cours d’eau aux
points d’inte´reˆt et te´le´transmettant en temps re´el ces donne´es au(x) centre(s) ope´rationnel(s)
de pre´vision.
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Le choix des sites ou` implanter des stations d’observation ou des pluviome`tres est guide´
par l’identification des zones a` risques. On reporte en figure 1.2 un tableau qui relie le
risque de crue au type de zone touche´e par la crue. Le risque lui-meˆme est fortement
corre´le´ au degre´ d’ame´nagement de la zone touche´e par la crue. Par exemple une zone
peu de´veloppe´e comme c¸a peut eˆtre le cas de certaines plaines d’inondation ou des foreˆts
peuvent pre´senter un risque faible. Au contraire des zones fortement urbanise´es avec des
infrastructures importantes et avec une grande densite´ de population pre´sentera un risque
tre`s fort. Ces zones peuvent ne´cessiter de prendre des actions cible´es comme la fermeture
de barrages, l’installation de protection d’appoint de´montables ou meˆme la pre´paration
pour l’e´vacuation.
Fig. 1.2 – Tableau des risques d’impact d’une crue en fonction de la zone conside´re´e.
Source : [World Meteorological Organization, 2011].
Le choix des sites ou` implanter des stations d’observation va e´galement fortement de´pendre
du temps de pre´vision dont on souhaite disposer en fonction des zones concerne´es par les
crues, dans les zones urbanise´es, notamment. En Angleterre ou` en ge´ne´ral le temps de
re´ponse d’un cours d’eau est assez court, l’agence pour l’environnement a fixe´ l’e´che´ance
minimale de pre´vision a` deux heures. Bien suˆr cette e´che´ance de pre´vision minimale n’est
pas ne´cessairement la meˆme a` travers tout le pays. Au contraire au Bangladesh ou` le
temps de re´ponse des cours d’eau est nettement plus long l’e´che´ance de pre´vision est
fixe´e a` 72h avec un rapport pe´riodique sur l’e´tat de la rivie`re en ge´ne´ral toutes les 3 a` 6h.
Enfin un autre facteur influenc¸ant le choix des sites pour les stations d’observation est
la configuration du cours d’eau. En effet il est ne´cessaire aux services de pre´vision de
pouvoir suivre l’e´volution de la crue tout au long de sa progression de l’amont vers l’aval.
A ce titre dans les re´seaux fluviaux importants concentrant de nombreux aﬄuents il est
ne´cessaire de ne pas ne´gliger les aﬄuents mineurs. Cela a pu eˆtre le cas notamment en
Europe centrale pendant les crues de 2002 ou` certains des de´gaˆts les plus importants
ont eu lieu dans des petits bassins versants ou` la dangerosite´ de la situtation n’a pas e´te´
identifie´e a` temps.
Aux donne´es collecte´es par les pluviome`tres il faut ajouter e´ventuellement les donne´es
transmises par des radars me´te´o ou des images satellites. Les radars me´te´os pre´sentent
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l’avantage e´vident par rapport aux pluviome`tres disse´mine´s sur un bassin versant de don-
ner une indication spatialise´e des pre´cipitations. Ne´anmoins en pratique il existe d’impor-
tantes limitations lie´es a` l’utilisation des radars, notamment la limitation de la porte´e de
ceux-ci, l’atte´nuation du signal ou encore la calibration. De plus le couˆt de la maintenance
de ces instruments est un obstacle important a` leur utilisation a` l’e´chelle nationale.
En plus des donne´es radar il faut conside´rer les donne´es satellitaires. Dans le cadre de
la pre´vision hydrologique celles-ci sont e´mises par des satellites ge´ostationnaires ou en
orbite polaire. Les capacite´s des satellites ge´ostationnaires s’accroissent continuellement
avec une mise a` jour rapide des donne´es observe´es de l’ordre de la demi-heure et une
re´solution spatiale allant en augmentant. L’efficacite´ des satellites a` orbite polaire est
quant a` elle limite´e par la fre´quence de passage au-dessus d’un lieu donne´. Ne´anmoins
la combinaison de donne´es de satellites ge´ostationnaires et de satellites a` orbite polaire
pourrait donner de tre`s bonnes estimations des chutes de pluie pour la pre´vision des
crues. Cela s’ave`rerait particulie`rement utile pour les cours d’eau non instrumente´s. Il
faut souligner qu’il existe aux Etats-Unis comme en Europe des missions satellitaires
charge´es d’estimer les pre´cipitations en temps re´el et mettant gratuitement a` disposition
de la communaute´ ces donne´es. On peut e´galement e´voquer la mission franco-ame´ricaine
SWOT (Surface Water and Ocean Topography) pour l’e´tude des surfaces d’eau oce´anique
et continentale. Cette mission aura pour objet de mesurer les hauteurs d’eau aussi bien des
surfaces continentales (fleuves, lacs, zones inonde´es) que des oce´ans avec une re´solution
spatiale de l’ordre de 50 a` 100 m et permettra, graˆce a` son altime`tre a` fauche´e, de couvrir
tous les lacs rivie`res, oce´ans... au moins deux fois tous les 21 jours.
Les donne´es collecte´es par les diffe´rents syste`mes d’observation sont ensuite te´le´trans-
mises aux centres ope´rationnels de pre´vision. Apre`s conversion au format ade´quat ces
donne´es sont utilise´es comme donne´es de forc¸ages pour les mode`les utilise´s pour la
pre´vision des crues. Ide´alement cette suite de mode`les est constitue´e de :
• d’un (ou plusieurs) mode`le pluie-de´bit qui calcule en fonction des pluies donne´es comme
forc¸age les de´bits re´sultant a` l’exutoire du bassin versant ;
• d’un mode`le de routage qui permet de suivre l’e´volution de l’onde de crue de l’amont
vers l’aval du cours d’eau.
Ces mode`les vont permettre d’e´tablir des pre´visions a` partir desquelles les syste`mes
d’alerte et d’information pourront eˆtre mis en place.
1.2.2 Les mode`les utilise´s dans le cadre de la pre´vision des crues
Les mode`les utilise´s dans le cadre de la pre´vision des crues vont de´pendre des phe´nome`-
nes que l’on souhaite mode´liser. Ainsi on distingue trois types de mode`les : les mode`les
me´te´orologiques dont il ne sera pas question ici et dont les sorties seront fournies par
les services concerne´s, les mode`les pluie-de´bit qui en fonction des pre´cipitations donne´es
en entre´e calculent les de´bits a` l’exutoire du bassin versant et les mode`les de´bit-de´bit
(ou mode`les de routage) qui permettent le suivi de l’onde de crues. Nous illustrons ces
diffe´rents mode`les ainsi que les e´che´ances de pre´vision relatives sur la figure 1.3.
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Fig. 1.3 – Les diffe´rents mode`le me´te´orologiques, pluie-de´bit et de´bit-de´bit et les
e´che´ances de pre´vision relatives. Source : [Moulin, 2007].
Les mode`les de´bit-de´bit
Les mode`les de´bit-de´bit sont utilise´s pour suivre et estimer l’e´volution d’une crue le
long d’un cours d’eau. [World Meteorological Organization, 2011] distingue deux types de
mode`les de routage : les mode`les hydrologiques et les mode`les hydrauliques. L’e´che´ance
de pre´vision de ces mode`les va, en fonction des dimensions du re´seau hydraulique, de
quelques heures a` quelques jours mais n’exce`de pas le temps de propagation du forc¸age
amont a` la limite aval du domaine.
Les mode`les hydrologiques sont principalement focalise´s sur la relation entre les hydro-
grammes amonts et des points le long du cours d’eau a` l’aval. Il existe une grande diversite´
de mode`les hydrologiques conc¸us pour le routage d’une crue, nous invitons le lecteur a`
se reporter a` la figure 1.4 pour voir les diffe´rents mode`les. Ici la de´nomination « mode`le
hydrologique » peut preˆter a` confusion puisque selon la communaute´ il peut s’agir des
mode`les pluie-de´bit.
Les mode`les hydrauliques vont quant a` eux du simple mode`le d’onde de crue aux mode`les
base´s sur la re´solution des e´quations de Saint-Venant et demandent une connaissance
assez avance´e de la bathyme´trie de la rivie`re et de la topographie des plaines d’inondation
attenantes ainsi que des coefficients de frottement a` appliquer. Il peut s’agir de mode`les
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1D ou 2D selon que l’e´coulement est uni-directionnel ou pas.
Parmi les mode`les hydrauliques les plus utilise´s on peut citer LISFLOOD-FP (voir
[Bates and De Roo, 2000, Durand et al., 2008]) qui mode´lise l’e´coulement dans le lit mi-
neur avec un mode`le d’onde de crues 1D et dans le lit majeur avec l’e´quation de Manning.
Le mode`le est discre´tise´ avec un raster de´rive´ d’un mode`le digital d’e´le´vation de terrain.
On peut citer d’autre part HEC-RAS (pour Hydrologic Engineering Center’s River Analy-
sis System), [Knebl et al., 2005] qui est un mode`le re´solvant les e´quations de Saint-Venant
dans lequel le domaine de calcul est de´compose´ en sections en travers. Ce principe re´git
plusieurs autres codes de calcul tels les codes Mike-11 [Thompson et al., 2004] mais aussi
Mascaret [Goutal and Maurel, 2002], voir section chapitre 2. Dans le cas des mode`les 2D
on citera notamment Telemac-2D [Hervouet, 2007] ou MIKE21 [Warren and Bach, 1992]
qui re´solvent les e´quations de Saint-Venant 2D avec un sche´ma diffe´rences finies (MIKE21)
ou un sche´ma e´le´ments finis ou volumes finis (Telemac-2D).
Fig. 1.4 – Les diffe´rents mode`les de routage. Source :
[World Meteorological Organization, 2011].
Les mode`les pluie-de´bit
Comme leur nom l’indique ces mode`les prennent en entre´e des pre´cipitations de pluie
ou de neige et calculent les de´bits qui en re´sultent. Ces mode`les vont du simple mode`le
empirique [Edijatno and Michel, 1989, Makhlouf, 1994] a` des mode`les distribue´s hybrides
physique/conceptuel. Les pre´cipitations en entre´e peuvent eˆtre des pluies observe´es avec
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des pluviome`tres ou avec des radars me´te´os ou encore des satellites. Mais ce peut eˆtre
e´galement des sorties de mode`les me´te´orologiques. La finesse des pre´visions de de´bits
de ces mode`les de´pendra fortement de leur re´solution spatiale. Les recherches actuelles
tendent a` affiner celle-ci en-dec¸a` de deux kilome`tres et elles tendent e´galement a` re-
pousser l’e´che´ance de pre´vision de ces mode`les pour passer de quelques jours a` 5 a` 10
jours. Il apparait alors clairement que la qualite´ des pre´visions fournies par ces mode`les
de´pend de la qualite´ des pre´cipitations donne´es et pre´vues en entre´e. Ne´anmoins des tech-
niques de correction en temps re´el des mode`les existent (voir [Tangara, 2005]), elles sont
base´es sur l’utilisation des de´bits observe´s jusqu’a` l’origine temporelle de la pre´vision
mais peuvent utiliser e´galement d’autres variables comme les pre´cipitations ou encore
l’e´vapotranspiration. La combinaison de ces mode`les avec des mode`les de´bit-de´bit per-
met de repousser l’e´che´ance de pre´vision au-dela` de l’e´che´ance de propagation de ces
derniers (voir figure 1.3).
Parmi les mode`les les plus utilise´s par la communaute´ on peut citer notamment HEC-
HMS (pour Hydrologic Engineering Center’s Hydrologic Modeling System),
[Knebl et al., 2005], de´veloppe´ par le corps des inge´nieurs de l’arme´e ame´ricaine. HEC-
HMS simule le processus de pluie-de´bit au niveau d’un bassin versant. La part de pluie
s’infiltrant dans le sol et la part de pluie en exce`s transforme´e en de´bit sont calcule´es a`
partir d’un ensemble d’e´quations empiriques et utilisent l’algorithme ModClark
[Bhattacharya et al., 2012]. On peut e´galement citer le logiciel GR4J [Sauquet et al., 2007]
qui utilise des donne´es de pluviome´trie et d’e´vapotranspiration sur tout le bassin pour
estimer les de´bits a` l’exutoire. Le calage des parame`tres se fait graˆce a` une proce´dure
automatique minimisant la diffe´rence entre les de´bits simule´s et les observations. On
peut citer enfin la chaine ISBA-MODCOU [Habets et al., 2008]. ISBA (Interaction Sol-
Biosphe`re-Atmosphe`re) simule l’ensemble des flux d’eau avec l’atmosphe`re (interception,
e´vaporation, transpiration) et avec le sol (ruissellement des pre´cipitations et drainage
dans le sol). MODCOU est un mode`le hydrologique distribue´, il utilise en entre´e le ruis-
sellement d’ISBA pour calculer l’e´volution des nappes et le de´bit des rivie`res.
Pour de´passer les limitations d’un seul mode`le pluie-de´bit, dont les performances sont
bonnes dans certains cas et moindres dans d’autres, il peut eˆtre avantageux d’utiliser
plusieurs mode`les dont les points faibles des uns sont contrebalance´s par les points forts
des autres. Les de´bits pre´vus seront alors l’agre´gation des de´bits pre´vus par les diffe´rents
mode`les. On peut e´galement e´tablir des pre´visions d’ensemble ou pre´visions probabilistes.
Celles-ci reposent sur la perturbation des conditions initiales ou des conditions aux limites
d’un meˆme mode`le selon des observations ou des lois de probabilite´. Elles permettent
d’estimer la de´pendance aux conditions initiales et/ou aux conditions aux limites (e´tudes
de sensibilite´s) ainsi que l’erreur sur l’e´tat du mode`le ou les incertitudes lie´es a` une
pre´vision mais aussi d’estimer la probabilite´ d’un e´ve`nement en conside´rant la fre´quence
relative de ses re´alisations [Gouweleeuw et al., 2005].
Les mode`les me´te´orologiques
On ne rentrera pas dans le de´tail des mode`les me´te´orologiques ici ne´anmoins nous te-
nons a` pre´ciser que leur utilisation peut s’ave´rer utile lorsque l’on souhaite e´tendre
l’e´che´ance de pre´vision au-dela` de celle donne´e par l’enchainement des mode`les pluie-
de´bit et de´bit-de´bit. Dans ce cas les pre´visions hydrologiques et hydrauliques sont base´es
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sur des pre´visions me´te´orologiques et peuvent par conse´quent eˆtre entache´es d’erreurs
importantes.
Les sources d’erreur dans les mode`les et l’assimilation de donne´es
Les mode`les de pre´vision sont entache´s d’erreurs. Celles-ci affectent toutes les facettes
des mode`les que ce soit le mode`le en lui-meˆme, les conditions initiales, les sorties... En
effet un mode`le, aussi sophistique´ soit-il, restera toujours une repre´sentation simplifie´e de
la re´alite´ et de fait sera toujours entache´ d’erreur. En ge´ne´ral l’erreur mode`le peut eˆtre
compense´e par une calibration des parame`tres mais alors ceux-ci peuvent avoir peu de
sens physique.
La calibration [Krause et al., 2005, Ba´rdossy, 2006] est une e´tape importante de la concep-
tion d’un mode`le, elle permet de re´duire l’erreur mode`le et les sources d’incertitude. La
calibration consiste a` ajuster les parame`tres du mode`le (par exemple les coefficients de
Strickler dans un mode`le hydraulique) de manie`re a` ce que celui-ci minimise l’erreur
par rapport aux observations. Ainsi le mode`le simule et pre´dit bien les e´ve`nements. En
ge´ne´ral pour cela on se base sur un jeu de crues de re´fe´rence et on cherche la valeur des
parame`tres qui minimise certains scores comme la « root mean square error » (RMSE) ou
le crite`re de Nash-Sutcliffe. La de´marche ici pourra eˆtre une simple me´thode d’essais et
d’erreurs ou une me´thode plus e´labore´e du type optimisation automatique de parame`tres.
Pour ce qui est de la validation d’un mode`le en mode pre´vision la communaute´ hydro-
logique se base sur les scores classiques (RMSE, calcul du biais...) comparant sorties du
mode`le et observations et utilise aussi de plus en plus les crite`res de´veloppe´s dans le cadre
de la me´te´orologie [Brier, 1950, Laio and Tamea, 2006]. Ceux-ci consistent a` calculer le
score de Brier, la mesure du taux de fausses alertes... et permettent d’e´valuer la per-
tinence d’un syste`me de pre´vision en comparaison de ce qu’il s’est vraiment passe´. Ils
peuvent constituer e´galement des outils de diagnostic des erreurs lie´es a` la mode´lisation
e´galement appele´es erreurs mode`le.
A l’erreur mode`le peut s’ajouter l’erreur sur les forc¸ages. Par exemple dans le cas d’un
mode`le hydraulique force´ par un mode`le pluie-de´bit l’erreur sur les forc¸ages re´sulte de
l’erreur de ce dernier. Parfois certains forc¸ages sont simplement inconnus. Reprenons
l’exemple d’un mode`le hydraulique, on suppose que dans la re´alite´ un aﬄuent non ins-
trumente´ vient se jeter dans le cours d’eau mode´lise´. Lors d’e´pisodes de crue importants
les hauteurs d’eau observe´es a` une station en aval de la confluence en question pourront
eˆtre tre`s diffe´rents de ceux calcule´s avec le mode`le du fait de cet apport late´ral non jauge´.
Pour les mode`les base´s sur une repre´sentation physique il faut conside´rer en plus les
erreurs relatives a` la ge´ome´trie de la zone e´tudie´e. Celles-ci peuvent eˆtre d’autant plus
importantes que les incertitudes sont fortes sur la zone e´tudie´e. En effet en pratique les
donne´es de bathyme´trie et de topographie pour mode´liser le lit d’une rivie`re ainsi que les
plaines d’inondation attenantes sont incomple`tes ou leur re´solution spatiale trop faible.
Une berge incorrectement mode´lise´e pourra se traduire en la submersion de zones dans
le mode`le la` ou` dans la re´alite´ les zones en question n’ont pas e´te´ submerge´es ce qui peut
s’ave´rer proble´matique dans les e´tudes prospectives.
L’erreur sur les conditions initiales peut affecter tous les types de mode`le. Dans le cas
des mode`les hydrodynamiques l’erreur sur la condition initiale persistera autant de temps
qu’il est ne´cessaire pour que la condition initiale soit e´vacue´e. Dans le cas des mode`les
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pluie-de´bit une erreur sur la condition initiale pourra se re´percuter jusqu’a` la fin de la
pe´riode de pre´vision qui peut eˆtre relativement longue. Comme on l’a vu pour ces mode`les
l’e´che´ance de pre´vision peut aller jusqu’a` plusieurs jours et cette erreur sera d’autant plus
proble´matique si le mode`le pluie-de´bit en question est combine´ a` l’aval a` un mode`le de
routage puisque cette erreur sera ensuite transfe´re´ de celui-ci a` celui-la`...
Les erreurs sur les observations tiennent elles aussi une place importante dans l’utilisation
des mode`les. En effet les observations en ce qu’elles peuvent servir comme donne´es de
forc¸ages pour les mode`les sont e´galement une source d’erreur. On estime par exemple
(voir [?]) que des pluies moyenne´es spatialement peuvent avoir une erreur comprise entre
20 et 30 % tandis que les mesures de hauteurs d’eau et/ou de de´bit peuvent eˆtre biaise´es
ou affecte´es par un de´faut de l’instrument. D’autre part des observations fausses (du fait
d’erreur des instruments ou dans la chaine d’acquisition) peuvent biaiser la calibration
d’un mode`le ou encore conduire a` une mauvaise estimation des courbes de tarage.
Pour re´duire l’impact que les erreurs et les sources d’incertitudes ont sur les re´sultats des
mode`les on peut appliquer les techniques de l’assimilation de donne´es. Le lecteur inte´resse´
pourra se reporter au chapitre 3 pour une pre´sentation plus ge´ne´rale de l’assimilation de
donne´es. Pour un e´tat de l’art des techniques d’assimilation de donne´es applique´es a`
l’hydraulique fluviale nous invitons le lecteur a` se reporter a` la chapitre 6. Nous mention-
nerons simplement ici que les techniques d’assimilation de donne´es sont utilise´es dans la
pre´vision des crues en temps re´el pour combiner les donne´es d’observation aux mode`les
de pre´vision. Cela permet de corriger les variables d’e´tat ou les parame`tres du mode`le en
temps re´el afin d’ame´liorer les pre´visions.
1.2.3 Les alertes inondations et la transmission de l’information
Le but final d’un service de pre´vision des crues est d’alerter la communaute´ lorsqu’un
risque de crue se pre´sente, de manie`re a` ce que les actions approprie´es soient prises. Cela
consiste a` :
• informer le grand public du lieu et de l’heure de survenue de l’e´ve`nement ainsi que des
dommages e´ventuels aux infrastructures de manie`re a` ce que celui-ci puisse se pre´parer
au mieux. Cela peut consister en la mise en place de sacs de sable comme protections,
a` sure´lever les meubles, rester confine´ chez soi...
• informer les autorite´s (maires, pre´fets), les de´cideurs, les gestionnaires d’industries,
d’ouvrages hydro-e´lectriques...
• faire en sorte que les services d’urgence soient pre´pare´s lors de la survenue de l’e´ve`nement ;
• dans les cas les plus graves, pre´parer l’e´vacuation et appliquer les mesures d’urgence
ne´cessaires.
Plus les alertes sont e´mises de manie`re pre´coce plus on peut minimiser l’impact global de
la crue. Les e´che´ances de pre´vision de´pendent de plusieurs facteurs. Comme on l’a sou-
ligne´ plus haut l’e´che´ance de pre´vision va de´pendre du temps de re´ponse du cours d’eau.
Celle-ci sera d’autant plus courte que le temps de re´ponse du cours d’eau est faible. C’est
le cas par exemple des e´pisodes ce´venols dans le sud de la France qui donnent lieu a` des
crues e´clair de´vastatrices. Pour mieux les pre´voir une combinaison de mode`le hydrolo-
gique/hydraulique avec une proce´dure d’assimilation de donne´es ainsi que des abaques
de vigilance des crues ont e´te´ mis en place [Borrell Estupina et al., 2014]. Ide´alement
l’e´che´ance de pre´vision devrait eˆtre suffisamment longue pour que les mesures ne´cessaires
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de protection puissent eˆtre prises. De ce point de vue les pre´visions me´te´orologiques
peuvent fournir des informations importantes sur l’e´ventuelle survenue d’un e´pisode de
crue a` plus ou moins long terme (5 a` 10 jours). Naturellement plus la pre´vision me´te´o
sera e´mise a` court terme plus elle sera pre´cise et plus elle pourra assister les autorite´s
dans leurs prises de de´cisions. Ainsi meˆme des pre´visions e´mises a` e´che´ance de moins
d’une journe´e peuvent permettre de prendre des mesures pre´ventives de pre´paration a` la
crue. A plus courte e´che´ance les radars me´te´os peuvent fournir une information impor-
tante quant au de´veloppement et a` l’e´volution d’une zone d’intempe´ries. Les pre´visions
me´te´os sont combine´es a` des pre´visions hydrologiques de manie`re a` augmenter l’e´che´ance
de pre´vision. Ces pre´visions hydrologiques sont base´es sur la projection dans le futur,
graˆce a` des relations statistiques dans les cas les plus simples ou graˆce a` des mode`les
hydrauliques re´solvant les e´quations de Saint-Venant, d’un e´tat hydrologique observe´ a`
un instant donne´.
Les pre´visions sont ensuite compare´es aux seuils de vigilance afin de de´terminer quelles
actions sont a` prendre et si il y a lieu de donner l’alerte. En ge´ne´ral les seuils d’alerte sont
de deux types. On distingue d’une part les seuils lie´s aux quantite´s de pre´cipitations. On
distingue d’autre part les seuils relatifs aux niveaux d’eau. Par exemple si les hauteurs
d’eau mesure´es ou les variations de hauteurs d’eau de´passent un certain seuil par exemple
25 cm en une heure. Bien suˆr les diffe´rents seuils d’alerte diffe`reront selon les enjeux des
zones concerne´es, ils ne seront pas les meˆmes dans une zone re´sidentielle et dans une
plaine d’inondation ou` il n’y a aucune activite´ humaine. En ge´ne´ral les diffe´rents seuils
d’alerte sont de´finis en fonction du niveau de vigilance requis : vigilance crue, risque de
crue, risque de crue se´ve`re. Une illustration sche´matique de diffe´rents seuils d’alerte en
fonction de la hauteur d’eau est donne´e en figure 1.5.
Fig. 1.5 – Illustration de diffe´rents niveaux d’alerte en fonction du niveau d’eau.
Source : [World Meteorological Organization, 2011].
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Lorsqu’un niveau d’alerte est atteint l’information doit eˆtre diffuse´e et accessible au plus
grand nombre. De fait elle doit eˆtre e´mise dans un langage clair et pre´cis. Par exemple
les inondations qui se sont produites en Angleterre et au Pays de Galles en 1998 ont
donne´ lieu a` un rapport mettant en lumie`re le fait que les symboles alors utilise´s pour
repre´senter le degre´ de gravite´ des inondations avaient e´te´ mal compris par les gens qui
avaient rec¸u ces informations. Ces symboles ont depuis lors e´te´ remplace´s par d’autres
symboles montrant une petite maison plus ou moins submerge´e en fonction de la gravite´
potentielle de l’e´ve`nement. Ces symboles sont accompagne´s de brefs messages de´crivant
les enjeux de la crue du type de celui-ci :
« Severe flood warning : This is the warning issued when serious flooding
is expected and there is imminent danger to life and property. If your warning
is upgraded to this you should be prepared for your gas, electricity, water and
telephone supplies being lost. You’re advised to keep calm and reassure others,
and cooperate with the emergency services. »
De plus ces messsages ont donne´ lieu a` d’importantes campagnes d’information de
manie`re a` en instruire le plus efficacement le grand public. D’autre part l’utilisation d’In-
ternet et des nouvelles technologies de l’information peut s’ave´rer particulie`rement utile
pour la disse´mination de l’information. Ne´anmoins certaines cate´gories de la population
comme les plus pauvres ou les personnes aˆge´es peuvent ne pas avoir la meˆme facilite´
d’acce`s a` ces technologies. D’autant plus que lors d’e´pisodes de crues de´vastateurs les
moyens de communication peuvent eˆtre rendus inope´rants du fait des de´gaˆts occasionne´s.
Ainsi malgre´ l’apport des avance´es technologiquees il conviendrait de ne pas renoncer a`
des syste`mes d’alertes plus conventionnels comme des alarmes de crue.
Selon les moyens mis a` leur disposition et selon le degre´ de sophistication recherche´ les
services de pre´vision des crues peuvent e´tablir diffe´rents types d’alerte ou de pre´vision.
Cela va de´pendre fortement des enjeux locaux. Par exemple dans le cas d’un cours
d’eau qui n’est que tre`s peu sujet a` des e´pisodes d’inondation des mode`les hydrolo-
giques/hydrauliques ne seront pas ne´cessairement de´veloppe´s pour suivre l’e´volution des
crues. Celle-ci pourra eˆtre extrapole´e de manie`re statistique a` partir des donne´es d’ob-
servation et des archives hydrologiques dont on dispose sur le cours d’eau. Au degre´ de
sophistication au dessus le service de pre´vision des crues pourra e´mettre des cartes de
vigilance en fonction du risque de crue selon les tronc¸ons. C’est par exemple ce qui est
fait en France ou` une carte de vigilance est e´mise deux fois par jour en fonction du risque
d’inondation estime´ 24 heures a` l’avance sur chaque tronc¸on. Cette carte de vigilance
est accompagne´e d’un e´tat de la situation hydrologique sur le territoire ainsi que d’un
commentaire sur l’e´volution pre´vue de la situation. Aux Etats-Unis des bulletins d’infor-
mation pre´cisant la localisation et la nature du risque (crue e´clair sur tel cours d’eau)
accompagne´s d’informations de´crivant le phe´nome`ne et pre´cisant les risques associe´es sont
e´mis les services de pre´vision. Dans les cas les plus aboutis les services de pre´vision des
crues pourront accompagner ces informations de cartes de risque d’inondation montrant
les zones a` risque comme cela se fait par exemple en Angleterre.
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1.3 La pre´vision des crues en France
1.3.1 Les services de pre´vision des crues en France
En France c’est le re´seau pour la pre´vision des crues et l’hydrome´trie (le re´seau PC&H)
qui est en charge de la production et la diffusion de la vigilance crues et des pre´visions
associe´es, dispositif ope´rationnel depuis le mois de Juillet 2006. Cela s’est fait sous l’im-
pulsion du Ministe`re de l’e´cologie et du de´veloppement durable qui a souhaite´ concre´tiser
l’e´volution de l’annonce des crues vers la pre´vision des crues. Le re´seau PC&H regroupe le
service central d’hydrome´te´orologie et d’appui a` la pre´vision des inondations (SCHAPI)
cre´e´ en 2003, les services de pre´vision des crues (SPC), les unite´s d’hydrome´trie (UH) et
bientoˆt les cellules de veille hydrologique (CVH) en Corse et dans les DOM.
La vigilance crues permet de pre´venir les autorite´s et le public qu’il existe un risque
de crues a` e´che´ance de 24 heures, plus ou moins important selon la couleur de vigilance.
Il existe quatre couleurs repre´sentant les diffe´rents niveaux de vigilance allant de vert
(pas de vigilance particulie`re) a` rouge (risque de crue majeur) en passant par jaune et
orange. Ainsi la vigilance crue est-elle en cohe´rence avec la vigilance me´te´orologique mise
en place par Me´te´o-France depuis 2001, et qui couvre l’ensemble des risques d’origine
me´te´orologique, en les localisant par de´partement. Les deux vigilances permettent aux
autorite´s locales (notamment pre´fets et maires), ainsi qu’au public, de se mettre en situa-
tion de re´agir de manie`re approprie´e si le danger se pre´cise et de ge´rer la situation dans
les meilleures conditions.
Fig. 1.6 – Exemple de carte de vigilance e´mise par le SCHAPI le 17 Juin 2013 a` 16h.
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La vigilance crue localise le niveau de vigilance par tronc¸ons ou ensembles de cours
d’eau du re´seau hydrographique surveille´ par l’Etat (plus de 21000 km de cours d’eau
sur le territoire me´tropolitain continental) aux abords desquels se situent plus des trois
quarts des personnes habitant ou travaillant en zone inondable. Cela se mate´rialise par
l’e´mission bi-journalie`re de cartes de vigilance sur lesquelles sont reporte´es les niveaux de
vigilance pour la majorite´ des tronc¸ons et cours d’eau e´voque´s ci-dessus. Cette vigilance
est accompagne´e d’informations comple´mentaires :
• les niveaux d’eau et les de´bits des cours d’eau observe´s en temps re´el sur pre`s de
1500 points de mesure te´le´transmis, ainsi que leurs variations au cours des derniers
jours et des dernie`res heures ;
• des informations sur les e´volutions pre´vues de niveaux d’eau et de de´bit, de fac¸on de
plus en plus syste´matique et pour des e´che´ances pouvant aller au-dela` de 24 heures.
Ces informations sont centralise´es sur le site www.vigicrues.gouv.fr. Il permet de dif-
fuser directement cette information, qui est aussi relaye´e par Me´te´o-France dans le cadre
de la vigilance me´te´orologique au travers de deux volets : « pluie-inondation » et « inon-
dation (sans pluie simultane´e) », co-produits avec le SCHAPI.
En dehors de cette mission de vigilance le re´seau PC&H a aussi des activite´s scienti-
fiques et techniques comme le de´veloppement de nouveaux mode`les hydrologiques/hydrau-
liques pour la pre´vision des crues, une meilleure anticipation des crues soudaines et une
meilleure pre´vision des enveloppes de zones inonde´es potentielles. Elle assure e´galement
le maintien en service de la base nationale des donne´es hydrome´triques, Banque Hydro
(www.hydro.eaufrance.fr) ainsi que la mise a` disposition de ses donne´es, 365 jours par
an, avec un appui a` leur utilisation, pour l’ensemble du re´seau mais e´galement les ges-
tionnaires de la ressource en eau et des milieux aquatiques, les chercheurs et le grand
public.
Parmi les nombreux SPC franc¸ais nous avons collabore´ pendant ce travail avec le SPC
GAD (Gironde-Adour-Dordogne) et les me´thodes nume´riques que nous avons de´veloppe´es
ont e´te´ applique´es au re´seau hydraulique Adour maritime. C’est pourquoi dans la pro-
chaine section nous pre´sentons le bassin versant de l’Adour et et le re´seau hydraulique
Adour maritime.
1.3.2 Le bassin versant de l’Adour et le re´seau hydraulique
Adour maritime
Le bassin versant de l’Adour est situe´ dans le Sud-Ouest de la France et s’e´tend du
pie´mont pyre´ne´en a` la coˆte aquitaine. Sa zone de drainage couvre une surface de 16 890
km2 et recouvre les de´partements des Pyre´ne´es Atlantiques et des Landes. L’Adour prend
sa source dans les Pyre´ne´es a` l’altitude de 2600 m et se jette dans l’oce´an Atlantique 312
km a` l’aval, a` Bayonne. Le bassin versant de l’Adour est l’un des plus humides de France
du fait des fortes pre´cipitations dans sa partie amont. Le bassin versant de l’Adour se
de´compose en deux parties. La premie`re situe´e a` l’aval et sous influence maritime et la
seconde situe´e a` l’amont et qui est sous l’influence principalement des aﬄuents. L’Adour
a trois aﬄuents principaux (responsables de 65% du de´bit total a` Bayonne durant les
pe´riodes de fortes crues). On distingue d’un coˆte´ les Gave de Pau et d’Oloron drainant
respectivement une surface de 5226 km2 et 608 km2 et qui sont souvent affecte´s par des
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crues e´claires. Ils se rejoignent en amont de Peyrehorade pour former les Gaves Re´unis.
D’un autre coˆte´ on distingue la Nive drainant une surface de 980 km2 ; la Nive se jette
dans l’Adour au niveau de la ville de Bayonne. Une image repre´sentant le bassin de
l’Adour ainsi que ses aﬄuents est donne´e en figure 1.7.
Fig. 1.7 – Le bassin versant de l’Adour et les principaux aﬄuents de l’Adour.
Dans ce travail nous nous sommes inte´resse´s plus particulie`rement a` la partie sous
influence maritime de l’Adour. Cette zone a donne´ lieu a` un mode`le hydraulique 1D (uti-
lisant le code de calcul Mascaret) de´veloppe´ par le SCHAPI et le SPC GAD et s’intitulant
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« mode`le Adour maritime ». Une repre´sentation sche´matique de ce mode`le est donne´e en
figure 1.8. Celui-ci recouvre environ 160 km de cours d’eau et est compose´ de 7 biefs avec
3 confluences. Tout le mode`le Adour maritime est sous influence maritime a` l’exception
des portions situe´es a` l’amont des barrages situe´s sur les biefs 3, 6 et 7 et symbolise´s
sur la figure 1.8 par un trait noir. Les forc¸ages a` l’amont (aux stations de Dax, Orthez,
Escos et Cambo) sont donne´s par des hauteurs d’eau converties en de´bits graˆce a` des
courbes de tarage. Le forc¸age a` l’aval est donne´ par les hauteurs d’eau observe´es a` la
station de Convergent. On aurait pu e´galement prescrire des hauteurs d’eau a` l’amont et
des de´bits a` l’aval mais comme la station de Convergent est sous influence maritime on ne
dispose pas de courbes de tarage permettant de convertir des hauteurs d’eau en de´bits.
En ope´rationnel les hauteurs d’eau en pre´vision a` Convergent sont fournies par le SHOM
(Service Hydrographique et Oce´anographique de la Marine). On dispose sur ce re´seau de
5 stations d’observation de hauteur d’eau (et pas de de´bit) situe´es a` Peyrehorade, Urt,
Lesseps, Pont-Blanc et Villefranque.
Le re´seau hydraulique « Adour maritime » fait l’objet d’importants travaux de re-
cherches oriente´s vers l’ope´rationnel et dont ce travail de the`se est l’une des facettes.
Ces travaux ont pris la forme de collaborations formalise´es a` travers des conventions
entre le CERFACS et le SCHAPI. Un des aboutissements de cette collaboration a e´te´ le
de´veloppement et la mise en place a` l’ope´rationnel sur ce re´seau et sur le re´seau hydrau-
lique Marne amont [Ricci et al., 2011] d’un algorithme d’assimilation de donne´es permet-
tant la correction en temps re´el des forc¸ages amonts ainsi que de l’e´tat hydraulique du
cours d’eau ame´liorant les pre´visions a` moyen terme (6h-12h). Ce re´sultat est inte´ressant
car il permet d’ame´liorer les pre´visions au-dela` de l’e´che´ance e´gale au temps ne´cessaire
au forc¸age amont pour se propager jusqu’a` la station ou` l’on effectue la pre´vision, ce qui
est une des limitations des mode`les hydrauliques [Matgen et al., 2010].
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Fig. 1.8 – Repre´sentation sche´matique du re´seau hydraulique Adour maritime (en
noir) et de l’emprise relative du mode`le 2D (bleu cyan). Les e´toiles rouges repre´sentent
des stations d’observation de hauteur d’eau et les traits noirs sur les biefs 3, 6, 7 des
seuils hydrauliques. Les noms des cours d’eau en fonction des biefs sont les suivants :
biefs 1, 2 et 4, Adour ; bief 3, Nive ; bief 5, Gaves Re´unis ; bief 6, Gave d’Oloron, bief
7, Gave de Pau.
Sur la zone de Bayonne un mode`le 2D (utilisant le code de calcul Telemac-2D) a
e´galement e´te´ de´veloppe´ par le SCHAPI et le SPC GAD. Cette zone se de´compose en
deux parties bien identifie´es. On distingue d’une part le secteur urbain du centre ville avec
les quartiers du Petit Bayonne et Saint-Esprit qui pre´sentent des enjeux importants et qui
peuvent eˆtre touche´s lors des fortes crues de la Nive. On distingue d’autre part la zone de
la Plaine d’Ansot et la Barthes de Quartier Bas au sud de Bayonne qui peuvent jouer un
roˆle important de laminage des fortes crues de la Nive. Ainsi le mode`le 2D sur Bayonne
a-t-il e´te´ mis en place pour mode´liser les phe´nome`nes 2D (horizontaux) sur la zone qu’un
mode`le 1D ne peut par nature pas mode´liser. Cela permet de re´pre´senter les phe´nome`nes
2D au niveau de la confluence Nive/Adour, l’extension spatiale des inondations dans
le centre ville et dans la Plaine d’Ansot mais aussi de comprendre le remplissage et la
vidange de celle-ci. Une image du maillage de ce mode`le 2D est donne´e en figure 1.9.
L’emprise relative de celui-ci par rapport au mode`le 1D est donne´e en figure 1.8.
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Fig. 1.9 – Maillage du mode`le 2D sur la ville de Bayonne repe´re´ en syste`me Lambert
93 avec l’e´chelle du fond en cote marine (m). La Plaine d’Ansot et la Barthes de
Quartier Bas sont se´pare´es par l’autoroute A63 (que l’on devine en vert paˆle sur la
figure). Le mode`le est de´limite´ a` l’amont sur l’Adour par le pont de l’A63 et a` l’aval
par le pont de Lesseps.
Comme nous le verrons dans le chapitre 9, dans le cadre de cette the`se, le mode`le 2D a
e´te´ couple´ au mode`le 1D sur la zone de Bayonne de manie`re a` disposer sur l’ensemble de
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la zone Adour maritime/Bayonne d’un mode`le nume´rique complet re´pondant aux besoins
des services de pre´vision des crues.
Les e´pisodes de crue sur le re´seau Adour maritime peuvent prendre plusieurs formes,
on en distingue trois en particulier qui peuvent ne´anmoins se combiner au cours d’un
meˆme e´pisode (voir donne´es de forc¸age en annexe C) :
• crue e´clair sur les gaves de Pau et gave d’Oloron. Dans ce cas les stations d’Escos et
d’Orthez connaissent une forte monte´e des de´bits pouvant atteindre respectivement
1800 m3.s−1 et 1200 m3.s−1 suivie d’une crue presque aussi rapide. En ge´ne´ral les
forc¸ages a` ces deux stations sont fortement corre´le´es ;
• crue e´clair sur la Nive avec la` encore une forte augmentation des de´bits a` la sta-
tion de Cambo pouvant atteindre 600 m3.s−1. Ces crues de la Nive peuvent eˆtre
aggrave´es par un fort coefficient de mare´e. De plus, souvent (mais ce n’est pas tou-
jours le cas), les de´bits a` Cambo sont corre´le´s aux de´bits des stations d’Orthez et
Escos ;
• crue fluviale sur l’Adour avec une lente augmentation des de´bits au niveau de la
station de Dax suivie d’un plateau, le pic de crue, pouvant s’e´tendre sur plusieurs
jours suivie d’une lente de´crue.
On donne en figure 1.10 une illustration des forc¸ages a` l’amont du mode`le pour
l’e´pisode de Janvier 2014. Pour saisir l’ordre de grandeur de cet e´pisode il faut noter
qu’en ge´ne´ral les forc¸ages a` Dax, Orthez et Escos sont compris entre 50 et 100 m3.s−1
et ceux a` Cambo sont de l’ordre de 25 m3.s−1. Toutefois tous les e´pisodes de crue sur
l’Adour maritime n’ont pas cette violence.
Fig. 1.10 – Illustration des forc¸ages a` l’amont du mode`le Adour maritime, e´pisode
de Janvier 2014.
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Etant donne´ la nature campagnarde de la re´gion les crues sur l’Adour maritime
donnent lieu a` l’inondation des champs, des barthes et des plaines d’inondation a` proxi-
mite´ du cours d’eau. Voir a` ce titre les images fournies par le SPC GAD en annexe (A)
concernant la crue du 19 Juin 2013 a` Peyrehorade, les de´bits aux stations d’Orthez et
d’Escos avaient alors atteint entre 1000 et 1100 m3.s−1 chacun. Ne´anmoins les villes sur
le re´seau Adour maritime ne sont pas e´pargne´es et notamment la ville de Dax en cas de
fortes crues de l’Adour comme cela a e´te´ le cas par exemple en fe´vrier 1952 ou` les niveaux
d’eau avaient atteint 6,52 m (a` l’e´chelle) alors qu’en temps normal les hauteurs a` Dax
sont plus proches de 0 m ; voir la figure 1.11-(a) ou plus re´cemment en Janvier 2014, voir
la figure 1.11-(b). La ville de Bayonne quant a` elle peut eˆtre touche´e lors de crues de la
Nive, notamment sur les quais du quartier Petit Bayonne comme cela est illustre´ par la
figure 1.12-(a), ou sur les quais de l’Adour au niveau du quai de Lesseps, figure 1.12-(b).
(a)
(b)
Fig. 1.11 – (a) Photo ae´rienne de la crue de l’Adour a` Dax, Fe´vrier 1952. (b) Crue
de l’Adour a` Dax, Janvier 2014.
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(a)
(b)
Fig. 1.12 – Episodes de crue a` Bayonne, (a) quais de la Nive, quartier Saint-Esprit,
(b) quai de Lesseps.
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CHAPITRE 2. LES E´QUATIONS DE L’HYDRODYNAMIQUE A` SURFACE LIBRE
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2.1 Les e´quations de Navier-Stokes
Les e´quations de Navier-Stokes sont les e´quations de base de la me´canique des fluides.
Comme leur nom l’indique en partie, elles ont e´te´ e´tablies par le mathe´maticien Henri Na-
vier et le physicien Georges Gabriel Stokes. Elles sont couramment utilise´es en sciences, en
inge´nierie, en ae´rodynamique... pour mode´liser l’oce´an, l’atmosphe`re, l’e´coulement d’une
rivie`re, les e´coulements industriels... Elles sont compose´es de trois e´quations : une e´quation
de continuite´ ou e´quation de conservation de la masse, une e´quation de conservation de
la quantite´ de mouvement et une e´quation de conservation de l’e´nergie. Nous ne nous
inte´resserons pas dans ce travail a` cette dernie`re e´quation car les e´coulements que nous
conside´rons sont incompressibles et que nous ne nous inte´ressons pas a` leur tempe´rature.
Pour l’e´tablissement des e´quations de Navier-Stokes le lecteur inte´resse´ pourra se reporter
[?, ?].
2.1.1 Equation de conservation de la masse
Si l’on note ρ la masse volumique du fluide conside´re´ et ~U = (u, v, w) le vecteur
vitesse, alors la conservation de la masse d’un volume Ω de fluide que l’on suit dans son
mouvement peut se traduire mathe´matiquement par l’e´galite´ suivante :
d
dt
(∫
Ω
ρ dΩ
)
= 0 (2.1)
D’apre`s la re`gle de Leibnitz, le membre de gauche de l’e´galite´ (2.1) se de´compose en
l’inte´grale sur le volume Ω des variations de la masse volumique et le flux aux frontie`res
du volume Ω (note´es Γ), soit :
d
dt
(∫
Ω
ρ dΩ
)
=
∫
Ω
∂ρ
∂t
dΩ +
∫
Γ
ρ ~U · ~n dΓ (2.2)
ou` ~n est le vecteur normal exte´rieur a` Ω.
Or, d’apre`s la formule de Green-Ostrogradsky, le second terme du membre de droite
de l’e´galite´ (2.2) peut s’e´crire :∫
Γ
ρ ~U · ~n dΓ =
∫
Ω
div(ρ~U) dΩ (2.3)
Le volume de fluide Ω e´tant quelconque, on de´duit des e´galite´s (2.1), (2.2) et (2.3)
l’e´quation de conservation de la masse :
∂ρ
∂t
+ div(ρ~U) = 0 (2.4)
2.1.2 Equation de conservation de la quantite´ de mouvement
L’e´quation de conservation de la quantite´ de mouvement est de´rive´e du principe fon-
damental de la dynamique qui stipule que la somme ~F des forces s’exerc¸ant sur un solide
est e´gale au produit de l’acce´le´ration du solide et de sa masse m, soit : ~F = m
d~U
dt
. Dans
le cas d’un fluide ou` la masse est susceptible de varier il faut e´crire :
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~F =
d
dt
(∫
Ω
ρ~U dΩ
)
(2.5)
Comme pre´ce´demment, le terme de droite de l’e´quation (2.5) peut se de´composer en
une somme en utilisant la re`gle de Leibnitz :
d
dt
(∫
Ω
ρ~U dΩ
)
=
∫
Ω
∂(ρ~U)
∂t
dΩ +
∫
Γ
ρ~U ~U · ~n dΓ (2.6)
On peut re´e´crire le second terme du membre de droite de l’e´quation (2.6) :∫
Γ
ρ~U ~U · ~n dΓ =
∫
Ω
div(ρ~U ⊗ ~U) dΩ
ou` ⊗ de´signe le produit tensoriel de deux tenseurs d’ordre 1.
D’autre part, la somme des forces ~F s’appliquant au fluide peut se de´composer en
deux types de force :
• les forces volumiques
∫
Ω
ρ~f dΩ ou` ~f peut de´signer l’acce´le´ration de la pesanteur, la
force de Coriolis...
• les forces de surface
∫
Γ
~τ dΓ ou` ~τ de´signe les contraintes surfaciques.
Les contraintes surfaciques ~τ s’e´crivent sous la forme ~τ = σ.~n ou` σ est le tenseur
des contraintes. D’apre`s le the´ore`me de Green-Ostrogradsky les forces de surface peuvent
s’e´crire : ∫
Γ
~τ dΓ =
∫
Ω
div(σ) dΩ
On peut re´e´crire les e´quations de conservation de la quantite´ de mouvement :∫
Ω
∂(ρ~U)
∂t
+ div(ρ~U ⊗ ~U) dΩ =
∫
Ω
ρ~f dΩ +
∫
Ω
div(σ) dΩ
Le volume Ω e´tant quelconque, on en de´duit l’e´quation de conservation de la
quantite´ de mouvement :
∂(ρ~U)
∂t
+ div(ρ~U ⊗ ~U) = ρ~f + div(σ)
2.1.3 Cas d’un fluide newtonien et incompressible
Dans la suite nous supposerons que le fluide que l’on conside`re est newtonien et
incompressible. Dans ce cas le tenseur des contraintes s’e´crit sous la forme :
σ = −pId+ 2µD(~U) (2.7)
ou` p de´signe la pression exprime´e en Pascal, µ le coefficient de viscosite´ dynamique et
D(~U) le tenseur des taux de de´formation :
D(~U) =
1
2
(
∇~U +∇~UT
)
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D’autre part dans le cas incompressible l’e´quation (2.4) se re´duit a` :
div(~U) = 0
Ainsi les e´quations de Navier-Stokes dans le cas d’un fluide newtonien et incompres-
sible sont donne´es par le syste`me :
div(~U) = 0
∂~U
∂t
+ div(~U ⊗ ~U) = 1
ρ
div(σ) + ~f
(2.8)
On remarque que :
div(~U ⊗ ~U) =
(
~U · −−→grad
)
~U (2.9)
1
ρ
div(σ) = ν∆~U − 1
ρ
−−→
grad p (2.10)
ou` ν =
µ
ρ
est le coefficient de viscosite´ cine´matique (m2/s) et ou` l’ope´rateur diffe´rentiel
~U · −−→grad est l’ope´rateur d’advection. Alors le syste`me (2.8) est e´quivalent au syte`me sui-
vant : 
div(~U) = 0
∂~U
∂t
+
(
~U · −−→grad
)
~U = ν∆~U − 1
ρ
−−→
grad p+ ~f
Si on note ~f = (fx, fy, fz), alors les e´quations de Navier-Stokes, dans le cas newtonien
et incompressible, peuvent s’e´crire en coordonne´es carte´siennes :
∂u
∂x
+
∂v
∂y
+
∂w
∂z
= 0
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
+ w
∂u
∂z
= ν∆u− 1
ρ
∂p
∂x
+ fx
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
+ w
∂v
∂z
= ν∆v − 1
ρ
∂p
∂y
+ fy
∂w
∂t
+ u
∂w
∂x
+ v
∂w
∂y
+ w
∂w
∂z
= ν∆w − 1
ρ
∂p
∂z
+ fz
(2.11)
2.1.4 Conditions aux limites
Nous nous plac¸ons dans ce travail dans le cas d’un fluide a` surface libre seulement
limite´ par cette surface et par le fond sur lequel il repose. Nous ne conside´rerons donc
pas le cas de frontie`res ouvertes ou de parois verticales.
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On conside`re dans un premier temps les conditions aux limites sur la surface libre
puis, dans un second, les conditions aux limites sur le fond.
Conditions aux limites sur la surface libre
On e´tablit tout d’abord la condition aux limites cine´matique au niveau de la surface
libre. Pour cela on conside`re une particule quelconque de fluide a` la surface libre de Ω de
coordonne´es (x, y, z) et on suppose qu’elle ve´rifie l’e´quation :
z = ψs(x, y, t) (2.12)
ou` ψs est une fonction continue. L’e´quation (2.12) rend impossible les configurations
de type de´ferlement.
Si Φ est de´finie par Φ(x, y, z, t) = z−ψs(x, y, t) la condition aux limites s’e´crit dΦ
dt
= 0
pour Φ = 0. Si on note ~Us = (u, v, w) le vecteur vitesse de la particule x alors on a
l’e´galite´ :
w − ∂ψs
∂t
− u∂ψs
∂x
− v∂ψs
∂y
= 0 (2.13)
L’e´quation (2.13) est e´quivalente a` l’e´quation suivante qui exprime la condition aux
limites cine´matique a` la surface libre du fluide :
∂ψs
∂t
− ~Us · ~ns = 0 (2.14)
ou` ~ns =
−−→
gradΦ est le vecteur normal (mais non norme´) exte´rieur a` la surface libre.
La condition aux limites dynamique (ou continuite´ des contraintes de surface)
s’exprime par la relation :
σ · ~ns = −pa~ns
ou` σ est le tenseur des contraintes turbulentes de´fini en (2.7) et ou` pa est la pression
atmosphe´rique.
Conditions aux limites sur le fond
Sur le fond, on conside`re que la composante verticale de la vitesse est nulle et on
impose les conditions aux limites :
w = 0 et
{
~ex · σ · ~ez = τx
~ey · σ · ~ez = τy pour z = ψf (x, y, t)
ou` ~τ = (τx, τy) repre´sente la contrainte de cisaillement exerce´e par le fluide sur la paroi
et ou` psif est une fonction continue.
Sur le fond on a une condition aux limites d’imperme´abilite´ du fond similaire a` celles
e´tablies pour la surface libre en (2.13) et (2.14) :
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w − ∂ψf
∂t
− u∂ψf
∂x
− v∂ψf
∂y
= 0 (2.15)
∂ψf
∂t
− ~Uf · ~nf = 0 (2.16)
ou` ~nf de´signe la normale exte´rieure au fond et ou` ~Uf de´signe les composantes hori-
zontales de la vitesse, i-e ~Uf = (u, v).
2.2 De´rivation des e´quations de Saint-Venant
Pour de´river les e´quations de Saint-Venant des e´quations de Navier-Stokes nous al-
lons adimensionnaliser le syste`me d’e´quations (2.11). L’adimensionnalisation du syste`me
(2.11) permet d’identifier les termes que l’on va pouvoir supprimer sous l’hypothe`se des
milieux peu profonds. En cela nous allons suivre la de´marche pre´sente´e dans [Thual, 2010].
Le lecteur inte´resse´ par une autre de´marche de de´rivation des e´quations de Saint-Venant
pourra e´galement se reporter a` [Hervouet, 2007, Perthame and Gerbeau, 2001].
2.2.1 Adimensionnalisation des e´quations de Navier-Stokes
Nous supposons que la seule force s’appliquant au fluide est la gravite´, autrement dit :
~f = (0, 0,−g), ou` g repre´sente l’acce´le´ration de la gravite´.
Nous de´finissons tout d’abord le rapport d’aspect ε comme e´tant le quotient des
grandeurs caracte´ristiques verticalesH0 et horizontales L0, soit : ε =
H0
L0
. Nous de´finissons
ensuite les variables et parame`tres sans dimension suivants :
(x, y) = L0(x
∗, y∗) z = H0z∗ t =
L0
U0
t∗
(u, v) = U0(u
∗, v∗) w = εU0w∗ p = ρgH0p∗
ou` U0 est une vitesse carate´ristique.
Alors on peut montrer que les e´quations de Navier-Stokes adimensionnalise´es s’e´crivent :

∂u∗
∂x∗
+
∂v∗
∂y∗
+
∂w∗
∂z∗
= 0
∂u∗
∂t∗
+ u∗
∂u∗
∂x∗
+ v∗
∂u∗
∂y∗
+ w∗
∂u∗
∂z∗
=
1
εRt
∆∗u∗ − 1
Fr2
∂p∗
∂x∗
∂v∗
∂t∗
+ u∗
∂v∗
∂x∗
+ v∗
∂v∗
∂y∗
+ w∗
∂v∗
∂z∗
=
1
εRt
∆∗v∗ − 1
Fr2
∂p∗
∂y∗
ε2
(
∂w∗
∂t∗
+ u∗
∂w∗
∂x∗
+ v∗
∂w∗
∂y∗
+ w∗
∂w∗
∂z∗
)
=
ε
Rt
∆∗w∗ − 1
Fr2
∂p∗
∂z∗
− 1
Fr2
(2.17)
2.2. DE´RIVATION DES E´QUATIONS DE SAINT-VENANT 39
ou` ∆∗ = ε2
(
∂2
∂x∗2
+
∂2
∂y∗2
)
+
∂2
∂z∗2
et ou` Rt =
H0U0
ν
et Fr =
U0√
gH0
sont les nombres
sans dimension de Reynolds et de Froude respectivement.
Conditions aux limites
A la surface libre, on peut montrer que la condition aux limites dynamique (ou conti-
nuite´ des contraintes de surface) se traduit par le syste`me :

1
Rt
∂u∗
∂z∗
+
ε
Fr2
(p∗ − p∗a)
∂ψ∗s
∂x∗
+
ε2
Rt
(
∂w∗
∂x∗
− 2∂u
∗
∂x∗
∂ψ∗s
∂x∗
− ∂ψ
∗
s
∂y∗
(
∂u∗
∂y∗
+
∂v∗
∂x∗
))
= 0
1
Rt
∂v∗
∂z∗
+
ε
Fr2
(p∗ − p∗a)
∂ψ∗s
∂y∗
+
ε2
Rt
(
∂w∗
∂y∗
− 2∂v
∗
∂y∗
∂ψ∗s
∂y∗
− ∂ψ
∗
s
∂x∗
(
∂u∗
∂y∗
+
∂v∗
∂x∗
))
= 0
− 1
Fr2
(p∗ − p∗a) +
ε
Rt
(
2
∂w∗
∂z∗
− ∂ψ
∗
s
∂x∗
∂u∗
∂z∗
− ∂ψ
∗
s
∂y∗
∂v∗
∂z∗
)
− ε
3
Rt
(
∂ψ∗s
∂x∗
∂w∗
∂x∗
+
∂ψ∗s
∂y∗
∂w∗
∂y∗
)
= 0
(2.18)
La condition aux limites cine´matique adimensionne´e s’e´crit :
w∗ − ∂ψ
∗
s
∂t∗
− u∗∂ψ
∗
s
∂x∗
− v∗∂ψ
∗
s
∂y∗
= 0 pour z∗ = ψ∗s(x
∗, y∗, t∗) (2.19)
La condition d’imperme´abilite´ sur le fond s’e´crit :
w∗ − ∂ψ
∗
f
∂t∗
− u∗∂ψ
∗
f
∂x∗
− v∗∂ψ
∗
f
∂y∗
= 0 pour z∗ = ψ∗f (x
∗, y∗, t∗) (2.20)
La contrainte de cisaillement s’e´crit :
∂u∗
∂z∗
+ ε2
∂w∗
∂x∗
=
Rt
Fr2
τ ∗x ,
∂v∗
∂z∗
+ ε2
∂w∗
∂y∗
=
Rt
Fr2
τ ∗y , pour z
∗ = ψ∗f (x
∗, y∗, t∗)
ou` on a choisi d’adimensionnaliser la contrainte de cisaillement ~τ par :
~τ = ρgH0~τ
∗
2.2.2 Passage a` la limite des milieux peu profonds
Dans le cas des milieux peu profonds le rapport d’aspect ε est tre`s faible, soit ε≪ 1.
On suppose ici que Fr = O(1) et
1
Rt
= O(ε). Les e´quations de Navier-Stokes adimen-
sionnalise´es donne´es par le syste`me (2.17) s’e´crivent alors :
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
∂u∗
∂x∗
+
∂v∗
∂y∗
+
∂w∗
∂z∗
= 0
ε
(
∂u∗
∂t∗
+ u∗
∂u∗
∂x∗
+ v∗
∂u∗
∂y∗
+ w∗
∂u∗
∂z∗
)
=
1
Rt
∂2u∗
∂z∗2
− ε
Fr2
∂p∗
∂x∗
ε
(
∂v∗
∂t∗
+ u∗
∂v∗
∂x∗
+ v∗
∂v∗
∂y∗
+ w∗
∂v∗
∂z∗
)
=
1
Rt
∂2v∗
∂z∗2
− ε
Fr2
∂p∗
∂y∗
0 = − 1
Fr2
∂p∗
∂z∗
− 1
Fr2
(2.21)
La continuite´ des contraintes de surface se re´duit aux conditions suivantes :
∂u∗
∂z∗
=
∂v∗
∂z∗
= 0, p∗ = p∗a, pour z
∗ = ψ∗s(x
∗, y∗, t∗) (2.22)
La contrainte de cisaillement sur le fond s’e´crit quant a` elle :
∂u∗
∂z∗
=
Rt
Fr2
τ ∗x ,
∂v∗
∂z∗
=
Rt
Fr2
τ ∗y pour z
∗ = ψ∗f (x
∗, y∗, t∗)
La condition aux limites cine´matique sur la surface libre et celle d’imperme´abilite´ sur
le fond restent identiques respectivement aux conditions donne´es en (2.19) et (2.20).
La dernie`re e´quation du syste`me (2.21) implique que la pression est hydrostatique. En
effet si l’on revient aux variables dimensionne´es on peut montrer que l’on a la relation :
p(x, y, z, t) = pa + ρg(ψs(x, y, t)− z) (2.23)
L’e´quation (2.23) nous permet de re´e´crire en variables dimensionne´es le syste`me (2.21)
et les conditions limites donne´es en (2.22) :
∂u
∂x
+
∂v
∂y
+
∂w
∂z
= 0
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
+ w
∂u
∂z
= ν
∂2u
∂z2
− g∂ψs
∂x
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
+ w
∂v
∂z
= ν
∂2v
∂z2
− g∂ψs
∂y
(2.24)
Les conditions aux limites sur la surface et sur le fond donne´es en (2.14) et (2.16)
restent identiques. La continuite´ des contraintes sur la surface libre s’e´crit :
∂u
∂z
=
∂v
∂z
= 0, p = pa, pour z = ψs(x, y, t)
Et la contrainte de cisaillement sur le fond s’e´crit :
ρν
∂u
∂z
= τx, ρν
∂v
∂z
= τy, pour z = ψf (x, y, t) (2.25)
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2.2.3 Equations de Saint-Venant
Pour de´river les e´quations de Saint-Venant du syste`me d’e´quations (2.24) il faut
inte´grer les e´quations selon la verticale. Pour cela, on de´finit les vitesses moyennes selon
la verticale U et V selon respectivement ~ex et ~ey comme e´tant :
U(x, y, t) =
1
h(x, y, t)
∫ ψs(x,y,t)
ψf (x,y,t)
u(x, y, t) dz
V (x, y, t) =
1
h(x, y, t)
∫ ψs(x,y,t)
ψf (x,y,t)
v(x, y, t) dz
ou` h(x, y, t) = (ψs − ψf )(x, y, t)
En inte´grant selon la verticale les e´quations du syste`me (2.24), on montre que les
variables h, u, v, U et V ve´rifient le syste`me d’e´quations suivant :

∂h
∂t
+
∂(hU)
∂x
+
∂(hV )
∂y
= 0
∂(hU)
∂t
+
∂
∂x
∫ ψs
ψf
u2 dz +
∂
∂y
∫ ψs
ψf
uv dz = −gh∂ψs
∂x
− ν ∂u
∂z
|z=ψf
∂(hU)
∂t
+
∂
∂x
∫ ψs
ψf
uv dz +
∂
∂y
∫ ψs
ψf
v2 dz = −gh∂ψs
∂y
− ν ∂v
∂z
|z=ψf
(2.26)
On souhaite e´crire le syste`me (2.26) seulement en fonction des champs h(x, y, t),
U(x, y, t) et V (x, y, t). Pour cela on re´e´crit les termes faisant intervenir une inte´grale
et, suivant [Thual, 2010], on utilise la mode´lisation suivante pour les termes inte´graux
(obtenue par analyse dimensionnelle) :
∫ ψs
ψf
u2 dz = αU2h,
∫ ψs
ψf
uv dz = αUV h,
∫ ψs
ψf
v2 dz = αV 2h (2.27)
[Thual, 2010] conside`re l’existence d’une couche limite sur le fond de sommet zlim(x, y, t).
L’e´coulement e´tant turbulent u(z) et v(z) sont quasiment constants sur une grande partie
de la couche limite et [Thual, 2010] suppose que α = 1.
D’autre part, d’apre`s (2.25), on peut e´crire : ν
∂u
∂z
|z=Ψf =
τx
ρ
et ν
∂v
∂z
|z=Ψf =
τy
ρ
. Or,
l’analyse dimensionnelle montre que ~τ est de la forme :
~τ = −1
2
ρCf (h)
√
U2 + V 2 ~Uh (2.28)
ou` ~Uh = (U, V ) et ou` le coefficient Cf est un coefficient de frottement sans dimension. Il
existe plusieurs mode´lisations de ce coefficient (formule de Che´zy, formule de Manning...).
En hydraulique a` surface libre on utilise souvent la formule de Strickler :
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Cf (h) =
2g
Ksh
1
3
(2.29)
ou` Ks est le nombre de Strickler. En utilisant les expressions donne´es en (2.27) ainsi
que les relations (2.25), (2.28) et (2.29) on peut re´e´crire le syste`me (2.26) sous la forme
suivante : 
∂(hU)
∂x
+
∂(hV )
∂y
+
∂h
∂t
= 0
∂(hU)
∂t
+
∂(hU2)
∂x
+
∂(hUV )
∂y
= −gh∂ψs
∂x
− ghSfx
∂(hV )
∂t
+
∂(hUV )
∂x
+
∂(hV 2)
∂y
= −gh∂ψs
∂y
− ghSfy
(2.30)
Le syste`me d’e´quations (2.30) est le syste`me des e´quations de Saint-Venant.
Dans le syste`me d’e´quations (2.30) les termes Sfx et Sfy repre´sentent les termes
de frottement et sont donne´s par les expressions suivantes :
Sfx =
1
K2s
U
√
U2+V 2
h
4
3
et Sfy =
1
K2s
V
√
U2+V 2
h
4
3
(2.31)
2.3 Les mode`les d’ondes de crues
Dans cette section on s’inte´resse au cas particulier des e´coulements mono-dimensionnels
dans un canal a` fond plat formant un angle γ avec l’horizontale, (voir figure 2.1). On
montre, que sous certaines hypothe`ses comple´mentaires, on peut de´river des e´quations
de Saint-Venant deux approximations line´aires que nous utiliserons dans le chapitre 7
portant sur l’e´mulation du filtre de Kalman d’ensemble sur un mode`le d’onde de crues.
Fig. 2.1 – Illustration d’un e´coulement mono-dimensionnel dans un canal a` fond plat
formant un angle γ avec l’horizontale. Source : [Thual, 2010].
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2.3.1 Le mode`le de l’approximation des ondes de crues
Dans le cas ou` la pente est forte et le frottement important on peut conside´rer le
mode`le de l’approximation des ondes de crues.
On conside`re que ε≪ 1, 1
Rt
= O(1), Fr2 = O(1) et tanγ = O(1). On peut montrer
dans ce cas particulier que les e´quations de Saint-Venant se re´duisent au syste`me suivant :
∂(hU)
∂x
+
∂h
∂t
= 0 et 0 = gI − g 1
K2s
U |U |
h
4
3
ou` I = sinγ.
Si l’on s’inte´resse a` des re´gimes ou` U ≥ 0 on peut montrer que pour des petites
perturbations (h˜, U˜) autour d’un e´tat d’e´quilibre (hn, Un) ve´rifiant la relation de Strickler :
U(h) = KsI
1
2h
2
3 (2.32)
on peut e´tablir l’approximation des ondes de crues :
∂h˜
∂t
+ 5Un
3
∂h˜
∂x
= 0 (2.33)
ou` (h˜, U˜) et (hn, Un) ve´rifient les relations : h = hn + h˜ et U = Un + U˜ .
L’e´quation (2.33) est une e´quation d’advection, autrement dit ce mode`le advecte sim-
plement de l’amont vers l’aval le signal impose´ a` l’amont du mode`le.
2.3.2 Le mode`le de l’approximation des ondes de crues diffu-
santes
Dans le cas ou` la frottement est important et la pente mode´re´e on peut conside´rer le
mode`le de l’approximation des ondes de crues diffusantes.
On conside`re que ε≪ 1, 1
Rt
= O(1), F r2 = O(ε) et tanγ = O(ε). On peut montrer
dans ce cas particulier que :
∂(hU)
∂x
+
∂h
∂t
= 0 et 0 = −g′∂h
∂x
+ gI − g 1
K2s
U |U |
h
4
3
ou` g′ = gcosγ.
Pour une perturbation (h˜, U˜) autour d’un e´tat d’e´quilibre (hn, Un) (ou` (hn, Un) ve´rifie
la relation de Strickler (2.32)) on peut e´tablir l’approximation des ondes de crues
diffusantes :
∂h˜
∂t
+ 5Un
3
∂h˜
∂x
= kn
∂2h˜
∂x2
(2.34)
ou` kn =
Unhn
2tanγ
.
L’e´quation (2.34) est une e´quation d’advection-diffusion ; ce mode`le va donc advecter
et diffuser le signal impose´ a` l’amont.
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2.4 Principe de re´solution des e´quations de Saint-
Venant avec le code Mascaret
La re´solution des e´quations de Saint-Venant par le code Mascaret de´veloppe´ par EDF
et le CEREMA est base´e sur la formulation de ces e´quations sous forme conservative
mono-dimensionnelle avec les variables de section mouille´e et de de´bit que nous pre´sentons
dans une premie`re partie. Dans une seconde partie nous pre´sentons dans les grandes
lignes les me´thodes nume´riques de´veloppe´es pour re´soudre ce syste`me d’e´quations dans
Mascaret.
Pour e´crire cette section nous nous sommes tre`s largement appuye´s sur [Goutal, 2014]
qui synthe´tise les principes et les me´thodes nume´riques de´veloppe´es dans Mascaret pour
la re´solution des e´quations de Saint-Venant. [Goutal, 2014] donne e´galement de nom-
breuses re´fe´rences qui ont servi au de´veloppement des me´thodes nume´riques utilise´es
dans Mascaret, le lecteur inte´resse´ pourra s’y reporter.
2.4.1 Forme conservative des e´quations de Saint-Venant 1D
On de´finit tout d’abord :
S(x, Z) =
∫ Z
Zf (x)
L(x, z) dz
ou` L est la largeur de la section en travers en x a` la cote z.
On de´finit la surface mouille´e S(x, t) et le de´bit Q(x, t) comme e´tant :
S(x, t) = S[x, Zs(x, t)]
Q(x, t) =
∫ Z(x,t)
Zf (x)
L(x, z)u(x, t) dz
ou` Zf (x) = miny ψf (x, y), Zs(x, t) = ψs(x, y, t).
Les e´quations de Saint-Venant 1D peuvent eˆtre de´rive´es du syste`me d’e´quations (2.30)
en moyennant celles-ci selon la largeur et en faisant l’hypothe`se que la vitesse transverse
est ne´gligeable par rapport a` la vitesse dans le sens de l’e´coulement [Decoene et al., 2009,
Goutal and Sainte-Marie, 2011] :
∂S
∂t
+
∂Q
∂x
= 0
∂Q
∂t
+
∂
∂x
(
β
Q2
S
)
+ gS
∂Zs
∂x
= −gSSf
ou` Sf est le frottement mode´lise´ par la formule de Strickler : Sf =
Q2
K2S2R
4/3
h
et ou` β
est un coefficient adimensionnel re´sultant des variations de la vitesse re´elle de l’e´coulement
en une section, β est donne´ par l’expression suivante :
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β(x, S) =
S
Q2
∫
S
V 2 dS
Dans le cas ou` le lit n’est pas compose´, i-e il n’est pas compose´ d’un lit mineur et d’un
lit majeur, nous pouvons prendre β = 1. Dans la suite nous ne conside´rerons que des lits
non compose´s.
Pour obtenir la forme conservative de ces e´quations il faut de´composer le terme
repre´sentant les forces de pesanteur et de pression en faisant apparaitre un terme de
pression [Goutal, 2014]. Alors les e´quations de Saint-Venant 1D sous forme conser-
vative peuvent s’e´crire :

∂S
∂t
+
∂Q
∂x
= 0
∂Q
∂t
+
∂
∂x
(
Q2
S
+ P
)
= g
∫ h
0
[
∂S(x, z)
∂x
]
z
dz − gS∂Zf
∂x
− gSSf
(2.35)
ou` h = Z − Zf , P =
∫ h
0
S(x, Z) dZ = P [x, S(x, t)].
Un syste`me d’e´quations conservatif s’e´crit sous la forme :
∂W
∂t
+ div [F (W )] = B(W ) (2.36)
ou` W est le vecteur d’e´tat, F (W ) est le flux et B(W ) est le terme source.
Le syste`me d’e´quations (2.35) est donc bien un syste`me conservatif avec :
W =
(
S
Q
)
F =
 QQ2
S
+ P

B =
 0
g
∫ h
0
[
∂S(x, Z)
∂x
]
z
dz − gS∂Zf
∂x
− gSSf

Nature du syste`me d’e´quations Saint-Venant conservatif
La matrice jacobienne de F ,
(
∂F
∂W
)
x
, dont l’expression est donne´e par :
(
∂F
∂W
)
x
=
 0 1
−Q
2
S2
+
(
∂P
∂S
)
x
2Q
S

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admet, si la hauteur d’eau est positive, deux valeurs propres re´elles distinctes λ+ et
λ− dont les expressions respectives sont donne´es par :
λ+ =
Q
S
+ c λ− =
Q
S
− c
avec c(x, t) = C[x, S(x, t)] et C(x, S) = ∂P
∂S
(x, S).
Les invariants de Riemann du syste`me sont :
R+ =
Q
S
+K R− =
Q
S
−K
ou` K =
∫ S
0
C(x, s)
s
ds
Si la solution est re´gulie`re, le syste`me (2.35) peut se re´e´crire sous la forme de deux
e´quations de convection des invariants de Riemann le long des courbes caracte´ristiques
et avec inte´gration des termes sources le long de ces courbes. Celles-ci sont de´finies par :
• la courbe caracte´ristique C+ de pente dx
dt
= λ+ ;
• la courbe caracte´ristique C− de pente dx
dt
= λ−.
Selon la pente de la caracte´ristique C− le re´gime d’e´coulement est fluvial ou torrentiel.
En effet dans le cas ou` elle est positive les courbes caracte´ristiques sont toutes les deux
oriente´es dans le sens des x croissant et l’e´coulement est torrentiel. Au contraire si la
pente de la caracte´ristique C− est ne´gative les courbes caracte´ristiques sont oriente´es,
relativement a` l’axe des x, dans des sens diffe´rents. Les courbes caracte´ristiques ainsi que
les invariants de Riemann vont trouver tout leur inte´reˆt pour de´finir les conditions aux
limites selon le re´gime d’e´coulement (voir section 2.4.2).
2.4.2 Re´solution nume´rique des e´quations de Saint-Venant avec
une me´thode volumes finis
Dans cette section, on expose tout d’abord la re´solution nume´rique du syste`me d’e´qua-
tions de Saint-Venant sous forme conservative pre´sente´ en (2.35) dans le cadre d’un bief
de ge´ome´trie quelconque mais sans lit compose´. On pre´sente ensuite, dans la perspective
d’une application a` une rivie`re re´elle avec confluence, le traitement des confluences dans
le code Mascaret.
Dans cette section on identifie la rivie`re a` un intervalle [a; b] et on conside`re celui-ci
comme e´tant l’union d’intervalles [xi;xi+1]. On note xi+1/2 le point milieu de cet intervalle.
Par la suite on s’inte´resse a` la re´solution nume´rique des e´quations de Saint-Venant avec
un sche´ma volumes finis sur des cellules du type
[
xi−1/2;xi+1/2
]
, celle-ci repose sur le
syste`me homoge`ne suivant :
W = (S,Q)
∂W
∂t
+
∂F (x,W )
∂x
= 0 (x, t) ∈ [a; b]× [0;T ]
(2.37)
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En recherchant la solution au syste`me (2.37) au temps tn+1, W
n+1
h , dans l’espace des
fonctions constantes sur chaque cellule on se rame`ne a` chaque interface entre deux cellules
a` un proble`me de Riemann :
∂Wh
∂t
+
∂F (xi+1/2,Wh)
∂x
= 0
W nh =
{
W ni si x < xi+1/2
W ni+1 si x > xi+1/2
(2.38)
La re´solution du syste`me (2.38) est base´e sur l’utilisation d’un solveur de Roe qui
postule l’existence d’une matrice A˜ telle que :
• F (Wg)− F (Wd) = A˜(Wg,Wd)(Wg −Wd) ;
• A˜(W,W ) = DF (W ) ;
ou` Wg et Wd sont respectivement les e´tats a` gauche et a` droite de l’interface et ou`
la matrice de Roe A˜(x,Wg,Wd) approxime
(
∂F
∂W
)
x
calcule´e en un e´tat moyen (u˜, c˜) et
de´finie par : (
∂F
∂W
)
x
=
(
0 1
−u˜2 + c˜ 2u˜
)
ou` u˜ =
ug
√
Sg + ud
√
Sd√
Sg +
√
Sd
, c˜ = c(S˜), u =
Q
S
et S˜ =
Sg
√
Sg + Sd
√
Sd√
Sg +
√
Sd
.
Le proble`me de Riemann (2.38) se rame`ne donc a` la re´solution a` chaque interface d’un
proble`me line´arise´ : 
∂W (x, t)
∂t
+ A˜(xi+1/2,Wg,Wd)
∂W (x, t)
∂x
= 0
W (x, tn) =
{
Wg si x < xi+1/2
Wd si x > xi+1/2
(2.39)
ou` A˜(xi+1/2,Wg,Wd) = A(xi+1/2,W ).
Les solutions du syste`me (2.39) sont donne´es par trois e´tats constants se´pare´s par les
caracte´ristiques λ1 et λ2 (on suppose λ1 < λ2) :
W
(x
t
,Wg,Wd
)
=

Wg =
∑
i=1,2 αig(Wg,Wd)ri(Wg,Wd) si
x
t
< λ1
Wm = α1d(Wg,Wd)r1(Wg,Wd) + α2g(Wg,Wd)r2(Wg,Wd) si λ1 <
x
t
< λ2
Wd =
∑
i=1,2 αid(Wg,Wd)ri(Wg,Wd) si
x
t
< λ1
ou` les ri sont les vecteurs propres a` droite associe´s a` la valeur propre λi et ou` les
caracte´ristiques λ1 et λ2 sont donne´es par les expressions :
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λ1(x, S,Q) =
Q
S
− c(x, S)
λ2(x, S,Q) =
Q
S
+ c(x, S)
c(x, S) =
∂P (x, S)
∂x
Maintenant que l’on dispose de l’expression des solutions au syste`me (2.39) on peut
donner l’expression du flux nume´rique de Roe. Si on note A la matrice jacobienne de F
diagonalisable dans la base de vecteurs propres X alors A s’e´crit XΛX−1. On note de
plus |Λ| la matrice diagonale de terme ge´ne´rique |Λi| et Λ+ et Λ− les matrices de´finies
par :
{
Λ+i,j = λ
+
i δi,j
Λ−i,j = λ
−
i δi,j
On de´finit de plus les matrices A+ = XΛ+X−1, A− = XΛ−X−1 et |A| = X|Λ|X−1.
Alors l’expression du flux nume´rique de Roe est donne´e par :
F (xi+1/2,Wg,Wd) =
1
2
(F (xi+1/2,Wg) + F (xi−1/2,Wd))
+
1
2
∣∣∣A˜(xi+1/2,Wg,Wd)∣∣∣ (Wd −Wg)
= F (xi+1/2,Wd)− A˜+(xi+1/2,Wg,Wd)(Wd −Wg)
= F (xi+1/2,Wd) + A˜
−(xi+1/2,Wg,Wd)(Wd −Wg)
(2.40)
L’expression (2.40) est une expression explicite du flux nume´rique, celle-ci donne de
bons re´sultats pour des e´coulements a` la fois instationnaires et fluviaux [Goutal, 2014].
Mais la contrainte sur le pas de temps peut eˆtre tre`s pe´nalisante dans le cas d’e´coulements
fluviaux. Pour lever cette contrainte le sche´ma volumes finis peut eˆtre implicite´ line´aire-
ment. Celui-ci s’e´crit (dans le cas d’un syste`me homoge`ne pour en simplifier l’e´criture) :
hi(W
n+1
i −W ni ) + ∆t
(
Fi+1/2(W
n+1
i ,W
n+1
i+1 )− Fi−1/2(W n+1i−1 ,W n+1i )
)
= 0
La fonction Fi+1/2 n’e´tant pas line´aire, on peut la line´ariser a` l’aide d’un de´veloppement
limite´. On se rame`ne alors a` re´soudre le syste`me line´aire suivant :
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1
2
[
∂F (Wi−1)
∂Wi−1
+
∣∣∣A˜(xi−1/2,Wi,Wi−1)∣∣∣] δWi−1
+
[
hi
∆t
+
1
2
∣∣∣A˜(xi+1/2,Wi,Wi+1)∣∣∣+ 1
2
∣∣∣A˜(xi−1/2,Wi,Wi−1)∣∣∣] δWi
1
2
[
∂F (Wi+1)
∂Wi+1
−
∣∣∣A˜(xi+1/2,Wi,Wi+1)∣∣∣] δWi+1
= −Fi+1/2(W
n
i ,W
n
i+1)− Fi−1/2(W ni ,W ni−1)
∆t
ou` : δWi = W
n+1
i −W ni .
Traitement nume´rique des conditions aux limites
Pour e´valuer les flux nume´riques il est ne´cessaire de connaitre a` chaque pas de temps
les valeurs des deux variables aux limites du domaine. Des cellules fictives sont intro-
duites aux limites du domaine et l’e´tat dans une cellule fictive est donne´ par la the´orie
des caracte´ristiques et les invariants de Riemann. Selon que l’on conside`re une cellule a`
l’amont ou a` l’aval du domaine et selon le re´gime de l’e´coulement l’utilisateur sera amene´
a` fournir une ou deux informations.
A l’amont du domaine :
• re´gime fluvial : l’utilisateur fournit le de´bit ou la cote et l’information manquante
vient de l’invariant de Riemann porte´ par la caracte´ristique sortante ;
• re´gime torrentiel : l’utilisateur fournit la cote et le de´bit, les deux caracte´ristiques
e´tant entrantes dans le domaine.
A l’aval du domaine :
• re´gime fluvial : l’utilisateur fournit le de´bit ou la cote ou une courbe de tarage et
l’information manquante vient de l’invariant de Riemann porte´ par la caracte´ristique
sortante ;
• re´gime torrentiel : l’utilisateur ne fournit aucune information car les deux ca-
racte´ristiques sont sortantes du domaine de calcul.
Prise en compte des termes sources
Les e´quations de Saint-Venant pre´sentent trois types de terme source distincts :
• les apports de de´bit : qa ;
• le terme source lie´ a` la ge´ome´trie : il contient les gradients de fond et les variations
de largeur ;
• le terme de frottement.
La mise sous forme conservative des e´quations de Saint-Venant (2.35) peut engendrer
la non pre´servation d’e´tats d’e´quilibre si le traitement des termes sources est mauvais.
Dans Mascaret, le traitement des termes sources pour une rivie`re re´elle est de´rive´ des
travaux de [Va´zquez-Cendo´n, 1999]. Si on note B(x,W ) le terme source et X(W˜ ) la base
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de vecteurs propres de la matrice de Roe line´arise´e A˜ alors la contribution des termes
sources dans le code Mascaret est e´value´e dans chaque cellule par les relations :
• a` gauche de l’interface, dans la moitie´ amont de la cellule i+1 :
∫ xi+1/2
xi
Φg(i, i+ 1) dx ;
• a` droite de l’interface, dans la moitie´ aval de la cellule i :
∫ xi+1
xi+1/2
Φd(i, i+ 1) dx.
ou` :

Φg(x, y, W˜ ) = 2X(W˜ )×
(
1
2
(I + |Λ(W˜ )|Λ−1(W˜ ))X−1(W˜ )B(x, y,W )
)
Φd(x, y, W˜ ) = 2X(W˜ )×
(
1
2
(I − |Λ(W˜ )|Λ−1(W˜ ))X−1(W˜ )B(x, y,W )
)
Cette me´thode permet de traiter les termes de gradient de fond et de variation de
largeur ainsi que la contribution du terme de frottement lorsque celle-ci est calcule´e de
manie`re explicite. Ne´anmoins comme il est indique´ dans [Goutal, 2014] le traitement
explicite du terme de frottement peut poser proble`me pour des faibles hauteurs d’eau
avec des petits coefficients de Strickler et mener a` des comportements nume´riques qui ne
sont pas physiques. Pour e´viter ce proble`me un traitement implicite de la contribution
du terme de frottement base´ sur la me´thode des caracte´ristiques [Paquier, 1995] existe et
a e´te´ imple´mente´ dans le code Mascaret.
Traitement des zones de confluence
Le traitement des zones de confluence dans le code Mascaret repose sur le fait que
localement au niveau des confluences l’e´coulement n’est plus mono-dimensionnel. Pour
traiter les zones de confluence des mode`les 2D ont e´te´ de´veloppe´s au niveau de ces zones
de confluence (figure 2.2-(a)). Ces mode`les sont couple´s a` des mode`les 1D de´crivant
l’e´coulement dans les biefs en amont et en aval de la confluence. Ce couplage se fait par
recouvrement des mode`les 1D et 2D comme cela est repre´sente´ sur la figure 2.2-(b).
Le principe de l’algorithme de couplage 1D-2D repose sur un sche´ma de Roe sur
chacun des sous-domaines 1D et 2D. Les e´tats dans les cellules 2D limites du mode`le 1D
(cellules A, B et C sur la figure 2.2-(b)) sont calcule´s avec le mode`le 2D : on conserve
la surface libre et on projette le de´bit selon la normale a` la frontie`re libre pour obtenir
la valeur 1D. De manie`re similaire les e´tats dans les cellules 1D limites du mode`le 2D
(cellules a, b et c sur la figure 2.2-(b)) sont calcule´s avec les mode`les 1D : on conserve la
surface libre et on suppose que le de´bit a la meˆme direction que la normale a` la frontie`re
libre.
Cet algorithme a e´te´ mis en place sur des ge´ome´tries simplifie´es avec des canaux
rectangulaires aussi bien que sur des ge´ome´tries re´elles. Dans le cas ou` l’on voudrait avoir
une re´solution plus fine de ce qui se passe dans la zone de confluence on peut avoir recours
a` des techniques plus e´labore´es du type couplage de mode`les 1D-2D ou` le mode`le 2D cette
fois-ci fournit une mode´lisation a` une re´solution plus fine et peut s’e´tendre bien au-dela`
de la simple confluence.
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(a) (b)
Fig. 2.2 – (a) Repre´sentation du mode`le 2D au niveau d’une confluence (b) Recou-
vrement des mode`les 1D et 2D au niveau de la confluence. Source : [Goutal, 2014].
2.5 Principe de re´solution des e´quations de Saint-
Venant avec le code Telemac-2D
Dans le cas du syste`me Telemac-2D c’est la me´thode de re´solution par e´le´ments finis
qui a e´te´ de´veloppe´e. Nous supposerons dans la suite que le lecteur est familier de cette
me´thode.
Pour des raisons algorithmiques Telemac-2D re´sout les e´quations de Saint-Venant
sous leur forme non-conservative. Si la me´thode des caracte´ristiques est choisie pour
traiter ces e´quations alors leur re´solution se fait en deux e´tapes : une premie`re dans
laquelle on traite les termes de convection des grandeurs physiques puis une seconde dans
laquelle on traite le reste des e´quations. Sinon, si la me´thode des caracte´ristiques n’est pas
retenue, les termes de transport sont traite´s dans la meˆme e´tape que le traitement de la
diffusion et des termes sources. Dans la suite nous pre´sentons pre´alablement la forme non-
conservative des e´quations de Saint-Venant utilise´e dans Telemac-2D avant de pre´senter
les me´thodes de re´solution de ces e´quations avec la me´thode e´le´ments finis. Pour cela
nous reproduisons dans les grandes lignes l’expose´ fait par Jean-Michel Hervouet dans
son livre [Hervouet, 2007].
2.5.1 Forme non-conservative des e´quations de Saint-Venant
Dans un souci de simplicite´ nous reprenons dans cette section les notations utilise´es
dans la section (2.1) lors de la pre´sentation des e´quations de Navier-Stokes et on note le
vecteur vitesse : ~U = (u, v).
La forme non-conservative des e´quations de Saint-Venant telle qu’utilise´e dans Telemac-
2D s’e´nonce ainsi :
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
∂h
∂t
+ ~U.
−−→
grad(h) + hdiv(~U) = Sce
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
= −g∂ψs
∂x
+ Fx +
1
h
div
(
hνe
−−→
grad(u)
)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
= −g∂ψs
∂y
+ Fy +
1
h
div
(
hνe
−−→
grad(v)
)
ou` νe est une diffusion qui prend en compte la viscosite´ turbulente et la dispersion,
ou` ~U = (u, v) et ou` ~F = (Fx, Fy) repre´sente la somme des forces et des termes sources
s’exerc¸ant sur le fluide et Sce les termes sources pour l’e´quation de conservation de la
masse.
2.5.2 La me´thode des pas fractionnaires
Cette me´thode n’est utilise´e que si la me´thode des caracte´ristiques est utilise´e pour
traiter l’e´tape de convection.
Si l’on conside`re une grandeur scalaire f , alors la discre´tisation de la de´rive´e temporelle
de cette grandeur selon un sche´ma diffe´rence finie peut s’e´crire sous la forme suivante :
∂f
∂t
=
fn+1 − fn
∆t
(2.41)
Il s’agit d’une discre´tisation en temps d’ordre 1. La me´thode des pas fractionnaires
consiste alors a` de´composer le terme de droite de l’e´quation (2.41) de manie`re a` calculer
d’abord les termes de transport :
f˜ − fn
∆t
+ termes transport = 0
puis les autres termes :
fn+1 − f˜
∆t
+ autres termes = 0
Dans l’e´tape de convection par la me´thode des caracte´ristiques on re´sout les e´quations
suivantes :
h˜− hn
∆t
+ ~U · −−→grad(h) = 0
u˜− un
∆t
+ ~U · −−→grad(u) = 0
v˜ − vn
∆t
+ ~U · −−→grad(v) = 0
Ce qui signifie que la de´rive´e lagrangienne des grandeurs h, u et v est nulle le long
des courbes caracte´ristiques et donc que ces grandeurs restent inchange´es le long de ces
courbes. On renvoie le lecteur a` [Hervouet, 2007] pour le de´tail du calcul des courbes
caracte´ristiques.
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2.5.3 Traitement de la propagation, de la diffusion et des termes
sources – Discre´tisation en temps et en espace
Discre´tisation en temps
Cas d’une e´tape de convection pre´alable
Dans ce cas le syste`me a` re´soudre est le suivant :
hn+1 − h˜
∆t
+ hdiv(~U) = Sce
un+1 − u˜
∆t
= −g∂ψs
∂x
+ Fx +
1
h
div
(
hνe
−−→
grad(u)
)
vn+1 − v˜
∆t
= −g∂ψs
∂y
+ Fy +
1
h
div
(
hνe
−−→
grad(v)
)
(2.42)
ou` h˜, u˜ et v˜ sont le re´sultat de la convection de h, u et v.
Cas sans e´tape de convection pre´alable
Dans ce cas le syste`me d’e´quations a` re´soudre est :
hn+1 − hn
∆t
+ ~U.
−−→
grad(h) + hdiv(~U) = Sce
un+1 − un
∆t
+ ~U.
−−→
grad(u) = −g∂ψs
∂x
+ Fx +
1
h
div
(
hνe
−−→
grad(u)
)
vn+1 − vn
∆t
+ ~U.
−−→
grad(v) = −g∂ψs
∂y
+ Fy +
1
h
div
(
hνe
−−→
grad(v)
)
(2.43)
Cependant dans chacun des deux syste`mes (2.42) et (2.43) persistent des termes h, u
et v dont il n’est pas pre´cise´ si ils sont pris au temps tn ou au temps tn+1. [Hervouet, 2007]
pre´cise que si l’on souhaite avoir un sche´ma d’ordre 2 en temps on pourrait e´crire par
exemple h =
hn+1 + hn
2
. Or il pre´cise que ces sche´mas ont tendance a` diverger et propose
de remplacer cette e´criture par une e´criture, pour une fonction scalaire f , du type :
f = θfn+1 + (1− θ)fn (2.44)
avec θ > 0.5 tout en restant proche de 0.5. L’e´criture (2.44) est appele´e un θ sche´ma.
En particulier lorsque θ vaut 0.5 on parle de sche´ma de Crank-Nicholson.
Sous-ite´rations
L’e´criture de f donne´e en (2.44) ne re´sout cependant pas tous les proble`mes et des
termes comme hdiv(~U) peuvent faire apparaitre le produit d’inconnues : hn+1~Un+1 qui
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rendrait le syste`me non line´aire et qui sans autre traitement serait donc impossible a`
re´soudre. On utilise ne´anmoins une formule assez similaire a` celle donne´e en (2.44) :
hdiv(~U) = hpropdiv
(
θu~U
n+1 + (1− θu)~Un
)
(2.45)
ou` θu est un coefficient d’implicitation des vitesses et hprop est la hauteur de propaga-
tion qui, si on veut avoir un proble`me line´aire, doit eˆtre e´gale a` hn. Ne´anmoins on peut
prendre une valeur plus proche de h =
hn+1 + hn
2
en re´solvant de manie`re ite´rative au
meˆme pas de temps :
hprop = θhh
′n+1 + (1− θh)hn
ou` θh est le coefficient d’implicitation de la hauteur et h
′n+1 est l’estimation courante
de hn+1.
De la meˆme manie`re les termes de convection ~U.
−−→
grad(f) lorsqu’ils ne sont pas traite´s
par la me´thode des caracte´ristiques sont e´crits sous la forme :
~U.
−−→
grad(f) = ~Uconv.
−−→
grad(θff
n+1 + (1− θf )fn) (2.46)
ou` ~Uconv = θu~U
′n+1 + (1− θu)~Un est la vitesse de convection et ~U ′n+1 est l’estimation
courante de ~Un+1.
Termes de diffusion
Les termes de diffusion sont quant a` eux semi-implicite´s sous la forme :
1
h
div
(
hνe
−−→
grad
(
θduu
n+1 + (1− θdu)un
))
(2.47)
Le coefficient θdu est un coefficient spe´cifique pour la diffusion et peut eˆtre choisi
diffe´rent de θu et ce afin d’avoir plus de liberte´ dans le choix des sche´mas nume´riques.
Formulation en accroissement pour la hauteur
La fonction repre´sentant la surface libre ψs est exprime´e en fonction de la cote du
fond ψf et de la hauteur h. Du fait de la semi-implicitation de h on e´crit :
−g−−→grad(ψs) = − g−−→grad
(
θhh
n+1 + (1− θh)hn + ψf
)
(2.48)
= − gθh−−→grad
(
hn+1 − hn)− g−−→grad(ψns ) (2.49)
ou` ψns = h
n + ψf . Au vu de l’expression (2.49) et de la discre´tisation en temps de
l’e´quation de continuite´ l’inconnue pour les hauteurs d’eau est δh = hn+1−hn et non pas
hn+1. Ce choix permet d’assurer naturellement la conservation de l’e´tat de repos pour un
fond irre´gulier.
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Les termes de frottement
Les termes de frottement, sauf dans le cas ou` ils sont line´aires, sont e´crits de manie`re a`
conserver une formulation line´aire et les produits u
√
u2 + v2 et v
√
u2 + v2 sont re´e´crits :
u
√
u2 + v2 ≈ un+1
√
(un)2 + (vn)2
v
√
u2 + v2 ≈ vn+1√(un)2 + (vn)2
Re´e´criture du syste`me d’e´quations
Le syste`me d’e´quations (2.43) avec les expressions (2.45), (2.46), (2.47) et (2.49)
s’e´crit :

hn+1 − hn
∆t
+ ~Uconv.
−−→
grad(h) + hpropdiv(~U) = Sce
un+1 − un
∆t
+ ~Uconv.
−−→
grad(u) = −gθh∂(h
n+1 − hn)
∂x
− g∂ψ
n
s
∂x
+ Fx +
1
h
div
(
hνe
−−→
grad(u)
)
vn+1 − vn
∆t
+ ~Uconv.
−−→
grad(v) = −gθh∂(h
n+1 − hn)
∂y
− g∂ψ
n
s
∂y
+ Fy +
1
h
div
(
hνe
−−→
grad(v)
)
(2.50)
ou` les variables h, u et v sans indice de temps de´signent les valeurs semi-implicite´es de
la hauteur et des composantes de la vitesse e´voque´es pre´ce´demment dans cette section.
Discre´tisation en espace
En vue de la re´solution du syste`me d’e´quations (2.50) les fonctions scalaires appa-
raissant dans ce syste`me seront par la suite discre´tise´es en espace. Nous donnons ici
le principe d’une telle de´composition pour une fonction scalaire f quelconque. Cette
de´composition est effectue´e aux points de discre´tisation (ou nœuds du maillage) selon
une base de fonctions Ψi :
f =
n∑
i=1
f iΨi
ou` les f i sont les valeurs de f aux points i et les Ψi sont des fonctions valant 1 au
point i et 0 aux autres points. Les valeurs de la fonction f a` l’inte´rieur d’un e´le´ment sont
interpole´es a` partir des valeurs de cette fonction aux nœuds de l’e´le´ment.
2.5.4 Formulation faible, approximation interne et mise sous
forme d’un syste`me line´aire
Pour re´soudre le syste`me des e´quations de Saint-Venant on va chercher a` discre´tiser
celui-ci et a` le mettre sous forme d’un syste`me line´aire que l’on sait re´soudre. Pour cela
on va, dans un premier temps, donner la formulation faible du proble`me. Celle-ci va nous
mener a` l’approximation interne qui consiste en la de´composition des fonctions inconnues
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suivant les bases ce qui va nous permettre de mettre le syste`me sous forme d’un syste`me
line´aire et ainsi de le re´soudre facilement.
Formulation faible
On conside`re la formulation forte d’un proble`me :
Trouver u de´finie sur Ω ve´rifiant R(u) = f en tout point de Ω (2.51)
ou` R est un ope´rateur diffe´rentiel et f une fonction de´finie sur un domaine ouvert Ω.
La formulation faible (ou formulation variationnelle) du proble`me (2.51) est la sui-
vante :
Trouver u de´finie sur Ω ve´rifiant
∫
Ω
R(u)v dΩ =
∫
Ω
fv dΩ pour toute fonction v de´finie sur Ω
(2.52)
En re`gle ge´ne´ral les fonctions v sont appele´es fonctions tests. Pour donner la for-
mulation faible du syste`me des e´quations de Saint-Venant on va multiplier chacune des
e´quations de ce syste`me par les fonctions tests et inte´grer sur le domaine Ω. Dans la suite
nous noterons :
• φh fonction test pour l’e´quation de conservation de la masse ;
• φu fonction test pour les deux e´quations de conservation de la quantite´ de mouve-
ment.
Ces fonctions apprtiennent respectivement aux espaces H10 (Ω) et L
2(Ω). L2(Ω) est
l’ensemble des fonctions de carre´ inte´grable sur Ω et H10 (Ω) est le sous-ensemble de L
2(Ω)
des fonctions dont la de´rive´e est de carre´ inte´grable sur Ω et qui s’annulent sur la frontie`re
de Ω.
On commence par l’e´quation de conservation de la quantite´ de mouvement :
∫
Ω
hn+1 − hn
∆t
φh dΩ+
∫
Ω
~Uconv.
−−→
grad(h)φh dΩ+
∫
Ω
hpropdiv(~U)φ
h dΩ =
∫
Ω
Sce φh dΩ (2.53)
Puis on fait la meˆme chose pour chacune des deux e´quations de conservation de la
quantite´ de mouvement :
∫
Ω
un+1 − un
∆t
φu dΩ +
∫
Ω
~Uconv.
−−→
grad(u)φu dΩ
= −
∫
Ω
gθh
∂(hn+1 − hn)
∂x
φu dΩ−
∫
Ω
g
∂ψns
∂x
φu dΩ
+
∫
Ω
Fxφ
u dΩ +
∫
Ω
1
h
div
(
hνe
−−→
grad(u)
)
φu dΩ
(2.54)
∫
Ω
vn+1 − vn
∆t
φu dΩ +
∫
Ω
~Uconv.
−−→
grad(v)φu dΩ
= −
∫
Ω
gθh
∂(hn+1 − hn)
∂y
φu dΩ−
∫
Ω
g
∂ψns
∂y
φu dΩ
+
∫
Ω
Fyφ
u dΩ +
∫
Ω
1
h
div
(
hνe
−−→
grad(v)
)
φu dΩ
(2.55)
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Dans l’e´quation de conservation de la masse le terme
∫
Ω
hpropdiv(~U)φ
h dΩ est inte´gre´
par parties et donne :∫
Ω
hpropdiv(~U)φ
h dΩ =
∫
Γ
hprop~U.~nφ
h dΓ−
∫
Ω
~U.
−−→
grad(hpropφ
h) dΩ (2.56)
D’autre part les termes de diffusion
∫
Ω
1
h
div
(
hνe
−−→
grad(v)
)
φu dΩ sont simplifie´s et
traite´s sous la forme : ∫
Ω
div
(
νe
−−→
grad(u)φu
)
dΩ (2.57)
Le terme (2.57) est lui-meˆme inte´gre´ par parties de manie`re a` faire disparaitre l’ope´rateur
div et aboutir par la suite a` une e´criture qui nous permettra d’e´crire ce terme comme
combinaison line´aire des fonctions inconnues :
∫
Ω
div
(
νe
−−→
grad(u)φu
)
dΩ =
∫
Γ
φuνe
−−→
grad(u).~n dΓ−
∫
Ω
νe
−−→
grad(u)
−−→
grad(φu) dΩ (2.58)
Les termes faisant apparaitre des inte´grales de bord dans les expressions (2.56) et
(2.58) sont les termes par lesquels sont traite´es les conditions aux limites dans la re´solution
du syste`me line´aire obtenu apre`s avoir e´tabli la formulation faible.
Approximation interne
L’approximation interne consiste a` e´crire les e´quations (2.53), (2.54) et (2.55) pour
des sous-espaces de H10 (Ω) et L
2(Ω) de dimension finie. Pour cela nous allons de´composer
les fonctions inconnues suivant les fonctions de base et utiliser les fonctions tests relatives
aux points du maillage. Dans la suite nous utiliserons donc les notations suivantes :
• Ψhi fonction de base relative au point i pour la hauteur ;
• φhi fonction test relative au point i pour l’e´quation de conservation de la masse ;
• Ψui fonction de base relative au point i pour les composantes de la vitesse ;
• φui fonction test relative au point i pour les deux e´quations de conservation de la
quantite´ de mouvement ;
• nph le nombre de fonctions de base portant la hauteur ;
• npu le nombre de fonctions de base portant la vitesse.
On e´crit les fonctions h, u et v suivant leurs bases respectives :
h =
nph∑
j=1
hjΨ
h
j u =
npu∑
j=1
ujΨ
u
j v =
npu∑
j=1
vjΨ
u
j (2.59)
On remplace alors dans les e´quations (2.53), (2.54) et (2.55), h, u et v par leurs
expressions respectives donne´es en (2.59).
Pour tout degre´ de liberte´ i = 1, . . . , nph l’e´quation de conservation de la masse
s’e´crit :
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nph∑
j=1
(
hn+1j − hnj
∆t
)∫
Ω
Ψhjφ
h
i dΩ +
nph∑
j=1
hj
∫
Ω
~Uconv
−−→
grad(Ψhj )φ
h
i dΩ
+
∫
Γ
hprop~U~nφ
h
i dΩ−
nph∑
j=1
~Uh,j
∫
Ω
Ψuj
−−→
grad(hpropφ
h
i ) dΩ
=
nph∑
j=1
∫
Ω
Ψhjφ
h
i dΩ
(2.60)
Pour tout degre´ de liberte´ i = 1, . . . , npu, la premie`re e´quation de conservation de la
quantite´ de mouvement s’e´crit :
npu∑
j=1
(
un+1j − unj
∆t
) ∫
Ω
Ψujφ
u
i dΩ +
npu∑
j=1
uj
∫
Ω
~Uconv
−−→
grad(Ψuj )φ
u
i dΩ
= −
nph∑
j=1
(hn+1j − hnj )
∫
Ω
θhg
∂Ψhj
∂x
φui dΩ−
∫
Ω
g
∂ψns
∂x
φui dΩ +
∫
Ω
Fxφ
u
i dΩ
+
∫
Γ
φui νe
−−→
grad(u).~n dΓ−
npu∑
j=1
uj
∫
Ω
νe
−−→
grad(Ψuj ).
−−→
grad(φui ) dΩ
(2.61)
Pour tout degre´ de liberte´ i = 1, . . . , npu, la seconde e´quation de conservation de la
quantite´ de mouvement s’e´crit :
npu∑
j=1
(
vn+1j − vnj
∆t
) ∫
Ω
Ψujφ
u
i dΩ +
npu∑
j=1
vj
∫
Ω
~Uconv
−−→
grad(Ψuj )φ
u
i dΩ
= −
nph∑
j=1
(hn+1j − hnj )
∫
Ω
θhg
∂Ψhj
∂y
φui dΩ−
∫
Ω
g
∂ψns
∂y
φui dΩ +
∫
Ω
Fyφ
u
i dΩ
+
∫
Γ
φui νe
−−→
grad(v).~n dΓ−
npu∑
j=1
vj
∫
Ω
νe
−−→
grad(Ψuj ).
−−→
grad(φui ) dΩ
(2.62)
Traitement des conditions aux limites
Des termes de bord apparaissent dans les e´quations (2.60), (2.61) et (2.62).
Le terme de bord apparaissant dans l’e´quation de conservation de la masse est :∫
Γ
hprop~U.~nφ
h
i dΓ (2.63)
Celui-ci correspond a` un flux a` travers une paroi. Dans notre cas toutes les parois sont
solides et alors le terme (2.63) est annule´. Toutes les parois e´tant solides nous ne nous
inte´resserons pas non plus au cas du traitement de frontie`res ouvertes.
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Les termes de bord apparaissant dans les e´quations de conservation de la quantite´ de
mouvement sont : ∫
Γ
φui νe
−−→
grad(u).~n dΓ (2.64)∫
Γ
φui νe
−−→
grad(v).~n dΓ
Or par de´finition :
−−→
grad(f).~n =
∂f
∂n
Ce terme est traite´ implicitement sous la forme :
∂ut
∂n
= aut
ou` ut de´signe la vitesse tangentielle, a = −(u
∗)2
unt νe
et u∗ =
√
Cf
2
(u2 + v2) et Cf est le
coefficient de frottement dont l’expression est donne´e en (2.29).
Le terme (2.64) s’e´crit alors : ∫
Γ
φui νeau dΓ
et il est traite´ implicitement.
Mise sous forme d’un syste`me line´aire
Du fait du traitement des conditions aux limites pre´sente´ ci-dessus les e´quations (2.53),
(2.54) et (2.55) peuvent eˆtre e´crites comme une combinaison line´aire des inconnues et
ainsi il est possible de mettre le syste`me constitue´ par ces trois e´quations sous forme
d’un syste`me line´aire AX = B. Nous ne rentrerons pas dans le de´tail des matrices blocs
formant les matrices A et B, le lecteur pourra se reporter a` [Hervouet, 2007].
Le syste`me line´aire AX = B est re´solu en utilisant un algorithme ite´ratif de type
gradient conjugue´.
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Chapitre 3
L’assimilation de donne´es
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3.1 Une introduction
Il peut eˆtre difficile de de´finir d’emble´e ce qu’est l’assimilation de donne´es. On peut
conside´rer qu’il s’agit de la science des compromis. Compromis entre un mode`le et des
donne´es d’observation. Le mode`le repre´sente un syste`me physique et e´ventuellement son
e´volution dans le temps. Cela peut eˆtre un mode`le d’e´coulement d’une rivie`re mode´lise´
par les e´quations de Saint-Venant, un mode`le oce´anographique ou me´te´orologique (do-
maines desquels est issue originellement l’assimilation de donne´es) ou encore un mode`le
agronomique, hydrologique... Cependant par nature ces mode`les ne sont pas exacts, du
fait de la discre´tisation du mode`le, de certaines hypothe`ses d’approximation, du fait de
certains parame`tres mal connus entrant en compte dans la mode´lisation. D’autre part
les observations repre´sentent les donne´es observe´es du syste`me. Elles peuvent eˆtre de
natures tre`s diffe´rentes : donne´es in situ, comme c’est par exemple le cas d’observations
de concentrations de certains e´le´ments chimiques dans l’air, donne´es radars ou encore
donne´es satellitaires. Ne´anmoins celles-ci, de manie`re analogue aux mode`les, peuvent eˆtre
entache´es d’erreurs. L’objet de l’assimilation est alors de combiner ces deux sources d’in-
formation en prenant en compte, si cela est possible, les incertitudes qui leurs sont lie´es
pour donner la meilleure estimation possible de l’e´tat du syste`me (en un sens que nous
pre´ciserons ulte´rieurement). Cela a notamment deux applications directes. Tout d’abord
la pre´vision, en effet donner la meilleure estimation possible de l’e´tat du syste`me permet
d’ame´liorer l’e´tat pre´vu du syste`me a` plus ou moins longue e´che´ance. D’autre part cela
permet la re´analyse des donne´es passe´es de manie`re a` donner la meilleure estimation de
la trajectoire d’un syste`me au cours du temps.
Parmi les grandes familles de me´thodes d’assimilation de donne´es on peut citer d’une
part les me´thodes base´es sur l’estimation stochastique comme le filtre de Kalman et les
me´thodes qui en de´rivent : filtre de Kalman e´tendu, filtre de Kalman d’ensemble... D’autre
part on peut citer les me´thodes variationnelles dans lesquelles la meilleure estimation de
l’e´tat du syste`me est obtenue en minimisant une certaine fonctionnelle. Ces deux types
de me´thodes ont ne´anmoins ceci de commun qu’elles peuvent eˆtre de´rive´es du filtrage
baye´sien selon que l’on cherche a` de´terminer l’espe´rance conditionnelle d’une variable
ale´atoire (cas des filtres de Kalman) ou son mode (assimilation variationnelle). Nous
reviendrons en de´tail sur chacune de ces familles plus loin dans ce manuscrit. Bien que
ces familles soient diffe´rentes il existe des ponts entre elles et elles ont notamment un
vocabulaire commun que nous pre´sentons dans la section suivante.
3.2 Le vocabulaire de l’assimilation de donne´es
On note tout d’abord x˜ l’e´tat re´el du syste`me physique que l’on conside`re a` un instant
donne´. Cet e´tat re´el est continu et a de fait un nombre infini de degre´s de liberte´. Il est
a` noter que cet e´tat re´el peut eˆtre multivarie´ et repre´senter par exemple la tempe´raure
et la salinite´ de l’oce´an a` un instant donne´ et en tout point. Les mode`les nume´riques qui
re´solvent les e´quations mode´lisant le syste`me physique conside´re´ dans un espace discre´tise´
ayant un nombre fini de points ont quant a` eux un nombre fini de degre´ de liberte´. On
appelle alors e´tat vrai et on note xt (t pour true) la projection de x˜ dans l’espace discre´tise´
du mode`le. Si on note Π cet ope´rateur de projection alors x˜ et xt sont lie´s par la relation :
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xt = Π(x˜)
On appelle vecteur d’e´tat et on note x le vecteur qui contient l’e´tat estime´ du syste`me
a` un instant donne´ dans l’espace du mode`le. Par exemple dans le cas des e´quations de
Saint-Venant le vecteur d’e´tat est constitue´ de la discre´tisation des hauteurs d’eau et des
de´bits sur le domaine.
On de´finit le vecteur de controˆle comme e´tant l’ensemble des variables d’inte´reˆt que
l’on cherche a` corriger avec l’assimilation de donne´es. Dans l’exemple pre´ce´dent des
e´quations de Saint-Venant le vecteur de controˆle peut eˆtre le vecteur d’e´tat. Mais on
pourrait e´galement chercher a` corriger le coefficient de Strickler avec l’assimilation de
donne´es. Plus ge´ne´ralement le vecteur de controˆle peut eˆtre constitue´ des variables d’e´tat,
ou des parame`tres du mode`le, des conditions limites...
Dans la suite on noteraM le mode`le nume´rique re´solvant les e´quations mathe´matiques
du syste`me physique que l’on conside`re. Celui-ci nous permet de de´crire l’e´volution tem-
porelle de l’e´tat du syste`me. Si on note xk et xk+1 l’estimation de l’e´tat du syste`me res-
pectivement aux temps tk et tk+1 alors en l’absence d’erreur mode`le (voir section 3.3.3)
ceux-ci sont relie´s par :
xk+1 =Mk,k+1(xk) (3.1)
ou`Mk,k+1 de´signe l’e´volution du mode`le entre les temps tk et tk+1.
On peut maintenant conside´rer les diffe´rents statuts du vecteur x :
• si x est l’e´tat estime´ du syste`me conse´cutif a` l’assimilation d’une donne´e d’obser-
vation on appellera celui-ci e´tat analyse´ et on le notera xa ;
• si x est une estimation a priori de l’e´tat du syste`me avant assimilation on appelle
x e´bauche et on le notera xb (b pour background). Celui-ci peut eˆtre obtenu comme
la propagation par le mode`le d’un e´tat analyse´ du temps tk au temps tk+1, soit :
xbk+1 =Mk,k+1(xak) ;
• si x est une estimation du syste`me obtenue par la propagation a` plus ou moins
longue e´che´ance par le mode`le d’un e´tat analyse´ alors on appellera x pre´vision et
on notera xf (f pour forecast).
3.3 La mode´lisation des erreurs et les matrices de
covariance d’erreur
Comme on l’a pre´cise´ dans l’introduction l’objet de l’assimilation est de combiner les
informations fournies par un mode`le et celles fournies par des observations en prenant
en compte les erreurs qui sont lie´es. Celles-ci occupent donc une place importante en
assimilation de donne´es. Nous donnons dans cette section la de´finition des diffe´rents types
d’erreur que nous pouvons rencontrer en assimilation de donne´es ainsi que la de´finition
des matrices de covariance d’erreur qui leurs sont associe´es et qui apparaissent dans les
diffe´rentes me´thodes d’assimilation.
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On de´finit tout d’abord les erreurs comme e´tant la diffe´rence entre la grandeur conside´-
re´e et l’e´tat vrai. Lui-meˆme e´tant inconnu et accessible de manie`re indirecte a` travers les
donne´es d’observation, elles-meˆmes entache´es d’erreur.
En ge´ne´ral on distingue trois types d’erreur lie´es aux mode`les nume´riques [Cohn, 1997] :
l’erreur lie´e a` l’e´tat du mode`le, l’erreur lie´e a` la mode´lisation du syste`me physique
(discre´tisation, choix des parame`tres...) et l’erreur de repre´sentativite´ du mode`le. Mais
avant de pre´senter les diffe´rents types d’erreur nous pre´sentons quelques remarques qui
nous seront utiles par la suite.
3.3.1 Remarques pre´liminaires sur les erreurs, les matrices de
covariance et de corre´lation d’erreur
Dans la suite de ce travail dans un souci de simplicite´ et sauf mention contraire on
conside´rera que les diffe´rentes erreurs rencontre´es suivent une loi normale de moyenne
nulle. C’est la raison pour laquelle dans les sections suivantes lorsque nous pre´senterons
les diffe´rents types d’erreurs nous ne nous inte´resserons qu’aux moments d’ordre 2 de ces
variables i-e les matrices de covariance.
Dans le cas d’un proble`me univarie´ ou` les composantes de l’erreur ε = (ε1, . . . , εN)
sont des variables ale´atoires inde´pendantes alors l’erreur admet comme matrice de cova-
riance une matrice diagonale avec sur celle-ci les variances relatives a` chaque composante
de l’erreur. Dans le cas ou` les composantes de l’erreur ne sont pas des variables ale´atoires
inde´pendantes celle-ci admet comme matrice de covariance d’erreur P :
P = E
[
εεT
]
=

E [ε1ε1] . . . E [ε1εN ]
...
. . .
...
E [εNε1] . . . E [εNεN ]

ou` E de´signe l’espe´rance mathe´matique.
Dans le cas d’un proble`me multivarie´ ou` les variables sont inde´pendantes alors la
matrice des covariances d’erreur se re´duit a` une matrice diagonale par blocs ou` chaque
bloc de´crit les covariances univarie´es propres a` chaque variable. Si les erreurs relatives
a` chacune des diffe´rentes variables ne sont pas inde´pendantes alors la matrice des cova-
riances d’erreur n’est pas diagonale par blocs. Dans ce cas les blocs diagonaux indiquent
toujours les covariances univarie´es tandis que les blocs extra-diagonaux repre´sentent les
covariances entre les erreurs relatives a` chaque variable. Supposons par exemple que l’on
a 3 variables a, b et c de vecteurs d’erreur respectifs εa, εb et εc, alors la matrice des
covariances d’erreur s’e´crit :
P = E
[
εεT
]
=
 P
a E
[
εaεb
]
E [εaεc]
E
[
εbεa
]
Pb E
[
εbεc
]
E [εcεa] E
[
εcεb
]
Pc

D’autre part si on a la connaissance des variances sur l’ensemble du domaine ainsi que
de la matrice des corre´lations d’erreur C alors la matrice des covariances d’erreur peut
se de´duire de la matrice des corre´lations d’erreur par la formule suivante :
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P = Σ1/2CΣT/2
ou` Σ est une matrice diagonale avec sur celle-ci les variances des erreurs. De manie`re
e´quivalente les corre´lations d’erreurs peuvent se de´duire des covariances d’erreur par la
relation :
C = Σ−1/2PΣ−T/2 (3.2)
Dans ce travail nous nous sommes inte´resse´s aux fonctions de covariances d’erreur
relatives a` certains points. Si on conside`re un point en particulier ces fonctions nous
inte´ressent car elles de´crivent les covariances entre l’erreur a` ce point et les erreurs aux
autres points du domaine mais aussi les erreurs relatives aux autres variables aux autres
points du domaine. Lorsque l’on connait les matrices de covariance d’erreur on connait
les fonctions de covariance, en effet celles-ci sont les colonnes et les lignes de la matrice :
la fonction de covariance relative au i-e`me point du domaine est contenue dans la i-e`me
colonne de la matrice P (mais aussi dans la i-e`me ligne puisque par construction P est
syme´trique). Ce fait a e´te´ pre´sente´ ici pour les matrices et fonctions de covariance mais
il reste valable pour les matrices et fonctions de corre´lation.
3.3.2 Les erreurs lie´es a` l’e´tat du mode`le
L’erreur lie´e a` l’e´tat du mode`le repre´sente la diffe´rence entre l’e´tat estime´ du mode`le x
et l’e´tat vrai. On de´finit ainsi, selon que l’on conside`re l’e´bauche, l’e´tat analyse´ ou pre´vu,
trois erreurs lie´es a` l’e´tat du mode`le.
Si on conside`re l’erreur d’e´bauche εb a` un temps donne´ on notera :
εb = xb − xt
Dans la foule´e on de´finit la matrice des covariance d’erreur d’e´bauche :
B = E
[
(εb − E[εb])(εb − E[εb])T ]
De manie`re analogue on note εa l’erreur d’analyse a` un temps donne´ :
εa = xa − xt
Et on de´finit la matrice des covariances d’erreur d’analyse :
A = E
[
(εa − E[εa])(εa − E[εa])T ]
Enfin on de´finit la matrice des covariances d’erreur de pre´vision :
εf = xf − xt
Et on de´finit la matrice des covariances d’erreur de pre´vision :
F = E
[
(εf − E[εf ])(εf − E[εf ])T ]
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3.3.3 Les erreurs lie´es a` la mode´lisation
On distingue ge´ne´ralement quatre grands types d’erreurs lie´es a` la mode´lisation :
• les erreurs lie´es a` certaines approximations physiques comme c’est par exemple dans
les e´quations de Saint-Venant qui sont de´rive´es des e´quations de Navier-Stokes sous
certaines hypothe`ses simplificatrices ;
• les erreurs lie´es aux choix de certains parame`tres. Un bon exemple de ce type d’erreur
re´side dans la mode´lisation hydraulique avec les e´quations de Saint-Venant dans les-
quelles le frottement peut eˆtre repre´sente´ avec un coefficient appele´ coefficient de Stri-
ckler. Dans le cas de la mode´lisation de l’e´coulement d’une rivie`re avec ces e´quations
il peut eˆtre difficile de donner avec pre´cision la valeur du coefficient de Strickler. En
re`gle ge´ne´rale celui-ci est cale´ par les mode´lisateurs sur une se´rie de crues de re´fe´rences.
Mais il peut e´galement eˆtre estime´ au mieux en utilisant l’assimilation de donne´es ;
• les erreurs lie´es a` la discre´tisation. Approcher un proble`me continu par un proble`me
discre´tise´ ame`ne ine´vitablement des erreurs. Celles-ci seront d’autant plus importantes
que la discre´tisation est laˆche ;
• les erreurs sur les forc¸ages. En effet ceux-ci peuvent eˆtre mal connus comme cela peut
eˆtre par exemple le cas avec un mode`le hydraulique ou` les apports late´raux non jauge´s
peuvent eˆtre tre`s importants lors des pics de crue mais qui ne sont pas pris en compte
dans la mode´lisation car on a a priori aucune information dessus.
Ces erreurs e´tant lie´es entre elles de manie`re indissociable on mode´lise les erreurs lie´es
a` la mode´lisation a` l’instant k comme une variable ale´atoire qk telle que :
qk = x
t
k −Mk−1,k(xtk−1)
De manie`re analogue a` ce que l’on a fait pre´ce´demment on de´finit la matrice des
covariances d’erreur de mode´lisation Q :
Qk = E
[
(qk − E[qk])(qk − E[qk])T
]
3.3.4 Les erreurs lie´es aux observations
Les erreurs lie´es aux observations sont de deux ordres. On distingue tout d’abord
les erreurs lie´es aux instruments de mesure. Ceux-ci sont par nature imparfaits et de fait
toute mesure (ou observation) est entache´e d’erreur. Si on note h l’ope´rateur de projection
de l’e´tat vrai continu x˜ dans l’espace des observations alors on de´finit l’erreur de mesure
comme e´tant la diffe´rence entre le vecteur des observations yo et h[x˜] soit :
εm = yo − h[x˜] (3.3)
En pratique, dans le cas des observations de hauteur d’eau d’une rivie`re, on peut
estimer de manie`re statistique l’erreur de mesure en faisant plusieurs releve´s dans lesquels
on compare la hauteur d’eau mesure´e par l’instrument de mesure et la hauteur d’eau
affiche´e a` l’e´chelle lorsqu’une station en est e´quipe´e.
On distingue d’autre part les erreurs de repre´sentativite´. Celles-ci sont lie´es a` la
mode´lisation du syste`me physique que l’on conside`re (en ce sens elles sont a` rappro-
cher des erreurs de mode´lisation). En effet si on note H l’ope´rateur d’observation discret
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qui est la projection dans l’espace des observations de l’e´tat vrai alors on de´finit l’erreur
de repre´sentativite´ εr comme e´tant la diffe´rence :
εr = h[x˜]−H(xt) (3.4)
εr = h[x˜]−H(Π[x˜]) (3.5)
En combinant (3.3) et (3.4) on peut e´crire :
εm + εr = yo −H(xt)
On de´finit alors l’erreur d’observation comme e´tant la somme des erreurs de mesure
et de repre´sentativite´, soit :
εo = εm + εr
Et on de´finit la matrice des covariances d’erreur d’observation :
R = E
[
(εo − E[εo])(εo − E[εo])T ]
Maintenant que nous avons de´fini les diffe´rents types d’erreur nous allons exposer dans
les grandes lignes les principes du filtrage baye´sien.
3.4 Filtrage baye´sien
Nous pre´sentons dans cette section les principes du filtrage baye´sien
[Doucet et al., 2000] a` partir duquel on va de´finir certains estimateurs qui sont a` l’origine
de la distinction entre les me´thodes variationnelles et les me´thodes base´es sur l’interpo-
lation stochastique.
3.4.1 Re`gle de Bayes
On conside`re deux variables ale´atoires x et y dont on suppose qu’elles admettent
chacune une densite´ de probabilite´ note´e respectivement : p(x) et p(y). On peut de´finir
les densite´s de probabilite´ conditionnelle p(x|y) et p(y|x) comme e´tant les quotients :
p(x|y) = p(x, y)
p(y)
(3.6)
p(y|x) = p(x, y)
p(x)
(3.7)
ou` p(x, y) de´signe la densite´ de probabilite´ conjointe des variables x et y. En combinant
les e´galite´s (3.6) et (3.7) on peut relier p(x|y) et p(y|x) :
p(x|y) = p(y|x)p(x)
p(y)
(3.8)
La relation (3.8) est appele´e re`gle de Bayes.
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3.4.2 Estimation optimale
On conside`re maintenant l’e´tat du mode`le x comme une variable ale´atoire de densite´
de probabilite´ p(x) dont on suppose qu’elle est connue et une observation y comme une
variable ale´atoire de densite´ de probabilite´ p(y). x et y sont lie´s par la relation :
y = H(x) + εo (3.9)
ou` εo est une variable ale´atoire mode´lisant les erreurs d’observation dont la densite´ de
probabilite´ est suppose´e connue.
On note tout d’abord que :
p(y) =
∫
p(x, y)dx =
∫
p(y|x)p(x)dx
Alors la re`gle de Bayes peut se re´e´crire :
p(x|y) = p(y|x)p(x)∫
p(y|x)p(x)dx (3.10)
Donc la densite´ conditionnelle p(x|y) est connue puisque p(x) est connue ainsi que
p(y|x) en vertu de la relation (3.9) et du fait que les densite´s de x et εo le sont. Ainsi
l’e´galite´ (3.10) permet de connaitre la densite´ conditionnelle p(x|y) et de donner une
estimation « optimale » de x connaissant une re´alisation de y. L’expression « estimation
optimale » est a` mettre en regard du crite`re d’optimalite´ choisi, il en existe plusieurs,
nous en pre´sentons ci-apre`s trois.
L’estimateur de variance minimum
L’estimateur de variance minimale est celui qui minimise la variance de l’e´tat analyse´
sachant y. On peut montrer que minimiser la variance de l’e´tat analyse´ sachant y est
e´quivalent a` re´soudre l’e´quation suivante :
∂J (xˆ)
∂xˆ
= 0
ou` J (xˆ) est donne´ par l’expression :
J (xˆ) =
∫
(x− xˆ)T (x− xˆ)p(x|y)dx
Or on peut montrer e´galement :
∂J (xˆ)
∂xˆ
= 2
∫
(x− xˆ)p(x|y)dx (3.11)
On de´duit alors de (3.11) que l’e´tat analyse´ minimisant la variance est donne´e par :
xa =
∫
xp(x|y)dx = E [x|y]
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L’estimateur du maximum a posteriori
L’estimateur du maximum a posteriori est l’e´tat le plus probable de x sachant y, il
maximise donc la densite´ conditionnelle p(x|y) et par suite ve´rifie la relation :
∂p(x|y)
∂x
= 0
Dans le cas ou` la densite´ de probabilite´ p(x|y) est gaussienne alors les estimateurs de
variance minimum et de maximum a posteriori sont e´quivalents.
L’estimateur du maximum de vraisemblance
L’estimateur du maximum de vraisemblance est l’e´tat le plus probable de y sachant
x, il maximise la densite´ conditionnelle p(y|x) et par suite ve´rifie la relation :
∂p(y|x)
∂x
= 0
Dans le cas ou` la densite´ de probabilite´ p(y|x) est gausienne alors les estimateurs de
variance minimum et de maximum de vraisemblance sont e´quivalents.
3.4.3 Formule de Bayes re´cursive ou filtre baye´sien
Les re´sultats expose´s a` la section (3.4.2) sont valables pour une seule observation.
Ne´anmoins ils peuvent eˆtre e´tendus au cas temporel [Doucet et al., 2000]. En effet on
conside`re une succession d’observations yo0, y
o
1, . . . , y
o
k prises aux temps t0, t1, . . . , tk res-
pectivement. On conside`re e´galement une succession d’e´tats du mode`le x0, x1, . . . , xk. On
suppose de plus que la de´pendance entre l’e´tat du mode`le xk au temps tk et les autres e´tats
du mode`les aux temps pre´ce´dents se limite a` l’e´tat du mode`le xk−1 au temps pre´ce´dent
tk−1 et on appelle loi de transition la densite´ conditionnelle p(xk|xk−1).
La formule de Bayes re´cursive se propose d’estimer de manie`re re´cursive, au fur
et a` mesure que des observations sont disponibles, les e´tats du mode`le xk. Pour cela
le filtre baye´sien se de´compose en deux e´tapes, une premie`re e´tape dite de pre´diction
dans laquelle on cherche a` de´terminer le filtre pre´dit c’est-a`-dire la densite´ conditionnelle
p(xk|yo0, . . . , yok−1). Or sous ces hypothe`ses on peut montrer que p(xk|yo0, . . . , yok−1) a pour
expression :
p(xk|yo0, . . . , yok−1) =
∫
p(xk|xk−1)p(xk−1|yo0, . . . , yok−1)dxk−1 (3.12)
Une seconde e´tape dite de correction dans laquelle on estime le filtre
p(xk|yo0, . . . , yok) a` partir du filtre pre´dit p(xk|yo0, . . . , yok−1) :
p(xk|yo0, . . . , yok) =
p(yk|xk)p(xk|yo0, . . . , yok−1)∫
p(yk|xk)p(xk|yo0, . . . , yok−1)dxk
(3.13)
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3.4.4 Conside´ration sur le filtrage baye´sien et le choix de l’es-
timateur optimal
Comme on vient de le voir le but du filtrage baye´sien est de calculer la densite´ de
probabilite´ de la variable x sachant y. Dans les faits il n’est pas toujours possible de
calculer la densite´ de p(x|y). C’est pourquoi en re`gle ge´ne´rale les me´thodes d’assimila-
tion de donne´es ne s’inte´ressent qu’aux deux premiers moments de la variable ale´atoire
repre´sentant le syste`me conside´re´ i-e la moyenne et la variance. Ne´anmoins on peut dans
une certaine mesure de´passer cette limitation en approximant la densite´ de probabilite´
p(x|y), c’est l’objet des me´thodes dites de filtre a` particules que nous n’aborderons pas
dans ce travail.
Sinon on peut chercher a` estimer l’e´tat optimal x ; celui-ci n’est pas unique et va
de´pendre de la de´finition qu’on s’en donne. Par exemple si l’on conside`re l’e´tat optimal
comme e´tant l’espe´rance conditionnelle de la variable x connaissant l’observation y. Dans
ce cas l’e´tat optimal est donne´ par l’estimateur de variance minimum. Cet estimateur
est a` l’origine des me´thodes de type interpolation statistique comme le BLUE, le filtre
de Kalman ainsi que les formes qui en sont de´rive´es (expose´es en section 3.7.1) : filtre
de Kalman de rang re´duit, filtre de Kalman d’ensemble... A noter que dans le cas ou`
les densite´s sont gaussiennes [Lorenc, 1986, Cohn, 1997] ont montre´ que le filtre de Kal-
man et le filtre Baye´sien sont e´quivalents. Si on conside`re l’e´tat optimal comme e´tant
le plus probable celui-ci nous est donne´ par l’estimateur du maximum a posteriori. Cet
estimateur est quant a` lui a` l’origine des me´thodes dites variationnelles expose´es en sec-
tion 3.6. Il faut souligner que sous l’hypothe`se que le mode`le conside´re´ est line´aire et
les densite´s conditionnelles sont gaussiennes alors ces deux estimateurs sont e´quivalents
[Jazwinski, 2007, Lorenc, 1986, Cohn, 1997].
3.5 Le Best Linear Unbiased Estimator - BLUE
On souhaite construire un estimateur line´aire non biaise´ qui serait le meilleur esti-
mateur au sens ou` il minimise la variance de l’e´tat analyse´ et dans lequel celui-ci serait
de´crit comme la combinaison line´aire d’une estimation a priori de notre syste`me, une
e´bauche note´e xb et d’une observation yo [Gelb, 1974].
On suppose qu’un tel estimateur existe et que les erreurs d’e´bauche et d’observation
sont non biaise´es (i-e E[εb] = 0 et E[εo] = 0), on l’e´crit :
xa = Lxb +Kyo (3.14)
On suppose de plus que l’ope´rateur d’observation H est line´aire et on e´crit H. D’apre`s
les de´finitions des erreurs que nous avons donne´es pre´ce´demment nous pouvons e´crire :
xa = xt + εa (3.15)
xb = xt + εb (3.16)
yt = Hxt (3.17)
yo = Hxt + εo (3.18)
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Alors en remplac¸ant les termes de l’e´quation (3.14) par les expressions donne´es en
(3.15)-(3.18) on peut e´crire :
xt + εa = Lxt + Lεb +KHxt +Kεo (3.19)
Ainsi en conside´rant l’espe´rance mathe´matique de chacun des termes de l’e´quation
(3.19) on peut montrer que :
L = I−KH (3.20)
On peut alors re´e´crire (3.14) sous la forme suivante :
xa = (I−KH)xb +Kyo (3.21)
xa = xb +K
(
yo −Hxb) (3.22)
Cette e´criture est valable quelle que soit la matrice K or on souhaite que cet esti-
mateur minimise la variance de l’e´tat analyse´. Minimiser la variance de l’e´tat analyse´
est e´quivalent a` minimiser la trace de la matrice des covariances d’erreur d’analyse, i-e
Tr(A). On cherche donc la matrice K (e´galement appele´e matrice de gain) qui minimise
Tr(A).
D’apre`s (3.21) l’erreur d’analyse peut s’exprimer ainsi :
εa = (I−KH) εb +Kεo (3.23)
Ecriture de laquelle on peut de´duire celle de A :
A = (I−KH)B (I−KH)T +KRKT (3.24)
puis celle de Tr(A) :
Tr(A) = Tr(B) + Tr(KHBHTKT )− 2Tr(BHTKT ) + Tr(KRKT ) (3.25)
On s’inte´resse alors a` la diffe´rence dK [Tr(A)]M = Tr(A)(K+M)−Tr(A)(K) ou`M
est une matrice quelconque. On peut montrer que (voir [?]) :
dK [Tr(A)]M = 2Tr
({
K
(
HBHT +R
)−BHT}MT ) ∀M (3.26)
On de´duit de (3.26) que la matrice K qui minimise la variance de l’e´tat analyse´ est
donne´e par l’expression :
K = BHT
(
HBHT +R
)−1
(3.27)
En injectant (3.27) dans l’e´galite´ (3.22) on obtient l’expression de l’e´tat analyse´ pour
lequel la variance est minimale :
xa = xb +BHT
(
HBHT +R
)−1 (
yo −Hxb)
Dans ce cas la matrice des covariances d’erreur de l’e´tat analyse´ s’e´crit :
A = (I−KH)B (3.28)
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On peut alors e´tablir un lien entre l’estimateur BLUE et l’estimateur de variance
minimum pre´sente´ en section (3.4.2) : si x et y sont des variables ale´atoires gaussiennes
alors la densite´ de probabilite´ p(x|y) est une gaussienne de moyenne
E[x|y] = xa = xb +BHT (HBHT +R)−1 (yo −Hxb)
et de matrice de covariance e´gale a` A.
3.6 Les me´thodes variationnelles
Les me´thodes variationnelles, en ce qu’elles visent a` e´tablir l’e´tat le plus probable x
du syste`me sachant l’observation yo, sont base´es sur l’estimation du maximum a poste-
riori. Dans cette section on montre dans un premier temps comment sous l’hypothe`se
de gaussianite´ des variables conside´re´es l’estimation du maximum a posteriori peut se
ramener a` la minimisation d’une fonctionnelle J dont on e´tablit l’expression ci-dessous.
Ensuite on pre´sente les diffe´rentes me´thodes variationnelles parmi les plus utilise´es : 3D-
Var, 4D-Var ainsi que deux me´thodes qui en sont de´rive´es a` savoir : le 3D-FGAT et le
4D-Var incre´mental.
3.6.1 Formulation de la fonction couˆt
Supposons que le vecteur d’e´bauche xb suit une loi normale de matrice de covariance
B alors la densite´ de probabilite´ de l’e´bauche ve´rifie la relation :
p(x) ∝ exp
{
−1
2
(
x− xb)T B−1 (x− xb)}
D’autre part si la densite´ de probabilite´ de la vraisemblance des observations est
gaussienne de matrice de covariance d’erreur R alors :
p(yo|x) ∝ exp
{
−1
2
(yo −H(x))TR−1(yo −H(x))
}
D’apre`s la re`gle de Bayes e´tablie en (3.8) il vient que la densite´ de probabilite´ condi-
tionnelle de x sachant yo ve´rifie l’expression :
p(x|yo) ∝ exp
{
− 1
2
(
x− xb)T B−1 (x− xb)
− 1
2
(yo −H(x))TR−1(yo −H(x))
}
Estimer le mode de la variable x sachant yo est e´quivalent a` maximiser la densite´
conditionnelle p(x|yo), cela correspond donc a` l’estimation du maximum a posteriori
[Maybeck, 1979]. Or maximiser p(x|yo) est e´quivalent a` un proble`me de minimisation, en
effet :
max
x∈Rn
p(x|yo)⇐⇒ min
x∈Rn
{− ln(p(x|yo))} = min
x∈Rn
J (x)
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ou` J (x) est la fonctionnelle donne´e par l’expression :
J (x) = 1
2
(
x− xb)T B−1 (x− xb)+ 1
2
(yo −H(x))T R−1 (yo −H(x)) (3.29)
Cette fonctionnelle est celle que l’on va minimiser dans le cadre du 3D-Var. Avec
des arguments assez proches nous pouvons e´tablir la formulation de la fonction couˆt a`
minimiser dans le cadre du 4D-Var et que l’on expose en section 3.6.2.
3.6.2 Le 3D-Var
Dans le 3D-Var [Sasaki et al., 1955, Sasaki, 1958] nous souhaitons estimer l’e´tat le
plus probable d’une variable ale´atoire x e´tant donne´e une observation yo. Conforme´ment
a` ce que nous venons d’exposer en section 3.6.1 nous sommes amene´s a` minimiser la
fonctionnelle donne´e par l’expression (3.29) que l’on de´compose en la somme de deux
fonctionnelles Jb et Jo ou` :
Jb(x) = 1
2
(
x− xb)T B−1 (x− xb) (3.30)
Jo(x) = 1
2
(yo −H(x))T R−1 (yo −H(x)) (3.31)
Les fonctionnelles Jb et Jo mesurent la diffe´rence quadratique respectivement entre le
terme d’e´bauche xb et le vecteur de controˆle d’une part et l’observation yo et le vecteur
de controˆle projete´ dans l’espace des observations H(x) d’autre part. Ces diffe´rences sont
ponde´re´es par la pre´cision que l’on accorde au mode`le et aux observations c’est-a`-dire
l’inverse de la matrice des covariances d’erreur d’e´bauche B et l’inverse de la matrice des
covariances d’erreur d’observation R. L’inverse des matrices B et R de´finissent chacune
une me´trique dans l’espace du mode`le et dans l’espace des observations respectivement.
Alors miminiser la fonctionnelle J revient a` minimiser l’expression :
||x− xb||2
B−1
+ ||yo −H(x)||2
R−1
Ce qui revient a` chercher l’e´tat qui minimise la somme de la distance a` l’e´bauche dans
l’espace du mode`le (muni de la me´trique de´finie par B−1) et la distance de la projection
dans l’espace des observations (muni de la me´trique de´finie par R−1) a` l’observation
elle-meˆme.
Concre`tement l’e´tat analyse´ xa qui minimise J est alors obtenu en re´solvant l’e´quation
∇J (x) = 0 ou` ∇J (x) (le gradient de J pris en x) est donne´ par l’expression :
∇J (x) = B−1 (x− xb)−HTR−1 (yo −H(x)) (3.32)
Dans le cas ou` l’ope´rateur H est non-line´aire l’expression (3.32) ne permet pas de
donner une expression analytique de xa et la solution de l’e´quation ∇J (x) = 0 est
approche´e en utilisant une me´thode de gradient.
Dans le cas ou` l’ope´rateurH est line´aire (on e´crira par la suiteH) on peut montrer que
le re´sultat du 3D-Var est identique au re´sultat du BLUE. En effet dans ce cas l’e´quation
∇J (x) = 0 est e´quivalente a` l’e´quation :
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B−1
(
x− xb)−HTR−1 (yo −Hxb −H (x− xb)) = 0 (3.33)
xa est donne´ par l’expression :
xa = xb +
(
B−1 +HTRH
)−1
HTR−1
(
yo −Hxb) (3.34)
Or on peut montrer que :
(
B−1 +HTR−1H
)−1
HTR−1 =
(
B−1 +HTR−1H
)−1
HTR−1
(
HBHT +R
) (
HBHT +R
)−1
=
(
B−1 +HTR−1H
)−1 (
HTR−1HBHT +HT
) (
HBHT +R
)−1
=
(
B−1 +HTR−1H
)−1 (
HTR−1H+B−1
)
BHT
(
HBHT +R
)−1
= BHT
(
HBHT +R
)−1
Ainsi :
xa = xb +BHT
(
HBHT +R
)−1 (
yo −Hxb) (3.35)
Et l’on retrouve bien l’e´galite´ (3.22).
Pre´sente´ de cette manie`re le 3D-Var semble eˆtre une me´thode destine´e aux syste`mes
stationnaires puisque la dimension temporelle n’apparait pas dans sa formulation. Ne´an-
moins celui-ci a e´te´ applique´ a` des syste`mes dynamiques. Dans ce cas toutes les observa-
tions disponibles sur une feneˆtre d’assimilation sont compare´es a` l’e´tat du mode`le a` un
temps donne´ t0 (voir la repre´sentation sche´matique du 3D-Var en figure 3.1. Cela n’a pas
d’impact sur la fonctionnelle Jb. Si sur la feneˆtre d’assimilation en question on assimile
N observations yok, k = 1, . . . , N alors la fonctionnelle Jo s’e´crit :
Jo(x) = 1
2
N∑
k=1
(yok −H (x(t0)))T R−1 (yok −H (x(t0))) (3.36)
Bien qu’inexacte par nature cette me´thode pre´sente l’avantage par rapport a` d’autres
me´thodes prenant en compte la dimension temporelle de ne pas ne´cessiter le calcul de
l’adjoint du mode`le ni meˆme d’inte´gration du mode`le.
Un moyen a` la fois plus rigoureux mais plus couˆteux de prendre en compte la dimension
temporelle du syste`me est de conside´rer l’e´cart entre les observations et la projection dans
l’espace des observations du mode`le aux temps correspondant. Cela est l’objet du 4D-Var
que nous pre´sentons dans la section suivante.
3.6.3 Le 4D-Var
Le 4D-Var [Le Dimet and Talagrand, 1986] est une extension du 3D-Var prenant en
compte la dimension temporelle du syste`me que l’on conside`re (voir figure 3.2). Pour
cela on prend en compte l’e´cart entre les observations et la projection dans l’espace des
observations de l’e´tat du mode`le aux temps correspondants sur la feneˆtre d’assimilation.
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Fig. 3.1 – Repre´sentation sche´matique de la re´partition des observations avec le 3D-
Var.
La fonctionnelle J que l’on cherche a` minimiser s’e´crit cette fois-ci :
J (x0) = 1
2
(
x0 − xb
)T
B−1
(
x0 − xb
)
+
1
2
N∑
k=0
(yok −Hk(xk))T R−1k (yok −Hk(xk))
J (x0) = Jb(x0) + Jo(x0)
ou` pour tout k = 1, . . . , N , xk =Mk−1,k(xk−1). Si on note :
M0→k =Mk−1,k ◦Mk−2,k−1 ◦ · · · ◦M0,1(x0)
et Gk = Hk ◦M0→k on peut re´e´crire J (x0) :
J (x0) = 1
2
(x0 − xb)T B−1 (x0 − xb)
+
1
2
N∑
k=0
(yok − Gk(x0))T R−1k (yok − Gk(x0))
L’e´tat analyse´ optimal xa qui minimise la fonctionnelle J est solution de l’e´quation
∇J (x0) = 0 ou` :
∇J (x) = B−1 (x− xb) +
N∑
k=0
MT0→kH
T
kR
−1
k (y
o
k − G(x))
= B−1 (x− xb) +
N∑
k=0
MT0,1M
T
1,2 . . .M
T
k−1,kH
T
kR
−1
k (y
o
k − Gk(x))
Avec ∇J e´crit sous cette forme il peut paraitre difficile de re´soudre ∇J = 0.
Ne´anmoins si on e´crit :
dk = y
o
k − Gk(x) ∀k = 0, . . . , N
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alors on peut re´e´crire le terme de la fonctionnelle ∇J relatif aux observations sous
cette forme :
∇J (x) =
N∑
k=0
MT0,1M
T
1,2 . . .M
T
k−1,kH
T
kR
−1
k dk
= HT0R
−1
0 d0 +M
T
0,1H
T
1R
−1
1 d1 +M
T
0,1M
T
1,2H
T
2R
−1
2 d2 + · · ·+
MT0,1 . . .M
T
N−1,NH
T
NR
−1
N dN
= HT0R
−1
0 d0
+MT0,1
(
HT1R
−1
1 d1 +M
T
1,2
(
HT2R
−1
2 d2 + · · ·+MTN−1,NHTNR−1N dN
)
. . .
)
Cette e´criture permet de calculer ∇J (x) avec seulement une inte´gration du mode`le
direct sur la feneˆtre d’assimilation et une du mode`le adjoint. En effet ∇J se calcule avec :{
x∗N = H
T
NR
−1
N dN
x∗k−1 = H
T
kR
−1
k dk +M
T
k−1,kx
∗
k k = N − 1, . . . , 1
(3.37)
Le calcul de l’e´tat optimal xa minimisant J sur une feneˆtre d’assimilation se fait de
manie`re ite´rative en utilisant une me´thode d’optimisation base´e sur l’usage du gradient.
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Fig. 3.2 – Illustration du 4D-Var. A chaque cycle d’assimilation le mode`le est inte´gre´
du temps t0 au temps tN a` partir de l’e´bauche x
b
c(t0). Le vecteur d’innovation di est
calcule´ pour chaque observation yoi , i = 1, . . . , N . On proce`de a` la minimisation de J
en utilisant le syste`me (3.37). L’e´tat analyse´ pour le cycle d’assimilation c au temps
t0, x
a
c(t0), est ensuite propage´ par le mode`le jusqu’a` la fin de la feneˆtre d’assimilation,
c’est la trajectoire d’analyse repre´sente´e en traits tire´s gris. L’e´tat analyse´ au temps
final du cycle d’assimilation c, xac(tN) est utilise´ comme e´bauche au temps initial du
cycle suivant.
D’autre part comme on vient de le voir le calcul de ∇J ne´cessite l’adjoint du mode`le.
On peut calculer celui-ci en suivant les re`gles d’adjointisation d’un code comme cela
est expose´ dans [Giering and Kaminski, 1998]. Il existe e´galement des diffe´rentiateurs
automatiques de code tels TAPENADE de´veloppe´ par l’INRIA Sophia-Antipolis (Hascoet
et Pascal, 2013).
3.6.4 Quelques variantes du 3D-Var et du 4D-Var
On expose dans cette section deux me´thodes de´rive´es des me´thodes 3D-Var et 4D-Var.
Le 4D-Var incre´mental La premie`re me´thode que l’on pre´sente est la me´thode dite
4D-Var incre´mental. Elle a e´te´ de´veloppe´e pour e´viter d’avoir a` minimiser une fonction-
nelle J non convexe lorsque les ope´rateursM et H ne sont pas line´aires. Cette me´thode
repose sur l’hypothe`se que, a` chaque pas de temps, le mode`le et/ou l’ope´rateur d’observa-
tion sont faiblement non line´aires, c’est ce qu’on appelle l’hypothe`se du line´aire tangent.
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Autrement dit, on a :
M0→k(x)−M0→k(xb) ≈M0→k(x− xb) (3.38)
Hk(xk)−Hk(xbk) ≈ Hk(xk − xbk) (3.39)
ou` xk =M0→k(x) et xbk =M0→k(x
b)
En utilisant les approximations donne´es en (3.38) et (3.39) on peut approcher la
fonction couˆt du 4D-Var par une fonctionnelle quadratique (et donc facile a` minimiser)
J˜ dont l’expression est donne´e par :
J˜ (δx) = δxTB−1δx
+
N∑
k=1
(dk −HkMk−1,k . . .M0,1δx)T R−1k (dk −HkMk−1,k . . .M0,1δx)
ou` dk = y
o
k−HkM0→k(xb) est l’innovation et ou` δx est un incre´ment de´fini par δx = x−xb.
L’incre´ment qui minimise J˜ , δxa, est obtenu en re´solvant l’e´quation ∇J˜ (δx) = 0. On
de´finit un nouvel e´tat de re´fe´rence xr par :
xr = xb + δxa
dans le voisinage duquel on estime le line´aire tangent des ope´rateursM et H et ainsi
de suite jusqu’a` convergence de l’algorithme.
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Fig. 3.4 – Repre´sentation sche´matique de la re´partition des observations avec le 3D-
FGAT.
3.7 Le filtre de Kalman et ses de´rivations
Contrairement aux me´thodes variationnelles qui comme on l’a vu sont des me´thodes
lie´es a` la the´orie de l’optimisation le filtre de Kalman est une me´thode d’interpolation
statistique dans laquelle les observations sont assimile´es de manie`re se´quentielle. Nous
pre´sentons tout d’abord le filtre de Kalman proprement dit puis nous pre´senterons les
nombreuses me´thodes qui en sont de´rive´es.
3.7.1 Le filtre de Kalman
Le filtre de Kalman [Kalman, 1960, Cohn, 1997] est une extension sous certaines hy-
pothe`ses de la me´thode BLUE aux proble`mes d’e´volution temporelle. Ces hypothe`ses
s’e´noncent en quatre points :
• les erreurs de mode´lisation suivent une loi gaussienne de moyenne nulle et de ma-
trice de covariance Q. On suppose de plus qu’elles sont de´corre´le´es en temps, i-e
E
[
qkql
T
]
= 0, k 6= l ;
• les erreurs d’observation suivent une loi gaussienne de moyenne nulle et de ma
trice de covariance R. On suppose de plus qu’elles sont de´corre´le´es en temps i-e :
E
[
εopε
o
q
T
]
= 0, p 6= q ;
• les erreurs d’e´bauche suivent une loi gaussienne de matrice de covariance B ;
• les erreurs sont mutuellement de´corre´le´es :
E
[
qp(ε
b
p)
T
]
= E
[
εop
(
εbp
)T]
= E
[
qp(ε
o
p)
T
]
= 0.
Tout comme dans le BLUE l’ope´rateur d’observation est suppose´ line´aire et on suppose
e´galement que le mode`le dynamique aussi est line´aire.
On peut alors de´crire le filtre de Kalman. Celui-ci se de´compose en deux e´tapes. Une
premie`re e´tape dite e´tape d’analyse dans laquelle on met a` jour l’e´tat du syste`me. On
suppose que l’on dispose d’une e´bauche au temps tk note´e x
b
k pour laquelle on connait sa
matrice de covariance d’erreur note´e Bk. D’apre`s les e´quations du BLUE la matrice de
gain est donne´e par :
Kk = BkH
T
k
(
HkBkH
T
k +Rk
)−1
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Alors l’e´tat analyse´ au temps tk note´ x
a
k est donne´ par l’expression :
xak = x
b
k +BkH
T
k
(
HkBkH
T
k +Rk
)−1 (
yok −Hkxbk
)
(3.40)
ou`Hk l’ope´rateur d’observation au temps tk. Suivant les e´quations du BLUE la matrice
des covariances d’erreur d’analyse Ak est donne´e par l’expression :
Ak = (Ik −KkHk)Bk
L’e´tape de propagation consiste a` propager avec le mode`le l’e´tat analyse´ du temps tk
au temps tk+1 pour servir d’e´bauche au temps tk+1, soit :
xbk+1 =Mk,k+1x
a
k (3.41)
Et de manie`re corollaire durant l’e´tape de propagation on propage e´galement la ma-
trice des covariances d’erreur d’analyse qui servira de matrice des covariances d’erreur
d’e´bauche au temps tk+1. En effet par de´finition :
εbk+1 =Mk,k+1x
a
k −Mk,k+1xtk − qk
εbk+1 =Mk,k+1(x
a
k − xtk)− qk
εbk+1 =Mk,k+1ε
a
k − qk
D’ou` on de´duit :
Bk+1 = E
[
εbk+1(ε
b
k+1)
T
]
Bk+1 =Mk,k+1E
[
εak(ε
a
k)
T
]
MTk,k+1 − E
[
qkq
T
k
]
Bk+1 =Mk,k+1AkM
T
k,k+1 +Qk
A travers la matrice des covariances d’erreur d’analyse Ak le filtre de Kalman donne
une estimation de la qualite´ de l’e´tat analyse´ a` chaque temps tk sur une feneˆtre d’assimi-
lation tandis que le 4D-Var ne donne qu’une estimation de la qualite´ de l’estimation de
l’e´tat initial ou encore de l’e´bauche.
3.7.2 Le filtre de Kalman Etendu ou Extended Kalman Filter
(EKF)
Le filtre de Kalman e´tendu consiste en l’extension du filtre de Kalman aux mode`les
et/ou ope´rateurs d’observation faiblement non-line´aires. Dans ce cas seules les e´quations
du filtre de Kalman (3.40) et (3.41) sont modifie´es. L’e´quation (3.40) s’e´crit alors :
xak = x
b
k +BkH
T
k
(
HkBkH
T
k +Rk
)−1 (
yok −Hkxbk
)
ou`Hk etHk de´signent respectivement l’ope´rateur d’observation et son line´aire tangent
au temps tk.
L’e´quation (??) devient :
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xbk+1 =Mk,k+1xak
ou`Mk,k+1 de´signe l’e´volution temporelle du mode`le entre les temps tk et tk+1.
Il faut souligner dans ce cas que dans les autres e´quations du filtre de KalmanMk,k+1
de´signe le linaire tangent deMk,k+1.
Lorsqu’au moins l’un des ope´rateurs H ou M n’est pas line´aire l’e´tat analyse´ n’est
plus optimal au sens ou` l’EKF ne minimise pas la variance de l’e´tat analyse´.
Dans le cas ou` la taille du vecteur d’e´tat est tre`s grande comme cela peut eˆtre le cas
en me´te´orologie ou en oce´anographie les approches directes de type filtre de Kalman et
filtre de Kalman e´tendu ne sont pas applicables du fait de la grande taille des matrices a`
manipuler. Pour contourner ce proble`me et approcher le filtre de Kalman des me´thodes
alternatives ont e´te´ de´veloppe´es. Nous pre´sentons en particulier deux me´thodes, le filtre
de Kalman de rang re´duit, autrement de´signe´ par l’acronyme RRSQRT pour Reduced
Rank SQuare Root ainsi que le filtre SEEK (pour Singular Evolutive Extended Kalman
Filter).
3.7.3 Le filtre de Kalman de rang re´duit - RRSQRT
Le filtre RRSQRT a e´te´ introduit par [Verlaan and Heemink, 1995]. Dans ce filtre on
cherche a` re´soudre les e´quations du filtre de Kalman dans un espace dont la dimension
est nettement moindre que la taille du vecteur d’e´tat.
Pour cela on approche les matrices de covariance d’erreur mode`le, d’e´bauche et d’ana-
lyse par le produit de matrices racine carre´ (d’ou` la de´nomination) contenant les n prin-
cipaux modes de ces matrices.
Conside´rons l’e´bauche du syste`me xb0 au temps t0 et sa matrice de covariance d’erreur
associe´ B0. On se´lectionne les n premiers modes de la matrice B0 :
B0 ≈ Sb0
(
Sb0
)T
ainsi que les nq < n premiers modes des matrices des covariances d’erreur mode`le :
Q0 ≈ Q˜1/20
(
Q˜
1/2
0
)T
Conside´rons maintenant l’e´tape d’analyse au temps tk. La projection des n premiers
modes de la matrice de covariance d’erreur d’e´bauche dans l’espace des observations
s’e´crit :
Ψ =
(
HkS
b
k
)T
La matrice de gain approche´e s’e´crit quant a` elle :
K˜k = S
b
kΨ
(
ΨTΨ+Rk
)−1
Le calcul de l’e´tat analyse´ se fait par une expression similaire a` celle utilise´e dans le
Filtre de Kalman classique :
xak = x
b
k + K˜k
(
yok −Hk(xbk)
)−1
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Le calcul approche´ des n premiers modes de la matrice des covariances d’erreur d’ana-
lyse est donne´ par l’expression :
Sbk = S
b
k
(
In −Ψ
(
ΨTΨ+Rk
)−1
ΨT
)1/2
La racine carre´e est facile a` calculer e´tant de taille n× n.
Dans le Filtre de Kalman de rang re´duit la phase de pre´vision est pre´ce´de´e par une
phase de re´duction de la matrice re´duite des covariances d’erreur d’analyse a` ses n− nq
premiers modes. Pour cela on proce`de tout d’abord a` la diagonalisation de la matrice
(Sak)
T Sak, celle-ci e´tant syme´trique de´finie positive on peut l’e´crire sous forme d’un pro-
duit : VΛVT = (Sak)
T Sak. Alors si on conside`re les n−nq vecteurs propres contenus dans
V˜ (que l’on note V˜) et associe´s aux n− nq plus grandes valeurs propres de Λ, on e´crit :
S˜ak = S
a
kV˜.
L’e´bauche au temps tk+1 est calcule´e en propageant l’e´tat analyse´ au temps tk du
temps tk au temps tk+1 :
xbk+1 =Mk+1x
a
k
L’e´valuation des n premiers modes de la matrice des covariances d’erreur d’e´bauche
est obtenue par concate´nation des n− nq premiers modes de S˜ak propage´s par le mode`le
line´aire tangent et des nq premiers modes de Qk contenus dans Q˜
1/2
k :
Sbk+1 =
[
MkS˜
a
kM
T
k , Q˜
1/2
k
]
3.7.4 Le filtre SEEK
Le filtre SEEK (pour Singular Evolutive Extended Kalman filter), introduit par Din
Tuan Pham [Pham et al., 1998], repose sur l’hypothe`se de la stagnation ou de la de´crois-
sance du rang des matrices de covariances d’erreur d’e´bauche et d’analyse. Cette hy-
pothe`se est vraie dans le cas ou` le mode`le est parfait mais elle ne l’est plus dans le cas ou`
le mode`le n’est pas parfait. Dans ce dernier cas on peut ne´anmoins projeter la matrice
des covariances d’erreur mode`le sur un espace « bien choisi ».
Il est a` noter que le filtre SEEK est un filtre re´duit de´duit du Filtre de Kalman
Etendu mais dans un souci de simplicite´ on se restreindra dans ce travail au cas du Filtre
de Kalman line´aire.
Conside´rons l’e´bauche du syste`me xb0 au temps t0 et sa matrice de covariance d’erreur
associe´ B0. B0 e´tant une matrice syme´trique de´finie positive on peut la de´composer sous
la forme d’un produit :
B0 ≈ L0B˜0LT0
ou` B˜0 est diagonale et contient les r plus grandes valeurs propres de B0, il s’agit
de la matrice des covariance d’erreur d’e´bauche re´duite. L0 contient les vecteurs propres
associe´s ou directions principales associe´es des erreurs.
Par la matrice re´duite B˜k des covariances d’erreur d’e´bauche au temps tk n’est pas
ne´cessairement diagonale car elle e´volue au cours du temps.
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On conside`re alors l’e´tape d’analyse au temps tk. Si B˜k est inversible ce qui est le
cas sauf si le rang de Bk a e´te´ re´duit (mais alors dans ce cas on peut la de´composer a`
nouveau) la matrice re´duite des covariances d’erreur d’analyse au temps tk, A˜k se calcule
avec l’expression : (
A˜k
)−1
=
(
B˜k
)−1
+ LTkH
T
kR
−1
k HkLk
L’expression de la matrice de gain approche´e est donne´e par :
K˜k = LkA˜kL
T
kH
T
kR
−1
k
Le calcul de l’e´tat analyse´ se fait avec une expression tre`s proche de l’expression
classique :
xak = x
b
k + K˜k
(
yok −H(xbk)
)
L’e´tat analyse´ au temps tk est propage´ par le mode`le pour servir d’e´bauche au temps
tk+1 :
xbk+1 =Mk+1x
a
k
Les vecteurs engendrant l’espace des directions principales sont e´galement propage´s
par le mode`le :
Lk+1 =Mk+1Lk
Dans le cas ou` le mode`le est parfait la matrice re´duite des covariances d’erreur d’ana-
lyse au temps tk sert comme matrice re´duite des covariances d’erreur d’e´bauche au temps
tk+1, soit :
B˜k+1 = A˜k
Dans le cas avec erreur mode`le, du fait de la relation Bk+1 = Mk+1AkM
T
k+1 + Qk,
le rang de Bk+1 peut eˆtre supe´rieur a` celui de Ak. Dans ce cas pour re´duire le rang on
projette Qk sur l’espace engendre´ par les vecteurs colonnes de Lk ou` la projection s’e´crit :
Πk = Lk
(
LTkLk
)−1
LTk
Dans le cas avec erreur mode`le la matrice re´duite des covariances d’erreur d’e´bauche
s’e´crit :
B˜k+1 = A˜k +
(
LTk+Lk+1
)−1
LTk+1QkLk+1
(
LTk+Lk+1
)−1
3.7.5 Le filtre de Kalman d’ensemble - EnKF
Le filtre de Kalman d’ensemble ou EnKF pour Ensemble Kalman Filter a e´te´ introduit
en 1994 par Evensen, [Evensen, 1994]. Il est base´ sur l’estimation statistique de l’e´tat
du mode`le et des matrices de covariances d’erreur. Celui-ci ne fait pas d’hypothe`se sur
la line´arite´ du mode`le contrairement au filtre de Kalman. Ne´anmoins pour donner une
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estimation satisfaisante des matrices de covariance d’erreur l’EnKF peut ne´cessiter la
re´alisation d’un grand nombre de re´alisations perturbe´es du mode`le. C’est en effet un
inconve´nient reconnu de l’EnKF qu’il converge lentement vers le filtre de Kalman. De
plus il ne converge vers la distribution du filtrage baye´sien que dans le cas ou` le mode`le
est line´aire et la loi de probabilite´ de l’e´tat conside´re´ est gaussienne. Cependant sa relative
facilite´ de mise en place en fait un outil tre`s re´pandu dans le domaine de l’assimilation
de donne´es.
On conside`re N e´tats perturbe´s (ou membres) du mode`le. Ces e´tats perturbe´s peuvent
eˆtre ge´ne´re´s en perturbant par exemple les forc¸ages du mode`le. Et on note ces e´tats
perturbe´s au temps tk :
x1k, x
2
k, . . . , x
N
k
Dans l’EnKF l’e´tat du mode`le au temps tk est estime´ comme e´tant la moyenne des
membres, ainsi :
xk =
1
N
N∑
i=1
xik
On rappelle que la matrice des covariances d’erreur d’e´bauche est de´finie par l’e´galite´ :
Bk = E
[
εbk
(
εbk
)T]
L’erreur d’e´bauche pour un membre pouvant eˆtre approche´e par :
ε˜b,i = xb,ik − xbk
on estime naturellement la matrice des covariances d’erreur d’e´bauche par la formule
suivante :
Be,k =
1
N − 1
N∑
i=1
(
xb,ik − xbk
)(
xb,ik − xbk
)T
(3.42)
Tout comme le filtre de Kalman l’EnKF se de´compose en deux phases : une phase
d’analyse et une phase de propagation.
Dans la phase d’analyse de l’EnKF nous appliquons simplement les e´quations du filtre
de Kalman a` chaque membre de l’ensemble en remplac¸ant la matrice des covariances
d’erreur d’e´bauche Bk par son approximation donne´e en (3.42). Tou d’abord la matrice
de gain au temps tk est donne´e par :
Kk = Be,kH
T
k
(
HkBe,kH
T
k +Rk
)−1
Ensuite on applique l’e´quation d’analyse du filtre de Kalman a` chaque membre de
l’ensemble :
xa,ik = x
b,i
k +Kk
(
yo,ik −Hkxb,ik
)
(3.43)
ou` yo,ik = y
o
k + ε
i
k et ou` les ε
i
k suivent une loi normale de moyenne nulle et de matrice
de covariance Rk. Dans la version initiale du filtre de Kalman d’Ensemble propose´e par
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Evensen l’observation assimile´e par chaque membre e´tait la meˆme et c’e´tait celle ob-
serve´e au temps tk, a` savoir y
o
k. Cela pre´sentait l’inconve´nient de sous-estimer la variance
de l’ensemble des membres analyse´s, voire meˆme dans certains cas de faire diverger le
filtre. C’est a` [Burgers et al., 1998] que l’on doit d’introduire l’assimilation d’observations
perturbe´es (de moyenne yok et de matrice de covariance R). Cela permet de conserver la
variance de l’ensemble et d’e´viter que le filtre ne diverge. On peut montrer dans ce cas
que la moyenne des e´tats analyse´s et l’estimation de la matrice des covariances d’erreur
d’analyse tendent respectivement, quand N croˆıt vers l’estimation de l’e´tat analyse´ et la
matrice des covariances d’erreur d’analyse donne´s par le BLUE dans le cas non line´aire.
Ces me´thodes base´es sur la perturbation des observations sont appele´es stochastiques.
Nous e´voquerons plus loin en quoi consistent les versions dites de´terministes.
La phase de pre´vision consiste quant a` elle en la propagation de chacun des membres
analyse´s par le mode`le pour servir d’e´bauche au cycle d’assimilation suivant, i-e si le
mode`le est parfait :
xb,ik+1 =Mk,k+1
(
xa,ik
)
i = 1, · · · , N
Dans le cas ou` le mode`le n’est pas parfait, si la loi de probabilite´ de l’erreur mode`le
est connue on peut ge´ne´rer de manie`re ale´atoire un ensemble de vecteurs d’erreur mode`le{
η1k, · · · , ηNk
}
(voir [Bonan, 2013]). L’e´bauche au temps tk+1 pour chaque membre est
donne´e par la relation :
xb,ik+1 =Mk,k+1
(
xa,ik
)
+ ηik i = 1, · · · , N (3.44)
De manie`re assez similaire si nous ne connaissons que la matrice des covariances
d’erreur mode`le Qk nous pouvons supposer que l’erreur mode`le suit une loi normale de
moyenne nulle et de matrice de covariance Qk. Comme pre´ce´demment nous pouvons
ge´ne´rer de manie`re ale´atoire un ensemble de vecteurs d’erreur mode`le tel que l’e´bauche
au temps tk+1 pour chaque membre est donne´e par la relation (3.44).
3.7.6 Les versions de´terministes du filtre de Kalman d’ensemble
Les filtres de Kalman d’ensemble de´terministes sont une de´rivation du filtre de Kalman
d’ensemble qui ne reposent pas sur la perturbation des observations.
Dans la suite, par un souci de simplicite´ d’e´criture nous noterons :
Xk =
[
x1k − x¯k, . . . , xNk − x¯k
]
et X
b
la moyenne de cet ensemble.
Dans les versions de´terministes du filtre de Kalman d’ensemble on approche la matrice
des covariances d’erreur d’e´bauche par un produit de matrices racines carre´es comme dans
la relation (3.42). La phase d’analyse consiste en la mise a` jour de l’ensemble des anomalies
Xa, du calcul de la moyenne des anomalies et ajout de celle-ci a` chaque e´le´ment de Xa.
Nous exposons ici quelques uns des filtres de´terministes parmi les plus connus.
Ensemble Transform Kalman Filter - ETKF
L’ETKF a e´te´ introduit par [Bishop et al., 2001]. Ce filtre est base´ sur le principe
que si la matrice des covariances d’erreur d’e´bauche Be s’e´crit Be =
1
N−1X
bXb
T
alors le
3.7. LE FILTRE DE KALMAN ET SES DE´RIVATIONS 87
produit XaXaT peut s’e´crire sous la forme :
XaXaT = Xb
(
IN +
1
N − 1X
bTHTR−1HXb
)−1
Xb
T
(3.45)
XaXaT = XbTTTXb
T
(3.46)
Par identification cette relation est satisfaite si Xa = XbT.
Il est a` noter que la matrice T dans l’e´quation (3.46) n’est pas unique, on peut
remplacer en effet T par TU ou` U est une matrice orthogonale quelconque.
Dans la suite on note : Y = HXb. (Bishop et al., 2001) propose de de´composer en
e´le´ments propres IN +
1
N−1Y
TR−1Y = CΓCT et de prendre T = CΓ−1/2. Ce choix
pre´sente certains inconve´nients [Wang and Bishop, 2003, Lawson and Hansen, 2004]
comme celui de ne pas pre´server la moyenne des e´tats analyse´s et de mal re´partir
les membres autour de la moyenne. Pour reme´dier a` ces proble`mes [Wang et al., 2004,
Ott et al., 2002] proposent de choisir T = CΓ−1/2CTU ou` U est une matrice orthogo-
nale pre´servant la moyenne. L’expression de la matrice d’anomalies des e´tats analyse´s est
donne´e par :
Xa =
√
N − 1XbCΓ−1/2CTU
Le calcul de la moyenne de l’ensemble des e´tats analyse´s se fait avec la formule :
x¯a = x¯b +XbCΓ−1CT
(
Yb
)T
R−1(yo − y¯b)
ou` y¯b est la moyenne de l’ensemble des e´bauches projete´es dans l’espace des observa-
tions i-e :
{
yb,i = H(xb,i); i = 1, . . . , N}
Le calcul de l’e´tat analyse´ pour chacun des membres se fait en additionnant moyenne
et anomalie, soit :
xa,i = x¯a +Xa,i
Il faut souligner que l’ETKF peut se re´e´crire sous forme variationnelle [Hunt et al., 2007,
Harlim and Hunt, 2007].
Singular Evolutive Interpolated Kalman
Il s’agit du premier filtre de Kalman d’ensemble de´terministe invente´ [Pham, 1996] et
est en quelque sorte de´rive´ du filtre SEEK. On e´value les directions principales du filtre
SEEK et la matrice des covariances d’erreur d’e´bauche avec les formules suivantes :
L =
[
xb,1 . . . xb,N
]
W (3.47)
Ub = (r + 1)WTW (3.48)
ou` :
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W =
[
Ir
0 . . . 0
]
− 1
r + 1

1 . . . 1
...
. . .
...
1 . . . 1

Connaissant L et Ub on peut calculer Ua et par suite la matrice d’anomalies
Xa =
√
r + 1LUa1/2.
Ensemble Square Root Filter - EnSRF
L’EnSRF a e´te´ introduit par [Whitaker and Hamill, 2002] et repose sur l’ide´e de la
mise a` jour des anomalies sous la forme suivante : Xa = (I− K˜H)Xb. On peut montrer
que cela implique que la matrice de gain K˜ ve´rifie :
Ae = (I− K˜H)Be = (I− K˜H)Be(I− K˜H)T
Dans ce cas on montre que [Andrews, 1968] :
K˜ = BeH
T
(
(HBeH
T )−1/2
)T (
(HBeH
T )1/2 +R1/2
)−1
Ensemble Adjustement Kalman Filter - EAKF
L’EAKF a e´te´ introduit par [Anderson, 2001] et utilise deux de´compositions en valeurs
singulie`res :
Be = LΣL
T et IN +
1
N − 1X
bTHTR−1HXb = CΓCT
Les matrices d’anomalie sont lie´es par la relationXa = T˜Xb ou` T˜ = XbCΓ−1/2Σ−1/2L
3.7.7 Les proble`mes d’e´chantillonnage et les solutions lie´es
L’approximation des matrices de covariance d’erreur d’e´bauche et d’analyse par un
nombre fini de membres conduit a` certaines erreurs d’e´chantillonnage. On sait par exemple
d’apre`s le the´ore`me central limite que la convergence de la matrice Be vers la matrice des
covariances d’erreur d’e´bauche B calcule´e se fait en 1/
√
N . Ce qui implique par exemple
que meˆme avec 10000 membres l’erreur d’estimation de la matrice Be est en O(10
−2).
[Bocquet, 2011] a` la suite de [Mallat et al., 1998] ou encore [Raynaud et al., 2009]
s’est inte´resse´ a` l’erreur commise lorsque l’on souhaite estimer une matrice de covariance
B avec un nombre N de tirages ale´atoires d’une loi gaussienne ayant B pour matrice de
covariance. On note Be la matrice ainsi calcule´e. Celle-ci diffe`re de la matrice B et on
peut montrer avec le the´ore`me de Wick [Wick, 1950] que l’on a :
E
[
(Be,ij −Bij)2
]
=
1
N
(
BiiBjj +B
2
ij
)
(3.49)
Dans le cas particulier des variances il de´coule de l’e´galite´ (3.49) que :
E
[
(Be,ii −Bii)2
]
=
2
N
B2ii (3.50)
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Dans le cas particulier des covariances longues distances Bij est souvent ne´gligeable
dans les syste`mes ge´ophysiques et il de´coule de l’e´galite´ (3.49) :
E
[
(Be,ij −Bij)2
]
=
1
N
BiiBjj (3.51)
Il vient de l’e´galite´ (3.50) que lorsque le nombre de membres utilise´ pour estimer la
matrice Be est faible les variances peuvent eˆtre sous-estime´es. En effet un petit nombre
de membres ne sera pas suffisant pour estimer correctement les variances de la matrice
B. D’autre part l’e´galite´ (3.51) suppose l’existence de covariances/corre´lations longues
distances lorsque le nombre de membres est faible. Ces phe´nome`nes sont bien connus de la
communaute´ des utilisateurs de filtre de Kalman d’ensemble, voir [van Leeuwen, 1999] ou
encore [Sacher and Bartello, 2008]. Pour reme´dier a` ces proble`mes de sous-e´chantillonnage
des me´thodes on e´te´ de´veloppe´es ; nous pre´sentons plus particulie`rement ci-apre`s l’infla-
tion et la localisation.
L’inflation
L’inflation est une me´thode qui a e´te´ introduite par [Anderson and Anderson, 1999].
Elle a pour objet de compenser la sous-estimation des variances de l’ensemble analyse´
par l’augmentation (ou inflation) des anomalies des membres de l’ensemble en utilisant
un coefficient λ > 1 tel que :
x˜k = λ(xk − x¯) + x¯ k = 1, . . . , N (3.52)
λ e´tant un coefficient strictement positif il apparait alors clairement que la variance
des membres de l’ensemble est accrue tandis que la moyenne ainsi que les corre´lations
restent inchange´es. En augmentant la variance des membres on re´duit le rapport des
variances d’erreur d’observation et de l’e´bauche aux points d’observation et donnons
par suite plus de poids a` celles-ci dans la proce´dure d’assimilation. Me´caniquement les
re´sultats de l’assimilation en termes de diffe´rence entre l’e´tat analyse´ et les observations
sont meilleurs.
Le coefficient λ peut eˆtre re`gle´ « a` la main » de manie`re empirique en fonction des
valeurs qui donnent les re´sultats les plus satisfaisants. Ne´anmoins des me´thodes ont e´te´
de´veloppe´es pour estimer mathe´matiquement ce coefficient. D’une part on a les me´thodes
de´rive´es des travaux de [Dee, 1995] base´es sur la maximisation de la densite´ de probabilite´
conditionnelle p(λ|yo). On pourra se reporter aux travaux de
[Mitchell and Houtekamer, 2000] ou encore [Anderson, 2007]. D’un autre coˆte´ on a les
me´thodes de´rive´es des crite`res de consistance de Desroziers, [Desroziers et al., 2005], et
qui sont illustre´es par le travail de [Li et al., 2009]. Bien que diffe´rentes dans le principe
ces me´thodes donnent des re´sultats comparables sur un cas scalaire (voir [Miyoshi, 2011]).
La me´thode d’inflation pre´sente´e en (3.52) est dite multiplicative pour la raison
e´vidente que l’on multiplie les anomalies par le coefficient λ. Il existe d’autres me´thodes
d’inflation dites additives car plutoˆt que de multiplier les anomalies on ajoute une per-
turbation ale´atoire aux membres de l’ensemble
(voir [Mitchell and Houtekamer, 2000, Corazza et al., 2003])
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La localisation
La localisation a e´te´ introduite par [Houtekamer and Mitchell, 2001] et
[Hamill et al., 2001] et a pour but de gommer les covariances longue distance induites
par le sous-e´chantillonnage en multipliant par un produit de Schur (qui n’est rien de
plus qu’un produit terme a` terme de deux matrices) les matrices des covariances d’erreur
d’e´bauche et d’analyse par une matrice L contenant des fonctions a` support compact.
En ge´ne´ral on prend :
Lij = ρ(|pi − pj|)
ou` pi et pj de´signent respectivement les points de l’espace correspondant a` la i-
e`me ligne et a` la j-e`me colonne de la matrice B et ou` ρ est la fonction donne´e par
[Gaspari and Cohn, 1999] et de´finie par :
ρ(r, c) =
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La fonction ρ dont l’expression est donne´e en (3.53) est repre´sente´e sur la figure 3.5.
Fig. 3.5 – Repre´sentation graphique de la fonction ρ avec c = 1
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Les pre´visions d’ensemble
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Dans ce travail de the`se l’algorithme d’assimilation de donne´es que nous avons utilise´
est base´ sur une me´thode ensembliste. Comme on le verra au chapitre 8 ce choix a
e´te´ fait entre autres pour pouvoir e´tudier facilement les fonctions de covariance et de
corre´lation dans le cadre de l’assimilation de donne´es pour l’hydraulique fluviale mais
aussi de disposer de fonctions de covariance dynamiques et consistantes avec la physique
du mode`le (e´coulement, ge´ome´trie de la rivie`re...). Mais ce n’est pas la` le seul inte´reˆt
des me´thodes ensemblistes, elles permettent en effet d’e´tablir, comme leur nom l’indique,
des pre´visions dites ensemblistes, ou probabilistes. C’est a` ce dernier point auquel on
va s’inte´resser dans ce chapitre et en particulier on va se pencher sur l’estimation des
pre´visions d’ensemble. Les covariances d’erreur d’e´bauche estime´es dans les me´thodes
d’ensemble e´tant lie´es a` l’ensemble lui-meˆme il est important de savoir si celui-ci est
repre´sentatif des erreurs re´elles.
4.1 Principe de la pre´vision d’ensemble et
repre´sentation
4.1.1 Principe
Le principe de la pre´vision d’ensemble est assez simple, il repose sur une collection de
plusieurs re´alisations perturbe´es du mode`le a` un instant donne´. Une pre´vision d’ensemble
consiste alors a` estimer a` partir de ces re´alisations perturbe´es la densite´ de probabilite´ (ou
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encore la fonction de re´partition ou la fonction de re´partition comple´mentaire) associe´e
au mode`le au fil du temps comme cela est repre´sente´ sur la figure 4.1. En pratique les
diffe´rents membres sont issus de diffe´rents runs de´terministes dont les conditions initiales
sont des re´alisations de la variable ale´atoire au temps initial de pre´vision.
Fig. 4.1 – Repre´sentation sche´matique de la densite´ de probabilite´ pre´vue en fonction
des diffe´rents membres de l’ensemble. Source : [Pen˜a, 2011].
4.1.2 Repre´sentation
La repre´sentation d’une pre´vision d’ensemble (Neal et al., 2007 ; Vrugt et al., 2005 ; De
Roo et al. 2003) doit permettre de visualiser facilement l’e´volution temporelle de l’incer-
titude lie´e a` la pre´vision. On conside´rera ici trois types de repre´sentations commune´ment
utilise´s dans la litte´rature et que l’on illustre sur des pre´visions de hauteurs d’eau :
• la premie`re repre´sentation est une repre´sentation simple de l’e´volution temporelle
des membres qui permet d’avoir une ide´e qualitative de l’incertitude et de l’e´volution
globale de l’ensemble (voir figure 4.2) ;
• la repre´sentation base´e sur l’utilisation de boˆıtes a` moustache (voir figure 4.3).
Celle-ci est assez synthe´tique et repre´sente la me´diane, les valeurs extre´males de
l’ensemble ainsi que les premier et troisie`me quartiles ;
• la repre´sentation base´e sur la moyenne ainsi qu’une barre d’incertitude correspon-
dant ge´ne´ralement a` plus ou moins un e´cart-type (voir figure 4.4).
4.1. PRINCIPE DE LA PRE´VISION D’ENSEMBLE ET
REPRE´SENTATION 93
Fig. 4.2 – Se´rie temporelle des observations (ligne verte e´paisse) et e´volution tempo-
relle des membres (traits fins) lors d’une pre´vision du temps 0h (temps d’analyse) au
temps 12h.
Fig. 4.3 – Se´rie temporelle des observations (ligne verte e´paisse) et boˆıtes a` moustache
(en bleu) lors d’une pre´vision du temps 0h (temps d’analyse) au temps 12h.
L’inte´reˆt des figures 4.3 et 4.4 est de synthe´tiser les informations donne´es par l’en-
semble. Les boˆıtes a` moustache repre´sentent les valeurs extre´males de l’ensemble, la
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Fig. 4.4 – Se´rie temporelle des observations (ligne verte e´paisse) et de la moyenne
des membres de l’ensemble plus ou moins deux e´carts-types (traits rouges) lors d’une
pre´vision du temps 0h (temps d’analyse) au temps 12h.
me´diane ainsi que le premier quartile q1 et le troisie`me quartiles q3 et les outliers (repre´sen-
te´s par une croix rouge sur la figure 4.3). Les outliers e´tant les membres de l’ensemble
plus grands (ou plus petits) que q3+w(q3− q1) (que q3−w(q3− q1)) avec w = 1.5 ce qui
correspond a` plus ou moins 2.7 e´cart-type soit une couverture de 99.3% des valeurs de
l’ensemble si celui-ci suit une loi normale. La moyenne plus ou moins deux e´cart-types
repre´sente une couverture d’environ 95% des valeurs de l’ensemble si celui-ci suit une loi
normale.
4.2 Description quantitative et e´valuation des pre´visions
d’ensemble
La description quantitative est une information nume´rique qui synthe´tise tout ou par-
tie de l’information contenue dans l’ensemble. Bien que cela puisse paraitre contradictoire
avec l’ide´e d’ensemble on distingue d’une part le point de vue de´terministe dans lequel
on se rame`ne a` quelques informations scalaires (voir [Pen˜a, 2011]) comme la moyenne et
l’e´cart-type. Dans ce cas la validation des pre´visions se fait en comparant la moyenne des
membres (ou encore la me´diane ou le mode) et les observations en utilisant des scores
standards tels que le biais et/ou la RMSE. Nous ne reviendrons pas dans ce travail sur
l’e´valuation de ce type de pre´visions. On distingue d’un autre coˆte´ le point de vue proba-
biliste ou` l’on s’inte´resse a` la probabilite´ d’occurence de certains e´ve`nements. Dans ce cas
la validation des pre´visions est plus de´licate puisqu’il s’agit de de´terminer si l’ensemble
estime correctement les probabilite´s d’occurence des e´ve`nements (entendus au sens pro-
babiliste du terme). Pour re´pondre a` cette interrogation un certain nombre de crite`res
ont e´te´ de´veloppe´s dans le cadre des pre´visions d’ensemble me´te´orologiques. Dans cette
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section nous nous inte´ressons dans un premier temps a` la description quantitative des
pre´visions probabilistes puis dans un second temps nous nous inte´resserons dans le de´tail
aux crite`res pour l’e´valuation des pre´visions d’ensemble.
4.2.1 Description quantitative
Dans le point de vue probabiliste on conside`re que chaque membre est une re´alisation
inde´pendante et e´qui-probable de la meˆme variable ale´atoire. Si on note N le nombre de
membres de l’ensemble et NE le nombre de membres de l’ensemble ve´rifiant un e´ve`nement
E alors on peut estimer la probabilite´ que l’e´ve`nement se re´alise avec la formule :
P (E) ≈ NE
N
(4.1)
Dans ce travail nous nous inte´resserons principalement a` des e´ve`nements du type
{Z > T} ou` Z repre´sente des hauteurs d’eau pre´vues et T un seuil (T pour Threshold
an anglais). C’est pourquoi pour repre´senter de manie`re claire les probabilite´s calcule´es
par l’ensemble on peut calculer la fonction de re´partiton comple´mentaire empirique en
calculant pour chaque valeur T la probabilite´ de l’e´ve`nement {Z > T} en utilisant la
formule (4.1). C’est ce que l’on a repre´sente´ en figure 4.5-(a) ou` l’on a reporte´ un exemple
de fonction de re´partition comple´mentaire empirique discre`te
(a) (b)
Fig. 4.5 – Fonction de re´partition comple´mentaire (a) discre`te et (b) continue.
Le fait que la fonction de re´partition comple´mentaire ainsi calcule´e soit de´croissante,
comprise entre 0 et 1 et telle que ses limites en −∞ et +∞ soient 1 et 0 respectivement
ame`ne a` approcher celle-ci par une fonction continue repre´sente´e en figure 4.5-(b) (courbe
rouge) et dont l’expression (donne´e par l’e´galite´ (4.2)) est a` rapprocher de celles des
fonctions logistiques :
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1
1 + aerx
(4.2)
Une fonction de re´partition comple´mentaire continue permet, par rapport a` une fonc-
tion de re´partition discre`te, d’estimer plus finement la probabilite´ d’un e´ve`nement, mais
aussi de comparer plus facilement des ensembles avec des nombres de membres diffe´rents.
4.2.2 Evaluation des pre´visions d’ensemble
Avant de chercher a` e´valuer les pre´visions d’ensemble il faut d’abord cerner quelles
sont les proprie´te´s qu’un ensemble est cense´ ve´rifier. [Talagrand et al., 1997] distingue un
certain nombre de proprie´te´s parmi lesquelles nous retiendrons :
• la consistance : est-ce que les membres et les observations suivent la meˆme variable
ale´atoire ?
• la fiabilite´ : la probabilite´ pre´dite a priori co¨ıncide-t-elle avec la fre´quence observe´e
a posteriori ?
• la pre´cision : la pre´vision e´tait-elle proche de ce qui s’est passe´ ?
• l’habilete´ : dans quelle mesure une pre´vision d’ensemble est-elle meilleure qu’une
pre´vision de re´fe´rence ?
• la discrimination : l’ensemble est-il capable de distinguer les situations menant a`
l’occurence d’un e´ve`nement de celles menant a` la non-occurence du meˆme e´ve`nement ?
Pour e´valuer chacune de ces proprie´te´s il existe un crite`re que nous de´taillerons par
la suite. Dans un souci de clarte´ nous avons regroupe´ dans un tableau les proprie´te´s
mentionne´es ci-dessus ainsi que les crite`res correspondants :
Proprie´te´s Crite`res
Consistance Diagramme de rang
(ou de Talagrand)
Fiabilite´ Diagramme de fiabilite´
Pre´cision Brier Score
Habilete´ Brier Skill Score (BSS)
Pre´cision inte´gre´e sur toute la PDF Discrete and Continuous Ranked
Probability Score (DRPS & CRPS)
Habilete´ inte´gre´e sur toute la PDF Discrete and Continuous Ranked
Probability Skill Score (DRPSS & CRPSS)
Discrimination Courbe de ROC
(Relative Operating Characteristic)
Tab. 4.1 – Proprie´te´s et crite`res correspondants.
Consistance et diagramme de rang
Un ensemble ve´rifie la proprie´te´ de consistance si les membres de l’ensemble et les
observations suivent la meˆme variable ale´atoire. Pour e´tablir si l’ensemble ve´rifie cette
proprie´te´ on e´tablit un diagramme de rang (ou encore appele´ diagramme de Talagrand)
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(voir [Talagrand et al., 1997, Anderson, 1995]). Pour chaque observation on classe par
ordre croissant les membres cre´ant ainsi N + 1 classes (ou` N est le nombre de membres
de l’ensemble) et on range ensuite l’observation dans l’une de ces classes comme cela est
re´pre´sente´ sur la figure 4.6.
Fig. 4.6 – Classement de l’observation (trait rouge vertical) par rapport aux membres
(traits noirs verticaux).
Ide´alement si les membres et les observations suivent la meˆme variable ale´atoire le
diagramme trace´ doit eˆtre plat (voir figure 4.7). Ne´anmoins si le diagramme n’est pas plat
celui-ci peut nous fournir une information sur la dispersivite´ de l’ensemble ou sur le biais.
Un ensemble sur-dispersif aura une grande occurence d’observations parmi les classes du
centre du diagramme, celui-ci formera alors une « bosse » en son centre. Au contraire un
ensemble sous-dispersif aura une grande occurence d’observations parmi les classes aux
extre´mite´s du diagramme. Celui-ci pre´sentera de grandes barres en ses extre´mite´s et un
comme un « creux » en son centre. Enfin si l’ensemble est biaise´ certaines classes sont
privile´gie´es en termes d’occurence d’observation et le diagramme correspondant pre´sente
une asyme´trie. Ces diffe´rentes configurations de diagramme sont regroupe´es dans la figure
4.7.
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Fig. 4.7 – Diffe´rentes configurations pour le diagramme de rang. Source :
[Callado et al., 2013].
L’information apporte´e par ces diagrammes peut eˆtre comple´te´e par le calcul de la
RMSD entre le diagramme conside´re´ et le diagramme plat correspondant a` un ensemble
parfaitement consistant :
RMSD =
√√√√ 1
N + 1
N+1∑
k=1
(
Sk − M
N + 1
)2
ou` N est le nombre de membres, Sk le nombre d’occurences dans la k-e`me classe, et
M est le nombre total d’e´chantillons avec lequel est e´tabli le diagramme.
Fiabilite´ et diagramme de fiabilite´
Dans cette section on conside`re la fiabilite´ comme la fiabilite´ relative a` un e´ve`nement
probabiliste du type {Z > T}. Un ensemble est fiable si les probabilite´s pre´dites a priori
co¨ıncident avec les fre´quences observe´es a posteriori. Pour ve´rifier si l’ensemble est fiable
on peut e´tablir un diagramme de fiabilite´. Celui-ci admet en abscisse les probabilite´s
pre´dites et en ordonne´es les fre´quences relatives d’observation. Pour chaque probabilite´
pre´dite on va calculer la fre´quence relative d’observation et placer le point correspondant
dans un repe`re et ainsi tracer une courbe. Ide´alement si l’ensemble est fiable la courbe
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doit eˆtre tre`s proche de la diagonale. Si le diagramme de fiabilite´ n’est pas proche de
la diagonale on peut ne´anmoins en tirer des informations sur l’ensemble : s’il est sous-
pre´dictif ou de faible fiabilite´... Les cas les plus standards sont illustre´s en figure 4.8. Il
peut e´galement subvenir des combinaisons de ces diffe´rentes configurations : un ensemble
peut par exemple eˆtre sous-pre´dictif pour des probabilite´s infe´rieures a` 0.3 et sur-pre´dictif
au-dela` ; ou un ensemble peut eˆtre tre`s fiable pour des probabilite´s infe´rieures a` 0.5 et
eˆtre tout a` fait non fiable au-dela`.
(a) (b)
(c) (d)
Fig. 4.8 – Ensemble (a) tre`s fiable (b) peu fiable (c) sous-pre´dictif (d) sur-pre´dictif.
La diagonale en pointille´s noirs repre´sente la fiabilite´ parfaite.
Pre´cision, score de Brier et habilete´
La pre´cision de la pre´diction d’un e´ve`nement du type {Z > T} peut se mesurer avec
le score de Brier [Brier, 1950, Murphy, 1973] dont l’expression est donne´e en (4.3) :
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BS =
1
T
T∑
i=1
(pi − oi)2 (4.3)
ou` pour chaque temps i, pi est la probabilite´ pre´dite, oi vaut 0 ou 1 selon que res-
pectivement l’e´ve`nement s’est produit ou pas. Le score de Brier confronte donc les pro-
babilite´s pre´dites d’occurence d’un e´ve`nement avec son occurence ou non-occurence ef-
fective. Il apparait donc que la valeur du score de Brier est comprise entre 0 et 1. Si le
syste`me de pre´vision pre´voit avec une grande exactitude l’occurence ou la non-occurence
de l’e´ve`nement alors le score de Brier sera proche de 0 tandis que dans le cas contraire le
score de Brier sera proche de 1.
On peut montrer [Murphy, 1973] que le score de Brier peut eˆtre de´compose´ en trois
termes : la fiabilite´ (qui correspond a` la proprie´te´ de fiabilite´ e´voque´e plus haut), la
re´solution (qui correspond a` la proprie´te´ de discrimination e´voque´e plus haut) et l’incer-
titude inhe´rente a` l’e´ve`nement conside´re´ (qui est sa variance).
BS =
1
T
N+1∑
k=1
nk(pk − o¯k)2︸ ︷︷ ︸
Fiabilite´
− 1
T
N+1∑
k=1
nk(o¯k − o¯)2︸ ︷︷ ︸
Re´solution
+ o¯(1− o¯)︸ ︷︷ ︸
Incertitude
(4.4)
ou` N est le nombre de membre de l’ensemble, pk =
k − 1
N
est la probabilite´ associe´e
a` chaque classe de l’ensemble, o¯k la fre´quence d’observation e´tant donne´e la probabilite´
pk et o¯ =
T∑
i=1
oi
T
.
Il existe donc un lien entre la fiabilite´ et le score de Brier a` travers la formule (4.4).
D’autre part le terme d’incertitude e´voque´ ici n’a rien a` voir avec la qualite´ de la pre´vision
mais correspond simplement a` la variance de l’e´ve`nement conside´re´, il est maximal lorsque
o¯ = 0.5.
Le terme d’incertitude o¯(1 − o¯) ne permet pas de comparer le score de Brier sur
diffe´rents e´chantillons. Pour de´passer cette limitation le Brier Skill Score (BSS) a e´te´
introduit. Celui-ci permet d’estimer dans quelle mesure un syste`me de pre´vision permet
d’ame´liorer la pre´cision par rapport a` un syste`me dit de re´fe´rence, c’est la proprie´te´
d’habilete´ e´voque´e pre´ce´demment. Le BSS est donne´ par l’expression (4.5) :
BSS = −BS −BSref
BSref
= 1− BS
BSref
(4.5)
Le BSS est compris entre −∞ et 1. Si le BSS est ne´gatif alors BS ≥ BSrefet donc le
syste`me de pre´vision n’ame´liore pas les pre´visions en comparaison du syste`me de re´fe´rence.
Au contraire si le BSS vaut 1 alors le Score de Brier du syste`me de pre´vision est nul et donc
ame´liore parfaitement les pre´visions par rapport au syste`me de pre´vision de re´fe´rence.
Discrete and Continuous Ranked Probability Score
Le Score de Brier s’applique a` un e´ve`nement, on peut cependant l’e´tendre a` un en-
semble d’e´ve`nements Ek, k ∈ {1, . . . , K} [Weigel et al., 2007]. On peut associer a` chaque
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e´ve`nement une probabilite´ pre´dite p
|k
t et une observation de l’e´ve`nement o
|k
t ∈ {0, 1}. On
peut alors e´valuer la distribution comple`te :
DRPS =
1
TK
T∑
t=1
K∑
k=1
(
p
|k
t − o|kt
)2
(4.6)
De la meˆme manie`re que le Score de Brier, le DRPS est compris entre 0 et 1, il
est proche de 0 si le syste`me pre´dit avec une grande exactitude l’occurence ou la non-
occurence des e´ve`nements et dans le cas contraire il sera proche de 1.
De la meˆme manie`re que pour le Brier Skill Score il existe le Discrete Ranked Proba-
bility Skill Score :
DRPSS = −DRPS −DRPSref
DRPSref
= 1− DRPS
DRPSref
Pour le DRPS on conside´rait un ensemble discret d’e´ve`nements, pour e´tendre le Score
de Brier a` un ensemble d’e´ve`nements on peut e´galement conside´rer un ensemble continu
d’e´ve`nements, c’est l’objet du Continuous Ranked Probability Score (CRPS). Si on note
Fp(z) la fonction de re´partition associe´e a` l’ensemble et Fo(z) = 1[y;+∞[(z) la fonction de
re´partition associe´e a` l’observation alors l’expression du CRPS est donne´e par :
CRPS =
1
T
T∑
t=1
∫
R
(Fp(z)− Fo(z))2 dz (4.7)
La` encore il existe le Continuous Ranked Probability Skill Score qui permet de com-
parer le syste`me de pre´vision a` un syste`me de re´fe´rence :
CRPSS = −CRPS − CRPSref
CRPSref
= 1− CRPS
CRPSref
Table de contingence, discrimination et courbe de ROC
La discrimination est la capacite´ du syste`me de pre´vision a` distinguer clairement les
situations menant a` l’occurence d’un e´ve`nement des situations menant a` la non-occurence
de cet e´ve`nement (voir [Wilks, 2011]). Cela se traduit par le fait que les densite´s de
probabilite´s respectives sont « a` support disjoints ». On a reporte´ en figure 4.9 des images
illustrant la proprie´te´ de discrimination.
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Fig. 4.9 – Illustration de la discrimination. Les figures (a) et (c) pre´sentent des figures
avec une bonne discrimination, les densite´s de probabilite´ sont distinctes. La figure
(b) pre´sente au contraire une mauvaise discrimination, les densite´s de probabilite´ sont
en partie superpose´es. Source : [Pen˜a, 2011].
Dans la pratique pour e´tablir si un syste`me ve´rifie la proprie´te´ de discrimination
on peut e´tablir la courbe de ROC (Relative Operating Characteristic). Cette courbe
est e´tablie graˆce a` certains scores qui eux-meˆmes sont e´tablis a` partir de la table de
contingence relative a` l’e´ve`nement conside´re´. Dans la suite nous pre´sentons donc dans
un premier temps ce qu’est une table de contingence ainsi que quelques scores associe´s
parmi lesquels ceux que nous utiliserons pour tracer la courbe de ROC.
Dans le cadre d’un syste`me de pre´vision une table de contingence est un tableau qui
pour un e´ve`nement confronte d’une part les e´tats pre´vus (pre´dit/non pre´dit) aux e´tats
observe´s (observe´/non observe´) (voir tableau 4.2). On conside´rera que l’e´ve`nement a e´te´
pre´dit si la probabilite´ pre´dite par l’ensemble est supe´rieure a` la fre´quence d’observation
de l’e´ve`nement.
Pre´dit Non pre´dit
Observe´ Correct positif Faux ne´gatif
Succe`s Echec
Non observe´ Faux positif Correct ne´gatif
Fausse alerte
Tab. 4.2 – Table de contingence.
A partir du renseignement de cette table on peut de´river un certain nombre de scores
relatifs a` un e´ve`nement (voir table 4.3) qui nous renseignent sur la capacite´ du syste`me
a` pre´dire l’e´ve`nement. Nous en pre´sentons ici quelques-uns sans pour autant en donner
le sens, ceux-ci s’interpre`tant assez facilement.
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Scores Formules
Probabilite´ d’occurence
Succe`s
Succe`s+ Fausse alerte
Pre´cision
Succe`s+ Correct ne´gatif
Total
Taux de re´ussite
Succe`s
Succe`s+ Echec
Taux de corrects ne´gatifs
Correct ne´gatif
Correct ne´gatif + Fausse alerte
Menace
Succe`s
Succe`s+ Echec+ Fausse alerte
Taux de faux positifs
Fausse alerte
Fausse alerte+ Correct ne´gatif
Tab. 4.3 – Quelques scores associe´s a` la table de contingence.
Chaque point de la courbe de ROC est constitue´ d’un couple (taux de faux positifs ;
taux de re´ussite) (qui correspondent respectivement a` l’abscisse et a` l’ordonne´e du point)
obtenu pour un seuil de probabilite´ diffe´rent. Alors si pour chaque seuil de probabilite´
teste´ le taux de faux positifs est e´gal au taux de re´ussite cela signifie que le syste`me
est incapable de discriminer entre deux situations diffe´rentes. Dans ce cas la courbe de
ROC est superpose´e a` la diagonale comme on peut le voir sur la figure 4.10-(b) et l’aire
sous la courbe vaut 0.5. Au contraire si quel que soit le seuil de probabilite´ utilise´ le
taux de re´ussite est toujours e´gal a` 1 alors cela signifie que le syste`me de pre´vision arrive
parfaitement a` discriminer entre deux situations. Dans ce cas la courbe de ROC est
est confondue avec le segment [0; 1] × 1 comme on peut le voir sur la figure 4.10-(a)
et l’aire sous la courbe vaut 1. De manie`re plus ge´ne´rale plus l’aire sous la courbe de
ROC est proche de 1 plus le syste`me de pre´vision est capable de faire la distinction entre
deux situations. De cette re´flexion sur les aires sous la courbe on peut de´river le ROC
Skill Score (ROCSS) qui de´termine dans quelle mesure le syste`me de pre´vision peut
discriminer entre deux e´ve`nements. Si on note A l’aire sous la courbve de ROC alors
l’expression de ROCSS est donne´e par (4.8).
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ROCSS = 2A− 1 (4.8)
Plus ROCSS est proche de 0 et moins le syste`me de pre´vision est capable de discrimi-
ner entre deux e´ve`nements. Au contraire plus ROCSS est proche de 1 et plus le syste`me
de pre´vision est discriminant.
Fig. 4.10 – Courbes de ROC pour un syste`me de pre´visions (a) parfait (b) incapable
de discriminer (c) re´aliste.
Chapitre 5
Couplage de mode`les hydrauliques
1D-2D
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Dans le cadre de la mode´lisation hydraulique des cours d’eau les mode`les 2D ont un
re´el apport en comparaison des mode`les 1D en ce qu’ils fournissent une description pre´cise
et potentiellement tre`s fine des phe´nome`nes mode´lise´s. Ne´anmoins le de´veloppement et
l’utilisation dans la pratique de mode`les 2D a` l’e´chelle d’un re´seau hydraulique n’est
pas toujours possible du fait des donne´es que cela suppose mais aussi et surtout du fait
des couˆts de calcul que cela implique. D’autant plus que l’utilisation d’un mode`le 2D
n’est pleinement justifie´e que la` ou` l’e´coulement est bi-dimensionnel ce qui est loin d’eˆtre
toujours le cas dans le cadre de l’e´coulement d’une rivie`re. D’autre part certains mode`les
2D sont de´veloppe´s sur des zones d’inte´reˆt (zones urbaines, centrale nucle´aire...) couvrant
en partie une zone ou` il existe de´ja` un mode`le 1D calibre´ et valide´ et dans lesquel beaucoup
d’expertise a e´te´ investie. Ainsi pour limiter les temps de calcul tout en tirant pleinement
profit de mode`les 1D et 2D la` ou` ceux-ci ont de l’inte´reˆt et pour assurer la continuite´
physique entre les diffe´rents mode`les il est judicieux d’avoir recours a` des me´thodes de
couplage de mode`les.
Dans la suite de ce travail on s’inte´ressera au couplage de mode`les Saint-Venant 1D
et 2D. Ce the`me de recherche a fait l’objet de nombreuses e´tudes ces dernie`res anne´es
de´montrant a` la fois l’inte´reˆt et la faisabilite´ de la de´marche aussi bien sur des cas d’e´tude
acade´miques que sur des cas tests re´els. Parmi les me´thodes ainsi de´veloppe´es on dis-
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tingue :
• le couplage de mode`les avec interfaces aux frontie`res des mode`les. Ici le terme de
frontie`res de´signe les frontie`res liquides dans le cas d’un mode`le 2D et les frontie`res
amont et/ou aval pour un mode`le 1D. Dans ce cas les variables e´change´es a` l’inter-
face peuvent eˆtre le de´bit, la section mouille´e, les invariants de Riemann...
• le couplage de mode`les superpose´s. Dans ce cas le mode`le 1D force le mode`le 2D et
ce dernier calcule les flux et les termes de quantite´ de mouvement e´change´s entre
les lits mineur et majeur. Ces termes sont ensuite injecte´s dans le mode`le 1D pour
mode´liser les e´changes entre lit mineur et lit majeur ;
• le couplage late´ral. Cette me´thode est dans le principe assez proche de la pre´ce´dente
mais diffe`re de celle-ci en ce que les mode`les ne sont pas superpose´s : un ou plusieurs
mode`les 2D mode´lisent l’e´coulement dans les plaines d’inondations et un mode`le 1D
mode´lise l’e´coulement dans le lit de la rivie`re. Le lecteur inte´resse´ pourra se reporter
a` [Goutal et al., 2014].
Ces deux dernie`res me´thodes sont plus particulie`rement indique´es lorsque l’on souhaite
mode´liser les e´coulements dans les plaines d’inondation adjacentes au cours d’eau. Dans
la suite nous ne nous inte´resserons qu’aux deux premie`res me´thodes de couplage cite´es :
le couplage a` interfaces et le couplage de mode`les superpose´s.
5.1 Couplage a` interfaces
Nicole Goutal dans sa the`se de HDR [Goutal, 2014] a fait un travail de synthe`se tre`s
clair sur les diffe´rents aspects intervenant dans le couplage de mode`les de Saint-Venant
1D et 2D. Pour re´diger cette section ainsi que pour imple´menter la me´thode de couplage
a` interfaces (voir chapitre 9, section 9.2) nous nous sommes largement appuye´s sur ce
travail et sur les travaux expose´s dans [Miglio et al., 2005, Malleron et al., 2011].
Le couplage de mode`les a` interfaces peut eˆtre mis en œuvre lorsque plusieurs mode`les
sont utilise´s se´quentiellement le long d’un cours d’eau comme cela est illustre´ sche´matique-
ment sur la figure 5.1. Dans la suite, dans un souci de simplicite´ mais sans perte de
ge´ne´ralite´, nous conside´rerons que le mode`le 1D est situe´ en amont du mode`le 2D mais
dans les faits nous pouvons e´galement conside´rer des configurations ou` le 2D est en amont
du 1D ou encore des configurations du type 1D-2D-1D.
Usuellement, pour de´montrer la pertinence du couplage on met en place sur la zone
d’e´tude un mode`le 2D complet qui recouvre les domaines couverts par les mode`les 1D
et 2D. Le but de la de´marche est de coupler les mode`les tout en minimisant l’erreur a`
l’interface entre d’un coˆte´ les mode`les couple´s et d’autre part le mode`le 2D complet qui
sert de re´fe´rence. Si on dispose d’observations on pourra e´galement comparer le mode`le
couple´ aux observations. La me´thode de couplage a` interfaces repose sur un algorithme
ite´ratif (que l’on de´taille plus loin) et qui doit permettre (a` convergence) de ve´rifier les
contraintes suivantes [Goutal, 2014] :
• la continuite´ des grandeurs physiques transmises d’un mode`le a` l’autre doit eˆtre
assure´e. Ne´anmoins la variable transmise ne sera pas ne´cessairement la condition
limite impose´e a` l’autre mode`le. Par exemple dans le cas ou` le mode`le 1D transmet
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Fig. 5.1 – Repre´sentation sche´matique du couplage de mode`les 1D et 2D avec inter-
face. Ici le mode`le 1D est en amont du mode`le 2D mais on peut e´galement conside´rer
le cas ou` le mode`le 2D est en amont du mode`le 1D.
un de´bit au mode`le 2D alors les vitesses impose´es a` celui-ci en condition limite sont
calcule´es de telle manie`re que les de´bits aux limites des mode`les sont e´gaux mais les
vitesses calcule´es ne le sont pas force´ment. C’est le cas en particulier si les sections
en travers a` l’interface de chacun des mode`les sont diffe´rentes ;
• les conditions limites doivent eˆtre telles que les proble`mes sur chaque sous-domaine
sont bien pose´s et la vitesse de convergence de l’algorithme maximale ;
• a` l’interface le mode`le le plus grossier doit eˆtre valide. Ainsi l’interface entre les
mode`les doit eˆtre positionne´e la` ou` l’e´coulement est mono-dimensionnel, dans ce
cas les deux mode`les sont valides au niveau de l’interface et on minimise l’erreur de
couplage.
Afin de s’assurer que les contraintes ci-dessus sont bien respecte´es il faut pre´ciser
comment est ope´re´ le raccordement entre les mode`les a` l’interface.
5.1.1 Raccordement des mode`les a` l’interface
Le raccordement des mode`les a` l’interface doit se faire de telle manie`re que les proble`mes
sur chacun des sous-domaines 1D et 2D soient bien pose´s mais aussi que la continuite´
entre les grandeurs physiques a` l’interface soit assure´e.
Proble`mes bien pose´s pour les sous-mode`les Saint-Venant 1D et 2D
Pour que les proble`mes pour les sous-mode`les Saint-Venant 1D et 2D soient bien pose´s
il faut que les conditions aux limites de ces mode`les soient en conformite´ avec la the´orie
des caracte´ristiques que l’on a e´voque´e a` la section 2.4.1 dans le cas d’un mode`le 1D.
Celles-ci vont donc de´pendre du re´gime d’e´coulement mais aussi du mode`le (1D ou 2D)
ainsi que de la position relative des mode`les.
Pour le mode`le 1D les conditions limites a` imposer au niveau de l’interface sont :
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• en re´gime fluvial : la section mouille´e ou le de´bit ou l’invariant de Riemann lie´ a`
la caracte´ristique entrante ;
• en re´gime torrentiel : il n’y a aucune condition a` imposer puisqu’il n’y a pas de
caracte´ristique entrante a` l’aval du domaine 1D.
Pour le mode`le 2D les conditions limites a` imposer au niveau de l’interface sont :
• en re´gime fluvial : la hauteur d’eau en chaque point de l’interface ou la vitesse
en chaque point de l’interface ou l’invariant de Riemann lie´ a` la caracte´ristique
entrante ;
• en re´gime torrentiel : on impose soit la hauteur et la vitesse soit les deux invariants
de Riemann porte´s par les deux caracte´ristiques entrant dans le domaine.
Continuite´ des grandeurs physiques au niveau de l’interface
Les conditions limites a` imposer aux mode`les au niveau de l’interface impliquent la
continuite´ de certaines variables physiques au niveau de cette interface.
• Continuite´ des variables 1D
Les variables du mode`le 1D sont la section mouille´e et le de´bit, il convient donc a`
convergence de l’algorithme de couplage d’assurer la continuite´ de ces deux variables ou
la continuite´ des invariants de Riemann 1D :
• continuite´ de la section mouille´e : afin que le proble`me 2D soit bien pose´ la continuite´
de la section mouille´e au niveau de l’interface se traduit dans le mode`le 2D par
une hauteur d’eau qui servira de condition limite. Si au niveau de l’interface les
ge´ome´tries des mode`les 1D et 2D diffe`rent alors la continuite´ de la section mouille´e
re´sultera en la discontinuite´ des cotes d’eau. Il faut pre´ciser ici que les sections en
travers de la rivie`re sont de´crites dans la ge´ome´trie du mode`le 1D, ainsi cela a du
sens de comparer les ge´ome´tries des mode`les 1D et 2D a` l’interface entre ces deux
mode`les ;
• continuite´ du de´bit : afin que le proble`me 2D soit bien pose´ un profil de vitesse
(constant ou parabolique) est calcule´ a` partir des de´bits impose´s par le mode`le 1D.
• continuite´ des invariants de Riemann 1D.
• Continuite´ des variables 2D
Les variables du mode`le 2D sont les vitesses horizontales et la hauteur d’eau. A conver-
gence il convient d’assurer la continuite´ de ces deux variables :
• continuite´ des cotes d’eau : si l’interface de couplage est situe´e dans une zone ou`
l’e´coulement est mono-dimensionnel alors la cote d’eau sur la section en travers du
mode`le 2D devrait eˆtre constante. Sinon on de´finit la cote d’eau du mode`le 2D au
niveau de l’interface comme e´tant la moyenne des cotes d’eau du mode`le 2D prise
sur la longueur de la section en travers a` l’interface ;
• continuite´ des vitesses : si l’interface de couplage est situe´e dans une zone ou`
l’e´coulement est mono-dimensionnel alors la vitesse 2D est e´gale a` la vitesse 1D
avec un profil uniforme. Par contre, de la meˆme manie`re que pour la continuite´ de
la section mouille´e e´voque´e plus haut, si les ge´ome´tries des sections en travers des
mode`les 1D et 2D au niveau de l’interface de couplage ne sont pas identiques la
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continuite´ des de´bits ne sera pas assure´e.
5.1.2 Algorithme de couplage
Dans le cadre du couplage a` interface l’algorithme de couplage ge´ne´ralement utilise´
est un algorithme de type Scwharz sans recouvrement [Lions, 1996]. Ces me´thodes de
couplage ont e´te´ initialement e´labore´es dans un cadre purement mathe´matiques par H.
A. Schwarz [Schwarz, 1869] au 19e`me sie`cle afin d’e´tablir l’existence de fonctions harmo-
niques sur des domaines de formes particulie`res comme par exemple l’union d’un cercle
et d’un rectangle. Dans la suite nous pre´senterons tout d’abord les versions locale et
globale en temps de l’algorithme de Schwarz dans un cadre ge´ne´ral avant de donner leur
formulation dans le cadre de mode`les Saint-Venant.
L’algorithme de Schwarz
On conside`re deux ouverts de Rn (n e´tant un entier quelconque) disjoints Ω1 et Ω2
mais dont l’intersection de leurs frontie`res note´es ∂Ω1 et ∂Ω2 n’est pas vide ; on note
Γ = ∂Ω1 ∩ ∂Ω2. On conside`re sur ces ouverts deux ope´rateurs aux de´rive´es partielles
L1 et L2 repre´sentant deux syste`mes physiques. On conside`re alors l’ensemble des deux
proble`mes suivants :
{
L1u = f1 sur Ω1
B1u = g1 sur ∂Ω1 \ Γ
et
{
L2v = f2 sur Ω2
B2v = g2 sur ∂Ω2 \ Γ
(5.1)
ou` u et v sont les variables associe´es aux ope´rateurs L1 et L2 (a` ne pas confondre avec
les composantes horizontales de la vitesse utilise´es dans les e´quations de Saint-Venant
2D), f1, g1, f2 et g2 sont des fonctions donne´es, B1 et B2 sont des ope´rateurs aux limites
du domaine de´finis par la physique du proble`me et ou` u et v doivent satisfaire a` la
contrainte suivante au niveau de l’interface Γ :
C1u = C2v
ou` C1 et C2 sont des ope´rateurs a` l’interface.
Pour re´soudre le proble`me (5.1) l’algorithme de Schwarz local en temps consiste a`
re´soudre de manie`re ite´rative a` chaque pas de temps i, si on suppose connus u0i et v
0
i sur
Γ, le proble`me suivant :

L1uk+1i = f1 sur Ω1
B1u
k+1
i = g1 sur ∂Ω1 \ Γ
C1u
k+1
i = C2v
k
i sur Γ
et

L2vk+1i = f2 sur Ω2
B2v
k+1
i = g2 sur ∂Ω2 \ Γ
C2v
k+1
i = C1u
k
i sur Γ
(5.2)
En re`gle ge´ne´rale les valeurs u0i et v
0
i sont les solutions du proble`me (5.2) au pas de
temps pre´ce´dent i − 1. Cette version est appele´e version « additive » de l’algorithme de
Schwarz et est du fait des conditions sur l’interface Γ naturellement paralle´lisable.
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Il existe e´galement une version dite « multiplicative » de l’algorithme de Schwarz qui
se formule de la manie`re suivante, si on suppose connus u0i et v
0
i sur Γ alors on re´sout de
manie`re ite´rative le proble`me suivant :

L1uk+1i = f1 sur Ω1
B1u
k+1
i = g1 sur ∂Ω1 \ Γ
C1u
k+1
i = C2v
k
i sur Γ
et

L2vk+1i = f2 sur Ω2
B2v
k+1
i = g2 sur ∂Ω2 \ Γ
C2v
k+1
i = C1u
k+1
i sur Γ
(5.3)
Du fait que dans cette me´thode on re´solve les proble`mes successivement sur chacun des
sous-domaines Ω1 et Ω2 son temps de calcul est en ge´ne´ral plus long que pour l’algorithme
de Schwarz additif.
On peut introduire une dimension temporelle dans l’algorithme de Schwarz en prenant
en compte le temps, dans ce cas on va chercher a` re´soudre un proble`me du type (5.3)
ou (5.2) mais sur un intervalle de temps [0;T ]. On suppose connus u0 et v0 sur Γ sur
l’intervalle de temps [0;T ] alors l’algorithme de Schwarz additif global en temps consiste
a` re´soudre de manie`re ite´rative le proble`me suivant :

L1uk+1 = f1 sur Ω1 × [0;T ]
B1u
k+1 = g1 sur (∂Ω1 \ Γ)× [0;T ]
C1u
k+1 = C2v
k sur Γ× [0;T ]
et

L2vk+1 = f2 sur Ω2 × [0;T ]
B2v
k+1 = g2 sur (∂Ω2 \ Γ)× [0;T ]
C2v
k+1 = C1u
k sur Γ× [0;T ]
(5.4)
Bien suˆr on peut e´galement concevoir un algorithme de Schwarz multiplicatif global
en temps.
Ces me´thodes s’e´tendent naturellement au cas de plusieurs sous-domaines.
Le choix des ope´rateurs C1 et C2 apparaissant dans les proble`mes (5.2), (5.3) et (5.4)
est d’une grande importance puisqu’ils vont influer sur le nombre d’ite´rations ne´cessaire
pour converger et donc sur le temps de calcul. On remarquera en particulier que dans
le cas ou` C1 = C2 = Id l’algorithme de Schwarz ne converge pas car les valeurs de u
0
et v0 a` l’interface n’e´voluent pas. Aussi en pratique il est d’inte´reˆt de chercher a` de´finir
des ope´rateurs C1 et C2 a` l’interface permettant d’optimiser la vitesse convergence de
l’algorithme de Schwarz, de nombreuses e´tudes traitent de ce sujet dont par exemple
[Gander, 2006].
Formulation dans le cadre du couplage 1D-2D des e´quations de Saint-Venant
Dans le cadre du couplage 1D-2D des e´quations de Saint-Venant la formulation de
l’algorithme de Schwarz est le´ge`rement diffe´rente de celle expose´e pre´ce´demment. Tout
d’abord les ope´rateurs L1 et L2 de´signent respectivement l’ope´rateur discre´tise´ de Saint-
Venant sur les domaines 1D et 2D. D’autre part on note au temps i :
• (S,Q)i la section mouille´e et le de´bit dans le domaine 1D ;
• (h, u, v)i la hauteur et les composantes de la vitesse dans le domaine 2D.
Dans la suite on de´finit Γ1 et Γ2 comme e´tant les interfaces de raccordement des
mode`les 1D et 2D respectivement. Si au temps i on connait Q0i et h
0
2D,i sur Γ1 et Γ2
respectivement alors l’algorithme de Schwarz additif local en temps dans le cadre du
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couplage des e´quations Saint-Venant 1D-2D se rame`ne a` re´soudre de manie`re ite´rative
les proble`mes suivants :
L1(S,Q)k+1i = f1 sur Ω1
Conditions limites classiques sur ∂Ω1 \ Γ1
Sk+1i = C21(h
k
2D,i) sur Γ1
(5.5)
et 
L2(h, u, v)k+1i = f2 sur Ω2
Conditions limites classiques sur ∂Ω2 \ Γ2
(u, v)k+1i = C12(Q
k
i ) sur Γ2
(5.6)
ou` Ωs et ∂Ωs de´signent respectivement le domaine et la frontie`re des mode`les 1D et
2D et Γ de´signe l’interface entre les mode`les.
La` encore on peut donner une formulation globale en temps de l’algorithme de Sw-
charz. Si sur l’intervalle de temps [0;T ] on connait sur Γ1 et Γ2, h
0
2D et Q
0 alors l’al-
gorithme de Schwarz additif global en temps pour les e´quations Saint-Venant 1D-2D se
rame`ne a` re´soudre de manie`re ite´rative les proble`mes suivants :
L1(S,Q)k+1 = f1 sur Ω1 × [0;T ]
Conditions limites classiques sur (∂Ω1 \ Γ1)× [0;T ]
Sk+1 = C21(h
k
2D) sur Γ1 × [0;T ]
(5.7)
et 
L2(h, u, v)k+1 = f2 sur Ω2 × [0;T ]
Conditions limites classiques sur (∂Ω2 \ Γ2)× [0;T ]
(u, v)k+1 = C12(Q
k) sur Γ2 × [0;T ]
(5.8)
Pour que ces algorithmes soient bien de´finis il reste a` pre´ciser ce que sont dans ce cas
les ope´rateurs C12 et C21 :
• l’ope´rateur C12 calcule le champ de vitesse a` imposer au mode`le 2D comme condition
limite amont a` l’interface en fonction du de´bit calcule´ par le mode`le 1D a` l’interface.
• l’ope´rateur C21 calcule la cote d’eau a` imposer en condition limite aval du mode`le
1D en prenant la moyenne des cotes d’eau du mode`le 2D sur la section en travers
au niveau de l’interface.
5.1.3 Quelques exemples d’applications nume´riques de l’algo-
rithme de couplage
Dans cette section nous nous inte´ressons a` quelques exemples d’application d’un algo-
rithme ite´ratif de couplage de mode`les Saint-Venant 1D-2D tire´s de la litte´rature. Dans un
premier temps nous nous inte´ressons a` l’e´tude re´alise´e dans [Miglio et al., 2005] portant
sur des exemples de couplage dans des cas acade´miques. Dans une second temps nous
nous inte´ressons aux re´sultats pre´sente´s par [Malleron et al., 2011] et dans lequel des cas
d’applications re´els ont e´te´ utilise´s : la rupture du barrage de Malpasset et le couplage
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de mode`les sur le Rhin. Ces travaux ont e´te´ choisis pour leur pertinence illustrative dans
le cadre de cette section. On peut citer e´galement les travaux pre´sente´s dans [?] portant
sur le couplage de mode`les hydrauliques 1D et 3D re´alise´s avec les codes hydrauliques
Mascaret-1D et Telemac-3D respectivement.
Miglio et al., 2005-a
L’article de [Miglio et al., 2005] porte sur le couplage de mode`les Saint-Venant de
dimensions he´te´roge`nes (i-e de dimensions diffe´rentes). Il est a` noter qu’il existe une se-
conde partie a` cet article, [Miglio et al., 2005], dans laquelle il est question du couplage de
mode`les hydrauliques a` surface libre dont la physique est he´te´roge`ne mais les dimensions
homoge`nes. Il ne sera pas question de ce dernier travail ici.
Dans ce travail l’auteur s’inte´resse en particulier aux conditions aux limites a` imposer
a` l’interface entre les mode`les avant d’exposer l’algorithme ite´ratif utilise´ pour coupler
les mode`les. Celui-ci diffe`re le´ge`rement des proble`mes ite´ratifs pre´sente´s en (5.5) et (5.6)
en section 5.1.2 au niveau des variables e´change´es a` l’interface. Dans ce cas la variable
transmise du 2D au 1D est l’invariant de Riemann porte´ par la caracte´ristique entrante
dans le domaine 1D a` l’amont et la variable transmise par le 1D au 2D est la section
mouille´e. En dehors de c¸a le principe de l’algorithme ite´ratif de couplage reste le meˆme.
[Miglio et al., 2005] pre´sente tout d’abord un cas acade´mique avec un mode`le 2D situe´
au niveau d’une confluence couple´ a` deux mode`les 1D situe´s en aval de celle-ci (figure
5.2).
Fig. 5.2 – Le domaine de´limite´ en rouge repre´sente le mode`le 2D et les mode`les 1D
sont repre´sente´s en bleu. Source : [Miglio et al., 2005].
Il est montre´ que le mode`le couple´ 1D-2D donne des re´sultats en termes de hauteurs
d’eau mode´lise´es tre`s proches de ceux donne´s par le mode`le 2D complet sur la zone
comme on peut le voir sur la figure 5.4. Le forc¸age a` l’amont du mode`le 2D est donne´
par la fonction h donne´e en (5.9), ce qui explique cette forme d’onde qui se propage.
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Malheureusement le gain en termes de couˆt de calcul ainsi que l’erreur entre les mode`les
couple´ et 2D complet au niveau de l’interface n’est pas pre´cise´.
h(t) =
 5 + 0.5 sin
(
2πt
10
)
t ≤ 5
5 t > 5
(5.9)
Fig. 5.3 – Comparaison des hauteurs d’eau calcule´es avec le mode`le 2D complet (a`
gauche) et le mode`le couple´ (a` droite) aux temps t = 250s (en haut) et t = 300s.
Source : [Miglio et al., 2005].
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[Miglio et al., 2005] pre´sente ensuite un second cas acade´mique, il s’agit d’un couplage
1D-2D avec un obstacle au milieu du mode`le 2D. Dans cette expe´rience le mode`le 1D
est en amont du mode`le 2D et l’objectif est d’e´tudier de manie`re qualitative l’influence
la position de l’interface entre les mode`les sur les re´sultats. Comme on peut l’intuiter
les re´sultats du mode`le couple´ seront d’autant plus proches du mode`le 2D complet que
l’interface est en amont de l’obstacle (voir figure 5.4).
Fig. 5.4 – Hauteurs d’eau calcule´es avec le mode`le 2D avec obstacle. De gauche a`
droite et de haut en bas : 2D complet, mode`le couple´ avec l’interface positionne´e a`
l’abscisse x = 70, x = 50 et x = 40. Source :
[Miglio et al., 2005].
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Malleron et al., 2011
Dans un second temps nous nous inte´ressons aux travaux pre´sente´s dans
[Malleron et al., 2011]. Ceux-ci portent sur l’imple´mentation de l’algorithme ite´ratif pre´-
sente´ en section 5.1.2 avec le coupleur de codes OpenPALM de´veloppe´ par le CERFACS
et l’ONERA (voir [Buis et al., 2006]). Dans une premie`re partie les auteurs se livrent a`
une discussion sur les avantages et les apports du coupleur de codes OpenPALM par
rapport a` d’autres coupleurs. Ils pre´sentent e´galement les codes de calcul utilise´s dans
cette e´tude, il s’agit des codes Mascaret et Telemac-2D pre´sente´s au chapitre 2. Dans une
seconde partie les auteurs testent l’algorithme sur deux cas re´els.
Le premier cas pre´sente´ est le cas de la rupture du barrage de Malpasset qui a eu
lieu de 2 De´cembre 1959. Ce barrage e´tait situe´ dans le sud de la France sur la rivie`re
Reyran. Nous ne disposons pas d’observations de hauteurs d’eau relatives a` cet e´ve`nement,
ne´anmoins des transformateurs e´lectriques e´taient situe´s a` l’aval du barrage et l’on connait
approximativement l’heure a` laquelle ils ont cesse´ de fonctionner. Ces donne´es ont permis
de calibrer une reproduction a` l’e´chelle 1/400 de la valle´e ou` a eu lieu la catastrophe et
qui a e´te´ agre´mente´ de 14 instruments de mesure. Les donne´es produites avec cette
reproduction a` l’e´chelle sont en accord avec les marques laisse´es par l’eau sur certains
baˆtiments en aval du barrage. Au niveau du barrage et dans la partie amont de la vall´ee
situe´e a` l’aval de celui-ci un mode`le 1D a e´te´ utilise´. La` ou` la valle´e s’e´largit un mode`le
2D a e´te´ utilise´ (voir figure 5.5).
Fig. 5.5 – Localisation du barrage de Malpasset, des mode`les 1D et 2D, des transfor-
mateurs e´lectriques et des instruments de mesure. Source :
[Malleron et al., 2011].
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Dans cette expe´rience ce sont les invariants de Riemann qui ont e´te´ e´change´s a` l’in-
terface. Les re´sultats montrent que le mode`le couple´ et le mode`le 2D complet arrivent
bien a` reproduire les hauteurs d’eau simule´es avec la maquette aux stations 10 a` 14. Ce
n’est pas le cas du mode`le 1D complet dont la diffe´rence avec les observations s’accroit
avec l’abscisse, voir figure 5.6.
(a)
(b)
Fig. 5.6 – Comparaison des donne´es expe´rimentales et des cotes d’eau calcule´es par
les mode`les 1D et 2D complets et le mode`le couple´ 1D-2D aux stations de mesure (a)
10, 11, 12 et (b) 13 et 14. Source : [Malleron et al., 2011].
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Dans cet exemple le temps simule´ est de 4000s soit un peu plus d’une heure, le temps
de calcul du mode`le couple´ est e´quivalent a` celui du mode`le 2D complet sur la zone (47s
contre 40s respectivement), il reste ne´anmoins nettement infe´rieur au couˆt d’un couplage
par e´change de fichiers (4h40) montrant tout l’inte´reˆt que les me´thodes de couplage de
mode`les peuvent retirer d’un coupleur de codes comme OpenPALM.
Le second cas pre´sente´ dans l’e´tude de (Malleron et al., 2011) porte sur le couplage de
mode`les au niveau de la diﬄuence du barrage de Marckolsheim situe´ sur le Rhin. Cette
diﬄuence marque la se´paration entre le lit naturel du Rhin d’un coˆte´ et un canal de
diversion qui alimente la centrale hydroe´lectrique de Marckolsheim (voir figure 5.7).
Fig. 5.7 – Localisation de la zone d’e´tude (a` gauche) et disposition des mode`les
nume´riques (a` droite). Source : [Malleron et al., 2011].
L’e´tude ne pre´sente pas de donne´es d’observation pour ce cas, par contre l’e´tude
pre´sente les hauteurs d’eau calcule´es par les mode`les couple´ et 2D complet au niveau
de l’interface a` l’amont de la diﬄuence pendant l’e´pisode qui a eu lieu du 9 au 11 Aouˆt
2007. Le maximum des de´bits a` l’amont du mode`le a e´te´ de 4513m3.s−1 mais n’a pas
donne´ lieu a` des de´bordements par dessus les berges. Les re´sultats obtenus pour la cote
de la surface libre par le mode`le couple´ et le 2D complet sont tre`s proches tout au long
de l’e´pisode hormis une le´ge`re diffe´rence de quelques centime`tres pendant le pic de crue,
voir figure 5.8.
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Fig. 5.8 – Se´ries temporelles de la cote de la surface libre calcule´e par le mode`le 2D
complet et par le mode`le couple´. Source : [Malleron et al., 2011].
Bien que l’e´pisode porte sur plusieurs jour les donne´es disponibles dans l’article relati-
vement au temps de calcul pour ce cas porte sur un temps simule´ de 20000s (soit environ
5h30). Pour un temps simule´ de 20000s le temps de calcul avec le mode`le 2D complet est
de 11m10s tandis que le temps de calcul pour le mode`le couple´ est de 4m20s montrant
la re´duction potentielle du temps de calcul avec un mode`le couple´.
5.2 Couplage de mode`les superpose´s
Une autre approche pour le couplage de mode`les re´side dans le couplage de mode`les
superpose´s. Les mode`les 1D ont donne´ la preuve de leur pertinence dans le cadre d’e´coule-
ments fluviaux ou torrentiels lorsque l’e´coulement reste mono-dimensionnel. Ne´anmoins
en cas de submersion des berges et si l’e´coulement devient bi-dimensionnel les mode`les
1D ne sont plus pertinents. Pour palier a` ce proble`me des mode`les a` casiers dits « 1.5
D » ont e´te´ de´veloppe´s. Les casiers sont cense´s repre´senter les plaines d’inondation ad-
jacentes au lit de la rivie`re. Ceux-ci peuvent offrir de bons re´sultats, meilleurs qu’un
mode`le 1D avec lits compose´s et comparables a` ceux d’un mode`le 2D lorsque l’on ne
s’inte´resse qu’a` la cote maximale sans regarder plus pre´cise´ment les effets dynamiques
(voir [Besnard and Goutal, 2011]). D’autre part les mode`les a` casiers trouvent leurs limi-
tations dans le fait que les e´changes entre ceux-ci et le lit de la rivie`re sont difficiles a`
calibrer, sont base´s sur des lois empiriques et offrent de fait une mode´lisation qui n’est pas
tre`s physique. Pour palier a` ce proble`me on peut envisager de mode´liser avec un mode`le
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2D couvrant a` la fois les lit majeur et mineur les zones d’inte´reˆt et coupler celui-ci au
mode`le 1D sur la zone de recouvrement des deux mode`les comme cela est repre´sente´
sche´matiquement sur la figure 5.9. Cette disposition pre´sente l’avantage de ne pas avoir
a` de´composer un mode`le 1D existant calibre´ et valide´ en plusieurs sous-mode`les comme
cela peut eˆtre le cas avec le couplage de mode`les a` interfaces.
Fig. 5.9 – Repre´sentation sche´matiques d’un mode`le 1D et de deux mode`les 2D locaux
superpose´s au mode`le 1D.
Bien que la finalite´ reste la meˆme que dans le cas du couplage a` interface expose´
en section 5.1.2, a` savoir disposer d’un mode`le 2D la` ou` l’e´coulement n’est plus mono-
dimensionnel, la diffe´rence ici re´side dans le fait que l’on souhaite mode´liser non plus les
e´changes entre des mode`les dispose´s se´quentiellement le long de la rivie`re mais les e´changes
entre les lits mineur et majeur de la rivie`re pour les utiliser comme termes sources pour
le mode`le 1D. A cette fin plusieurs e´tudes mene´es dans le cadre de me´thodes aux volumes
finis ont e´te´ re´alise´es ces dernie`res anne´es, il convient de citer [Finaud-Guyot et al., 2011,
Gejadze and Monnier, 2007, Marin and Monnier, 2009, Ferna´ndez-Nieto et al., 2010]
Dans ce travail nous ne nous inte´resserons pas aux me´thodes volumes finies utilise´es
dans ces travaux. Le lecteur inte´resse´ pourra se reporter a` ces articles. Par contre nous
nous sommes inte´resse´s au calcul des termes d’e´changes entre lit majeur et lit mineur
(qui servent comme termes sources au mode`le 1D pour ce couplage) et qui est ex-
pose´ dans [Marin and Monnier, 2009, Ferna´ndez-Nieto et al., 2010]. Dans la suite nous
exposons le calcul de ces termes sources ainsi que l’algorithme ite´ratif de couplage pro-
pose´ par [Ferna´ndez-Nieto et al., 2010]. D’autre part dans [Gejadze and Monnier, 2007,
Marin and Monnier, 2009] les auteurs ont combine´ leur me´thode de couplage de mode`les
hydrauliques superpose´s avec une me´thode d’assimilation de donne´es variationnelle sur
le domaine 2D. Ces de´veloppements sortant du cadre de ce travail de the`se nous ne nous
y inte´resserons pas ici.
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5.2.1 Calcul des termes d’e´change entre lit mineur et lit majeur
Dans le cadre du couplage de mode`les superpose´s les termes d’e´change entre lit mineur
et lit majeur servent comme termes d’apport late´raux pour le mode`le 1D. Certaines lois
empiriques ont e´te´ propose´es de manie`re a` estimer les flux a` l’interface entre lit mineur
et majeur. C’est le cas par exemple de la loi de seuil propose´e par [Cunge et al., 1980]
qui estime les de´bits a` l’interface entre les lits en fonction de la diffe´rence entre les
hauteurs d’eau calcule´es dans chacun des deux lits a` proximite´ de l’interface. Cependant
l’usage de cette loi est limite´ par l’estimation d’un parame`tre, ce que l’on voudrait e´viter.
[Marin and Monnier, 2009] propose un calcul des termes sources pour les e´quations de
conservation de la masse et de conservation de la quantite´ de mouvement 1D en inte´grant
les e´quations de Navier-Stokes 3D sur la section mouille´e. Ce sont ces termes sources que
nous avons utilise´ dans le cadre du couplage des mode`les de´veloppe´s sur la zone de
Bayonne. Nous exposons en suivant la de´monstration de [Marin and Monnier, 2009] le
calcul de ces termes dans les sections suivantes.
Pour le calcul des termes sources pour les e´quations de Saint-Venant on conside`re une
section mouille´e repre´sente´e sur la figure 5.10-(b). Dans toute cette section on conside`re
que la rivie`re est oriente´e selon l’axe des x et que les variations de largeur de celle-ci ainsi
que les variations des berges sont faibles comme cela est repre´sente´ sur la figure 5.10-(a).
(a) (b)
Fig. 5.10 – (a) Repre´sentation de la rivie`re dans le plan (x, y) (b) Repre´sentation de
la section mouille´e S dans le plan (y, z). Source : [Marin and Monnier, 2009].
Terme source pour l’e´quation de conservation de la masse
Selon le syste`me des e´quations de Navier-Stokes (2.11) l’e´quation de conservation de
la masse s’e´crit :
∂u
∂x
+
∂v
∂y
+
∂w
∂z
= 0. Par inte´gration de cette e´quation sur la section
mouille´e on peut e´crire :
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∫ b2
b1
∫ ψs
ψf
∂u
∂x
dzdy︸ ︷︷ ︸
A
+
∫ b2
b1
∫ ψs
ψf
∂v
∂y
dzdy︸ ︷︷ ︸
B
+
∫ b2
b1
∫ ψs
ψf
∂w
∂z
dzdy︸ ︷︷ ︸
C
= 0 (5.10)
Or en utilisant la formule de Leibnitz et l’hypothe`se que la vitesse est nulle sur le fond
(voir section 2.1.4) on peut re´e´crire les termes A, B et C de l’e´quation (5.10) :
A =
∫ b2
b1
(
∂
∂x
∫ ψs
ψf
u dz − us∂zs
∂x
)
dy
=
∂
∂x
∫ b2
b1
∫ ψs
ψf
u dzdy −
[∫ ψs
ψf
u dz
]
b2
∂b2
∂x
+
[∫ ψs
ψf
u dz
]
b1
∂b1
∂x
−
∫ b2
b1
us
∂zs
∂y
dx︸ ︷︷ ︸
CL1
B =
∫ b2
b1
(
∂
∂y
∫ ψs
ψf
v dz − vs∂zs
∂y
)
dy
=
[∫ ψs
ψf
v dz
]
b2
−
[∫ ψs
ψf
v dz
]
b1
−
∫ b2
b1
vs
∂zs
∂y
dy︸ ︷︷ ︸
CL2
C =
∫ b2
b1
ws dy︸ ︷︷ ︸
CL3
Or d’apre`s la condition aux limites sur la surface libre (2.13) la somme des termes
CL1, CL2 et CL3 est e´gale a` :
CL1 + CL2 + CL3 =
∫ b2
b1
∂zs
∂t
dy
Or par de´finition de la section mouille´e on a :∫ b2
b1
∂zs
∂t
dy =
∂
∂t
∫ b2
b1
zs dy =
∂S
∂t
(5.11)
D’autre part par de´finition du de´bit on a :
∂
∂x
∫ b2
b1
∫ ψs
ψf
u dzdy =
∂Q
∂x
(5.12)
Ainsi il vient des expressions de A, B et C et des e´galite´s (5.11) et (5.12) que l’e´quation
(5.10) peut se re´e´crire :
∂S
∂t
+
∂Q
∂x
= K1
ou` :
K1 = −
([∫ ψs
ψf
v dz
]
b2
−
[∫ ψs
ψf
v dz
]
b1
−
[∫ ψs
ψf
u dz
]
b2
∂b2
∂x
+
[∫ ψs
ψf
u dz
]
b1
∂b1
∂x
)
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Il apparait que si l’e´coulement ne de´borde par les berges de la rivie`re alors le terme
source K1 s’annule, en effet dans ce cas ψf = ψs pour y = b1, b2, et on retrouve l’e´quation
de conservation de la masse sans terme source apparaissant dans le syste`me Saint-Venant
1D (2.35).
Si la surface libre s’e´le`ve au-dessus du niveau des berges le terme K1 n’est pas nul.
Dans ce cas on e´crit :
K1 = − (~q1 · δ1~n1 + ~q2 · δ2~n2) (5.13)
ou` ~qk est le vecteur des de´bits line´¨ıques a` l’interface entre lit mineur et lit majeur,
soit :
~qk =
([∫ ψs
ψf
u dz
]
bk
,
[∫ ψs
ψf
v dz
]
bk
)
k = 1, 2
Si les variations de largeur de la rivie`re sont faibles alors δk ≈ 1, k = 1, 2 et dans ce
cas l’expression du terme K1 donne´e en (5.13) est approche´ par l’oppose´ de la somme des
de´bits line´¨ıques normaux aux berges de la rivie`re, soit :
K1 ≈ − (~q1 · ~n1 + ~q2 · ~n2) (5.14)
Dans la suite on note : qk = ~qk · ~nk, k = 1, 2. Si on suppose que les variations de la
largeur de la rivie`re sont faibles alors l’e´quation de conservation de la masse dans le cas
ou` la rivie`re de´borde s’e´crit :
∂S
∂t
+ ∂Q
∂x
= −(q1 + q2) (5.15)
ou` q1 et q2 sont calcule´s avec un mode`le 2D. Et donc le terme source pour l’e´quation
de conservation de la masse est −(q1 + q2).
Terme source pour l’e´quation de conservation de la quantite´ de mouvement
On conside`re la premie`re des e´quations de conservation de la quantite´ de mouvement
du syste`me d’e´quations de Navier-Stokes (voir (2.11)) :
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
+ w
∂u
∂z
+
1
ρ
∂p
∂x
= ν∆u que l’on re´e´crit :
∂u
∂t
+
∂u2
∂x
+
∂uv
∂y
+
∂uw
∂z
+
1
ρ
∂p
∂x
= ν∆u (5.16)
Par inte´gration sur la surface mouille´e S et en supposant que les variations de largeur
du canal sont faibles [Marin and Monnier, 2009] montre que l’on a l’e´quation suivante :
∂Q
∂t
+
∂
∂x
(
β
Q2
S
)
+ gS
∂(H + Zf )
∂x
= K2 − gSSf (5.17)
ou` H et Zb sont respectivement la hauteur d’eau et la topographie moyennes sur la
section en travers et ou` Sf est le terme de frottement mode´lise´ par la loi de Manning-
Strickler (voir (2.31)), β est le coefficient de Boussinesq de´fini par :
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β =
S
Q2
∫ b2
b1
∫ ψs
ψf
u2 dzdy
Le terme K2 est donne´ par l’expression :
K2 = −
[∫ ψs
ψf
uv dz
]
b2
+
[∫ ψs
ψf
uv dz
]
b1
−
[∫ ψs
ψf
u2 dz
]
b1
∂b1
∂x
+
[∫ ψs
ψf
u2 dz
]
b2
∂b2
∂x
Il apparait que si il n’y a pas submersion des berges ψf = ψs le terme K2 s’annule et
l’e´quation (5.17) se re´duit a` l’e´quation de conservation de la quantite´ de mouvement de
Saint-Venant 1D sans terme source, voir (2.35).
[Marin and Monnier, 2009] introduit alors les deux coefficients :
γk =
[∫ ψs
ψf
uv dz
]
bk[∫ ψs
ψf
u dz
]
bk
[∫ ψs
ψf
v dz
]
bk
, αk =
[∫ ψs
ψf
u2 dz
]
bk([∫ ψs
ψf
u dz
]
bk
)2 , k = 1, 2
Dans la suite on suppose que (u, v) ne de´pend pas de z sur les frontie`res late´rales
bk (ce qui est une hypothe`se raisonnable dans le cadre d’un e´coulement avec un petit
rapport d’aspect), dans ce cas γk = αk = 1/hk, k = 1, 2. On peut e´crire :[∫ ψs
ψf
uv dz
]
b1
−
[∫ ψs
ψf
u2 dz
]
b1
∂b1
∂x
=
[∫ ψs
ψf
u dz
]
b1
(
γ1
[∫ ψs
ψf
v dz
]
b1
− α1
[∫ ψs
ψf
u dz
]
b1
∂b1
∂x
)
= −u|1~q1 · ~n1 = −u|1q1
De la meˆme manie`re on peut montrer :
−
[∫ ψs
ψf
uv dz
]
b2
+
[∫ ψs
ψf
u2 dz
]
b2
∂b2
∂x
= −u|2q2
Si l’on suppose e´galement que u est constant dans la section en travers alors β = 1 et
si l’on suppose que les variations de largeur du canal sont petites on obtient l’e´quation
suivante de conservation de la quantite´ de mouvement :
∂Q
∂t
+
∂
∂x
(
Q2
S
)
+ gS
∂(H + Zf )
∂x
= −(u|1q1 + u|2q2)− gSSf (5.18)
Le terme source pour l’e´quation de conservation de la quantite´ de mouvement est :
−(u|1q1 + u|2q2).
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5.2.2 Equations de Saint-Venant 1D conservatives avec terme
source
En conside´rant les e´quations (5.15) et (5.18) et la mise sous forme conservative des
e´quations de Saint-Venant 1D donne´e en (2.35) on e´crit le syste`me d’e´quations de Saint-
Venant 1D sous forme conservative avec terme source :

∂S
∂t
+
∂Q
∂x
= −(q1 + q2)
∂Q
∂t
+
∂
∂x
(
Q2
S
+ P
)
= g
∫ h
0
[
∂S(x, z)
∂x
]
z
dz − gS∂Zf
∂x
− gSSf − (u|1q1 + u|2q2)
(5.19)
Le syste`me (5.19) peut eˆtre mis sous forme d’un syste`me conservatif (voir (2.36)) avec
pour terme source Ψ :
∂W
∂t
+ div [F (W )] = B(W ) + Ψ (5.20)
ou` Ψ = −(q1 + q2, u|1q1 + u|2q2)T . Le lecteur se reportera a` la section 2.4.1 pour le
de´tail de W , F et B. C’est le terme Ψ qui va servir de terme source pour le mode`le 1D
dans le cadre du couplage de mode`les superpose´s.
5.2.3 Algorithme de couplage
[Ferna´ndez-Nieto et al., 2010] propose un algorithme de couplage assez proche dans
le principe a` celui expose´ dans la section 5.1.2. Il y a ne´anmoins deux grandes diffe´rences
entre ces deux me´thodes. D’une part il y a les termes e´change´s entre les deux mode`les,
dans [Ferna´ndez-Nieto et al., 2010] le mode`le 1D force le mode`le 2D avec les variables
caracte´rtistiques et le mode`le 2D calcule les termes sources pour le mode`le 1D dont le
calcul est donne´ en section 5.2.1.
Le mode`le 2D est donc force´ avec des variables caracte´ristiques calcule´es a priori
ou extrapole´es a` partir du mode`le 1D selon qu’il s’agisse de la premie`re ite´ration de
couplage ou pas. Sur l’intervalle de temps [0;T ] le mode`le 2D calcule les termes sources
a` transmettre au mode`le 1D. On effectue un calcul avec le mode`le 1D en utilisant ces
termes sources et a` l’issue du calcul on compare les variables caracte´ristiques moyenne´es
avec lesquelles on a force´ le mode`le 2D a` celles calcule´es par le mode`le 1D au temps T . Si
la diffe´rence en valeur absolue est infe´rieure au crite`re de convergence fixe´ a priori alors
on arreˆte le calcul ici. Sinon on extrapole de nouvelles variables caracte´ristiques 2D a`
partir de celles calcule´es avec le mode`le 1D puis on re´pe`te l’ope´ration avec ces nouveaux
forc¸ages pour le mode`le 2D. Le principe de cet algorithme est tre`s bien synthe´tise´ dans
la figure 5.11 tire´e de [Ferna´ndez-Nieto et al., 2010].
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Fig. 5.11 – Algorithme de couplage de mode`les superpose´s. Source
: [Ferna´ndez-Nieto et al., 2010].
5.2.4 Variations autour d’une application nume´rique
Comme on l’a de´ja` e´voque´ [Gejadze and Monnier, 2007, Marin and Monnier, 2009]
proposent des exemples de couplage de mode`les superpose´s mais ceux-ci sont combine´s
avec des me´thodes d’assimilation variationnelle de donne´es du domaine 2D. Comme ces
exemple sortent du cadre de cette the`se nous ne traiterons pas de ceux-ci dans ce travail.
Nous nous inte´resserons ne´anmoins a` l’application donne´e par
[Ferna´ndez-Nieto et al., 2010].
[Ferna´ndez-Nieto et al., 2010] donne un exemple d’application sur un cas acade´mique.
Le domaine 1D est un canal rectiligne de 200m de long et de 2m de large tandis que le
domaine 2D est un domaine circulaire de 100m de diame`tre avec un replat le´ge`rement
sure´leve´ au centre, la bathyme´trie est donne´e par l’expression (5.21). Une illustration de
la bathyme´trie utilise´e est donne´e en figure 5.12.
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Zb(x, y) =
{
0.5 si 80 ≤ x ≤ 120
0 sinon
(5.21)
Fig. 5.12 – Bathyme´trie utilise´e dans [Ferna´ndez-Nieto et al., 2010].
Dans un premier temps les auteurs valident dans le cadre de leur expe´rimentation
nume´rique le terme source dont on a expose´ le calcul en section 5.2.1 en construisant
tout d’abord une solution stationnaire avec le mode`le 2D complet dont ils extraient
une condition initiale pour les mode`les 1D et 2D. Il faut pre´ciser que dans ce cas les
maillages des deux mode`les sont parfaitement superpose´s. Apre`s une ite´ration de couplage
les re´sultats en termes de vitesse des mode`les 1D et 2D couple´s ainsi que ceux du mode`le
2D complet sont identiques.
Ensuite les auteurs se livrent a` la meˆme expe´rience de couplage mais cette fois-ci les
maillages des mode`les 1D et 2D sur la zone de recouvrement ne sont pas identiques, le
maillage 1D e´tant moins fin que le maillage 2D. La` encore les conditions initiales pour les
mode`les 1D et 2D couple´s sont calcule´es a` partir de la solution calcule´e avec le mode`le
2D complet. Les re´sultats en termes de vitesse sont moins bons que pre´ce´demment du
fait d’une erreur sur les termes sources pour le mode`le 1D a` cause justement du fait
que les maillages ne sont pas superpose´s. Tandis que les pas de temps des mode`les 1D
et 2D sont identiques les auteurs utilisent des mailles de tailles diffe´rentes pour les deux
mode`les et illustrent les re´sultats obtenus pour deux ratios R de taille de maille diffe´rents :
R =
∆x1D
∆x2D
= 2 et R =
∆x1D
∆x2D
= 10. Les re´sultats de ces expe´riences sont reporte´s en figure
5.13. Et c’est assez naturellement que les auteurs montrent que les re´sultats en termes
de diffe´rence de vitesses entre le mode`le 1D couple´ et le mode`le 2D complet sont moins
bons lorsque le rapport R est plus grand avec une diffe´rence relative pouvant s’e´lever
jusqu’a` 12%. On notera que la diffe´rence relative entre le mode`le 2D couple´ et le mode`le
2D re´fe´rence est nulle dans les deux cas.
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Fig. 5.13 – Comparaison a` convergence de l’algorithme de couplage des vitesses
((a) et (c)) et des diffe´rences relatives entre les mode`les couple´s et le mode`le 2D
de re´fe´rence ((b) et (d)) pour les ratios R = 2 et R = 10 respectivement. Source :
[Ferna´ndez-Nieto et al., 2010].
Ces expe´riences nume´riques sont inte´ressantes car elles montrent la difficulte´ a` coupler
des mode`les de dimensions diffe´rentes lorsque ceux-ci ont des maillages diffe´rents, ce qui
peut eˆtre le cas en pratique lorsqu’un mode`le 1D est de´veloppe´ sur un cours d’eau et
qu’un mode`le 2D est ensuite de´veloppe´ pour mode´liser plus finement l’e´coulement dans
des zones d’inte´reˆt. Dans cet ordre d’ide´e les auteurs se sont e´galement livre´s a` une autre
expe´rience dans laquelle ils de´veloppent un mode`le 2D a` partir d’un maillage 1D de telle
sorte que dans la zone de recouvrement les maillages sont superpose´s. Cela implique
que le maillage du mode`le 2D ainsi de´veloppe´ est nettement moins fin dans la zone de
recouvrement que le mode`le 2D de re´fe´rence. Comme on peut s’y attendre les re´sultats
en termes de vitesse du mode`le 2D couple´ dans cette configuration sont nettement moins
bons que ceux du mode`le 2D de re´fe´rence du fait que le maillage de ce dernier est beaucoup
plus fin dans la zone de recouvrement.
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Troisie`me partie
Re´sultats
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Chapitre 6
Etat de l’art de l’assimilation de
donne´es pour l’hydraulique fluviale
Avant de rentrer dans le cœur des re´sultats obtenus dans cette the`se nous devons
pre´senter un e´tat de l’art de l’assimilation de donne´es pour l’hydraulique fluviale afin de
mieux situer le contexte global dans lequel ils s’inscrivent.
L’assimilation de donne´es pour l’hydraulique fluviale a fait l’objet d’importants tra-
vaux ces dernie`res anne´es notamment avec l’utilisation de me´thodes de type filtrage
se´quentielle principalement mais aussi avec des travaux utilisant des me´thodes varia-
tionnelles.
On peut regrouger les diffe´rents types d’incertitudes dans les mode`les hdyrauliques
en trois grandes cate´gories (voir [Refsgaard, 1997, Neal et al., 2007]) : incertitudes sur
les forc¸ages aussi bien aux limites du domaine (avec des incertitudes lie´es par exemple
aux courbes de tarage) que sur les apports late´raux (cas des aﬄuents non jauge´s et/ou
non pris en compte dans la mode´lisation). On distingue e´galement les incertitudes sur
la mode´lisation physique au sens large : coefficients de frottement, bathyme´trie et topo-
graphie. Et on distingue enfin les incertitudes sur l’e´tat du mode`le. Ainsi pour re´duire
les diffe´rents sources d’incertitudes dans les mode`les on distingue diffe´rentes approches
pour l’assimilation de donne´es : correction de la parame´trisation, correction des forc¸ages
et correction de l’e´tat hydraulique.
Dans un premier temps nous nous inte´ressons a` la correction des forc¸ages. Ceux-
ci peuvent en effet eˆtre entache´s d’erreur si l’on force par exemple un mode`le avec des
de´bits calcule´s a` partir de hauteurs d’eau avec une courbe de tarage. Ou lorsque plu-
sieurs mode`les s’enchainent par exemple un mode`le pluie-de´bit et un mode`le hydrodyna-
mique alors les forc¸ages de ce dernier sont entache´s des erreurs he´rite´es du mode`le pluie-
de´bit. Parmi les me´thodes corrigeant les forc¸ages on peut citer [Jean-Baptiste et al., 2011,
Ricci et al., 2011].
[Jean-Baptiste et al., 2011] dans une e´tude mene´e sur une portion du Rhoˆne inclut
les forc¸ages dans le vecteur d’e´tat (voir figure 6.1), en plus des hauteurs d’eau et des
de´bits, pour les corriger avec l’assimilation de donne´es en utilisant un filtre de Kalman
et un filtre particulaire. Dans les deux cas les re´sultats sont bons, le filtre de Kalman se
distinguant par son couˆt de calcul relativement faible tandis que le filtre particulaire est
en mesure de prendre en compte les non-line´arite´s du mode`le.
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Fig. 6.1 – Estimation a posteriori de forc¸ages late´raux dans
[Jean-Baptiste et al., 2011].
D’un autre coˆte´ [Ricci et al., 2011] utilise un filtre de Kalman e´tendu pour corriger
les forc¸ages amont de deux mode`les hydrauliques situe´s en France combine´ avec une
proce´dure de correction de l’e´tat hydraulique utilisant un filtre de Kalman ou` la matrice
des covariances d’erreur d’e´bauche est invariante au cours du temps. Cette proce´dure
en deux temps permet d’ame´liorer les hauteurs d’eau pre´vues le long du cours d’eau a`
moyenne e´che´ance (6h-12h) (voir figure 6.2).
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Fig. 6.2 – Pourcentage d’ame´lioration de l’erreur relative moyenne en valeur abso-
lue sur une pe´riode de 26 jours avec la me´thode de correction des forc¸ages amonts
pre´sente´e dans [Ricci et al., 2011].
[Matgen et al., 2010, Giustarini et al., 2011] dans le cadre du couplage de mode`les hy-
drologique/hydraulique corrigent les forc¸ages amont du mode`le hydraulique calcule´s par
le mode`le hydrologique en ajoutant un terme d’erreur relative sur les de´bits. Celui-ci e´tant
calcule´ en fonction des de´bits observe´s et calcule´s pre´ce´demment. On peut e´galement citer
l’e´tude de [Lai and Monnier, 2009] qui assimile avec un algorithme 4D-Var des observa-
tions satellitaires de hauteurs d’eau pour corriger (entre autres) les apports late´raux dans
un mode`le 2D.
La correction de l’e´tat hydraulique est aussi une approche tre`s importante en
assimilation de donne´es pour l’hydraulique fluviale. La correction de l’e´tat hydraulique
consiste en la correction des hauteurs d’eau et/ou des de´bits en fonction de donne´es
d’observations in situ ou de donne´es satellitaires. Ces erreurs sur la mode´lisation de la
ligne d’eau peuvent eˆtre la re´sultante de plusieurs facteurs comme des parame`tres et/ou
des forc¸ages entache´s d’erreur ou encore la re´sultante des erreurs lie´es a` la mode´lisation
(discre´tisation, description du re´seau hydraulique...). Dans ce domaine les me´thodes vont
des plus simples base´es sur l’utilisation d’un filtre de Kalman invariant
[Madsen and Skotner, 2005, Ricci et al., 2011] a` des me´thodes plus e´labore´es du type
filtre particulaire [Matgen et al., 2010] ou filtre de Kalman d’ensemble [Neal et al., 2007].
Dans le cas de [Madsen and Skotner, 2005, Ricci et al., 2011] un filtre de Kalman in-
variant utilisant une fonction de covariance aux points d’observation stationnaire est
applique´. Le choix de cette me´thode est justifie´ par la recherche d’un couˆt de cal-
cul minimal en vue de l’application de ces me´thodes dans un contexte ope´rationnel.
Dans [Madsen and Skotner, 2005] cette me´thode est combine´e a` un syste`me de pre´vision
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de l’erreur qui permet d’ame´liorer les re´sultats a` plus long terme en mode pre´vision
(voir figure 6.3). [Jean-Baptiste et al., 2011] utilise un filtre de Kalman pour corriger
l’e´tat hydraulique tandis que [Shiiba et al., 2000] utilise un filtre de Kalman de rang
re´duit pour approximer la matrice des covariances d’erreur d’e´bauche et re´duire le temps
de calcul. Quant a` [Neal et al., 2007], ils appliquent un filtre de Kalman d’ensemble
sur la rivie`re Nith situe´e en Ecosse et montrent que l’EnKF permet d’augmenter la
pre´cision des pre´visions de l’ordre de 50% a` 70 %. On peut citer e´galement l’e´tude de
[Gejadze and Monnier, 2007] dans laquelle les auteurs utilisent un agorithme d’assimi-
lation de donne´es variationnel pour corriger l’e´tat hydraulique d’un mode`le 2D. Cette
proce´dure d’assimilation est combine´e avec une me´thode de couplage de mode`les super-
pose´s 1D-2D (voir section 5.2).
Fig. 6.3 – Hauteurs d’eau calcule´es dans [Madsen and Skotner, 2005] avec : combi-
naison de la correction de l’e´tat hydraulique et d’un mode`le de pre´vision de l’erreur
(ligne fine continue), correction de l’e´tat hydraulique seule (ligne continue moyenne)
et absence de correction (ligne continue e´paisse). Les observations sont repre´sente´es
par les carre´s incline´s.
A noter que ces e´tudes sont base´es sur l’assimilation de donne´es in situ, ne´anmoins de
tre`s nombreuses e´tudes explorent l’assimilation de donne´es satellitaires pour exploiter les
re´sultats des missions existantes (ENVISAT par exemple) ou dans l’optique de la mission
SWOT (Surface Water and Ocean Topography) et dont le lancement devrait avoir lieu en
2019. Ainsi beaucoup de travaux base´es sur l’assimilation de donne´es synthe´tiques SAR
pour Synthetic Aperture Radar (qui seront le type de donne´es produites par la mission
SWOT) ont e´te´ publie´s ces dernie`res anne´es dans le cadre de la correction de l’e´tat hydrau-
lique. [Biancamaria et al., 2011] applique un Kalman smoother d’ensemble local pour cor-
riger les hauteurs d’eau dans le cadre d’un couplage de mode`les hydraulique/hydrologique
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sur la partie avale de la rivie`re Ob situe´e en Sibe´rie occidentale et qui est non instru-
mente´e. [Biancamaria et al., 2011] montre une ame´lioration de la RMSE par rapport au
mode`le sans assimilation. Dans le meˆme ordre d’ide´e [Andreadis et al., 2007] a applique´
l’EnKF sur la rivie`re Ohio situe´e aux Etats-Unis et montre e´galement une ame´lioration des
re´sultats par rapport au mode`le sans assimilation (voir figure 6.4). [Andreadis et al., 2007]
montre e´galement que la re´duction de RMSE de´pend de la fre´quence d’observation et
qu’elle sera d’autant plus importante que la fre´quence d’observation est grande.
[Giustarini et al., 2011, Matgen et al., 2010] ont applique´ chacun un filtre a` particules sur
un mode`le couple´ hydraulique/hydrologique combine´ avec une me´thode de correction des
de´bits calcule´s par le mode`le hydrologique et servant de forc¸ages pour le mode`le hydrau-
lique. Ces e´tudes ont e´te´ re´alise´es sur la rivie`re Alzette situe´e dans le Grand Duche´ du
Luxembourg . [Giustarini et al., 2011, Matgen et al., 2010] ont montre´ que le filtre par-
ticulaire re´duisait l’incertitude sur les hauteurs d’eau mode´lise´es qui se traduit par une
re´duction de la RMSE en comparaison du mode`le seul. Enfin [Neal et al., 2007] a applique´
un EnKF sur la rivie`re Alzette en utilisant un mode`le couple´ hydrologique/hydraulique
avec un mode`le digital de terrain. La` encore il a e´te´ mis en e´vidence une re´duction des
incertitudes sur les hauteurs d’eau et les de´bits mode´lise´s. Malgre´ ces tre`s bons re´sultats
il faut souligner le fait que les donne´es satellitaires ont une re´solution minimale en-
dessous de laquelle elles ne sont d’aucun inte´reˆt pour les cours d’eau plus modestes. Par
exemple dans le cas de la mission SWOT la re´solution spatiale est en re`gle ge´ne´rale de
50m. D’autre part les satellites ne passent au-dessus d’une zone que de manie`re inter-
mittente, il peut donc se passer plusieurs jours entre deux passages successifs. L’apport
des donne´es satellitaires permettra donc de corriger l’e´tat hydraulique mode´lise´ sur une
partie du cours d’eau et sera donc d’inte´reˆt pour les cours d’eau longs. Ainsi les donne´es
satellitaires ont un grand inte´reˆt pour surveiller les cours d’eau non instrumente´s ayant
des dimensions suffisamment importantes pour eˆtre pris en compte et ne sauraient eˆtre
mis en concurrence avec les donne´es in situ qui seront produites plus re´gulie`rement.
Fig. 6.4 – Erreur moyenne en valeur absolue sur les de´bits sans et avec la me´thode
d’assimilation utilise´e dans [Andreadis et al., 2007].
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De manie`re connexe a` la correction de l’e´tat hydraulique on peut e´voquer les me´thodes
de correction et/ou de pre´vision de l’erreur ; en ge´ne´ral il s’agit de mode`les auto-re´gressifs
d’ordre 1 ou 2 base´s sur la diffe´rence entre les pre´visions passe´es et les e´tats qui ont e´te´
observe´s de manie`re a` corriger les pre´visions actuelles. Cette me´thode a par exemple
e´te´ applique´e avec succe`s par [Madsen and Skotner, 2005] dans le cadre d’un mode`le
ope´rationnel de pre´vision des crues de´veloppe´ sur la re´gion de Metro Manila, aux Phi-
lippines (voir figure 6.3). Ne´anmoins pour que cette de´marche soit valide ces me´thodes
supposent que le comportement de l’erreur varie peu ce qui n’est pas ne´cessairement le
cas. Une me´thode assez proche a e´te´ applique´e par [Neal et al., 2007] pour corriger les
erreurs sur le forc¸age aval de leur mode`le.
On distingue dans une dernie`re partie les approches pour corriger les incertitudes
lie´es a` la mode´lisation physique du site. On peut e´voquer tout d’abord la correc-
tion de parame`tres, par exemple dans le cas d’une fonction de transfert permettant de
pre´voir les de´bits a` l’aval d’un cours d’eau en fonction des hauteurs d’eau observe´es a`
l’amont. [Lees et al., 1994] en donne un exemple sur la rivie`re Nith a` Dumfries en Ecosse.
[Pedinotti et al., 2014] re´alise une e´tude prospective sur l’assimilation de donne´es SWOT
synthe´tiques pour corriger les coefficients de frottement de mode`les hydrologiques sur le
bassin du Niger.
Il faut e´galement citer les travaux portant sur l’assimilation de donne´es en hydraulique
pour la correction de la bathyme´trie. On peut citer les travaux de [Durand et al., 2008,
Yoon et al., 2012]. Dans ces deux e´tudes les auteurs se sont inte´resse´s a` l’assimilation de
donne´es altime´triques synthe´tiques pour la correction de la bathyme´trie d’un mode`le hy-
drodynamique sur les fleuves Amazone et Ohio respectivement. Ils ont effectue´ pour cela
des expe´riences jumelles et ont montre´ la capacite´ de l’assimilation de donne´es a` estimer
des bathyme´tries synthe´tiques (voir figure 6.5). Cela re´sulte en une ame´lioration des hau-
teurs d’eau et des de´bits simule´s. Ces travaux sont inte´ressants car ils laissent entrevoir
la possibilite´ d’estimer la bathyme´trie de cours d’eau pour lesquelles on a peu de donne´es
bathyme´triques ou pour des cours d’eau dont le lit est susceptible d’avoir e´te´ modifie´
apre`s un e´pisode de fortes crues ou encore des cours d’eau sous influence maritime dont
le lit peut eˆtre modifie´ lors de grandes mare´es.
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Fig. 6.5 – Estimation ite´rative de la bathyme´trie dans [Yoon et al., 2012]. Etat vrai
(ligne rouge), e´bauche (ligne bleue tirete´e), assimilation aux cycles 1 et 8 (lignes vertes
et violettes tirete´es respectivement).
Apre`s avoir pre´sente´ dans les grandes lignes certains des travaux les plus re´cents
en assimilation de donne´es pour l’hydraulique devons-nous nous positionner par rap-
port a` ceux-ci et pre´senter l’apport de nos propres travaux. Parmi les travaux que
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nous venons de mentionner tre`s peu s’inte´ressent a` la forme des fonctions de cova-
riance intervenant dans le processus d’assimilation de donne´es. Pourtant ces fonctions
tiennent un roˆle central car ce sont elles qui re´partissent sur le domaine l’information
apporte´e par les observations. [Shiiba et al., 2000] propose une approximation de la ma-
trice des covariances d’erreur d’e´bauche en utilisant un filtre de Kalman de rang re´duit.
[Madsen and Skotner, 2005] propose un panel de fonctions stationnaires aux points d’ob-
servations tandis que [Ricci et al., 2011] utilise en ces points une fonction de covariance
stationnaire e´voquant une gaussienne asyme´trique. Ces deux derniers travaux permettent
l’imple´mentation d’un filtre de Kalman stationnaire pour un couˆt de calcul re´duit puisqu’il
ne ne´cessite pas de calculer le mode`le line´aire tangent ni de propager la matrice des co-
variances d’erreur d’e´bauche. Ne´anmoins le contexte mathe´matique sur lequel s’appuient
ces travaux pour justifier le choix des fonctions de covariance aux points d’observation
est limite´. Dans une premie`re partie nous nous sommes inte´resse´s (voir chapitre 7) a`
la forme de la fonction de covariance au point d’observation lorsque nous appliquons
un EnKF sur un mode`le d’onde de crues et donnons une parame´trisation comple`te de
ces fonctions en fonction du rapport des variances d’e´bauche et d’observation au point
d’observation. On justifie ainsi pleinement le choix des fonctions de covariance utilise´es
dans [Madsen and Skotner, 2005, Ricci et al., 2011] au point d’observation et permettant
d’e´muler l’EnKF mais pour un couˆt de calcul nettement moindre.
Dans un second temps nous avons applique´ un filtre de Kalman d’ensemble sur le
re´seau hydraulique « Adour maritime » pre´sente´ en section 1.3.2. Nous nous sommes
inte´resse´s plus particulie`rement a` l’e´tude qualitative des fonctions de covariance et corre´la-
tion ainsi qu’a` leur e´volution temporelle. (voir section 8.2). Nous avons e´galement montre´
comment l’application des crite`res de [Desroziers et al., 2005] permet d’ame´liorer les
re´sultats de l’EnKF par rapport a` sa version originale non seulement au point d’observa-
tion ou` l’assimilation est re´alise´e mais aussi ailleurs sur le re´seau et ce sur une expe´rience
d’assimilation de donne´es synthe´tiques (voir sections 8.3 et 8.4). Dans le cas de l’assimi-
lation de donne´es re´elles cette me´thode semble limite´e par l’absence de mode´lisation du
lit majeur avec dans certains cas une de´gradation des re´sultats a` certaines stations par
rapport au mode`le seul. Cette application de l’EnKF au re´seau Adour a e´te´ comple´te´e
par une discussion sur la possibilite´ d’e´tablir des pre´visions d’ensemble sur le re´seau (voir
section 8.5).
Enfin dans une dernie`re partie nous avons montre´ que la longue extension spatiale des
fonctions de covariance permet de corriger les forc¸ages d’un mode`le 2D dans le cadre du
couplage de mode`les superpose´s sur la zone de Bayonne (section 9.3).
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7.1 Introduction
L’e´tude pre´sente´e dans ce chapitre fait suite aux premiers travaux sur l’assimilation de
donne´es pour l’hydraulique fluviale mene´s au CERFACS. Ceux-ci, mene´s en collaboration
avec le SCHAPI, portaient sur l’assimilation de donne´es pour la correction des forc¸ages et
de l’e´tat hydraulique en temps re´el. Ils ont donne´ lieu a` l’article [Ricci et al., 2011] d’une
part et se sont concre´tise´s par la mise en place a` l’ope´rationnel de cette me´thodologie
pour la pre´vision des crues en temps re´el dans les SPC Gironde-Adour-Dordogne et Seine
Amont-Marne Amont ainsi qu’au sein de la POM (Plateforme Ope´rationnelle Multi-
mode`les) au SCHAPI.
[Ricci et al., 2011] combine une proce´dure de correction des forc¸ages amonts avec l’uti-
lisation d’un filtre de Kalman invariant pour la correction de l’e´tat hydraulique sur les
re´seaux « Adour maritime » et « Marne amont » et montre que cette de´marche permet
d’ame´liorer les pre´visions de hauteurs d’eau a` moyenne e´che´ance, 6 a` 12 heures. Dans
cette e´tude [Ricci et al., 2011] utilise des fonctions de covariance aux points d’observa-
tion qui sont stationnaires et asyme´triques avec une longueur de porte´e re´duite en aval
des stations d’observation. Dans cette e´tude, le choix de la forme asyme´trique de ces
fonctions ainsi que la valeur des longueurs de porte´e ne sont pas rigoureusement jus-
tifie´s. [Ricci et al., 2011] montre sur un mode`le d’onde de crues 1D que l’utilisation de
fonctions de covariance syme´triques donne des re´sultats moins bons que ceux obtenus
avec une fonction de covariance asyme´trique avec une longueur de porte´e aval plus petite
que la longueur de porte´e amont. Cela s’explique par le fait qu’une fonction de cova-
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riance syme´trique sur-corrige les e´tats analyse´s a` l’aval de la station d’observation et
donc de´grade les re´sultats de l’assimilation.
Dans l’e´tude pre´sente´e dans ce chapitre nous nous sommes attache´s a` justifier l’asyme´-
trie des fonctions de covariance utilise´es dans [Ricci et al., 2011]. Pour cela nous avons
imple´mente´ la version stochastique du filtre de Kalman d’ensemble sur le mode`le d’ondes
de crues 1D. Le choix de l’EnKF plutoˆt que celui du filtre de Kalman classique pour
mener cette e´tude s’explique par deux points :
• l’EnKF ne ne´cessite pas de connaitre l’adjoint du mode`le ;
• l’EnKF permet de prescrire une erreur sur le forc¸age amont dont on estime qu’il
s’agit de la principale source d’incertitude dans le mode`le.
Ainsi nous avons e´tudie´ la dynamique des fonctions de covariance et de corre´lation
sur le mode`le d’onde de crue 1D avec et sans assimilation. Les fonctions de corre´lation,
a` travers le diagnostic de la longueur de porte´e, portent une information sur l’extension
spatiale des fonctions de covariance et donc sur la re´partition de l’information apporte´e
par les observations sur le domaine ailleurs qu’au point d’observation. Cette e´tude montre
qu’une fonction de corre´lation au point d’observation initialement gaussienne est trans-
forme´e a` travers les cycles d’assimilation en une fonction asyme´trique avec une longueur
de porte´e plus petite a` l’aval qu’a` l’amont.
D’autre part cette e´tude montre, sous certaines hypothe`ses, qu’apre`s un certain nombre
de cycles d’assimilation les fonctions de covariances diagnostique´es par l’EnKF sont
stationnaires. Alors un filtre de Kalman invariant utilisant ces fonctions de covariance
donne des re´sultats comparables a` ceux de l’EnKF mais pour un couˆt de calcul nette-
ment moindre ; argument de taille pour la mise en ope´rationnel de l’assimilation pour la
pre´vision en temps re´el des crues.
7.2 Article soumis dans la revue « Journal of Hydro-
logy »
submited to Journal of Hydrology 00 (2014) 1–17
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Abstract
This study describes the emulation of an Ensemble Kalman Filter (EnKF) algorithm on a 1D flood wave propagation model.
This advection-diffusion model is forced at the upstream boundary through a random variable with stationnary gaussian statistics
and a correlation function in time with gaussian shape. When the advection time is large compared to the diffusion time, an
analytic study, confirmed by numerical experiments, shows that the covariance functions of the propagated signal anomaly keeps
its gaussian shape in the absence of observation. In the case of a one observation point assimilation where synthetical observations
are generated by adding an error to a true state, the dynamics of the background error covariance functions is no longer simple and
a numerical approach using an EnKF algorithm is prefered. It is shown that the application of a Best Linear Unbiased Estimator
(BLUE) algorithm, using the background error covariance matrix converged from an EnKF algorithm, provides the same results as
the EnKF. Numerical experiments lead to the construction of a parametrized matrix that emulates the background error covariance
matrix converged from the EnKF. This method is then applied to a case with two different observation points with different error
statistics providing results close to those of the EnKF, with a significantly reduced computational cost that allows for the use of
data assimilation in the context of real time flood forecasting.
© 2014 Published by Elsevier Ltd.
Keywords: Data assimilation, Kalman Filter, Flood wave propagation, Flood forecasting
1. Introduction
With flood frequency likely to increase as a result of altered precipitation patterns triggered by climate change [6]
there is a growing need for improved flood modeling. While significant advances have been made in recent years in
hydraulic data assimilation (DA) for water level and discharge prediction [28, 2], as well as for parameters correction
[26, 7], using in-situ as well as remote sensing data [1, 23] they are yet to be fully taken advantage of in the operational
forecast of flood and inondation areas. Recent studies have shown the benefit hydrology and hydraulics can draw
from the progress of DA approaches using either variational inverse problem [33], particle filtering [17, 12], Extended
Kalman Filter [32], Ensemble Kalman Filter (EnKF) for state updating [21, 37], or for dual state-parameter estimation
[20, 13]. In the field of hydraulic, amongst the numerous research studies in DA that aims at overcoming the limitations
of the hydraulics models, only a few are formulated in an operational setting and demonstrate the peformance gained
from DA [14, 16, 38, 11, 27].
1
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For most DA algorithms, the description of the background error covariance matrix is essential but fastidious.
Indeed the background error covariance matrix plays a keyrole in DA as this matrix spreads the information brought
by the observations over the domain and between the state variables. These covariances must be modeled as approx-
imations of the true covariances of backgound errors. In sequential DA algorithms such as the Kalman Filter (KF)
algorithm this matrix is propagated by the dynamic of the model and is updated each time an observation is available
[3, 4], namely for each cycle of analysis. The KF algorithm decomposes in two steps. A first step where the state
vector and the analysis error covariance matrix are updated using information from the observations. In the second
step, the analyzed state vector and the analysis error covariance matrix are propagated from the current assimilation
cycle to the next to respectively describe the new background state vector and the new background error covariance
matrix. This last step requires the computation of the tangent linear of the dynamical model and computation of the
matrix products. As stochastic methods [8, 19, 21] offer an alternative method to these issues, they require a large
number of model integrations and should often be complemented with cost reduction methods such as localization
[31, 30]. For large dimension problem and also when the computationnel time is an issue (for operational purpose for
instance), the explicit formulation and propagation of the covariances is not possible and the covariance matrix should
be described using a model. This is done for instance by parametrizing the covariances using smoothing functions
and balance relationships [5, 35] that are formulated with a limited number of parameters such as correlation length
scales and standard deviations [34, 24]. Reference studies from [9, 10] describe how the asymptotic behaviour of
the Kalman Filter algorithm allows to identify an invariant background error covariance matrix under conditions of
observability and controlability. Assuming the statistics of the errors in the system remain stationnary, this asymptotic
matrix can thus be used in a simplified KF algorithm, at a much reduced computational cost. In the framework of data
assimilation applied to hydraulics, numerous study present the results of the implementation of a KF or EnKF. Only a
few studies address the modelling of the covariance matrix itself and the evolution of the background error statistics.
[29] approximates the background error covariance matrix in a KF algorithm with a lower rank matrix using an eigen
vector decomposition. [14] proposed an invariant formulation of the KF using a panel of simple covariance func-
tions at the observation point whereas [27] uses at the observation points a steady covariance functions. While these
studies offer a practical solution for the implementation a reduced-cost data assimilation algorithm, the mathematical
framework that justifies the choice of the correlation functions at the observation point is quite limited.
In this paper, a parametrization for the background error covariance matrix in a sequential filter is proposed as a
reduced cost alternative of the EnKF in order to allow for the use of DA in the context of operational flood forecasting
and the form of the parametrization is fully justified. The first step of the study stands in the implementation of an
EnKF from which the background error covariance model parametrization is derived and validated. It is shown that
the parametrized filter successfully emulates the EnKF at a much reduced cost and that the parametrization can be
extended for a different observation network. In the context of operational flood-forecasting, running an ensemble of
10 or 20 integrations of a 1D or 2D shallow-water models is not compatible with real-time constraints, computational
cost but also with current operational chain implementation. For that reason, the study is carried out on a simplified
1D diffusive flood wave propagation model that approximates the Saint-Venant equations usually derived in 1D and
2D hydraulic models used for flood forecasting. With this simplified model, a large number of members for the EnKF
are used, so that we obtain less than 1% accuracy compared to the asymptotic limit of an infinite number of members.
The uncertainty in the model are supposed to be due to uncertainties in the upstream forcing that are not easy to take
into account in the formulation of the KF algorithm which is why an ensemble method is favored.
It is first shown that without assimilation, the evolution of the water level anomaly (WLA) covariances, initially
prescribed as gaussian, can be described analytically and validated with an ensemble approach via the computation
of the covariance matrix Be. When the diffusion is small, the covariances shape remain gaussian with an increasing
correlation length scale and decreasing variance as the signal propagates. Then DA experiments are carried out
in the framework of Observing System Experiment (OSE) with a steady observation network. It is shown that an
initial correlation function of gaussian shape turns into an anisotropic function at the observation point, with a shorter
correlation length scale downstream of the observation point than upstream (which is one of the functions proposed
in Madsen et al. 2005), and that the error variance of the state is significantly reduced downstream of the observation
point. The resulting converged matrix BEnKF can be used as an invariant background error covariance matrix with
the deterministic DA algorithm BLUE to emulate the EnKF (EEnKF) with a significantly reduced computational
cost. A parametrized model for background error correlation length scale Lp(x) and variance σ
2(x) in BEnKF is finally
established over the whole domain. Along with a diffusion operator [25, 18, 36], this model allows to emulate the
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EnKF for observing networks where the number of observations and the observation error statistics vary.
The outline of the paper is as follows : Section 2 describes the diffusive flood wave propagation model. It
also provides theoretical proof for the generation of a signal with a Gaussian spatial covariance function and for
the evolution of the correlation function and length scale without assimilation. The numerical validation, with an
ensemble approach, for these theoretical results is presented as well. A brief description of the ensemble based DA
algorithms used in the paper and of the diffusion operator are given in Section 3. In Section 4 the results of the EnKF
and EEnKF algorithms regarding the evolution of water level and its error statistics are outlined. The parametrization
of the reduction of the background error correlation length scale and variance at the observation point as a function
of the observation and background error statistics is also presented and used when the observing network is modified.
Some conclusive remarks and perspectives are given in Section 5.
2. Dynamic of the flood wave propagation model
2.1. The flood wave propagation model
2.1.1. Model equations
The shallow-water equations can be approximated by the diffusive flood wave propagation equation when the river
slope is important:
∂h
∂t
+ c
∂h
∂x
= κ
∂2h
∂x2
, (1)
where h is the Water Level Anomaly (WLA), namely a perturbation to the equilibrium state (hm,Um) (where Um
denotes the velocity) such that Um = Ks(sin γ)
1/2h
2/3
m , with Ks the Strickler coefficient. Equation (1) is a classical
advection-diffusion equation where c = 5Um
3
is the advection speed and κ = Umhm
2 tan γ
is the diffusion coefficient, with a
constant slope γ on a 1D domain defined for x ∈ [0, L], with L = 200 km, discretised in N = 200 points. An open
boundary condition is imposed downstream with ∂h
∂t
(L, t) + c ∂h
∂x
(L, t) = 0 and the upstream boundary condition hup is
described in Sect. 2.1.2.
A fourth order Runge-Kutta (RK4) scheme is used in place of an Euler first order temporal scheme allowing for
a proper diffusion in the numerical resolution of Eq. (1). Still, it should be noted that for high frequency signals the
RK4 scheme can also lead to spurious dispersion thus implying a lower limit for the choice of the initial correlation
length (this limit is estimated numerically). This effect is small compared to an explicit Euler scheme (see Annexe 1).
2.1.2. The upstream forcing
The upstream boundary condition is imposed by h(0, t) = hup(t), where hup is characteristic of a flow up to a
multiplicative constant. Here hup is modeled as a stationnary Gaussian random process characterised by a temporal
auto-covariance function in time ρt(δt) =
〈
hup(t)h
∗
up(t + δt)
〉
that has a gaussian shape of correlation time scale τ,
ρt(δt) = q
2
me
− δt2
2τ2 . The Gaussian hypothesis on the random process hup implies that it can be fully described by the
first and second order moments of its distribution and the Kalman filter equations can be used. This forcing translates
into a WLA signal with a spatial covariance function that has a gaussian shape as shown in Sect. 2.2.1. This choice is
made in order to prescribe a known covariance function for the WLA signal and study how it is evolved by the flood
wave propagation model.
For the purpose of the theoretical derivation we now switch to a spectral representation of hup. The construction
of the upstream forcing requires the formulation of hup(t) using Fourier transform, hup(t) can be written as a sum of
harmonic signals
hup(t) =
∫
R
hup,ωe
−iωt dω. (2)
The identification of the hup,ω coefficients relies on the knowledge of the covariance function ρ(δt). Due to the
stationnarity of the random process, the complex amplitudes hup,ω are uncorrelated so that
〈
hup,ωh
∗
up,ω′
〉
= ρωδ(ω−ω′)
where δ is the Dirac distribution and where the energy spectrum ρω =
τ√
2π
q2me
− ω2τ2
2 is the Fourier transform of
ρt(δt) =
∫
R
ρωe
−iωδt dω (3)
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from the Wiener-Khintchine theorem.
Since the random process is Gaussian , hup,ω in Eq. (2) can be written as
hup,ω = ζωlω (4)
where ζω is a complex gaussian random variable whose module has zero mean and standard deviation 1 and ζω = ζ
∗
−ω
and the lω are complex number of arbitrary phases. Using the definition of the correlation function in time of hup one
can show that
ρt(δt) =
∫
R
|lω|2e−iωδt dω. (5)
By identification of the two expressions of ρ in Eq. (3) and Eq. (5) it comes that | lω |= √ρω. Therefore, from a
numerical point of view the upstream forcing hup can be built as the inverse Fourier transform of hup,ω = ζωlω.
2.2. Study of the covariances dynamic
Given an upstream forcing with a known temporal covariance function for the propagation model, the description
of the WLA covariance function is first described analytically in Sect. 2.2.1 and corroborated with an numerical
ensemble approach in Sect. 2.2.2 when no data are assimilated. The study of the covariance dynamics when data
assimilation is applied is only studied with a numerical approach in Sect. 3 since no analytical solution is available.
2.2.1. Analytical study of the covariances dynamic
Knowing the characteristics of the temporal covariance of the boundary condition flow hup(t), the spatial covari-
ance of the WLA state can be derived. Given the linearity of the problem, the solution h(x, t) can be formulated as
the superposition of modal solutions. Assuming that the forcing is a sinusoidal function hup(t) = qωe
−iωt, a modal
solution for Eq. (1) is of the form
h(x, t) = qωe
−iωthω(x) (6)
where qω is the magnitude of the mode that in the particular case of the upstream forcing can be identified to ζω | lω |
in Eq. (4). For any forcing hup(t), the general solution reads
h(x, t) =
∫
R
qωe
−iωthω(x) dω. (7)
In the case of advection only (κ = 0), the solution of the form given in Eq. (6) is hω(x) = e
iω x
c . Thus the general
solution reads
h(x, t) =
∫
R
qωe
−iωteiω
x
c dω. (8)
of which the spatial covariance function ρ is a gaussian, defined as:
ρ(x, x + δx) = 〈h(x, t)h∗(x + δx, t)〉
=
∫
R
| qω |2 eiω
δx
c dω = ρ
(
δx
c
)
(9)
In summary, in the case of advection only, a forcing signal with a gaussian temporal covariance function translates
into a WLA signal with a gaussian spatial covariance function of constant length scale L0 = cτ and constant variance
σ2
0
= q2ω.
In the case of advection and small diffusion, which reads κ ≪ cx, a straightforward expansion leads to,
hω(x) = e
( c
2κ
−
√
c2−4iωκ
2κ
)x ≈ eiω xc− ω
2κ
c3
x
(10)
and a more elaborated asymptotic analysis shows that ρ can locally be approximated by
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ρ(x, x + δx)≈
∫
R
q2m√
2π
Lp(0)e
− ω
2L2p(x)
2 e−iωδx dω = q2m
Lp(0)
Lp(x)
e
− δx2
2Lp (x)2 , (11)
that is a locally Gaussian covariance function of correlation length scale :
Lp(x) =
√
L2
0
+ 4κ
x
c
(12)
and variance :
σ2(x) = σ2(0)
Lp(0)
Lp(x)
. (13)
In summary, in the case of advection and small diffusion a forcing signal with a gaussian temporal covariance
function translates into a WLA signal with a spatial covariance function that can be approximated by a gaussian of
length scale Lp(x).
2.2.2. Validation with an ensemble approach
These theoretical results are validated computing the covariance matrix Be of an ensemble of Ne WLA states
xk = (h1,k, · · · , hN,k) on the 1D domain [0, L] where N is the number of grid point, generated with different forcings
hup,k(t) with k ∈ [1,Ne] that follows the statistics described in Sect. 2.1.2. The correlation length scale Lp is computed
by the gaussian based approximation [24]:
Lp(x) =
δx√
2(1 − ρ(x, x + δx))
(14)
where ρ(x, x + δx) is the correlation estimated from data or analytical formula such as Eq. (11).
(a) (b)
Figure 1. (a) Covariance function from Be for x = 50, 100, 150, (b) Correlation length scale over the domain. The case of advection only is
represented with dashed lines and the case of advection-diffusion is represented with solid lines. In (b), the results from the theoretical analysis are
represented with thin lines and the results from the numerical analysis are represented with thick lines.
Fig. 1-a displays the covariance function at 3 different points of the 1D domain for the advection only case (dashed
lines) and for the advection-diffusion case (solid lines), for Ne = 10000 (so that the sampling noise is less than 10
−2
m2), σ2(0) = 1 m2 and τ = 5 × 103s. In the first case, the initially gaussian function is advected. The characteristics
of the covariance function remain unchanged as illustrated in Fig. 1-b where Lp, estimated from Eq. (14) is constant
(dashed thick line), and in agreement with the theoretical value L0 (dashed thin line). When diffusion occurs, the
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covariance function of the WLA state is diffused as shown in Fig.1-a and Lp increases with x (solid thick line in
Fig. 1-b), still in agreement with the theoretical value from Eq. (12) (solid thin line in Fig. 1-b). The WLA variance
represents the maximum amplitude of the covariance functions in Fig. 1-a. The initial value prescribed at 1 m2
remains constant for the advective case (dashed lines) and decreases with x for the advective-diffusive (solid lines)
case in agreement with the theoretical results in Eq. (13).
3. Data assimilation algorithms
The classical equations for EnKF are presented in Sect. 3.1 while the EEnKF is presented in Sect. 3.2. For these
algorithms, the background error covariance matrix is characterized by the correlation length scale Lp(x) and the
variance σ2(x) for which a parametrized model is presented is Sect. (4.3). Given these information only, the diffusion
operator described in Sect. (3.3) allows to fully describe a covariance matrix to be used in the EEnKF for various
observing networks.
3.1. The Ensemble Kalman Filter algorithm
The EnKF algorithm [8] is implemented on Eq. (1), using an OSE (Observing System Experiment) framework. A
reference run is integrated using a given forcing htrueup (t), to simulate the trueWLA h
true(x, t). The observation
hobs(xobs, t) = h
true(xobs, t) + ǫ
o(t) (15)
is then calculated in the middle of the 1D domain xobs =
L
2
where ǫo(t) is a Gaussian noise defined by its standard
deviation σo (σo = 0.2354 m in the following), thus defining the observation vector yo . The background trajectories
hb
k
(x, t) for the ensemble approach are integrated using a perturbed set of forcing hup,k(t) with k ∈ [1,Ne], defining the
background vectors xb,k(t) for the DA analysis at time t. The observation frequency is set to 3 model time steps. In
the following DA is applied over a cycle between two observation times t = i and t = i + 1 (assimilation cycle i + 1).
As illustrated on Fig. 2 for the assimilation cycle i + 1, the ensemble of previously analyzed states xa,k
i
are
propagated by the diffusive flood wave model Mi,i+1 from the observation time i to i + 1 to provide the background
states xb,k
i+1
= Mi,i+1(x
a,k
i
) over which the background error covariance matrix BEnKF,i+1 is computed.
BEnKF,i+1 =
1
Ne − 1
Ne∑
k=1
(
x
b,k
i+1
− x¯i+1
) (
x
b,k
i+1
− x¯i+1
)T
. (16)
where x¯i+1 =
1
Ne
∑Ne
k=1
x
b,k
i+1
and T stands for the transposition operator.
The assimilation step at i + 1 consists in assimilating a perturbed observation vector yo
i+1
+ ǫ
o,k
i+1
(Burgers el al.,
1998) to correct the background vector xb,k
i+1
, using the Kalman Filter gain matrix KEnKF,i+1:
x
a,k
i+1
= x
b,k
i+1
+KEnKF,i+1(y
o
i+1 + ǫ
o,k
i+1
−H(xb,k
i+1
)) with (17)
KEnKF,i+1 = BEnKF,i+1H
T (HBEnKF,i+1H
T + R)−1. (18)
Assuming that the observation network remains the same, after 1000 assimilation cycles BEnKF,i converges to a steady
matrix denoted BEnKF (its associated correlation matrix is CEnKF, CEnKF is computed with ΣBEnKFΣ
T where Σ is the
diagonal matrix with the inverse of the standard deviation of BEnKF on its diagonal). [15] showed that ensemble errors
due to the Monte Carlo sampling in EnKF can be dominant compared to other errors (numerical or model errors) and
that in order to estimate converged statistics in BEnKF,i+1 a large number of members Ne is required. Indeed it can
be shown that Ne = 10000 members are necessary to reduce the sampling noise on the background error covariance
matrix to less than 10−2m2.
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Figure 2. Ensemble data assimilation algorithms, assimilation cycle i + 1.
3.2. Emulation of the EnKF algorithm
The BLUE (Best Linear Unbiased Estimator, Bouttier and Courtier 1999) algorithm can be viewed as a simplifi-
cation of the Kalman Filter in which the background error covariance matrix is not propagated over the cycles. The
analysis equation Eq. (17) is applied sequentially with a constant matrix BBLUE:
KBLUE = BBLUEH
T (HBBLUEH
T + R)−1. (19)
If BBLUE = Be (where Be is the covariance matrix computed without assimilation in Sect. 2.2.2), one misses the fact
that the background error covariance matrix should be impacted by the previous assimilation steps. When the BLUE
algorithm is applied with BBLUE = BEnKF, the algorithm is called the Emulated EnKF and is denoted by EEnKF. Once
BEnKF is computed, this algorithm only requires the integration of a single member (with a single upstream forcing
hup) and its computational cost is thus significantly lower than the EnKF.
Still, the BLUE algorithm can of course be applied to an ensemble of forcings hup,k so that a comparison of the
correlation length scale and variance of the EnKF and this ensemble of BLUE algorithms can be made, as pictured in
Fig. 2. In the following, the ensemble of BLUE analysis using BBLUE = Be or BBLUE = BEnKF are called respectively
EnBLUEBe and EnBLUEBEnKF . The correlation length scale and variance of the covariance matrix computed over the
members for both algorithm are compared to those of BEnKF in Sect. 4.
3.3. The diffusion operator
The columns and lines of the matrix BEnKF contain the discretization of the background error covariance functions
for each grid point of the domain. In this section we present how the covariance functions in BEnKF can be fully
described simply using the diagnosed correlation length scale and variance when the EnKF is converged. This can
be done using the diffusion operator [34] that comes down to formulating the matrix, vector product Bx instead
of formulating the matrix B. The diffusion operator is a mathematical tool that allows to model covariances and
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correlations for DA algorithm. It is widely used in meteorology and oceanography, where the dimension of the
control vector is large and the covariance matrix should be formulated as an operator (applied to a vector) rather than
as a matrix. The solution of a 1D pseudo-diffusion equation on an infinite domain for a pseudo-time T reads
η(x,T ) =
1√
4πκ˜T
∫ +∞
−∞
e−
(x−x′ )2
4κ˜T η0(x
′) dx′ (20)
where κ˜ is the constant pseudo-diffusion coefficient, η0 is the initial condition and η vanishes as x → ±∞. Equa-
tion (20) is the convolution product of g(x) = 1√
4πκ˜T
e−
x2
4κ˜T and η0(x). Since g is positive definite, Eq. (20) describes
a covariance operator correlation length scale Lp =
√
2κ˜T applied to η0. The corresponding correlation operator is
obtained with a normalization factor λ =
√
4πκ˜T . The multiplication of the desired variance σ2 finally describes
the expected covariance operator. This result can be extended to heterogeneous diffusion tensor κ˜(x) =
L2p(x)
2T
[25].
In the following, Lp(x) and σ
2(x) are specified with the analytical equations Eq. (12) and Eq. (13) away from the
observation points and with the abacus from EnKF experiments (presented in Sect. 4) at the observation point. From
a numerical point of view, the pseudo-diffusion model is applied at each grid point to a Dirac function. The result is
then normalized and multiplied by the background error variance to provide the background error covariance function
at the grid point and thus the complete background error covariance matrix with correlation length scale Lp(x) and
variance σ2(x).
4. Results
4.1. Comparison of EnKF and EEnKF results
The EnKF is applied for the observing network described in Sect. 3.1 with the initial background error covariance
matrixBe computed over the integrated members without DA (Sect. 2.2.2) - the associated correlation function is noted
Ce. Figure 3-a illustrates how the initially isotropic correlation function in Ce (dashed line) at the observation point
(xobs = 100) is modified by the analysis and propagation steps of the EnKF algorithm, at the end of the assimilation
procedure. Considering a steady observation network, the shape of the correlation function in CEnKF (solid line)
converges towards an anisotropic function with a shorter correlation length scale downstream of the observation point
than upstream. The correlation between the observation point and its neighbors is reduced since information at the
observation point is introduced at this location by the analysis procedure through the observation vector at the previous
analysis cycles.
Figure 3. Background error correlation function at the observation point, for the initial correlation matrix Ce (dashed line) and for CEnKF (solid
line) a- on the whole domain, x ∈ [0; 200] and b- on the domain x ∈ [70; 130] with the upstream and downstream correlation length scale, L−p and
L+p respectively.
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The correlation length scale Lp and variance σ
2 are computed for the EnKF as well as for the ensemble of BLUE
analysis using either the initial covariance matrix Be (EnBLUEBe algorithm) or BEnKF (EnBLUEBEnKF algorithm).
Equation (14) is used to estimate the correlation length scale Lp at each point away from the observation point. Fig. 4-
a shows that the evolution of the background error correlation length scale for the EnKF (thick solid line) follows
the theory (thin solid line) upstream of the observation point. At the observation point, where a discontinuity occurs,
the upstream and downstream correlation length scales (respectively L−p and L
+
p ) differ. For the EnKF algorithm
(thick solid line), the reduction of the correlation length scale spreads over the entire domain downstream of the
observation point. This result is well reproduced by the EnBLUEBEnKF (thick dashed line that overlaps the thick solid
one) algorithm, whereas for EnBLUEBe (thin dashed line), the reduction is local. The upstream correlation length
scale at the observation point L−p is approximated by Eq. (12) with x = 100km, meaning that the assimilation has
no impact on the correlation function upstream of the observation point, which is consistent with the flood wave
approximation in the propagation model. The downstream correlation length scale at the observation point L+p should
be extrapolated from the ensemble based estimate function for x > 100km that is of the form given in Eq. (12). L+p
can thus be used in place of L0 in Eq. (12) to derive the analytical function in Eq. (23) for the rest of the domain.
(a) (b)
Figure 4. a- Background error correlation length scale Lp(x) and b- Variance σ
2, in theory without assimilation (thin solid line), for BEnKF (thick
solid line), for EnBLUEBe (thin dashed line) and for EnBLUEBEnKF (thick dashed line). As BEnKF and EnBLUEBEnKF provide the same results for
the variance and the correlation length scales the corresponding curves overlap.
The variances of the background error covariance matrix are presented in Fig. 4-b. The standard deviations at
the observation point before assimilation and after assimilation are respectively σ− =
√
Be(xobs, xobs) and σ
+ =√
BEnKF(xobs, xobs). The error variance is significantly reduced at the observation point and beyond with the EnKF
(thick solid line), compared to the initially prescribed variances (thin solid line). However, when B is kept invariant
and isotropic (EnBLUEBe ), the reduction of the variance is only located in the close neighboring of the observation
point (thin dashed line); the invariant matrix is not optimal. In this case, the merits of using a DA algorithm that
evolves the background error statistics with the dynamics are demonstrated; the shorten length scale of BEnKF prevents
from overcorrecting downstream of the observation once information from the observation is taken into account. The
EnBLUEBEnKF algorithm shows the same results (thick dashed line that overlaps the thick solid line) as the EnKF.
Since the analysis for the different members in the EnBLUEBEnKF are independent, these results demonstrate that
the computation of the EnKF converged background covariance matrix can be achieved at first and then used with
the EEnKF with a single analysis algorithm such as BLUE with a much reduced computational cost, thus emulating
the EnKF. This result is of particular interest in the framework of real-time forecasting where a single analysis is
usually carried out instead of an ensemble of analysis (what we are looking for is the forecasted WLA state and not its
covariance matrix). Assuming that an EnKF analysis has previously been carried out, the real-time data assimilation
procedure can be achieved with a non expensive EEnKF algorithm, using BEnKF as the invariant background error
covariance matrix for a single EEnKF analysis. Indeed the emulated EnKF presented here reduces the computational
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cost of the EnKF by a factor ranging from O(100) to O(10000). This factor depends on the expected accuracy (that
closely relates to the number of members used to run the EnKF) and the number of processors used to run the EnKF. In
this study 10000 members are used for the EnKF to ensure that the sampling noise of the background error covariance
matrix is less than 10−2m2, see Sect. (2.2.2).
Figure 5. WLA for the EnKF analysis (thick solid line for ha
EnKF
), the single BLUE analysis with Be (thin dashed line for h
a
BLUE,Be
) and the single
EEnKF analysis with BEnKF (thick solid line for h
a
BLUE,BEnKF
). The observation is denoted by a black dot, the true state htrue by a thin solid line.
This approach is illustrated in Fig. 5 where the improvement of the WLA for a single BLUE analysis (with
B = Be) and for a single EEnKF is shown: the analyzed state h
a for the EEnKF (thick dashed line) is significantly
closer to the true state htrue (thin solid line) than the analyzed state for the BLUE using Be(thin dashed line).
4.2. Influence of the observation error standard deviation on the correlation length scale and the variance
Both the reduction of the background error variance and the correlation length scale depend on the ratio r = σ
−
σo
.
In section (4.1) σo has been chosen so that r = 3. In the following σ
− is assumed to be fixed and σo varies to
represent different observation error statistics so that r ranges from 0.5 to 4. Fig. 6 shows the diagnosed correlation
length scale (a), correlation functions at xobs (b) and variance over the domain (c) with the EnKF for different values
of the ratio r. When r = 0.5, the observation error standard deviation is large (the observations are not reliable), the
correlation function at the observation point is close to the initial isotropic one
( L+p
L−p
≃ 1
2
)
, the reduction of variance is
small, hence the analyzed WLA remains close to the background. On the contrary when r = 4 the observation error
standard deviation is small (the observations are reliable), the correlation function at the observation point evolves
into an anisotropic function
( L+p
L−p
≪ 1), the reduction of variance at the observation point and downstream of that
point is significant, hence the assimilation provides good results and the analyzed WLA is brought closer to the true
state. Figures 6-(a) and (b) show that when the observation error decreases (r increases), the ratio
L+p
L−p
decreases
(the anisotropy of the correlation function at the observation point increases). Similarly, Fig. 6-(c) shows that when
the observation error decreases (r increases), the ratio σ
+
σ− decreases. It should be noted that the data assimilation
algorithm leads to a reduction of the variance inside the interval Iε = [xobs − ε−; xobs + ε+]
(
where ε− = 2.L−p and
ε+ = 2× max
r∈[0.5;4]
{
L+p
} )
. In order to describe the variance outside this interval downstream of the observation point with
Eq. (13), the variance in xobs + ε
+ should be estimated and used in place of σ2(0). In the following, for x ∈ Iε, the
ratio
σ+(x)
σ−(x) is defined with σ
−(x) =
√
Be(x, x) and σ
+(x) =
√
BEnKF(x, x).
A set of EnKF experiments is achieved for r ∈ [0.5; 4] by 0.5 increments of r. It is shown that the relation between
r and
L+p
L−p
at the observation point can be described with an abacus built from a linear regression in logarithmic scales,
represented in dashed lines on Fig. 7-(a), while the results of the EnKF are represented with thick solid lines:
ln
(
L+p
L−p
)
= α ln(r) + β. (21)
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(a) (b)
(c)
Figure 6. a- Correlation length scale Lp(x) b- Correlation function at xobs c-Variance σ
2 in theory without assimilation (thin solid line), for r = 0.5
(thin dashed line), for r = 1.75 (thick dashed line) and for r = 4 (thick solid line).
(a) (b)
Figure 7. Abacus for (a)
L+p
L−p
and (b)
σ+ε
σ−ε
as function of the ratio r in solid lines and linear regression in logarithmic scales in dashed lines.
Similarly, for any x ∈ Iε, the relation between r and σ
+(x)
σ−(x) can be described with an abacus built from a linear
regression in logarithmic scales using the same set of EnKF experiments. The linear regresion is shown in Fig. 7-b
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with a thick dashed line, for x = xobs + ε
+. In the following, σ−(xobs + ε+) and σ+(xobs + ε+) are respectively noted
σ+ε and σ
−
ε and are represented in Fig. 6-(c) for r = 0.5:
ln
(
σ+ε
σ−ε
)
= γ ln(r) + δ. (22)
Abacus in Eqs. (21-22) have been established for xobs = 100 but numerical experiments show that the coefficients
α, β, γ and δ do not depend on the position of the observation point xobs. These equations allow for the quantification
of the impact of the assimilation and the dynamics on the background correlation length scale and variance. More
importantly, they lead to the parametrization of the correlation length over the whole domain (see Sect. (4.3)) allowing
for the modeling of the converged background error covariance matrix from the EnKF. Using this parametrization, the
EnKF can be emulated for any observation network described by the number of observations, their locations and the
variance of their respective error (see Sect. (4.4)).
4.3. Parametrized model for correlation length scale and variance reduction at the observation point
This section presents how Eqs. (21-22-23-24) provide a parametrized model for the background error correlation
length scale Lp(x) and variance σ
2(x), for any observation error variance σ2o. These information are used to model the
converged background error covariance matrix from the EnKF using the diffusion operator presented in Sect. (3.3) in
order to integrate the EEnKF. While the methodology is applicable for any r ∈ [0.5; 4], illustrations are given here for
r = 0.75.
Away from the observation point the expression of the correlation length scale Lp(x) is derived from the analytical
expression in Eq. (12):
Lp(x) =
√
L2p(0) + 4κ
x
c
, x ≤ xobs and Lp(x) =
√
(L+p)
2 + 4κ
x−xobs
c
, x > xobs (23)
where L+p is the downstream correlation length scale at the observation point computed using the abacus from Eq. (21)
with L−p =
√
L2p(0) + 4κ
xobs
c
. Figure 8-(a) illustrates how the correlation length scale obtained from the EnKF (thick
solid line) compares with the parametrized one (thick dashed line). It should be noted that here, the EnKF is run for
validation purpose only.
(a) (b)
Figure 8. (a) Background error correlation length scale and (b) variance computed with the EnKF (thick solid lines) and with the parametrized
model for r = 0.75, using 25 points in Iε (thick dashed line) or 2 points (thin dashed line) for the description of the variance reduction
.
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The variance σ2(x) away from the observation point is derived from the analytical expression in Eq. (13):
σ2(x) = σ(0)2
Lp(0)√
L2p(0)+4κ
x
c
, x ≤ xobs − ε−
σ2(x) =
(
σ+ε
)2 Lp(xobs+ε+)√
L2p(xobs+ε
+)+4κ
x−(xobs+ε+ )
c
, x > xobs + ε
+
(24)
where Lp(xobs + ε
+) is computed with Eq. (23) and
(
σ+ε
)2
is the background error variance at xobs + ε
+ computed
using the abacus from Eq. (22). In the neighboring of the observation, the reduction of variance is computed from the
application of the Eq. (22) for x ∈ Iε. Depending on how many points in Iε are used to derive linear regressions as
shown in Eq. (22), the reduction of variance is more or less finely described. Figure 8-(b) illustrates how the variance
obtained from the EnKF compares with the parametrized variance using only 2 points in Iε (thin dashed line) or 25
points (thick dashed line that almost overlaps the thick solid line). It is shown that when a crude approximation for
the variance in the neighboring of the observation point is used, the results of the EEnKF are degradated.
4.4. Application to any observation network
The parametrized model for background error correlation length scale and variance is validated for DA experi-
ments with a single observation point and various observation error standard deviations. Here the results are extended
to an observing network with two observation points xobs,1 = 50 and xobs,2 = 150 with respective observation error
variance σ2
o,1
and σ2
o,2
. The distance between xobs,1 and xobs,2 is bigger than the background error correlation length
scale diagnosed previously. In order to estimate the correlation length scale and variance in the neighboring of xobs,2
and downstream, the impact of the assimilation at xobs,1 should be taken into account.
The parametrized correlation length scale Lp(x) for this observation network is given by:
Lp(x) =
√
L2p(0) + 4κ
x
c
, x ≤ xobs,1
Lp(x) =
√
(Lp
+
1
)2 + 4κ
x−xobs,1
c
, xobs,1 < x ≤ xobs,2
Lp(x) =
√
(Lp
+
2
)2 + 4κ
x−xobs,2
c
, x > xobs,2
(25)
where Lp
+
1
and Lp
+
2
are the downstream correlation length scales at point xobs,1 and xobs,2 respectively. Lp
+
1
and Lp
+
2
are computed using the abacus from Eq. (21) with the uptream correlation length scales Lp
−
1
=
√
L2p(0) + 4κ
xobs,1
c
and
Lp
−
2
=
√(
Lp
+
1
)2
+ 4κ
xobs,2−xobs,1
c
.
The parametrized variance σ2(x) is given by:
σ2(x) = σ(0)2
Lp(0)√
L2p(0)+4κ
x
c
, x ≤ xobs,1 − ε−
σ2(x) = (σ+
ε,1
)2
Lp(xobs,1+ε
+)√
L2p(xobs,1+ε
+)+4κ
x−(xobs,1+ε+ )
c
, xobs,1 + ε
+ < x ≤ xobs,2 − ε−
σ2(x) = (σ+
ε,2
)2
Lp(xobs,2+ε
+)√
L2p(xobs,2+ε
+)+4κ
x−(xobs,2+ε+ )
c
, x > xobs,2 + ε
+
(26)
where Lp(xobs,1+ε
+) and Lp(xobs,2+ε
+) are computed using the abacus Eq. (25) and where σ+
ε,1
and σ+
ε,2
are computed
using Eq. (22) with respectively σ−
ε,1
and σ−
ε,2
described from Eq. (13).
Thus the background error correlation length scale and variance are fully parameterized as shown in Fig. 9 and are
very close to the correlation length scale and variance diagnosed with the EnKF (here again, run is validation purpose
only). The parametrized Lp(x) and σ
2(x) are used with the diffusion operator to model the converged background error
covariance matrix from the EnKF with two observation points, B˜EnKF. The analyzed WLA for the EEnKF algorithm
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(a) (b)
Figure 9. a- Background error correlation length scale Lp(x) and b- variance σ
2(x) for the EnKF (solid line) and the parametrized model (dashed
line).
using the constant B˜EnKF matrix (only one member to integrate) compares very well with that of the EnKF algorithm
as shown in Fig. 10, for a much reduced computational cost, which is compatible with real-time flood-forecasting
constraint.
This method can be extended to any observation network building on the characterization of the correlation
length scale and variance reduction that established in Eqs. (21-22) in the neighboring of an observation point and the
analytical solutions in Eqs. (12-13) away from the observation point.
Figure 10. Analyzed WLA for the EnKF (thick solid line) and the EEnKF (thick dashed line). The true state is represented by the thin solid line
and the observations by the black dots.
5. Summary and conclusions
This study describes the evolution of the background error covariance matrix with an EnKF algorithm in the
framework of OSE, for a steady observation network, meaning that the observation frequency and locations remain
the same through the assimilation cycles. It was shown that the filter converges to an optimal and invariant matrix,
characterized, at the observation point by an anisotropic correlation function with a shorter correlation length scale
downstream of the observation point and a reduction of the error variance. As the model is forced at its upstream
boundary with a random variable characterized by a gaussian correlation function over time, the background error
correlation length scale and the background error variance away from the observation points are described by analyti-
cal equations. The correlation length scale and variance reduction at the observation point are described by abacus as
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functions of the observation error variance. The construction of such abacus requires the integration of a very small
set of EnKF experiments and can be used for any observation point. Thus a parametrization of the background error
correlation length scale and variance is proposed over the entire simulation domain for any observation network given
the number of observations, their locations and their respective error variance.
The parametrized model was then used to build the invariant matrix using a diffusion operator, which is a con-
venient tool especially for large dimension problems. This methods allows to emulate the EnKF at a much reduced
computational cost with a deterministic BLUE algorithm where the background error covariance matrix does not
evolve in time. It was shown that the resulting algorithm, denoted by EEnKF (for Emulated EnKF), leads to similar
results to the EnKF allowing for the use of DA for real-time flood forecasting.
A perspective for this work is to study how the background error statistics evolve with the full shallow-water
equations instead of the flood wave propagation model. This would give a closer idea of what to expect with an
operational hydraulic model such as MASCARET, MIKE or LISFLOOD. In this context, it is expected that the
impact of the assimilation would also spread upstream of the observation points thus leading to the reduction of the
background error correlation length scale and variance on both side of the observing stations. Whether the resulting
correlation would be isotropic or not, and to what extend still need to be investigated.
Appendix A
Let us consider the advection-diffusion equation :
∂th + c∂xh = κ∂
2
xh (x, t) ∈ [0, L] × R+
h(x, 0) = h0(x) x > 0
h(0, t) = hup(t) t > 0
∂th + c∂xh = 0 t > 0
(.1)
Let us denote ∆x = L
N
the space step and ∆t the time step. Let us denote also hi
j
the value of the discrete solution of
(.1) at point (i∆t, j∆x). Using the finite difference method one can write the following numerical scheme for equation
(.1) : 
hi+1
j
−hi
j
∆t
+ c
hi
j+1
−hi
j−1
2∆x
= κ
hi
j+1
−2hi
j
+hi
j−1
∆x2
j = 2, . . . ,N − 1
h0
j
= h0( j∆x) j = 1, . . . ,N
hi
j
= q(i∆t) j = 1
hi+1
j
−hi
j
∆t
+ c
hi
j
−hi
j−1
∆x
= 0 j = N
(.2)
The scheme (.2) allows for the numerical resolution of the advection-diffusion equation with an error. Now let
us demonstrate why the numerical solution of (.2) is a solution of the equation (.5). Using Taylor expansion one can
write :
ui+1
j
−ui
j
∆t
= (∂tu)
i
j
+ ∆t
2
(∂2t u)
i
j
+ O(∆t2)
ui
j+1
−ui
j−1
2∆x
= (∂xu)
i
j
+ ∆x
2
6
(∂3xu)
i
j
+ O(∆x3)
ui
j+1
−2ui
j
+ui
j−1
∆x2
= (∂2xu)
i
j
+ ∆x
2
12
(∂4xu)
i
j
+ O(∆x3)
(.3)
Thereafter to lighten the notations we note u instead of ui
j
the value of u at point (i∆t, j∆x). It comes from (.2)
and (.3) that u solves the following equation :
∂tu + c∂xu − κ∂2xu +
∆t
2
∂2t u + ∆x
2
(
c
6
∂3xu −
κ
12
∂4xu
)
+ O(∆t2,∆x3)︸                                                     ︷︷                                                     ︸
ε
= 0 (.4)
Using the derivation of the advection-diffusion equation with respect to time one can write the expession of the
temporal derivatives ∂2t u with respect to the spatial derivatives : ∂
2
t u = c
2∂2xu − 2cκ∂3xu + κ2∂4xu that allows for, using
(.4), writing :
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∂ν
∂t
+ c
∂ν
∂x
+
(
c∆x2
6
− cκ∆t
)
︸            ︷︷            ︸
µ
∂3ν
∂x3
=
(
κ − c
2∆t
2
)
︸       ︷︷       ︸
κ′
∂2ν
∂x2
−
(
κ2∆t
2
− κ∆x
2
12
)
∂4ν
∂x4
+ O(∆t2,∆x3) (.5)
Practically, the numerical model solves Eq. (.5) instead of Eq. (.2) inducing spurious dispersion due to the term µ
(particularly for high frequencies) and spurious diffusion due to the term κ′ (as neither c nor ∆t is equal to zero, the
numerical diffusion κ′ is not equal to the physical diffusion κ). Numerical experiments highlighted that the numerical
model can under or over estimate the diffusion and for κ′ < 0 the scheme is unstable because the CFL (Courant-
Friedrichs-Lewy) condition is not verified (Quarteroni et al. [12]).
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7.3 Conclusion
Dans ce travail nous nous sommes livre´s a` l’e´tude des fonctions de covariance et de
corre´lation sur un mode`le d’onde de crues 1D avec et sans assimilation. Les fonctions de
corre´lation a` travers le diagnostic des longueurs de porte´e fournissent une information
sur l’extension spatiale des fonctions de covariance.
Dans le cas sans assimilation un signal impose´ a` l’amont avec une fonction d’auto-
corre´lation temporelle gaussienne est propage´ le long du domaine en un signal avec une
fonction de corre´lation spatiale gaussienne.
Dans le cas avec assimilation, on montre que celle-ci, cycle apre`s cycle, impacte le
signal de telle fac¸on qu’une fonction de corre´lation au point d’observation initialement
gaussienne est transforme´e en une fonction asyme´trique avec une longueur de porte´e plus
petite a` l’aval qu’a` l’amont justifiant l’asyme´trie des fonctions de covariance utilise´es par
[Ricci et al., 2011]. L’utilisation des fonctions de covariance stationnaires diagnostique´es
par l’EnKF et utilise´es dans un filtre de Kalman invariant montre que ces deux algo-
rithmes donnent des re´sultats e´quivalents mais pour un couˆt de calcul moindre dans le
cas du filtre de Kalman invariant.
L’e´tude de l’impact de l’assimilation de donne´es sur les longueurs de porte´e et la
variance ont permis d’e´tablir une parame´trisation des fonctions de covariance diagnos-
tique´es par l’EnKF au point d’observation. Ces fonctions permettent d’e´muler l’EnKF
avec un filtre de Kalman invariant mais sans avoir a` rejouer l’EnKF. Cela a un inte´reˆt
notamment pour la pre´vision des crues en temps re´el ou` la contrainte sur les temps de
calcul est forte et ou` la chaine ope´rationnelle n’a pas e´te´ conc¸ue pour ge´rer des me´thodes
d’ensemble.
Ne´anmoins une des limitations de ce travail est l’hypothe`se de stationnarite´ de la
variance du forc¸age amont. Hypothe`se qui n’est pas re´aliste puisque dans le cas de fortes
crues la variance des forc¸ages amont connait justement une importante variabilite´. Pour
contourner ce proble`me une solution serait de mettre a` jour, par exemple toutes les
heures, les fonctions de covariance aux stations d’observation en fonction de la variance
des forc¸ages amonts lors d’un pic de crue. On pourrait e´galement envisager, au de´but d’un
pic de crue, de de´terminer une fonction de covariance en fonction de l’intensite´ suppose´e
de l’e´pisode.
D’autre part des expe´riences nume´riques qui n’ont pas e´te´ reporte´es dans ce travail
montrent que des fonctions de covariance syme´triques sur un mode`le Saint-Venant 1D
avec une ge´ome´trie re´elle fournissent des re´sultats moins bons que des fonctions de cova-
riance asyme´triques. Ce fait sugge`re que c’est la proprie´te´ d’asyme´trie des fonctions de
covariance qui joue un roˆle important plus qu’une parame´trisation tre`s fine de celles-ci
en fonction des donne´es du proble`me. D’ailleurs dans leur utilisation ope´rationnelle ces
fonctions de covariance restent constantes et ne sont pas mises a` jour en fonction des
variations des forc¸ages.
Enfin il faut rappeler que dans cette e´tude nous nous sommes place´s dans le cas
particulier du mode`le d’onde crue qui est une approximation des e´quations de Saint-
Venant (voir section 2.3), avec une variance du forc¸age amont qu’on a suppose´ constante
et sur une ge´ome´trie simplifie´e : un canal rectiligne a` fond plat et pente constante. Or il
est fort possible que dans le cas des e´quations de Saint-Venant avec une ge´ome´trie re´elle,
les fonctions de covariance et de corre´lation d’erreur ne soient pas les meˆmes que celles
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diagnostique´es sur le mode`le d’onde de crue et qu’elles aient une dynamique totalement
diffe´rente. C’est a` ce travail et a` l’application de l’EnKF sur le re´seau hydraulique Adour
maritime auxquels nous nous livrons dans le prochain chapitre.
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Chapitre 8
Application du filtre de Kalman
d’ensemble au re´seau hydraulique
Adour maritime
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Dans ce chapitre nous nous inte´resserons a` la mise en place du filtre de Kalman d’en-
semble sur le re´seau hydraulique Adour maritime. Dans un premier temps pre´senterons
le coupleur de codes OpenPALM que nous avons utilise´ pour imple´menter les me´thodes
d’ensemble sur l’Adour avant de donner quelques rappels sur ce re´seau et de pre´senter
l’imple´mentation des me´thodes d’ensemble sur ce re´seau. Puisqu’elles sont au cœur de
tout syste`me d’assimilation de donne´es nous nous inte´resserons dans un second temps
a` l’e´tude qualitative des fonctions de covariance et de corre´lation dans le cadre de l’hy-
draulique fluviale sans assimilation. Le mode`le hydraulique conside´re´ ici e´tant le mode`le
des e´quations de Saint-Venant 1D, nous mettrons ainsi en e´vidence la diffe´rence de forme
et la sensibilite´ a` la ge´ome´trie de ces fonctions par rapport a` l’e´tude mene´e au chapitre
7 dans le cadre du mode`le d’onde de crue. Ensuite nous nous pencherons sur la mise
en place proprement dite du filtre de Kalman d’ensemble sur l’Adour et en montrerons
les limitations. Cela nous ame`nera alors a` e´tudier les solutions a` notre disposition pour
de´passer ces limitations. Enfin nous nous pencherons sur la question de la validation des
pre´visions d’ensemble sur l’Adour maritime.
8.1 Le coupleur de code OpenPALM, le re´seau Adour
maritime et l’imple´mentation des me´thodes d’en-
semble sur ce re´seau
8.1.1 Le coupleur de codes OpenPALM
Ge´ne´ralite´s
OpenPALM [Buis et al., 2006] est un coupleur dynamique de codes paralle`les peu
intrusif de´veloppe´ par le CERFACS et l’ONERA. Cet outil, distribue´ sous licence LGPL,
est utilise´ dans de nombreux domaines allant des syste`mes ope´rationnels d’assimilation
de donne´es aux couplages de codes massivement paralle`les pour la mode´lisation multi-
physique. OpenPALM permet de lancer (de manie`re simultane´e ou se´quentielle) et de
coupler diffe´rents codes de calcul en e´changeant diffe´rentes informations entre ceux-ci.
Les composantes d’OpenPALM
OpenPALM est compose´e de quatre parties comple´mentaires : la libraire PALM, la
librairie CWIPI, la fonctionnalite´ PARASOL et l’interface graphique PrePALM.
La librairie PALM est une librairie permettant l’e´change de donne´es entre com-
posants e´le´mentaires via des primitives de haut niveau s’appuyant elles-meˆme sur le
standard de communication MPI. Les composants peuvent eˆtre aussi bien des codes de
calcul industriels comme Mascaret que des subroutines fortran, C ou C++ de´veloppe´es
par l’utilisateur pour ses propres besoins. Cette librairie permet le lancement dynamique
(en boucle ou sous condition) des diffe´rents composants. Cette librairie facilite l’e´change
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de donne´es pour les codes paralle`les en proposant une redistribution automatique des
donne´es entre les codes couple´s, elle permet la se´paration des composantes mode´lisant la
physique du proble`me de celles de´die´es aux ope´rations alge´briques. Elle offre e´galement
la possibilite´ de combiner en un seul exe´cutable les diffe´rents composants implique´s.
La librairie CWIPI (Coupling With Interpolation Parallel Interface) offre a` Open-
PALM une fonctionnalite´ d’interpolation spatiale pour des champs s’appuyant sur des
maillages non structure´s de type e´le´ments finis. Elle permet la communication paralle`le
proc a` proc de ces donne´es interpole´es entre les codes couple´s.
La fonctionnalite´ PARASOL permet de lancer en paralle`les plusieurs instances
d’un meˆme code de calcul. PARASOL ge`re l’exe´cution de ces diffe´rentes instances en
fonction des ressources de la machine et permet de ge´rer via des communications PALM
des vecteurs de donne´es d’entre´e et des vecteurs de re´sultats des diffe´rentes instances de
ce code.
PrePALM est l’interface graphique d’OpenPALM. C’est dans PrePALM que l’on
peut de´finir le nombre de composants utilise´s, si ceux-ci sont lance´s de manie`re se´quen-
tielle ou paralle`le. Dans la terminologie PrePALM les composants sont des unite´s, celles-
ci sont lance´es via des branches. Plusieurs unite´s dispose´es a` la suite sur une meˆme
branche sont lance´es se´quentiellement, des unite´s dispose´es sur des branches diffe´rentes
sont lance´es en paralle`le. Les communications entre les unite´s se font via des connections
mettant en relation les donne´es produites par un code avec celle consomme´es par un autre
code. Lors de la cre´ation de l’exe´cutable OpenPALM les unite´s sont encapsule´es comme
sous-programme d’un programme ge´ne´re´ par PrePALM. On donne en illustration 8.1-(a)
et 8.1-(b) deux figures de l’interface PrePALM.
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(a) (b)
Fig. 8.1 – (a) Exemple de PrePALM avec deux branches et trois unite´s et une connec-
tion entre les unite´s 1 et 2 (b) Exemple d’unite´ PALM avec une entre´e faisant appel a`
la primitive PALM Put et une sortie faisant appel a` la primitive PALM Get. Source :
[Rochoux, 2014].
8.1.2 Rappels sur le re´seau Adour maritime
Bien que l’on ait de´ja` e´voque´ le re´seau hydraulique Adour maritime a` la section 1.3.2
il n’est pas inutile de revenir dessus a` ce point de notre expose´.
Comme on peut le voir sur la figure 8.2 le re´seau Adour maritime est compose´ de
sept biefs avec trois confluences. L’extre´mite´ Ouest du bief 1 correspond a` l’embouchure
de l’Adour sur l’oce´an Atlantique. Comme son nom l’indique tout le mode`le Adour ma-
ritime est sous influence maritime a` l’exception des zones situe´es a` l’amont des seuils
hydrauliques situe´s sur les biefs 3, 6 et 7. En effet ces seuils ont e´te´ conc¸us et dispose´s
pour endiguer l’influence maritime sur les deux Gave (biefs 6 et 7) et la Nive (bief 3).
Les hauteurs observe´es a` l’amont (aux stations de Dax, Orthez, Escos et Cambo) sont
converties en de´bits via des courbes de tarage pour servir de forc¸ages pour le mode`le 1D.
Les forc¸ages a` l’aval sont donne´s par les observations de hauteurs d’eau a` la station de
Convergent. Sur le re´seau Adour nous disposons de cinq stations d’observation (Peyre-
horade, Urt, Lesseps, Pont-Blanc et Villefranque) mais seulement celles de Peyrehorade,
Urt, Lesseps et Pont-Blanc sont utilise´es pour les pre´visions ope´rationnelles. La quasi-
totalite´ du re´seau Adour est mode´lise´ sans lit majeur hormis quelques sections de calcul
a` proximite´ de la station de Peyrehorade et a` l’amont du bief 4, ailleurs le re´seau est
mode´lise´ avec des berges infiniment hautes. Enfin il faut pre´ciser que dans les conditions
ope´rationnelles il n’y a pas de donne´es pre´vues sur les forc¸ages amonts, c’est pourquoi
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Fig. 8.2 – Repre´sentation sche´matique du re´seau hydraulique Adour maritime. Les
e´toiles rouges repre´sentent des stations d’observation de hauteur d’eau et les traits
noirs sur les biefs 3, 6, 7 des seuils hydrauliques.
pendant la phase de pre´vision les forc¸ages amonts sont fixe´s constants e´gaux aux dernie`res
valeurs connues. Dans le cas du forc¸age aval en mode pre´vision celui-ci est donne´ par les
pre´visions du SHOM e´tant donne´ que la station de Convergent est a` l’embouchure de
l’Adour sur l’Atlantique.
Dans la suite de ce travail on s’inte´ressera a` certaines grandeurs comme par exemple
les de´bits, les corre´lations spatiales d’erreur sur les hauteurs d’eau... La configuration
complexe du re´seau Adour ne permet pas de repre´senter les grandeurs conside´re´es de
manie`re simple sur l’ensemble du domaine. Pour repre´senter celles-ci nous nous restrein-
drons a` les afficher sur des successions de biefs que l’on appellera « chemin » et qui relient
chacun des forc¸ages amonts au forc¸age aval. On distingue donc quatre chemins compose´s
des biefs suivants : 3-1, 4-2-1, 7-5-2-1, 6-5-2-1. Une illustrations des hauteurs d’eau et des
de´bits calcule´s sur diffe´rents chemins est donne´e en figure 8.3.
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Fig. 8.3 – (a) Hauteurs d’eau (courbe bleue) et bathyme´trie (courbe rouge) sur le
chemin 7-5-2-1 (b) de´bits sur le chemin 3-1. Les traits verts verticaux repre´sentent
la position des seuils sur les biefs 7 et 3. Les traits noirs verticaux repre´sentent la
se´paration entre les biefs.
8.1.3 Imple´mentation des me´thodes d’ensemble sur le re´seau
Adour maritime
Dans ce travail nous avons imple´mente´ une approche ensembliste, que ce soit pour
diagnostiquer les fonctions de covariance et de corre´lation sans assimilation comme cela
est expose´ en section 8.2 ou pour corriger hauteurs d’eau et de´bits avec l’assimilation de
donne´es comme cela est expose´ en section 8.3 ou 8.4.4.
Avant toute chose nous pre´cisons un terme utilise´ dans la suite : nous appelerons
Temps de base le temps de de´but de simulation et Temps de pre´vision la dure´e de la
pre´vision. Dans le cas ou` nous proce´dons simplement a` l’estimation des fonctions de
covariance et corre´lation l’approche ensembliste consiste a` appliquer ite´rativement le cycle
constitue´ des e´tapes suivantes (voir figure 8.4) :
• propagation des membres de l’ensemble par le mode`le hydraulique Mascaret de
Temps de base a` Temps de base+1h ;
• sauvegarde des membres a` Temps de base+1h pour le prochain cycle ;
• estimation statistique de la matrice des covariances d’erreur d’e´bauche B.
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Fig. 8.4 – Repre´sentation sche´matique de l’enchainement des cycles « propagation-
estimation de B ».
Dans le cas ou` nous proce´dons a` l’assimilation de donne´es l’approche consiste a` ap-
pliquer ite´rativement le cycle constitue´ des e´tapes suivantes (voir figure 8.5) :
• estimation statistique de la matrice des covariances d’erreur d’e´bauche B ;
• assimilation des observations disponibles ;
• pre´vision : propagation des membres corrige´s avec l’assimilation de Temps de base
a` Temps de base+Temps de pre´vision ;
• sauvegarde des membres a` Temps de base+1h pour le prochain cycle.
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Fig. 8.5 – Repre´sentation sche´matique de l’enchainement des cycles « assimilation-
pre´vision », t1 e´tant le premier temps de base, t2 le second...
Du point de vue du code un cycle « propagation-estimation deB » ou un « assimilation-
pre´vision » est ge´re´ par l’exe´cutable PALM correspondant qui se charge de lancer les
diffe´rentes unite´s (unite´ de lecture des fichiers de donne´es, unite´ Mascaret de propaga-
tion des membres, unite´s relatives a` l’assimilation...) et d’e´changer entre elles les donne´es
ne´cessaires (par exemple transmission de la matrice B de l’unite´ charge´e de la calculer a`
celle proce´dant a` l’assimilation sur chacun des membres). On a reporte´ en figure 8.6 une
image du sche´ma PrePALM correspondant a` l’EnKF. Pour reproduire l’enchainement des
cycles l’exe´cutable PALM est lance´ de manie`re ite´rative par un pilote. Il s’agit d’un script
KornShell qui prend en arguments le premier et le dernier temps de base, le temps de
pre´vision ainsi que la fre´quence d’assimilation. Le pilote modifie les fichiers de donne´es
pour Mascaret et l’assimilation en fonction de ces entre´es a` chaque ite´ration puis lance
l’exe´cutable PALM. C’est e´galement le pilote qui s’occupe de la cre´ation et de la gestion
des fichiers et des donne´es de sortie.
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Fig. 8.6 – Sche´ma PrePALM pour l’EnKF.
8.1.4 Ge´ne´ration des membres de l’ensemble
Dans ce travail nous conside´rons que la principale source d’incertitude dans le mode`le
re´side dans les forc¸ages (amont comme aval). Les autres sources d’incertitude que l’on
pourrait conside´rer sont lie´es a` la bathyme´trie et au fortement. Nous ge´ne´rons donc les
membres de l’ensemble en ajoutant un bruit ale´atoire a` chaque forc¸age. Ce bruit est
ge´ne´re´ d’une manie`re tre`s proche de la me´thode pre´sente´e au chapitre 7 pour ge´ne´rer
les membres de l’EnKF sur le mode`le d’ondes de crues. La diffe´rence re´side dans le fait
que cette fois-ci nous multiplions a` chaque temps le bruit ajoute´ aux forc¸ages par une
fonction de´pendant de l’e´cart-type des forc¸ages calcule´ sur une pe´riode de 36 h pre´ce´dant
le temps conside´re´. L’ide´e e´tant que l’incertitude sur les forc¸ages est plus importante
lorsque ceux-ci ont une importante variabilite´ et donc la variance du bruit ajoute´ aux
forc¸ages doit eˆtre plus grande dans ce cas. Pour ce qui est de la pertubation ajoute´e au
forc¸age aval nous utilisons la me´thode expose´e au chapitre 7 avec une variance constante
et e´gale a` 0.1 m dans un premier temps. Dans la section 8.4.1 nous estimons la variance
d’erreur d’observation a` 0.051 m. C’est la valeur que nous utilisons pour la variance du
bruit sur le forc¸age aval dans les sections suivant la section 8.4.1. Enfin le choix du temps
caracte´ristique des perturbations ajoute´es aux forc¸ages a e´te´ fait de manie`re empirique
en retenant celui qui donnait les re´sultats les plus consistants, il est de 4 heures pour
les forc¸ages amonts et de 6 heures pour le forc¸age aval. On rappelle d’autre part que les
bruits ajoute´s aux forc¸ages ont des erreurs corre´le´es en temps de manie`re a` ce que les
erreurs sur les hauteurs d’eau soient corre´le´es en espace.
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8.2.1 Diagnostic des fonctions de covariance et de corre´lation
Comme son nom l’indique l’EnKF est une me´thode d’ensemble, elle repose sur plu-
sieurs re´alisations perturbe´es du syste`me que l’on appelle membres (ou aussi lignes d’eau
dans le cadre de l’hydraulique). Comme on l’a vu dans la section 8.1 ces membres sont
ge´ne´re´s en ajoutant un bruit aux forc¸ages et en propageant ceux-ci avec le mode`le hy-
draulique. Le mode`le hydraulique re´solvant les e´quations de Saint-Venant 1D les variables
d’e´tat sont les hauteurs d’eau (ou cotes) en me`tres, en cote marine, et les de´bits (en
m3.s−1). Chaque membre consiste donc en la discre´tisation sur la grille de calcul 1D des
variables d’e´tat, on e´crit pour chaque membre Xk :
xk =
[
zk, qk
]T
=
[
zk1 , . . . , z
k
n, q
k
1 , . . . , q
k
n
]T
(8.1)
ou` n est le nombre de nœuds de la grille de calcul.
La matrice des covariances d’erreur d’e´bauche Be est estime´e statistiquement a` partir
des membres avec la formule (3.42). Etant donne´ la de´composition selon les variables
d’e´tat de xk que l’on donne en (8.1) on peut de´composer la matrice Be en quatre blocs
(voir section 3.3.1) :
Be =
(
BZZ BZQ
BQZ BQQ
)
ou` les matrices BZZ et BQQ de´crivent respectivement les covariances spatiales et
univarie´es d’erreur d’e´bauche de hauteurs d’eau et de de´bits et les matrices BQZ et
BZQ de´crivent les covariances spatiales multivarie´es (parfois appele´es covariances croise´es)
d’erreur de hauteurs d’eau et de de´bits. Be e´tant syme´trique par construction, on a :
BQZ = B
T
ZQ. Il faut souligner ici l’importance particulie`re dans le cadre de l’Adour
des covariances d’erreurs multivarie´es de de´bits et de hauteurs d’eau BQZ . En effet sur
le re´seau Adour maritime les seules observations disponibles sont des observations de
hauteurs d’eau, la correction sur les de´bits est obtenue en traduisant l’information sur les
hauteurs d’eau contenue dans l’innovation en de´bits via les covariances d’erreur de de´bits
et de hauteurs d’eau BQZ . Cela nous permet de conserver un e´tat hydraulique cohe´rent
lors de l’assimilation.
Connaissant la matrice Be on peut alors calculer la matrice C des corre´lations d’erreur
d’e´bauche avec la formule (3.2). De manie`re similaire a` Be on peut de´composer C en
quatre blocs de´crivant chacun les corre´lations entre les erreurs sur les differentes variables
d’e´tat :
C =
(
CZZ CZQ
CQZ CQQ
)
Dans la suite, dans un souci de simplicite´, nous parlerons de fonctions de covariance
(de corre´lation) d’erreur ZZ pour e´voquer les fonctions de covariance (de corre´lation)
d’erreurs sur les hauteurs d’eau et de fonctions de covariance (de corre´lation) d’erreur
QZ pour e´voquer les fonctions de covariance (de corre´lation) d’erreurs de de´bits et de
hauteurs d’eau.
Enfin il faut noter que dans la pratique on ne calcule que rarement les matrices
Be et C, on se contente en ge´ne´ral de calculer les colonnes correspondant de celles-ci
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relatives aux stations d’observation. Dans notre cas les stations d’observation sont des
stations in situ, l’ope´rateur d’observation H est un ope´rateur line´aire nul partout sauf
aux coordonne´es correspondant a` une station : par exemple si la premie`re station est
positionne´e au nœud de calcul i alors H(j, 1) = δij. Ainsi le produit BH
T qui apparait
dans l’e´quation d’analyse du filtre de Kalman consiste simplement a` extraire de B les
colonnes correspondant aux stations d’observation. Et c’est la raison pour laquelle dans
la suite nous ne nous inte´resserons qu’aux fonctions de covariance et/ou de corre´lation
relatives aux stations d’observation.
8.2.2 Les fonctions de covariance
Comme cela a de´ja` e´te´ e´voque´ en section 1.3.2 nous ne disposons sur le re´seau Adour
maritime que d’observations de hauteurs d’eau. Celles-ci permettent de corriger les hau-
teurs d’eau mais aussi, a` travers les fonctions de covariance QZ de corriger les de´bits.
Ainsi en ne disposant que de hauteurs d’eau nous sommes en mesure de corriger les deux
variables d’e´tat. C’est aussi pourquoi dans la suite nous nous inte´resserons seulement aux
fonctions de covariance ZZ et QZ. D’autant plus que les fonctions de covariance QQ
pre´sentent des proprie´te´s similaires aux fonctions de covariance QZ.
Dans le chapitre 7, on a montre´ que dans le cas du mode`le d’ondes de crues si on
impose un forc¸age a` l’amont suivant une variable ale´atoire gaussienne et de fonction d’au-
tocorre´lation temporelle gaussienne alors les fonctions de covariance d’erreur d’anomalie
de hauteur d’eau du signal propage´ le long du domaine sont gaussiennes. Dans le cas des
e´quations de Saint-Venant avec la ge´ome´trie du mode`le Adour maritime cette proprie´te´
n’est pas pre´serve´e, les fonctions de covariance d’erreur ZZ et QZ ne sont pas gaus-
siennes. Celles-ci pre´sentent en effet une importante variabilite´ temporelle, elles exhibent
ne´anmoins certains motifs invariants que l’on peut mettre en relation avec la ge´ome´trie
du re´seau hydraulique. On a repre´sente´ sur la figure 8.8 une fonction de covariance ZZ
et une fonction de covariance QZ (figures 8.8-(a) et 8.8-(b) respectivement) ainsi que la
bathyme´trie (figures 8.8-(c)) le long du chemin 6-5-2-1. On a choisi de repre´senter les
fonctions de covariance le long de ce chemin mais les proprie´te´s mises en e´vidence sur cet
exemple restent vraies sur les autres chemins.
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(a) (b)
(c)
Fig. 8.8 – Fonctions de covariance relatives a` la station de Peyrehorade (a) ZZ et (b)
QZ le long du chemin 6-5-2-1 (c) bathyme´trie. Les traits verticaux noirs indiquent la
se´paration entre les biefs, le trait rouge vertical indique la position de la station de
Peyrehorade et le trait vert vertical indique la position du seuil sur le bief 6.
La fonction de covariance ZZ relative a` la station de Peyrehorade repre´sente´e en figure
8.8-(a) pre´sente deux parties bien distinctes. Celles-ci sont se´pare´es par le seuil hydrau-
lique du bief 6 dont la position est indique´e sur la figure 8.8 par un trait vert vertical. On
rappelle que la partie en amont du seuil sur le bief 6 n’est pas sous influence maritime.
On remarque qu’en amont du seuil et au niveau du seuil la fonction de covariance ZZ
pre´sente des irre´gularite´s dont l’abscisse curviligne est corre´le´e a` l’abscisse curviligne des
irre´gularite´s de la bathyme´trie et notamment du seuil. En aval du seuil les covariances
de´croissent lentement jusqu’a` l’extre´mite´ aval du re´seau hydraulique et ne pre´sentent pas
d’irre´gularite´. La forme de la fonction de covariance ZZ s’explique assez bien par le fait
que les hauteurs d’eau en amont du seuil sont lie´es a` la bathyme´trie et en particulier
a` la pente, celle-ci e´tant relativement importante le bruit impose´ a` l’amont est advecte´
le long du domaine a` l’aval. En aval du seuil la profondeur e´tant plus importante et la
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pente globalement plus faible la diffusion est plus importante la forme de la fonction de
covariance ZZ est plus re´gulie`re et sera d’autant plus influence´e par le bruit ajoute´ au
forc¸age aval qu’on se rapproche de celui-ci, ceci est illustre´ par la figure 8.9-(a).
La fonction de covariance QZ relative a` la station de Peyrehorade repre´sente´e en
figure 8.8-(b) ne pre´sente pas la meˆme sensibilite´ a` la bathyme´trie. Par contre on note
des discontinuite´s au niveau des confluences. Ces deux constats s’expliquent tre`s bien par
le fait que le de´bit est une variable conservative qui n’est donc pas sensible aux variations
de ge´ome´trie le long d’un bief (voir figure 8.9-(b)). D’autre part le de´bit e´tant une variable
additive les bruits ajoute´s aux forc¸ages s’additionnent au niveau des confluences ce qui
explique la discontinuite´ des fonctions de covariance QZ au niveau des confluences (qui
correspondent e´galement a` la se´paration entre les biefs indique´es par les traits noirs
verticaux).
(a) (b)
Fig. 8.9 – Illustration de la ligne d’eau pour deux membres sur le chemin 6-5-2-1 (a)
hauteurs d’eau et (b) de´bits.
Les fonctions de covariance pre´sentent une grande variabilite´ temporelle. Celle-ci est
duˆe a` l’influence de la mare´e au niveau du forc¸age aval ainsi qu’au bruit ajoute´ aux
forc¸ages amonts. Pour illustrer ce fait nous avons regroupe´ en figure 8.10 les fonctions de
covariance ZZ et QZ calcule´es a` deux temps diffe´rents.
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(a) (b)
Fig. 8.10 – Fonctions de covariance (a) ZZ et (b) QZ sur le chemin 6-5-2-1 a` deux
temps diffe´rents. Il faut souligner que les temps auxquels on pre´sente ces figures sont
diffe´rents du temps de la figure 8.8.
8.2.3 Les fonctions de corre´lation
Les fonctions de corre´lation permettent de caracte´riser la corre´lation de l’erreur en
un point avec les erreurs aux points voisins [Daley, 1991, Pannekoucke et al., 2008] mais
aussi d’estimer la distance de corre´lation significative a` travers le diagnostic de la longueur
de porte´e. Ainsi les fonctions de corre´lation portent une information sur la structure du
signal et permettent d’estimer l’extension spatiale des fonctions de corre´lation mais aussi
de covariance et de la correction apporte´e par l’assimilation.
On a vu dans le chapitre 7 que les fonctions de corre´lation sur le mode`le d’ondes
de crues sont des gaussiennes. On peut dans ce cas estimer les longueurs de porte´e des
fonctions de corre´lation graˆce a` la formule propose´e par [Pannekoucke et al., 2008], celle-ci
e´tant base´e sur l’approximation des fonctions de corre´lation par une fonction parabolique
bien choisie. Ne´anmoins comme nous le verrons plus loin il s’ave`re que les fonctions de
corre´lation sur le re´seau Adour maritime n’ont pas une forme de gaussienne et il ne nous
sera pas possible d’utiliser la formule e´tablie par [Pannekoucke et al., 2008] pour estimer
les longueurs de porte´e.
D’autre part dans ce travail nous avons fait un usage important des fonctions de
corre´lation dans le cadre des me´thodes d’inflation (e´voque´es en section 3.7.7) et applique´es
au re´seau Adour maritime. En effet comme nous le verrons plus loin nous souffrons d’un
proble`me de sous-dispersivite´ de l’ensemble et pour compenser ce proble`me nous avons eu
recours a` ces me´thodes. Dans ce cadre l’utilisation des fonctions de corre´lation a permis
de calculer des facteurs d’inflation adapte´s spatialement a` notre re´seau. Nous reviendrons
sur ce point plus en de´tail en section (8.4.2).
Nous avons reporte´ sur les figures 8.11-(a) et 8.11-(b) les fonctions de corre´lation ZZ
et QZ relatives a` la station de Peyrehorade (dont la position est indique´e par le trait
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(a) (b)
(c)
Fig. 8.11 – Fonctions de corre´lation relatives a` la station de Peyrehorade (a) ZZ et
(b) QZ le long du chemin 7-5-2-1. (c) et (d) bathyme´trie. Les traits verticaux noirs
repre´sentent la se´paration entre les biefs. Le trait rouge vertical repre´sente la position
de la station de Peyrehorade.
rouge vertical) le long du chemin 6-5-2-1 (prises au meˆme temps que les fonctions de
covariance pre´sente´es en figure 8.8). La fonction de corre´lation ZZ est moins sensible a`
la bathyme´trie en amont du seuil (trait vert vertical) que ne l’est la fonction de cova-
riance ZZ repre´sente´e en figure 8.8-(a). D’autre part au niveau des seuils les fonctions
de corre´lation ZZ pre´sentent une discontinuite´, qui est plus ou moins prononce´e en fonc-
tion du temps. On note e´galement que la fonction de corre´lation ZZ pre´sente une tre`s
grande extension spatiale a` l’aval du seuil puisque celle-ci s’e´tend jusqu’a` l’extre´mite´ aval
du domaine. Comme on le verra plus loin l’e´volution temporelle de l’extension spatiale
des fonctions de corre´lation semble lie´e a` l’e´volution temporelle des variables d’e´tat aux
stations. Ne´anmoins nous n’avons pas pu e´tablir clairement de lien de cause a` effet dans
ce sens. D’autre part, de la meˆme manie`re que la fonction de covariance QZ la fonction
de corre´lation QZ n’est pas affecte´e par la bathyme´trie et pre´sente des discontinuite´s
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au niveau de la se´paration entre les biefs (qui correspondent e´galement a` la position des
confluences).
Les fonctions de corre´lation tout comme les fonctions de covariance pre´sentent une
tre`s grande variabilite´ temporelle. Celle-ci est duˆe a` la fois a` l’influence de la mare´e a`
l’aval et a` l’importance de la perturbation ajoute´e aux forc¸ages amonts qui varient avec
le temps. Pour illustrer cela nous avons reporte´ en figure 8.12 des fonctions de corre´lation
ZZ et QZ calcule´es a` deux temps diffe´rents.
(a) (b)
Fig. 8.12 – Fonctions de corre´lation relatives a` la station de Peyrehorade (a) ZZ et
(b) QZ sur le chemin 6-5-2-1 a` deux temps diffe´rents.
Comme on peut le voir sur la figure 8.12-(a) l’extension spatiale des fonctions de
corre´lation ZZ peut pre´senter une tre`s grande variabilite´ temporelle. En effet la fonction
de corre´lation repre´sente´e en rouge est plus e´tendue a` l’aval que ne l’est celle repre´sente´e
en vert. La variabilite´ temporelle de l’extension spatiale des fonctions de corre´lation
semble lie´e au forc¸age aval ; voir annexe (B) ou` on a repre´sente´ l’e´volution des fonctions
de corre´lation relatives a` la station de Peyrehorade sur le chemin 7-5-2-1 sur la dure´e d’un
cycle de mare´e. Mais elle semble e´galement lie´e a` la variabilite´ temporelle des variables
d’e´tat a` la station relative a` la fonction conside´re´e. Ne´anmoins ce fait reste a` appre´cier
quantitativement. Pour cela il faut de´finir l’analogue d’une longueur de porte´e pour notre
re´seau hydraulique et e´tudier sa variabilite´ temporelle aux stations du re´seau, c’est l’objet
de la section suivante.
8.2.4 Caracte´risation et e´volution temporelle de l’extension spa-
tiale des fonctions de corre´lation ZZ
Comme on a pu le constater a` la section pre´ce´dente les fonctions de corre´lation ZZ
mises en e´vidence sur le re´seau hydraulique Adour maritime ne sont pas gaussiennes.
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Il ne nous est donc pas possible d’utiliser le calcul de la longueur de porte´e propose´
par [Pannekoucke et al., 2008] et que l’on a utilise´ pre´ce´demment au chapitre 7 pour
caracte´riser l’extension spatiale des fonctions de corre´lation. A cela s’ajoute la difficulte´
de la configuration du re´seau Adour sur lequel les fonctions de corre´lation ne sont pas a`
proprement a` parler 1D puisqu’elles peuvent s’e´tendre sur plusieurs biefs qui ne sont pas
dipose´s se´quentiellement de l’amont vers l’aval de la rivie`re.
On peut ne´anmoins de´finir une forme de longueur de porte´e pour les fonctions de
corre´lation ZZ sur le re´seau Adour par analogie avec celle propose´e par
[Pannekoucke et al., 2008]. Celle-ci correspond a` la distance telle que la parabole qui
approxime la fonction de corre´lation gaussienne soit e´gale a` 0.5 et renseigne donc sur
l’extension spatiale de la fonction de corre´lation correspondante. Dans ce travail nous
de´finirons la longueur de porte´e aval (amont) de la fonction de corre´lation ZZ associe´e a`
un point x, ρx, sur le re´seau Adour maritime, comme e´tant la somme de la longueur des
zones sur chacun des biefs a` l’aval (a` l’amont) du point conside´re´ telles que ρx ≥ 0.65.
Cette de´finition pre´sente l’avantage d’eˆtre inde´pendante de la forme des fonctions de
corre´lation conside´re´es mais est par contre fortement contrainte par les faibles dimensions
du domaine et il pourra se re´ve´ler impossible dans certains cas de calculer des longueurs
de porte´e amont et/ou aval qui refle`tent fide`lement l’extension spatiale de la fonction de
corre´lation conside´re´e. C’est par exemple le cas lorsque sur un chemin a` l’aval du point
conside´re´ la fonction de corre´lation est de´croissante mais a` l’extre´mite´ aval du domaine
reste supe´rieure a` 0.65. Dans ce cas la longueur de porte´e aval est simplement e´gale a` la
distance entre le point conside´re´ et la limite aval du domaine alors que dans les faits elle
est plus grande.
Nous avons illustre´ le calcul de la longueur de porte´e sur la figure 8.13. Cette de´finition
des longueurs de porte´e amont et aval vise a` rendre compte de l’extension spatiale des
fonctions de corre´lation a` l’amont ou a` l’aval d’un point conside´re´ sur le re´seau. Mais on
peut e´galement conside´rer l’extension spatiale de la fonction de corre´lation sur l’ensemble
du re´seau, pour cela on peut de´finir une longueur de porte´e moyenne comme la moyenne
des longueurs de porte´e amont et aval.
Cette de´finition des longueurs de porte´e est une de´finition tre`s ge´ne´rale puisqu’elle vise
a` e´tablir l’extension spatiale des fonctions de corre´lation sur l’ensemble du re´seau. On
peut e´galement de´finir une notion de longueur de porte´e par chemin qui est simplement
la restriction de la de´finition ci-dessus a` un chemin en particulier, par exemple le chemin
4-2-1. Cela est illustre´ sur la figure 8.13-(c) ou` la longueur du trait rouge horizontal
repre´sente la longueur de porte´e amont sur le chemin 7-5-2-1 de la fonction de corre´lation
relative a` la station de Peyrehorade.
Les longueurs de porte´e pre´sentent une importante variabilite´ temporelle ainsi qu’une
certaine cyclicite´ qui n’est pas sans rappeler l’e´volution temporelle des hauteurs d’eau
ainsi que des de´bits au niveau des points correspondants comme on peut le voir sur la
figure 8.14. Meˆme si les se´ries temporelles des hauteurs d’eau/de´bits d’une part et celles
des longueur de porte´e d’autre part semblent pre´senter des liens il est ne´anmoins difficile
d’e´tablir des corre´lations entre les deux. En effet les limites du domaine ainsi que les seuils
parasitent le calcul des longueurs de porte´e tel qu’on l’a propose´ ici. Cependant dans les
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(a) (b)
(c) (d)
Fig. 8.13 – Fonction de corre´lation ZZ relative a` la station de Urt (trait rouge
vertical) sur les chemins (a) 3-1 (b) 4-2-1 (c) 7-5-2-1 (d) 6-5-2-1. La longueur de
porte´e amont est la somme des longueurs des zones repre´sente´es par le trait rouge
horizontal.
cas favorables ou` les limites du domaine tout comme les seuils ne perturbent pas le
diagnostic des longueurs de porte´e les corre´lations calcule´es entre hauteurs d’eau/de´bits
et longueur de porte´e sont ge´ne´ralement relativement correctes et sont comprises (en
valeur absolue) entre 0.6 et 0.9. Nous pre´sentons ci-dessous en figures 8.14 et 8.15 deux
exemples ou` les corre´lations entre hauteurs d’eau/de´bits d’une part et longueur de porte´e
d’autre part sont les plus importantes.
Sur la figure 8.14 nous pre´sentons l’e´volution temporelle des longueurs de porte´e
(amont, aval et moyenne) et des hauteurs d’eau calcule´es a` la station de Peyrehorade
en basses eaux. Les se´ries temporelles des longueurs de porte´es moyennes et aval et celles
des hauteurs d’eau pre´sentent un coefficient de corre´lation de l’ordre de respectivement
0.72 et 0.66. On note en particulier que celles-ci pre´sentent un temps caracte´ristique qui
semble tre`s proche et que les temps ou` les extremums locaux sont atteints sont eux aussi
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tre`s proches. Ainsi en basses eaux lorsque les hauteurs d’eau de´croissent les longueurs
de porte´e moyenne et aval de´croissent et au contraire elles croissent lorsque les hauteurs
d’eau croissent. Par contre pour ce qui est de la corre´lation des de´bits et des longueurs
de porte´e elles sont assez faibles puisque comprises en valeur absolue entre 0.1 et 0.36.
(a) (b)
Fig. 8.14 – Evolution temporelle a` la station de Peyrehorade des (a) longueur de
porte´e amont, aval et moyenne (b) des hauteurs d’eau.
Sur la figure 8.15 nous pre´sentons l’e´volution temporelle des longueurs de porte´e
(amont et aval) et des de´bits calcule´s a` la station de Urt lors d’un pic de crue. Les
longueurs de porte´e amont semblent avoir des variations similaires a` celles des de´bits,
le coefficient de corre´lation liant les deux se´ries est de l’ordre de 0.92. Par contre pour
ce qui est des longueurs de porte´e aval celles-ci semblent se re´duire lors du pic de crue,
les se´ries temporelles des de´bits et des longueurs de porte´e pre´sentent un coefficient de
corre´lation de −0.64. Ainsi l’extension spatiale de la fonction de corre´lation relative a`
Urt pre´sente-t-elle une forme d’asyme´trie pendant le pic de crue avec une longueur de
porte´e aval nettement plus petite que la longueur de porte´e amont. A noter que dans cet
exemple les corre´lations entre longueurs de porte´e amont et aval et hauteurs d’eau sont
de l’ordre de 0.72 et 0.6.
Pour conclure cette section nous dirons que les figures 8.14 et 8.15 sugge`rent que
l’e´volution temporelle des longueurs de porte´e amont et aval semble lie´e a` l’e´volution
temporelle des hauteurs d’eau ou des de´bits selon le moment conside´re´ (pic de crue
ou basses eaux). D’autre part les figures de l’annexe (B) sugge`rent un lien entre les
longueurs de porte´e aval. Ne´anmoins malgre´ ces quelques rapprochements il ne nous a
pas e´te´ possible d’e´tablir clairement un lien entre longueurs de porte´e et variables d’e´tat.
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(a) (b)
Fig. 8.15 – Evolution temporelle a` la station de Urt des (a) longueur de porte´e amont
et aval (b) des de´bits.
8.3 Application de l’EnKF au re´seau Adour mari-
time : premie`re approche et limitations
Dans cette section nous nous inte´ressons a` l’application de l’EnKF au re´seau Adour
maritime dans sa forme classique telle qu’elle a e´te´ pre´sente´e en section 3.7.5. Dans la
section 8.2 nous avons mis en e´vidence la grande extension spatiale des fonctions de
covariance et de corre´lation diagnostique´es sur ce re´seau avec une me´thode d’ensemble.
Nous voulons dans cette section montrer l’inte´reˆt pour l’assimilation que pre´sentent ces
fonctions. Pour cela nous nous plac¸ons dans le prolongement des travaux expose´s au
chapitre 7 et dans l’article de [Ricci et al., 2011]. Dans le chapitre 7 nous avons applique´
le filtre de Kalman d’ensemble sur le mode`le d’ondes de crues 1D (qui est, on le rappelle,
une approximation des e´quations de Saint-Venant 1D sous certaines hypothe`ses de pente
et de frottement). Dans l’article de [Ricci et al., 2011] un filtre de Kalman utilisant des
fonctions de covariance stationnaires aux points d’observation avait e´te´ mis en place sur le
re´seau Adour. Dans la suite nous de´signerons ce filtre de Kalman par l’expression « filtre
de Kalman invariant » ou encore « KF invariant ». Ainsi nous montrons qu’a` variance
e´quivalente au point d’observation l’EnKF donne des re´sultats meilleurs que ceux du KF
invariant utilise´ dans [Ricci et al., 2011] et montrons les limitations de l’application de
l’EnKF sur le re´seau Adour maritime.
8.3.1 Une expe´rience d’assimilation de donne´es de hauteurs
d’eau
synthe´tiques
Pour montrer l’apport de l’EnKF par rapport a` un KF invariant nous proce´dons a`
une expe´rience d’assimilation de donne´es synthe´tiques de hauteurs d’eau a` la station de
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Peyrehorade et comparons les re´sultats de ces deux algorithmes d’assimilation de donne´es
a` Peyrehorade mais aussi aux autres stations ou` nous n’avons pas proce´de´ a` l’assimilation
et notamment a` Urt. On souhaite ainsi mettre en e´vidence l’apport de l’EnKF en terme
d’extension spatiale de la correction par rapport au KF invariant tout en en montrant les
limitations. Le choix de la station de Peyrehorade pour assimiler les observations n’est
pas anodin. En effet c’est la station ou` en ge´ne´ral l’erreur du mode`le par rapport aux
observations est la plus importante.
Pour cette expe´rience nous avons ge´ne´re´ des observations de hauteurs d’eau et de
de´bits en ajoutant aux forc¸ages donne´s sur un e´pisode de crue un apport late´ral juste en
aval du seuil sur le bief 6. Cet apport late´ral est corre´le´ aux forc¸ages a` Orthez et Escos
et les de´bits maximals de cet apport ont e´te´ choisis de telle manie`re que les hauteurs
d’eau maximales a` Peyrehorade correspondent aux hauteurs d’eau maximales observe´es
a` cette station lors de l’e´pisode de crue correspondant aux forc¸ages utilise´s. Nous avons
choisi ce protocole expe´rimental de manie`re a` simuler un e´pisode de crue dans lequel les
apports late´raux non instrumente´s (et donc pour lesquels nous n’avons aucune donne´es
d’observations) jouent un roˆle important lors de la crue (ce qui est souvent le cas sur
l’Adour) et pour lequel nous disposerons d’observations de hauteurs d’eau et de de´bits.
Ce dernier point est important car dans la re´alite´ nous ne disposons que de donne´es de
hauteurs d’eau.
Choix des e´carts-types d’erreur d’observation et d’erreur d’e´bauche
L’e´cart-type d’erreur d’observation a e´te´ fixe´ a` 0.1 m ce qui correspond a` la valeur uti-
lise´e en pre´vision ope´rationnelle sur l’Adour. Pour l’EnKF l’e´cart-type d’erreur d’e´bauche
au niveau de la station de Peyrehorade va e´voluer au cours du temps et est estime´ a` tra-
vers le calcul des covariances d’erreur d’e´bauche donc on ne le fixe pas. De manie`re a` ce
que les re´sultats de l’EnKF et du filtre Kalman invariant soient comparables a` la station
de Peyrehorade l’e´cart-type d’erreur d’e´bauche a` cette station (pour le KF invariant)
est fixe´ e´gal a` la moyenne des e´carts-types d’erreur d’e´bauche calcule´s par l’EnKF sur
l’e´pisode de crue.
8.3.2 Re´sultats nume´riques
Dans cette section nous nous inte´ressons dans un premier temps a` la comparaison de
la spatialisation de la correction apporte´e par l’EnKF et le KF invariant avant de nous
inte´resser dans un deuxie`me temps aux se´ries temporelles des e´tats analyse´s aux stations
de Peyrehorade et de Urt. Dans un troisie`me temps nous nous inte´resserons aux re´sultats
de ces deux me´thodes en mode pre´vision.
Spatialisation de la correction
Dans le KF invariant les fonctions de covariance relatives aux hauteurs d’eau aux
points d’observation consistent en deux demi-gaussiennes avec une longueur de porte´e
plus petite en aval qu’en amont (voir figure 8.16). En effet dans l’e´tude mene´e au chapitre
7 on a montre´ que sur le mode`le d’ondes de crues les fonctions de corre´lation ont une forme
de gaussienne asyme´trique avec une longueur de porte´e plus petite a` l’aval qu’a` l’amont
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justifiant l’usage d’une fonction de covariance avec une extension spatiale plus importante
a` l’amont qu’a` l’aval. D’autre part il faut souligner que des expe´riences nume´riques que
l’on n’a pas reporte´es ici montrent que dans le cas du re´seau Adour maritime l’utilisation
de fonctions de covariance gaussiennes et syme´triques donne des re´sultats moins bons que
ceux obtenus avec des fonctions de covariance gaussiennes asyme´triques.
Fig. 8.16 – Fonction de covariance relative a` la station de Peyrehorade (trait rouge
vertical) sur le chemin 6-5-2-1.
Un point important mis en lumie`re en section 8.2 est la grande extension spatiale des
fonctions de covariance et de corre´lation. Cela se traduit naturellement par une grande
extension de la correction des lignes d’eau lors de l’e´tape d’analyse de l’EnKF, que ce soit
en termes de hauteurs d’eau ou de de´bits comme on peut le voir sur la figure 8.17 ou` l’on
a repre´sente´ a` un temps l’incre´ment d’analyse moyen sur le chemin 6-5-2-1 pour l’EnKF
(ligne verte) et l’incre´ment d’analyse de hauteur d’eau pour le KF invariant (ligne rouge).
Le choix d’une fonction de covariance au point d’observation asyme´trique pour le KF
invariant se traduit par un incre´ment d’analyse (figure 8.17-(a) courbe rouge) en forme de
deux demi-gaussiennes avec une extension spatiale plus importante a` l’amont qu’a` l’aval.
Il apparait que l’incre´ment d’analyse en Z a` l’aval et a` l’amont de Peyrehorade pour
l’EnKF a une extension spatiale plus importante que celle du KF invariant permettant
de corriger les hauteurs d’eau sur une tre`s grande partie du re´seau et notamment a` l’amont
de cette station.
Pour ce qui est des fonctions de covariance du KF invariant relatives aux de´bits
la` encore il s’agit de deux demi-gaussiennes avec une longueur de porte´e a` l’amont plus
grande qu’a` l’aval mais l’incre´ment d’analyse des de´bits est calcule´ de manie`re a` respecter
l’additivite´ des de´bits au niveau des confluences d’ou` la discontinuite´ de l’incre´ment
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(a) (b)
Fig. 8.17 – Incre´ments d’analyse de (a) hauteurs d’eau et de (b) de´bits pour le KF
invariant (courbe rouge) et pour l’EnKF (courbe verte).
observe´e a` la confluence des biefs 6 et 7 sur la figure 8.17-(b) (courbe rouge). Dans le KF
invariant l’incre´ment d’analyse des de´bits a` Peyrehorade est proportionnel a` l’incre´ment
d’analyse des hauteurs d’eau et le coefficient de proportionnalite´ est le quotient des de´bits
et des hauteurs d’eau a` la station tandis que dans l’EnKF l’incre´ment d’analyse des
de´bits a` la station et sur le reste du domaine est calcule´ avec les covariances QZ. La`
encore la correction des de´bits est nettement plus e´tendue avec l’EnKF qu’avec le KF
invariant. Et comme on peut le voir l’incre´ment d’analyse des de´bits de l’EnKF pre´sente
des discontinuite´s au niveau des confluences et ce de manie`re consistante avec les fonctions
de covariance QZ. D’autre part il faut noter que l’incre´ment de de´bit est nettement plus
important pour l’EnKF que pour le KF invariant sur toute la longueur du chemin 6-5-2-
1. Cela montre que les deux algorithmes ne traduisent pas du tout de la meˆme manie`re
l’information apporte´e par les observations de hauteurs d’eau en de´bits. Ceci explique en
partie pourquoi a` variance e´quivalente l’EnKF donne de meilleures re´sultats que le KF
invariant.
L’e´volution temporelle des fonctions de covariance se traduit par une e´volution tem-
porelle des incre´ments d’analyse de hauteurs d’eau et de de´bits comme on peut le voir
sur la figure 8.18 ou` on les a reporte´ sur le chemin 7-5-2-1 pour deux temps diffe´rents.
Cette e´volution temporelle de l’incre´ment d’analyse permet d’adapter la correction ap-
porte´e par l’assimilation tout au long de l’e´pisode de crue en fonction des covariances
diagnostique´es par l’EnKF.
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(a) (b)
Fig. 8.18 – Incre´ments d’analyse de (a) hauteurs d’eau et de (b) de´bits pour l’EnKF
a` deux temps diffe´rents sur le chemin 7-5-2-1.
Evolution temporelle des e´tats analyse´s
Dans la suite, sauf mention contraire, l’expression « e´tats analyse´s » pour les me´thodes
d’ensemble de´signera la moyenne de l’ensemble des e´tats calcule´s apre`s assimilation, que
ce soient les hauteurs d’eau ou les de´bits.
On rappelle e´galement que dans cette expe´rience on a assimile´ des hauteurs d’eau a` la
station de Peyrehorade et nous regardons les re´sultats a` cette station mais aussi a` celle
de Urt en termes de hauteurs d’eau dans un premier temps puis en termes de de´bits.
L’e´volution temporelle des e´tats analyse´s a` Peyrehorade et aux autres stations montre
des re´sultats relativement corrects en termes de hauteurs d’eau de l’EnKF par rapport au
mode`le sans assimilation (voir figure 8.19) et aussi par rapport au KF invariant. Celui-ci
a une variance constante qui du fait de la manie`re avec laquelle ont e´te´ construits les
bruits ajoute´s aux forc¸ages pour l’EnKF est plus faible que celle de l’EnKF pendant les
pics de crue, ce qui explique que le KF invariant donne de moins bons re´sultats pendant
les pics de crue que l’EnKF. Dans tous les cas les re´sultats sont nettement meilleurs
que ceux calcule´s avec le mode`le seul i-e sans assimilation. Ceci illustre l’inte´reˆt des
fonctions de covariance (et de leur grande extension spatiale) diagnostique´es par l’EnKF
qui permettent de corriger de´bits et hauteurs d’eau au niveau de la station d’observation
utilise´e mais aussi ailleurs sur le domaine.
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(a) (b)
Fig. 8.19 – Se´ries temporelles des hauteurs d’eau analyse´es a` (a) Peyrehorade et (b)
Urt.
Pour ce qui est des de´bits les conclusions sont similaires a` celles tire´es pour les hauteurs
d’eau : les re´sultats sont relativement corrects a` la station d’observation ce qui met en
lumie`re l’inte´reˆt des covariances QZ en ce point mais aussi aux autres stations du fait de
la grande extension spatiale des fonctions de covariance QZ comme on peut le voir sur
la figure 8.20.
(a) (b)
Fig. 8.20 – Se´ries temporelles des de´bits analyse´s a` (a) Peyrehorade et (b) Urt.
Afin d’estimer quantitativement les performances de l’EnKF en comparaison du KF
invariant et du mode`le sans assimilation nous avons reporte´ dans les tableaux 8.1 et 8.2
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les scores suivants calcule´s apre`s assimilation sur les hauteurs d’eau et les de´bits (sur la
dure´e de l’e´pisode conside´re´ ici soit 150 heures) : RMSE, corre´lation, biais et crite`re de
Nash.
Station Algo. RMSE Corre´lation Biais Nash
EnKF 0.169 0.992 0.117 0.97
Peyrehorade KF inv. 0.211 0.993 0.172 0.954
Mode`le 0.549 0.959 0.448 0.735
EnKF 0.067 0.996 0.038 0.99
Urt KF inv. 0.082 0.997 0.062 0.985
Mode`le 0.278 0.963 0.216 0.836
Tab. 8.1 – Scores sur les hauteurs d’eau.
Station Algo. RMSE Corre´lation Biais Nash
EnKF 120.06 0.985 83.759 0.941
Peyrehorade KF inv. 129.83 0.99 103.70 0.932
Mode`le seul 287.80 0.968 235.94 0.719
EnKF 64.124 0.997 44.965 0.987
Urt KF inv. 76.389 0.997 64.139 0.981
Mode`le seul 286.17 0.962 234.46 0.775
Tab. 8.2 – Scores sur les de´bits.
Les scores calcule´s dans les tableaux 8.1 et 8.2 sont relativement bons notamment
pour la corre´lation et le crite`re de Nash, que ce soit avec les algorithmes d’assimilation
de donne´es ou alors avec le mode`le seul sans assimilation. Pour le biais et la RMSE ces
scores sont assez e´leve´s pour les deux algorithmes d’assimilation de donne´es.
On notera e´galement que les re´sultats de l’assimilation sont meilleurs a` Urt qu’a`
Peyrehorade qui est pourtant la station ou` on proce`de a` l’assimilation, cela s’explique
par le fait que le mode`le seul est meilleur a` cette station qu’a` Peyrehorade. Conforme´ment
aux courbes pre´sente´es en figure 8.19 et 8.20 l’EnKF re´alise pratiquement dans tous les
cas le meilleur score et surtout les deux algorithmes d’assimilation de donne´es re´alisent
tous deux des scores nettement meilleurs que le mode`le seul sans assimilation.
Comparaison des re´sultats en mode pre´vision
Il convient de rappeler que le cyclage des d’assimilation-pre´vision pour l’EnKF a e´te´
de´crit en section 8.1.3 avec la figure 8.5. Pour le KF invariant un sche´ma similaire reste
valable mais avec un seul membre cette-fois-ci.
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De la meˆme manie`re qu’en pre´vision ope´rationnelle sur l’Adour durant la phase de
pre´vision les forc¸ages amont sont fixe´s constants e´gaux aux derniers forc¸ages disponibles
dans cette expe´rience les forc¸ages amonts sont fixe´s constants durant la phase de pre´vision.
En mode pre´vision la correction apporte´e par l’assimilation va eˆtre propage´e de l’amont
vers l’aval et par suite les re´sultats des hauteurs d’eau et des de´bits vont se de´grader
pour se rapprocher des re´sultats du mode`le seul comme cela est illustre´ sur la figure
8.21. La` encore les re´sultats calcule´s avec l’EnKF sont meilleurs que ceux calcule´s avec
le KF invariant et ce quelle que soit l’e´che´ance de pre´vision, cela est tout a` fait normal
puisqu’au temps d’analyse l’EnKF a de´ja` de meilleurs re´sultats que le KF invariant. Nous
ne reporterons pas ici les scores calcule´s pour les algorithmes d’assimilation et pour le
mode`le seul en phase de pre´vision, ceux-ci en effet se de´gradent durant toute la phase de
pre´vision pour se rapprocher des scores du mode`le seul qui sont reporte´s dans les tableaux
8.1 et 8.2.
Le fait que les re´sultats se de´gradent en mode pre´vision est duˆ au fait qu’avec ces deux
me´thodes d’assimilation de donne´es on corrige la ligne d’eau et donc la condition initiale
de la pre´vision alors que l’erreur vient des forc¸ages late´raux qui ne sont pas connus. Or
la condition initiale est propage´e vers l’aval par Mascaret et donc « e´vacue´e » au fil du
temps. Des me´thodes d’assimilation de donne´es corrigeant les conditions limites (voir
[Jean-Baptiste et al., 2011, Ricci et al., 2011]) permettraient d’ame´liorer les re´sultats en
mode pre´vision (voir [Ricci et al., 2011]).
(a) (b)
Fig. 8.21 – Se´ries temporelles des (a) hauteurs d’eau pre´vues a` 3h a` Peyrehorade et
des (b) de´bits pre´vus a` 6h a` Urt.
Impact de l’assimilation de donne´es sur les longueurs de porte´e
Comme on l’a vu dans le chapitre 7 portant sur l’e´mulation de l’EnKF l’assimilation
de donne´es dans ce cas a une influence sur les longueurs de porte´e des fonctions de
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corre´lation avec notamment une longueur de porte´e aval plus petite que la longueur de
porte´e amont. Il est donc normal de se poser la question de savoir si l’assimilation de
donne´es a un impact comparable sur l’Adour avec un mode`le Saint-Venant. Comme on
peut le voir sur la figure 8.22 l’assimilation introduit une plus grande variabilite´ des
longueurs de porte´e (amont comme aval) cassant le rapport entre l’e´volution temporelle
des hauteurs d’eau et/ou des de´bits a` la station d’observation et l’e´volution temporelle
des longueurs de porte´e diagnostique´es a` la meˆme station. On observe ne´anmoins que les
longueurs de porte´e aval sont quelque peu re´duites pendant le pic de crue avec l’EnKF
en comparaison des longueurs de porte´e aval calcule´es sans assimilation. Ce re´sultat est a`
rapprocher des re´sultats mis en e´vidence dans le chapitre 7 ou` l’assimilation de donne´es
avait pour effet de re´duire la longueur de porte´e aval des fonctions de corre´lation.
(a) (b)
Fig. 8.22 – Evolution temporelle des longueurs de porte´e diagnostique´es a` la station
de Peyrehorade (a) avec assimilation (b) sans assimilation.
8.3.3 Discussion
Cette expe´rience avait pour objectif de mettre en lumie`re l’inte´reˆt pour la correction
des lignes d’eau de la grande extension spatiale des fonctions de covariance diagnos-
tique´es avec l’EnKF en comparaison de la correction de celles-ci avec des fonctions de
covariance stationnaires comme celles utilise´es dans l’article [Ricci et al., 2011]. A ce titre
les re´sultats sont assez inte´ressants. Mais on a mis e´galement en lumie`re la pertinence des
fonctions de covariance QZ qui permettent de traduire une information sur les hauteurs
d’eau, apporte´e par les observations de hauteurs d’eau, en une information sur les de´bits
puisque comme on l’a vu la correction sur les de´bits a` la station de Peyrehorade mais
aussi ailleurs sur le domaine bien que biaise´e est relativement bonne. Ces re´sultats sont
donc inte´ressants puisqu’ils montrent qu’on peut avoir une bonne connaissance de la ligne
d’eau aux stations d’observations mais aussi ailleurs sur le re´seau.
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On pourra s’e´tonner que les re´sultats du KF invariant ne soient pas meilleurs pour un
algorithme d’assimilation de donne´es utilise´ pour la pre´vision ope´rationnelle.
Cela s’explique tre`s bien par le fait que l’e´cart-type d’erreur d’e´bauche choisi est e´gal
a` la moyenne des e´carts-types d’erreur d’e´bauche calcule´s avec l’EnKF sur la dure´e de
l’e´pisode de crue ainsi les re´sultats du KF sont moins bons que ceux de l’EnKF pendant
les pics de crue. En pre´vision ope´rationnelle l’e´cart-type d’erreur d’e´bauche est fixe´ a` 0.25
tandis que pour cette expe´rience il a e´te´ fixe´ a` 0.067, les re´sultats en ope´rationnel sont
donc bien meilleurs que ceux expose´s ici pour le KF invariant.
Sur cet exemple les e´tats analyse´s avec l’EnKF sont relativement corrects que ce soit
pour les de´bits comme pour les hauteurs d’eau or selon les e´pisodes de crue conside´re´s
les e´tats analyse´s avec l’EnKF peuvent eˆtre entache´s d’une erreur plus importante. Cela
est geˆnant car d’une part meˆme si ces re´sultats peuvent paraitre corrects une erreur de
l’ordre de quelques centime`tres dans la connaissance des hauteurs d’eau peut se traduire
par une erreur sur la connaissance des zones inonde´es. L’assimilation devrait donc viser
a` donner les meilleurs re´sultats possibles pour avoir la meilleure connaissance possible
de l’e´tat hydraulique et des zones inonde´es. C’est pourquoi on ne peut pas se contenter
d’avoir une erreur de 10 cm sur les hauteurs d’eau analyse´es et qu’il faut re´duire au
maximum cette erreur. Cela est geˆnant d’autre part car les e´tats analyse´s forment les
conditions initiales pour les pre´visions. Ce qui signifie que des e´tats analyse´s entache´s
d’erreur seront a` l’origine de moins bonnes pre´visions. Or les e´tats analyse´s par l’EnKF
sont entache´s d’erreur justement lorsque l’assimilation est biaise´e (au sens ou` en valeur
absolue la moyenne des innovations est au moins de l’ordre de grandeur de l’e´cart-type
des innovations, [Trudel et al., 2014]) comme on peut le voir sur la figure 8.23.
(a) (b)
Fig. 8.23 – Se´ries temporelles des (a) observations et des hauteurs d’eau analyse´es
avec l’EnKF et (b) des e´carts-types et des moyennes des innovations.
L’ensemble peut donc eˆtre sous-dispersif. Une solution a priori e´vidente mais trom-
peuse consisterait a` augmenter de fac¸on significative la variance des forc¸ages amonts de
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manie`re a` augmenter la variance d’erreur d’e´bauche au niveau des observations et ainsi
ame´liorer les re´sultats de l’assimilation. Cette solution n’est pas viable car si la variance
des forc¸ages amonts est trop importante par rapport au forc¸age lui-meˆme on risque soit
de cre´er des instabilite´s nume´riques qui me`neront a` un « plantage » du code Mascaret
soit de se rapprocher de la frontie`re entre re´gime fluvial et torrentiel, or dans le noyau
de calcul qu’on utilise Mascaret ne ge`re pas les changements de re´gime ce qui se traduit
la` encore par un plantage de Mascaret. Une solution consiste donc a` compenser la sous-
dispersivite´ de l’ensemble en ayant recours aux crite`res de [Desroziers et al., 2005] et aux
me´thodes d’inflation associe´es tout en proce´dant a` quelques adaptations de la me´thode
au cas de l’Adour. Nous utiliserons e´galement les crite`res de [Desroziers et al., 2005] pour
estimer les covariances d’erreur d’observation. Celles-ci ont en effet e´te´ fixe´es de manie`re
arbitraire a` la valeur de 0.1m jusqu’a` maintenant. C’est ce a` quoi nous nous inte´resserons
dans la prochaine section.
D’autre part, comme on l’a vu pre´ce´demment, du fait de la propagation de l’e´tat
analyse´ par le mode`le tout au long de la phase de pre´vision on perd le be´ne´fice de la cor-
rection apporte´e par l’assimilation de donne´es, comme cela est illustre´ en figure 8.21. Ne
disposant pas de mode`les permettant de pre´voir les de´bits a` l’amont du re´seau Adour une
manie`re d’ame´liorer les re´sultats en pre´vision serait de combiner la me´thode de correction
des forc¸ages amonts expose´e dans [Ricci et al., 2011] avec l’EnKF. Ne´anmoins au-dela` du
temps de transfert des forc¸ages amonts jusqu’aux stations l’ame´lioration apporte´e tient
a` la correction des forc¸ages amonts et non a` l’EnKF c’est pourquoi nous ne reviendrons
pas sur cette me´thode dans la suite.
8.4 Application des crite`res de Desroziers
Dans cette section nous nous inte´ressons a` l’application des crite`res de
[Desroziers et al., 2005] au re´seau Adour pour ame´liorer les re´sultats de l’assimilation
en termes d’e´tats analyse´s. Pour cela nous suivrons en partie la de´marche suivie par
[Li et al., 2009] pour utiliser les crite`res de [Desroziers et al., 2005] dans le contexte d’un
filtre de Kalman d’ensemble de´terministe. Les crite`res de [Desroziers et al., 2005] sont
en fait des diagnostics a posteriori de consistance des matrices de covariance d’erreur
d’e´bauche, d’observation, d’analyse... Tout comme [Li et al., 2009] parmi ces crite`res nous
ne retiendrons que que les diagnostics portant sur les matrices de covariance d’erreur
d’e´bauche et d’observation.
8.4.1 Estimation des covariances d’erreur d’observation
Le crite`re de Desroziers sur les covariances d’erreur d’observation
Le but de cette section est d’estimer les covariances d’erreur d’observation en utili-
sant le diagnostic de [Desroziers et al., 2005] sur les covariances d’erreur d’observation.
[Desroziers et al., 2005] ont en effet montre´ que si les matrices B et R spe´cifie´es dans
l’e´galite´ :
HK = HBHT (HBHT +R)−1
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sont les vraies matrices de covariance d’erreur d’e´bauche et d’observation alors l’e´galite´
(8.2) est ve´rifie´e :
R =< do−adTo−b > (8.2)
ou` < . > de´signe l’espe´rance mathe´matique, do−a =
(
yo −Hxa,1, . . . , yo −Hxa,N) et
do−b =
(
yo −Hxb,1, . . . , yo −Hxb,N).
L’expression (8.2) permet donc d’e´tablir un diagnostic des covariances d’erreur d’ob-
servation en fonction des observations, des e´tats analyse´s et des e´bauches. Dans ce travail
nous avons suivi la de´marche utilise´e par [Li et al., 2009] qui estime la variances d’ob-
servation avec l’expression (8.2) et qui comple`te cette estimation avec une me´thode de
lissage temporelle que nous exposons ci-dessous.
De´marche
La de´marche suivie ici est celle propose´e par [Miyoshi, 2005] et suivie par [Li et al., 2009].
On proce`de a` une suite de plusieurs cycles d’assimilation et apre`s chaque cycle on estime
la matrice des covariances d’erreur d’observation R avec la formule (8.2). Dans notre cas
les stations d’observation sont des stations de mesure in situ donc la matrice R est une
matrice diagonale et on suppose que la variance d’erreur d’observation est identique a`
toutes les stations ce qui nous permet d’e´crire : R = σoId ou` Id est la matrice identite´
et σo la variance d’errreur d’observation. Dans la suite nous cherchons donc simplement
a` estimer σo.
Pour palier aux proble`mes de sous-e´chantillonnage lie´s a` l’estimation statistique de
σo nous avons suivi la de´marche de lissage temporel des variances d’erreur d’observation
estime´es suivie par [Li et al., 2009] base´e sur une approche scalaire du filtre de Kalman
classique. On conside`re les variances estime´es a` un cycle d’assimilation en utilisant l’ex-
pression (8.2) σo comme une « observation » des vraies variances d’erreur d’observation.
On combine alors cette valeur avec l’ancienne estimation des variances d’erreur d’obser-
vation que l’on note σf selon les e´quations du filtre de Kalman qui nous donne la nouvelle
estimation des variances d’erreur d’observation σa :
αa =
νoαf + νfσo
νo + νf
ou` νo et νf de´signent respectivement la variance de l’erreur associe´e a` σo et α
f .
Suivant les e´quations du filtre de Kalman la variance d’erreur d’analyse est donne´e
par :
νa =
(
1− ν
f
νf + νo
)
νf
Si en suivant [Li et al., 2009] on suppose une persistance du mode`le (d’estimation des
variances d’erreur d’observation) et une erreur dans la persistance des variances d’erreur
mode`le alors on e´crit :
αft+1 = α
a
t ν
f
t+1 = κ ν
a
t
ou` κ > 1.0 est un parame`tre d’oubli.
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[Miyoshi, 2005] montre que l’estimation des variances d’erreur d’observation ne de´pend
pas des valeurs choisies pour νo et κ. Pour le choix des parame`tres νo et κ [Li et al., 2009]
a suivi [Miyoshi, 2005]et a pris pour valeurs : νo = 1 et κ = 1.03. Dans ce travail nous
avons choisi : νo = 0.85 et κ = 1.03. Le choix de νo = 0.85 a e´te´ fait de manie`re a` donner
plus de poids dans l’e´valuation courante de la variance d’erreur d’observation αa a` la
dernie`re estimation σo que dans les travaux de [Li et al., 2009, Miyoshi, 2005]. On a note´
en effet que l’algorithme semblait converger le´ge`rement plus vite avec cette valeur de νo.
Il faut enfin pre´ciser que pour eˆtre fide`le a` [Li et al., 2009] l’algorithme d’assimilation
de donne´es ensembliste utilise´ dans le cadre de l’estimation des variances d’observation
n’est pas la version stochastique de l’EnKF pre´sente´e en section 3.7.5 mais une version
de´terministe, l’ETKF pre´sente´ en section 3.7.6.
Des expe´riences d’assimilation de donne´es pour estimer les variances d’erreur
d’observation
Dans notre cas les observations e´tant in situ on conside`re que la matrice R est dia-
gonale et que tous les termes diagonaux sont e´gaux ; c’est pourquoi dans la suite pour
estimer les variances d’erreur d’observation nous ne ferons le diagnostic que sur une seule
station d’observation.
Pour montrer que le crite`re de Desroziers donne´ par l’expression (8.2) et la de´marche
expose´e ci-dessus nous permettent d’estimer les variances d’erreur d’observation nous
nous livrons dans un premier temps a` des expe´riences simples d’assimilation de donne´es
d’observations synthe´tiques de hauteurs d’eau. Pour chaque expe´rience nous propageons
des forc¸ages le long du re´seau Adour et ajoutons un bruit suivant une loi centre´e et de
variance prescrite a priori. Nous proce´dons ensuite a` l’assimilation de ces donne´es et
estimons les variances d’erreur d’observation avec l’expression (8.2) et en appliquant la
de´marche ci-dessus. Dans notre cas, les variances d’observation e´tant constantes l’algo-
rithme utilise´ finit par converger vers la bonne valeur comme cela est illustre´ sur la figure
8.24.
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Fig. 8.24 – Evolution des e´carts-types d’erreur d’observation estime´s (courbe rouge)
et prescrits (ligne verte). Chaque ite´ration correspond en fait a` un cycle d’assimilation.
Les re´sultats de ces expe´riences sont reporte´s dans le tableau 8.3.
Ecart-type prescrit (m) 0.025 0.075 0.125
Ecart-type estime´ (m) 0.0269 0.0759 0.1297
Erreur relative 7.6 % 1.2 % 3.8 %
Tab. 8.3 – Ecarts-types prescrits et estime´s avec l’assimilation.
Le tableau 8.3 montre que l’on est en mesure d’estimer avec une relative pre´cision les
variances d’erreur d’observation. Il ne nous reste plus qu’a` appliquer la me´thode utilise´e
ici sur des donne´es d’observations re´elles pour avoir une estimation des variances d’erreur
d’observation sur l’Adour.
Dans les expe´riences pre´ce´dentes, par construction, les forc¸ages n’e´taient pas biaise´s et
l’erreur sur les hauteurs d’eau a` la station ou` on a proce´de´ a` l’assimilation correspondait
donc a` l’erreur d’observation. Pour estimer les variances d’erreur d’observation sur des
donne´es re´elles on choisit donc un e´pisode de basses eaux et une station (celle de Urt) pour
lesquels on sait que les forc¸ages sont pas ou tre`s peu biaise´s et on suppose que l’erreur
entre le mode`le et les observations correspond a` l’erreur d’observation. On applique la
de´marche pre´sente´e ci-dessus, a` convergence l’e´cart-type d’erreur d’observation estime´ est
de 0.051m. Elle est donc nettement plus petite que celle initialement prescrite sur l’Adour
et qui e´tait, on le rappelle, de 0.1 m. Dans la suite nous utiliserons donc la valeur de 0.051
m dans nos algorithmes d’assimilation de donne´es, ce qui devrait permettre d’ame´liorer
les re´sultats de l’EnKF pendant les pics de crue en comparaison de ceux pre´sente´s en
section 8.3.
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8.4.2 Estimation des covariances d’erreur d’e´bauche et inflation
Le crite`re de Desroziers sur les covariances d’erreur d’e´bauche
Dans cette section nous nous inte´ressons a` l’utilisation du crite`re de Desroziers sur les
covariances d’erreur d’e´bauche pour compenser les proble`mes de sous-dispersivite´ e´voque´s
en fin de section 8.3. Le crite`re de Desroziers sur les covariances d’erreur d’e´bauche
postule que si les matrices de covariance d’erreur d’e´bauche et d’observation, B et R,
sont correctement spe´cifie´es alors la relation (8.3) est ve´rifie´e :
< do−bdTo−b >= HBH
T +R (8.3)
C’est sur ce crite`re que s’appuient une partie des me´thodes dites d’inflation multi-
plicative e´voque´es en section 3.7.7 et que l’on pre´sente plus en de´tail dans la section
suivante.
Inflation
Si l’ensemble est sous-dispersif alors les covariances d’erreur d’e´bauche sont sous-
estime´es et l’e´galite´ (8.3) n’est pas ve´rifie´e. Pour palier a` ce proble`me des me´thodes dites
d’inflation multiplicative permettant d’augmenter les covariances d’erreur d’e´bauche ont
e´te´ de´veloppe´es (Anderson and Anderson, 1999). Il existe e´galement des me´thodes d’in-
flation dites additives mais nous ne nous inte´resserons pas a` celles-ci dans ce travail.
L’inflation multiplicative (par la suite nous dirons seulement inflation) consiste a` mul-
tiplier l’ensemble des anomalies par un facteur λ > 1 (d’ou` la de´nomination d’inflation
multiplicative) de manie`re a` augmenter les covariances d’erreur d’e´bauche :
x˜k − x¯ = λ(xk − x¯) (8.4)
ou` x˜k est le membre correspondant au membre xk obtenu par inflation.
Du fait de la relation (3.42) la matrice des covariances d’erreur d’e´bauche apre`s infla-
tion des membres (que l’on note B˜) est e´gale a` λ2B. En effet :
B˜ =
1
N − 1
N∑
i=1
(
x˜ik − xk
) (
x˜ik − xk
)T
=
λ2
N − 1
N∑
i=1
(
xik − xk
) (
xik − xk
)T
= λ2B
En augmentant les covariances d’erreur d’observation on donne plus de poids aux ob-
servations dans le processus d’assimilation et me´caniquement l’inflation permet d’ame´liorer
les re´sultats analyse´s en comparaison de l’assimilation sans inflation.
Le facteur d’inflation λ ne doit pas eˆtre choisi au hasard mais de manie`re a` re´duire la
diffe´rence entre les membres de l’e´galite´ (8.3) si celle-ci n’est pas ve´rifie´e. Dans le cas ou`
l’on ne dispose que d’une seule station d’observation les matrices B et R se re´duisent a`
des scalaires, respectivement σ2b et σ
2
o . On peut alors facilement de´duire l’expression de
λ2 de l’e´galite´ (8.3) :
λ2 =
< do−bdTo−b > −σ2b
σ2o
(8.5)
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Dans le cas ou` l’on a plusieurs stations d’observation [Wang and Bishop, 2003] pro-
posent d’estimer λ2 en ne conside´rant que les termes diagonaux de l’e´galite´ (8.3), soit :
λ2 =
dTo−bdo−b − Tr(HBHT )
Tr(R)
(8.6)
Cependant dans le cadre de l’application de l’inflation a` l’hydraulique il peut eˆtre im-
possible d’appliquer le facteur λ a` chaque membre et de manie`re uniforme spatialement
comme cela est sugge´re´ par l’expression (8.4). C’est le cas en particulier sur l’Adour ou`
des expe´riences nume´riques ont montre´ qu’un facteur λ trop grand (calcule´ par exemple a`
une station ou` l’erreur entre le mode`le et l’observation a` un temps donne´ est important)
pouvait entrainer des instabilite´s nume´riques aux limites du domaine (du fait de la dis-
continuite´ entre les de´bits aux limites du domaine et les forc¸ages) ou des changements de
re´gime (passage de fluvial a` torrentiel) de´ja` e´voque´s pre´ce´demment et qui conduisent a`
des plantages du code Mascaret. Pour contourner ce proble`me il faut pouvoir spatialiser
l’inflation de manie`re consistante avec le mode`le physique, c’est ce que nous exposons
dans le paragraphe suivant.
Spatialisation de l’inflation
Pour e´viter les potentiels plantages du code Mascaret lie´s a` l’utilisation d’un facteur
d’inflation identique sur tout le domaine il faut spatialiser l’inflation de manie`re consis-
tante avec le mode`le. Pour cela on va utiliser les fonctions de corre´lation que nous avons
pre´sente´es en section 8.2. On conside`re a` un temps donne´ le facteur λ diagnostique´ a` une
station d’observation par l’expression (8.5) et la fonction de corre´lation C relative a` cette
station. On suppose que C(x) −→
x→±∞
0. Alors plutoˆt que d’utiliser la formule (8.4) pour
multiplier les anomalies on utilisera la formule suivante :
x˜ki − x¯i = (1 + (λ− 1)|Ci|).(xki − x¯i) (8.7)
ou` i de´signe le i-e`me nœud de calcul du domaine.
Si on note io le nume´ro du nœud de calcul ou` se situe la station avec laquelle on a
calcule´ λ alors Cio = 1, x˜
k
io − x¯io = λ(xkio − x¯io) et on retrouve bien l’e´galite´ (8.5). Au
contraire si i est tel que Ci ≈ 0 alors x˜ki − x¯i = xki − x¯i. Ce qui signifie qu’en dehors de la
zone de corre´lation relative a` la station ou` l’on a calcule´ le facteur λ les anomalies sont
pre´serve´es. Dans cette zone le facteur d’inflation 1 + (λ− 1)|Ci| de´pend des corre´lations
et est donc consistant avec le mode`le physique.
L’e´criture (8.7) pre´sente deux autres proprie´te´s inte´ressantes. Tout d’abord elle pre´serve
la moyenne des membres et n’introduit donc pas de biais dans l’ensemble. D’autre part
comme |Ci| ≤ 1,∀i on peut montrer que le facteur 1 + (λ − 1)|Ci| est positif et donc
l’e´criture (8.7) pre´serve les corre´lations spatiales entre les membres mais aussi les corre´la-
tions entre variables d’e´tat.
Dans la suite l’EnKF combine´ avec une me´thode d’inflation sera de´signe´ par l’acro-
nyme IEnKF pour Inflated Ensemble Kalman Filter.
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De´marche pour appliquer l’inflation
Dans la pratique a` chaque cycle d’assimilation nous estimons le facteur λ calcule´
avec la formule (8.5). Celui-ci peut eˆtre infe´rieur a` 1 dans ce cas nous ne proce´dons pas
a` l’augmentation de la dispersion des anomalies, dans le cas contraire on applique les
e´tapes pre´sente´es ci-dessus. Pour la clarte´ du propos nous avons regroupe´ les diffe´rentes
e´tapes dans le diagramme donne´ en figure 8.25.
Fig. 8.25 – Diagramme pre´sentant l’e´tape d’inflation avant celle d’analyse.
Contrairement aux covariances d’erreur d’observation dont on a suppose´ qu’elles
e´taient constantes le facteur λ estime´ peut avoir une importante variabilite´ temporelle.
Celui-ci de´pend en effet du terme < do−bdTo−b > dans l’expression (8.5) et est donc for-
tement de´pendant de l’erreur sur les forc¸ages. Aussi lorsque celle-ci n’est pas importante
l’inflation n’est pas ne´cessaire. Au contraire, pendant les e´pisodes de forte crue l’erreur
sur les forc¸ages peut eˆtre importante du fait des apports late´raux non jauge´s qui ne sont
pas pris en compte dans le mode´lisation. Dans ce cas l’inflation est ne´cessaire pour re´duire
l’impact de l’erreur des forc¸ages sur les e´tats analyse´s.
Enfin, sauf mention du contraire, nous avons toujours calcule´ le facteur λ a` la station
de Peyrehorade puisque c’est en re`gle ge´ne´ral la station ou` la diffe´rence entre le mode`le
et les observations est la plus importante.
198
CHAPITRE 8. APPLICATION DU FILTRE DE KALMAN D’ENSEMBLE AU
RE´SEAU HYDRAULIQUE ADOUR MARITIME
8.4.3 Une expe´rience d’assimilation de donne´es synthe´tiques
Pour attester de l’inte´reˆt des me´thodes d’estimation des covariances d’erreur d’obser-
vation et d’inflation pre´sente´es ci-dessus nous nous livrons a` la meˆme expe´rience d’assi-
milation de donne´es synthe´tiques de hauteurs d’eau que celle pre´sente´e en section 8.3.
C’est-a`-dire qu’on assimile les observations de hauteurs d’eau a` la station de Peyrehorade
puis on compare les re´sultats aux observations aux stations de Peyrehorade et de Urt
pour les hauteurs d’eau et pour les de´bits.
Pour cet e´pisode les se´ries temporelles des hauteurs d’eau ainsi que des de´bits analyse´s
aux stations de Peyrehorade et de Urt sont reporte´s en figure 8.26 et 8.27.
(a) (b)
Fig. 8.26 – Se´ries temporelles des hauteurs d’eau analyse´es a` (a) Peyrehorade et (b)
Urt.
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(a) (b)
Fig. 8.27 – Se´ries temporelles des de´bits analyse´s a` (a) Peyrehorade et (b) Urt.
Comme on peut le constater visuellement sur les figures 8.26 et 8.27 l’IEnKF donne
de meilleurs re´sultats en termes d’e´tats analyse´s que l’EnKF que ce soit a` la station
de Peyrehorade ou` on a proce´de´ a` l’assimilation ou a` la station de Urt. Ce constat est
conforte´ par le calcul des scores que l’on reporte dans les tableaux 8.4 et 8.5.
Station Algo. RMSE Corre´lation Biais Nash
IEnKF 0.025 0.999 0.021 0.999
Peyrehorade EnKF 0.169 0.992 0.117 0.97
Mode`le seul 0.549 0.959 0.448 0.735
IEnKF 0.032 0.999 -0.014 0.998
Urt EnKF 0.067 0.996 0.038 0.989
Mode`le seul 0.28 0.963 0.216 0.836
Tab. 8.4 – Scores sur les hauteurs d’eau.
De la meˆme manie`re que ce qui a e´te´ e´voque´ en section 8.3, en mode pre´vision, la
ligne d’eau calcule´e avec l’assimilation est propage´e par le mode`le et au fil du temps on
perd le be´ne´fice de l’assimilation et les hauteurs d’eau et les de´bits pre´dits s’approchent
de plus en plus de ceux calcule´s par le mode`le seul sans assimilation.
D’autre part l’inflation ne semble pas avoir d’impact significatif sur les longueurs de
porte´e par rapport a` l’EnKF comme on peut le constater sur les figures 8.28-(a) et 8.22-
(a) sauf au de´but de l’e´pisode de crue ou` les longueurs de porte´e aval sont re´duites par
rapport a` celles diagnostique´es avec l’EnKF. Enfin on constate graˆce a` la figure 8.28-(b)
que l’IEnKF permet de re´duire le « biais d’assimilation » au sens ou` la diffe´rence entre
la moyenne des innovations et l’e´cart-type des innovations est grandement re´duite par
rapport a` la figure 8.23-(b).
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Station Algo. RMSE Corre´lation Biais Nash
IEnKF 44.589 0.998 33.596 0.992
Peyrehorade EnKF 120.06 0.985 83.759 0.941
Mode`le seul 287.80 0.968 235.94 0.719
IEnKF 24.374 0.999 -8.507 0.998
Urt EnKF 64.124 0.997 44.965 0.987
Mode`le seul 286.17 0.962 234.46 0.775
Tab. 8.5 – Scores sur les de´bits.
Ces re´sultats sont bons mais il faut ne´anmoins les tempe´rer. Ils ont en effet e´te´ obte-
nus dans le cadre d’une expe´rience d’assimilation de donne´es synthe´tiques, les corre´lations
spatiales mais aussi multivarie´es des observations sont produites par le mode`le hydrau-
lique Mascaret et ne correspondent donc pas a` un mode`le physique re´el (comme cela
aurait e´te´ le cas de ve´ritables observations). Il est donc normal que l’assimilation nous
permette de reproduire ces corre´lations et ainsi d’obtenir les re´sultats que l’on a exhibe´s
dans cette section.
A ce stade nous n’avons pas encore proce´de´ a` des expe´riences sur des observations
re´elles mais on peut d’ores et de´ja` supposer que les covariances et corre´lations d’erreur
d’e´bauche estime´es par le mode`le sont fausses, le re´seau Adour maritime e´tant mode´lise´
sans lit majeur, ce qui ne va pas eˆtre sans poser proble`me pendant les forts pics de crue.
Pour conforter les points forts de notre de´marche mais aussi mettre en lumie`re les limites
de celle-ci nous devons proce´der a` des expe´riences d’assimilation de donne´e re´elles. C’est
l’objet de la prochaine section.
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(a) (b)
Fig. 8.28 – Se´rie temporelle (a) des longueurs de porte´e a` Peyrehorade (b) des
moyennes et des e´carts-types des innovations.
8.4.4 Expe´riences d’assimilation sur des donne´es re´elles
Dans cette section nous nous inte´ressons a` l’application de l’IEnKF sur des jeux de
donne´es re´elles qui nous ont e´te´ fournies par le SCHAPI et le SPC GAD. Il s’agit de
crues relativement re´centes puisque toutes ces crues sauf une ont eu lieu apre`s la mise en
place de la station d’observation de Bayonne Pont-Blanc en 2009. Nous avons reporte´ en
annexe (C) les donne´es utilise´es pour ces e´pisodes, donne´es de forc¸ages et d’observations
de hauteurs d’eau.
Dans ces expe´riences nous avons fait le choix de ne pas utiliser toutes les stations pour
pratiquer l’assimilation. En effet de manie`re similaire aux expe´riences jumelles mene´es
dans les sections 8.3 et 8.4.3 nous souhaitons tester la capacite´ de l’IEnKF a` corriger
les hauteurs d’eau aux stations d’observation ou` on assimile et aux autres stations sur
le domaine. Nous avons de´cide´ de pratiquer l’assimilation a` des stations pre´sentant une
faible corre´lation des erreurs d’e´tat du mode`le (ou erreur d’e´bauche), nous avons retenu la
station de Peyrehorade sur l’Adour car c’est la station ou` l’erreur est la plus importante
pendant les pics de crue, c’est aussi la station sur laquelle nous allons pratiquer l’inflation.
Et nous avons retenu la station de Pont-Blanc sur la Nive.
Il faut rappeler que pour valider ces expe´riences nous ne disposons que d’observations
de hauteurs d’eau. En effet ni le SCHAPI, ni le SPC GAD ne disposent de se´ries tempo-
relles (meˆme tre`s restreintes) d’observations de de´bits sur le re´seau Adour. Ne´anmoins on
peut d’ores et de´ja` supposer que les de´bits calcule´s pendant des pics de crue pour lesquels
l’Adour a de´borde´ sont faux, en effet le re´seau Adour e´tant mode´lise´ sans lit majeur et
avec des berges infiniment hautes la relation hauteurs d’eau/de´bits calcule´e par le mode`le
hydraulique Mascaret ne correspondra pas a` la re´alite´. Nous validerons donc les re´sultats
seulement sur les observations de hauteurs d’eau.
Enfin pour chacun de ces e´pisodes le cycle d’assimilation est suivie d’une phase de
pre´vision de 12h. C’est en effet le temps ne´cessaire a` un forc¸age amont pour eˆtre propage´
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jusqu’a` la station aval de Convergent. D’autre part le temps de transfert des forc¸ages
amonts jusqu’aux stations de Peyrehorade, Urt et Pont-Blanc est de respectivement au
plus 6 heures, 10 heures et 6 heures. C’est pourquoi nous ne nous inte´resserons pas aux
scores de pre´vision au-dela` de ces e´che´ances car ceux-ci ne repre´senteraient pas la capacite´
de l’IEnKF a` ame´liorer les re´sultats par rapport au mode`le seul.
Nous synthe´tisons les re´sultats de ces expe´riences par station et par e´che´ance en
reportant dans le tableau 8.6 les pourcentages d’ame´lioration des scores de l’IEnKF en
comparaison du mode`le seul.
Station Eche´ance (h) RMSE Corre´lation Biais Nash
0 87.91 2.66 94.31 25.44
Peyrehorade 1 74.18 2.54 77.03 24.23
3 40.59 1.86 41.8 16.47
6 12.08 0.63 13.15 5.49
0 -3.4 1.11 -422.23 6.14
Urt 2 5.9 0.97 -225.14 7.58
5 5.61 0.58 -94.87 4.6
10 -0.99 0.032 -38.26 0.12
0 30.33 -0.0064 62.17 1.53
Lesseps 2 11.01 -0.0378 19.53 0.29
6 0.77 -0.0261 3.64 -0.0265
12 -1.36 -0.0372 2.19 -0.093
0 70.95 1.64 77.61 17.65
Pont-Blanc 1 45.44 1.41 46.45 13.14
3 10.2 0.23 11.19 3.01
6 3.8 0.007 4.86 0.89
Tab. 8.6 – Pourcentage d’ame´lioration des scores de l’IEnKF par rapport au mode`le seul.
Lorsque les scores sont ne´gatifs cela signifie que l’assimilation a de´grade´ les re´sultats par
rapport au mode`le seul.
Les re´sultats sur les e´tats analyse´s (a` e´che´ance de 0h) en comparaison du mode`le seul
sont globalement bons et sont en cohe´rence avec ceux pre´sente´s dans les tableaux 8.1
et 8.4 et notamment aux stations de Peyrehorade et de Pont-Blanc ou` l’on a proce´de´ a`
l’assimilation. Le mode`le seul sans assimilation e´tant relativement bon a` Lesseps, l’apport
de l’assimilation a` cette station reste faible mais tout de meˆme non ne´gligeable puisque
l’on note par exemple une ame´lioration de la RMSE de l’IEnKF par rapport au mode`le
seul de l’ordre de 30 %. Dans tous les cas la corre´lation n’est que faiblement impacte´e
par l’IEnKF, c’est normal puisque la corre´lation des re´sultats entre le mode`le seul et les
observations est de´ja` bonne. Cependant a` la station de Urt le constat est nettement plus
contraste´ et on peut noter une importante de´gradation du biais par rapport au mode`le
seul. Cela s’explique tre`s bien par le fait que les covariances spatiales diagnostique´es par
le mode`le a` la station de Peyrehorade ou` l’on a proce´de´ a` l’assimilation ne correspondent
pas a` la re´alite´. En effet le mode`le ne disposant pas de lit majeur et les berges mode´lise´es
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e´tant infiniment grandes les covariances calcule´es lors des pics de crues sont fausses lors
des pics de crue importants ayant donne´ lieu dans la re´alite´ a` des de´bordements que
nous ne pouvons pas mode´liser. Cela est illustre´ sur la figure 8.29 tire´e de l’e´pisode de
2013 pour lequel le biais est le plus important et les hauteurs d’eau analyse´es a` Urt sont
sur-estime´es tout au long de l’e´pisode. Les travaux de mode´lisation en cours sur le re´seau
Adour maritime avec ajout d’un lit majeur sur l’ensemble du re´seau devraient a` l’avenir
permettre de corriger ce proble`me mais au moment ou` nous re´digeons ce travail nous
n’avons pas pu tester ce mode`le ame´liore´ pour valider cette hypothe`se.
(a) (b)
Fig. 8.29 – Se´ries temporelles des hauteurs d’eau a` (a) Peyrehorade et a` (b) Urt.
Ne´anmoins comme on peut le voir sur la figure 8.29 en mode pre´vision l’IEnKF a des
re´sultats plus contraste´s. Pour les e´che´ances de pre´vision tre`s courtes les re´sultats sont
relativement corrects par rapport au mode`le seul. Mais en ge´ne´ral au-dela` de 3 heures
de pre´vision on perd le be´ne´fice de l’assimilation et les scores convergent vers ceux du
mode`le seul sans assimilation car la correction apporte´e par l’assimilation est propage´e
a` l’aval par le mode`le au fil de la pre´vision. Ce fait est tre`s probablement aggrave´ par la
pre´sence des seuils sur les biefs 3, 6 et 7 qui limite la correction a` l’amont des stations.
D’autre part il faut souligner que la` encore la situation est le´ge`rement diffe´rente a` la
station de Urt. En effet sur ces e´pisodes le mode`le sans assimilation est relativement bon
a` Urt, les hauteurs d’eau pre´vues avec l’IEnKF vont au fil de la pre´vision converger vers
celles calcule´es avec le mode`le sans assimilation et ainsi les re´sultats vont s’ame´liorer au
cours de la pre´vision !
Ainsi l’IEnKF a permis de montrer certaines des limitations du mode`le Adour mari-
time et notamment le besoin d’ajout d’un lit majeur sur le re´seau ainsi que l’extension du
mode`le a` l’amont de ses limites actuelles pour augmenter le temps de pre´vision. Comme
on l’a e´voque´ plus haut des travaux dans ce sens sont en cours au SPC GAD en lien
avec le SCHAPI. Un des autres inte´reˆts de l’IEnKF est de pouvoir faire des re´analyses
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assez bonnes (dans la limite des seuils et du mode`le qui pour le moment est mauvais
sur certaines zones) sur le re´seau. Cela a un inte´reˆt pour des e´tudes statistiques, de
compre´hension de la dynamique de l’e´coulement...
D’autre part il convient d’e´voquer le temps de calcul de l’IEnKF sur l’Adour. Celui-ci
est duˆ principalement a` la multiplicite´ des membres qu’il faut inte´grer dans le temps pour
les pre´visions. Dans les expe´riences re´alise´es dans cette section et dans les sections 8.3.2
et 8.4.3 nous avons utilise´ un ensemble de 80 membres. La machine que nous avons utilise´
pour effectuer ces calculs dispose de 8 processeurs sur lesquels les membres sont lance´s
(gestion assure´e par la fonctionnalite´ PARASOL d’OpenPALM) en paralle`le par groupes
de 8 membres. Ainsi un cycle assimilation et pre´vision a` e´che´ance de 12 heures plus ges-
tion des fichiers de sortie, de reprise... dure environ 30 secondes. Ce temps de calcul est
donc relativement faible. D’apre`s le SCHAPI pour un basculement il faut compter une
multiplication du temps de calcul par un facteur 2 ou 3 (du fait par exemple du temps d’ac-
quisition des donne´es observe´es in situ et de conversion au format ade´quat) soit au pire un
temps de calcul pour un cycle assimilation et pre´vision a` 12 heures d’au plus 1 minute 30
secondes. Ce temps de calcul reste donc compatible avec les contraintes ope´rationnelles.
Ne´anmoins la structure de la chaine ope´rationnelle, la POM1 n’est pas faite pour ge´rer
des me´thodes d’ensemble. Meˆme si il est pre´vu que celles-ci soient inte´gre´es a` terme dans
les outils de pre´vision du SCHAPIet des SPC.
Enfin, les pre´visions faites dans cette section et dont les re´sultats sont pre´sente´s dans
le tableau 8.6 sont des pre´visions de´terministes au sens ou` on pre´voit des hauteurs d’eau
mais on ne pre´voit pas la probabilite´ de la re´alisation d’un e´ve`nement comme par exemple
quelle est la probabilite´ que les hauteurs d’eau de´passent tel seuil a` telle e´che´ance. Nous
traitons de la question de l’applicabilite´ sur l’Adour maritime des pre´visions d’ensemble,
ou pre´visions probabilistes, dans la section suivante.
8.5 Vers des pre´visions d’ensemble sur le re´seau Adour
maritime ?
Dans cette section nous nous interrogeons sur la possibilite´ d’e´tablir des pre´visions
d’ensemble sur le re´seau Adour maritime. Par l’information qu’elles contiennent les pre´vi-
sions d’ensemble pre´sentent un inte´reˆt inde´niable en comparaison des pre´visions de´termi-
nistes. Encore faut-il que l’ensemble, ou syste`me de pre´vision, pre´sente certaines « bonnes »
proprie´te´s. Les proprie´te´s en question dites de consistance, de fiabilite´... ont e´te´ pre´sente´es
au chapitre 4. Dans cette section nous montrons sur une expe´rience d’assimilation de
donne´es synthe´tiques que la possibilite´ de de´finir un syste`me de pre´vision ensembliste
pertinent au regard des proprie´te´s e´voque´es au chapitre 4 est fortement de´pendante de
la connaissance que nous avons des forc¸ages amonts.
8.5.1 Cadre de l’expe´rience et de´marche
L’expe´rience a` laquelle nous nous livrons consiste a` assimiler des observations de
hauteurs d’eau synthe´tiques. Ces observations sont ge´ne´re´es en propageant le long du
1POM pour Pate-forme Ope´rationnelle de Mode´lisation.
8.5. VERS DES PRE´VISIONS D’ENSEMBLE SUR LE RE´SEAU ADOUR
MARITIME? 205
domaine les forc¸ages de l’e´pisode de 2014 et en ajoutant aux hauteurs d’eau calcule´es
un bruit de moyenne nulle et d’e´cart-type e´gal a` 0.051 m. Cette valeur correspond a`
l’e´cart-type d’erreur d’observation diagnostique´ a` la section 8.4.1 sur l’Adour.
Durant l’expe´rience d’assimilation nous utilisons les meˆmes forc¸ages que ceux que nous
avons utilise´s pour la ge´ne´ration des observations synthe´tiques hormis bien suˆr pendant les
phases de pre´vision ou` pour nous rapprocher du contexte ope´rationnel les forc¸ages amonts
sont fixe´s constants et e´gaux aux derniers forc¸ages connus. Ainsi pour chaque station les
pre´visions a` une e´che´ance infe´rieure au temps de transfert des forc¸ages amonts jusqu’a`
cette station sont re´alise´es avec une connaissance parfaite des forc¸ages et au-dela` du
temps de transfert (des forc¸ages jusqu’aux stations) les pre´visions sont entache´es d’erreur
car les forc¸ages eux-meˆmes sont entache´s d’erreur, erreur d’autant plus importante que
l’e´che´ance de pre´vision est grande. On montre alors que la pertinence du syste`me de
pre´vision ensembliste de´pend fortement de la connaissance des forc¸ages.
8.5.2 Estimation des pre´visions d’ensemble
Pre´visions de´terministes
Dans un premier temps nous nous inte´ressons aux pre´visions de´terministes a` la station
de Peyrehorade sur un e´pisode a` deux e´che´ances (voir figure 8.30) : une premie`re e´che´ance
e´gale au temps de transfert de 6 heures et une seconde e´che´ance de 24 heures qui est bien
supe´rieure au temps de transfert et qui correspond a` l’e´che´ance a` partir de laquelle les
niveaux de vigilance sont de´finis par les services de pre´vision des crues. Meˆme si cela peut
sembler une trivialite´ l’ide´e est de montrer ici l’importance de l’erreur engendre´e sur les
pre´visions par des forc¸ages inexacts.
(a) (b)
Fig. 8.30 – Observations (ligne bleue) et pre´visions de´terministes (moyenne des
membres, ligne rouge) a` la station de Peyrehorade aux e´che´ances de (a) 6 heures
et (b) 24 heures.
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Consistance
L’e´tablissement des diagrammes de rang pour chacune de ces e´che´ances de pre´vision
montre un diagramme de rang relativement relativement proche du diagramme plat pour
une e´che´ance de pre´vision e´gale au temps de transfert (figure 8.31-(a)). Cela montre que
les membres de l’ensemble et les observations suivent des variables ale´atoire « proches »
et donc nous pensons que cela a du sens d’e´tablir des pre´visions auxquelles on associe
des marges d’incertitude ou des diagrammes de type « boˆıte a` moustaches », voir figures
4.4 et 4.3 respectivement. Ne´anmoins la diffe´rence entre le diagramme diagnostique´ et
le diagramme plat est plus importante que la marge d’incertitude qui lui est lie´e, cela
devrait a` terme nous amener a` revoir la manie`re avec laquelle l’ensemble est ge´ne´re´ de
manie`re a` disposer d’un ensemble refle´tant au mieux les incertitudes. Pour l’e´che´ance de
24 heures (figure 8.31-(b)), le diagramme de rang montre que l’ensemble est clairement
sous-dispersif. Naturellement cela est duˆ a` l’erreur importante sur les hauteurs d’eau
pre´vues a` cette e´che´ance (voir figure 8.30-(b)). Pour les autres e´che´ances comprises entre
le temps de transfert et 24 heures les diagrammes de rang montrent un ensemble dont la
sous-dispersivite´ s’accroˆıt avec l’e´che´ance de pre´vision.
(a) (b)
Fig. 8.31 – Diagrammes de rang a` la station de Peyrehorade aux e´che´ances de (a)
6 heures et (b) 24 heures. La ligne rouge tirete´e correspond au diagramme plat que
l’on est cense´s obtenir dans l’ide´al.
Comme on l’a e´voque´ plus haut pour une e´che´ance de pre´vision infe´rieure ou e´gale
au temps de transfert les membres et les observations suivent des variables ale´atoires
relativement proches, cela a alors du sens d’associer a` la pre´vision une barre d’incertitude
ou un diagramme de type « boˆıte a` moustaches » comme cela est illustre´, sur une portion
de l’e´pisode condide´re´, sur les figures 8.32-(a) et 8.32-(b) respectivement.
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(a) (b)
Fig. 8.32 – Se´ries temporelles des observations (ligne bleue) et moyenne des membres
(a) plus ou moins deux e´carts-types et (b) avec diagramme de type « boˆıte a` mous-
taches ».
Fiabilite´
Au chapitre 4 nous avions pre´sente´ la notion de fiabilite´ qui permettait de juger de
la correspondance entre d’une part les probabilite´s pre´dites a priori et d’autre part les
fre´quences observe´es a posteriori pour un e´ve`nement probabiliste du type {Z ≥ T}. Le
fait que nous travaillons avec des e´chantillons relativement restreints ne nous a pas permis
d’e´tablir si notre ensemble ve´rifiait la proprie´te´ de fiabilite´. Ne´anmoins nous proposons ici
d’e´tendre cette notion a` un ensemble d’e´ve`nements {Z ≥ Tk}, les Tk couvrant l’ensemble
des valeurs prises par les observations sur la dure´e de l’e´pisode. L’ide´e e´tant toujours
de juger de la correspondance entre les probabilite´s pre´dites a priori et les fre´quences
observe´es a posteriori. Dans le cas de la figure 8.33-(a) avec une pre´vision a` e´che´ance
infe´rieure au temps de transfert le diagramme de fiabilite´ est tre`s bon puisque celui-ci
est tre`s proche de la diagonale. Ainsi globalement il y a une bonne corespondance entre
les probabilite´s pre´dites a priori et les fre´quences observe´es a posteriori. Par contre dans
le cas d’une pre´vision a` e´che´ance supe´rieure au temps de transfert le diagramme est
nettement moins bon que pre´ce´demment, en effet cela tient a` l’erreur commise sur les
hauteurs d’eau pre´vues.
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(a) (b)
Fig. 8.33 – Diagramme de fiabilite´ aux e´che´ances de (a) 6 heures et (b) 24 heures.
Pre´cision
Pour juger de la pre´cision des pre´visions ensemblistes nous avons choisi d’utiliser le
Discrete Ranked Probability Score (DRPS) plutoˆt que le Brier Score car le DRPS e´value la
distribution comple`te et donne donc une information synthe´tique. Pour chaque e´che´ance
de pre´vision nous avons calule´ le DRPS et avons synthe´tise´ les re´sultats dans un graphique
pre´sente´ en figure 8.34. On constate dans le cas de Peyrehorade que pour les e´che´ances
de pre´vision infe´rieures au temps de transfert (on rappelle que le temps de transfert a`
cette station est de 6 heures) le DRPS est relativement faible puis au-dela` de celui-ci le
DRPS croit de manie`re affine du fait des forc¸ages amonts constants. Cela montre que le
syste`me de pre´vision est tre`s pre´cis pour des e´che´ances de pre´vision infe´rieures au temps
de transfert et que la pre´cision se de´grade au-dela`. Bien que pouvant paraitre trivial ce
fait n’en est pas moins inte´ressant car il montre que malgre´ une parfaite connaissance des
forc¸ages au moment de la pre´vision le fait d’utiliser des forc¸ages constants a` l’amont n’est
pas compatible avec l’e´tablissement d’un syste`me de pre´vision ensembliste. Cependant a` la
station de Lesseps qui est proche du forc¸age aval qui n’est pas maintenu constant pendant
la pre´vision on constate que l’erreur bien que croissante apre`s le temps de transfert (12
heures a` cette station) reste tre`s faible.
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Fig. 8.34 – Evolution du DRPS en fonction de l’e´che´ance de pre´vision aux stations
de (a) Peyrehorade et (b) Lesseps.
Une proprie´te´ corollaire a` la pre´cision est l’habilete´ que l’on avait e´voque´e au chapitre
4. Celle-ci e´tablit dans quelle mesure une pre´vision est meilleure au sens de la pre´cision
qu’une pre´vision de re´fe´rence. Dans le cadre de cette expe´rience d’assimilation de donne´es
synthe´tiques ou` les forc¸ages sont parfaitement connus nous pensons que cela n’a pas de
sens de juger de l’habilete´ puisque dans ce cas les re´sultats de tout syste`me de pre´vision
sont e´quivalents.
Table de contingence, discrimination et courbe de ROC
Enfin nous nous inte´ressons aux scores lie´s a` la table de contingence (voir tables 4.2
et 4.3). Parmi les scores relatifs a` la table de contingence nous avons de´cide´ d’en retenir
six qui nous ont paru refle´ter des proprie´te´s esssentielles d’un syste`me de pre´vision : le
taux de re´ussite (Tdr), la pre´cision (Pre), le taux de corrects ne´gatifs (Tcn), le taux de
faux positifs (Tfp), la probabilite´ d’occurence (Pdo) et la menace (Men). On rappelle que
l’on conside`re qu’un e´ve`nement a e´te´ pre´vu par l’ensemble si la probabilite´ pre´dite est
supe´rieure a` la fre´quence d’observation de l’e´ve`nement. Nous avons synthe´tise´ les re´sultats
a` deux e´che´ances de pre´vision dans le tableau 8.7 pour diffe´rents niveaux d’eau : 4.71 m,
5.11 m, 6.71 m et 7.51 m qui correspondent respectivement a` la cote de de´bordement,
au seuil d’alerte jaune, au seuil d’alerte orange et au seuil d’alerte rouge a` la station de
Peyrehorade.
On note que pour toutes les cotes pour lesquelles nous avons calcule´ les scores a`
l’e´che´ance de 6 heures ceux-ci sont relativement bons ce qui est normal puisque 6 heures
est le temps de transfert pour la station de Peyrehorade. Plus e´tonnant est le fait que ces
scores restent relativement bons a` une e´che´ance de 24 heures pour les cotes de 4.71 m
et 5.11 m alors que les forc¸ages sont faux a` cette e´che´ance de pre´vision. Cela s’explique
par le fait que avant et apre`s le pic de crue les hauteurs d’eau observe´es oscillent autour
de valeurs pour lequelles les forc¸ages bien que faux restent dans une certaine mesure
pertinents. Pour ce qui est des pre´visions a` 24 heures pour les cotes de 6.71 m et 7.51
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Cote Eche´ance Tdr Pre Tcn Tfp Pdo Men
4.71 6 99.5 99.35 99.04 0.96 99.51 99.02
24 90.37 91.2 93.26 6.74 97.04 87.95
5.11 6 96.13 97.72 100 0 100 96.13
24 82.9 82.41 81.58 18.42 88.4 74.77
6.71 6 96.88 95.77 95.64 4.36 72.09 70.46
24 34.37 82.09 87.64 12.36 24.44 16.67
7.51 6 100 99.02 98.96 1.04 86.36 86.36
24 21.05 87.62 92.01 7.99 14.82 9.52
Tab. 8.7 – Tableau du taux de re´sussite (Tdr), de la pre´cision (Pre), du taux de corrects
ne´gatifs (Tcn), du taux de faux positifs (Tfp), de la probabilite´ d’occurence (Pdo) et de
la menace (Men) aux e´ce´ahnces de 6h et 24h pour les cotes 4.71 m, 5.11 m, 6.71 m et
7.51 m.
m les scores sont nettement de´grade´s a` l’exception de la pre´cision et du taux de corrects
ne´gatifs. Cela est normal car ces deux scores sont base´s sur le calcul des corrects ne´gatifs
que l’ensemble pre´voit assez bien malgre´ l’e´che´ance de pre´vision et c’est la meˆme raison
pour laquelle le taux de faux positifs reste relativement faible.
Pour ce qui est du taux de re´ussite a` e´che´ance de 24 heures pour les cotes de 6.71 m
et 7.51 m celui-ci est relativement faible, en effet un taux de re´ussite de 33 % e´quivaut a`
deux e´checs pour un succe`s or d’apre`s [World Meteorological Organization, 2011] ce taux
signifie que le syste`me de pre´vision est totalement inutile pour la pre´vision des crues. En
ce qui concerne la probabilite´ d’occurence la` aussi les re´sultats sont faibles, par exemple
pour la cote 6.71 m la probabilite´ d’occurence est 24.44 % ce qui signifie que pour 10
e´ve`nements pre´dits par le syste`me de pre´vision seulement 2 ou 3 auront re´ellement lieu.
Cela est geˆnant car la cre´dibilite´ des services de pre´vision aupre`s des autorite´s ainsi
que du grand public se joue en partie sur la concordance entre e´ve`nements pre´vus et
e´ve`nements effectivement re´alise´s. [World Meteorological Organization, 2011] conside`re
qu’une probabilite´ d’occurence infe´rieure a` 10 % est synonyme d’un syste`me de pre´vision
inefficace. Enfin on conside`re le score de menace, celui-ci en e´cartant les corrects ne´gatifs
mesure la capacite´ ge´ne´rale du syste`me de pre´vision a` pre´dire des e´ve`nements extre`mes.
Il apparait donc d’apre`s ce score que le syste`me de pre´vision a beaucoup de mal a` pre´voir
des e´ve`nements pour lesquels les hauteurs d’eau de´passent les cotes de 6.71 m et 7.51 m.
Pour cette dernie`re cote cela apparaissait de´ja` clairement sur la figure 8.30-(b).
Enfin nous nous inte´ressons a` la proprie´te´ de discrimination qui permet de juger de
la capacite´ du syste`me de pre´vision a` juger de la re´alisation ou non d’un e´ve`nement.
Comme on l’avait e´voque´ au chapitre 4 la discrimination peut eˆtre estime´e avec la courbe
de ROC et le score associe´, le ROCSS. Bien que disposant d’un e´chantillon de donne´es
relativement restreint nous avons tenu a` faire figurer ici a` titre illustratif les courbes de
ROC e´tablies pour l’e´che´ance de pre´vision de 24 heures pour les cotes 5.11 m et 6.71 m,
voir figures 8.35-(a) et 8.35-(b) respectivement. Il faut pre´ciser que ces courbes ont e´te´
interpole´es a` partir des quelques points dont nous disposons. Le ROCSS pour la cote 5.11
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m vaut 0.75 et pour la cote 6.71 m il vaut 0.42. La figure 8.35 montre que le syste`me de
pre´vision est plus discriminant pour la cote 5.11 m que pour la cote 6.71 m.
Fig. 8.35 – Courbes de ROC a` l’e´che´ance de 24 heures pour les cotes (a) 5.11 m et
(b) 6.71 m.
D’autre part on note que pour les e´che´ances de pre´vision de 6 heures le taux de faux
positifs est tre`s faible par rapport au taux de re´ussite. Dans ce cas nous n’avons pris la
peine de tracer la courbe de ROC car l’ensemble est clairement discriminant et sa courbe
de ROC est a` rapprocher de celle donne´e au chapitre 4 en figure 4.10-(a).
8.5.3 Discussion
Cette section est une section exploratoire sur la possibilite´ d’appliquer des pre´visions
d’ensemble sur le re´seau Adour maritime, nous sommes pleinement conscients que dans
l’ide´al il aurait fallu e´prouver les crite`res teste´s ici sur des volumes de donne´es plus
importants pour re´aliser une e´tude statistique plus propre. Ne´anmoins il ressort de cette
section quelques points inte´ressants qu’il convient de mettre en avant.
On s’inte´resse tout d’abord au DRPS (voir figure 8.34). Celui-ci montre que du point
de vue de la pre´cision les re´sultats aux stations sont bons pour les e´che´ances de pre´vision
infe´rieures au temps de transfert et montre qu’au-dela` les re´sultats sont d’autant plus
mauvais que la station est sensible aux forc¸ages fixe´s constants. C’est le cas par exemple
de Peyrehorade (voir figure 8.34-(a)) ou` le temps de transfert est de 6 heures. Par contre
a` la station de Lesseps (voir figure 8.34-(b)) ou` le mode`le est pilote´ par le forc¸age aval
qui n’est pas fixe´ constant en mode pre´vision la de´gradation du CRPS au fil du temps
est moins importante.
Le constat fait ici relativement au DRPS avant et apre`s e´che´ance de pre´vision e´gale au
temps de transfert peut eˆtre fait e´galement avec les autres scores ou diagrammes. C’est
le cas du diagramme de rang qui est relativement plat pour les e´che´ances infe´rieures au
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temps de transfert (voir figure 8.31) mais qui reste ne´anmoins au-dela` de la marge d’erreur
lie´e a` cette expe´rience. Celui-ci ne refle`te donc pas parfaitement les incertitudes puisque
de fait observations et membres de l’ensemble ne suivent pas la meˆme variable ale´atoire.
C’est pourquoi il est ne´cessaire pour e´tablir un syste`me de pre´vision ensembliste sur
l’Adour de de´terminer une manie`re de ge´ne´rer les membres de l’ensemble de manie`re a` ce
que celui-ci refle`te mieux les incertitudes. Cependant il faut souligner que les observations
pour des pre´visions e´tablies a` une e´che´ance infe´rieure ou e´gale au temps de transfert sont
globalement comprises dans la marge d’incertitude e´tablie par l’ensemble, voir figure 8.32.
Au-dela` du temps de transfert le diagramme de rang montre un ensemble sous-dispersif
(figure 8.31-(b)) dont la distance au diagramme plat s’accroˆıt avec l’e´che´ance de pre´vision.
De la meˆme manie`re la fiabilite´ de l’ensemble diminue au fil de la pre´vision (figure 8.33)
pour devenir totalement non fiable.
D’autre part l’e´tude des scores associe´s a` la table de contingence montrent que ceux-ci
sont bons pour des e´che´ances infe´rieures au temps de transfert et se de´gradent au-dela`.
En particulier pour des e´che´ances de 24 heures et pour les cotes de 6.71 m et 7.51 m les
taux de re´ussite et de faux positifs, la probabilite´ d’occurence, le score de menace ainsi
que l’e´bauche de courbe de ROC pour la cote 6.71 m montrent que a` longue e´che´ance et
pour des cotes importantes le syste`me de pre´vision est comple`tement inutile.
Meˆme si ce constat peut paraitre trivial cette expe´rience montre que l’e´tablissement
d’un syste`me de pre´vision ensembliste sur l’Adour est fortement de´pendant de la connais-
sance des forc¸ages avant et pendant la pre´vision et que des forc¸ages constants en mode
pre´vision ne permettent pas d’e´tablir des pre´visions ensemblistes valides du point de vue
des proprie´te´s e´prouve´es ici. D’autre part des expe´riences nume´riques sur des donne´es
re´elles, qui n’ont pas e´te´ reporte´es ici, ont montre´ que malgre´ l’assimilation de donne´es
les pre´visions d’ensemble dans ce cas donnaient des re´sultats tre`s discutables, notamment
du point de vue de la consistance et de la fiabilite´.
Pour ame´liorer la qualite´ des pre´visons d’ensemble au-dela` du temps de transfert
(quand on a une bonne connaissance des forc¸ages) il faudrait disposer de de´bits pre´vus
aux stations amont, par exemple avec des extrapolations des de´bits connus ou encore
avec un mode`le hydrologique. C’est ce qui est fait par les pre´visionnistes du SPC Seine
Amont-Marne Amont qui combinent mode`les hydraulique et hydrologique et qui associent
a` leurs pre´visions de´terministes une marge d’incertitude. L’e´che´ance de pre´vision pourrait
encore eˆtre repousse´e en combinant mode`le hydrologique et pre´visions de pluie fournies
par des mode`les me´te´orologiques. Mais des travaux dans ce sens ne sont pas pre´vus
a` l’heure actuelle sur l’Adour. Cette expe´rience a montre´ e´galement que l’ensemble ne
refle`te pas exactement les incertitudes et cela meˆme pour des e´che´ances de pre´vision
ou` nous avons une connaissance parfaite des forc¸ages. Il conviendrait donc a` l’avenir
de de´terminer une meilleure me´thode pour ge´ne´rer les membres. D’autre part ceux-ci
ont e´te´ ge´ne´re´s en perturbant les forc¸ages dont on a fait l’hypothe`se dans ce travail qu’ils
constituaient la principale source d’erreur sur l’Adour maritime. Mais la bathyme´trie ainsi
que les coefficients de frottement sont e´galement une source importante d’incertitudes.
Il conviendrait donc e´galement d’explorer la ge´ne´ration des membres de l’ensemble en
perturbant les parame`tres ge´ome´triques du mode`le.
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Dans ce chapitre nous nous inte´ressons au couplage de mode`les hydrauliques sur le
re´seau Adour maritime et plus particulie`rement sur la zone de Bayonne. Sur la zone
de Bayonne un mode`le 2D a e´te´ de´veloppe´ pour ame´liorer la mode´lisation hydraulique
localement et par suite la pre´vision des crues sur cette zone. Sur la meˆme zone a de´ja` e´te´
de´veloppe´ le mode`le 1D Adour maritime que l’on a pre´sente´ en section 8.1.2. Le mode`le
2D ne disposant pas de stations d’observations a` ses limites (hormis a` l’aval avec la station
de Bayonne-Lesseps) il est impe´ratif de forcer celui-ci avec les sorties du mode`le 1D. En
effet afin d’assurer une certaine forme de continuite´ entre les mode`les il est ne´cessaire de
les coupler et donc de mettre en œuvre les me´thodes pre´sente´es au chapitre 5.
Dans un premier temps nous donnerons donc quelques rappels sur le mode`le hy-
draulique 2D de´veloppe´ sur la zone de Bayonne avant de nous inte´resser au couplage a`
interfaces puis au couplage de mode`les superpose´s sur cette zone.
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9.1 Le mode`le hydraulique 2D sur Bayonne
Le mode`le 2D sur Bayonne a e´te´ de´veloppe´ lors du stage de Manuel Martin (Martin,
2013) au SCHAPI du mois d’Avril au mois de Septembre 2013 et encadre´ conjointement
par le SPC GAD et le SCHAPI. Ce mode`le se situe a` la confluence de l’Adour et de la
Nive et est donc situe´ par rapport au mode`le Adour maritime 1D a` la confluence des biefs
1, 2 et 3. Une image du maillage du mode`le 2D a e´te´ reporte´e en figure 9.1, elle permet
de voir l’emprise du mode`le par rapport a` la ville de Bayonne et ses alentours.
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Fig. 9.1 – Superposition d’une image Google Maps de la ville de Bayonne, du maillage
2D et de la couche SIG ayant servi pour e´tablir les sections en travers du mode`le Adour
maritime (traits rouges).
La zone recouverte par le maillage 2D se de´compose en deux zones bien distinctes. On
distingue d’une part une zone tre`s urbanise´e dans le centre de Bayonne avec les quartiers
du Petit et du Grand Bayonne ainsi que le quartier de Saint-Esprit et qui comprend
la confluence Nive/Adour (voir figure 1.12). Du fait de sa forte urbanisation cette zone
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pre´sente d’importants enjeux en termes de se´curite´ des biens et des personnes, il e´tait donc
important pour le SCHAPI de disposer d’un mode`le 2D de´crivant finement les vitesses
ainsi que les hauteurs d’eau sur cette zone. On distingue d’autre part la zone situe´e au
Sud de Bayonne et constitue´e de la plaine d’Ansot et de la barthe de Quartier Bas qui
sont deux plaines d’inondations se´pare´es par l’autoroute A63 (qui contourne Bayonne par
le Sud-Est et que l’on devine sur la figure 9.1 par la courbe verte se´parant ces deux zones).
Ces deux plaines d’inondation jouent un roˆle majeur dans les e´pisodes de fortes crues de
la Nive ou lors d’importantes mare´es car non seulement elles e´changent de l’eau par un
passage sous l’A63 (voir figure 9.2) mais elles en stockent et en restituent lorsque la Nive
est en crue. L’e´coulement dans cette zone, qui en termes de surface repre´sente presque
la moitie´ du mode`le 2D, n’est donc pas du tout mono-dimensionnel lors des e´pisodes de
crue et justifie pleinement la mise en place d’un mode`le 2D sur cette zone.
On a reporte´ en figure 9.2 deux illustrations (l’une a` mare´e descendante 9.2-(a) et
l’autre a` mare´e montante 9.2-(b)) des champs de vitesse mode´lise´s par le mode`le 2D sur
la plaine d’Ansot et la barthe de Quartier Bas lors d’un e´pisode de crue de la Nive. Il
faut noter en particulier comment l’e´coulement se fait a` travers la plaine d’Ansot mais
aussi de manie`re pre´fe´rentielle selon la topographie du terrain. D’autre part il ressort
clairement sur chacune de ces images les e´changes entre la plaine d’Ansot et la barthe
de Quartier Bas sous l’autoroute A63. Il faut noter e´galement comment la Nive de´borde
dans la barthe de Quartier Bas en amont de l’A63 lorsque la mare´e monte.
Comme on l’a souligne´ plus haut, le mode`le 2D, hormis a` sa condition limite aval,
ne dispose pas au niveau de ses frontie`res mouille´es de station d’observations dont les
donne´es pourraient forcer le mode`le. Et quand bien meˆme ce serait le cas les stations
d’observation du re´seau Adour ne fournissent pas d’observations de de´bits et du fait de
l’influence maritime sur la zone de Bayonne il ne serait pas possible d’e´tablir des courbes
de tarage a` ces stations. Le mode`le 2D doit donc impe´rativement eˆtre force´ a` ses frontie`res
mouille´es par les sorties du mode`le 1D Adour maritime. Ne´anmoins si l’on de´sire assurer
une certaine forme de continuite´ entre les mode`les il est ne´cessaire d’utiliser les me´thodes
couplage expose´es au chapitre 5. Dans la suite nous nous inte´resserons donc a` l’application
de ces me´thodes au cas des mode`les 1D Adour maritime et 2D sur Bayonne. Dans un
premier temps nous e´tudierons l’application du couplage a` interfaces a` nos deux mode`les.
Dans un second temps nous e´tudierons l’application des me´thodes de couplage de mode`les
superpose´s a` notre cas.
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(a)
(b)
Fig. 9.2 – Champs de vitesse (unite´ m.s−1) mode´lise´s avec le mode`le 2D sur la plaine
d’Ansot et la barthe de Quartier Bas a` (a) mare´e descendante et (b) mare´e montante.
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9.2 Couplage a` interfaces
Pour de´velopper le couplage a` interfaces sur l’Adour maritime nous nous sommes
appuye´s sur les travaux pre´ce´demment cite´s au chapitre 5, a` savoir [Miglio et al., 2005,
Malleron et al., 2011].
9.2.1 Mode`les, interfaces et raccordement
Mode`les utilise´s
Comme on l’a vu en section 5.1 la me´thode de couplage a` interface pre´sente´e dans
[Miglio et al., 2005, Malleron et al., 2011] suppose que les mode`les 1D et 2D sont dispose´s
se´quentiellement le long du cours d’eau sur lequel on travaille. Or le mode`le 1D Adour
maritime pre´sente´ en figure 8.2 et le mode`le 2D pre´sente´ en figure 9.1 sont superpose´s sur
la zone de Bayonne. Pour pouvoir mettre en œuvre la me´thode de couplage a` interfaces
dans notre cas il a donc fallu de´composer le mode`le 1D Adour maritime en trois sous-
mode`les 1D de´nomme´s « Adour aval », « Adour amont » et « Nive amont » et qui en
dehors de la zone du mode`le 2D recouvrent respectivement le bief 1, les biefs 2, 4, 5, 6 et
7 et le bief 3 du mode`le Adour maritime. La disposition relative des mode`les est illustre´e
sur la figure 9.3.
Fig. 9.3 – Repre´sentation sche´matique de la disposition des diffe´rents mode`les sur la
zone de Bayonne. Les nume´ros indiquent le nume´ro de bief correspondant du mode`le
Adour maritime.
Interfaces entre les mode`les
Aux interfaces entre les diffe´rents mode`les nous avons voulu assurer la continuite´ des
grandeurs physiques e´change´es entre ceux-ci (voir section 5.1.1). Dans cette optique nous
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avons donc modifie´ les sections en travers des mode`les 1D qui sont a` l’interface avec le
mode`le 2D de manie`re a` ce que les sections en travers des diffe´rents mode`les 1D soient
identiques a` celles correspondantes du mode`le 2D.
Comme on l’a vu au chapitre 5 pour assurer une certaine continuite´ physique entre
les mode`les et pour assurer le bon de´roulement de l’algorithme de couplage les diffe´rentes
interfaces entre les mode`les doivent eˆtre positionne´es dans des zones ou` l’e´coulement
est mono-dimensionnel. Or dans notre cas les frontie`res mouille´es du mode`le 2D (et
donc les interfaces entre mode`les 1D et 2D) ont e´te´ choisies de manie`re a` de´limiter la
zone de Bayonne pour l’inte´reˆt des phe´nome`nes hydrauliques qui s’y de´roulent et donc
inde´pendamment des conside´rations algorithmiques e´voque´es ici. Comme on le verra plus
loin cela ne va pas aller sans poser des proble`mes. En effet si l’Adour sort tre`s peu de
son lit au niveau de la ville de Bayonne et plus particulie`rement au niveau des frontie`res
mouille´es du mode`le 2D c’est loin d’eˆtre le cas de la Nive. La Nive a en effet tendance a`
de´border souvent au niveau de la frontie`re mouille´e correspondante du mode`le 2D meˆme
lors de faibles pics de crue perturbant la convergence de l’algorithme de couplage.
Raccordement des mode`les a` l’interface
Comme on l’a vu a` la section 5.1.1 le raccordement entre les mode`les aux interfaces
et donc le choix des grandeurs physiques a` e´changer entre les mode`les se fait de manie`re
a` ce que les proble`mes sur chacun des sous-mode`les 1D et 2D soient bien pose´s. Dans
notre cas la situation est assez transparente, chacun des mode`les est en re´gime fluvial
il faut donc imposer a` chaque limite du domaine la section mouille´e ou le de´bit ou l’in-
variant de Riemann lie´ a` la caracte´ristique entrante. D’un coˆte´ le syste`me Telemac-2D
permet d’imposer aux frontie`res mouille´es du domaine diffe´rents types de conditions : des
de´bits, une onde incidente, une courbe de tarage... Parmi toutes ces possibilite´s nous ne
retiendrons que celles susceptibles de nous inte´resser dans ce travail a` savoir les cotes, les
de´bits et les vitesses. D’un autre coˆte´ Mascaret offre e´galement la possibilite´ d’imposer
diffe´rents types de conditions aux limites du mode`le (hydrogramme, courbe de tarage,
seuil...) parmi lesquelles nous retiendrons la` aussi celles qui nous inte´ressent : de´bits et
cotes. Pour chacun des mode`les nous imposerons a` l’amont des de´bits, que ceux-ci soient
fournis par des donne´es de forc¸age ou par un mode`le, et nous imposerons a` l’aval des
hauteurs d’eau, que celles-ci soient des donne´es d’observation (par exemple en aval du
mode`le « Adour aval » avec la station de Convergent) ou calcule´es avec un mode`le.
On notera que dans la section 5.1.1 on avait cite´ parmi les conditions limites que l’on
peut imposer a` l’interface d’un mode`le 1D la section mouille´e. Or comme nous avons fait
en sorte que les sections en travers a` l’interface des mode`les soient identiques alors il est
e´quivalent de transmettre entre les mode`les la hauteur d’eau ou la section mouille´e.
9.2.2 Algorithme de couplage et imple´mentation
Algorithme de couplage
On rappelle ici les notations utilise´es pour e´crire l’algorithme de couplage. On note
respectivement L1 et L2 les ope´rateurs discre´tise´s de Saint-Venant 1D et 2D. Dans un
souci de simplicite´ des notations on de´signera dans la suite par 1 le mode`le 1D « Adour
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aval », par 2 le mode`le 1D « Adour amont » et par 3 le mode`le 1D « Nive amont » ; cette
nume´rotation des mode`les correspond a` celle des biefs reporte´e sur la figure 9.3. D’autre
part on note :
• (h1D, S,Q)j la hauteur d’eau, la section mouille´e et le de´bit dans le j-e`me domaine
1D ;
• (h2D, u, v) la hauteur et les composantes de la vitesse sur le domaine 2D.
Dans ce travail on a applique´ la version multiplicative et globale en temps de l’al-
gorithme de Schwarz expose´e en section 5.1.2 sur une succession d’intervalles de temps
recouvrant les e´pisodes de crue que l’on a souhaite´ traiter. On note d’autre part Γj,
j = 1, 2, 3 les interfaces entre le mode`le 2D d’une part et les sous-mode`les 1D 1, 2 et 3.
Si sur l’intervalle de temps [0;T ] on connait h¯02D,j sur les interfaces Γj (j = 2, 3) et si
on connait (u, v)0j sur Γ1 alors l’algorithme de Schwarz multiplicatif et global en temps
consiste a` re´soudre de manie`re ite´rative les proble`mes suivants :
L1(S,Q)k+1j = 0 sur Ω1,j × [0;T ]
Conditions limites classiques sur ∂Ω1,j × [0;T ]
hk+11D,j = h¯
k
2D,j sur Γj × [0;T ] j = 2, 3
Qk+1i,j = A21(u, v)
k
j sur Γj × [0;T ] j = 1
(9.1)
et 
L2(h, u, v)k+1 = 0 sur Ω2 × [0;T ]
Conditions limites classiques sur ∂Ω2 × [0;T ]
(u, v)k+1j = B12(Q
k+1
j ) sur Γj × [0;T ] j = 2, 3
hk+12D,j = h
k+1
1D,j sur Γj × [0;T ] j = 1
(9.2)
ou` Ωs et ∂Ωs, s = 1, 2 de´signent respectivement le domaine et la frontie`re des mode`les
1D et 2D et Γj de´signe l’interface entre le j-e`me mode`le 1D et le mode`le 2D et les
ope´rateurs A21 et B12 de´signent les ope´rateurs de transfert des variables 1D vers le 2D et
re´ciproquement.
Dans la pratique on choisira comme valeur pour h¯02D,j et (u, v)
0
j la dernie`re valeur
calcule´e sur les interfaces correspondantes. On notera que dans la section 5.1.2 la surface
mouille´e 1D apparaissait dans les conditions limites a` l’interface entre les mode`les. Ici
comme les sections en travers sont identiques aux interfaces il est e´quivalent d’avoir une
condition aux limites qui porte sur les hauteurs d’eau plutoˆt que sur la surface mouille´e ce
qui est plus facile a` imple´menter puisque Mascaret accepte les limnigrammes en condition
aux limites et pas les donne´es de surface mouille´e.
L’algorithme de couplage est illustre´ en figure 9.4
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Fig. 9.4 – Illustration de l’algorithme de couplage. dt de´signe le pas de temps
spe´cifique a` chaque mode`le. Les fle`ches rouges repre´sentent les « e´changes de va-
riables » aux interfaces.
Crite`re d’arreˆt
Le crite`re d’arreˆt pour l’algorithme de couplage est base´ sur la continuite´ des invariants
de Riemann a` l’interface entre les mode`les. Le crite`re d’arreˆt a e´te´ fixe´ a` une diffe´rence
relative en valeur absolue entre les mode`les infe´rieure a` 1%. Dans le cas ou` l’algorithme de
couplage ne permet pas de re´duire la diffe´rence entre les invariants de Riemann le nombre
maximum d’ite´rations de l’algorithme a e´te´ fixe´ a` 3. Dans les faits, a` la condition d’avoir
des lignes d’eau initiales pour les mode`les 1D et 2D pre´sentant une cohe´rence physique
(voir ci-dessus), la convergence se fait en au plus 3 ite´rations. On observe en pratique
qu’au-dela` de 3 ite´rations le couplage ne permet pas de re´duire la diffe´rence entre les
mode`les en termes d’invariants de Riemann.
Imple´mentation de l’algorithme de couplage
Tout comme pour l’imple´mentation des me´thodes d’ensemble sur l’Adour pre´sente´e
en section 8.1.3 nous avons imple´mente´ l’algorithme de couplage en utilisant le cou-
pleur de codes OpenPALM [Buis et al., 2006]. Cette maquette PALM permet de re´soudre
ite´rativement les deux proble`mes (9.1) et (9.2) jusqu’a` convergence de l’algorithme. La
maquette PALM est lance´e de manie`re ite´rative a` travers un pilote. Celui-ci est un script
KornShell qui prend en entre´e le premier et le dernier pas de temps de couplage ainsi que
la fre´quence a` laquelle celui-ci a lieu. En plus de lancer l’exe´cutable PALM le pilote mo-
difie les fichies de donne´es pour Mascaret et Telemac en fonction des parame`tres donne´s
en entre´e, il ge`re les fichiers de sortie et de reprise...
Il faut pre´ciser que cette imple´mentation de l’algorithme de couplage est loin d’eˆtre
optimale et n’exploite pas a` fond les possibilite´s offertes par PALM. En effet comme on
re´sout les proble`mes (9.1) et (9.2) sur une succession d’intervalles de temps de l’ordre de
8 a` 10 secondes qui recouvrent la dure´e de l’e´pisode de crue la fre´quence de couplage est
tre`s e´leve´e. Sur chacun de ces intervalles de temps on va lancer la maquette PALM qui
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ge`re le couplage et donc a` chaque fois les codes de calcul vont relire les fichiers de donne´es
dont les fichiers de ge´ome´trie et de frottement dont la taille peut eˆtre tre`s importante,
notamment dans le cas du mode`le 2D. Plutoˆt que d’inte´grer la boucle en temps dans le
pilote on aurait pu l’inte´grer dans la maquette PALM, lire les donne´es d’entre´e qui ne
varient a` la toute premie`re ite´ration, les conserver en me´moire et les transmettre aux
unite´s PALM lorsque celles-ci en ont besoin.
9.2.3 Expe´rience nume´rique de couplage a` interfaces sur
l’e´pisode de 2014
Dans cette section nous proce´dons a` la mise en place de l’algorithme de couplage sur
l’e´pisode de crue de 2014 (voir figure C.8). Nous avons choisi cet e´pisode car c’est a` la
fois le plus long et le plus important e´pisode de crue dont on dispose sur la Nive. Pour cet
e´pisode on dispose des observations a` la station de Pont-Blanc. Il y a e´galement l’e´pisode
2009-1 qui pre´sente un important pic de crue sur la Nive mais on ne dispose pas des
observations a` la station de Pont-Blanc pour cet e´pisode.
Construction des lignes d’eau initiales pour les sous-mode`les 1D et le mode`le
2D
Dans le cas de Bayonne l’algorithme de couplage de mode`le a` interfaces tel que pre´sente´
en section 9.2.2 se caracte´rise par une difficulte´ importante a` converger. Aussi les condi-
tions initiales pour chacun des mode`les ne peuvent pas eˆtre choisies au hasard sous
peine de voir l’algorithme diverger, il faut qu’il y ait une cohe´rence physique entre les
mode`les. Par exemple Telemac-2D offre la possibilite´ de choisir comme condition initiale
sur le domaine 2D une ligne d’eau avec cote constante mais les nombreuses expe´riences
nume´riques mene´es pendant ce travail ont montre´ que lorsqu’on choisit cette ligne d’eau
comme condition initiale pour le mode`le 2D alors l’algorithme diverge.
Aussi, on construit une condition initiale pour le mode`le 2D en faisant tourner le
mode`le Adour maritime 1D complet sur une pe´riode d’environ 24 heures (que l’on ap-
pelle dans la suite pe´riode d’e´quilibrage) pre´ce´dant le de´but de la pe´riode ou` on va
appliquer l’algorithme de couplage. Les de´bits et hauteurs d’eau calcule´es aux limites du
mode`le 2D avec le mode`le Adour maritime 1D servent de forc¸age au mode`le 2D sur la
pe´riode d’e´quilibrage. La ligne d’eau calcule´e avec le mode`le 2D a` l’issue de cette pe´riode
d’e´quilibrage va servir comme condition initiale au mode`le 2D couple´.
Les conditions initiales sur les sous-mode`les 1D sont simplement la restriction a` chaque
sous-domaine de la ligne d’eau calcule´e avec le mode`le Adour maritime a` l’issue de la
pe´riode d’e´quilibrage.
Les lignes d’eau ainsi construites pour chacun des mode`les pre´sentent une cohe´rence
physique qui va permettre a` l’algorithme de converger.
Fre´quence de couplage et temps de calcul
Comme on l’a de´ja` e´voque´ plus haut l’algorithme de couplage a` interface utilise´ dans
ce travail pre´sente des difficulte´ a` converger ce qui se traduit une contrainte importante
sur le choix des pas de temps des mode`les ainsi que sur la dure´e des intervalles de temps
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sur lesquels on applique l’algorithme de Schwarz global en temps. Dans ce travail nous
avons e´te´ amene´s a` appliquer l’algorithme de Schwarz global en temps sur des intervalles
de temps de 8 secondes sur lesquels le pas de temps des mode`les 1D e´tait lui-meˆme de 8
secondes et le pas de temps du mode`le 2D de 4 secondes. Nous avons teste´ de nombreuses
autres configurations avec des pas de temps plus importants comme par exemple un
algorithme de Schwarz global en temps sur des intervalles d’une heure avec un pas de
temps du mode`le 1D de 300 secondes et un pas de temps du mode`le 2D de 4 secondes
mais aucune de ces configurations n’a donne´ satisfaction hormis celles avec des intervalles
et des pas de temps plus petis que ceux que nous avons utilise´ et mentionne´.
Cette fre´quence de couplage importante se traduit par un temps de calcul tre`s impor-
tant puisque le rapport
Temps de calcul
Temps simule´
est de l’ordre de 0.16. Ne´anmoins nous sommes
convaincus que ce rapport pourrait encore eˆtre re´duit si la boucle en temps sur laquelle
est faite le couplage e´tait inte´gre´e directement dans la maquette de couplage PALM. Les
fichiers de donne´es (en pariculier celui de la ge´ome´trie du mode`le 2D) seraient lus lors
de la premie`re ite´ration puis re´cupe´re´s en me´moire a` chaque appel des codes Mascaret et
Telemac ce qui permettrait d’e´viter de relire ces fichiers lors de l’appel de ces codes.
Re´sultats nume´riques
Usuellement pour pouvoir estimer l’erreur commise par le mode`le couple´ au niveau
des interfaces 1D/2D on compare (aux interfaces) celui-ci a` un mode`le 2D de re´fe´rence
recouvrant l’union des domaines 1D et 2D. Sur l’Adour nous ne disposons pas d’un tel
mode`le 2D de re´fe´rence par contre nous disposons du mode`le 1D Adour maritime qui
recouvre l’ensemble de la zone d’e´tude et nous pouvons donc comparer le mode`le couple´
et le mode`le 1D au niveau des interfaces. C’est l’objet des figures 9.5 et 9.6 qui repre´sentent
respectivement les hauteurs d’eau et les de´bits aux interfaces sur l’Adour a` la condition
limite aval (station de Lesseps) et a` la condition limite amont sur la Nive.
224
CHAPITRE 9. COUPLAGE DE MODE`LES HYDRAULIQUES 1D-2D SUR LA
VILLE DE BAYONNE
(a) (b)
Fig. 9.5 – Se´ries temporelles des hauteurs d’eau calcule´es par le mode`le 1D Adour ma-
ritime (courbe verte) et le mode`le couple´ (courbe rouge) au niveau de deux interfaces
(a) interface aval Adour (b) interface Nive amont.
(a) (b)
Fig. 9.6 – Se´ries temporelles des de´bits calcule´s par le mode`le 1D Adour maritime
(courbe verte) et le mode`le couple´ (courbe rouge) au niveau de deux interfaces (a)
interface aval Adour (b) interface Nive amont.
On note tout d’abord une discontinuite´ entre les re´sultats du mode`le 1D et ceux du
mode`le couple´. C’est un phe´nome`ne qui se produit en de´but de calcul en ge´ne´ral mais
dont nous ne nous expliquons pas bien l’apparation. Nous faisons l’hypothe`se que les
interfaces ne sont pas absorbantes et que des ondes peuvent eˆtre re´fle´chies entrainant ces
discontinuite´s. En dehors de ces discontinuite´s on note que les hauteurs d’eau ainsi que les
de´bits calcule´s par les mode`les au niveau de l’interface aval sont tre`s proches. Au niveau
de la condition limite amont par contre les hauteurs d’eau sont tre`s diffe´rentes tandis
que les de´bits sont proches. Cela illustre la diffe´rence de relation hauteur/de´bit qu’il peut
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exister entre les mode`les alors meˆme que globalement les coefficients de frottement du
mode`le Adour maritime sur la zone de Bayonne sont plus faibles (et donc le frottement est
plus important) que celui du 2D. Ainsi le mode`le couple´ modifie fortement la dynamique
de l’e´coulement sur la zone de Bayonne par rapport au mode`le 1D Adour maritime. On
n’a pas pre´sente´ ici la comparaison entre les hauteurs d’eau et les de´bits au niveau de
l’interface en amont de l’Adour, mais les re´sultats a` cette interface vont dans le meˆme
sens que ceux pre´sente´s sur l’interface amont sur la Nive.
Un autre moyen d’estimer l’efficience du couplage est de comparer les re´sultats du
mode`le couple´ aux observations faites au niveau des stations sur le domaine. Comme cela
est repre´sente´ sur la figure 9.3) on dispose de deux stations sur le mode`le 2D, l’une a`
Pont-Blanc et l’autre a` Lesseps. Nous avons donc compare´ les sorties du mode`le couple´
a` ces stations aux observations ainsi qu’aux mode`le 1D Adour maritime et mode`le 2D
(force´ simplement par le 1D). Les re´sultats sont reporte´s en figure 9.7.
(a) (b)
Fig. 9.7 – Se´ries temporelles des mode`les 1D (courbe verte), 2D (courbe rouge tirete´e)
et couple´ (courbe rouge continue) et observations (courbe bleue) aux stations de (a)
Lesseps et (b) Pont-Blanc pendant la crue de 2014.
On note que le mode`le 2D et le mode`le couple´ reproduisent assez bien les hauteurs
d’eau aux stations de Pont-Blanc et Lesseps pendant l’e´pisode de crue et sont tous les
deux tre`s proches dans les re´sultats calcule´s. Cette dernie`re observation est normale car
comme on l’a vu en figure 9.6 le couplage ne modifie que tre`s peu les de´bits a` l’amont
du mode`le 2D et pas du tout les hauteurs d’eau a` l’aval de celui-ci ainsi mode`le 2D et
mode`le couple´ donnent presque les meˆmes re´sultats. Ne´anmoins lors du pic de crue a`
Pont-Blanc mode`les 2D et couple´ sous-estiment les hauteurs d’eau, de fait il pourrait eˆtre
inte´ressant de combiner couplage a` interfaces et assimilation de donne´es pour corriger ce
biais mais cela n’a pas fait partie des objectifs de ce travail. Enfin on note que le mode`le
1D sous-estime quant a` lui nettement plus les hauteurs d’eau que le mode`le 2D.
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Les re´sultats expose´s ci-dessus en figure 9.7 sont a` mettre ne´anmoins en regard des
temps de calcul sur cet e´pisode pour chacun des mode`les. On a reporte´ dans le tableau
9.1 les temps de calcul sur cette crue pour chacun des mode`les 1D, 2D et couple´.
Mode`le 1D 2D Couple´
Temps de calcul 84 3430 39396
Tab. 9.1 – Temps de calcul (s.) des mode`les 1D, 2D et couple´ sur la crue de Janvier
2014.
Au vu du tableau 9.1 on pourrait eˆtre tente´ de repousser d’emble´e le mode`le couple´
pour son important couˆt de calcul. Ne´anmoins le choix du mode`le a` utiliser sur la zone de
Bayonne va fortement de´pendre du contexte et de ce que l’on souhaite mode´liser. Dans
un cadre ope´rationnel il est clair que les temps de calcul des mode`les 2D et couple´ sont
prohibitifs et le mode`le 1D sera plus indique´. Maintenant si l’on s’inte´resse a` l’e´coulement
sur toute la zone de Bayonne il est clair qu’il faut privile´gier le mode`le 2D ou le mode`le
couple´. Enfin, e´tant donne´ les diffe´rences de hauteurs d’eau entre le mode`le couple´ et le
mode`le 1D (dont les sorties servent a` forcer le mode`le 2D non couple´), il apparait que si
l’on souhaite avoir une mode´lisation qui soit physique sur tout le domaine il faut utiliser
le mode`le couple´. Cela peut eˆtre utile si l’on souhaite rejouer des crues a posteriori. Nous
tenons a` rappeler une fois encore que le temps de calcul du mode`le couple´ pourrait eˆtre
re´duit si l’imple´mentation du mode`le couple´ e´tait diffe´rente. En effet si l’on inte´grait
la boucle en temps dans la maquette PALM avec stockage des fichiers de donne´es en
me´moire on pourrait e´viter la lecture de ces fichiers a` chaque appel aux codes Telemac
et Mascaret et ainsi gagner en temps de calcul.
9.3 Couplage de mode`les superpose´s
Nous avons vu dans la section pre´ce´dente les limitations du couplage a` interfaces
sur la ville de Bayonne. Dans cette section nous abordons la proble´matique du couplage
de mode`les sur cette zone d’un point de vue totalement diffe´rent puisque nous nous
inte´ressons a` la proble´matique du couplage de mode`les superpose´s. Cette configuration
bien que pouvant sembler assez originale a priori apparait en fait de manie`re assez na-
turelle dans les faits. Comme cela est le cas avec le re´seau Adour maritime et Bayonne
il peut arriver que les services de pre´vision des crues de´veloppent un mode`le 1D sur un
re´seau hydraulique puis dans certaines zones d’inte´reˆt de´veloppent ensuite un mode`le 2D
local mais ne souhaitent pas modifier le mode`le 1D existant. Dans ce cas on ne peut pas
utiliser les me´thodes de couplage a` interfaces expose´es aux sections 5.1 et 9.2 et il faut
alors utiliser les me´thodes de couplage de mode`les superpose´s expose´es en section 5.2.
Comme cela a e´te´ expose´ a` la section 5.2 cette me´thode repose sur le calcul avec le
mode`le 2D de termes d’apports late´raux pour le mode`le 1D qui de´crivent les e´changes
entre lit mineur et lit majeur lorsque le mode`le 2D est en crue. C’est pourquoi dans
un premier temps nous pre´sentons le calcul de ces termes d’apports avant d’expliciter
l’algorithme de couplage utilise´ puis de pre´senter l’application de la me´thode au cas de
l’e´pisode de crue de 2014.
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9.3.1 Mode`les utilise´s, disposition et termes e´change´s entre les
mode`les
Mode`les utilise´s et disposition
Les mode`les utilise´s sont le mode`le 1D Adour maritime pre´sente´ a` la section 8.1.2 mais
que l’on a « ajuste´ » sur la zone de recouvrement (voir section suivante) et le mode`le 2D
sur Bayonne pre´sente´ en section 9.1. Comme on l’a pre´cise´ ces mode`les sont superpose´s
sur la zone de Bayonne. On illustre cette configuration avec la figure 9.8.
Fig. 9.8 – Disposition relative des mode`les 1D et 2D et repre´sentation sche´matique
des apports late´raux. Les nume´ros repre´sentent les nume´ros de bief du mode`le Adour
maritime.
Ajustement de la ge´ome´trie et des coefficients de frottement du mode`le 1D
sur la zone de recouvrement
Le mode`le 1D Adour maritime et le mode`le 2D sur Bayonne ont e´te´ conc¸us (sur la
zone de recouvrement) chacun avec des jeux de donne´es diffe´rents et ont e´te´ cale´s avec
des jeux de coefficients de Strickler diffe´rents. Aussi il s’est re´ve´le´ ne´cessaire pour que
le couplage ait un sens physique de rede´finir la ge´ome´trie du mode`le 1D sur la zone de
recouvrement a` partir de la ge´ome´trie du mode`le 2D de manie`re a` ce que les ge´ome´tries
des deux mode`les sur la zone soient proches.
D’autre part il a fallu ajuster le´ge`rement les coefficients de Strickler de manie`re a`
ce que les mode`les se comportent d’une manie`re assez proche en termes de hauteurs
d’eau. Sur la zone de recouvrement nous avons donc fixe´ les coefficients de Strickler du
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mode`le 1D le´ge`rement infe´rieurs a` ceux du mode`le 2D de manie`re a` re´duire la diffe´rence
de comportement des mode`les.
Termes e´change´s entre les mode`les
Dans le couplage de mode`les superpose´s le mode`le 1D force le mode`le 2D au niveau
de ses frontie`res mouille´es. Le re´gime d’e´coulement de chacun des mode`les sur la zone de
recouvrement est toujours fluvial c’est pourquoi, de la meˆme manie`re que ce qui avait e´te´
fait pour le mode`le 2D en section 9.2.1, celui-ci est force´ a` l’amont par des de´bits et a` l’aval
par des hauteurs d’eau calcule´s par le mode`le 1D aux sections en travers correspondantes.
Pour ce qui est des termes d’apports late´raux pour le mode`le 1D nous avons imple´mente´
la me´thode pre´sente´e dans (Marin et Monnier, 2009) et expose´e en section 5.2.1. Ces
termes d’apports late´raux sont nuls lorsque le mode`le 2D n’est pas en crue. Dans la
suite nous conside´rerons donc que le mode`le 2D est en crue et donc que ces termes ne
sont pas nuls. Pour appliquer la me´thode pre´sente´e dans (Marin et Monnier, 2009) nous
avons de´compose´ la zone constitue´e du lit mineur (de´limite´e sur la figure 9.9-(a) par les
lignes rouges) en plusieurs zones que nous appellerons par la suite sections, celles-ci e´tant
de´limite´es entre elles par des traits noirs (figure 9.9-(a)). Sur chacune de ces sections
nous calculons le de´bit a` l’interface entre lit mineur et lit majeur. La connaissance de ces
de´bits nous permettra en effet de calculer le terme source :
Ψ = −(q1 + q2, u|1q1 + u|2q2))
pour les e´quations de Saint-Venant 1D. Ici les indices 1 et 2 de´signent le nume´ro de
berge, voir figure 5.10. Dans la suite on conside`re que composante de la vitesse selon l’axe
des x, u, est constante sur la largeur de la section en travers, ainsi u|1 = u|2 = u1D et
Ψ = −(q1 + q2, u1D(q1 + q2))
On rappelle que le terme Ψ repre´sente les apports pour une section en travers ou dit
autrement en un point du mode`le 1D.
L’interface entre lit mineur et lit majeur sur une section est repre´sente´e sur la figure
9.9-(b) par les points rouges et les areˆtes du maillage 2D qui relient ces points. Le de´bit
sur chaque berge est calcule´ comme e´tant la somme des de´bits sur chacune des areˆtes
constituant la berge. A noter qu’il s’agit d’un de´bit signe´ : le de´bit est ne´gatif si de l’eau
sort de la rivie`re et il est positif sinon. On fait alors la somme des de´bits calcule´s sur
chacune des rives de la section et on divise par la longueur de la section, on obtient un
de´bit d’apport line´¨ıque que l’on identifie au terme −(q1 + q2) dans l’expression de Ψ. Ce
de´bit d’apport line´¨ıque (qui est aussi le de´bit moyenne´ sur la longueur de la section) est
ensuite transmis au code Mascaret-1D pour calculer Ψ. Le terme Ψ est applique´ comme
terme source line´ique par Mascaret-1D sur la longueur de la section. Cette quantite´ bien
que transmise par PALM est ensuite injecte´e dans les e´quations de Mascaret de la meˆme
manie`re que cela est fait pour apports late´raux classiques spe´cifie´s dans des fichiers.
Comme on l’a de´ja` dit ce terme source repre´sente les e´changes, en termes de conser-
vation de la masse et de la quantite´ de mouvement, entre lit mineur et lit majeur. Il faut
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(a)
(b)
Fig. 9.9 – (a) De´coupage du lit mineur (de´limite´ par les bandes rouges) en sections
sur une portion a` l’amont de la Nive (b) Interfaces entre lit mineur et lit majeur sur
une section (de´limite´e par les traits noirs), il s’agit des lignes forme´es par les areˆtes
reliant les points rouges.
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donc souligner ici la diffe´rence de traitement des e´changes (entre lit mineur et lit majeur)
que l’imple´mentation des de´bits d’apport dans Mascaret implique entre Mascaret-1D (au-
quel on applique le terme source Ψ) et Telemac-2D. Dans Telemac-2D les e´changes entre
lit mineur et lit majeur se font en quelque sorte de manie`re implicite a` travers la re´solution
des e´quations de Saint-Venant sur l’ensemble du domaine. Tandis que dans Mascaret-1D
les termes sources sont applique´s de manie`re line´aire. Ainsi si dans Telemac-2D le de´bit
line´¨ıque calcule´ le long d’une berge peut varier, le terme source correspondant applique´
a` Mascaret sur la meˆme section sera quant a` lui constant puisqu’il s’agira de la moyenne
des de´bits line´¨ıques calcule´s avec Telemac-2D sur la meˆme zone. Hormis la diffe´rence de
dimensions entre les mode`les nous verrons que cet e´tat de fait introduit une diffe´rence
notamment sur les de´bits calcule´s dans le lit mineur par chacun des mode`les.
9.3.2 Algorithme de couplage et imple´mentation
Algorithme de couplage
L’algorithme de couplage que nous avons mis en place dans le cadre de mode`les
superpose´s est un algorithme de type Schwarz global en temps. Les notations sont celles
utilise´es pre´ce´demment a` la section 9.2.2. On suppose que sur l’intervalle de temps [T1;T2]
on connait le terme source pour le mode`le 1D Ψ0 la` ou` les mode`les sont superpose´s (i-e
sur (Ω1 ∩ Ω2)). Si on ne le connait pas on peut ne´anmoins choisir Ψ0 constant e´gal a` la
dernie`re valeur calcule´e par le mode`le 2D.
L1(S,Q)k+1 = 0 sur (Ω1 \ Ω1 ∩ Ω2)× [T1;T2]
Conditions limites classiques sur ∂Ω1 × [T1;T2]
L1(S,Q)k+1 = Ψk sur (Ω1 ∩ Ω2)× [T1;T2]
(9.3)
et 
L2(h, u, v)k+1 = 0 sur Ω2 × [T1;T2]
Conditions limites classiques sur ∂Ω2 × [T1;T2]
(u, v)k+1j = B12(Q
k+1
j ) sur Γj × [T1;T2] j = 2, 3
hk+12D,j = h
k+1
1D,j sur Γj × [T1;T2] j = 1
(9.4)
Imple´mentation
La` encore l’algorithme de couplage a e´te´ imple´mente´ en utilisant le coupleur de codes
OpenPALM qui va re´soudre successivement et jusqu’a` convergence les proble`mes (9.3)
et (9.4). La maquette OpenPALM est lance´e toutes les heures (ce qui correspond a` la
fre´quence de couplage) par un pilote de manie`re ite´rative pendant la dure´e d’un e´pisode
de crue. Le choix de lancer la maquette OpenPALM toutes les heures n’a pas e´te´ fait
au hasard, en effet cela correspond a` la fre´quence a` laquelle on assimile les observations
dans la maquette d’assimilation de l’IEnKF. Ainsi la maquette de couplage de mode`les
superpose´s a-t-elle e´te´ conc¸ue, entre autres choses, dans l’optique de combiner couplage
de mode`les superpose´s et assimilation de donne´es sur le mode`le 1D comme on le verra
dans la section 9.4.
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9.3.3 Expe´rience nume´rique de couplage de mode`les superpose´s
sur l’e´pisode de 2014
Construction des lignes d’eau initiales
La construction des lignes d’eau initiales pour chacun des mode`les n’est pas aussi
contrainte que dans le cas du couplage a` interface puisque dans ce cas on n’a pas besoin
que les mode`les pre´sentent une cohe´rence physique a priori au commencement du cou-
plage. Pour le mode`le 1D on construit une ligne d’eau initiale en propageant une ligne
d’eau quelconque sur une pe´riode de 24 heures pre´ce´dant le de´but du couplage (qu’on
appelle pe´riode d’e´quilibrage) de manie`re ce qu’au de´but du couplage la ligne d’eau ini-
tiale pour le mode`le 1D soit cohe´rente avec les conditions limites a` ce temps. Pour ce qui
est du mode`le 2D, Telemac permet de choisir comme condition initiale une ligne d’eau
de cote constante sur tout le domaine. C’est le choix que nous faisons et nous fixons la
cote e´gale a` celle calcule´e par le mode`le 1D a` l’aval.
Fre´quence de couplage, ite´ration de couplage et crite`re d’arreˆt
Nous appliquons l’algorithme de couplage pre´sente´ dans la section 9.3.2 sur une suc-
cession d’intervalles de temps In = [Tn−1;Tn] d’une heure couvrant la dure´e de l’e´pisode.
Cependant comme nous le verrons dans la section sur les re´sultats nume´riques il n’est
gue`re possible avec cette me´thode de couplage de fixer un crite`re d’arreˆt aussi fin que
dans le cas du couplage de mode`les a` interface. Ne´anmoins il apparait que de`s lors que le
mode`le 2D est en crue le couplage des mode`les a un impact sur la dynamique de chacun
d’eux par rapport a` chaque mode`le pris se´pare´ment. Aussi plutoˆt que de fixer un crite`re
d’arreˆt sur les invariants de Riemann ou sur les variables d’e´tat aux limites du mode`le qui
ne pourrait pas eˆtre ve´rifie´ nous avons pris le parti, lorsque le mode`le 2D est en crue, d’ef-
fectuer deux ite´rations de couplage. C’est-a`-dire qu’on re´sout successivement deux foix
les proble`mes (9.3) et (9.4). Une premie`re fois ou` le terme source pour le mode`le 1D, Ψ0,
est choisi constant e´gal a` la dernie`re valeur calcule´e par le mode`le 2D (i-e Ψ0 ≡ Ψ(Tn) sur
[Tn;Tn+1]). Puis une seconde fois ou` le terme source pour le mode`le 1D, Ψ
1, est le terme
source calcule´ pre´ce´demment par le mode`le 2D, Ψ, sur l’intervalle de temps [Tn;Tn+1],
soit : Ψ1 = Ψ([Tn;Tn+1]).
Re´sultats nume´riques
Dans cette section nous nous inte´ressons aux re´sultats nume´riques de l’application de
la me´thode de couplage de mode`les superpose´s aux cas de Bayonne sur l’e´pisode de crue
de la Nive de 2014 entre les jours 5 et 8 (voir figure C.8-(a)). Dans un premier temps
nous justifions l’emploi du terme de couplage pour cette me´thode au vue des re´sultats
nume´riques. Dans un second temps nous comparons les re´sultats nume´riques obtenus aux
stations disponibles sur le domaine de recouvrement (stations de Lesseps et Pont-Blanc,
voir figures 9.1 et 9.8). Enfin nous nous inte´resserons a` travers l’e´tude des termes sources
pour le mode`le 1D calcule´s sur la zone Plaine d’Ansot/Barthes de Quartier Bas a` la
dynamique de l’e´coulement sur cette zone.
Dans un premier temps nous nous inte´ressons a` la question de la continuite´, en termes
de variable d’e´tat, des mode`les aux limites du mode`le 2D. Comme nous l’avons pre´cise´ a`
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la section 9.3.1 un ajustement de la ge´ome´trie et des coefficients de Strickler du mode`le
1D sur la zone de recouvrement a e´te´ ne´cessaire de manie`re a` ce que le mode`le 1D
reproduise, lors du couplage, de manie`re la moins grossie`re possible la relation hauteurs
d’eau/de´bits du mode`le 2D et ainsi assurer une certaine continuite´ entre les mode`les aux
limites du mode`le 2D. Comme on peut le voir sur la figure 9.10 aux limites du mode`le
2D la relation hauteurs d’eau/de´bits est selon les frontie`res liquides conside´re´es plus ou
moins bien reproduite pour les variables d’e´tat qui ne sont pas impose´es aux frontie`res en
question. Par exemple si l’on conside`re la frontie`re liquide aval sur l’Adour ou` les cotes
sont impose´es aux mode`les 2D par le 1D on constate que les de´bits calcule´s en cet endroit
par chacun des mode`les semblent tre`s proches. Par contre si l’on conside`re la frontie`re
liquide amont sur la Nive ou` les de´bits sont impose´s alors on remarque que les hauteurs
d’eau de chacun des mode`les restent relativement e´loigne´es. D’autre part on remarque
qu’apre`s deux ite´rations l’algorithme de couplage n’apporte pas d’ame´lioration en termes
de de´bits ou de hauteurs d’eau c’est pourquoi nous avons choisi de ne pas fixer pour
celui-ci de crite`re d’arreˆt sur les hauteurs d’eau et/ou les de´bits car en pratique celui-ci
n’est presque jamais respecte´.
(a) (b)
Fig. 9.10 – Se´ries temporelles des mode`les couple´s 1D (ligne verte) et 2D (ligne rouge)
(a) de´bits a` la frontie`re liquide aval sur l’Adour (b) hauteurs d’eau a` la frontie`re liquide
amont sur la Nive.
Nous pouvons e´galement conside´rer la diffe´rence en valeur absolue entre les invariants
de Riemann de chacun des mode`les aux limites du mode`le 2D. Les invariants de Riemann
e´tant une combinaison non line´aire des variables d’e´tat des mode`les ils permettent eux
aussi d’estimer la continuite´ entre les mode`les aux limites du mode`le 2D mais aussi de
savoir a` quelle frontie`re liquide la continuite´ entre les mode`les est la plus assure´e. En
toute logique la diffe´rence entre les invariants de Riemann est relativement importante
et notamment pendant le pic de crue a` la condition limite amont sur la Nive.
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(a) (b)
Fig. 9.11 – Invariants de Riemann (a) entrant et (b) sortant aux limites du mode`le
2D, frontie`re liquide Adour aval (ligne bleue), Adour amont (ligne rouge), Nive amont
(ligne verte).
Ne´anmoins malgre´ ces diffe´rences aux limites du mode`le 2D nous pensons que cela a
du sens de parler de mode`le couple´. En effet le mode`le 1D force le mode`le 2D et celui-ci
en retour calcule les termes sources correspondant aux e´changes entre lit mineur et lit
majeur a` appliquer au mode`le 1D et les deux mode`les e´voluent ainsi de manie`re cohe´rente
comme nous le verrons plus loin.
Mais tout d’abord nous nous penchons sur l’influence du couplage sur les mode`les
couple´s par rapport aux mode`les non couple´s. Ainsi on s’inte´resse a` l’influence du couplage
sur les grandeurs impose´es aux limites du mode`le 2D par le mode`le 1D. On conside`re par
exemple les hauteurs d’eau impose´es a` l’aval du mode`le 2D et les de´bits impose´s a` l’amont
du mode`le 2D sur la Nive par le mode`le 1D avec et sans couplage (figure 9.12). On n’a
pas reporte´ les de´bits calcule´s au niveau de la conditon limite amont sur l’Adour car les
conclusions sont les meˆmes. Comme on peut le constater l’influence du couplage sur les
grandeurs impose´es aux limites du mode`le 2D est presque nulle. En effet en dehors du
pic de crue sur la Nive ou` on peut observer une le´ge`re diffe´rence entre les mode`les 1D
couple´ et non couple´ les grandeurs impose´es aux limites du mode`le 2D sont les meˆmes.
Or l’impact de cette diffe´rence en termes de de´bits sur la condition limite amont de la
Nive est ne´gligeable comme on peut le voir sur la figure 9.12.
234
CHAPITRE 9. COUPLAGE DE MODE`LES HYDRAULIQUES 1D-2D SUR LA
VILLE DE BAYONNE
(a) (b)
Fig. 9.12 – Se´ries temporelles des mode`les 1D sans couplage (ligne verte tirete´e) et
1D couple´ (ligne verte continue) (a) hauteurs d’eau a` la frontie`re liquide aval sur
l’Adour (b) de´bits a` la frontie`re liquide amont sur la Nive.
Le couplage a plus d’influence sur le mode`le 1D la` ou` les e´changes entre lit mineur
et lit majeur sont les plus importants c’est-a`-dire sur la zone Plaine d’Ansot/Barthes de
Quartier Bas. Tout d’abord au niveau de la condition limite amont sur la Nive cela a un
impact sur les hauteurs d’eau du mode`le 1D (figure 9.13-(a)) mais e´galement au niveau
de la station d’observation de Pont-Blanc (figure 9.13-(b)) ou` l’on peut constater que la
dynamique du mode`le 1D est totalement modifie´e.
9.3. COUPLAGE DE MODE`LES SUPERPOSE´S 235
(a) (b)
Fig. 9.13 – Se´ries temporelles des hauteurs d’eau des mode`les 1D couple´ (ligne verte
continue), 1D non couple´ (ligne verte tirete´e) (a) frontie`re liquide amont sur la Nive
(b) station de Pont-Blanc.
Le couplage a e´galement une influence sur les de´bits du mode`le 1D comme on peut le
voir sur la figure 9.14 en re´duisant les de´bits du mode`le 1D couple´ avant le pic de crue
du fait des termes sources injecte´s et au contraire en augmentant les de´bits apre`s le pic
de crue. On explique la diffe´rence en termes de de´bits entre les mode`les 1D et 2D couple´s
par les approximations faites sur le calcul du de´bit avec le mode`le 2D. D’autre part
comme on peut le voir sur la figure 9.14-(b) le couplage permet de re´duire la diffe´rence
en termes de hauteurs d’eau entre les mode`les 1D et 2D (couple´s). Nous ne reportons
pas sur cette figure les hauteurs d’eau du mode`le 2D non couple´ car comme les forc¸ages
sont quasi-identiques aux limites du domaine 2D les hauteurs d’eau mode´lise´es dans
le domaine sont identiques. Le couplage permet donc de corriger la relation hauteurs
d’eau/de´bits du mode`le 1D pour qu’elle se rapproche de celle du mode`le 2D. Dans la
suite nous conside´rerons que cette relation dans chacun des mode`les est e´quivalente et
c’est pourquoi nous utiliserons l’assimilation des observations de hauteurs d’eau de la
station Pont-Blanc pour corriger la ligne d’eau du mode`le 1D.
236
CHAPITRE 9. COUPLAGE DE MODE`LES HYDRAULIQUES 1D-2D SUR LA
VILLE DE BAYONNE
(a) (b)
Fig. 9.14 – Se´ries temporelles a` la station de Pont-Blanc des mode`les 1D non couple´
(ligne verte tirete´e), 1D couple´ (ligne verte continue) et 2D couple´ (ligne rouge) (a)
de´bits (b) hauteurs d’eau.
D’autre part il convient de comparer le mode`le couple´ aux stations d’observations
disponibles sur le domaine. A la station de Lesseps ou` le mode`le de base est de´ja` assez
bon et ou` le couplage n’a pas d’influence sur les hauteurs d’eau mode´lise´es les re´sultats
du mode`le couple´ sont tre`s bons (figure 9.15-(a)). Pour ce qui est de la station de Pont-
Blanc les re´sultats sont le´ge`rement diffe´rents que l’on conside`re le mode`le 1D couple´ ou
le mode`le 2D couple´ (voir figure 9.15-(b)). En effet les re´sultats du mode`le 2D couple´
sont meilleurs que ceux du 1D couple´ mais ne´anmoins identiques a` ceux du mode`le 2D
non couple´. Ainsi le couplage ne de´grade ni n’ame´liore les re´sultats du mode`le 2D (les
forc¸ages e´tant identiques avec ou sans couplage), par contre il ame´liore les re´sultats du
mode`le 1D la` ou` les e´changes entre lit mineur et lit majeur sont inte´gre´s comme termes
sources pour le mode`le 1D.
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(a) (b)
Fig. 9.15 – Se´ries temporelles des hauteurs d’eau des mode`les 1D couple´ (ligne verte),
2D couple´ (ligne rouge) et des observations (ligne bleue) aux stations de (a) Lesseps
et (b) Pont-Blanc.
Nous nous penchons maintenant sur les e´changes de de´bits a` l’interface entre lit mineur
et lit majeur et qui sont utilise´s dans les termes d’apports late´raux injecte´s dans Mascaret.
Nous conside´rons dans un premier temps les e´changes entre la Nive et la Barthes de
Quartier Bas. Il faut tout d’abord noter que lorsque les de´bits indique´s sur la figure 9.16-
(a) sont ne´gatifs cela signifie que la Nive de´borde dans le lit majeur. Au contraire lorsqu’ils
sont positifs cela signifie que de l’eau passe du lit majeur au lit mineur. Il apparait qu’il
y a sur cette portion de la Nive deux sections fortement de´bordantes indique´es par les
pastilles rouge et jaune sur la figure 9.16-(b). Il s’agit de de´bordements importants car
ramene´s aux de´bits impose´s en amont a` ce moment-la` ils repre´sentent environ de l’ordre
de 15 a` 20% de ces de´bits.
Tandis que sur la zone marque´e par la pastille noire l’eau de la Barthes de Quartier
Bas se jette dans la Nive. Cela est duˆ a` la pre´sence de l’autoroute A63 (qui passe en au
de la figure 9.16-(b)) qui contraint l’eau a` regagner son lit a` cet endroit.
Cela illustre assez bien la dynamique de l’e´coulement dans cette portion du domaine
2D : l’eau de´borde principalement dans les sections rouges et jaunes puis se jette dans
la section noire. Nous ne l’avons pas reporte´ ici mais une partie de l’eau qui de´borde
dans la Barthes de Quartier Bas rejoint directement la Plaine d’Ansot par le passage
sous l’autoroute (voir figure 9.2). Ces e´changes sont relativement importants puisqu’ils
peuvent repre´senter jusqu’a` 20% des de´bits a` l’interface entre lit mineur et lit majeur sur
la Barthes de Quartier Bas.
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(a) (b)
Fig. 9.16 – (a) Se´ries temporelles des flux a` l’interface entre lit mineur et lit majeur en
amont de la Nive (b) De´coupage du lit mineur en sections. Il y a une correspondance
dans le choix des couleurs entre les figures (a) et (b) qui permet d’identifier a` quelle
section correspond quel flux.
On a reporte´ en figure 9.17 les de´bits a` l’interface entre lit mineur et lit majeur plus
en aval sur la Nive au niveau de la Plaine d’Ansot et de la station de Pont-Blanc. On
note que dans cette partie du mode`le 2D les flux sont plutoˆt oriente´s dans le sens lit
majeur/lit mineur, l’eau qui e´tait sortie du lit plus en amont (et notamment apre`s le
passage de l’A63) et l’eau passe´e sous le pont de l’autoroute viennent se jeter dans la
Nive principalement au niveau des sections identifie´es par les pastilles rouge et bleu.
Comparativement aux de´bits simule´s dans le lit de la rivie`re ceux-ci sont relativement
importants puisqu’en ce qui concerne les sections rouge et bleu la somme des de´bits sur
ces deux sections lors du pic de crue correspond a` environ 15-20 % des de´bits calcule´s
dans le lit mineur.
Pour ce qui est des autres sections colore´es repre´sente´es sur la figure 9.17-(b) on note
qu’en valeur absolue les de´bits correspondants sont globalement moins importants que
ceux calcule´s sur les sections rouge et bleu. Cela est particulie`rement vrai pour la section
verte, ce qui signifie que la plus grande partie de l’eau qui a de´borde´ dans la Plaine
d’Ansot se jette a` nouveau dans la Nive au niveau des sections rouge et bleu. Cela est
confirme´ par l’e´tude des se´ries temporelles des flux entre lit mineur et lit majeur sur les
autres sections et que nous n’avons pas reporte´es ici.
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(a) (b)
Fig. 9.17 – (a) Se´ries temporelles des flux a` l’interface entre lit mineur et lit majeur
sur la Nive au niveau de Plaine d’Ansot et de la station de pont-Blanc (b) De´coupage
du lit mineur en sections. Il y a une correspondance dans le choix des couleurs entre
les figures (a) et (b) qui permet d’identifier a` quelle section correspond quel flux.
Enfin il faut souligner que sur cet e´pisode les flux entre lits mineur et majeur sur
l’Adour (au niveau de Bayonne) sont quasi-nulles, tout au plus 1 a` 2 m3.s−1 ce qui est
ne´gligeable par rapport aux de´bits calcule´s dans le lit de l’Adour sur cet e´pisode.
D’autre part lors de ce pic de crue de la Nive le coefficient de mare´e a e´te´ relativement
faible et les e´changes entre le lit de la Nive, la Plaine d’Ansot et la Barthes de Quartier
Bas sont principalement duˆs a` l’augmentation des de´bits de la Nive. Or cet e´ve`nement est
suivi d’une augmentation importante du coefficient de mare´e comme on peut le voir sur la
figure C.8-(b) donnant lieu a` des de´bordements parfois plus importants et se produisant
de manie`re cyclique comme on peut le voir sur la figure 9.18 qui repre´sente les flux lit
mineur/lit majeur sur la zone illustre´e en figure 9.17-(b). De la meˆme manie`re plus en
amont sur la Nive on peut observer des e´changes comparables entre la Nive et la Barthes
de Quartier Bas. Il faut e´galement souligner que les e´changes illustre´s pre´ce´demment sont
potentiellement amplifie´s en cas de fortes crues.
240
CHAPITRE 9. COUPLAGE DE MODE`LES HYDRAULIQUES 1D-2D SUR LA
VILLE DE BAYONNE
Fig. 9.18 – Se´rie temporelle des flux a` l’interface entre lit mineur et lit majeur
sur la meˆme zone celle pre´sente´e en figure 9.17 lorsque le forc¸age maritime aval est
pre´ponde´rant.
Enfin il faut comparer le temps de calcul de cette me´thode de couplage sur le pic
de crue de la Nive avec la me´thode de couplage pre´sente´e en section 9.2. Le temps de
calcul est nettement infe´rieur a` celui du couplage a` interfaces et les re´sultats en termes de
hauteurs d’eau du mode`le 2D aux stations de Pont-Blanc et de Lesseps sont identiques.
Cette me´thode pre´sente en plus l’avantage de pouvoir eˆtre combine´e a` l’assimilation des
observations aux stations du re´seau Adour maritime (en particulier a` celle de Pont-Blanc).
Ne´anmoins comme on l’a vu la continuite´ entre les mode`les 1D et 2D aux limites de ce
dernier est grossie`re.
Mode`le 1D 2D Couple´ a` interfaces Couple´ superpose´s
Temps de calcul 84 3430 39396 7255
Tab. 9.2 – Temps de calcul (s.) des mode`les 1D, 2D, couple´ a` interfaces et couple´ super-
pose´ sur la crue de Janvier 2014.
9.4 Combinaison de l’assimilation de donne´es ensem-
bliste et du couplage de mode`les superpose´s
Comme on l’a vu sur la figure 9.15 a` la station de Pont-Blanc lors du pic de crue
le mode`le couple´ sous-estime d’environ une trentaine de centime`tres les hauteurs d’eau
observe´es. Pour re´duire cette diffe´rence on peut avoir recours a` l’assimilation de donne´es
avec le mode`le 1D de manie`re a` corriger la ligne d’eau de ce mode`le et par la suite corriger
les hauteurs d’eau mode´lise´es par le mode`le 2D. En effet e´tant donne´ la grande extension
spatiale des fonctions de covariance l’assimilation des observations de Pont-Blanc permet
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de corriger les forc¸ages amonts du mode`le 2D sur la Nive et par suite d’ame´liorer les
re´sultats a` cette station dans la mode´lisation 2D.
Dans cette section nous nous pencherons donc sur la question de la combinaison
du couplage de mode`les superpose´s et de l’assimilation de donne´es ensembliste que
nous de´signerons dore´navant dans un souci de simplicite´ par l’expression « combinai-
son couplage-assim ». Dans un premier temps nous pre´senterons dans les grandes lignes
l’imple´mentation de cette me´thode avant d’exposer quelques re´sultats nume´riques obenus
sur l’e´pisode de 2014 sur lequel on a de´ja` travaille´ pre´ce´demment.
9.4.1 Imple´mentation
L’imple´mentation de l’assimilation de donne´es ensembliste et l’imple´mentation du
couplage de mode`les superpose´s ont e´te´ faites chacune avec une maquette PALM utilisant
parfois les meˆmes subroutines fortran 90 mais compile´es avec des cle´s de pre´-compilation
diffe´rentes. C’est pourquoi il n’a pas e´te´ possible de fondre ces deux maquettes en une seule
maquette PALM qui aurait proce´de´ a` la fois a` l’assimilation ensembliste et au couplage.
Une telle imple´mentation est ne´anmoins envisageable mais n’a pas pu eˆtre re´alise´e dans
le temps imparti pour ce travail de the`se.
Pour imple´menter la combinaison couplage-assim on a donc utilise´ les maquettes exis-
tantes que l’on lance la` encore de manie`re ite´rative a` travers un pilote. A chaque ite´ration
la maquette de couplage permet de calculer les termes sources pour le 1D si le mode`le 2D
est en crue. Ces termes sources sont sauvegarde´s dans des fichiers et sont ensuite lus par
la maquette d’assimilation et utilise´s comme termes d’apports late´raux pour les membres
lors de l’assimilation ensembliste. Apre`s l’e´tape d’analyse la moyenne des membres est
sauvegarde´e dans un fichier qui sera lu comme ligne d’eau initiale par le mode`le 1D par
la maquette PALM de couplage.
Cette de´marche permet ainsi de corriger la ligne d’eau du mode`le 1D utilise´e pour le
couplage et par suite de corriger les forc¸ages amonts sur la Nive. Ne´anmoins elle pre´sente
deux inconve´nients importants que nous nous devons de souligner :
• le terme source est le meˆme pour chaque membre de l’ensemble, aussi la relation
entre cote et terme source peut ne pas eˆtre consistante. En effet le terme source
pourra eˆtre ne´gatif sur certaine zones (et ainsi le membre se voir retirer des de´bits
et de la quantite´ de mouvement) alors meˆme que le membre en question n’est pas
de´bordant sur ces zones. Ide´alement pour circonvenir a` cet inconve´nient il aurait
fallu utiliser un filtre de Kalman d’ensemble de mode`les couple´s ;
• la relation entre les cotes de la ligne d’eau calcule´e comme la moyenne des membres
apre`s assimilation et le terme source pour le mode`le 1D peut ne pas eˆtre consistante.
En effet l’assimilation va tendre a` gommer le biais entre e´tat analyse´ moyen et nas
de biais ne´gatif par exemple le terme source sera donc sous-estime´ par rapport a` ce
qu’il devrait eˆtre. Ne´anmoins nous pensons que ce proble`me a tendance a` s’e´quilibrer
a` travers les ite´rations de couplages et les re´sultats nume´riques pre´sente´s en section.
9.4.2 Re´sultats nume´riques
Dans cette section nous nous inte´ressons a` l’application sur l’e´pisode de 2014 de la
combinaison couplage-assim. Pour cela nous proce´dons a` l’application ite´rative de la
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combinaison « couplage-assim » suivie d’une pe´riode de pre´vision de 6 heures. 6 heures
e´tant le temps maximum pour qu’un signal impose´ a` Cambo (condition limite amont sur
la Nive) soit propage´ jusqu’a` Bayonne. En re`gle ge´ne´rale ce temps de transfert est compris
entre 3 et 6 heures, cela de´pend de l’intensite´ de la crue : plus celle-ci est importante,
plus il y a de de´bordements et plus il y a de frottement s’appliquant sur l’onde de crue
et ralentissant celle-ci en conse´quence. D’autre part il faut pre´ciser que dans ce cas les
pre´visions sont faites en mode de´terministe : la ligne d’eau 1D calcule´e comme la moyenne
des membres lors de l’e´tape d’assimilation est propage´e dans le temps tout en e´tant
couple´e au mode`le 2D. Enfin nous rappelons qu’en mode pre´vision sur l’Adour, a` de´faut
de pre´visions sur les conditions limites amonts celles-ci sont fixe´es constantes e´gales aux
derniers de´bits impose´s avant pre´vision.
Avant de pre´senter les re´sultats en termes d’ame´lioration des hauteurs d’eau calcule´es
a` la station de Pont-Blanc nous e´tablissons d’abord l’impact de l’assimilation sur les
de´bits au niveau de la condition limite amont de la Nive. Comme nous pouvons le voir
sur la figure 9.19 l’assimilation de donne´es a` la station de Pont-Blanc a pour influence
d’augmenter globalement les de´bits a` l’amont de la Nive sur la dure´e de l’e´pisode avec
notamment une de´croissance des de´bits poste´rieurement au pic de crue plus lente.
Fig. 9.19 – De´bits impose´s a` l’amont du mode`le 2D sur la Nive, sans asssimilation
(ligne verte tirete´e), avec assimilation (ligne verte continue).
Cette augmentation des de´bits a` l’amont de la Nive se traduit par une tre`s le´ge`re
modification des flux a` l’interface entre lit mineur et lit majeur comme on peut le voir
sur la figure 9.20 ou` on a reporte´ les de´bits e´change´s entre la Nive et la Barthes de
Qaurtier Bas avec (figure 9.20-(b)) et sans assimilation (figure 9.20-(a)).
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(a) (b)
Fig. 9.20 – Flux e´change´s entre la Nive et la Barthes de Quartier Bas (a) sans
assimilation (b) avec assimilation.
Nous pre´sentons maintenant en figure 9.21 les hauteurs d’eau calcule´es a` la station de
Pont-Blanc a` diffe´rentes e´chances de pre´vision et nous avons synthe´tise´ dans le tableau
9.3 l’e´volution pendant la pre´vision a` cette meˆme station de la RMSE, de la corre´lation
et du biais.
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(a) (b)
(c) (d)
Fig. 9.21 – Observations (courbe bleue) et hauteurs d’eau calcule´es avec le mode`le
2D avec assimilation (courbe rouge) et sans assimilation (courbe noire) a` la station
de Pont-Blanc (a) apre`s assimilation (b) a` 1 heure de pre´vision (c) a` 3 heures de
pre´vision (d) a` 6 heures de pre´vision.
En mode pre´vision la correction apporte´e par l’assimilation est propage´e a` l’aval et
donc tout au long de la pre´vision la diffe´rence entre le mode`le couple´ avec assimilation et le
mode`le couple´ sans assimilation (courbes rouge et noire respectivement sur la figure 9.21)
se re´duit. Cela se traduit en termes de scores et si l’on compare la diffe´rence relative entre
le mode`le couple´ avec assimilation et le mode`le couple´ sans assimilation pour la RMSE,
la corre´lation et le biais alors celle-ci (hormis pour la corre´lation) de´croˆıt au fil de la
pre´vision pour se rapprocher de 0 comme on peut le voir dans le tableau 9.3.
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Eche´ance RMSE Corre´lation Biais
0 h 44.9 0.46 104.4
1 h 46.4 0.28 72.7
2 h 33.6 0.23 47.1
3 h 23.1 0.23 31.2
4 h 15.5 0.22 21.7
5 h 9.9 0.17 15.5
6 h 5.7 0.15 10.9
Tab. 9.3 – Diffe´rence relative (exprime´e en pourcentage) des hauteurs d’eau entre les
mode`les couple´s avec et sans assilmilation pour la RMSE, la corre´lation et le biais a` la
station de Pont-Blanc en fonction de l’e´che´ance de pre´vision.
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Conclusions
La mode´lisation nume´rique est un outil incontournable de la pre´vision des crues en
temps re´el. Or les mode`les e´tant par nature imparfaits, l’assimilation de donne´es est
devenue pour les pre´visionnistes un outil comple´mentaire a` l’utilisation des mode`les
nume´riques. En effet l’assimilation de donne´es, en combinant l’information apporte´e par
les observations a` celle apporte´e par le mode`le, permet dans une certaine mesure de parer
aux lacunes de ces derniers et donc d’ame´liorer les pre´visions a` plus ou moins long terme.
D’autre part la multiplicite´ e´ventuelle des mode`les nume´riques de dimensions diffe´rentes
de´veloppe´s sur un meˆme re´seau hydraulique ne´cessite de de´velopper des me´thodes de cou-
plage permettant d’assurer une certaine continuite´ physique entre ces mode`les.
Ce travail de the`se a porte´ sur ces deux aspects de la mode´lisation et de la pre´vision
des crues et leur application au re´seau hydraulique Adour maritime.
Tout d’abord, nous avons montre´ que l’on pouvait e´muler le filtre de Kalman d’en-
semble sur un mode`le d’onde de crue par un filtre de Kalman invariant mais pour un
couˆt de calcul nettement moins important avec une fonction de covariance au point d’ob-
servation asyme´trique dont l’extension spatiale a` l’aval de ce point est plus faible que
celle a` l’amont. Cela a un inte´reˆt pour l’application ope´rationnelle car, au contraire de
l’EnKF, elle est compatible avec l’imple´mentation de la chaˆıne ope´rationnelle. Celle-ci
n’est actuellement pas pre´vue pour ge´rer des me´thodes ensemblistes.
L’e´tude des fonctions de covariance sur le re´seau Adour maritime montre que celles-ci
ont une tre`s grande extension spatiale et que leur forme est lie´e a` la ge´ome´trie du re´seau.
L’application de l’EnKF au re´seau hydraulique Adour maritime a montre´ que pour
que cet algorithme soit efficient il devait eˆtre comple´te´ par une strate´gie d’estimation
des variances d’erreur d’observation, ainsi que par une me´thode d’inflation spatialise´e
de manie`re a` reme´dier a` la sous-dispersivite´ de l’ensemble de fac¸on consistante avec la
physique et la ge´ome´trie du mode`le. Ainsi on rappelle que le pourcentage d’ame´lioration
de la RMSE de l’EnKF par rapport au mode`le seul sur une expe´rience jumelle mene´e ici
est de l’ordre de 69%, tandis que celui de l’IEnKF est de l’ordre de 95%. Cette e´tude a
e´te´ comple´te´e par une estimation de la validite´ des pre´visions d’ensemble sur ce re´seau.
Celle-ci a montre´ que l’e´tablissement d’un syste`me de pre´vision probabiliste sur l’Adour
e´tait fortement lie´ a` la connaissance que nous avons des forc¸ages, et que dans l’e´tat actuel
des choses celle-ci e´tait trop lacunaire. Pour e´tendre le temps de pre´vision il faut e´tendre
le vecteur de controˆle aux forc¸ages et aux parame`tres hydrauliques.
D’autre part, sur l’Adour, deux mode`les hydrauliques de dimensions diffe´rentes ont
e´te´ de´veloppe´s : un mode`le 1D appele´ « Adour maritime » couvrant, comme son nom
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l’indique, la portion maritime de l’Adour, et un mode`le 2D local sur la zone de Bayonne
mode´lisant la confluence Nive/Adour dans le centre-ville et certaines plaines d’inondation
adjacentes a` la Nive en amont de Bayonne et dans lesquelles l’e´coulement n’est plus mono-
dimensionnel. Le de´veloppement d’un mode`le 2D local plutoˆt que global est justifie´ a` la
fois par la nature de l’e´coulement dans cette zone, par le fait que sur de nombreuses
portions l’e´coulement est mono-dimensionnel et qu’un mode`le 2D global serait de toute
fac¸on bien trop couˆteux en temps de calcul.
Pour assurer la continuite´ relative des variables d’e´tat entre ces mode`les, deux me´thodes
de couplage ont e´te´ imple´mente´es durant cette the`se. Une premie`re dans laquelle le mode`le
1D a e´te´ de´compose´ en plusieurs sous-mode`les 1D, et le couplage est assure´ par l’e´change
des variables d’e´tat a` l’interface entre les mode`les. Cette me´thode permet d’assurer la
continuite´ des variables d’e´tat aux interfaces entre les mode`les mais son imple´mentation
actuelle en fait une me´thode relativement couˆteuse en termes de temps de calcul : environ
12 heures de calcul pour 3 jours simule´s.
Dans une seconde me´thode, le mode`le 1D est conserve´ d’un seul tenant et les deux
mode`les sont superpose´s dans la zone de recouvrement. Dans cette configuration, le
mode`le 1D force le mode`le 2D a` ses limites. En retour, lorsque celui-ci est en crue, il
calcule les termes sources a` fournir au mode`le 1D pour les e´quations de conservation de
la masse et de la quantite´ de mouvement, mode´lisant ainsi les e´changes entre lit mineur
et lit majeur dans le mode`le 1D alors meˆme que celui-ci ne dispose pas lit majeur. Il est
a` noter que ces e´changes en termes de de´bits peuvent eˆtre importants et de l’ordre de 10
a` 15% des de´bits calcule´s dans le lit de la rivie`re. Cette me´thode ne permet d’assurer la
continuite´ des variables que de manie`re tre`s relative puisque apre`s application de l’algo-
rithme de couplage une diffe´rence de hauteurs d’eau entre les mode`les de l’ordre de 20 a`
25 cm dans les cas les plus de´favorables peut subsister. Ce qui, ramene´ a` la profondeur
d’eau locale, correspond a` une diffe´rence relative d’environ 3 %. Ici, le couˆt de calul est
nettement moindre que dans le cas pre´ce´dent puisqu’il est d’environ 2 heures de calcul
pour 3 jours simule´s.
Le fait que dans cette dernie`re me´thode le mode`le 1D ne soit pas de´compose´ en
plusieurs sous-mode`les nous permet de combiner le couplage de mode`les superpose´s et les
me´thodes d’assimilation ensemblistes de´veloppe´es sur l’Adour. Cela nous permet, sur la
zone de recouvrement, d’ame´liorer la mode´lisation de l’e´tat hydraulique du mode`le 2D et
les pre´visions a` court terme sur la zone de recouvrement. En effet, l’assimilation ame´liore
les hauteurs d’eau mode´lise´es a` la station de Pont-Blanc apre`s assimilation de l’ordre de
25 a` 30 cm. En mode pre´vision, les re´sultats se de´gradent avec l’e´che´ance de pre´vision,
ne´anmoins le pourcentage d’ame´lioration de la RMSE du mode`le couple´ avec assimilation
par rapport au mode`le couple´ sans assimilation a` l’e´che´ance de 3 heures est par exemple
de 23.1 %, et de 15.5 % a` l’e´che´ance de 4 heures.
Perspectives
A l’issue de ce travail de the`se, on retiendra naturellement deux grands axes pour les
perspectives : l’un portant sur la mode´lisation du re´seau Adour maritime et l’assimilation
de donne´es, l’autre portant sur le couplage de mode`les hydrauliques 1D-2D.
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donne´es
On a pu constater tout au long de ce travail a` la fois l’apport de l’assimilation de
donne´es et en meˆme temps ses limitations. En effet, on a vu sur des expe´riences utili-
sant des observations synthe´tiques que l’assimilation de donne´es permet d’ame´liorer les
re´sultats du mode`le : que ce soit pour la hauteur d’eau qui est la variable d’e´tat observe´e
et assimile´e, mais aussi pour les de´bits a` travers les covariances entre hauteurs d’eau et
de´bits. Aussi, pour juger de la pertinence de la me´thode d’assimilation de donne´es uti-
lise´e ici, et plus particulie`rement des covariances hauteurs d’eau/de´bits diagnostique´es,
il faudrait disposer d’observations re´elles de de´bits a` d’autres stations que celles ou` on
proce`de a` l’assimilation, notamment pendant les e´pisodes de crue. Or ni le SCHAPI ni
le SPC GAD ne disposent de telles observations, meˆme sur des e´pisodes tre`s courts.
D’autre part nous avons montre´ que l’EnKF combine´ avec des me´thodes d’inflation
permet d’avoir une meilleure estimation de l’e´tat hydraulique non seulement au point
d’observation mais aussi ailleurs sur le domaine mais dans la limite du mode`le « Adour
maritime ». En effet, dans l’e´tat actuel des choses celui-ci ne dispose pas de lit majeur
sauf en quelques sections en travers. Nous supposons en effet (mais nous n’avons pas pu
l’e´tablir clairement) que cela est a` l’origine de la sur-e´valuation des hauteurs d’eau a` la
station de Urt lorsque nous assimilons les hauteurs d’eau a` Peyrehorade sur des e´pisodes
de fortes crues. L’ajout d’un lit majeur sur tout le re´seau Adour maritime permettrait
probablement d’ame´liorer la mode´lisation hydraulique et par suite les re´sultats de l’as-
similation. Des travaux dans ce sens sont actuellement en cours au SCHAPI et au SPC
GAD mais nous n’avons pas pu pendant cette the`se tester ce re´seau ame´liore´.
D’autre part, pour ame´liorer les re´sultats en mode pre´vision il faudrait pouvoir dis-
poser de de´bits pre´vus aux stations amonts ou alors e´tendre le re´seau au-dela` de ses
frontie`res actuelles. Des travaux dans ce sens sont e´galement en cours au SCHAPI et au
SPC GAD pour e´tendre le re´seau en amont du bief 6 jusqu’a` la station de Artiguelouve
sur le Gave de Pau et ainsi disposer des donne´es d’observation de la station d’Orthez. La`
encore nous n’avons pu pendant ce travail de the`se tester le re´seau avec cette nouvelle
configuration.
Le couplage de mode`les hydrauliques 1D-2D
En ce qui concerne le couplage de mode`les hydrauliques, l’un des premiers travaux
a` effectuer serait de remanier l’imple´mentation du couplage de mode`les a` interfaces. En
effet l’imple´mentation de la version pre´sente´e dans ce travail est bien trop couˆteuse en
temps et ne pre´sente gue`re d’inte´reˆt pour la pre´vision des crues en temps re´el. Elle peut
ne´anmoins en pre´senter pour rejouer des e´ve`nements apre`s-coup.
La seconde me´thode pre´sente´e, celle du couplage de mode`les superpose´s, pre´sente
un couˆt de calcul nettement moindre mais n’assure que grossie`rement la continuite´ des
variables d’e´tat entre les mode`les. Il serait inte´ressant d’e´tudier en profondeur les raisons
de cette diffe´rence et par suite les moyens d’y reme´dier.
Ne´anmoins des travaux re´cents portant un cas d’e´tude acade´mique ont montre´ des
re´sultats tre`s prometteurs dans le cas d’une troisie`me me´thode de couplage. Celle-ci
consiste a` mode´liser l’e´coulement dans le lit mineur avec un mode`le 1D et l’e´coulement
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dans le lit majeur avec un ou plusieurs mode`les 2D. Ainsi les mode`les 1D et 2D ne sont
pas superpose´s. Cette me´thode pre´sente trois inte´reˆts importants :
• le mode`le 2D ne re´sout pas les e´quations de Saint-Venant dans le lit mineur qui
constitue la zone ou` en ge´ne´ral le maillage est le plus dense, supposant donc une
re´duction importante du couˆt de calcul ;
• cette me´thode ne ne´cessite pas de modifier la ge´ome´trie du mode`le 1D ;
• la conservation du mode`le 1D d’un seul tenant permet d’utiliser les me´thodes d’as-
similation de donne´es de´veloppe´es sur ce mode`le.
Cette dernie`re me´thode de couplage devrait a` terme eˆtre imple´mente´e, avec l’appui
d’EDF, sur la zone de Bayonne dans le cadre de la collaboration qui lie le CERFACS et
le SCHAPI.
Annexe A
Inondations des Gaves Re´unis a`
Peyrehorade du 19 Juin 2013
Fig. A.1 – Laisse de crue du 19 Juin 2013 a` Peyrehorade.
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(a)
(b)
Fig. A.2 – (a)-(b) Berge Nord de Peyrehorade.
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(a)
(b)
Fig. A.3 – (a) Berge Sud de Peyrehorade (b) Berge Nord de Peyrehorade.
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(a)
(b)
Fig. A.4 – (a) Route de Hastingue-Guiche, berge Sud de Peyrehorade (b) Route de
Oeyregave, berge Sud de Peyrehorade.
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(a)
(b)
Fig. A.5 – (a) Route d’Oloron, berge Sud de Peyrehorade (b) Route de Sorde l’Abbaye,
berge Nord de Peyrehorade.
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(a)
(b)
Fig. A.6 – (a) Gave d’Oloron a` Sorde l’Abbaye (b) Gave d’Oloron a` Sorde l’Abbaye.
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Fig. A.7 – Route de´partementale de Sorde l’Abbaye.
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Annexe B
Illustration de l’e´volution temporelle
des fonctions de corre´lation ZZ sur
le chemin 7-5-2-1
Nous pre´sentons dans cette annexe un exempled’e´volution temporelle d’une fonction
de corre´lation ZZ le long du chemin 7-5-2-1. Tandis que l’extension spatiale de cette
fonction sur ce chemin a` l’amont reste relativement stationnaire son extension spatiale
a` l’aval est soumise a` une variabilite´ nettement plus importante. En effet come on peut
le voir la fonction de corre´lation est d’abord tre`s e´tendue a` l’aval puis elle a tendance a`
se « contracter », son extension spatiale a` l’aval se re´duit avant de croˆıtre brutalement
(figure B.1)-(h).
259
260
ANNEXE B. ILLUSTRATION DE L’E´VOLUTION TEMPORELLE DES
FONCTIONS DE CORRE´LATION ZZ SUR LE CHEMIN 7-5-2-1
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Fig. B.1 – Evolution temporelle de la fonction de corre´lation ZZ relative a` la station de
Peyrehorade sur le chemin 7-5-2-1 du temps t au temps t+ 7h.
Annexe C
Donne´es utilise´es pour les
expe´riences re´elles
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(a) (b)
(c) (d)
(e)
Fig. C.1 – Episode 2009-1. Forc¸ages (a) amonts (b) aval et observations a` (c) Peyre-
horade (d) Urt (e) Lesseps.
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(a) (b)
(c) (d)
(e) (f)
Fig. C.2 – Episode 2009-2. Forc¸ages (a) amonts (b) aval et observations a` (c) Peyre-
horade (d) Urt (e) Lesseps (f) Pont-Blanc.
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(a) (b)
(c) (d)
(e) (f)
Fig. C.3 – Episode 2010. Forc¸ages (a) amonts (b) aval et observations a` (c) Peyre-
horade (d) Urt (e) Lesseps (f) Pont-Blanc.
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(a) (b)
(c) (d)
(e) (f)
Fig. C.4 – Episode 2011-1. Forc¸ages (a) amonts (b) aval et observations a` (c) Peyre-
horade (d) Urt (e) Lesseps (f) Pont-Blanc.
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(a) (b)
(c) (d)
(e) (f)
Fig. C.5 – Episode 2011-2. Forc¸ages (a) amonts (b) aval et observations a` (c) Peyre-
horade (d) Urt (e) Lesseps (f) Pont-Blanc.
267
(a) (b)
(c) (d)
(e) (f)
Fig. C.6 – Episode 2012. Forc¸ages (a) amonts (b) aval et observations a` (c) Peyre-
horade (d) Urt (e) Lesseps (f) Pont-Blanc.
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(a) (b)
(c) (d)
(e) (f)
Fig. C.7 – Episode 2013. Forc¸ages (a) amonts (b) aval et observations a` (c) Peyre-
horade (d) Urt (e) Lesseps (f) Pont-Blanc.
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(a) (b)
(c) (d)
(e) (f)
Fig. C.8 – Episode 2014. Forc¸ages (a) amonts (b) aval et observations a` (c) Peyre-
horade (d) Urt (e) Lesseps (f) Pont-Blanc.
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