The staggered quantum walk (SQW) model is defined by partitioning the graph into cliques, which are called polygons. We analyze the role that the size of the polygon intersection plays on the dynamics of SQWs on graphs. We introduce two processes (intersection reduction and intersection expansion), that change the number of vertices in some intersection of polygons, and we compare the behavior of the SQW on the reduced or expanded graph in relation to the SQW on the original graph. We describe how the eigenvectors and eigenvalues of the evolution operators relate to each other. This processes can help to establish the equivalence between SQWs on different graphs and to simplify the analysis of SQWs. We also show an example of a SQW on a graph that is not included in Szegedy's model, but which is equivalent to an instance of Szegedy's model after applying the intersection reduction.
Introduction
The staggered quantum walk (SQW) model (Portugal et al. 2015) has been actively studied in the last years and its relation with other quantum walk models has already been established. Portugal et al. (2015) showed that Szegedy's quantum walk model (Szegedy 2004 ) is included in the SQW model. Portugal (2016a) showed that many instances of coined QWs (Aharonov et al. 1993 (Aharonov et al. , 2001 ) can be cast into Szegedy's model and therefore into the SQW model, including the abstract search algorithm scheme (Ambainis et al. 2005) . Coutinho and Portugal (2018) showed that the SQW model is able to provide a natural discretization of a continuous time quantum walk (Farhi and Gutmann 1998) for some special class of graphs.
In terms of physical implementation, presented an extension of the SQW model that can be used for physical implementations in terms of time independent Hamiltonians. And Moqadam et al. (2017) proposed an implementation with superconducting microwave resonators. In terms of algorithmic applications, spatial quantum search was analyzed on the two dimensional lattice (Portugal and Fernandes 2017) and on hexagonal lattices (Chagas et al. 2018) . The quantum algorithm for element distinctness was analyzed using the SQW model by Portugal (2018) obtaining optimal values for some critical parameters of Ambainis' quantum algorithm (Ambainis 2004) .
A SQW on a graph is defined by a graph tessellation cover. A tessellation is a partitioning of the graph into cliques, called polygons. A tessellation cover is a set of tessellations that cover all the edges of the graph. We say that an edge belongs to a tessellation if both of its endpoints belong to the same polygon. See Fig. 1 for an example of a tessellation cover of a graph. Abreu et al. (2018) showed that the problem of deciding whether a graph is t-tessellable is NP-complete.
The first step to define a SQW on a graph is to find a tessellation cover for it. With the tessellations in hands, we associate a unit vector to each polygon. Then, a local operator is defined for each tessellation as a reflection through the space spanned by the polygons. And the evolution operator is the product of the local operators for each tessellation. Let us see an example. Suppose we have the star graph S 3 in Fig. 1 covered by 3 tessellations: T blue ¼ ff0; 3g; f1g; f2gg, T red ¼ ff0g; f1; 3g; f2gg and T green ¼ ff0g; f1g; f2; 3gg.
The Hilbert space associated to this graph has dimension 4. We can associate unit vectors to the polygons in each tessellation. For the blue tessellation, define
for the red tessellation,
and for the green tessellation,
The amplitudes in those states can be arbitrarily defined, as long as the states remain unitary. From these states, we can generate local operators, which allows a particle to move only to neighboring vertices inside its polygon,
Finally, the evolution operator is given by the product of the local operators,
And now we have completely defined a SQW on S 3 . In this paper, we are interested on what happens when we have more than one vertex in the intersection of polygons (the SQW in Fig. 1 , for example, has one vertex in all intersections). We introduce two processes (intersection expansion and intersection reduction) that change the number of vertices in the intersection. We analyze the dynamics of the SQWs on the original graph and on the reduced or expanded graph. We show that the SQW on the graph obtained by these processes are equivalent to the SQW on the original graph, if some assumptions are made for the vertices in the intersection.
Additionally, we analyze what happens to the eigenvalues and eigenvectors of the evolution operators. Both the original and reduced or expanded SQW will share some eigenvalues and their eigenvectors can be expressed in terms of each other. The SQW with bigger space have additional eigenvectors which can be described explicitly. These eigenvectors are associated with eigenvalue þ 1 if the number of tessellations is even. Otherwise, they are associated with eigenvalue À 1. This study can help to better understand this model and to find equivalence between SQWs on different graphs. Moreover, it can simplify the analysis of SQWs which have more than one vertex in some polygons intersection.
Our paper is divided as follows. The intersection expansion process is explained in Sect. 2, followed by the intersection reduction in Sect. 3. Examples are drawn in both sections. In Sect. 4, we summarize and combine the results obtained in the previous sections. An example of the spatial search on the two-dimensional lattice is presented. The conclusions are presented in Sect. 5.
Intersection expansion
Suppose we have a SQW on a graph G ¼ ðV; EÞ with ' tessellations. Moreover, suppose G has a vertex u which is the only vertex in the intersection of some polygons. See an example with 3 tessellations in Fig. 2a . Let P j (j ¼ 0; . . .; ' À 1) be the polygons which contain vertex u. The state jP j i 2 H jVj induced by polygon P j is 
The reflection operator associated to each tessellation is
where R j is the sum of the outer products of the states associated to the remaining polygons. For example, consider the graph in Fig. 1 and suppose vertex u is vertex 3. Then, U blue ¼ 2ðja 0 iha 0 j þ R blue Þ À I, where R blue ¼ ja 1 iha 1 j þ ja 2 iha 2 j. The evolution operator U is a product of all reflection operators generated by the polygons in each tessellation,
We ''expand'' vertex u into a k-clique, such that the intersection of polygons has more than one vertex. That is, we transform a graph in Fig. 2a into a graph in Fig. 2b , for example. Let us label the vertices of the k-clique as f0; 1; . . .; k À 1g. Call the new graphG ¼ ðṼ;ẼÞ, wherẽ V ¼ f0; 1; . . .; k À 1g [ Vnfug. Each vertex in the clique is connected with each neighbour of the original vertex. That is, for any v 2 V if v $ u, then v $ f0; . . .; k À 1g. The kclique will belong to the same polygons as the original vertex u. Since we are inserting cliques and maintaining all the connections from the previous graph, the tessellations will remain valid. Each polygon will still contain a clique.
Let us associate a unitary state, jũi 2 H jṼj , to the kclique,
This state will determine how we describe the amplitudes of the k-clique in each polygon. Define the state induced by polygonP j as
The domain of the standard basis jvi is extended to H jṼj and jP j i 2 H jṼj is unitary. In the same way as before, we can generate the reflection operators,Ũ j , for each tessellation, and the evolution operatorŨ ¼Ũ 1Ũ2 . . .Ũ ' .
Let us define e Á : H jVj ! H jṼj such that for any
where
Notice that jP j i in Eq. (8) follows the definition in Eq. (9).
We can obtain an important property such that for any j/i; jwi 2 H jVj ,
The action of U j on a generic state,
is given by
From Eq. (11), we obtain that
Observe that R j jui ¼R j jũi ¼ 0 and these operators act the same on the rest of each graph, since they are generated by the polygons that do not contain vertex u or the clique. Therefore, from Eqs. (13) and (14),
The amplitudes of the vertices belonging to P i nfug are the same in U j jwi andŨ j jwi. The amplitude of u is divided into the vertices of the clique depending on the amplitudes of jũi. This implies that when we apply the evolution operator U/Ũ to some state jwi/jwi, the amplitudes of the vertices belonging to P i nfug will be the same and the probability of obtaining vertex u after measurement (in the computational basis) is the same as the probability of obtaining one of the vertices in the clique. It is important to notice that this is valid only if jwi has amplitudes multiples of jũi for the vertices in the intersection, as defined in Eq. (9). More formally, from Eq. (15), we can writẽ
Eigenvectors and eigenvalues of the evolution operators
It is easy to identify part of the eigenvectors and eigenvalues ofŨ. Let jki 2 H jVj , be a k-eigenvector of U. From Eq. (16), we havẽ
That is, jki is a k-eigenvector ofŨ. All eigenvalues of U are eigenvalues ofŨ. However,Ũ has bigger dimension and it has additional k À 1 eigenvectors. The ansatz is that a state j/i such that h/jvi ¼ 0 if v 2 Vnfug and hP j j/i ¼ 0 for all j, will be an eigenvector ofŨ. Notice thatŨ j j/i will simply flip the sign of the amplitudes of j/i. Therefore, j/i can be a þ 1-eigenvector ofŨ if the number or tessellations is even, becauseŨ will flip the sign of the amplitudes
The role of tessellation intersection in staggered quantum walks an even number of times. Or j/i can be a À 1-eigenvector if the number of tessellations is odd. Having more than one vertex in the intersection allows us to easily find a set of orthonormal eigenvectors of this kind. Let
We can find a set of k À 1 orthonormalized vectors that satisfy Eq. (18). Define
where 1 j k À 1 and
It is easy to check that jm j i satisfy Eq. (18) and hm i jm j i ¼ 0, for i 6 ¼ j. Moreover, hm j jũi ¼ 0, for all j, which means that the eigenvectors jm j i are orthogonal to the other eigenvectors of U described by Eq. (17).
Example: expansion on the star graph S 3
Let us see a small example. Consider we expanded vertex 3 from the star graph S 3 in Fig. 1 by a 3-clique. The result is shown in Fig. 3 .
Let us associate a unit vector to the 3-clique,
Let us choose the uniform superposition by making
Then, following the same structure as in Eqs.
(1)-(3), the unit vectors associated to the polygons in each tessellation are
We simply substituted j3i in Eqs. (1)- (3) by jũi. The local operators areŨ
jc j ihc j j À I and the evolution operatorŨ ¼Ũ greenŨredŨblue . Finding the spectral decomposition ofŨ, we obtaiñ
:
For comparison, we can show the eigenvectors of the original SQW on the star graph S 3 , described by the evolution operator U in Eq. (4): 
We can see that the construction of the eigenvectors jki of U follow the rules described in Sect. 2.1 andŨ has two additional À 1-eigenvectors, jm 1 i and jm 2 i, because we have 3 tessellations. They can be found directly from Eq. (19).
Intersection reduction
Now consider the opposite case. We have a SQW on a graph which has more than one vertex on some intersection of polygons. In this case, we can show that we can ''reduce'' the intersection to one vertex, depending on some conditions. Consider that we have a SQW on a graphG ¼ ðṼ;ẼÞ with ' tessellations. Suppose that there are k vertices in the intersection (I ¼ f0; 1; . . .; k À 1g) of polygonsP j , 0 j ' À 1. Let the states induced by the polygonsP j be defined as
In order to be able to reduce the intersection, the amplitudes of the vertices in the intersection in the states induced by polygons should be multiples of each other, that is, c 
for some tessellation j. You can choose any tessellation. Then, we can rewrite . We can see that the evolution operatorŨ is described exactly as in Sect. 2. Therefore, its eigenvalues and eigenvectors and the ones from the reduced operator U obey the construction described in Sect. 2.1, withŨ having additional k À 1 eigenvectors associated to eigenvalues AE 1 depending on the tessellation number.
Example: reduction to star graph S 3
Suppose we have a SQW on the graph depicted in Fig. 3 . In this case, the vertices in the intersection I ¼ f3; 4; 5g. Let the unit vectors associated to the polygons in the blue tessellation be
For the red tessellation we have,
And for the green tessellation,
The local operators arẽ
and the evolution operatorŨ ¼Ũ greenŨredŨblue .
We can see thatc 
We can now rewrite states jã 0 i, jb 1 i, jc 2 i as
This is a slightly different walk as the one presented in Sect. 2.2. In this case, the evolution operator is
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Now we reduce the intersection to one vertex. Let us label the new vertex as 3. Our new graph G ¼ ðV; EÞ has vertex set V ¼ f0; 1; 2; 3g and we obtain exactly the SQW on Fig. 1 . The unit vectors associated to the polygons will be the ones described for the graphG by substituting jũi by j3i. This gives us exactly the states in Eqs. (1)-(3). The eigenvectors for this SQW is shown in Eq. (20) . From this example we can see how the same SQW U can generate differentŨ's depending on how we define jũi.
Results
We can combine our results in the following theorems. Let U andŨ be evolution operators from SQWs associated to graphs G ¼ ðV; EÞ andG ¼ ðṼ;ẼÞ, respectively, obtained from an intersection expansion or reduction process as described in Sects. 2 and 3. Theorem 1 Let jwi 2 H jVj be a generic state and jwi 2 H jṼj be defined as in Eq. (9). The action of the local operators on these vectors, that is, U j jwi andŨ j jwi, preserves the amplitudes of the vertices that don't belong to the reduced or expanded intersection and preserves the probability of obtaining a vertex in the intersection after measurement in the computational basis, that is, hvjŨ j jwi ¼ hvjU j jwi, for all v 2 Vnfug and hũjŨ j jwi ¼ hujU j jwi.
Theorem 2Ũ has k À 1 eigenvectors jm j i; 1 j k À 1, given by Eq. (19) , where k is the number of vertices in the intersection of some polygons. They are associated with eigenvalue À1 if the number of tessellations is odd. Otherwise, they are associated with eigenvalue þ1. The remaining eigenvalues and eigenvectors of U andŨ are as follows. jki is a k-eigenvector of U if and only if jki is also a k-eigenvector ofŨ [see Eq. (17)].
Notice that the intersection reduction or expansion process can be applied on multiple intersections one at a time, as we can see in the following example.
Example: search on the two dimensional lattice
A standard flip-flop coined QW with the four-dimensional Grover coin on the two dimensional lattice is equivalent to the SQW on the graph and tessellation partition depicted in Fig. 4a (Portugal 2016 ). This graph is obtained by substituting each vertex of a n Â n two dimensional grid by a 4-clique. Portugal (2016b) numerically analyzed the search problem in the graph depicted in Fig. 4b . This graph is obtained by substituting each vertex in graph 4a by two vertices. It consists of n 2 8-cliques linked by 2n 2 4-cliques with a torus-like topology, as in graph 4a. This graph is in the class of graphs that are not line graphs. See Ref. (Portugal 2016b ) for more details. What is important about this class is that the 2-tessellable SQWs on graphs in this class have one or more edges in the intersection of the tessellations and SQWs on graphs in this class can be included neither in Szegedy's model nor in the flip-flop coined model.
The graphs in Fig. 4b , c are obtained by substituting each vertex in the graph of Fig. 4a by 2 vertices and by 3 vertices, respectively. We will prove, using our results, that searching for a clique on the blue polygons in any of these graphs is equivalent to searching for a vertex in the two dimensional lattice.
Suppose we increase each vertex in Graph 4a by q vertices, where q ! 1, then the graph will consist of n 2 4q-cliques linked by 2n 2 2q-cliques with a torus-like topology. Graph in Fig. 4c is obtained for q ¼ 3. We can define a SQW on these graphs. The Hilbert space associated to the graph has dimension 4qn 2 . The vectors associated with the blue polygons are
and the vectors associated with the red polygons are jb ð0Þ
for 0 x; y n À 1 and the arithmetic with the labels of jx; yi is performed modulo n. The evolution operator isŨ ¼Ũ 1Ũ0 , where 
There are 4n 2 intersections of polygons with q vertices.
Intersection reduction
By Theorem 2, we can reduce each intersection to one vertex. For doing that we can easily verify that the amplitudes in the states jã xy i, jb 
The new evolution operator U is the operatorŨ for q ¼ 1.
Spatial search
The implementation of spatial search on SQWs can be done by using partial tessellations. This is simply done by removing polygons from the tessellation and the vertices in the missing polygons will be the marked ones.Without loss of generality, let us assume the 4q-clique in position (0, 0) is the marked one. Then, the search operatorŨ 0 is obtained by removing the polygon which induces the state jã 00 i, as we can see in 
It is possible to show that the SQWŨ has the same complexity as the SQW U for searching a marked clique in the blue polygons. An intuitive proof of that fact is by showing thatŨ 0 acts the same as U 0 , preserving the same probability in both cliques during time. In Sect. 2, we have shown that for someŨ and U. But now we have to consider the search algorithm. The difference between U 
The initial state can be written in terms of jũ ðmÞ x;y i, then the probability of obtaining a marked vertex (of U 0 orŨ 0 ) will be the same throughout the evolution. From Theorem 1, the other intersections which does not contain marked vertices will preserve the same probability. Portugal (2016a) showed that the SQW with a missing blue polygon on graph 4a is equivalent to the non-regular flip-flop coined QW on the two-dimensional lattice with coin (À I) on the marked vertex and the Grover coin on the non-marked vertices. Therefore U 0 andŨ 0 have the same probability of success as for searching a marked vertex on the two dimensional lattice. The number of steps of the algorithm is Oð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi N log N p Þ and the success probability is Oð1= log NÞ, where N ¼ n 2 . The total cost of the algorithm applying the amplitude amplification method is Oð ffiffiffiffi N p log NÞ. Another way to prove is to use the abstract search algorithm scheme (Ambainis et al. 2005 ) and find the spectral decomposition ofŨ, which can be obtained from U by Theorem 2.
Conclusions
We have analyzed the role that the size of the polygon intersection plays on the dynamics of SQWs on graphs. We have introduced an intersection reduction and expansion processes, which decreases or increases the number of vertices in some intersection of polygons. We have shown how the SQW on the reduced or expanded graph behaves in relation to the SQW on the original graph. We also have described how the eigenvectors and eigenvalues of the reduced or expanded SQW relates to the eigenvectors and eigenvalues of the original SQW. We can conclude that both SQWs are equivalent if the vertices in the intersection are not treated individually.
From the example in Sect. 4.1, we can see that it is possible to find SQWs that are not in Szegedy's model and which are equivalent to an instance of Szegedy's model after an intersection reduction process. Moreover, it is also possible to use an intersection reduction or expansion process on SQW-based search algorithms, depending on the location of the marked vertices.
Since an intersection of polygons with more than one vertex is responsible for AE 1-eigenvectors, when the conditions for the reduction process are satisfied, it would be interesting to study how localization plays a role on SQWs with more than one vertex in the intersection of polygons.
