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ABSTRACT
Entity resolution (ER) is one of the fundamental problems in
data integration, where machine learning (ML) based clas-
sifiers often provide the state-of-the-art results. Consider-
able human effort goes into feature engineering and training
data creation. In this paper, we investigate a new problem:
Given a dataset DT for ER with limited or no training data,
is it possible to train a good ML classifier on DT by reusing
and adapting the training data of dataset DS from same or
related domain? Our major contributions include (1) a dis-
tributed representation based approach to encode each tuple
from diverse datasets into a standard feature space; (2) iden-
tification of common scenarios where the reuse of training
data can be beneficial; and (3) five algorithms for handling
each of the aforementioned scenarios. We have performed
comprehensive experiments on 12 datasets from 5 differ-
ent domains (publications, movies, songs, restaurants, and
books). Our experiments show that our algorithms provide
significant benefits such as providing superior performance
for a fixed training data size.
1. INTRODUCTION
Entity resolution (ER) – which identifies pairs of duplicate
entities – is a fundamental problem in data integration. Sev-
eral studies [29, 37, 19] show that machine learning (ML)-
based methods often provide state-of-the-art results for ER.
The seedy underbelly of such superior performance is the
considerable human effort that underlies these ML methods.
Critical prerequisites to obtain the aforementioned state-of-
the-art results often include the availability of enough la-
beled data in the form of matching and non-matching tu-
ple pairs, good feature engineering, and fine-tuning of the
models. Each of these steps requires considerable human
effort, which is obviously expensive. Furthermore, many of
the sophisticated ML models require large training data to
achieve good results [30]. In fact, it has been reported [18]
that achieving F-measures of ∼99% with random forests can
require up to 1.5M labels even for relatively clean datasets.
Large organizations often have 100s of datasets to be in-
tegrated and deduplicated [51]. Furthermore, organizations
continuously produce or acquire new datasets, and each time
they have to identify duplicates before feeding these datasets
to downstream processes. Unfortunately, they need to spend
a lot of human effort with each new dataset if the previous
steps are all repeated from scratch.
Reuse and Adaptation for ER. In this paper, we inves-
tigate the following problem for ER:
Given a target dataset DT to be deduplicated with lim-
ited or no training data, is it possible to train a good ML
classifier for DT by reusing and adapting the training data
from a related dataset DS?
An affirmative answer to the above problem has the po-
tential to dramatically reduce the human effort needed. We
would like to note that our work is orthogonal and can be
used in conjunction with other approaches to reduce labeling
effort such as active learning [48] and weak supervision [46].
Prior Art and Their Limitations. Consider source DS
and target DT datasets, with labeled training data D
L
S
and DLT , respectively, where “+/−” means a matching/non-
matching tuple pair, as shown in Figure 1. Consider three
classical methods for designing an ML classifier, M(DT ), for
DT . (1) No Transfer (NoT) only uses the training data D
L
T
from the target to train M(DT ), while ignoring the training
data, DLS , from the source. (2) Naive Transfer (NvT). The
other end of the spectrum is to blindly apply the classifier
built on DS to DT . (3) Transfer learning (TL). A smarter
approach is to use the training data not only from the target
(DLT ), but also from the source (D
L
S ), which is the chief goal
of transfer learning (TL) [40, 52].
Obviously, (1) NoT will not work when DT has no training
dataset (i.e., DLT = ∅), or DLT is very small thus producing
a classifier which will be biased and likely overfit, especially
for high capacity ML classifiers such as deep learning, ran-
dom forests, and SVMs. (2) NvT works well only if the
two datasets are very similar in terms of both features and
data distribution, which are often violated in practice, for
example when we have different schemas and distributions
of duplicates between the source and the target. Although
intuitive, as we shall elaborate in Section 4 and in the exper-
iments, directly applying prior TL methods (3) is doomed to
fail since for ER purposes, datasets DS and DT might have
a number of differences that make knowledge transfer chal-
lenging. These can be major such as different schemata, or
subtle such as different vocabulary, different distributions of
duplicates, different duplicate to non-duplicate ratios, and
divergence in the most discriminative features.
Research Challenges. Let X be the similarity vector be-
tween two tuples and y be the label (1 for duplicate or 0 for
not). The Fellegi-Sunter, a central model for solving the ER
problem [21], can be considered as a probabilistic decision
rule that declares a given X as a duplicate if the likelihood
P (y|X) exceeds a given threshold. Any ML classifier can
be used to learn this probability from the data. Given this
setting, the fundamental challenges of TL for ER are:
(I) Prior Probability Shift occurs when the probability
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Figure 1: Illustration of Designing ER Classifiers
distribution of the labels vary between DS and DT . For
example, DS could be a relatively clean dataset with very
few duplicates while DT could be a noisy dataset where a
much larger fraction of tuple pairs are duplicates resulting
in very different prior probabilities PS(y) and PT (y).
(II) Covariate Shift occurs when DS and DT have
very different distributions of similarity vectors PS(X) and
PT (X). For instance, if DS is mostly clean, then most X
from PS(X) might have low similarity values.
(III) Class Conditional Probability Distribution Shift oc-
curs when the quantities PS(y|X) and PT (y|X) differ, i.e.,
given the same similarity vector X, the likelihood that it is
a duplicate might vary between DS and DT .
(IV) Sample Selection Bias occurs when the process by
which datasets DS and DT are obtained is very different.
One common culprit is blocking that can be considered as
a non-random process that selects a subset of all possible
tuple pairs (i.e., candidate set) using a label dependent pro-
cess where (potential) duplicates are preferentially chosen
over (potential) non-duplicates. If DS and DT use different
blocking processes (such as varying aggressiveness for prun-
ing), the generated candidate sets could have selection bias.
Covariate shift is a special case of sample selection bias.
(V) Imbalanced Data. ER is usually an imbalanced clas-
sification problem as non-duplicates out-number duplicates
by orders of magnitude. This issue is compounded by the
fact that the sizes of DS and DT (or their corresponding
labeled subsets DLS , D
L
T ) could be imbalanced as well. For
example, DS might have millions of tuple pairs while DT
could have only thousands. If we blindly apply TL, any
signal from DT will be overwhelmed by DS .
Contributions.
(1) Identification of Common ER Reuse Scenarios. We
identify a set of real-world scenarios that might benefit
from the reuse of ER classifiers. Each of these scenarios
constitutes an equivalence class requiring a specific reuse
technique. (Section 2)
(2) Feature Space Standardization. A fundamental road-
block in applying TL for ER is the heterogeneity of the
schemata and thereby features for the classifiers. We pro-
pose an effective mechanism such that tuple pairs from each
dataset are encoded into the same feature space, which fa-
cilitates the reuse of classifiers. Our method is based on
distributed representations (DRs), a fundamental concept in
deep learning. This has a number of advantages such as al-
lowing semantic similarity, making our approach as close to
off-the-shelf methods as possible. (Section 3)
(3) Reuse Algorithms Spectrum. We propose five algorithms
that can handle most of the common labeling data scenar-
ios in applying TL to ER and the aforementioned challenges.
These include no transfer, naive transfer, instance weight-
ing, feature augmentation with/without labeled data. The
algorithms are classifier-agnostic and can be readily adapted
to all of the popular ER classifiers such as random forests,
logistic regression, and SVMs. (Section 4)
(4) Practical Issues. We describe a number of practical is-
sues that one might encounter when trying to reuse ML
classifiers for ER and provide some empirical rule-of-thumb
advices that are backed by extensive experiments. Some of
the important issues that we study include: (a) how to reuse
when there are multiple possible sources, (b) is it possible
to reuse a dataset from an unrelated domain, (c) when and
when not to reuse, and (d) how to select an appropriate
source dataset to reuse from a set of candidates. (Section 5)
(5) Experiments. We conduct comprehensive experiments
on 12 datasets from 5 domains (publications, movies, songs,
restaurants, and books). The results show that TL can pro-
vide significant benefits such as providing superior perfor-
mance for a fixed training dataset size. (Section 6)
2. BACKGROUND AND SCENARIOS
In this section, we first introduce key concepts related
to ER (Section 2.1) and then categorize the different data
scenarios for applying TL to ER (Section 2.2).
2.1 Entity Resolution
Let T and T ′ be two relations with aligned schema
{A1, A2, . . . , Am}. We denote by t[Aj ] the value of attribute
Aj on tuple t. The problem of entity resolution (ER) is,
given all distinct tuple pairs (t, t′) ∈ T × T ′, to determine
which pairs of tuples refer to the same real-world entity. A
pair of tuples is said to match (resp. mismatch) when they
refer to the same (resp. different) real-world entity.
Blocking. For efficiency reasons, ER solutions typically
first run blocking methods, which generate a candidate set
C ⊆ T×T ′ that includes tuple pairs that are likely to match.
Training Data. Most, if not all, ER solutions need train-
ing data, which is formalized as follows. A labeled training
dataset is L ⊆ T × T ′ × {0, 1}, where the triplet (t, t′, 1)
(resp. (t, t′, 0)) denotes that tuples t and t′ are (resp. are
not) duplicates.
Fellegi-Sunter Model [21] is a formal framework for prob-
abilistic ER and most prior ML works are simple variants
of this approach. Basically, they train an ML classifier M
on the labeled dataset L such that M can accurately dis-
tinguish tuple pairs in candidate set C to be either match
or non-match, by using vectors of similarity scores between
aligned attributes as features.
Monotonicity of Precision was introduced in [2]; it states
that if the similarity score of (t1, t2) is higher than (t
′
1, t
′
2),
then (t1, t2) is more likely to be a duplicate. Although the
monotonicity assumption could be violated for particular
tuple pairs, it usually holds in an aggregate sense.
2.2 ER Scenarios for TL
Transfer Learning (TL) seeks to utilize the knowledge
from one or more related sources, usually in the form of fea-
tures, classifier, and training data, in order to design an ML
classifier for a target dataset with limited or no training data
(please refer to survey [40] and Section 7 for more details.).
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Figure 2: Feature Truncation and Standardization
In this work, we primarily seek to transfer both features
(by encoding tuples in a standard feature space) and train-
ing data, based on (a) encoding tuple pairs as a similarity
vector as per the Fellegi-Sunter model, and (b) assuming the
monotonicity of precision. Directly transferring ML classi-
fiers is often much trickier and require non-trivial changes.
Our approach, that does not transfer ML classifiers, has a
number of advantages such as requiring minimal changes to
existing ER pipelines and providing flexibility to use differ-
ent classifiers between the source and target datasets.
ER Scenarios for TL. Let the target dataset be DT =
(T, T ′). Let the source dataset be DS = (TS , T ′S).
We will postpone the discussion for n sources {D1S =
(T1, T
′
1), . . . , D
n
S = (Tn, T
′
n)} to Section 5.
We categorize ER scenarios based on the amount of train-
ing data available for building an ML classifier. We use the
terms “limited” and “adequate” to loosely denote that the
amount of training data required for building an ML classi-
fier is not sufficient and sufficient, respectively. Of course,
this can vary for each dataset and ML classifier, and is often
determined by a domain expert. For example, deep learning
based methods may require much larger training data than
simpler models such as decision trees.
We consider four major scenarios for (Source, Target)
that commonly occur in practice: (1) (Adequate, Nothing),
(2) (Adequate, Limited), (3) (Limited, Limited), and (4)
(Adequate, Adequate).
Scenario (Adequate, Nothing) is hard as one has to build a
classifier using the training data from DS that yet performs
satisfactorily on DT . For the scenario (Adequate, Limited),
we wish to “augment” the limited training data from in DT
with the training data from DS . This augmentation must
be done in a careful manner so that the signals from the
source datasets do not swamp the ones from DT . (Limited,
Limited) is a tricky scenario where we do not have adequate
labeled data for both source and target datasets. Instead
of throwing up our hands in the air, we can try to “pool”
these limited resources so that we can get an effective classi-
fier that can perform well on each of these datasets. One can
apply a traditional ML classifier and achieve satisfactory re-
sults for the final scenario (Adequate, Adequate). However,
it is still possible to improve the performance of a classi-
fier by transferring some additional relevant knowledge and
make it more robust.
3. FEATURE SPACE STANDARDIZATION
In this section, we first describe the rationale for encoding
all the datasets into a standard feature space (Section 3.1).
We then propose such a feature space based on distributed
representations – a fundamental concept from deep learning.
We also propose an algorithm to encode each tuple into this
standard feature space and describe the various advantages
conferred by such an approach (Section 3.2).
3.1 Rationale for Feature Standardization
Feature Space Truncation vs Standardization. Given
“source” DS and “target” DT , it is not necessary – and even
unlikely – that they share a common schemata. Consider an
example where DT and DS have 10 and 15 attributes, re-
spectively, with 7 attributes in common. We cannot directly
use the classifier forDS toDT as they will have totally differ-
ent feature spaces. A naive approach would be to (re)build
an ML classifier for DS using only the 7 common attributes
and apply it on DT . We dub this simplistic and unappealing
approach as feature space truncation.
We instead advocate for a feature space standardization
approach where tuples from each relation in DS and DT are
all encoded into a standard feature space of dimension d.
Then we can build an ML classifier based on the Fellegi-
Sunter model, where the input vector measures the simi-
larity between two tuples in this standardized (or shared)
feature space. Figure 2 illustrates the difference between
feature truncation and feature standardization.
Feature Space Standardization in Other Domains.
Such standardization has been successfully used in a num-
ber of domains. Consider an object recognition task in the
computer vision domain on an input image with 1024×1024
pixels. Any image – whether it is that of a bird, an ani-
mal, a mountain or some random object – can be encoded
as an image with 1024 × 1024 pixels. In other words, all
images are implicitly encoded into the same feature space.
Hence, an ML model for classifying the given image as cats
or dogs (possibly trained over images photographed indoors)
can also be used to classify cats vs. dogs from another do-
main (images of cats and dogs taken outdoors). A simi-
lar phenomenon happens in information retrieval (IR) also.
Given a fixed vocabulary – say from the English dictionary
– it is possible to encode every English document as term-
frequency vectors under the bag of words semantics. An ML
model trained for categorizing an email as spam vs. non-
spam in one domain can be applied over another domain
as long as the inputs can be encoded in this feature space.
One might be tempted to use the IR approach for feature
space standardization in ER. Specifically, construct a dictio-
nary of all unique words from DS and DT and then encode
each tuple either as a term-frequency or TF-IDF vector un-
der the bag-of-words semantics. However, this approach has
a number of disadvantages. First, this has to be repeated
for different DS and DT . Second, this simplistic encoding
does not allow the use of sophisticated similarity measures
such as semantic measures. As we shall see, our proposed
approach dramatically improves on this naive way.
3.2 Distributed Representation for Tuples
We propose a standard feature space by using a funda-
mental concept from deep learning, namely distributed rep-
resentations (DRs) of words. We first describe these DRs
(see [24] for more details). We then present how to com-
pose a DR for a tuple from its component words. Note that
the rest of the paper is oblivious to the specific feature space
and readily admit other approaches that could encode tuples
from various datasets as a vector in a fixed feature space.
Distributed Representation for Words. DRs of words
(a.k.a. word embeddings), recently introduced to deep learn-
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Figure 3: Sample Word Embeddings
ing, are learned from the data such that semantically related
words have embeddings that are often close to each other.
Typically, these approaches map each word in a dictionary
into a high dimensional vector (e.g., 300 dimensions) where
the geometric relation between the vectors of two words –
such as vector differencing or cosine similarity – encodes a
semantic relationship between them. There exists a cornu-
copia of DRs for words including word2vec [36], GloVe [43],
fastText [11] and very recently ELMo [45]. Figure 3 shows
some sample word embeddings. More discussion of DRs for
ER can be found in [19, 37].
Distributed Representation for Tuples. We begin by
treating each tuple as a document by breaking the attribute
boundaries. For example, a tuple with four attributes (title,
author, venue, year) representing the foundational paper on
database is represented as a document “A relational model
of data for large shared data banks. Edgar Codd. Commu-
nications of the ACM. 1970.”.
By treating each tuple as a sentence, one can leverage the
extensive work from NLP that can encode sentences, para-
graphs, and documents into a DR [32]. However, these ap-
proaches are time consuming and recent works such as [56,
3] have shown that such complicated methods are often out-
performed in a transfer learning setting by simpler composi-
tional approaches. Hence, we propose a simple, yet efficient
and effective algorithm by synthesizing approaches from re-
cent work on deep learning for ER [19, 37] and theoretical
underpinnings of word embeddings [3, 26].
DR Composition. Let us first consider a simple scenario
where each of the words in the tuple is present in the DR
dictionary. A natural approach for composing a DR for a tu-
ple is to simply average the DRs of all words in the sentence.
DR(t) =
1
|t|
∑
w∈t
DR(w) (1)
DR(t) and DR(w) denote the DRs for tuple t and word
w, respectively. However, it is possible to do better by com-
puting the weighted average of the DRs instead of simple
averaging. Smooth Inverse Frequency (SIF) [3] is one such
weighting scheme that is reminiscent of TF-IDF weighting
from IR. Intuitively, the weight of a word is a/(a + p(w))
where a is a parameter (typically set to 0.0001) and p(w)
the frequency of word w. This simple approach is known to
outperform both simple averaging and even some complex
approaches [3, 56] due to the fact that the salient words often
have a higher impact than common words. The projection
of the average vectors on their first principal component is
then removed to reduce the bias. The frequency of a word
w can be computed from the union of DS and DT or even
from the union of all relations {D1S , . . . , DnS} from a given
Algorithm 1 Feature Space Standardization
1: Input: Target dataset DT
2: Optional Input: Source datasets DS = {D1S , . . . , DnS}
3: W = Set of all distinct words from DT
4: WD = Set of all words from the DR dictionary
5: WU = W \WD
6: // Compute DR for unknown words
7: for each word w ∈WU do
8: Collect context Cw from DS ∪DT
9: Compute DR(w) using Equation 3
10: // For computing weights for SIF
11: Estimate frequency of each word w ∈W over DS ∪DT
12: for each tuple t ∈ DT do
13: Compute DR(t) using Equation 2
14: // Computing distributional similarity vector
15: for each (t, t′) in candidate set C of DT do
16: DR(t, t′) = |DR(t)−DR(t′)|
domain even if they are not involved in the given ER task.
DR(t) =
1
|t|
∑
w∈t
a
a+ p(w)
DR(w) (2)
Handling Out-of-Vocabulary Words. A potential wrin-
kle in tuple composition happens when some of the words
in the dataset are not present in the DR dictionary. This is
dubbed as an out-of-vocabulary (OOV) scenario. Of course,
a simplistic and undesirable solution is to simply ignore such
words when computing the DR of a tuple or to use a random
vector. Prior work such as [19] also proposes expensive so-
lutions such as building a domain specific DR, using a prob-
abilistic retrofitting approach, or subword information [11].
In this work, we use a simple technique that approximates
the DR of an unknown word from its context. Imagine that
you are reading a sentence with a single unknown word w
with no access to a dictionary. Usually, you will seek to infer
the word’s meaning from its context (a list of other known
words near w). If you also have access to a list of other
sentences where this unknown word w occurs, you can get a
better handle on the word’s meaning by examining each of
its contexts [26]. We empirically found that this approach
provides a good-enough approximation of DRs for the un-
known words that is comparable with other approaches at
a fraction of their time. Formally, we compute DR of w as
DR(w) =
1
|Cw|
∑
c∈Cw
1
|c|
∑
w′∈c
DR(w′) (3)
where Cw is the set of contexts in which w occurs. In our
paper, we defined context to be k = 5 words that occur
before and after w.
Distributional Similarity Vectors. The next step is to
compute the distributional similarity vector for a pair of tu-
ples t and t′ that are passed as the input to the ML classifier.
Popular approaches to compute the distributional similarity
vector DR(t, t′) include vector differencing (op = subtrac-
tion) and Hadamard product (op = product). In our paper,
we use vector differencing.
DR(t, t′) =
d∑
i=1
|DR(t)[i] •DR(t′)[i]| (4)
Putting It All Together. Algorithm 1 shows how to en-
code all the tuples in the same feature space such that their
distributional similarity vector can be passed to an ML clas-
sifier for training/prediction under the Fellegi-Sunter model.
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Advantages of DR based Feature Standardization.
(1) All tuples from all datasets are encoded into the same
feature space enabling reuse of ML classifiers.
(2) The feature space has a number of appealing proper-
ties such as encoding semantic similarity and a fine-grained
similarity computed holistically over d = 300 dimensions.
(3) This standardization allows us to pool training data from
multiple source datasets – whereas under the feature trun-
cation approach, this would have resulted in a small set of
features that are present in each of the source datasets.
(4) It minimizes the effort of a domain expert in identifying
appropriate features, similarity functions, and so on.
(5) Allows reuse of popular DRs such as Word2vec, GloVe,
and FastText that are trained on very large corpora.
(6) Allows reuse of ML classifiers even from unrelated do-
mains by leveraging the monotonicity of precision.
4. ALGORITHMS
Our next goal is to study methods of TL for ER. Af-
ter introducing some notations, we will lay down different
desiderata for devising TL algorithms for ER (Section 4.1).
We then describe our proposed algorithms (Section 4.2).
Notation. For expository convenience, we abuse the use of
DS and DT as the sets of distributional similarity vectors of
the source and target datasets DS and DT obtained through
Algorithm 1. Let DLS ⊆ DS be the set of similarity vectors
for which the labeled data is available. Let DUS = DS\DLS be
the corresponding set of unlabeled similarity vectors. The
sets DLT , D
U
T are defined analogously for the target DT .
4.1 Algorithm Desiderata
There has been extensive prior work on TL algorithms
for various domains [40]. However, most of these algorithms
cannot be directly applied here as they are vulnerable to
ER specific challenges or ignore key ER properties. Our
goal is to select and adapt an effective set of algorithms
that perform well for ER. Most specifically, they must:
D1: successfully address the ER-specific challenges such as
imbalanced data, diverse schemata, and varying vocabulary,
D2: be capable of leveraging key ER properties such as
similarity vectors as features and monotonicity of precision,
D3: be simple, efficient, and can be readily included in the
existing ER pipelines such as Magellan [29],
D4: work on classifiers that are widely used in ER,
D5: be dataset and domain agnostic, and
D6: allow seamless transfer from multiple source datasets.
A key implication of these desiderata is that we would
prefer algorithms that cause as little changes in the exist-
ing pipelines as possible. In fact, all our algorithms re-
quire exactly one fundamental requirement – the ability to
set weights to each similarity vector. All the major ML li-
braries from various languages support this functionality.
This is the primary reason we prefer transferring data as
against transferring ML classifiers. While equally effective,
the latter often requires complex modification of the objec-
tive function of the ML classifiers that are often non-trivial
for a data cleaning expert and not available in the popular
ER toolkits.
4.2 TL Algorithms for ER Scenarios
Algorithm 2 Scenario (Adequate, Nothing)
1: Input: DS and DT
2: // Determine weights of each xi ∈ DLS .
3: D = {}
4: D = D ∪ {〈xi, 1〉} ∀xi ∈ DS
5: D = D ∪ {〈xi, 0〉} ∀xi ∈ DT
6: Train a logistic regression classifier on D
7: Create a weighted dataset Dw where weight of xi ∈ DLS is
computed from Equation 5
8: // Train an ML classifier for ER for DT
9: M = ML classifier trained on Dw
10: Apply M on DUT to detect duplicates
We now describe our proposed algorithms for the different
scenarios, which are based on the available training data in
DS and DT as introduced in Section 2.2.
Scenario 1: (Adequate, Nothing). This is an extreme
scenario where we do not have any training data DLT from
the target dataset. However, we have an adequate amount
of training data DLS that was used to build a good ML clas-
sifier for DS . This scenario is called unsupervised domain
adaptation in TL. At first blush, it might seem that we can-
not do better than the naive transfer approach. However,
this ignores the availability of a key resource – DUT .
Of course, DUT cannot be directly used to train an ML
classifier – it does not contain any labeled data after all.
However, it might still be possible to indirectly use DUT
to improve the classifier trained on DLS . Note that blindly
training a classifier on DLS optimizes it for good performance
on DS but not DT . This might be appropriate if DS and
DT are extremely related – otherwise a better alternative is
to ensure that the classifier is optimized for DT instead.
The key insight is that the naive transfer approach assigns
equal weights to the similarity vectors from DLS . However, if
we move towards a weighted paradigm where different sim-
ilarity vectors have different weights based on their fidelity
to DT , then the classifier would be able to achieve better
performance on DT . Suppose we have a mechanism to quan-
tify the selection probability that a similarity vector xi came
from dataset DT . Then we must assign more weight to xi
if the probability that it came from DT is high. Meanwhile,
we must assign low weights to the data points xi that have
a low probability of coming from DT .
There has been extensive work on different weighing
schemes by ensuring that the distance (such as KL-
divergence [53] and kernel mean matching [25]) between the
weighted DLS and D
U
T is minimized. We advocate for an al-
ternate weighing scheme originally proposed in [8] that can
be easily incorporated into an existing ER pipeline. The
crucial observation is that an ML classifier can be used to
generate the probability that xi came from a given dataset.
Our approach proceeds as follows. We create a training
dataset D by combining DS and DT . We assign a label of 1
to all similarity vectors in DS and a label of 0 to all similar-
ity vectors from DT . Note that this label is different from
whether a given similarity vector in DLS is a duplicate or not.
We then train an ML classifier (we use Logistic Regression
in our paper) to predict whether a given similarity vector xi
came from DS or DT . Specifically, we assign the following
weight to each similarity vector xi ∈ DS .
w(xi) =
1
p(y = 1|xi) − 1 (5)
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Algorithm 3 Scenario (Adequate, Limited)
1: Input: DS and DT
2: // Feature augmentation
3: D = {}
4: D = D ∪ {〈φS(xi), yi〉} ∀(xi, yi) ∈ DLS
5: D = D ∪ {〈φT (xi), yi〉} ∀(xi, yi) ∈ DLT
6: // Train an ML classifier for ER on DT
7: M = ML classifier trained on D
8: Apply M on DUT to detect duplicates
We can see why this specific weighing scheme is appropri-
ate for our purposes. If the classifier can confidently predict
xi as coming from DS , then it is likely to be very differ-
ent from DT . In such a case, we must assign a weight
close to 0. However, if the classifier is not very confident
(say p(y = 1|xi) ≈ 0.5), then it cannot clearly distinguish
whether xi came from DS or DT . This is a good candidate
and must be assigned a higher weight close to 1. Algorithm 2
describes the overall approach.
Scenario 2: (Adequate, Limited). The scenario where
we have adequate labeled data DLS and limited data from
DLT is called supervised domain adaptation in TL. One could
apply any of the three algorithms (NoT, NvT, and Algo-
rithm 3) for this scenario. Our objective though is to design
a classifier that achieves better performance by leveraging
DLT . Intuitively, if DS and DT are very related, one could
get good performance by simply pooling all data points from
DLS and D
L
T and training a single classifier. However, if they
are not very related, a different approach is needed.
Consider a specific component xj of similarity vector x
that measures the similarity along dimension j. If the
datasets are not too related, then the importance of compo-
nent xj might be different between DS and DT . If we train
a classifier after blindly pooling DLS and D
L
T , the learned
parameters might not be appropriate. However, we cannot
only train on DLT as it is limited.
The way out of this conundrum is feature augmentation
that enables us to learn parameters jointly when appropriate
and learn individually otherwise. There has been extensive
work on feature augmentation such as [33, 10, 31]. We ad-
vocate for a replication based feature augmentation [14, 15]
that requires minimal changes to the existing ER pipelines.
These approaches pre-process/transform datasets DLS and
DLT that can then be passed to any ML classifier.
Given a similarity vector x of dimension d, the approach
in [14, 15] creates a similarity vector of dimension 3 × d
by duplicating each feature xj in a clever manner that is
different for DS and DT .
φS(x) = 〈x, x,0〉 (6)
φT (x) = 〈x,0, x〉 (7)
The term 0 corresponds to a d-dimensional vector with
all 0s. The first d-dimensions correspond to common
features while the next two d-dimensions are for source
and target specific features respectively. For example, let
x = [0.1, 0.9] be a similarity vector: if x ∈ DLS , then
φS(x) = [0.1, 0.9, 0.1, 0.9, 0, 0]; and if x ∈ DLT , then φT (x) =
[0.1, 0.9, 0, 0, 0.1, 0.9].
This particular feature augmentation allows one to strate-
gically share the parameters when necessary and learn indi-
vidually otherwise. The first d dimensions allows us to learn
shared parameters while the next d-dimensions allows us to
Algorithm 4 Scenario (Limited, Limited)
1: Input: DS and DT
2: // Feature augmentation
3: D = {}
4: D = D ∪ {〈φS(xi), yi〉} ∀(xi, yi) ∈ DLS
5: D = D ∪ {〈φT (xi), yi〉} ∀(xi, yi) ∈ DLT
6: // Data + Feature augmentation
7: D = D ∪ {〈φU (xi), 0〉} ∀(xi, yi) ∈ DUT
8: D = D ∪ {〈φU (xi), 1〉} ∀(xi, yi) ∈ DUT
9: // Train an ML classifier for ER for DT
10: M = ML classifier trained on D
11: Apply M on DUT to detect duplicates
learn parameters individually for DS and DT , respectively.
We apply the appropriate transformation on each x from
DLS and D
L
T and feed the pooled transformed dataset to any
ML classifier. Algorithm 3 provides the pseudocode.
Scenario 3: (Limited, Limited). This is yet another
tricky scenario where only limited amounts of labeled data
DLS and D
L
T are available that might not be sufficient for
training effective individual classifiers for DS and DT . The
objective here is to train an effective classifier for both DS
and DT by pooling their respective labeled data.
Let us first dispense with an easier (sub) scenario. If DS
and DT are very related and the size of the pooled data
DP = D
L
S ∪ DLT is deemed to be adequate by a domain
expert, one can simply train an effective ML classifier by
training it on DP or even using Algorithm 3.
If DS and DT are not too related and/or pooled labeled
data is still limited, then we need a more sophisticated ap-
proach that leverages the unlabeled data. Without loss of
generality, let us assume that we need to build an ML classi-
fier for DT . We need to effectively pool not only D
L
S , D
L
T but
also DUT . Note that if we wish to build an ML classifier for
DS , then we use D
L
S , D
L
T , and D
U
S . This generic approach of
effectively utilizing both the labeled and unlabeled datasets
is known as semi-supervised domain adaptation in TL.
The key idea is to extend Algorithm 3 to make use of
the unlabeled target data DUT . Let us first consider what
happens if we simply apply Algorithm 3 on DP . If DP is
not of adequate size, then the classifier will overfit DP and
will not generalize well to DUT . So, we need to force the
learned classifier to do well on DUT without having access to
the labels. An elegant approach to this problem was first
proposed in [31, 16]. First, we transform each x ∈ DUT by
φU (x) = 〈0, x,−x〉 (8)
We perform data augmentation by creating two copies
of each x ∈ DUT . We assign the label duplicate for one of
them and non-duplicate to the other. This seemingly bizarre
augmentation is known to enforce a strong co-regularization
on the classifier by ensuring that the weights learned for
the transformed dataset also agree on the unlabeled data.
A rigorous analysis in terms of Rademacher complexity is
provided in [31]. The pseudocode for this approach is given
in Algorithm 4.
Scenario 4: (Adequate, Adequate). This is a relatively
straightforward scenario where we have adequate training
data for DT . Any of the algorithms proposed in this section
could be used here.
5. PRACTICAL ISSUES IN TL FOR ER
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Next, we shift gears to discuss several issues that arise in
practice and how to deal with them. Section 5.1 discusses
TL for multiple sources. Section 5.2 describes the selection
of source data, and Section 5.3 addresses model selection.
5.1 TL from Multiple Sources
Extending our algorithms to handle multiple source
datasets is relatively straightforward. Let {D1S , D2S , . . . , DnS}
be the set of n source datasets and DT be the target dataset.
Algorithm NoT : No Transfer. This algorithm is not im-
pacted by the number of source datasets as it simply trains
from the target dataset.
Algorithm NvT : Naive Transfer. We pool the similar-
ity vectors from the labeled subset of all source datasets to
create dataset DP and build ML classifier on it.
Scenario 1: (Adequate, Nothing). Extension to multi-
ple datasets requires two changes to Algorithm 2. In Line 4,
we assign a label of 1 to similarity vectors from all source
datasets {D1S , . . . , DnS}. As before, the similarity vectors
from DT are assigned a label of 0 and a logistic regression
classifier is trained. In Line 7, we compute the weights of the
labeled similarity vectors from each of the source datasets
using Equation 5. One can train any ML classifier on this
weighted training dataset and apply it on DUT .
Scenario 2: (Adequate, Limited). If there are n source
datasets with d dimensions each, then the transformed fea-
ture space has (n + 2) × d dimensions. Given input x, the
i-th d-dimensional window is set to x for the transforma-
tion function φiS of source Si. As before, the first and last
d-dimensions are set to x and 0. For example, if there n = 3
datasets, the transformation functions are given by:
φ1S(x) = 〈x, x,0,0,0〉 φ2S(x) = 〈x,0, x,0,0〉 (9)
φ3S(x) = 〈x,0,0, x,0〉 φT (x) = 〈x,0,0,0, x〉 (10)
Scenario 3: (Limited, Limited). The modification for
this scenario is identical to that of Scenario 2, i.e., φS and
φT . The only additional change that is needed is the feature
transformation function φU for unlabeled data. Continuing
the above example for n = 3, we have:
φU (x) = 〈0,0,0, x,−x〉 (11)
Scenario 4: (Adequate, Adequate). As mentioned be-
fore, any of the five proposed algorithms can be used for
this scenario. Depending on the specific algorithm, one can
reuse the appropriate extension to multiple sources.
5.2 Source Selection and Negative Transfer
The selection of an appropriate source dataset to transfer
from is of fundamental importance and has a disproportion-
ate impact on the performance of the classifier on dataset
DT . There has been extensive empirical research (such as
[47]) that shows that a naive transfer between two dissimi-
lar datasets can affect the performance of a classifier on the
target dataset. Negative transfer [44, 40] is an extreme case
where transfer from a source dataset results in a reduced
performance on the targeted dataset. However, research on
dataset relatedness and negative transfer is still in its in-
fancy thereby requiring guidance from a domain expert.
The key challenge is that dataset relatedness is inherently
multidimensional in nature. Two datasets might be differ-
ent from each other in terms of prior probability distribution
Algorithm 5 Source Relatedness via Selection Probability
1: Input: DS and DT
2: Add an origin column to DS and DT
3: Set origin column of DS to 1 and DT to 0.
4: for iter = 1 to 10 do
5: D = Randomly sample 80% of DS and DT
6: Train classifier M on D
7: Evaluate performance of M on DS ∪DT \D
8: Compute MCC using Equation 12
9: if average MCC over 10 runs ≤ 0.2 then
10: return DS and DT are sufficiently related
over labels or covariates, conditional distribution between la-
bels and similarity vector, sample selection bias, ratio/num-
ber of duplicates to non-duplicates, and many more. So
summarizing differences from all these dimensions into one
quantitative measure is quite challenging. We tackle two
simpler sub-problems relevant to ER for which one can come
up with effective heuristics.
P1: Are DS and DT sufficiently related? The fun-
damental idea is to reuse the classifier from Scenario 1 of
Section 4.2, which we used to distinguish source and target
datasets. Intuitively, if the trained classifier has high accu-
racy, then the two datasets are very different and can be eas-
ily distinguished. The key insight is to reduce the notion of
relatedness between two datasets to the selection probability
of the aforementioned classifier and use a sophisticated sta-
tistical test for distinguishing them. Let TP,TN,FP,FN be
the number of true positives, true negatives, false positives,
and false negatives of the classifier, respectively. Matthews
correlation coefficient (MCC) [4] is defined as
MCC =
TP× TN− FP× FN√
(TP+ FP)(TP+ FN)(TN+ FP)(TN+ FN)
(12)
Heuristically, a value of 0.2 or lower is considered as
good [35], i.e., DS can be used as a source for DT . Of
course, this statistical test has to be repeated many times
for confidence. Algorithm 5 shows the pseudocode.
P2: Source Dataset Selection from a Pool of Sources.
Another practical problem is to select one dataset DS from a
set of candidate datasets {D1S , . . . , DnS}. One can use Algo-
rithm 5 and rank the datasets based on MCC. However, this
may give incorrect ordering due to variance if two candidate
datasets DiS and D
j
S are very similar to DT . We advocate
for an alternate distance metric dA proposed in [5, 15] that
measures the distance between two distributions, DT and
DiS , based on how two different classifiers f and f
′ can dis-
agree on the labels from a given test set. Note that f and
f ′ are chosen from the hypothesis class H that contains all
classifiers of a given type (such as all SVMs or all logisitic
regression classifiers). It can be estimated [5] as:
dA = 2× (acc− 0.5) (13)
where acc is the accuracy of the best classifier for domain
separation. Algorithm 6 shows how one could use this metric
to reliably select one or more sources.
5.3 Model Evaluation with Limited Budget
The performance of a trained ML classifier is evaluated
on a separate test set. However, in all but one scenario that
we considered, we do not have sufficient labeled data DLT for
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Algorithm 6 Source Dataset Selection from Candidates
1: Input: Source dataset candidates {D1S , D2S , . . . , DnS}
and DT
2: for each dataset DS ∈ {D1S , D2S , . . . , DnS} do
3: for iter = 1 to 10 do
4: D= Randomly select 80% of data from DS and DT
5: Train classifier M on D
6: Compute held out accuracy of M on DS ∪DT \D
7: Compute average held out accuracy of DS and use it
to estimate dA using Equation 13
8: return dataset DS ∈ {D1S , D2S , . . . , DnS} with least dA
Algorithm 7 Estimating Classifier Performance
1: Input: Classifier M , Budget B, #Stratas W and DUT
2: Stratify each t ∈ DUT based on probability score p(t)
3: Estimate vi and Bi using Equations 15 and 14
4: for i = 1 to W do
5: Random select Bi samples from Pi
6: Get labels from expert
7: Compute strata accuracy Ai and recall Ri
8: Estimate dataset accuracy A =
∑W
i=1
|Pi|
n
Ai
9: Estimate dataset recall R =
∑W
i=1
|Pi|
n
Ri
10: Estimate dataset F-score from A and R
even training the classifier. We need to avail the service of
a domain expert subject to a labeling budget for estimating
classifier’s accuracy. Note that this is distinct from active
learning that uses a limited budget to train a classifier.
We propose an effective heuristic to generate estimates of
a classifier accuracy by leveraging the concept of stratified
sampling [55]. We fed a distributional similarity vector t ∈
DUT to the classifier M and obtained a probabilistic score
p(t). Given the desired number of strata W from the expert
(such as 5), we split the probability range [0, 1] into W equal
sized partitions. Each t ∈ DUT is then assigned to its strata
based on p(t). For each strata Pi, we select Bi samples
uniformly at random, get the true label from the domain
expert and compute the classifier performance for Pi. If
the strata are sufficiently homogeneous, then this is a good
estimate of the per-strata classifier accuracy.
The next question is how to allocate the budget B across
different strata. Two intuitive options are equal allocation
where Bi = B/W , and proportional allocation where Bi =
B × |Pi|
n
. We recommend Neyman allocation [55] where the
budget is allocated based on intra-strata variability vi as:
Bi = B × vi × |Pi|∑W
j=1 vj × |Pj |
(14)
Each t ∈ Pi is a Bernoulli random variable with success
probability p(t) whose variance is p(t)× (1−p(t)). The sum
of such all t ∈ Pi follows a Poisson binomial distribution
whose variance vi is approximated as:
vi =
∑
t∈Pi
p(t)× (1− p(t)) (15)
6. EXPERIMENTS
In our evaluation, we answer the following key questions:
(i) Feasibility of TL for ER: Can we really improve the
performance of popular ML classifiers for ER through TL?
(Exp-1); (ii) Effectiveness for Various Scenarios: What is
the effectiveness of our proposed algorithms for the four sce-
narios discussed in Section 2.2? (Exp-2); (iii) Multi-Source
TL for ER: Can we leverage multiple sources for TL? (Exp-
3); (iv) Cross Domain Transfer: What happens if we do not
have enough training data from the same or similar domain?
(Exp-4); (v) Negative Transfer: Can we get decreased per-
formance when applying TL for ER? (Exp-5).
6.1 Experimental Setup
Hardware and Platform. All our experiments were per-
formed on a quad-core 2.2 GHz machine with 16 GB of
RAM. The algorithms were implemented in Python. Scikit-
Learn [42] (version 0.19.1) was used to train the ML models.
We used Magellan [29] (version 0.3.1), an end-to-end ML-
based ER framework for handling other ER stages such as
feature generation, blocking, and evaluation.
Datasets. In order to highlight the wide applicability of our
proposed approaches, we conducted extensive experiments
over 12 datasets from 5 diverse domains, namely publica-
tions, movies, songs, restaurants, and books (See Table 1
for details). The datasets from the publication, movie, and
song domains are popular benchmark datasets which have
been used in prior ER work with both ML- and non-ML-
based approaches. The datasets from the restaurant and
book domains are from the Magellan data repository [13].
Their ground truth duplicates were only partially provided.
We trained multiple ML models on the partial data and pre-
dicted the match status for the remaining tuple pairs using
an Ensemble ML classifier from Magellan. The output was
then manually verified and corrected.
As the name suggests, the Million Song Dataset (MSD)
has 1 Million songs. Our proposed algorithms were quite
effective over this dataset. We chose two subsets MSD-1
and MSD-2 in an adversarial manner such that they have a
large dA. This reduces the effectiveness of TL making this
a challenging dataset.
Distributed Representations. We used FastText [11] as
our default DR that was trained over 16 billion tokens from
Wikipedia 2017 and other related web corpus. Unless other-
wise specified, we used the default dimension of d = 300. We
leveraged the re-training functionality of FastText to par-
tially avoid the out-of-vocabulary scenario. Specifically, we
pooled all the datasets from a given domain into one giant
document where each tuple corresponds to a sentence. We
trained FastText on this document with the pre-trained DRs
from Wikipedia as initial values. This re-training provides
better initialization for unknown words from the datasets we
used for ER. We initialized the DRs of rare words – defined
as those that are not in FastText’s dictionary and occurring
less than 5 times in our domain – using the method described
in Section 3.2 [26]. We empirically found that this provides
better initialization than the subword based mechanism of
FastText. We used Equation 2 to convert tuples to DRs.
Algorithms. We evaluated the five algorithms two of
which are baselines - No Transfer (NoT) and Naive Trans-
fer (NvT). The other three correspond to the scenarios (Ad-
equate, Nothing), (Adequate, Limited), and (Limited, Lim-
ited). When the available training data is less than a 10%,
we consider it to be limited (i.e., Scenario 2 or 3).
ML Classifiers. For our experiments, we primarily focus
8
Table 1: Datasets for Experiments
Domain Dataset Notation #Tuples #Duplicate Pairs #Attributes
Publications
DBLP-ACM [1] Pub-DA 2,616 - 2,294 2,224 4
DBLP-Scholar [1] Pub-DS 2,616 - 64,263 5,347 4
Cora [49] Pub-C 993-993 14, 280 9
Movies
IMDB-OMDB [13] Mv-IO 1,132,262-2,300,984 521,590 11
DBPedia-IMDB [41] Movies-DI 27,615-23,182 22,405 5
Rotten Tomatoes-IMDB [13] Movies-RI 7,390-6,407 190 10
Songs
Million Song Data-1 [7] MSD-1 15,233-15,233 10,000 7
Million Song Data-2 [7] MSD-2 14,966-14,966 10,000 7
Restaurants
Yellow Pages-Yelp [13] Rest-YY1 11,840-5,223 130 6
Yelp-Yellow Pages [13] Rest-YY2 9,947-28,787 88 12
Books
Amazon-Barnes & Noble [13] Books-AN 9,836-9,958 99 7
Barnes & Noble-Half [13] Books-BH 3,022-3,099 327 8
on four ML classifiers: Logistic Regression (LR), Support
Vector Machines (SVM), Decision Trees (DT), and Random
Forests (RF). These classifiers are widely used for ER in
practice, extensively evaluated in prior work, and supported
by most ER frameworks. Note that our approaches are quite
generic and can support many popular ML classifiers.
TL for ER Best Practices. Both TL and ER suffer from
imbalance issues separately. ER has a class imbalance issue
where the number of non-duplicates are many orders of mag-
nitude larger than the number of duplicates. TL often has
data imbalance where the amount of training data for source
DLS is often much larger than that of target data D
L
T . In-
dividually, these issues are readily addressable. When com-
bined, they require a careful solution that we describe below.
A typical solution for class imbalance in ER is to un-
der sample the non-duplicates such that the ratio between
the number of duplicates and non-duplicates is less than a
threshold. We used a ratio of 1:3 whenever feasible. As an
example, let the training data has 100 duplicates and 10,000
non-duplicates. Suppose that we wish to train a classifier
with 200 tuple pairs. Then, we will pick 50 duplicates and
150 non-duplicates – uniformly at random – such that 1:3
ratio is maintained. When we wish to train with 1,000 tu-
ple pairs, we pick all the available 100 duplicates and pick
900 non-duplicates uniformly at random.We then apply the
balanced weighting heuristic proposed in [27] that assigns
different class weights to duplicates and non-duplicates.
The dataset imbalance problem in TL can be solved anal-
ogously. Consider a scenario where |DLS | = 1000 while
|DLT | = 100. On the one hand, if we blindly use this for
training, the source dataset can “swamp” the target dataset.
On the other hand, due to the data scarcity, we cannot af-
ford to ignore 900 tuple pairs from DLS to achieve dataset
parity. One effective approach is to apply different instance
weights to the training data. For example, each t ∈ DLS
gets a weight of 0.1 while each t ∈ DLT gets a weight of 1.
While very effective, this approach cannot always be used
in our paper. Recall that in the algorithm for scenario (Ad-
equate, Nothing), we use the class separator ML classifier
to get the weights for each tuple in DLS . In this case, we
use the technique of probabilistic replication whereby we re-
peatedly sample with replacement from DLT till we get 1,000
samples. Of course, one can also use the even simpler repli-
cation where each t ∈ DLT is replicated 10 times in total.
A related complication arises where there are constraints
on the number of tuples one can use for training in DLS and
DLT . For example, in our experiments we vary the size of
DLS and D
L
T to understand their respective impact. This also
often occurs in practice where the source data is much larger
than the target data. Suppose we have |DLS | = 100, 000 and
|DLT | = 100. Clearly, utilizing all the data (even with a
weight of 0.01) might swamp the target dataset. For our
experiments, we fixed the maximum data imbalance ratio
as 10. Hence, we require at most 1,000 tuples from DLS
when |DLT | = 100. We use the following heuristic : we use
Algorithm 2 to obtain weight for each t ∈ DLS and perform
importance sampling on DLS with these weights. We found
that blindly picking the top-1,000 tuples with the largest
weights is not very robust. This approach was also used for
selecting tuples from DLS for Algorithms 3 and 4. In keeping
with known TL best practices (e.g., Chapter 8 of [15]), the
weights were computed in both cases using Equation 5 before
applying transformations φS , φT and φU . Once again, we
perform importance sampling to pick the necessary number
of tuples (such as 1,000 in this example) and then apply the
transformations on them.
6.2 Experimental Results
Exp-1: TL for ER Challenges. Recall from Section 1
that TL for ER is challenging due to a number of issues such
as class/data imbalance and shift in prior/class conditional
probability. Figure 4 visually highlights some of these chal-
lenges and also the potential for transfer. This figure shows
the class based histogram of distributional similarity of two
datasets - Pub-DA and Pub-DS. Consider Figure 4(a) cor-
responding to dataset Pub-DA. For each distinct tuple pair
(ti, tj) in the blocked candidate set, we construct their re-
spective DRs and compute their Cosine similarity [34]. The
non-duplicates and duplicates are highlighted in different
colors. We can see that the histograms of these two datasets
are sufficiently similar to plausibly allow transfer while suf-
ficiently different to make such transfer challenging.
Understanding Baseline Algorithms. We first compare the
performance of the baseline algorithms No Transfer (NoT)
and Naive Transfer (NvT). Even though we refer to them
as baselines, they often provide formidable performance in
most ER tasks. This is due to three reasons. Using the
Fellegi-Sunter paradigm, the input to all ML classifiers for
various datasets is a distributional similarity vector of fixed
dimension. This allows a straightforward transfer opportu-
nity. Second, the DR-based approach allows one to measure
holistic similarity in a high dimensional (d = 300) vector
space. Third, when combined with the monotonicity of pre-
cision property, we can see that a distributional similarity
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(a) Pub-DA
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Figure 4: Challenges of Duplicate Distributions
Source Target
DBLP-ACM DBLP-Scholar
LR SVM DT RF
Training	data	pct LR-NoT LR-NvT SVM-NoT SVM-NvT DT-NoT DT-NvT RF-NoT RF-NvT
1 27.60999236 24.1045057 74.25696839 63.86546653 19.50143574 18.29180772 53.53866858 40.59417892
2 58.36729118 48.83858709 76.2841555 68.89606787 21.70737684 21.66580206 56.24350053 44.78529117
3 68.4063658 56.24981889 78.09083448 69.53624334 22.82538038 22.83337618 62.97688445 47.32365196
4 73.01466826 63.76021979 77.9589682 70.94883376 23.51452089 23.68943689 64.25428936 47.99729003
5 75.43713257 66.62679252 77.96916223 72.09609529 23.89853857 23.67402628 65.37210897 48.77911842
6 76.71293968 68.15665783 77.77636059 74.2069599 24.31411786 24.46685819 66.769232 49.79568541
7 77.48702759 69.33902735 77.57955663 76.3224154 24.92929879 24.65997214 66.80304302 50.50962658
8 77.84890496 70.24872505 77.49559052 76.43747098 25.29387612 24.95539278 67.32162012 51.0691034
9 78.21912561 71.08665417 77.39966192 76.43714819 25.43060592 25.51546725 67.9489075 50.54924383
10 78.42996906 71.81139468 77.26340508 76.54393488 25.93513186 25.91882895 68.28515204 51.50473338
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(a) (Pub- A, Pub-C)
Source Target
BLP-AC BLP-Scholar
LR SV T RF
Training	data	pct LR- oT LR- vT SV - oT SV - vT T- oT T- vT RF- oT RF- vT
1 27.60999236 24.1045057 74.25696839 63.86546653 19.50143574 18.29180772 53.53866858 40.59417892
2 58.36729118 48.83858709 76.2841555 68.89606787 21.70737684 21.66580206 56.24350053 44.78529117
3 68.4063658 56.24981889 78.09083448 69.53624334 22.82538038 22.83337618 62.97688445 47.32365196
4 73.01466826 63.76021979 77.9589682 70.94883376 23.51452089 23.68943689 64.25428936 47.99729003
5 75.43713257 66.62679252 77.96916223 72.09609529 23.89853857 23.67402628 65.37210897 48.77911842
6 76.71293968 68.15665783 77.77636059 74.2069599 24.31411786 24.46685819 66.769232 49.79568541
7 77.48702759 69.33902735 77.57955663 76.3224154 24.92929879 24.65997214 66.80304302 50.50962658
8 77.84890496 70.24872505 77.49559052 76.43747098 25.29387612 24.95539278 67.32162012 51.0691034
9 78.21912561 71.08665417 77.39966192 76.43714819 25.43060592 25.51546725 67.9489075 50.54924383
10 78.42996906 71.81139468 77.26340508 76.54393488 25.93513186 25.91882895 68.28515204 51.50473338
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(b) (MSD-1, MSD-2)
Figure 5: Behavior of Baselines
vector with a high similarity is very likely to be a duplicate
regardless of which dataset it was computed from. So an
ML classifier can readily identify high similarity distribu-
tional vectors as a duplicate without much (re)training!
Let us consider the performance of the algorithms in two
datasets - (Pub-DA, Pub-C) and (MSD-1, MSD-2). Given
two datasets D and D′, we present the (source, target) order
such that it produces the worse result. In other words, if
(D,D′) has better result than (D′, D), we present the latter.
We measure the F-measure of four classifiers while varying
the size of the training data used. For NoT, this measures
the size of DLT while it measures size of D
L
S for NvT.
Figures 5(a) and 5(b) show the results. We can make a
few observations that hold true for both datasets. First,
the baselines do provide strong performance and can be
used when the sophisticated TL algorithms cannot be ap-
plied. The performance of the baselines improve slightly
with larger training data size. Both NoT and NvT suf-
fers from a plateauing where the performance improvement
slows down as more and more DLS is utilized. This is to be
expected as the two datasets have a number of differences
such as data/class imbalance, shift in covariance, prior prob-
ability, and class conditional probability. Second, as the size
of training data increases, the comparatively complex ML
models of RF, SVM, and LR outperform DT. Overall, the
baselines provide good results for (Pub-DA, Pub-DS). How-
ever, the situation is flipped for (MSD-1, MSD-2). Recall
that this dataset was constructed in an adversarial manner.
Both SVM-NvT and LR-NvT provide F-scores close to 0
while the others perform relatively better. Even then, the
F-score peaks at approximately 20% regardless of the size
of the training data.
Exp-2: Evaluating TL’s Impact on ER. Next we eval-
uate the improvement achieved by our algorithms over the
baselines. We would like to bring attention to three key fac-
tors i order to appreciate the increased performance. First,
once the feature space of the datasets are standardized us-
ing our proposed approach, the baselines already provide
substantial improvements. This improvement happens con-
sistently across multiple domains. Second, we intentionally
operate in a resource constrained environment where we use
as little as 1% to as much as 10% of the relevant training
data from DLS or D
L
T (as explained in each scenario). In
fact, this setting both stress tests our algorithm and is also
most relevant to real-world scenarios where very often only
a small amount of labeled data is available. Finally, our
improvements in F-score for various datasets vary between
1%-12% with 3-5% being the typical value. It is important
to note that ER is an extremely well studied problem and
achieving such improvements is quite challenging! In fact,
even when a number of novel approaches for ER such as
crowdsourcing [22, 54] and deep learning [19] are used, the
achieved improvements in F-score was often in single digits
despite using substantially more training data.
Scenario 1: (Adequate, Nothing). We evaluate our proposed
approach for the scenario where we set DLT = ∅. We vary
the size of DLS from 1%, 2% all the way to 10%. In order
to reduce the clutter, we show the improvement in F-score
obtained by Algorithm 2 compared to NvT. Figures 6 shows
the results. Overall, the performance across all the domains
is very similar. Our proposed approach consistently outper-
forms NvT - often by a significant margin. The improvement
in F-score becomes close to 0 for more than 10% of train-
ing data. The estimated weights of those additional tuples
is close to 1 thereby making our approach similar to NvT.
While this scenario cannot be solved using traditional ER
approaches, our proposed approach not only makes it feasi-
ble but also provides a good performance.
Scenario 2: (Adequate, Limited). In our next set of experi-
ments, we evaluate the effectiveness of Algorithm 3 for Sce-
nario 2. We fix the size of DLT to 10% and vary the size of
DLS . To reduce clutter, we show the difference in F-score
between our algorithm and the F-score of the best of the two
baselines. i.e., NoT or NvT. Figures 7 shows the results. As
expected, even with very small amount of DLT and D
L
S , our
TL approach outperforms both baselines consistently.
Scenario 3: (Limited, Limited). We next evaluate the effec-
tiveness of Algorithm 4 by varying the size of both DLS and
DLT from 1% to 20%. We fix the size of the unlabeled data
DUT , which is needed by the algorithm, to 20% of the train-
ing data. Once again, the results show that our approach
outperforms the baselines. The difference in performance
comes from the fact that training ML classifiers on small-ish
training data results in biased classifiers that do not gener-
alize well to test set. However, due to the ability of our
algorithms to leverage DUT , it has better generalizability.
Combating Overfitting. One issue that could reduce the per-
formance of our algorithms in Scenarios 2 and 3 is the pos-
sibility of overfitting. For consistency, we used the default
FastText DR size d = 300 for all our experiments. This
could become as much as 900 for Scenarios 2 and 3 due to the
transformations φS , φT , and φU . Given the limited amount
of training data, they might not be sufficient to learn effec-
tive weights for all these dimensions. In other words, they
might overfit to the training data and do not generalize well
for the test set. While this possibility is relatively mitigated
10
PublicaDons Restaurants Books
Source Target IWT-NvT Source Target IWT-NvT Source Target IWT-NvT
DBLP-ACM DBLP-Scholar Rest-YY1 Rest-YY2 Books-AN Books-BH
Training	data	pct LR SVM DT RF Training	data	pct LR SVM DT RF Training	data	pct LR SVM DT RF
1 8.272669932 9.71909579 0.201644531 14.71662537 1 8.222632091 5.611364164 3.90032689 8.55615245 1 5.631405096 9.002068087 3.887800773 8.043796764
2 12.43158031 5.220317543 0.280986302 11.77398799 2 7.019031161 7.393503184 2.995780405 11.96456914 2 5.388600646 8.85729775 2.764502343 7.436264138
3 11.62113565 5.16306753 0.19951605 9.250099281 3 8.169621663 6.407030969 1.346404684 10.61010968 3 4.24970864 8.990687881 1.797816308 5.938529301
4 6.33241878 6.163664313 0.333536799 7.716389795 4 9.32762485 5.562085761 0.8081017 7.803062988 4 3.112375522 6.100561938 1.191481319 5.938529301
5 8.715046558 7.116881824 0.247162446 7.17325849 5 7.802762933 10.14960354 1.550325663 5.98197931 5 4.33205373 4.304606598 2.201522681 5.015064863
6 9.312814689 4.943910984 0.190595112 5.613932486 6 7.403328756 7.393503184 0.81476891 4.398370599 6 3.454861717 6.144487806 1.007733051 3.652213513
7 10.59736177 3.809958712 0.224867711 5.141142938 7 8.085841035 10.40202939 0.427225465 3.917175497 7 4.24970864 3.09819043 0.796245231 3.622877984
8 8.932251131 4.92849548 0.126429758 3.642477809 8 8.535598673 6.646318074 -0.088833099 3.188035222 8 5.631405096 3.030313288 -0.600507543 1.641627578
9 10.07624958 4.928818266 0.17399879 3.637857676 9 8.138719786 10.77609119 -0.079069878 1.799381902 9 10.80836336 4.531218779 0.075962776 3.071230643
10 10.29705604 6.012359777 0.246464665 1.560189446 10 8.787647512 12.04975348 0.278744229 1.033140881 10 8.67628568 5.109786586 -0.022986524 3.652213513
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PublicaDons Restaurants Books
Source Target IWT-max(NvT,	NoT) Source Target IWT-max(NvT,	NoT) Source Target IWT-max(NvT,	NoT)
DBLP-ACM DBLP-Scholar Rest-YY1 Rest-YY2 Books-AN Books-BH
Training	data	pct LR SVM DT RF Training	data	pct LR SVM DT RF Training	data	pct LR SVM DT RF
1 6.347669725 3.012979924 1.534048176 2.486968697 1 3.705372702 3.220008044 1.427634515 3.005821332 1 5.064535797 2.80224707 1.912252153 2.366719927
2 4.999044695 2.630832113 1.329541613 2.038792958 2 3.074656055 3.242745447 2.716894415 3.476234194 2 5.346879393 2.417836099 2.531387467 2.334554109
3 7.218260596 2.178454875 1.279319577 2.769600544 3 6.077935319 2.016078489 1.983423562 3.216101692 3 6.279409453 4.185641136 1.110506491 3.460495152
4 7.811959298 4.383921186 1.876215646 2.874217931 4 6.283485771 3.631616562 1.097686829 2.984755648 4 4.753801357 4.863761253 2.635280587 3.739045546
5 5.870356135 6.905426741 1.329541613 4.021129305 5 6.540566806 3.220008044 2.16323582 2.590034493 5 4.952215796 3.317135882 1.144621162 3.792367898
6 6.932456764 6.28898356 1.959520166 3.641063619 6 5.493463978 5.852122097 1.235694886 4.997955407 6 5.381311495 4.145489042 0.91471985 2.936332697
7 5.999044695 4.896827007 2.804113161 3.40377216 7 5.385743049 7.104296994 0.579381989 3.758762722 7 3.360256834 5.283614225 0.572144622 2.827849922
8 7.682329428 7.87768189 1.288012822 2.707176853 8 7.710952774 5.722958269 0.358548504 3.216101692 8 5.346879393 4.145489042 0.353615412 4.157804555
9 5.892939968 7.361380907 0.752617637 2.245261725 9 6.143684667 6.536048073 0.400384951 1.412660119 9 3.77322672 4.956930687 0.275480884 1.902102431
10 4.563506846 5.623173984 0.264158892 1.646265088 10 4.308898412 5.146312088 1.401348785 3.650011956 10 2.300036855 3.479646859 0.561441778 2.56101488
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PublicaDons Restaurants Books
Source Target IWT-max(NvT,	NoT) Source Target IWT-max(NvT,	NoT) Source Target IWT-max(NvT,	NoT)
DBLP-ACM DBLP-Scholar Rest-YY1 Rest-YY2 Books-AN Books-BH
Training	data	pct LR SVM DT RF Training	data	pct LR SVM DT RF Training	data	pct LR SVM DT RF
1 3.159148051 2.374507077 1.698139726 2.36065773 1 2.458228876 2.556530035 0.959658623 2.128546249 1 2.348136676 1.846803152 1.3824826 2.138255057
2 3.453805461 3.012628028 1.561353838 2.44100944 2 2.819476517 2.818718299 0.891214773 2.532336301 2 2.50211043 2.123341809 1.28058616 2.161979879
3 3.757277228 3.71099791 1.073068519 2.245581032 3 3.066513956 2.846624556 0.691628781 2.213457177 3 2.808340065 2.429576498 1.295602925 2.186145414
4 3.930017541 4.179689382 1.212756101 2.277039031 4 3.203063902 3.222358986 1.172107584 3.257612782 4 2.991383341 2.846803152 1.332417891 2.213135592
5 3.952803809 4.391046629 1.03082631 2.44100944 5 3.1738113 3.561167839 1.634668486 3.265948482 5 2.798420526 2.772728373 1.427625598 2.250531883
6 3.893764657 3.926151429 1.717409102 2.888589245 6 3.260601459 3.432094215 2.060460659 3.356144325 6 2.807479868 3.230868713 1.084373811 2.316917695
7 3.17792013 3.572106688 1.752214424 2.245581032 7 2.956614204 3.021695454 2.033448368 2.739790927 7 3.421413442 3.546877192 1.044134214 2.378220172
8 2.885074262 3.116694447 1.232414812 1.77631918 8 2.566146111 2.818718299 1.748060071 2.995340017 8 3.79282528 3.280433095 1.28058616 2.381965295
9 2.461758867 3.002662929 0.996835939 1.720829883 9 2.753348984 2.776085388 0.891214773 2.443887877 9 2.941072197 3.043527824 0.980828458 2.403326407
10 2.013881479 3.433771754 1.348462909 1.318050254 10 2.307110992 2.597764607 0.959658623 2.409418955 10 3.108340065 3.063113142 1.233415586 2.693916806
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(b) Restaurant
PublicaDons Restaurants Bo ks
Source Target IWT-NvT Source Target IWT-NvT Source Target IWT-NvT
DBLP-ACM DBLP-Scholar Rest-Y 1 Rest-Y 2 Bo ks-AN Bo ks-BH
Training	data	pct LR SVM DT RF Training	data	pct LR SVM DT RF Training	data	pct LR SVM DT RF
1 8.2726 9 32 9.71909579 0.20164 531 14.716 2537 1 8.2 632091 5.61 364164 3.90 32689 8.5 615245 1 5.631405096 9.0 2068087 3.8 780 7 3 8.043796764
2 12.43158031 5.2 0317543 0.280986302 1 .7 39879 2 7.019031 61 7.393503184 2.9 5780405 1 .96456914 2 5.38 60 646 8.857297 5 2.764502343 7.436264138
3 1 .621 3565 5.16306753 0.19 51605 9.250 9 281 3 8.1696216 3 6.407030969 1.346404684 10.61010968 3 4.24970864 8.9 06878 1 1.797816308 5.938529301
4 6.3 241878 6.1636 4313 0.3 53679 7.716389795 4 9.32762485 5.562085761 0.8081017 7.80306298 4 3.1 2375 2 6.10 561938 1.191481319 5.938529301
5 8.7150465 8 7.1 68 1824 0.2471624 6 7.17325849 5 7.80276293 10.14960354 1.5 03256 3 5.98197931 5 4.3 205373 4.304606598 2.20152 681 5.015064863
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Figure 6: Scenario 1. (Source, Target): (Adequate, Nothing)
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8 7.682329428 7.87768189 1.288012822 2.707176853 8 7.710952774 5.722958269 0.358548504 3.216101692 8 5.346879393 4.145489042 0.353615412 4.157804555
9 5.892939968 7.361380907 0.752617637 2.245261725 9 6.143684667 6.536048073 0.400384951 1.412660119 9 3.77322672 4.956930687 0.275480884 1.902102431
10 4.563506846 5.623173984 0.264158892 1.646265088 10 4.308898412 5.146312088 1.401348785 3.650011956 10 2.300036855 3.479646859 0.561441778 2.56101488
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PublicaDons Restaurants Books
Source Target IWT-max(NvT,	NoT) Source Target IWT-max(NvT,	NoT) Source Target IWT-max(NvT,	NoT)
DBLP-ACM DBLP-Scholar Rest-YY1 Rest-YY2 Books-AN Books-BH
Training	data	pct LR SVM DT RF Training	data	pct LR SVM DT RF Training	data	pct LR SVM DT RF
1 3.159148051 2.374507077 1.698139726 2.36 65 73 1 2.458228876 2.556530035 0.959658623 2.1 854 49 1 2. 481366 6 1.846803152 1.3824826 2. 255057
2 3.453805461 3.012628028 1.561353838 2.4410 44 2 2.8 9 76517 2.818718299 0.891214773 2 5 2336 0 2 2.502110 3 2.123341809 1.28058616 2.161979879
3 3.757277228 3.71099791 1.073068519 2.245581032 3 3.066513 56 2.846624556 0.691628781 2.213457 77 3 2.808340065 2.429576498 1.295602925 2.1 61 5414
4 3.930017541 4.179689382 1.212756101 2.2 703 03 4 3. 0306 9 2 3.222358986 1.172107584 3. 57 12782 4 2. 91383341 2.846803152 1.332417891 2.213 35592
5 3.952803809 4.391046629 1.03082631 .441 0944 5 3.1 38 13 3.561167839 1.634668486 3. 65948482 5 2.7 8420526 2.772728373 1.427625598 2.250531 83
6 3.893764657 3.926151429 1.717409102 2.8885 9245 6 3.260601459 3.432094215 2.060460659 3. 5614 325 6 2.807479868 3.230868713 1.084373811 2.3169 695
7 3.17792013 3.572106688 1.752214424 2. 455 1032 7 2.956614204 3.021695454 2.033448368 2. 9 0927 7 3.42 413442 3.546877192 1.044134214 2. 78220172
8 2.885074262 3.116694447 1.232414812 1.77631918 8 2.566146111 2.818718299 1.748060071 2.995340017 8 3.79282528 3.280433095 1.28058616 2.381965295
9 2.461758867 3.002662929 0.996835939 1.720829883 9 2.753348984 2.776085388 0.891214773 2.443887877 9 2.941072197 3.043527824 0.980828458 2.403326407
10 2.013881479 3.433771754 1.348462909 1.318050254 10 2.307110992 2.597764607 0.959658623 2.409418955 10 3.108340065 3.063113142 1.233415586 2.693916806
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(a) Publications
PublicaDons Restaurant Books
Source Target IWT-NvT Source Target IWT-NvT Source Target IWT-NvT
DBLP-ACM DBLP-Scholar Rest-YY1 Rest-YY2 Books-AN Books-BH
Training	d ta	pct LR SVM DT RF Training	d ta	pct LR SVM DT RF Training	d ta	pct LR SVM DT RF
1 8.272669932 9.71909579 0.201644531 .716 2537 1 8.22263209 .611364164 3.90032689 8.55615245 1 5.63140 096 9.002068087 3.887800773 8.043796764
2 12.43158031 5.220317543 0.280986302 11.77398799 7.01903116 7.393503184 2.995780405 11.96456914 2 5.388600646 8.85729775 2.76450 343 7.436264138
3 11.62113565 5.16306753 0.19951605 9.25009 28 3 8.1696216 3 .407030969 1.346404684 10.61010968 3 4.24970864 8.990687881 .797816308 5.938529301
4 6.33241878 6.163664313 0.333536799 .71638979 4 9.32762485 .56208 761 0.8081017 .80306298 3.112 75522 6.100561938 1.19148 319 5.938529301
5 8.715046558 7.116881824 0.247162446 7.1732584 5 7.802762933 10.14960354 1.550325663 5.98197931 5 4.33205373 4.304606598 2.20152 681 5.0150648
6 9.312814689 4.943910984 0.190595112 5.613932486 6 .403 2875 .393503184 0.81476891 4.398370599 6 3.45486171 6.144487806 1.007733051 3.65221 513
7 10.59736177 3.809958712 0.224867711 5.141 42938 7 8.08584103 10.40202939 0.427225465 3.91717549 4.24970864 3.09819043 0.796245231 3.622877984
8 .932251131 4.92849548 0.126429758 3.642477809 8 .53559 673 6.646318074 -0.088833099 3.188035222 8 5.63140 096 3.03031 288 -0.600507543 1.641627578
9 10.07624958 4.928818266 0.17399879 3.637857676 9 8.138719786 10.77609119 -0.079069878 1.79938 902 9 10.80836336 4.531218779 0.075962776 3.071230643
10 10.29705604 6.012359777 0.246464665 1.560189446 10 8.787647512 12.04975348 0.278744229 1.033140881 10 8.67628568 5.109786586 -0.022986524 3.65221 513
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PublicaDons Restaurant Books
Source Target IWT-max(NvT,	NoT) Source Target IWT-max(NvT,	NoT) Source Target IWT-max(NvT,	NoT)
DBLP-ACM DBLP-Scholar Rest-YY1 Rest-YY2 Books-AN Books-BH
Training	d ta	pct LR SVM DT RF Training	d ta	pct LR SVM DT RF Training	d ta	pct LR SVM DT RF
1 6.347669725 3.012979924 1.534048176 2.486968697 1 3.705372702 .220008044 1.427634515 3.00582133 1 5.06453 7 7 2.80224707 1.912252153 2.36671992
2 4.99904 695 2.63083 113 1.32954 613 2.03879 95 .074656055 3.242745447 2.716894415 3.47623419 2 5.346879393 2.417836099 2.531387467 2.33455410
3 7.218260596 2.178454875 1.279319577 2.769 00544 3 .077935319 2.016078489 1.983423562 3.216101692 .279 09453 4.185641136 1.110506491 3.460495152
4 7.811959298 4.383921186 1.876215646 2.874217931 4 .283485771 3.631616562 1.097686829 2.98475564 4 .75380135 4.863761253 2.635280587 3.73904554
5 .870356135 6.90542 741 .32954 613 4.021129305 5 6.54056 806 .220008044 2.16323582 .590034493 .952215796 3.317135882 1.14462 162 3.792367898
6 .93245 764 6.28898356 1.959520166 3.64106 61 6 5.493463978 .852122097 1.235694886 4.997955407 6 .381311495 4.145489042 0.91471985 2.9363 69
7 5.999044695 4.896827007 2.804113161 3.4037721 7 5.385743049 7.104296994 0.579381989 3.758762722 7 3.360256834 .283614225 0.572144622 .827849922
8 7.682329428 7.87768189 1.288012822 .707176853 8 7.710952774 5.722958269 0.358548504 3.216101692 8 5.346879393 4.145489042 0.353615412 4.15780 555
9 5.892939968 7.361380907 0.752617637 2.245261725 9 6.143684667 6.536048073 0.400384951 .412660119 9 3.77322672 4.956930687 0.27548 884 1.902102431
10 4.563506846 5.623173984 0.264158892 1.646265088 10 4.308898412 5.146312088 1.401348785 3.650011956 10 2.300036855 3.479646859 0.561441778 2.56101488
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PublicaDons Restaurant Books
Source Target IWT-max(NvT,	NoT) Source Target IWT-max(NvT,	NoT) Source Target IWT-max(NvT,	NoT)
DBLP-ACM DBLP-Scholar Rest-YY1 Rest-YY2 Books-AN Books-BH
Training	d ta	pct LR SVM DT RF Training	d ta	pct LR SVM DT RF Training	d ta	pct LR SVM DT RF
1 3.159148051 2.374507077 1.698139726 2.3606577 2.458 28876 2.556530035 0.959658623 2.128546249 2.348136676 1.846803152 1.3824826 2.138 55057
2 3.453805461 3.012628028 1.561353838 2.44100944 2 .819476517 2.818718299 0.891214773 2.532336301 2 2.50211043 .123341809 1.28058616 2.1619798
3 .757277228 3.71099791 .073068519 2.245581032 3 .06651 956 2.846624556 0.691628781 2.213457177 3 2.808 4006 .429576498 1.295602925 2.186145414
4 3.930017541 4.179689382 1.212756101 2.2770 903 4 3.20306 90 .222358986 1.172107584 3.257612782 4 2.991383341 .846803152 1.332417891 2.21313559
5 3.95280 809 4.391046629 1.03082631 2.44100944 5 3.1738113 .561167839 1.634668486 3.265948482 5 2.798420526 2.772728373 1.427625598 2.2505 1883
6 3.893764657 3.926151429 1.717409102 .8885892 5 6 .260601459 .432094215 2.060460659 3.35614432 6 2.807479868 3.230868713 1.084373811 2.3169176 5
7 3.17792013 .572106688 1.752214424 2.245581032 7 2.956614204 3.021695454 2.033448368 2.739790927 7 .42141 4 2 3.546877192 1.044134214 2.378220172
8 2.885074262 3.116694447 1.232414812 1.77631918 8 2.566146111 2.818718299 1.748060071 2.995340017 8 3.79282528 3.28043 095 1.28058616 2.381965295
9 2.461758867 3.002662929 0.996835939 1.720829883 9 2.753348984 2.776085388 0.891214773 2.443887877 9 2.94107 197 3.043527824 0.980828458 2.403326407
10 2.013881479 3.433771754 1.348462909 1.318050254 10 2.307110992 .597764607 0.959658623 2.409418955 10 3.108340065 3.06311 142 1.233415586 2.693916806
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(b) Restaurant
PublicaDons Restaurants Books
Source Target IWT-NvT Source Target IWT-NvT Source Target IWT-NvT
DBLP-ACM DBLP-Scholar Rest-YY Rest-YY2 Books-AN Books-BH
Training	dat 	pct LR SVM DT RF Training	dat 	pct LR SVM DT RF Training	dat 	pct LR SVM DT RF
1 8.27266993 9.71 09579 0.201644531 14.71662537 1 8.222632091 5.611364 64 3.90032689 8.55615245 1 5.63140509 .002068087 3.887 0 73 .043796764
2 1 .43158031 5.220317543 0.280986 0 11.77398799 2 7.019031161 7.393503 84 2.995780 05 11.964 6914 2 .388 00646 .85729775 2.764502343 . 36 6 138
3 11.62113565 . 6 0 753 0.19951605 9.250099281 3 8.1696 1663 .407030969 1.346404684 10.61010968 3 4.24 70864 8.9 06 7881 1.797816308 5.938529301
4 6.33241878 6.163664313 0. 335 6799 7.71638 795 4 9.32762 85 5.5620 5761 0. 081017 7. 306298 4 3.112375522 6.100 61938 .191481319 5.93 529301
5 8.715046 58 .116881 24 0.247 6 46 7. 7325849 5 7.802762933 1 .14960 54 1.55032 663 .98197931 5 4. 3205373 4. 04606598 2.201522681 5.0150 4863
6 9.312814 89 4.943910 84 0.1 05 5112 5.61393248 6 7.403328756 7.393503184 0.81476891 4.398370599 6 3.454861717 6.144487806 .007 33051 3.652213513
7 10.59736177 3.809958 12 0.224 67711 5.141 42938 7 8.085841035 10.402 2939 0.4 7 25465 3.917 75497 7 4.24970864 . 9 9043 0.796245231 . 2877984
8 8.932251131 4.92849548 0.126429758 3. 4 7 09 8 8.535598673 6.646318074 -0.088 33099 3.1 8035222 8 5.63140509 3.03 313288 - .600507543 1.641627578
9 10.07624 58 4.928818266 0.17399879 3.6 785 67 9 8.138719786 0. 7609119 -0.079069878 1.7993 1902 9 10.80836336 4.531218779 0.075962776 3.071 30 43
10 .29705604 6.012359777 . 46464665 1.560189446 10 8.787647512 .0 975348 0.27874 229 1.033140881 10 8.67628568 5.10978 586 -0.022986524 3.652213513
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PublicaDons Restaurants Books
Source Target IWT-max(Nv ,	NoT) Source Target IWT-max(Nv ,	NoT) Source Target IWT-max(Nv ,	NoT)
DBLP-ACM DBLP-Scholar Rest-YY1 Rest-YY Books-AN Books-BH
Training	dat 	pct LR SVM DT RF Training	dat 	pct LR SVM DT RF Training	dat 	pct LR SVM DT RF
1 6.347669725 .012 9924 1.534048176 2. 86968 97 1 3.705372702 3.220008044 1.42763 515 3.00582 332 1 5.0 4535797 2.80224 07 1.91 252153 2.3667 9927
2 4.999044695 2.630832113 .32954 61 2.038792958 2 .074656055 3. 4274 447 .71689 415 3.47623419 2 5.346 7939 2.41 8 6099 2.531387467 2.3 45 4109
3 7.218260596 .1784 4875 .279319 77 .769600544 3 6.077935 19 2.01 078489 1.983423562 3.21610169 3 6.279409453 4.1856 1136 .11050649 3.46 495 52
4 7.81195929 4.383 1186 1.8762 5 46 2.874217931 4 6.283485771 3.631616562 1.097 8 829 .984755648 4 4.753 0135 4.863761253 2.635280587 3.739 45546
5 5.870356135 6.90 426741 1.32954161 4.021 29 05 5 6.540566806 3.220008044 .16323582 2.590034493 5 4.952215796 3.3 7135882 1.144621162 3.79 367898
6 6.932456764 6.28898356 1.95 520166 3.641 63 19 6 5.493463978 5.852122097 1. 35694886 4.997955407 6 5.3813 1495 .14548 042 0.91471985 2.936332697
7 5.999044695 4.896827007 2.804113161 3.40 77216 7 5.3 5743049 7.10 296 94 0.57 381989 3.75 762722 7 3.3602 6834 5.283 14225 0.572144622 .827849922
8 7.682329428 7.87768189 1.2880 282 .7 7176853 8 7.710952774 5.722958269 0.358548504 .21610169 8 5.34687939 4.14548 042 0.353615412 4.157804555
9 5.892939 6 7.361380907 .75261763 2. 452 1 25 9 6.143684667 .536048073 0.4 0384951 1.412660 19 9 3.77322672 4.956930687 0.275480884 1.902102 31
10 4.563506846 .623173984 0.26415 89 1.646265088 10 4.308898412 5.146312088 .40 34 785 3.65001195 10 2.300036855 .479 46859 0.5 1441778 2.56 01488
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PublicaDons Restaurants Books
Source Target IWT-max(Nv ,	NoT) Source Target IWT-max(Nv ,	NoT) Source Target IWT-max(Nv ,	NoT)
DBLP-ACM DBLP-Scholar Rest-YY Rest-YY2 Books-AN Books-BH
Training	dat 	pct LR SVM DT RF Training	dat 	pct LR SVM DT RF Training	dat 	pct LR SVM DT RF
1 3.15914805 2.37 5 7077 1.698139 2 2.36065773 1 .458228876 .55653003 0.9 9658623 .1285 6249 1 2.348136676 1. 46 03152 1.3824826 .138255057
2 3.453805461 3.012628028 1.5 1353 38 2.44100944 2 2. 19476517 2.818718299 0. 9 214773 2.532336 01 2 .50211043 .1 3341809 1.28058616 2.161979879
3 3.757277228 3.71099791 1.073068519 2.24558 03 3 3. 66513956 2. 46624556 0. 91628781 2.213457 77 3 2.8 8340065 2. 2957 498 1.295 02925 .186145414
4 3.930017541 .179689382 .212756101 . 7039031 4 3.20306390 3.222 58986 1.172107584 3. 5761278 4 2.9913 3341 2.846803 52 1.3324 7891 2. 1313559
5 3.95280380 4.391046629 1. 308 631 2.44100944 5 .1738113 .561 67839 1.63466848 3.2 59 48 5 2.798420 26 .77 728373 1.427625598 2.250 31 83
6 3.893764 57 3.92 15142 1.7 7409102 2.888589 45 6 3.260601459 3.432094215 2.060 60659 3.35 144325 6 2.80 47986 3.230868713 . 43 3811 2.316917695
7 3.17792013 3.5 21 6688 1.752214424 . 4558103 7 2.956614204 .02 695 54 2.0334 8368 2.73979092 7 3.421413442 3.5 6877192 1.044134 14 2.3782 0172
8 2.885074262 3.116694447 .232 1 81 1.7763 918 8 2.566146111 2.8 87 8299 1.748060071 2.995340017 8 3.79282528 3.280433095 1.28058616 2.3819 5295
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(d) Songs
Figure 7: Scenario 2. (Source, Target): (Adequate, Limited)
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4 6.33241878 6.163664313 0.333536799 7.716389795 4 9.32762485 5.562085761 0.8081017 7.803062988 4 3.112375522 6.100561938 1.191481319 5.938529301
5 8.715046558 7.116881824 0.247162446 7.17325849 5 7.802762933 10.14960354 1.550325663 5.98197931 5 4.33205373 4.304606598 2.201522681 5.015064863
6 9.312814689 4.943910984 0.190595112 5.613932486 6 7.403328756 7.393503184 0.81476891 4.398370599 6 3.454861717 6.144487806 1.007733051 3.652213513
7 10.59736177 3.809958712 0.224867711 5.141142938 7 8.085841035 10.40202939 0.427225465 3.917175497 7 4.24970864 3.09819043 0.796245231 3.622877984
8 8.932251131 4.92849548 0.126429758 3.642477809 8 8.535598673 6.646318074 -0.088833099 3.188035222 8 5.631405096 3.030313288 -0.600507543 1.641627578
9 10.07624958 4.928818266 0.17399879 3.637857676 9 8.138719786 10.77609119 -0.079069878 1.799381902 9 10.80836336 4.531218779 0.075962776 3.071230643
10 10.29705604 6.012359777 0.246464665 1.560189446 10 8.787647512 12.049 5348 0.278744229 1.033140881 10 8.67628568 5.109786586 -0.022986524 3.652213513
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PublicaDons Restaurants Books
Source Target IWT-max(NvT,	NoT) Source Target IWT-max(NvT,	NoT) Source Target IWT-max(NvT,	NoT)
DBLP-ACM DBLP-Scholar Rest-YY1 Rest-YY2 Books-AN Books-BH
Training	data	pct LR SVM DT RF Training	data	pct LR SVM DT RF Training	data	pct LR SVM DT RF
1 6.347669725 3.012979924 1.534048176 2.486968697 1 3.705372702 3.220008044 1.427634515 3.005821332 1 5.064535797 2.80224707 1.912252153 2.366719927
2 4.999044695 2.630832113 1.329541613 2.038792958 2 3.074656055 3.242745447 2.716894415 3.476234194 2 5.346879393 2.417836099 2.531387467 2.334554109
3 7.218260596 2.178454875 1.279319577 2.769600544 3 6.077935319 2.016078489 1.983423562 3.216101692 3 6.279409453 4.185641136 1.110506491 3.460495152
4 7.811959298 4.383921186 1.876215646 2.874217931 4 6.283485771 3.631616562 1.097686829 2.984755648 4 4.753801357 4.863761253 2.635280587 3.739045546
5 5.870356135 6.905426741 1.329541613 4.021129305 5 6.540566806 3.220008044 2.16323582 2.590034493 5 4.952215796 3.317135882 1.144621162 3.792367898
6 6.932456764 6.28898356 1.959520166 3.641063619 6 5.493463978 5.852122097 1.235694 86 4.997955407 6 5.381311495 4.145489042 0.91471985 2.936332697
7 5.999044695 4.896827007 2.804113161 3.40377216 7 5.385743049 7.104296994 0.579381989 3.758762722 7 3.360256834 5.283614225 0.572144622 2.827849922
8 7.682329428 7.87768189 1.288012822 2.707176853 8 7.710952774 5.722958269 0.358548504 3.216101692 8 5.346879393 4.145489042 0.353615412 4.157804555
9 5.892939968 7.361380907 0.752617637 2.245261725 9 6.143684667 6.536048073 0.400384951 1.412660119 9 3.77322672 4.956930687 0.275480884 1.902102431
10 4.563506846 5.623173984 0.264158892 1.646265088 10 4.308898412 5.146312088 1.401348785 3.650011956 10 2.300036855 3.479646859 0.561441778 2.56101488
1     2     3     4     5     6      7     8     9    10 1     2     3     4     5     6      7     8     9    10 1     2     3     4     5     6      7     8     9    10 1     2     3     4     5     6      7     8     9    10
0
2
4
6
8
LR SVM DT RF
1     2     3     4     5     6      7     8     9    0
0
2
4
6
8
LR SVM DT RF
1     2     3     4     5           7     8     9    1
0
1.75
3.5
5.25
7
LR SVM DT RF
1     2     3     4     5     6      7     8     9    10
0
1.25
2.5
3.75
5
LR SVM DT RF
1     2     3     4     5     6      7     8     9    10
PublicaDons Restaurants Books
Source Target IWT-max(NvT,	NoT) Source Target IWT-max(NvT,	NoT) Source Target IWT-max(NvT,	NoT)
DBLP-ACM DBLP-Scholar Rest-YY1 Rest-YY2 Books-AN Books-BH
Training	data	pct LR SVM DT RF Training	data	pct LR SVM DT RF Training	data	pct LR SVM DT RF
1 3.159148051 2.374507077 1.698139726 2.36065773 1 2.458228876 2.556530035 0.959658623 2.128546249 1 2.348136676 1.846803152 1.3824826 2.138255057
2 3.453805461 3.012628028 1.561353838 2.44100944 2 2.819476517 2.818718299 0.891214773 2.532336301 2 2.50211043 2.123341809 1.28058616 2.161979879
3 3.757277228 3.71099791 1.073068519 2.245581032 3 3.066513956 2.846624556 0.691628781 2.213457177 3 2.808340065 2.429576498 1.295602925 2.186145414
4 3.930017541 4.179689382 1.212756101 2.277039031 4 3.203063902 3.222358986 1.172107584 3.257612782 4 2.991383341 2.846803152 1.332417891 2.213135592
5 3.952803809 4.391046629 1.03082631 2.44100944 5 3.1738113 3.561167839 1.634668486 3.265948482 5 2.798420526 2.772728373 1.427625598 2.250531883
6 3.893764657 3.926151429 1.717409102 2.888589245 6 3.260601459 3.432094215 2.060460659 3.356144325 6 2.807479868 3.230868713 1.084373811 2.316917695
7 3.17792013 3.572106688 1.752214424 2.245581032 7 2.956614204 3.021695454 2.033448368 2.739790927 7 3.421413442 3.546877192 1.044134214 2.378220172
8 2.885074262 3.116694447 1.232414812 1.77631918 8 2.566146111 2.818718299 1.748060071 2.995340017 8 3.79282528 3.280433095 1.28058616 2.381965295
9 2.461758867 3.002662929 0.996835939 1.720829883 9 2.753348984 2.776085388 0.891214773 2.443887877 9 2.9 1072197 3.043527824 0.980828458 2.403326407
10 2.013881479 3.433771754 1.348462909 1.318050254 10 2.307110992 2.597764607 0.959658623 2.409418955 10 3.108340065 3.063113142 1.233415586 2.693916806
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 1
(b) Restaurant
PublicaDons Restaurants Books
Source Target IWT-NvT Source Target IWT-NvT Source Target IWT-NvT
DBLP-ACM DBLP-Scholar Rest-YY1 Rest-YY2 Books-AN Books-BH
Training	data	pct LR SVM DT RF Training	data	pct LR SVM DT RF Training	data	pct LR SVM DT RF
1 8.272669932 9.71909579 0.201644531 14.7166253 1 8.222632091 5.611364164 3 9003268 8 55615245 1 5.631405096 9.002068087 3.88780 773 8.04379 764
2 12.43158031 5. 20317543 0.2809863 2 11 77398 99 2 7.019031161 7.393503184 2.995780405 11 964 69 4 2 5.388600646 8.85729775 2.764502343 7.436264138
3 11.62113565 5.16306753 0.1995 605 9.250099281 3 8.169621663 6.407030969 1.34 404684 10 61010968 3 4.24970864 8.990687881 1.797816308 5.938529301
4 6.33241878 6.163664313 0.33 536799 7.7 89795 4 9.32762485 5.562085761 0 8081017 7.8 3062988 4 3.112375522 6.100561938 1.19 481319 5.938529301
5 8.715046558 7.116881824 0.247162446 7325849 5 7.802762933 10.14960354 1.55 32566 5.981 79 1 5 4.33205373 4.304606598 2.2015 2681 5.0150 4863
6 9.312814689 4.943910984 0.190595112 5.613932486 6 7.403328756 7.393503184 0 81476 91 4.398 7 599 6 3.454861717 6.144487806 1.00773305 3.652213513
7 10.59736177 3.809958712 0.2248677 1 5.141142938 7 8. 8 841035 10.40202939 0.427225465 3.9171754 7 7 4.24970864 3.09819043 0.796245231 3.622877 8
8 8.932251131 4.92849548 0.1264 9758 3.642477809 8 8.535598673 6.646318074 -0.088833099 3.1880 5222 8 5.631405096 3.030313288 -0.600507 43 1.64162757
9 10.07624958 4.928818266 0.17399879 3.63785767 9 8.138719786 10.77609119 -0. 790698 1.799381 02 9 10.80836336 4.531218779 0.075962776 3.071230643
10 10.29705604 6. 12359777 0.2464646 5 .560189446 10 8.787647512 12.04975348 0. 4 229 1.033140881 10 8.67628568 5.109786586 -0.022986524 3.652213513
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PublicaDons Restaurants Books
Source Target IWT-max(NvT,	NoT) Source Target IWT-max(NvT,	NoT) Source Target IWT-max(NvT,	NoT)
DBLP-ACM DBLP-Scholar Rest-YY1 Rest-YY2 Books-AN Books-BH
Training	data	pct LR SVM DT RF Training	data	pct LR SVM DT RF Training	data	pct LR SVM DT RF
1 6.347669725 3.012979924 1.5 0481 6 2.4869686 7 1 3.705372702 3.220008044 1.4276 4515 3.005821332 1 5.064535797 2.80224707 1.9122 2153 2.366719927
2 4.999044695 2.630832113 1.32 541613 2.038792958 2 3.074656055 3.242745447 2.71689441 3.476 3 19 2 5.346879393 2.417836099 2.5 13 467 2.3345541
3 7.218260596 2.178454875 1.279319577 2.769600544 3 6.077935319 2.016078489 1.98342 62 3.2161 1692 3 6.279409453 4.185641136 1.110506491 3.460495 52
4 7.811959298 4.383921186 1.87621 646 2.874217931 4 6.283485771 3.631616562 1.097686829 2.984755 48 4.753801357 4.863761253 2.63 2 587 3.739045546
5 5.870356135 6.905426741 1.329541 4.021129305 5 6.540566806 3.220008044 2 163235 2 2.590 34493 5 4.952215796 3.317135882 1.1446 162 3.79236789
6 6.932456764 6.28898356 1.95952016 3.641063619 6 5.493463978 5.852122097 1.235694886 4.9979554 7 6 5.381311495 4.145489042 0 9147 985 2.936332697
7 5.999044695 4.896827007 2.8041131 1 3 40377216 7 5.385743049 7.104296994 0.579381989 3.758762722 7 3.360256834 5.283614225 0.572144 22 2.8 78499
8 7.682329428 7.87768189 1.28 01 82 2.7071 53 8 7.710952774 5.722958269 0.358548504 3.216101692 8 5.346879393 4.145489042 0.353 15412 4.157804555
9 5.892939968 7.361380907 0.752617637 2.245261725 9 6.143684667 6.536048073 0.400 84951 1.412 60119 9 3.77322672 4.956930687 0.275480884 1.902102431
10 4.563506846 5.623173984 0.2641 8892 1.64626508 10 4.308898 12 5.146312088 1.401348785 3.65001 956 10 2.300036855 3.479646859 0.561441778 2 561014 8
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PublicaDons Restaurants Books
Source Target IWT-max(NvT,	NoT) Source Target IWT-max(NvT,	NoT) Source Target IWT-max(NvT,	NoT)
DBLP-ACM DBLP-Scholar Rest-YY1 Rest-YY2 Books-AN Books-BH
Training	data	pct LR SVM DT RF Training	data	pct LR SVM DT RF Training	data	pct LR SVM DT RF
1 3.159148051 2.374507077 1.698139726 6065 73 1 2.458228876 2.556530035 0.959658623 2.128546249 1 2.348136676 1.846803152 1.3 24826 2.138255057
2 3.453805461 3.012628028 1.561 53838 2 44100944 2 2.819476517 2.818718299 0.89 214773 2.532336301 2 2.50211043 2.123341809 1.28 58616 2. 61979879
3 3.757277228 3.71099791 1.0 3068519 2.245581032 3.066513956 2.846624556 0.691 28781 2.213457177 3 2.808340065 2.429576498 1.295602925 2.186145414
4 3.930017541 4.179689382 1.212756101 2.27 0390 1 4 3.203063902 3.222358986 1.1721 7584 3.257612782 4 2.991383341 2.846803152 1.332417891 2.213135592
5 3.952803809 4.391046629 1 030 2631 2 44 0944 5 3.1738113 3.561167839 1.634668486 3.2659484 2 5 2.798420526 2.772728373 1.427625598 2.250531 83
6 3.893764657 3.926151429 1.717409102 2.8885892 5 6 3.260601459 3.432094215 2.0604 659 3.3561443 5 6 2.807479868 3.230868713 1.0 4373811 2.316917695
7 3.17792013 3.572106688 1.752214424 2.245581032 7 2.956614204 3.021695454 2.033448368 2.739790927 7 3.421413442 3.546877192 1.0 4 3421 2.378220172
8 2.885074262 3.116694447 1.232414812 1 77 31918 8 2.566146111 2.818718299 1.74806007 2.995340017 8 3.79282528 3.280433095 1.2805 616 2.381965295
9 2.461758867 3.002662929 0.99 83 939 1.72 829883 9 2.753348984 2.776085388 0.89121 773 2.443887877 9 2.941072197 3.043527824 0.980828458 2.4 3 26407
10 2.013881479 3.433771754 1.348462909 1.318050254 10 2.307110992 2.597764607 0.959658623 2.40 418955 10 3.108340065 3.063113142 1.23341558 2.6939 6806
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 1
(c) Books
PublicaDons Restaurants Books
Source Target IWT-NvT Source Target IWT-NvT Source Target IWT-NvT
DBLP-ACM DBLP-Scholar Rest-YY1 Rest-YY2 Books-AN Books-BH
Training	data	pct LR SVM DT RF Training	data	pct LR SVM DT RF Training	data	pct LR SVM DT RF
1 8.272669932 9.71909579 0.201644531 14.7166 537 1 8.222632091 5.6113641 4 3.9003 689 8.55615 45 5.63140509 9.0020 8087 3.8878 773 8.04379 6
2 12.43158031 5.220317543 0.280986 02 11.7739 7 9 2 7.019031161 7.3935 3184 2.995 804 5 11.96456914 2 5.388600646 8.85729775 2.764 02343 7.436264138
3 11.62113565 5.1630 753 0.1995 05 9.25009928 3 8.169621663 6.407030 9 1.346404684 10.6101 968 3 4.24970864 8.990687881 1.79781630 5.93852 30
4 6.33241878 6.163664 13 0.33353 799 7.716389795 4 9.32762485 5.562085761 0.8081017 7.80306298 4 3.112375522 6.10056 9 8 1.19148 319 5.93852 301
5 8.715046558 7.11688 82 0.247162446 7.173 5849 5 7.80276293 10.1496 354 1.550325663 5.98 979 1 5 4.33205373 4.304606598 2.201522681 5.0150648 3
6 9.312814689 4.9439109 4 0.1905 5112 5.613932486 6 7.403328756 7.393503184 0.81476891 4.398370599 6 3.454861717 6.14448780 1.007733051 3.6522 3 1
7 10.59736177 3.809958712 0.224867711 5.14114 38 7 8.08584 035 10.402 2939 0.427225465 3.917 75497 4.24970864 3.09819043 0.7962 523 3.6228 7
8 8.932251131 4.92849548 0.12642 758 3.642477809 8 8.535598673 6.646318074 -0.088 3 09 3.18803 222 5.631405096 3.03031 288 -0.600 75 3 1.641627578
9 10.07624958 4.9288182 6 0.173 9 79 3.6378576 9 8.138719786 10.77609119 -0.079069 8 1.79938 2 9 10.80836336 4. 3121 779 0.075962776 3.071230643
10 10.29705604 6.0123597 7 0.24646466 1.5601894 0 8.787647512 12.049 5348 0.278744229 1 033 4 81 0 8.67628568 5.10978 586 -0.0229 524 3.6522 3513
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PublicaDons Restaurants Books
Source Target IWT-max(NvT,	NoT) Source Target IWT-max(NvT,	NoT) Source Target IWT-max(NvT,	NoT)
DBLP-ACM DBLP-Scholar Rest-YY1 Rest-YY2 Books-AN Books-BH
Training	data	pct LR SVM DT RF Training	data	pct LR SVM DT RF Training	data	pct LR SVM DT RF
1 6.347669725 3.012979924 1.53404817 2.4869686 1 3.705372702 3.220008044 1.427634 15 3.0058 1332 1 5.064535797 2.80224707 1.9122521 2.3667199 7
2 4.999044695 2.630832113 1.32954161 2.03879 8 2 3.074656055 3.242745 47 2.71689 1 3.47623 19 2 5.346879393 2.4178 6099 2.53138746 2.3345 4 09
3 7.218260596 2.178454 75 1.2793 9577 2.7696005 4 6.077935319 2.016078489 1.983423562 3.2161 9 3 6.279409453 4.185641136 1.110506491 3.460 951 2
4 7.811959298 4.38392 86 1.876215646 2.87421 93 4 6.283485 71 3.631616562 1.097 86829 2.98475564 4 4.75380135 4.863761253 2.6352 05 7 3.739045 4
5 5.870356135 6.905426741 1.329 41613 4.0211293 5 6.540566806 3.220008 44 2.163 3582 2.590034 93 5 4.95221 796 3.31713 882 1.14462 162 3.792 67898
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Figure 8: Scenario 3. (Source, Target): (Limited, Limited)
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Figure 9: Multiple Sources and Cross Domain
due to the nature of ER (specifically, monotonicity of preci-
sion), it could still be a potential issue.
One approach that we found effective was to use DRs of
smaller dimension such as d = 50 or d = 100. For simple
datasets with limited training data, this might be prefer-
able. However, FastText does not provide such smaller DRs
by default. We instead used the following approach. We
begin by taking GloVe’s 50 dimensional word embedding
dictionary. We dump all the tuples from the datasets DS
and DT into a single file such that each tuple corresponds to
a sentence. We train FastText on this dataset and require it
to provide a model outputting a 50 dimension DR. We also
instruct FastText to use GloVe’s word embeddings as initial
values. This produces a DR model that for any given word
produces a 50 dimension DR as output.
Exp-3: Multi Source Transfer. We evaluate in this ex-
periment the potential for transferring from multiple source
datasets. We choose Pub-DA and Pub-DS as the source
datasets while Pub-C is the target dataset. We choose
two representative classifiers– SVM and RF, and evaluate
three cases, namely (Pub-DA, Pub-C), (Pub-DS, Pub-C),
and ({Pub-DA, Pub-DS}, Pub-C). We allocated tuples from
both source datasets equally. For example, when we use 2%
of DLS overall, 1% comes from Pub-DA and 1% comes from
Pub-DS. We measure the improvement in performance of
multi source transfer ({Pub-DA, Pub-DS}, Pub-C) to sin-
gle source transfers (Pub-DA, Pub-C) and (Pub-DS, Pub-C)
respectively. As expected, the improvement can be substan-
tial (See Figure 9(a)) Note that Pub-DA is a better source
dataset for Pub-C than Pub-DS. So the improvement ob-
tained in (Pub-DS, Pub-C) is as much as 25% improvement
in F-score while (Pub-DA, Pub-C) still manages to achieve
10% improvement. Of course, the potential for improvement
is contingent on how the various source datasets are related
to the target dataset. One can use our proposed algorithms
from Section 5 for choosing one or more source datasets.
Effectiveness of Source Selection Algorithm. We evaluated
our source selection algorithm that ranks a given set of
source datasets based on their relatedness to the target
dataset. We used a wide variety of domains and many source
destination combinations. Overall, we tested the 5 domains
described earlier and 20 datasets (dubbed 784 datasets) from
the Magellan data repository [13]. We compare the order
provided by our algorithm with the empirical order where
we measure the improvement provided by treating each of
the datasets individually as the source. In each case, the
ordering was correct.
Exp-4: Cross Domain Transfer. ML classifiers for ER
take similarity vectors as input. Once the feature space is
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Figure 10: Negative Transfer
standardized, two similarity vectors - even if they are from
different datasets - can be compared. Based on this observa-
tion, we could transfer from a dataset from a related domain
whenever a dataset from the same domain is not available.
To test this, we chose two related domains - Movies and
Songs. Since Mv-IO is the larger dataset, we chose it as
the source. Recall that (MSD-1, MSD-2) is a challenging
dataset due to the way the MSD dataset was partitioned
adversarially. Even in such a case, (Mv-IO, MSD-2) per-
formed much better although it is from a different domain
as shown in Figure 9(b).
Exp-5: Negative Transfer. It is possible that in cer-
tain cases, TL can negatively affect performance. We con-
structed MSD-1 and MSD-2 adversarially to identify such a
behavior. Figure 10 shows the results. We fix DLT = ∅ and
the experiment corresponds to Scenario 1. We measure the
improvement obtained by the instance weighting algorithm
over NvT. For small data sizes, our approach is slightly bet-
ter than NvT. As the size of the training data increases, the
performance slightly improves before turning negative.
6.3 Summary of the Experiments
1. We have shown that TL for ER is not only feasible but
also quite effective and desirable (Exp-1).
2. Our proposed approaches provide excellent perfor-
mance in all the scenarios (Exp-2). Furthermore, they
enable ER in previously unfeasible cases such as Sce-
nario 1 and improve the performance in previously in-
effective cases such as Scenario 3.
3. In many cases, multi-source TL can improve the per-
formance over a single source (Exp-3). We also show
that our proposed heuristics (Section 5.2) can help
identify the most promising sources.
4. Our Fellegi-Sunter model based formulation has an
interesting side effect – one could use the similarity
vectors from a (even tangentially) related dataset as
source DS for a given target dataset DT (Exp-4).
5. We highlight the phenomenon of negative transfer
where TL results in decreased performance (Exp-5).
In fact, we had to partition a benchmark dataset in
an adversarial manner to demonstrate negative trans-
fer. We found that this occurs rarely in ER can be
mitigated by techniques from Section 5.2.
7. RELATEDWORK
(ML-based) Entity Resolution. ER has been widely
studied by using (a) declarative rules [49, 9] (b) ML-based
12
models [30, 19, 29], and (c) experts or crowdsourcing [54,
23] (see surveys [20, 38] for more details). ML-based ER sys-
tems often provide the state-of-the-art performance [18, 30,
19, 29], by following the Fellegi-Sunter model [21]. Notable
prior works use SVM [9], active learning [48], clustering [12]
and Markov logic [50]. Recently, deep learning-based meth-
ods have been successfully applied for ER [19, 37]. These
approaches leverage DRs as the fundamental building block
and propose a number of DL architectures for ER.
ER Systems. A comprehensive survey of current EM sys-
tems can be found in [29]. Popular tools include Magel-
lan [29], DeepER [19], SERF [6], and Dedoop [28]. One of
our key objectives is to adapt prior TL algorithms such that
they require minimal changes to these existing ER pipelines.
Transfer Learning is a fundamental ML technique to im-
prove the performance of a classifier on a task with limited to
no labeled data by leveraging a related task (see [40, 17] for
more details). Chapter 8 of [15] provides a simplified version
of some of the theorems that are applied in our paper. It
is possible to transfer features, training data, or ML classi-
fiers. We focused on the case of transferring features through
distributed representations and training data. Transferring
ML classifiers is often complex and require non-trivial im-
plementations. Furthermore, they are also challenging to
integrate into existing ER pipelines.
One prior work that uses TL for ER [39]. It focused on
the specific case of multi-source ER and proposed a trans-
fer algorithm for linear classifiers such as SVM. However,
their approach require complex modifications to the objec-
tive function and the use of composite gradient methods.
Distributed Representations. Recently, DRs has been
identified as a promising approach to encode tuples for
ER [19, 37]. DRs are heavily used in NLP [34]. Popu-
lar pre-trained word embeddings include word2vec [36] from
Google, GloVe [43] from Stanford, fastText [11] from Face-
book, and ELMo [45] from AllenAI. The definition of DRs
can be also extended from words to sentences, paragraphs
and documents [32]. Recent theoretical works have shown
that such complex methods are often outperformed in a TL
setting by simpler compositional approaches [56, 3] such as
those used in our paper.
8. CONCLUSION
In this paper, we have investigated the feasibility of per-
forming ER on a dataset DT that has limited to no training
data by reusing labeled data and features from a related
dataset DS . We proposed an effective approach to convert
each tuple into a standard feature space based on distributed
representations. We identified 4 common ER scenarios and
proposed effective algorithms that can be readily integrated
into existing ER pipelines. Our extensive experiments over
12 datasets from 5 domains have shown that TL does provide
meaningful benefits in improving the performance of an ML
classifier on the target dataset. Promising research direc-
tions to further explore include seamless integration of TL
on ER with other research directions such as active learning,
weak supervision, data/feature augmentation, and genera-
tive adversarial approaches from deep learning.
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