This paper proposed a Progressive Soft Filter Pruning method (PSFP) to prune the filters of deep Neural Networks which can thus be accelerated in the inference. Specifically, the proposed PSFP method prunes the network progressively and enables the pruned filters to be updated when training the model after pruning. PSFP has three advantages over previous works: 1) Larger model capacity. Updating previously pruned filters provides our approach with larger optimization space than fixing the filters to zero. Therefore, the network trained by our method has a larger model capacity to learn from the training data.
I. INTRODUCTION
C ONVOLUTIONAL Neural Networks (CNNs) is increasingly used to structural prediction [1] , visual presentation [2] , detection [3] , eye fixations prediction [4] , image saliency computing [5] , [6] , face recognition [7] and so on. The superior performance of deep CNNs usually comes from the deeper and wider architectures, which cause the prohibitively expensive computation cost. Even if we use more efficient architectures, such as residual connection [8] or inception module [9] , it is still difficult in deploying the state-of-the-art CNN models on mobile devices. For example, ResNet-152 has 60.2 million parameters with 231MB storage spaces; besides, it also needs more than 380MB memory footprint and six seconds (11.3 billion float point operations, FLOPs) to process a single image on CPU. The storage, memory, and computation of this cumbersome model significantly exceed the computing limitation of current mobile devices. Therefore, it is essential to maintain the small size of the deep CNN models which has Y. He, X. Dong We mark the pruned filter as the orange dashed box. For the hard filter pruning, the pruned filters are always fixed during the whole training procedure. Therefore, the model capacity is reduced and thus harms the performance because the dashed blue box is useless during training. On the contrary, our soft pruning method allows the pruned filters to be updated during the training procedure. In this way, the model capacity is recovered from the pruned model, and thus leads a better accuracy.
relatively low computational cost but high accuracy in realworld applications.
Various acceleration methods for the neural network has been proposed [10] , [11] . Pruning deep CNNs [12] , [13] is an important direction. Recent efforts have been made either on directly deleting some weight values of filters [14] (i.e., weight pruning) or totally discarding some filters (i.e., filter pruning) [15] - [17] . However, the weight pruning may result in the unstructured sparsity of filters, which may still be less efficient in saving the memory usage and computational cost, since the unstructured model cannot leverage the existing high-efficiency BLAS (Basic Linear Algebra Subprograms) libraries. In contrast, the filter pruning enables the model with structured sparsity and more efficient memory usage than weight pruning, and thus takes full advantage of BLAS libraries to achieve a more realistic acceleration. Therefore, the filter pruning is more advocated in accelerating the networks. arXiv:1808.07471v3 [cs.CV] 9 Mar 2019
Nevertheless, most of the previous works on filter pruning still suffer from the problems of 1) the model capacity reduction and 2) the dependence on pre-trained model. Specifically, as shown in Figure 1 , most previous works conduct the "hard filter pruning", which directly delete the pruned filters. The discarded filters will reduce the model capacity of original models, and thus inevitably harm the performance. Moreover, to maintain a reasonable performance with respect to the full models, previous works [15] - [17] always fine-tuned the hard pruned model after pruning the filters of a pre-trained model, which however has low training efficiency and often requires much more training time than the traditional training schema.
To address the above mentioned two problems, we propose a novel Soft Filter Pruning (SFP) approach. The SFP dynamically prunes the filters in a soft manner. Particularly, before first training epoch, the filters of almost all layers with small 2 -norm are selected and set to zero. Then the training data is used to update the pruned model. Before the next training epoch, our SFP will prune a new set of filters of small 2norm. These training processes are continued until converged. Finally, some filters will be selected and pruned without further updating. The SFP algorithm enables the compressed network to have a larger model capacity, and thus achieve a higher accuracy than others.
Intuitively, for the pre-trained network, all the filter of the model have information of the training set, some of them are important, and others are not that important thus could be pruned. If we directly prune a large number of filters at the early epoch, some informative filters might not be recovered by retraining even if we use the soft pruning approach. This is because there exist some filters with similar 2 -norm in the neural network, which makes it difficult to choose the right filters to be pruned. Therefore, we propose to prune the network progressively, i.e., small pruning rate at the early epochs, and large pruning rate at later epochs, which is called progressive soft filter pruning (PSFP). In this way, after pruning a small number of filters at the early epochs and retraining the model, the distribution of 2 -norm of the filters would become different, and the information of training set would concentrate on some important filters. In the meantime, less informative filters are much easy to be recognized. In this situation, if we use a larger pruning rate at a later epoch, it is easy to select the unimportant filters because they are becoming discriminative and it is less possible to choose the wrong filters.
Contributions. We highlight four contributions: (1) We propose a soft pruning manner to allow the pruned filters to be updated during the training procedure. This soft manner can dramatically maintain the model capacity and thus achieves the superior performance.
(2) Our acceleration approach can train a model from scratch and achieve better performance compared to the state-of-the-art. In this way, the fine-tuning procedure and the overall training time is saved. Moreover, using the pre-trained model can further enhance the performance of our approach to advance the state-of-the-art in model acceleration.
(3) To reduce the possibility of pruning the wrong filters, we propose to prune the network progressively, i.e., small pruning rate at early epochs and large pruning rate at later epochs. In this way, the filters with less information (in other words, less norm) become distinct after pruning and retraining at early epochs and it is less possible to prune the wrong filters at later epochs if we use a large pruning rate. (4) The extensive experiment on three benchmark datasets demonstrates the effectiveness and efficiency of our PSFP. We accelerate ResNet-110 by two times with about 4% relative accuracy improvement on CIFAR-10, and also achieve state-of-the-art results on ILSVRC-2012.
II. RELATED WORKS
Most previous works on accelerating CNNs can be roughly divided into three categories, namely, matrix decomposition, low-precision weights, and pruning. In particular, the matrix decomposition of deep CNN tensors is approximated by the product of two low-rank matrices [18] - [22] . This can save the computational cost. Some works [23] , [24] focus on compressing the CNNs by using low-precision weights. Pruningbased approaches aim to remove the unnecessary connections of the neural network [14] , [15] . Essentially, the work of this paper is based on the idea of pruning techniques; and the approaches of matrix decomposition and low-precision weights are orthogonal but potentially useful here -it may be still worth simplifying the weight matrix after pruning filters, which would be taken as future work.
A. Matrix Decomposition.
To reduce the computation costs of the convolutional layers, past works have proposed to representing the weight matrix of the convolutional network as a low-rank product of two smaller matrices [18] - [21] , [25] . Then the calculation of production of one large matrix turns to the production of two smaller matrices. However, the computation cost of tensor decomposition operation is large, which is not friendly to the training of neural network. In addition, there exists increasing usage of 1 × 1 convolution kernel in some recent neural network, such as the bottleneck building block structure of ResNet [8] , which is difficult for matrix decomposition.
B. Low Precision.
Some other researchers focus on low-precision implementation to compress and accelerate CNN models [23] , [24] , [26] - [28] . Han [26] proposed to prune the connections of the neural network, and then fine-tuned networks to recover the accuracy drop, after which he quantify the weights to reduce the number of bits of the parameters of a single layer to 5. Zhou [23] proposes trained ternary quantization (TTQ), a method that can reduce the precision of weights in neural networks to ternary values. In [24] , the authors present incremental network quantization (INQ), a novel method targeting to efficiently convert pre-trained full-precision CNN model into a low-precision version whose weights are constrained to be either power of two or zero. Under this situation, only low-precision weights are stored and used to inference, thus the storage and computation cost are dramatically reduced.
C. Weight Pruning.
Many recent works [14] , [26] , [29] pruning weights of neural network resulting in small models. For example, [14] proposed an iterative weight pruning method by discarding the small weights whose values are below the threshold. [29] proposed the dynamic network surgery to reduce the training iteration while maintaining a good prediction accuracy. [30] , [31] leveraged the sparsity property of feature maps or weight parameters to accelerate the CNN models. However, pruning weights always leads to unstructured models, so the model cannot leverage the existing efficient BLAS libraries in practice. Therefore, it is difficult for weight pruning to achieve realistic speedup.
D. Filter Pruning.
Concurrently with our work, some filter pruning strategies [15] - [17] , [32] have been explored. Pruning the filters leads to the removal of the corresponding feature maps. This not only reduces the storage usage on devices but also decreases the memory footprint consumption to accelerate the inference.
[15] uses 1 -norm to select unimportant filters and explores the sensitivity of layers for filter pruning. [32] introduces 1 regularization on the scaling factors in batch normalization (BN) layers as a penalty term, and prune channel with small scaling factors in BN layers. [33] proposes a Taylor expansion based pruning criterion to approximate the change in the cost function induced by pruning. [17] adopts the statistics information from next layer to guide the importance evaluation of filters. [16] proposes a LASSO-based channel selection strategy, and a least square reconstruction algorithm to prune filers. However, for all these filter pruning methods, the representative capacity of neural network after pruning is seriously affected by smaller optimization space.
E. Discussion.
To the best of our knowledge, there is only one approach that uses the soft manner to prune weights [29] . We would like to highlight our advantages compared to this approach as below: 1) Our pruning algorithm focuses on the filter pruning, but they focus on the weight pruning. As discussed above, weight pruning approaches lack the practical implementations to achieve the realistic acceleration. 2) [29] paid more attention to the model compression, whereas our approach can achieve both compression and acceleration of the model. 3) Extensive experiments have been conducted to validate the effectiveness of our proposed approach both on large-scale datasets and the state-of-the-art CNN models. In contrast, [29] only had the experiments on Alexnet which is more redundant than the advanced models, such as ResNet.
III. METHODOLOGY A. Preliminary
We will formally introduce the symbol and annotations in this section. The deep CNN network can be parameterized by
Fully-connected layers can be viewed as convolutional layers with k = 1 a matrix of connection weights in the i-th layer. N i denotes the number of input channels for the i-th convolution layer. L denotes the number of layers. The shapes of input tensor U and output tensor V are N i ×H i ×W i and N i+1 ×H i+1 ×W i+1 , respectively. The convolutional operation of the i-th layer can be written as:
where
Pruning filters can remove the output feature maps. In this way, the computational cost of the neural network will reduce remarkably. Let us assume the pruning rate is P i for the i-th layer. The number of filters of this layer will be reduced from
As the output tensor of i-th layer is the input tensor of i + 1-th layer, we can reduce the input size of i-th layer to achieve a higher acceleration ratio.
B. Pruning with hard manner
Most of previous filter pruning works [15] - [17] , [32] compressed the deep CNNs in a hard manner. We call them as the hard filter pruning (HFP). Typically, these algorithms firstly prune filters of a single layer of a pre-trained model and fine-tune the pruned model to complement the degrade of the performance. Then they prune the next layer and fine-tune the model again until the last layer of the model is pruned.
However, once filters are pruned, these approaches will not update these filters again. Therefore, the model capacity is drastically reduced due to the removed filters; and such a hard pruning manner negatively affects the performance of the compressed models.
The process of hard filter pruning is shown in the first row of Figure 2 . First, some of the filters with small p -norm (marked in blue) are select and pruned. After retraining, the pruned filters are not able to be updated again thus the pnorm of these pruned filters will be zero during all the training epochs. Besides, the remaining filters (marked in green) might be updated to another value after retraining to make up for the performance degradation due to pruning, which is represented as the first and third filter in HFP-b and HFP-c of Figure 2 . After several epochs of retraining to converge the model, a compact model is obtained to accelerate the inference.
C. Pruning with soft manner
As summarized in Algorithm 1, SFP can dynamically remove the filters in a soft manner. Specifically, the key is to keep updating the pruned filters in the training stage. Such an updating manner brings several benefits. It not only keeps the model capacity of the compressed deep CNN models as the original models, but also avoid the greedy layer by layer pruning procedure and enable pruning almost all layers at the same time.
More specifically, SFP can prune a model either in the process of training from scratch, or a pre-trained model. In The filters are ranked by their p-norms (purple rectangles) and the small ones (blue circles) are selected to be pruned. For HFP, after filter pruning, the pruned filter would have no chance to come back during retraining process. This is represented by that HFP-b and HFP-c have the same blue filters with zero p-norm. For SFP, after filter pruning, the model undergoes a reconstruction process where the pruned filters are capable of being reconstructed (i.e. updated from zeros) by the forward-backward process. The number of pruned filters is same during all training epochs, which is showed by that the number of blue filters in SFP-a is the same as the number of blue filters in SFP-c. While for PSFP, the number of pruned filters is increasing progressively during training epochs, which is represented by that PSFP-c has a larger number of blue filters than PSFP-a. The second row of Figure 2 explained the process of SFP. First, some of the filters with small p -norm (marked in blue) are select and set to zero. During retraining, we allow the pruned filters to be updated. In this way, the pruned filter whose p -norm equals to zero might become nonzero again due to retraining, which is represented as the second and fourth filter in SFP-b and SFP-c of Figure 2 . After several operations of pruning and reconstruction to converge the model, a compact model is obtained to accelerate the inference.
D. Progressive Soft Filter Pruning (PSFP)
As all the filters of the pre-trained model have the information of the training set, if we prune a large number of these informative filters, the information of the neural network obtained from training set would dramatically lose. Even if we pruning the filter with the soft manner, it is still difficult for some important filter to recover by retraining. Therefore, we propose to pruning the neural network progressively.
Different from the setting in Algorithm 1 that the pruning rate during all retraining epochs equals to the goal pruning rate P i , we change the pruning rate at each retraining epoch. 
Zeroize N i+1 P i filters by 2 -norm filter selection end for end for Obtain the compact model with parameters W * from W Output: The compact model and its parameters W * Specifically, we use a small pruning rate at early epochs, and gradually increase the pruning rate as the epoch number increasing until finally, we reach the goal pruning rate P i at the last epoch of retraining. The details of PSFP is illustratively explained in Algorithm 2.
1) Progressive Filter selection: We use the p -norm to evaluate the importance of each filter as Eq. (2). In general, the convolutional results of the filter with the smaller p -norm would lead to relatively lower activation values, and thus have a less numerical impact on the final prediction of deep CNN models. In term of this understanding, such filters of small pnorm will be given high priority of being pruned than those of higher p -norm:
Different form [34] that uses the same pruning rate P i to select N i+1 P i unimportant filters during the whole retraining process, we use different pruning rate P i at every epoch to select N i+1 P i unimportant filters for the i-th weighted layer. The definition of P i is list as follows:
where P i represents the goal pruning rate for the i-th weighted layer, Parameter D represents the ratio of the total epoch number when pruning rate equals P i /4, which will be explicitly explained later. Exponential parameter decay is widely used in optimization [35] to achieve a stable result. Similarly, we change the pruning rate exponentially, the equation is as follows:
In order to solve three parameters a, k, b of the above exponential equation, three points consists of (epoch, P i ) pair are needed to solve the equation. Certainly, the first point is (0, 0), which means the pruning rate is zero before the first training epoch. In addition, to achieve the goal pruning rate P i at the final retraining epoch, the point (epoch max , P i ) is essential. Now we have to define the third point In this situation, the lowest N i+1 P i filters are selected, e.g., the blue filters in Figure 2 . In practice, we use the 2 -norm based on the empirical analysis.
2) Filter Pruning: We set the value of selected N i+1 P i filters to zero (see the filter pruning step in Figure 2 ). This can temporarily eliminate their contribution to the network output. Nevertheless, in the following training stage, we still allow these selected filters to be updated, in order to keep the representative capacity and the high performance of the model.
In the filter pruning step, we simply prune all the weighted layers at the same time. In this way, we can prune each filter in parallel, which would cost negligible computation time. In contrast, the previous filter pruning methods always conduct layer by layer greedy pruning. After pruning filters of one single layer, existing methods always require training to converge the network [16] , [17] . This procedure cost much extra computation time, especially when the depth increases. Moreover, we use the same pruning rate for all weighted layers. Therefore, we need only one hyper-parameter P i = P to balance the acceleration and accuracy. For different epochs, we could calculate the pruning rate with P i = H(P i , D, epoch) = H(P, D, epoch). This can avoid the inconvenient hyper-parameter search or the complicated sensitivity analysis [15] . As we allow the pruned filters to be updated, the model has a large model capacity and becomes more flexible and thus can well balance the contribution of each filter to the final prediction.
3) Reconstruction: After the pruning step, we train the network for one epoch to reconstruct the pruned filters. As shown in Figure 2 , the pruned filters are updated to non-zero by back-propagation. In this way, the pruned model have the same capacity as the original model during the training. In contrast, hard filter pruning leads to the decrease of feature maps. The reduction of the feature map would dramatically reduce the model capacity, and further harm the performance. Previous pruning methods usually require a pre-trained model and then fine-tune it. However, as we integrate the pruning step into the normal training schema, our approach can train the model from scratch. Therefore, the fine-tuning stage is no longer necessary for PSFP. As we will show in experiments, the network trained from scratch by PSFP can obtain the competitive results with the one trained from a well-trained model by others. By leveraging the pre-trained model, our PSFP can obtain a much higher performance, and advance the state-of-the-art. 4) Obtaining Compact Model: PSFP iterates over the filter selection, filter pruning and reconstruction steps. After the model gets converged, we can obtain a sparse model containing many "zero filters". One "zero filter" corresponds to one feature map. The features maps, corresponding to those "zero filters", will always be zero during the inference procedure. There will be no influence to remove these filters as well as the corresponding feature maps. Specifically, for the pruning rate P i in the i-th layer, only N i+1 (1 − P i ) filters are nonzero and have an effect on the final prediction. Consider pruning the previous layer, the input channel of i-th layer is changed from N i to N i (1 − P i−1 ). We can thus re-build the i-th layer into a smaller one. Finally, a compact model
E. Computation Complexity Analysis
1) Theoretical speedup analysis: Suppose the filter pruning rate of the ith layer is P i , which means the N i+1 ×P i filters are set to zero and pruned from the layer, and the other N i+1 × (1 − P i ) filters remain unchanged, and suppose the size of the input and output feature map of ith layer is H i × W i and H i+1 × W i+1 . Then after filter pruning, the dimension of useful output feature map of the ith layer decreases from
Note that the output of ith layer is the input of (i + 1) th layer. And we further prunes the (i + 1)th layer with a filter pruning rate P i+1 , then the calculation of (i + 1)th layer is decrease
In other words, a proportion of 1 − (1 − P i+1 ) × (1 − P i ) of the original calculation is reduced, which will make the neural network inference much faster.
2) Realistic speedup analysis: In theoretical speedup analysis, other operations such as batch normalization and pooling are negligible comparing to the convolution operations. Therefore, we consider the FLOPs of convolution operations for computation complexity comparison, which is commonly used in previous work [15] , [17] . However, reduced FLOPs cannot bring the same level of realistic speedup because nontensor layers (e.g., batch normalization and pooling layers) also need the inference time on GPU [17] . In addition, the limitation of IO delay, buffer switch and efficiency of BLAS libraries also lead to the wide gap between theoretical and realistic speedup ratio. We compare the theoretical and realistic speedup in Section IV-D.
IV. EXPERIMENT
In this section, we conduct experiments on several benchmark datasets to validate the effectiveness of our acceleration Fit. func: f(x) = 30.000e 0.055x + 30.000 three points to get the function Fig. 3 : Progressively changed pruning rate when the goal pruning rate is 30%. Three blue points are the three pairs to generate the function of pruning rate and the solid curve is the exponential pruning rate function.
method.

A. Benchmark Datasets and Experimental Setting
Our method is evaluated on three benchmarks: MNIST [37] , CIFAR-10 [38] and ILSVRC-2012 [39] . The MNIST has a training set of 60,000 examples, and a test set of 10,000 examples. The CIFAR-10 dataset contains 50,000 training images and 10,000 testing images, which are categorized into 10 classes. ILSVRC-2012 is a large-scale dataset containing 1.28 million training images and 50k validation images of 1,000 classes. As discussed in [16] , [17] , [36] , ResNet is less redundancy, and thus more difficult to get accelerated than VGGNet [40] . Therefore, we focus on pruning the challenging ResNet model.
In the MNIST experiments, we use the default parameter setting as [37] , and use the PyTorch implementation [41] of the network and training schedule. We train the network for 20 epochs to get a more stable result.
In the CIFAR-10 experiments, we use the default parameter setting as [42] and follow the training schedule in [43] . For CIFAR-10 dataset, we test our SFP on ResNet-20, 32, 56 and 110. We use several different pruning rates, and also analyze the difference between using the pre-trained model and from scratch. In addition, we test our PSFP on ResNet-56 and 110 with different pruning rate.
On ILSVRC-2012, we follow the same parameter settings as [8] , [42] . We use the same data argumentation strategies with PyTorch implementation [41] . We test our SFP and PSFP on ResNet-18, 34, 50 and 101; and we use the same pruning rate 30% for all the models. All the convolutional layer of ResNet are pruned with the same pruning rate at the same time. (We do not prune the projection shortcuts for simplification, which only need negligible time and do not affect the overall cost.)
For progressive pruning, we set the D in equation 3 as 1/8. For example, if we use the goal pruning rate as 30%, then the pruning rate increases exponentially as shown in figure 3 ,
We conduct our SFP and PSFP operation at the end of every training epoch. For pruning a scratch model, we use the normal training schedule. For pruning a pre-trained model, we reduce In "Fine-tune?" column, "Y" and "N" indicate whether to use the pre-trained model as initialization or not. The "Accu. Drop" is the accuracy of the pruned model minus that of the baseline model, so negative number means the accelerated model has a higher accuracy than the baseline model. A smaller number of "Accu. Drop" is better. We run every experiment for three times to get the mean and standard deviation of the accuracy. the learning rate by 10 compared to the schedule for the scratch model. We run each experiment three times and report the "mean ± std". We compare the performance with other stateof-the-art acceleration algorithms [15] - [17] , [36] .
B. LeNet-5 on MNIST
As stated in section III-A, the fully-connected layer can be viewed as the convolutional layer with kernel size k = 1. Suppose the pruning rate for i-th layer is P i , filter pruning leads to the size of fully-connected layer changes from
In order to test the pruning effect of the algorithm on the fully-connected layer, we pruning the first fully-connected layer of LeNet-5. The baseline accuracy on MNIST is 98.63± 0.04, and the pruning result is shown in Table III . After pruning 30% of the neurons of the fully-connected layer, the accuracy drop is only 0.07%, which means the pruning algorithm works well on the fully-connected layer. We find that the SFP and PSFP algorithm have a similar result on MNIST. As the previous works on pruning MNIST always pruning 'weight' of the network instead of the 'filter' of the network, the comparison results are not listed. Table I shows the results on CIFAR-10. Our SFP could achieve a better performance than the other state-of-the-art hard filter pruning methods. For example, [15] use the hard pruning method to accelerate ResNet-110 by 38.6% speedup ratio with 0.61% accuracy drop when without fine-tuning. When using pre-trained model and fine-tuning, the accuracy drop becomes 0.20%. However, we can accelerate the inference of ResNet-110 to 40.8% speed-up with only 0.30% accuracy drop without fine-tuning. When using the pre-trained model, we can even outperform the original model by 0.18% with about more than 40% FLOPs reduced.
C. ResNet on CIFAR-10
PSFP could achieve better performance than SFP when pruning rate is large. For example, when the pruning rate is II: Overall performance of pruning ResNet on ImageNet. In "Fine-tune?" column, "Y" and "N" indicate whether to use the pretrained model as initialization or not. The "Accu. Drop" is the accuracy of the pruned model minus that of the baseline model, so negative number means the accelerated model has a higher accuracy than the baseline model. A smaller number of "Accu. Drop" is better. We run some ResNet-18 for three times to get the mean and standard deviation of the accuracy. For the other depths of ResNet, we just list the one-view accuracy.
Depth
Method Finetune? Table II shows that SFP outperforms other state-of-the-art methods. For ResNet-34, SFP without fine-tuning achieves more inference speedup to the hard pruning method [17] , but the accuracy of our pruned model exceeds their model by 2.57%. Moreover, for pruning a pre-trained ResNet-101, SFP reduces more than 40% FLOPs of the model with even 0.2% top-5 accuracy increase, which is the state-of-the-art result. In contrast, the performance degradation is inevitable for hard filter pruning method. Maintained model capacity of SFP is the main reason for the superior performance. In addition, the non-greedy all-layer pruning method may have a better performance than the locally optimal solution obtained from previous greedy pruning method, which seems to be another reason.
However, pruning the pre-trained model with SFP algorithm would lead to dramatic accuracy degradation occasionally, which is stated in [34] . For example, when we prune the pre-trained ResNet-18 using SFP, the top-1 accuracy drop is 9.44%. Moreover, if we prune the pre-trained ResNet-50 using SFP, the top-1 accuracy drop is even 14.01%. However, if we use PSFP to prune the model progressively, the top-1 accuracy drop of ResNet-18 and ResNet-50 are 2.21% and 0.62%, respectively. On ResNet-50, PSFP could achieve 75.53% top-1 accuracy, which has 1.08% top-1 accuracy improvement over the best result of SFP. On ResNet-50, PSFP could achieve 68.02% top-1 accuracy, which has 0.77% top-1 accuracy improvement over the best result of SFP. On ResNet-34 and ResNet-101, the result of PSFP is comparable with SFP algorithm. Therefore, we could achieve a much stable performance if we use PSFP to prune the neural network.
The accuracy of the model during training for soft filter pruning method and progressive filter pruning method are shown in the after pruning, respectively. The black line is the performance gap due to pruning, which is calculated by the accuracy after pruning subtracting that before pruning. We find that the performance gap of SFP is not stable for during all the retraining epochs. On the contrary, the performance gap of PSFP is not stable at the early 30 epochs, and become stable afterwards. This is become SFP directly prune a large number of filters, which leads to the loss of a large quantity of pre-trained information of the network, thus the influence of pruning is large and hard to be recovered by retraining. In contrast, PSFP pruned a small number of filters at early epochs, then increase the number of pruned filters at later epochs, this progressive pruning makes the network has time to recover from the information of by retraining, thus stabilizing the pruning process. In order to test the realistic speedup ratio, we measure the forward time of the pruned models on one GTX1080 GPU with a batch size of 64. The results are shown in Table IV . The gap between theoretical and realistic model may come from non-tensor layers and the limitation of IO delay, buffer switch and efficiency of BLAS libraries.
E. Ablation Study
Extensive ablation study is also conducted to further analyze each component of our model. 1) Filter Selection Criteria: The magnitude based criteria such as p -norm are widely used to filter selection because computational resources cost is small [15] . We compare the 2 -norm and 1 -norm, and the results are shown in Table V . We find that the performance of 2 -norm criteria is slightly better than that of 1 -norm criteria. The result of 2 -norm is dominated by the largest element, while the result of 1 -norm is also largely affected by other small elements. Therefore, filters with some large weights would be preserved by the 2norm criteria. Consequently, the corresponding discriminative features are kept so the performance of the pruned model is better.
2) Varying pruning rates: To comprehensively understand SFP, we test the accuracy of different pruning rates for ResNet-110, shown in Figure 5(a) . As the pruning rate increases, the accuracy of the pruned model first rises above the baseline model and then drops approximately linearly. For the pruning rate between 0% and about 23%, the accuracy of the accelerated model is higher than the baseline model. This shows that our SFP has a regularization effect on the neural network because SFP reduces the over-fitting of the model.
3) Sensitivity of SFP interval: By default, we conduct our SFP operation at the end of every training epoch. However, different SFP intervals may lead to different performance; so we explore the sensitivity of SFP interval. We use the ResNet-110 under pruning rate 30% as a baseline, and change the SFP interval from one epoch to ten epochs, as shown in Figure 5(b) . It is shown that the model accuracy has no large fluctuation along with the different SFP intervals. Moreover, the model accuracy of most (80%) intervals surpasses the accuracy of one epoch interval. Therefore, we can even achieve a better performance if we fine-tune this parameter. 4) Selection of pruned layers: Previous works always prune a portion of the layers of the network. Besides, different layers always have different pruning rates. For example, [15] only prunes insensitive layers, [17] skips the last layer of every block of the ResNet, and [17] prunes more aggressive for shallower layers and prune less for deep layers.
Similarly, we compare the performance of pruning first and second layer of all basic blocks of ResNet-110. We set the pruning rate as 30%. The model with all the first layers of blocks pruned has an accuracy of 93.96 ± 0.13%, while the model with all the second layers of blocks pruned has an accuracy of 93.38 ± 0.44%. Therefore, different layers have different sensitivity for SFP. Consequently, careful selection of pruned layers would potentially lead to performance improvement, although more hyper-parameters are needed. 5) Sensitivity of parameter D of PSFP algorithm: We change the parameter D in the Equation 3 to comprehensively understand PSFP, and the results are shown in the Figure 5 (c). We use ResNet-56 on CIFAR-10 and set the pruning rate as 40%. When changing the parameter D from 7 to 16, we find the model accuracy has no large fluctuation along with the different parameter D, which shows that the parameter D has little effect on the final result of pruning.
V. CONCLUSION & FUTURE WORK
In this paper, we propose the PSFP, a progressive soft filter pruning approach, to accelerate the deep CNNs. During the training procedure, we prune the filters progressively and allow the pruned filters to be updated. This progressively pruning could make the pruning process more stable and the soft manner could maintain the model capacity and thus achieve the superior performance. Remarkably, without using the pre-trained model, our PSFP can achieve the competitive performance compared to the state-of-the-art approaches. Moreover, by leveraging the pre-trained model, our PSFP achieves a better result and advances the state-of-the-art in the field of model acceleration. The result shows our PSFP have a better performance than the pruning method without progressive pruning. Furthermore, PSFP can be combined with other acceleration algorithms, e.g., matrix decomposition and low-precision weights, to further improve the performance. We will explore this in our future work.
