In a recent paper (arXiv:cond-mat/0911.2514), one of us (FYW) considered the Potts model and bond and site percolation on two general classes of two-dimensional lattices, the triangulartype and kagome-type lattices, and obtained closed-form expressions for the critical frontier with applications to various lattice models. For the triangular-type lattices Wu's result is exact, and for the kagome-type lattices Wu's expression is under a homogeneity assumption. The purpose of the present paper is two-fold: First, an essential step in Wu's analysis is the derivation of lattice-dependent constants A, B, C for various lattice models, a process which can be tedious.
I. INTRODUCTION
The q-state Potts model [1, 2] is a very important model in the study of phase transitions and critical phenomena. The critical frontier, or the loci of critical points, of the Potts model was first determined by Potts [1] for the square lattice. The critical exponents of the Potts model are obtained by conjectures on the basis of numerical evidence and by using Coulomb gas theory [3] [4] [5] [6] [7] . According to the universality hypothesis [8] , the Potts model on different lattices belongs to the same universality class. But the determination of the critical frontier of the q-state Potts model in general, which includes the q = 1 bond and site percolation, is still an outstanding challenge. Particularly, the threshold of site percolation has remained largely unresolved.
In a recent paper [9] , hereafter referred to as I, one of us (FYW) considered the Potts model on two classes of very general two-dimensional lattices, the triangular-type and kagome-type lattices shown in 
where δ ij = δ Kr (s i , s j ), δ 123 = δ 12 δ 23 δ 31 , and A, B, C, A ′ , B ′ , C ′ are constants. Spin interactions within the hatched areas can be either 2-or 3-site couplings. The hatched triangles can have internal structures such as the stack-of-triangle subnets, which are of recent interest [10, 11] , shown in Fig. 2 . We refer to these structures as subnet networks. These stack-of-triangle lattices are called subnet lattices. Examples of triangular subnet lattices and kagome-type subnet lattices are shown in Fig. 2 and 3 of I. The 1 × 1 subnet lattices are the triangular and kagome lattices themselves. We shall call a kagome-type lattice with m × m down-pointing and n × n up-pointing subnets an (m × m) : (n × n) subnet lattice.
In I, Wu derived closed-form expressions for the critical frontier of the q-state Potts model for the 2 types of lattices in Fig. 1 . For the triangular-type lattices the critical frontier is exact, but for the kagome-type lattices the critical frontier is obtained under a homogeneity assumption.
The purpose of this paper is two-fold: The dots denote triangles with 3-site interactions.
First, an essential step in Wu's analysis is the derivation of relevant lattice-dependent constants A, B, C for subnet networks. The derivation, while elementary, is tedious. Here we use a computer algorithm to evaluate them. Details of the algorithm are described in Sec. III.
Secondly, we determine the critical frontier numerically and examine the accuracy of the homogeneity assumption. Specifically, we carry out a finite-size scaling analysis based on transfer matrix calculations to numerically determine the critical frontier for several lattice models, including the Potts model on the 3-12 and kagome-type (n × n) : (n × n) subnet lattices, for which the exact thresholds are not known. To assess the accuracy of the numerical determination, we also apply the procedure to models for which the exact critical thresholds are known. These include the Ising model and site percolation on the 3-12 lattice and kagome-type (1 × 1) : (n × n) subnet lattices, n ≤ 6. Comparison of numerical and known exact results shows that our numerical procedure is accurate to 7 or 8 decimal places.
This in turn infers that the critical frontier determined using the homogeneity assumption [9] of I is accurate to 5 decimal places or higher.
Our paper is organized as follows: The main findings of I are summarized in Sec. II.
We describe in Sec. III the algorithm we use to obtain the expressions of A, B, C for the Potts model with pure 2-and/or 3-site subnet interactions. The resulting expressions of A, B, C are listed in the Appendix. In Sec. IV, we describe the transfer matrix technique and the finite-size scaling method. Numerical results of our transfer matrix calculations and finite-size scaling analysis are given in Sec. V. New exact thresholds are also given in Sec.
V for site percolation on kagome-type (1 × 1) : (n × n) subnet lattices for n up to 6. We summarize our main findings in Sec. VI.
II. MAIN RESULTS OF I
We summarize in this section the main results of I.
For the triangular-type lattice shown in Fig. 1(a) , the partition function is
where the products are taken over the up-pointing triangles. Wu [9, 12] showed that, in the
in which the ground state of W △ is ferromagnetic, the exact critical frontier is given by
The critical function (4) yields the exact thresholds of site percolation on lattices generated from triangular-type lattices. Consider a Potts model on a triangular subnet lattice with pure 3-site interactions in doted triangles shown in Fig. 2 . Regarding faces of 3-spin interactions in an n × n subnet as sites of a new lattice, the Potts model maps to a site percolation on a (1 × 1) : (n − 1) × (n − 1) kagome-type subnet lattice. The critical frontier (4) then gives the exact threshold of the site percolation. Examples of the mapping are shown in Fig. 3 and 4 for n = 2 and 3.
For kagome-type lattices shown in Fig. 1 (b) the partition function is Wu [9] obtained its critical frontier
under a homogeneity assumption.
The critical point in the case of q = 2 computed from (6) is exact. Wu [9] also used (6) to compute Potts thresholds for the 3-12 and the (m × m) : (n × n) kagome-type subnet lattices for m, n ≤ 4 for which the exact thresholds are not known. In addition, Wu deduced the known exact threshold of site percolation on the 3-12 lattice by considering the Potts model on the (2 × 2) : (2 × 2) kagome-type lattice as shown in Fig. 5 . In this case the homogeneity assumption turns out to give the exactly known critical frontier. 
III. EVALUATION OF A, B, C FOR SUBNET NETWORKS
In this section we describe the computer algorithm we use to evaluate expressions of A, B, C for the Potts model with 2-and/or 3-site interactions in subnet networks.
For the Potts model with 2-site interactions, consider the 2 × 2 subnet network in Fig.   6 (a) as an example. The Boltzmann weight is
where v = e K − 1, K is the 2-site coupling of the Potts model.
Terms in the expansion of the products can be represented by graphs. As shown in Fig. 6(a), there are 9 bonds in the subnet. Define two states for each bond, occupied and vacant, then there are total 2 9 = 512 graphs corresponding to the 512 terms in the expansion of (7).
For example, Fig. 6 (b) is a graph that corresponds to the term {4,5,6}
contributing to B with a term q 2 v 2 .
The 512 graphs are divided into five types according to following rules:
1. Type-1, graphs with isolated spins 1, 2 and 3. The sum of these graphs generates the expression of A.
2. Type-2, graphs with spins 1 and 2 connected and spin 3 isolated. The sum of these graphs contributes to the expression of Bδ 12 . For clarity we denote it as B 12 .
3. Type-3, graphs with spins 2 and 3 connected and spin 1 isolated. The algorithm of our program is to generate the 512 graphs one by one, compute the weight of each graph, and classify them into the five types. The graph weight assumes the form q nc v nv , where n v is the number of occupied bonds in the graph, and n c is the number of independent clusters isolated from, i.e., not connected to, sites 1, 2 or 3. For example, the graph in Fig. 6 (b) has n v = n c = 2 and the weight q 2 v 2 .
The algorithm of our program is therefore as follows:
1. Generate one term, i.e., a graph, by choosing a set of occupied bonds.
2. Count the number of independent clusters isolated from site 1, 2 or 3 as n c .
3. Count the number of occupied bonds n v .
4. Assign a term q nc v nv to A, B, or C according to the aforementioned rules.
5. Go to 1 for another graph until all 512 graphs are exhausted.
The procedure for the Potts model with pure 3-site interactions M is similar. Take the case shown in Fig. 7(a) as an example. The doted up-pointing triangles have pure 3-site interactions and the Boltzmann weight of the 2 × 2 subnet can be written as where m = e M − 1.
To obtain an expansion in the form of (8) where n c is the number of independent clusters not containing sites 1, 2, or 3, and n m is the number of occupied dots.
The rules to divide the graphs into five types corresponding to A, B, C are the same as the ones for pure 2-site interactions. For example, the graph in Fig. 7 (b) has n m = 2, n c = 0 and corresponds to the term 4, 5, 6 (mδ 1, 5, 6 )(mδ 2,4,6 ) = m 2 δ 12 , thus contributing to B 12 with a term m 2 .
The algorithm to obtain expressions of A, B, C is therefore very similar to the one described in the above for 2-site interactions:
1. Generate one term, i.e., a graph, by choosing a set of occupied dots.
2. Count the number of clusters isolated from sites 1, 2 or 3 as n c .
3. Count the number of occupied dots n m .
4. Assign q nc m nm to A, B or C respectively according to the aforementioned rules.
5. Go to 1 for another graph until all possible graphs are exhausted.
In the Appendix we present expressions of A, B, C for the Potts model on n × n subnets with 2-site interactions for n ≤ 4, and for subnets with 3-site interactions for n ≤ 7.
IV. THE TRANSFER MATRIX AND FINITE-SIZE SCALING
We use the method of transfer matrix to calculate statistical variables for lattice models wrapped on a cylinder with circumference L and length N. For lattices shown in Fig. 1 with hatched triangles, L and N count up-and down-pointing hatched triangles (rather than individual Potts spins within each triangle). Thus, for an (m × m) : (n × n) lattice shown in Fig. 8(a) , there are actually (m + n)L Potts spins in a length L.
For the Potts model, we build the transfer matrix by using the random-cluster representation of the Potts partition function [13, 14] 
where the summation is over all subgraphs g of the lattice (or graph) on which the Potts model is defined, v = e K − 1, and n b (g) and n c (g) are, respectively, the number of bonds and clusters in g. For the (q = 1) bond percolation we have simply Z = (1 + v) E , where E is the total number of edges of the lattice.
The concept of connectivity plays an essential role in the building of the transfer matrix.
Sites that belong to the same cluster are said to be connected. In the N × L cylinder, each of the L end sites of the cylinder is either isolated from or connected to other end sites. The connectivity of the L end sites of the cylinder is described by non-crossing partitions of the sites. There are a total of
such non-crossing partitions [15] indexed by β. In the transfer matrix consideration the noncrossing partitions are mapped onto and coded by a set of integers 1, 2, · · · , d L . A detailed explanation of the coding procedure can be found in [16] .
The partition function of the Potts model can therefore be written as
where Z 
where
are elements of
It is also clear that the summation in (13) is over subgraphs g connecting partitions β and α of the (N − 1)-th and N-th rows, with ∆n b (g) and ∆n c (g) denoting, respectively, the net (positive or negative) change of the number of bonds and clusters due to the introduction of g.
To conserve computer memory and running time, the transfer matrix is converted into a product of sparse matrices as described below (see [16] for further details). This technique has proved to be very efficient in the transfer matrix study of the Potts model, the O(n) loop and other lattice models [17] [18] [19] [20] [21] [22] [23] .
The transfer matrix can be regarded as adding a new layer to the system. This process converts the transfer matrix T into a product of L+1 sparse matrices for kagome-type lattices of Fig The transfer matrix T now assumes the form of a product of sparse matrices,
In the actual calculation, we need to store only the positions and values of the nonzero elements of each sparse matrix in a few one-dimensional arrays.
In constructing these sparse matrices, one needs to enumerate all possible graphs inside the added (one or two) hatched triangles for a given connectedness of the partitions of the new and old layers. For example, in the construction of T 1 , we need to add a subnet shown in Fig. 2 (flipped vertically). In the case of 1 × 1 subnet, it is straightforward to enumerate all graphs manually. However, in the case of 2 × 2 and higher order subnets, it is tedious and sometimes impossible to count all possible graphs by hand. Therefore, we make use of a computer algorithm similar to the one used in obtaining expressions of A, B, C to count For site percolation, the partition function is
where the summation is over all site percolation configurations g, s is the probability that a site is occupied, n s (g) is the number of occupied sites in g, and N is the total number of sites. The corresponding transfer matrix is defined in a way similar to that of the Potts model, but with a twist due to the presence of vacant sites and henceforth not all L end sites are occupied. Denote the number of end sites that are occupied by
non-crossing partitions and the transfer matrix has the dimension d
The partitions can again be coded by means of a sequence of integers 1, 2,
The coding algorithm is the same as that used in the consideration of the Potts model with vacancies [18] and in the study of site percolation [24] .
To determine the critical threshold of the Potts model and/or site percolation, we calculate the magnetic scaled gap
where ξ h (v, L) is the magnetic correlation length (with v replaced by s for site percolation).
In the language of the random cluster model and site percolation, the magnetic correlation function is defined to be the probability that two sites at a distance r belong to the same cluster, or
for the random cluster model and
for site percolation. The summations in Z ′ are the same as in (9) and (15) but restricted to subgraphs g with at least one cluster spanning from row 1 to row r.
We define a transfer matrix, hereafter referred to as the magnetic sector of the transfer matrix, based on Z ′ , in a way similar to that of the transfer matrix based on Z in (13) or (15) in the 'non-magnetic' sector. In constructing the magnetic sector of the transfer matrix, we use the 'magnetic' type connectivity of the L end sites of the cylinder, which, in addition to describing how sites are connected, specifies which sites are still connected to a site in row 1. These sites are called 'magnetic sites'. To count the total number of noncrossing partitions describing the 'magnetic' type connectivity, we first code the positions of the magnetic sites by means of a binary number m = 0, 1, ..., 2 L − 1, where the binary digit 1 denotes a magnetic site. The magnetic sites divide the remaining sites in g(m) groups such that two sites in different groups cannot be connected. Let n(j) be the number of sites in the j-th group. Then there are
non-crossing partitions for the Potts model and
non-crossing partitions for site percolation. The total number of non-crossing partitions is
for the Potts model, and
for the site percolation.
The partitions can again be coded by means of a sequence of integers. A detailed description of the coding algorithm can be found in [18] . The magnetic sectors of the transfer
for the Potts model and site percolation, respectively, and are much larger than those of the non-magnetic sectors.
The magnetic sector of the transfer matrix can also be converted into a product of sparse matrices in the same way as in the case of the non-magnetic sector.
The inverse magnetic correlation length is given by
where λ 0 and λ ′ 0 are the leading eigenvalues of the transfer matrix in the non-magnetic and magnetic sector respectively, ζ is a geometrical factor which is the ratio between the unit of L and the thickness of a layer added by the transfer matrix. The magnetic scaled gap then follows.
According to finite-size scaling theory [25] and Cardy's conformal mapping [26] 
can be expanded as
where X h is the magnetic scaling dimension, t is the deviation from the critical point, and u the irrelevant field. Here, y t is the thermal renormalization exponent, y u the leading irrelevant renormalization exponent, and a and b are unknown constants.
We substitute (24) into the finite-size scaling equation connecting lattices of sizes L and
and denote the solution of (25) by v c (L), which has the expansion
where a ′ is an unknown constant. Because y u < 0 and y t > 0, v c (L) for a sequence of increasing system sizes converge to the critical point v c .
At
with b ′ an unknown constant. This determines the magnetic scaling dimension X h .
The free energy per unit distance is given by
where λ 0 is the largest eigenvalue of the transfer matrix in the non-magnetic sector. According to conformal invariance theory, the large-L asymptotic finite-size behavior of the free energy density at the critical point is [27, 28] 
where c is the conformal anomaly.
The conformal anomaly c and the magnetic scaling dimension X h are two important universal quantities defining the universality class. For the two-dimensional q-state Potts model, they are given by the conformal invariance theory and Coulomb gas method [3, 4, [27] [28] [29] as
V. NUMERICAL AND SOME EXACT RESULTS
In this section we present numerical results of our transfer matrix calculations and finitesize scaling analysis for the 3-12 and kagome-type lattices. We also present some exact results for site percolation on the (1 × 1) : (n × n) lattices.
A. The q-state Potts model on the 3-12 and kagome-type subnet lattices
Critical points are estimated by extrapolating the solutions of (25) for a sequence of increasing system sizes in accordance with the finite-size scaling equation (26) . The numerical accuracy one reaches depends highly on the system size reached in the calculation. L+1 , and the largest system size we reached is L = 14. The computer memory requirement for the calculations of the largest system is about 65 gigabytes, which is quite large, but the CPU time consumed is rather modest. It is just a few hours for a typical calculation of the magnetic scaled gap.
The magnetic scaling dimension X h is estimated by extrapolating the scaled gaps
at the solution of (25) for a sequence of increasing system sizes in accordance with (27) . The free energy density at the estimated critical point is calculated using (28) and the conformal anomaly c is computed by making use of the finite-size scaling relation (29) . Details of the data fitting procedure are described in [16] . We also checked corrections to scaling due to the leading irrelevant field. Take the simple kagome lattice as an example.
According to the Coulomb gas theory [29] , y t 2 = 4 − 4/g with g given in (31) is the second leading thermal exponent, which we expect to be a candidate for the leading correction exponent y u . For q > 2, we indeed found y u close to y t 2 . For q = 0.5, y u is about −2.00(1), which is the analytic one. For q = 1.0 and 1.5, we found y u = −1.79(3) and −1.51(2) respectively, which dominate and overcome the corresponding y t 2 . For q = 2, the Ising model, we obtain y u = −4.00 (1) . The amplitudes of y t 2 = −4/3 and the analytic y u = −2 corrections vanish. This is understandable for lattices with sixfold rotational symmetry. This picture is generally true for all (n × n) : (n × n) kagome subnet lattices.
We summarize in Tables I-V numerical results of our calculations on the critical point v c , conformal anomaly c, and magnetic scaling dimension X h together with the universality predictions of c and X h . We have also computed v c using the homogeneity assumption and list the results. The v c calculation for the kagome lattice extends those of [30] using Monte Carlo renormalization group method and finite-site scaling analysis for q = 1, 2, 3, 4. Our study extends to non-integer q and offers results with higher accuracy.
For q = 2, the Ising model, our numerical estimates of the critical threshold agree with the exact critical results up to 7 or 8 decimal numbers. This probably indicates the limit Homogeneity Assumption, N = Numerical, T = Theoretical universality prediction.) Our numerical results for bond percolation are summarized in Table VI for the 3-12 lattice and the (n × n) : (n × n) subnet kagome-type lattices. For the kagome lattice, we found p c = 0.524404978(5), which coincides with the best estimation [24] . For the 3-12 lattice our numerical result of p c = 0.74042077(2) is in agreement with other findings [11, 33, 34 ] to 6 decimal places. For kagome-type subnet lattices, our numerical analysis determines p c with an accuracy up to 7 or 8 decimal places.
In Table VI we also give thresholds computed using the homogeneity assumption (6) . The polynomial equations determining the bond percolation thresholds p c under the homogeneity assumption (6) for (n × n) : (n × n) subnet lattices in Table VI are as follows: 
The threshold (32) for n = 1 has previously been given in [30, 37] and in [33, 38] . Thresholds Table VI for the 3-12 lattice has been given in I and [38] , and 3-12 lattice 0.740423317919897 0.74042077(2) 0.74042118 [33] 0.74042081 [11] 0.74042195(80) [34] B. Site percolation on the 3-12 lattice
The exact critical threshold for site percolation on the 3-12 lattice is known to be s c = 1 − 2 sin(π/18). It was first given in [39] and is shown in I to be the same as that of the (2 × 2) : (2 × 2) Potts subnet lattice with pure 3-site interactions. To calibrate our numerical approach, we have also computed s c using the transfer matrix approach. Our numerical determination of critical properties of site percolation is summarized in the last row in Table VII . The comparison of numerical estimates of thresholds with exact results
shows agreements up to 7 decimal places, indicating our numerical estimates to be accurate to the same degree of accuracy. Our numerical determination of the conformal anomaly and magnetic scaling dimension of site percolation indicates that these models all belong to the two-dimensional q = 1 Potts model universality class. Again, the hypothesis of universality is verified. Table VII . Explicitly, the thresholds for site percolation on (1 × 1) : (n × n) kagome-type subnet lattices, 1 ≤ n ≤ 6, in Table VII are as follows:
1 − 3s 3 − 3s 4 + 6s 5 − 2s 6 = 0, (n = 2) (37) 
The threshold s c = 1 − 2 sin(π/18) for the n = 1 kagome lattice was first given in [35] . The threshold s c = 1/ √ 2 for n = 2 has also been obtained by a "cell-to-cell" transformation in [36] . Here, the thresholds for 3 ≤ n ≤ 6 are new.
We also computed s c and other critical properties numerically. The results are summarized in Table VII . Again, our numerical estimates of s c agree with the exact results up to 7 decimal places, and these models all belong to the two-dimensional q = 1 Potts model universality class.
Finally, we comment on some numerical specifics. Since the number of non-crossing partitions for site percolation is much larger than that of the Potts model in both the magnetic and non-magnetic sector for a given circumference L, the maximum system size L = 12 that we reached is smaller. The largest dimension of arrays used to save values and positions of nonzero elements of the sparse matrices is d S(m) L=13 = 125481607, which requires about 43 gigabytes computer memory in the calculations. Corrections to scaling due to the leading irrelevant field is about −1.8(1) for all lattices.
VI. SUMMARY
We have studied critical properties of the q-state Potts model and bond and site percolation on two general classes of lattices, the triangular-type and kagome-type lattices. For the triangular-type lattices of Fig. 1(a) , the exact critical frontier is known and this led to a determination of the exact critical thresholds of site percolation on (1 × 1) : (n × n) kagome-type subnet lattices. Results for 1 ≤ n ≤ 6 are given. For the kagome-type lattices of Fig. 1(b) , no exact results are known except for q = 2. We carried out finite-size analysis to numerically determine critical properties for various lattice models including the 3-12 lattice and (n × n) : (n × n) kagome-type subnet lattices. Our numerical results on conformal anomaly and magnetic correlation length verify that the principle of universality holds.
We have also computed the critical thresholds for the Potts and bond percolation on the 3-12 lattice and (n×n) : (n×n) kagome-type subnet lattices using the homogeneity assumption (6) . To assess the accuracy of our numerical analysis as well as that of the homogeneity assumption, we have applied our numerical procedure to study critical properties of models for which exact results are known. The comparison of numerical and known results shows that the numerical procedure is accurate to 7 or 8 significant digits in determining critical thresholds. Assuming the same degree of accuracy for all lattices, this in turn infers that the homogeneity assumption determines critical threshold with an accuracy up to 5 decimal places or higher.
Finally, our analysis of critical properties is based on the use of lattice-dependent constants A, B, C for the hatched triangles shown in Fig. 1 . We have developed an algorithm of evaluating expressions of A, B, C using computers for hatched triangles in the form of a stack-of-triangle structure.
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