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Abstract
After a re-examination of the different expressions proposed up to
now for the cosmological constant of the heterotic string at genus two,
we argue that none of them is fully satisfactory or useful for further
calculations. Starting from Knizhnik’s formula, written in terms of
SL(2, C)-invariant coordinates, and applying the Alvarez-Osorio tech-
nique to restore modular invariance (which connects with the Seiberg-
Witten recipe to sum over spin structure contributions), we construct
an alternative expression whose three main characteristics are: (1)
its modular dependence is explicit and manageable, modular trans-
formations can be performed in the obvious way and it is fully and
explicitly modular invariant: no total derivatives are invoked at all;
(2) it vanishes only after summation over all even spin characteristics,
and before integration over moduli space, and (3) its behavior in the
limit in which a non-trivial homology cycle degenerates is the same
one finds in the genus one case.
1
Introduction
Since the publication of Verlinde and Verlinde’s work on chiral determinants
on Riemann surfaces and the ”picture-changing” formalism [1][2] many peo-
ple has been trying to use it in order to find explicit expressions for higher
genus heterotic string amplitudes and, mainly, to prove non-renormalization
theorems, in particular, the vanishing of the cosmological constant in string
perturbation theory ([3][4][5] [6][7][8] [9][10][11][12] [13][14][15][16] [17][18]
and many others ).
The way followed by most of authors to do it, was to place the ”picture
changing operators” (PCOs) on special points of the Riemann surface. With
this choice, divisors which appear as arguments of Riemann theta functions
in the integrand over the moduli space Mg are given a known value in the
Jacobian J ac(Σg) = Cg/τZg + Zg (an odd half-period), or the theta func-
tions are found to be zero. This is the only way we know to make disappear
the explicit dependence on the insertion points of the PCOs.
A zero for the cosmological constant has been the result of all the works
published, and, in many cases, this has been considered to suffice because
zero is always modular invariant. In some cases, modular invariance has been
analyzed, and its absence has been attributed to the ”ambiguity” [2] [17] by
”showing” that, if the integrand changes under a modular transformation,
the difference between the former and the transformed integrands is a total
derivative in Mg which does not contribute.
Finally, there exist some expressions, based on more general choices for
the insertion points of the PCOs, which are claimed to be both modular
invariant and vanishing.
Even though that is only a very short account of the work done, we can
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see that the situation is very embarrassing.
The goal of this paper is twofold. First of all, I would like to contribute
to clarify the situation by making clear the distinction between a zero and
a modular invariant expression whose value is zero. Also, I would like to
distinguish between the ”ambiguity” and the lack of modular invariance.
Then, basic requirements for a expression being a ”good” heterotic string
cosmological constant will be formulated. All that will be done in the first
Section.
In the following I will restrict myself to the genus two case, the first which
is non-trivial. A brief critical review of the different genus two cosmological
constants obtained through different strategies will be done. I will argue
that none of them verifies all the criterions proposed. In particular I will
point out a non-trivial problem with the normalization of the determinants
in the usual expressions in terms of Riemann theta functions [1][2]. This is
the content of the second Section.
The second goal of this paper will be to obtain a new candidate to genus
two cosmological constant. We will start from Knizhnik’s expression [3]1 in
hyperelliptic language to avoid the normalization problem just mentioned.
Then I will rewrite it in a somewhat new way, eliminating explicitly the
SL(2, C) freedom from the beginning. Section 3 is devoted to that. More
on hyperelliptic Riemann surfaces, their degeneration limits and modular
transformations in our language can be found in Appendix A. It contains,
in particular, useful information about the classical Riemann identities and
some new identities we have found.
Now, we can perform modular transformations more easily, and we can
check up on (fourth Section) the lack of modular invariance of Knizhnik’s
1In references [9][10] similar expressions have been obtained.
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formula because of the choice of PCO insertions2. But modular invariance
is not completely lost with this choice. An analogous situation occurs in
old one-loop light-cone gauge calculations, specially in finite-temperature
calculations (see, for example reference [19]). A technique was developed
in reference [20] to ”restore” modular invariance in those expressions. I
applied freely this technique in our problem finding two possible (vanishing!)
cosmological constants none of them containing Knizhnik’s formula. I have
selected one of these expressions because in the limit in which a handle
shrinks to a point it has the expected behavior. This part is contained
in Section 5, and, in Section 6, I will discuss the results and expound the
conclusions. Appendix B and Appendix C contain some complementary
calculations. Appendix D contains tables, formulae and some figures.
My motivation was to obtain, from known explicit formulae, the Belavin-
Knizhnik theorem for heterotic strings and to apply it to the calculation of
critical Hagedorn temperatures at higher genus [21][22][23]. As this calcu-
lation gives us another criterion for modular invariance of the cosmological
constant from which we construct the thermal free energy3, we will refer to
it in more detail in some points of this paper.
2The lack of modular invariance is such that we can not relate any two spin structure
contributions, as given by Knizhnik, through modular transformations.
3The critical temperature is obtained as a condition of convergence of the leading term
of the thermal free energy integrand in the limit of degeneration of a non-trivial homology
cycle. The critical temperature obtained must not depend on the particular handle we
shrink.
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1 The vanishing of the heterotic string cos-
mological constant and modular invariance
The cosmological constant of the heterotic superstring is expected to vanish
to all orders in string perturbation theory because of supersymmetry. The
picture-changing formalism [24][2] together with the expressions for chiral
determinants and correlators on Riemann surfaces [1] made possible to per-
form explicit calculations valid locally onMg but, at the same time, it raised
new problems: the integrand of the genus g cosmological constant Zg over
moduli space, which is a correlator of PCOs and b fields that compensate
the background charges, is defined only up to a total derivative in moduli
space. In fact, the whole integrand should be a total derivative in moduli
space. On the other hand, the correlators of the supersymmetry current j−α
present unphysical poles whose residues are, once more, total derivatives in
Mg. Their presence invalidates, in principle, early proofs of the vanishing of
Zg [25][26].
The status of the theory seems to depend on the cancellation of all those
total derivatives after integration overMg, a subject still very unclear (is the
frontier ofMg within the region in which is valid a local expression of Zg?).
Then, it is natural to search for particular realizations of the cosmological
constant (through an adequate choice of total derivative) vanishing before
integration onMg. A particular realization of Zg corresponds to a particular
choice of the 2(g − 1) insertion points za of the PCOs, and to a particular
gauge in SMg, the supermoduli space [27]. This is the origin of the so-called
”unitary gauges”.
What I would like to remark here is that anyone of these realizations, as
they are given in reference [2], should be the integral over Mg of a modular
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invariant expression4. In fact, if the integrand is not modular invariant, we
can not restrict the integral to a fundamental region of the modular group
Γg in Teichmller space Tg, but to a fundamental region of the subgroup of
Γg which leaves invariant our expression. It must be stressed that a modular
transformation can not change the value of any integral, being or not modular
invariant (vanishing or not). It changes the integrand and the integration
region. A modular transformation is nothing but a change of integration
variable in this context. Formal modular invariance of the integrand permits
us to reduce the integration region to an arbitrary fundamental region of Γg
in Mg. This is why this symmetry of string theory is so important.
However, one can wonder what is wrong about a vanishing formally non-
modular invariant cosmological constant (zero is always modular invariant).
Is this only a semantic or aesthetic question? [11] The answer is definitely not.
Let us explain it in some detail. One can construct non-vanishing physically
interesting quantities from the heterotic string cosmological constant. The
first of them is the thermal free energy Fg(β) [29][30][19][31] [20][32][33]. In
these references it is shown that the thermal free energy is the cosmological
constant of a compactification of the bosonic and heterotic strings and that
it can be constructed from the cosmological constant of the uncompactified
theory by introducing the contribution of the soliton sectors as factors of the
integrand inMg. This (non-vanishing)5 construction is modular invariant if
and only if the cosmological constant we use is modular invariant. Objects
defined on Mg (that is: modular invariant objects) must admit a unique
expansion in terms of good coordinates onMg. In particular, we can expand
4Shortly, in the next Section, I will make some comments on the proof of this statement
given in reference [28]
5The compactification breaks supersymmetry.
6
them near the frontier of Mg, where Riemann surfaces degenerate, by use
of the ”plumbing fixture” coordinate δ (see, for example [34] and, from a
physical point of view [35]. Some basics are also contained in Appendix
A). Let us concentrate in the case in which a non-trivial homology cycle
degenerates. To describe it, we need non-modular invariant objects such as
a basis for the first homology group on so on, and, in particular, we need to
fix the cycle which degenerates. At least the leading term of the δ-expansion
must be independent of theses choices. We should obtain the same leading
term in the δ-expansion of Fg(β) by shrinking the A1 cycle, the B2 cycle, the
A1 +B1 cycle or any other non-trivial homology cycle. That can be used as
a check of modular invariance for Zg.
What we have seen in reference [22] is that Knizhnik’s formula for a
vanishing genus two heterotic string cosmological constant does not lead to
the same leading term whatever cycle we pinch. There is a whole class of
cycles turning around the a1 and a2 branch points for which we do not obtain
the same leading term. This behavior seems to be the same in all cases in
which the cancellation of the genus two cosmological constant comes from a
Riemann identity. Remember that the Hagedorn temperature comes from a
condition of convergence of the integral in δ of the leading term, so, the lack
of modular invariance is not simply an aesthetic or academic question.
Another point is the following: the construction of Zg must be compatible
with the Seiberg-Witten prescription, that is: Zg must be a sum over the
contribution of every spin structure. We should be able to write:
Zg =
∫
Mg
∑
spin structures e
I(e) (1)
where we fix the contribution of some spin structure d, I(d) and define
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the contribution of any other, I(e) related by a modular transformation T
with d (T (e) = d) by
I(d)
def
= T (I(e)) (2)
(See the table at the end of Appendix C). This amounts to perform the
Gliozzi-Scherk-Olive (GSO) projection, and ensures modular invariance if
global anomalies are absent [36]. For g = 2, only the contribution of even
spin structures is not zero. The set of genus g even spin structures transforms
irreducibly under Γg, so the precedent definition is consistent. We must
require that the cancellation of Zg does not come from the cancellation on
individual contributions I(d). First of all, it should be anomalous, and,
second, it may give a Fg(β) zero for all temperatures.
Finally, let us consider how the GSO projection, imposed by modular in-
variance, results in the cancellation of tachyons. Remember how it works in
the torus: modular invariance forces us to sum over the three even spin struc-
tures
[
0
0
]
,
[
1
2
0
]
and
[
0
1
2
]
with the signs of Jacobi’s equatio (Appendix
A)
ϑ4
[
0
0
]
(0‖τ)− ϑ4
[
0
1
2
]
(0‖τ)− ϑ4
[
1
2
0
]
(0‖τ) = 0 (3)
which is the only genus one Riemann identity.
Now, we pinch the conventionally chosen A cycle to find the δ-expansion
of Z1:
Z1 =
∫
M1
[I(
[
0
0
]
) + I(
[
0
1
2
]
) + I(
[
1
2
0
]
)]
∼
∫
M1
d | δ | dτ (1)epiiτ (1)
| δ | 52 ×
8
× [(−1− 8 | δ | 12 epiiτ (1) +O(δ)) +
+ (1 + 8 | δ | epiiτ (1) +O(δ)) +
+ (16 | δ | 12 epiiτ (1) +O(δ  ))] (4)
(leaving aside subdominant terms in ln | δ |) where, as usual, τ is the
genus one period matrix
τ = τ (1) + iτ (2) (5)
and
δ = e2piiτ = q2 =| δ | e2piiτ (1) (6)
is the plumbing fixture parameter we have been talking about, and (4) is
valid in the limit δ → 06. In equation (4) we can see that two Neveu-Schwarz
(NS) tachyons (which correspond to poles of order O(| δ |− 52 )) cancel each
other. Here, NS means something antiperiodic around the A cycle (spin
structure
[
0
−
]
). That is, we are choosing the B cycle as time direction
along which our antiperiodic thing propagates. Then, the NS tachyon peri-
odic around the cycle orthogonal to A (spin structure
[
0
1
2
]
) cancels the NS
antiperiodic (spin structure
[
0
0
]
) tachyon.
Now, at the next order in δ, there is a cancellation between NS and
Ramond (R) sectors, but this cancellation is not crucial: R and NS poles
of order | δ |−2 carry a phase e2piiτ (1) and vanish after integration over τ (1),
which is nothing but the ”twist” of the plumbing fixture whose integration
between 0 and 2pi implements the constraint in the spectrum of the heterotic
6The reader can easily check this behavior with the expression for Z1 given in Appendix
A and δ = (a1−a22 )
2
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string [37][38][39]. Let us note that the same modular transformation that
relates the two NS sectors
[
0
0
]
and
[
0
1
2
]
(B → B + A, τ → τ + 1) leaves
us from +δ
1
2 to −δ 12 , making appear the sign of the cancellation.
Obviously, a modular transformation implies a change of cycle A and a
(inter-) change, a mixing, of R and NS sectors. But the behavior and the
GSO mechanism are the same.
Now, on a genus g Riemann surface, we want to have on each handle the
same behavior, the same GSO projection: cancellation amongst the two NS
tachyons (the periodic one and the antiperiodic one with respect the B cycle
of the handle). So, if we pinch the Ai cycle, say, (i = 1, . . . , g), we want the
contribution to Zg of every NS sector
 ~a, i0,~b
~c,
i
0, ~d
 cancel that of
 ~a, i0,~b
~c,
i
1
2
, ~d
.
Recall that these two spin structures are related by Bi → Bi+Ai, τii → τii+1.
That amounts (Appendix A) to a change +δ
1
2 → −δ 12 . One more time, the
cancellation should come from a the sign of this transformation, so, given
that the leading term of the antiholomorphic part of the heterotic string
must be (Belavin-Knizhnik theorem [40][35]):
∼ dδ
δ
2 (7)
the leading term must be a pole of half integral order in δ. Thus, in
analogy with the genus g = 1 case, we want it to be
∼ dδ
δ
3
2
(8)
and the leading term in (4) is reproduced. For the R sector, we want the
spin structure
 ~a, i12 ,~b
~c,
i
0, ~d
 to contribute to the next half order in δ (then, it
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will be killed by the integral over the argument of δ, the twist, again), and
the spin structure
 ~a,
i
1
2
,~b
~c,
i
1
2
, ~d
 to contribute only to higher orders.
In this way, the ”local” GSO projection will be equal for each handle
and genus, something I think very reasonable. In common gauges [3][5], this
behavior is obeyed, but not completely, due to the lack of modular invariance.
My point is that an expression with all those properties exists. But,
before we construct it, let us see if there is already some formula fulfilling
our requeriments.
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2 Genus 2 heterotic cosmological constants:
a critical review
Before doing it, I would like to comment briefly an aspect of the formulae
given in [1] for chiral determinants. Recall first that chiral determinants are
defined in terms of quotients of correlation functions of λ-differentials and
determinants of holomorphic λ-differentials on a genus g Riemann surface
Σg [41].
det∂λ =
< b(z1), . . . , b(zIλ) >
detfi(zj)
(9)
where the fi form a base of holomorphic λ-differentials (Iλ = (2λ −
1)(g − 1)). In this definition, det∂λ does not depend on the zi points, but
it depends on the particular choice of basis {fi}, a minor problem. Also,
these determinants are anomalous, but they must enter in amplitudes only
through anomaly-free combinations.
The correlators are
Zλ,e(z1, . . . , zIλ+M , w1, . . . , wM) def= <
Iλ+M∏
i=1
b(zi)
M∏
j=1
c(wj) >e
= Z−
1
2
1 ϑ[e](
∑
i
zi −
∑
j
wj −Qλ∆g)×
×
∏
i<k E(zi, zk)
∏
j<lE(wj, wl)∏
i,j E(zi, wj)
×
×
∏
i σ
Qλ(zi)∏
j σ
Qλ(wj)
(10)
Z1 = Z1(z1, . . . , zg, w)detwi(zj) (11)
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e is the spin structure and all the elements appearing here can be found
in [34][42]. I only want to remark here that the vector arguments of the
theta functions are divisors of zero degree on Σg. A zero degree divisor
D =
∑
i(Pi−Qi) on Σg is identified with a point of J ac(Σg) through Jacobi’s
map
I(D) =
∑
i
∫ Pi
P
~ω −∑
i
∫ Qi
P
~ω (12)
This definition does not depend on the base point P0. However, we can
obtain different points of τCg + Cg (different by an element of τZg + Zg)
choosing paths of different homology class in the integrals defining the Jacobi
map. The Riemann theta functions are multivalued functions over J ac(Σg)
ϑ
[
~α
~β
]
(~z + τ~n+ ~m‖τ) = exp {−pii~mtτ ~m+ 2pii[~αt~n− (~β + ~z)t ~m]} ×
× ϑ
[
~α
~β
]
(~z‖τ) (13)
so choosing the homology class of the paths in (12) we are choosing a
branch of the multivalued function ϑ
[
~α
~β
]
[
∑
i(Pi − Qi)‖τ ]. of arguments
Pi, Qi ∈ Σg.
A correlation function must be one-valued (or, at most, two-valued for λ
half integer) in the zi and wi. In (10) they are constructed as quotients of
multivalued functions (essentially theta functions) with the same monodromy
for each argument. This procedure suffice to get a single-valued object over
Σg, but this is not what we are really seeking for! Our aim was to construct
well defined objects onMg. In (13) we can see that two different branches of
a theta function are different by a τ -dependent factor. On Σg these factors
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are not of much importance. They give us objects (functions, differentials)
with poles and zeroes at the same places and of the same order differing by a
normalization constant. On Mg, given that the factor depends on elements
of the τ matrix, we have completely different objects. That is, we have
objects with the same divisor. In particular, we can see that the behavior in
the degeneration limit we have discussed can be very different.
It must be stressed that this problem has nothing to do with monodromy
in the zi and wi. A simple example could help us: consider two multivalued
functions a complex variable z
f1(z) = z
a
2 (14)
f2(z) = z
a+2
2 (15)
where a ∈ R. The quotient of f1 and f2 defines a single valued function
f(z) up to a normalization constant, determined by the branches of f1 and
f2 we choose:
f(z) =
f1(z)
f2(z)
= enapiiz
n ∈ Z
In any case, as function of z, f has a simple pole at z =∞ and a simple
zero at the origin (i. e. it has the same divisor). But, if we are interested in
how f depends on a, we must specify the branches of f1 and f2.
The same is true for the construction of functions and differentials on
Riemann surfaces from theta functions (see Volume 1 of reference [42]).
I think that these expressions for chiral determinants will not be com-
pletely defined until we fix the homology class of the integration paths in ev-
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ery Jacobi map. In fact, the unitary gauges are attempts to define completely
the arguments of some of the theta functions appearing in the correlators of
the PCOs.
Seemingly, this problem is not present in the hyperelliptic formalism[43][44].
There is yet another related problem, which has to do with modular
transformations. When one performs a modular transformation on a chiral
determinant, one must apply the conventional rule for the vector argument
of theta functions. That is, if
τij → τ ′ij = (Aτ +B)ik(Cτ +D)−1kj (16)
then
~z → ~z′ = ~z(Cτ +D)−1 (17)
However, it is not so clear how one should implement the modular trans-
formation when ~z = I(D) for some zero degree divisor D. The divisor could
be expressed in terms of points on Σg with explicit or implicit modular de-
pendence, or in terms of divisors whose definition is clearly non-modular
invariant, like ∆g, the genus g Riemann class (see reference [34]).
Usually[28][1], the rule (17) has been used for the part of D which is
expressed as a formal combination of points, and a particular transformation
rule has been used for ∆g. On these grounds, a proof of modular invariance
of Zg has been given in reference [28]. The proof should remain valid if we
put the PCOs at two branch points (g = 2) P1 and P2 and P1 + P2 − 2∆ is
a half period. Nevertheless, depending on our choice, we will have various
formally different integrands for Zg, and this sounds very odd [11]. On the
other hand, this choice in the hyperelliptic formalism drives us to Knizhnik’s
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expression which is a non-modular invariant one. Finally, the points defining
a divisor D could be changed after a modular transformation7. Then, in
general, we should employ the Seiberg-Witten prescription and the points
chosen will be different for different spin structures.
I would like to comment a fact about Riemann identities which has been
ignored previously when they have been claimed to be responsible of the
vanishing of the cosmological constant. As it is shown in Appendix A, every
Riemann identity of any genus is a sum of two independent vanishing iden-
tities. This fact suggest that we don’t need to sum over all spin structures
to get a zero. The only reason to do it is modular invariance. This forces us
to take the modular orbits of a spin structure contribution. I will do that
with Knizhnik’s formula and a will not obtain Riemann identities, but those
shorter ones.
Now, let us talk about explicit expressions. According with the previous
section, I will discard from the beginning expressions whose modular invari-
ance relies on total derivatives (the whole integrand of Zg should be a total
derivative, but we can not get rid of it!). Moreover discard expressions like
that given in reference [5] because (a) it is not useful for constructing the
free energy, only to get zero, and (b) the cancellation takes place through a
classical Riemann identity, as in [3], and we have seen that they are not both
modular invariant8 and ”simple”.
7The divisors Pi −∆2, where Pi is one of the six branch points correspond to the six
odd half periods determining the six odd spin structures. If we use the transformation
rule[34] for a spin structure, we will obtain another one corresponding to a different divisor
Pj −∆2. We know that modular transformations are diffeomorphisms not connected with
the identity that permute the branch points (see the Appendix), but we don’t know what
happens with the rest of points in the surface.
8Our proof of non-modular invariance eludes the subtleties with modular transforma-
tions. However, in [11][16] it has been proposed a recipe to get a modular invariant result
from Riemann identities: to sum over all of them. In that case we will have vanishing
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We are left with the gauge in which we choose z1 and z2 as the zeroes of
a holomorfic one-form ω. This condition implies
[z1 + z2] = K (18)
whereK is the canonical class of divisors of one-forms. The non-renormalization
theorems of references [6] and [7] are based in this property: for any z1 z2
satisfying (18) and any spin structure e
ϑ[e](
1
2
(z1 − z2)‖τ) = 0 (19)
There is a counter-example: if z1 = z2
9 we have
ϑ[e](~0‖τ) = 0 (20)
which is possible only for special moduli or odd spin structure.
contributions from some (or all) spin structures, something I think unacceptable.
9This is possible at least if z1 is a branch point, but, in principle can be more possibili-
ties. The Weierstrass gap theorem (a very complete version can be found in the appendix
of reference [45]) only forbids the existence of a holomorphic one-form with a first order
zero in a branch point.
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3 Knizhnik’s formula revisited
By taking the limit zb → z(Pb) ≡ ab, b = 1, 2 in which the two PCOs are
placed in the first two branch points Knizhnik [3] obtained the following
expression
Zg=2 =
∑
even e,f,g
C(e, f, g)
∫ 6∏
i=1
d2ai
dv2pr
T−5
6∏
k<l
(akl)−3(akl)−2{QfQg ×
×{PXQe + Pghe Qe} (21)
where, if e is the spin structure given by the partition on branch point
subindexes (αe1α
e
2α
e
3‖βe1βe2βe3), then
ai = z(Pi) (22)
Qe =
3∏
i<j
aαeiαejaβei βej (23)
dvpr = da4da5da6(a45a46a56)
−1 (24)
T =
∫
d2z1d
2z2 | z12y−1(z1)y−1(z2) |2 (25)
y(z) =
6∏
i=1
(z − ai) (26)
xij = xi − xj (27)
PX = 5
8
a−112 {a23a24a25a26
P12
T
+ a1 ↔ a2} (28)
P12 =
∫
d2z1d
2z2
(a1 − z1)(a1 − z2)
(a2 − z1)(a2 − z2)
∣∣∣∣∣ z12y(z1)y(z2)
∣∣∣∣∣
2
(29)
Pghe =
1
4
a−112
3∑
i=1
(a1 − aαe3)(a1 − aβei )(a2 − aβei+1)(a2 − aβei+2) (30)
if αe2 = 2 (we are always taken α1 = 1), and, if β
e
1 = 2, then
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Pghe =
1
4
a−112 (a1 − aαe2)(a1 − aαe3)(a2 − aβe2)(a2 − aβe3) (31)
PX and Pgh are the ”matter part” and the ”ghost part” of the correlator
of the two PCOs. The matter part does not depend on the spin structure e.
On the other hand, the phases C(e, f, g) depend on the model and on
modular invariance:
C(e, f, g) =
{
C(e) (E8 × E8)
δfgC(e) (SO(32))
(32)
C(e) is the phase of the GSO projection. It should be fixed by modular
invariance, and it should project the tachyons (the poles in the degeneration
limits) out of the spectrum. Guided by this last property, Knizhnik proposed
the signs (+ − + − + − + + −+), written here in the same order in which
the even spin structures are given in (143). Observe that this choice makes
the matter part of Z2 proportional to the Riemann identity (190), which is
responsible of its cancellation. The ghost part also vanishes with that choice
of signs, but it does not do it through any Riemann identity.
Now, we want to prepare this expression in order to study its modular
invariance. We know that in the hyperelliptic language, the group modular
transformations of our genus g = 2 surface is the braid group of the 6 branch
points. In fact, only the symmetrical group S6 will act on these formulae, but
this is something we must check. In any way, we have an integral over three
variables a1, a2, a3 of a function of six independent variables a1, . . . , a6
10, and
a modular transformation can leave us from da1∧da2∧da3 to da1∧da2∧da4,
for instance. We would like to express this last element of integration in terms
10The value of the remaining three a4, a5, a6, over which we do not integrate, must be
unimportant.
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of the former, but there is no functional relation between a3 and a4, which
are independent variables! We must perform a projective transformation to
relate them[4].
Instead of doing that, we can rewrite the whole expression eliminating
the SL(2, C) freedom. We could do this by a simple ”gauge-fixing” of a3, a4
and a5 (for example, at 0, 1 and∞) which will disappear, but, then, we could
not perform all the possible modular transformations. Another possibility is
to use the three independent projectively invariant harmonic ratios
λi = λ(i456) (33)
=
ai4a56
ai5a46
(i = 1, 2, 3) (34)
where we use the notation
λ(ijkl) =
aijakl
aikajl
(35)
The advantage of using the λis is that they conserve all the information
contained in the ais and any modular transformation can be expressed, as we
are going to see, in terms of a change λi → λ′i(λ1, λ2, λ3). There are always
functional relations between the old λis and the new λ
′
is. It is sufficient to
see that any harmonic ratio of four of the six branch points can be expressed
in terms of the λi. When it is the harmonic ratio of a set i456 (i = 1, 2, 3),
we use the relations
λ(klij) = λ(ijkl) (36)
λ(lkji) = λ(ijkl) (37)
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λ(ikjl) = (λ(ijkl))−1 (38)
λ(jikl) =
λ(ijkl)
λ(ijkl)− 1 (39)
λ(lijk) = 1− λ(ijkl) (40)
etc. When it is the harmonic ratio of a different set of branch points we
use the preceding relations and
λ(mkjn) =
λ(ijkm)
λ(ijkn)
(41)
λ(jabc) =
λ(cijk)− λ(bijk)
λ(cijk)− λ(aijk) (j 6= a, b, c) (42)
Now, if we treat λ1, λ2, λ3 as functions of only a1, a2 and a3 we find
d2a1d
2a2d
3a3 =| a15a25a35 |4
∣∣∣∣∣ a46a45a56
∣∣∣∣∣
6
d2λ1d
2λ2d
2λ3 (43)
The volume element d2λ1d
2λ2d
2λ3 can be easily related with itself after
a modular transformation. We will see it in more detail in the next section.
Thus, the λi can be nice coordinates to work with. To re-express the
whole integrand of Z2 in terms of them, we first need to treat adequately the
integral terms T (25) and P12 (29). If we perform in the integrand of T the
conformal SL(2, C) transformation which sends
ai → 0
aj → 1
ak → ∞
z → z′ = akjz − aiakj
aijz − akaij (44)
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then, we find
T =
∣∣∣∣∣ a2ika2kja4ija2kla2kma2kn
∣∣∣∣∣×
∫
f(z′1, z
′
2) (45)
P12 =
∣∣∣∣∣ a2ika2kja4ija2kla2kma2kn
∣∣∣∣∣×
×

(
ak1
ak2
)2
∫
f(z′1, z
′
2)
(z′1 − λ(i1jk))(z′2 − λ(i1jk))
(z′1 − λ(i2jk))(z′2 − λ(i2jk))
(
ai1aj1
a12aij
)2
∫
f(z′1, z
′
2)
1
(z′1 − λ(i2j1))(z′2 − λ(i2j1))
(
a12aij
ai2aj2
)2
∫
f(z′1, z
′
2)(z
′
1 − λ(i1j2))(z′2 − λ(i1j2))
(46)
for k 6= 1, 2, k = 1 and k = 2 respectively, and where
f(z′1, z
′
2) = d
2z′1d
2z′2 | z′12Y−1(z′1)Y−1(z′2) |2 (47)
Y2(z) = z(z − 1)(z − λ(iljk))(z − λ(imjk))(z − λ(injk)) (48)
and we can define, next, the following functions depending only on har-
monic ratios (i = 4, j = 5, k = 6):
W2(λ1, λ2, λ3) def= | a12a45a36 |2 T (49)
P12(λ1, λ2, λ3) def= ( a26a16 )
2 P12
T
(50)
Now, we are left with simple products of different powers of the aijs and
their complex conjugates. First, let’s work the antiholomorphic part, only
for the E8 × E8 model. It has the form
(M
∑
e even
Q4e)dλ1 ∧ dλ2 ∧ dλ3 (51)
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where
M =
a212a
2
56a46
a313a
3
14a15a
3
16a
3
23a
3
24a25a
3
26a
3
34a35a
5
56
(52)
To illustrate the process to follow, let us take the spin structure (123‖456):
MQ4(123‖456) =
a612a13a23a
4
45a
5
46a
2
36
a314a15a
3
16a
3
24a25a
3
26a
3
34a35a56
= λ(1265)λ(1256)λ(2345)λ(1354)3λ(1264)2 ×
× λ(1236)2λ(1546)3 (53)
Using the properties (36) to (40) (41) and (42), we get
λ(1256) = − (λ2 − λ1)
(λ1 − 1) (54)
λ(1256) =
(λ2 − λ1)
(λ2 − 1) (55)
λ(2345) = − (λ3 − λ2)
λ2
(56)
λ(1354) =
(λ3 − λ1)
λ3
(57)
λ(1264) = − (λ2 − λ1)
λ2(λ1 − 1) (58)
λ(1236) =
(λ2 − λ1)(λ3 − 1)
(λ3 − λ1)(λ2 − 1) (59)
λ(1546) = λ−11 (60)
And putting all together we arrive to
MQ4(123‖456) = F2G2(123‖456) (61)
23
where F2 is part of the integrand of the genus g = 2 bosonic cosmological
constant given in Appendix B (202). G2(123‖456) and the full antiholomor-
phic part of Knizhnik’s formula (which is F2(E8 ×E8), the antiholomorphic
part of Z(Bos)2 (E8 × E8)) is also given in Appendix B in terms of the new
coordinates.
The general structure of the holomorphic part is
UX(e) + Ugh(e) = ∧3i=1dλi[UX(e) + U gh(e)] (62)
for the spin structure e. For reasons that will become clear in the next
section, I will write only the holomorphic part of Knizhnik’s formula for the
spin structures (123‖456) and (134‖256). The matter parts are:
UX(123‖456) = −
5
8
[
(λ2 − λ1)3(λ3 − 1)3
λ21λ2λ
3
3(λ3 − λ1)(λ2 − 1)3 P12 + (1↔ 2)] (63)
UX(134‖256) = −
5
8
[
−(λ2 − λ1)2(λ3 − 1)3
λ1λ2λ3(λ3 − λ1)(λ3 − λ2)(λ2 − 1)2 + (1↔ 2)] (64)
The ghost parts are
U gh(123‖456) =
1
4
[
(λ2 − λ1)3(λ3 − 1)3
λ23λ
2
2λ1(λ3 − λ2)(λ2 − 1)(λ1 − 1)2 +
+
(λ2 − λ1)3(λ3 − 1)3
λ23λ2λ
2
1(λ3 − λ2)(λ2 − 1)(λ1 − 1)2 +
+
(λ2 − λ1)3(λ3 − 1)3
λ23λ2λ
2
1(λ3 − λ2)(λ2 − 1)2(λ1 − 1) ] (65)
U gh(134‖256) = −
1
4
(λ2 − λ1)2(λ3 − 1)3
λ22λ3(λ3 − λ2)2(λ1 − 1)2 (66)
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4 Modular invariance of Knizhnik’s formula
Now we can study, without the mentioned problems, how Knizhnik’s formula
behaves under modular transformations. We only have to take care of the
transformation of the integral expressions W2 and P12. It is very easy to do
it. First, let us consider W2 and, for example, the modular transformation
which permutes a5 and a6: (56). If we transform both sides of equation
(49), taking into account that T is a modular invariant expression, and that
(56)λi =
λi
λi−1 we have
W2( λ1
λ1 − 1 ,
λ2
λ2 − 1 ,
λ3
λ3 − 1) =| a12a46a35 |
2 T (67)
Now, if we compare the right hand side of (67) with (49) we get
(56)W2(λ1, λ2, λ3) = W2( λ1
λ1 − 1 ,
λ2
λ2 − 1 ,
λ3
λ3 − 1)
= | λ3 − 1 |−2 W2(λ1, λ2, λ3) (68)
All the transformation properties of W2 so calculated can be found in
Appendix B.
Now, let us consider P12. In principle, we can do the same as for W2,
but, if the modular transformation involves the branch point a1 or a2, the
modular transformed of p12 can not be related with it in a simple way. We
define analogous functions Pij for i 6= j. For example
P13 def= (a36
a16
)2
P13
T
(69)
P46 def= (a63
a43
)2
P46
T
(70)
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etc. The meaning of the different Pij is clear. We have all the tools we
need.
Now, to see that Knizhnik’s formula is not modular invariant we only
have to fix our attention in the behavior of any spin structure contribution
I(e):
Z2 =
∫ ∑
e even
I(e) (71)
I(e) = F2(E8 × E8) ∧ [UX(e) + Ugh(e)] (72)
We have re-written two of them in the last section: I(123‖456) and I(134‖256).
Recall from the first section (2) that any I(e) should transform into the con-
tribution of the transformed spin structure. In particular this implies that
every I(e) should be invariant under every modular transformation leaving
invariant the spin structure e. None of these properties are satisfied by
I(123‖456) and I(134‖256). First, the modular transformation which changes the
spin structure (123‖456) into (134‖256), (24), changes P12 into P14 which
are not related by factors, so (24) does not change I(123‖456) into I(134‖256),
as they are given by Knizhnik. The same reasoning shows that we have two
groups of spin structure contributions I(e) that can not be connected through
modular transformations: the group of spin structures that can be written
as (12k‖lmn) and the group of spin structures of the form (1kl‖2mn).
Second, we are going to see that neither I(123‖456) nor I(134‖256) are in-
variant under some transformations that leave invariant the respective spin
structures but permute a1 and/or a2.
The subgroup of Γg leaving invariant the spin structure (123‖456) is gen-
erated by the permutations (12), (23), (45), (56), and (14)(25)(36)11. A set
11The modular group, should be identified with the braid group B6 of the six branch
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of generators of the subgroup of Γg that leaves invarinat the spin structure
(134‖256) is (13), (34), (25), (56) and (12)(35)(46).We study separately the
matter part and the ghost part: I(123‖456) = I(1) =
∑2
n=1 I
X
(1),n +
∑3
n=1 I
gh
(1),n
and I(134‖256) = I(5) =
∑2
n=1 I
X
(5),n+I
gh
(5). The results are given in the following
tables:
(12) (23) (45)
λ1 λ2 λ1 λ
−1
1
λ2 λ1 λ3 λ
−1
2
λ3 λ3 λ2 λ
−1
3
∧3i=1dλi − ∧3i=1 dλi − ∧3i=1 dλi −h2 ∧3i=1 dλi
W2 W2 |f |2W2 W2
F2(E8 × E8) −F2(E8 × E8) f 5F2(E8 × E8) −F2(E8 × E8)
P12 p21 p13 p12
IX(1),1 M(1),21I
X
(1),1 M(1),13I
X
(1),1 I
X
(1),1
Igh(1),1 AI
gh
(1),1 BI
gh
(1),1 CI
gh
(1),1
points on the sphere. However, here we only have integer powers of aijs, and the braid
group projects to the symmetrical group S6, a finite group with the same number of
generators where we have identified (because their action on our representation is the
same) everyone of them (the conventional ones) with its inverse: σ1 ∼ σ−11 ∼ (12).
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(56) (14)(25)(36)
λ1
λ1
(λ1 − 1)
λ1(λ3 − λ2)
λ2(λ3 − λ1)
λ2
λ2
(λ2 − 1)
(λ3 − λ2)
(λ3 − λ1)
λ3
λ3
(λ3 − 1)
(λ3 − λ2)(λ1 − 1)
(λ3 − λ1)(λ2 − 1)
∧3i=1dλi −e−2g−4 ∧3i=1 dλi i ∧3i=1 dλi
W2 |g|−2W2 W2
F2(E8 × E8) −g−5F2(E8 × E8) −F2(E8 × E8)
P12 (λ1−1λ2−1)2P12 P12
IX(1),1 I
X
(1),1 M(1),45I
X
(1),1
Igh(1),1 I
gh
(1),1 DI
gh
(1),1
where
e =
(λ1 − 1)(λ2 − 1)
(λ3 − 1) (73)
f =
(λ3 − λ1)(λ2 − 1)
(λ2 − λ1)(λ3 − 1) (74)
g = (λ3 − 1) (75)
h = λ1λ2λ3 (76)
i = −
[
(λ3 − λ2)(λ2 − λ1)
λ2(λ3 − λ1)2(λ2 − 1)
]2
(77)
(78)
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M(1),21 =
−λ1(λ3 − λ1)(λ2 − 1)3
λ2(λ3 − λ2)(λ1 − 1)3 ×
P21
P12 (79)
M(1),13 =
−λ3(λ2 − λ1)(λ2 − 1)
λ2(λ3 − λ1)(λ3 − 1) ×
P13
P12 (80)
M(1),45 =
−λ23(λ2 − λ1)(λ2 − 1)
λ2(λ3 − λ2)(λ1 − 1)2 ×
P45
P12 (81)
M(1),13 =
−λ1(λ2 − λ1)2(λ2 − 1)(λ3 − 1)2
λ2(λ3 − λ1)(λ3 − λ2)(λ1 − 1)3 ×
P13
P12 (82)
A = − λ2(λ3 − λ2)(λ1 − 1)
λ1(λ3 − λ1)(λ2 − 1) (83)
B =
(λ2 − λ1)2(λ3 − 1)
(λ3 − lu)2(λ2 − 1) (84)
C =
λ2
λ1
(85)
D =
(λ2 − λ1)
(λ3 − λ1)(λ2 − 1) (86)
(87)
Let us observe that
(12)IX(1),1 = M(1),21I
X
(1),1 (88)
= IX(1),2 (89)
(45)Igh(1),1 = CI
gh
(1),1 (90)
= Igh(1),2 (91)
(56)(45)Igh(1),1 = LI
gh
(1),1 (92)
= Igh(1),3 (93)
with
L =
λ2(λ1 − 1)
λ1(λ2 − 1) (94)
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(13) (34) (25)
λ1 λ3
(λ3 − λ1)
(λ3 − 1)
λ1(λ2 − 1)
(λ2 − λ1)
λ2 λ2
(λ3 − λ2)
(λ3 − 1) −(λ2 − 1)
λ3 λ1
λ3
(λ3 − 1)
−λ3(λ2 − 1)
(λ3 − λ2)
∧3i=1dλi − ∧3i=1 dλi −g4 ∧3i=1 dλi −(n
(λ2 − 1)
(λ3 − λ2) )
2 ∧3i=1 dλi
W2 |m|2W2 |g|−2W2 |n|2W2
F2(E8 × E8) −m5F2(E8 × E8) −g−5F2(E8 × E8) n5F2(E8 × E8)
P12 p32 p12 p15
IX(5),1 N(5),32I
X
(5),1 I
X
(5),1 N(5),15I
X
(5),1
Igh(5) A(5)I
gh
(5) I
gh
(5) B5I
gh
(5)
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(56) (14)(25)(36)
λ1
λ1
(λ1 − 1)
λ1(λ3 − λ2)
λ2(λ3 − λ1)
λ2
λ2
(λ2 − 1)
(λ3 − λ2)
(λ3 − λ1)
λ3
λ3
(λ3 − 1)
(λ3 − λ2)(λ1 − 1)
(λ3 − λ1)(λ2 − 1)
∧3i=1dλi −e−2g−4 ∧3i=1 dλi −k2 ∧3i=1 dλi
W2 |g|−2W2 W2
F2(E8 × E8) −g−5F2(E8 × E8) −F2(E8 × E8)
P12 (λ1−1λ2−1)2P12 (
λ1(λ2 − 1)
λ2(λ1 − 1) )
2P12
IX(5),1 I
X
(5),1 N(5),21I
X
(5),1
Igh(5) I
gh
(5) I
gh
(5)
where
k =
λ3(λ3 − 1)
(λ3 − λ2)(λ3 − λ1) (95)
m =
(λ3 − λ2)(λ1 − 1)
(λ2 − λ1)(λ3 − 1) (96)
n =
λ2
(λ2 − λ1) (97)
A(5) =
λ3(λ2 − λ1)
λ1(λ3 − λ2) (98)
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B(5) = − (λ2 − λ1)(λ2 − 1) (99)
N(5),32 = m
−2 × P32P12 (100)
N(5),15 =
(λ2 − λ1)(λ2 − 1)
λ2(λ3 − λ2) ×
P15
P12 (101)
N(5),21 = −M(5),21 (102)
Let us observe that
(12)(35)(46)IX(5),1 = N(5),21I
X
(5),1 (103)
= −IX(5),2 (104)
We see that the behavior under modular transformations involving a1 and
a2 is not the expected one. When we have placed the PCOs at these points
we have lost some modular invariance, which is now partially broken.
To summarize, Knizhnik’s formula has two main problems: every spin
structure contribution is not modular invariant under the full subgroup which
leaves the spin structure invariant, in particular is not invariant under the
modular transformations that correspond to permutations of a1 and/or a2
12.
On the other hand, the different contributions are nor permuted among them
under modular transformations. There are two disconnected subgroups in
Knizhnik’s formula.
12The different terms of every contribution are not always permuted among them, in
general they transform in another terms which were not there previously. It could be
argued that the difference between these terms and the former is nothing but a total
derivative in Mg [4], but this is not the point of view I’m taking here, as it has been
explained in Section 1.
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5 Restoring modular invariance
Knizhnik’s expression for a single spin structure e contribution to Z2 still has
good properties: the modular invariance under the subgroup which stabilizes
the spin structure e, Γg(e) is not completely broken. So we can ask ourselves
if there is sufficient information in such expression to recover the ”true”
expression. In fact there is only one Γg(e)-invariant extension of Knizhnik’s
expression for every spin structure contribution, that is to say, there is only
one expression invariant under the subgroup Γg(e) and containing Knizhnik’s
expression. We could get a Γg(e)-invariant extension by summing over the
orbit of Knizhnik’s expression under Γg(e), but we would obtain many times
the same terms. However we must bear in mind that we still don’t have
divided out by the full volume of Γg(e), so we can divide now by the ”remaining
volume of Γg(e)” and we can obtain an expression in which every term appears
only once. After getting the Γg(e)-invariant extension we can obtain the full
modular invariant Z2 following the Seiberg-Witten recipe.
That is only a qualitative and intuitive idea, but the point is that we can
use this idea in a more rigorous way and obtain a coset-extension[20] which
has the invariance required, in our case, under Γg(e), that does not contain
two times the same term and that is the ”minimal” Γg(e)-invariant expression
containing the ours.
The interested reader can found in the preceding reference a more detailed
exposition. Here, I will use it in a more intuitive way: I’m going to take only
the terms which are not related among them through Γg(e) modular transfor-
mations, and I’m going to calculate all the new terms that can be obtained
by using these transformations. The result must be a set of terms containing
all of those we had at the beginning. The terms of this set must be permuted
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by Γg(e) modular transformations and their sum is the coset-extension I˜(e) of
I(e) we wanted. After that, I will follow Seiberg-Witten’s prescription to sum
over all spin structure contributions. They will be obtained through modular
transformations of I˜(e). This amounts to perform another coset-extension of
I˜(e), but, now, under the full Γg.
This procedure presents a problem in this context: we have seen that
Knizhnik’s expression for Z2 contains two sets of spin structure contributions
which can not be related through modular transformations. It follows that
the final result depends on the spin structure we start from. Two results are
possible: one starting form e in the class of (12k‖lmn) and the other starting
from e in the class of (1kl‖2mn). We will start from I(123‖456) = I(1) and
I(134‖256) = I(5). We shall need a criterion to choose between both possibilities,
and this criterion will be based on the behavior in the degeneration limit as
it has been explained in the first section.
We have developed in the preceding sections all the tools we need. We
only have to transform the M(1),ij, N(5),ij, A, B, C, A(5) etc. factors and mul-
tiply by the transformed of IX(1),1, I
gh
(1),1 etc. which are in the preceding tables.
The results are contained in Appendix D. At the end of this appendix, there
are some figures representing the fact that the terms we obtain transform as a
representation of Γg(e)/Γ
2
g, the subgroup of S6 leaving invariant the partition
(ijk‖lmn) corresponding to the spin structure e.
Then, firstly, we have the Γg(e)-invariant coset-extension of I
X
(1):
I˜X(1) = {
6∑
i,j=1
M(1),ij} × IX(1),1 (105)
Here we define to be zero all the M(1),ij not appearing in the table. I˜
X
(1)
is Γg(e)-invariant by construction, and contains I
X
(1) (see equations (231), (88)
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and (??).
The Γg(e)-invariant coset-extension of I
gh
(1) would be
I˜gh(1) = {1 + A+B + C + . . .+ AJ + AK} × Igh(1),1 (106)
The whole Igh(1) = I
gh
(1),1 + I
gh
(1),2 + I
gh
(1),3 is contained in (106) in account of
(90)-(93). But, in this case, the whole factor of Igh(1),1 in (106) is identically
zero:
I˜gh(1) = 0 (107)
So, we have only
I˜(1) = I˜
X
(1) (108)
Something similar occurs when we consider IX(5). We have seen in the
preceding section that under (14)(25)(36) IX(5),1 transforms into −IX(5),2. So
the coset-extension of IX(5) = I
X
(5),1 + I
X
(5),2 must necessarily vanish
13.
Finally, we have, for I˜gh(5)
I˜gh(5) = {1 +A(5) +B(5) +C(5) +D(5) +E(5) +F(5) +G(5) +H(5)}× Igh(5),1 (109)
and
I˜(5) = I˜
gh
(5) (110)
13However, I have obtained I˜X(5),1 = −I˜X(5),2. Later, I will comment the final result
obtained starting only from IX(5),1.
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Now we are ready to perform the last coset-extension: to obtain all the
spin structure contributions and to sum them up to get the full modular
invariant Z2.
Let us take first I˜(1). We will only use the generators of S6 (12), (23), (34),
(45) and (56). First of all we must observe that at the end of our procedure
we will have a sum of 120 terms M(i),jk ∝ PijP12 (12 for each spin structure)
multiplying IX(1),1. We will have 4 M(i),jk terms for every ordered pair jk, and
we will have up to 30 different groups of 4 M(i),jk terms with the same jk.
These 30 groups are permuted amogst them under modular transformations.
So, to see wether Z2 vanishes or not, it suffices to check only one group, for
instance the group of M(i),12: M(1),12, M(2),12, M(3),12 and M(4),12
14.
We have
M(2),12I
X
(1),1 = (34)M(1),12I
X
(1),1 (111)
M(3),12I
X
(1),1 = (45)(34)M(1),12I
X
(1),1 (112)
M(4),12I
X
(1),1 = (56)(45)(34)M(1),12I
X
(1),1 (113)
where
M(2),12 =
λ1λ2(λ3 − 1)
(λ3 − λ1)(λ3 − λ2) (114)
M(3),12 = − λ3(λ3 − 1)(λ3 − λ2)(λ3 − λ1) (115)
M(4),12 = − λ3(λ1 − 1)(λ2 − 1)(λ3 − λ1)(λ3 − λ2) (116)
14The subindexes correspond to the order in which genus two even spin structures are
written in Appendix A.
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And, at the end we have
4∑
i=1
M(i),12 = 0 (117)
This proves the vanishing of our (first) modular invariant Z2. It only
vanishes after we sum over the ten even spin structures (the thirty vanishing
groups). Conventional Riemann identities are not the responsible of this
vanishing. Let us look closely expression (117). We can write every M as a
quotient of two Q(e)s:
M(1),12 = +
Q(123‖456)
Q(123‖456) (118)
M(2),12 = − Q(124‖356)Q(123‖456) (119)
M(3),12 = +
Q(125‖346)
Q(123‖456) (120)
M(4),12 = − Q(126‖345)Q(123‖456) (121)
So (117) is nothing but something proportional to the identity (+−+−
000000) of Appendix A, and the thirty groups
∑
iM(i),jk are proportional to
the fifteen identities of four ϑ4s. Everyone of these appears twice15.
Now, let’s take I˜(5). In this case we had to calculate explicitly all the
transformed terms. They can be found in Appendix D. We have expressed
the ten even spin structure contributions as
I˜(e) = {J(e) +A(e) +B(e) +C(e) +D(e) +E(e) +F(e) +G(e) +H(e)}× Igh(5) (122)
15Even though, until I know, these identities have not appeared before in the literature,
it is easy to see that they are responsible of partial zeroes in the expression of Z2 given in
reference [4].
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(J(5) = 1). So the full Z2 obtained by this procedure is
Z2 = {
10∑
e=1
[J(e)+A(e)+B(e)+C(e)+D(e)+E(e)+F(e)+G(e)+H(e)]}×Igh(5) (123)
It can be seen that the sum of ninety terms in (123) vanishes. I haven’t
found partial cancellations as in the expression for Z2 we obtained starting
from I˜(1).
5.1 Behavior in the degeneration limit
We have found the two promised Z2-candidates: Z(1)2 and Z(5)2 . Now we
must choose between both of them. As we said in previous sections our
criterion will be the behavior in the limit in which a non-trivial homology
cycle degenerates. This limit is described in Appendix A. Here we only have
to comment on the calculations which can easily performed.
First of all, it suffice to study only one spin structure contribution, for
instance our I˜(5) and I˜(1). We must study two different kinds of limits: ai →
aj for (ijk‖lmn) and for (ikl‖jmn). In the first case, we would obtain the
same result in the limits ai → ak, aj → ak, al → am, al → an or am → an
because we have symmetrized the corresponding spin structure contribution
under the permutations (ij), (jk), (ik), (lm), (mn), (ln) and (il)(jm)(kn).
Something similar occurs in the second case. These two cases are the Ramond
and Neveu-Schwarz cases respectively in a cycle surrounding once the branch
points ai and aj.
Then, I have studied the most problematical limit a1 → a2 in both cases16,
for I˜(1) and I˜(5) and some other limits. The result found is that only Z(1)2
16In Knizhnik’s expression, this limit corresponded also to the limit in which the two
PCOs collide, and more divergencies than in the other cases are expected.
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has the expected behavior. In fact, also in Z(5)2 the poles are cancelled,
beacuse it vanishes indentically, but the mechanism is a very different one.
The ”Neveu-Schwarz tachyon” would correspond here to a d|δ|/|δ|−3 pole,
and the modular transformation (12) does not change its sign.
5.2 The coset-extension of IX(5),1
The coset-extension of IX(5),1 has 18 terms, listed in Appendix D:
I˜X(5),1 = {
∑
ij
N(5),ij} × IX(5),1 (124)
The pairs ij appearing in this expression are precisely the ones that are
not present in the coset-extension of IX(1). Now, we can do the same reasoning
that in that case: starting from a given N(5),ijI
X
(5),1, we only have to calculate
the (six) terms N(k),ijI
X
(5),1 with the same ij. The full modular invariant
coset-extension of IX(5),1 will be the sum of thirty groups labeled by the pair
ij {∑10e=1N(e),ij}×IX(5),1. These groups will be permuted by a general modular
transformation. So it suffice to calculate one of them:
N(5),12 = 1 (125)
N(6),12 = − λ2λ1λ3 (126)
N(7),12 = − λ2(λ1 − 1)(λ3 − 1)λ1λ3(λ2 − 1) (127)
N(8),12 = − (λ3 − λ2)(λ3 − 1)λ3(λ3 − 1) (128)
N(9),12 = − (λ3 − λ2)(λ1 − 1)λ3(λ3 − λ1)(λ2 − 1) (129)
N(10),12 =
λ2(λ3 − λ2)(λ1 − 1)
λ1(λ3 − λ1)(λ2 − 1) (130)
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and we see that its sum vanishes.
Now, the identity corresponding to this vanishing sum is a six ϑ4s identity
coming from Riemann’s identities, the (0000 +−+ +−+) one:
10∑
e=1
N(e),12 =
1
Q(134‖256) {+Q(134‖256) −Q(135‖246) +
+ Q(136‖245) +Q(145‖236) −Q(146‖235) +Q(156‖234)} (131)
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6 Conclusions
We have reviewed the problems presented by the various expressions proposed
up to now for Z2. The problems are already present in the building blocks of
the string and superstring amplitudes: chiral determinants and correlation
functions parametrized on mg by the period matrix. Perhaps the problems
are only of practical kind: how to realize explicit expressions. In particular it
seems that the price we have to pay to get explicit expressions is the partial
loss of modular invariance.
I disagree with most of authors that fix the insertion points of the PCOs
after the GSO projection (the sum over spin structure contributions) is per-
formed. Since the explicit fixing of these insertion points seems to be re-
sponsible of the loss of modular invariance, we can not obtain in this way
a completely satisfactory answer. In particular, the spin structure contribu-
tions are not permuted by modular transformations and the GSO projection
does not seem to be the same as in genus one.
Then, to obtain an alternative Z2, I have started from only one spin
structure with the PCOs insertions already done. Also, to avoid the above
mentioned problems, I have chosen the hyperelliptic formalism. But, before
summing over spin structures following Seiberg-Witten prescription to find
the other spin structure contributions, I had to make the initial one invari-
ant under the subgroup of the modular group preserving the spin structure
(here is where the modular invariance is lost). The procedure followed was
to do a coset-extension la Alvarez-Osorio[20] of our initial spin structure
contribution.
In this way we have obtained two different modular invariant candidate
expressions for Z2, none of them containing Knizhnik’s formula, but only in
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the one we have got starting from (12k‖lmn) the genus one GSO projection
is faithfully realized. We concluded that that was a good candidate.
I think that much work must be done before we can be sure we have the
correct expression (if any) for Z2 and higher genus amplitudes. Here I have
tried to clarify some points and demonstrate that better vanishing expressions
can be found by this method, which has already proved to be very useful in
many problems. The next step would be to study the factorization limit of
this expression and to construct non-vanishing amplitudes with this method.
Work on this direction is in progress.
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A Hyperelliptic Riemann surfaces
We can describe a hyperelliptic Riemann surface [46] as a double branched
covering of the Riemann sphere Cˆ. According with the Riemann-Hurwitz
theorem, the covering is branched at 2(g − 1) points Pi i = 1, . . . , 2(g − 1)
for a genus g hyperelliptic surface and it can be written
y2 =
2(g−1)∏
i=1
[z − z(Pi)] (132)
where z(Pi) is the coordinate of the branch point Pi on Cˆ (they are com-
mon to both sheets of the covering, they are invariant under the involution
which interchanges the the sheets, and we don’t need to give both the sheet
and the coordinate). The branch points are also Weierstrass points of the
surface. By using the SL(2, C) invariance of Cˆ we can fix three coordinates
of the branch points, in such a way that the point in Teichmller space Tg cor-
responding to the surface is completely determined by the remaining 2(g−1)
(complex) coordinates of branch points, or, better, by the 2(g − 1) linearly
independent SL(2, C)-invariant combinations
[z(Pi)− z(Pj)][z(Pk)− z(Pl)]
[z(Pi)− z(Pk)][z(Pj)− z(Pl)] (133)
Then, these 2(g − 1) combinations constitute good coordinates on Tg17,
but, given that the dimension of Tg is 3(g − 1) for g > 1, only for g = 2
they cover the whole Tg. That is: only for g = 2 every Riemann sur-
face is hyperelliptic18. For g 6= 2, the hyperelliptic surfaces constitute a
subvariety[47].
17They are not modular invariant.
18We are interested only in g > 1. Every Riemann surface of genus g = 0, 1 is a
hyperelliptic one.
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The ratios (133) can be related with the period matrix τ when we give
a homology basis for the surface tied to the branch points. This relation
defines a coordinate change on Tg. To get it we need first Thomae identities
[34] [42] and, to get them, we need first the definition of spin structures in
terms of data of the hyperelliptic surface. From now on, we work the genus
g = 2 case.
The six odd spin structures we can define on these surfaces are in one-
to-one correspondence [34] with the six divisors of degree g − 1 = 2 Pi,
i = 1, . . . , 6, in such a way that the six odd theta characteristics ei =
[
~αi
~βi
]
can be obtained as the Jacobi map of the degree zero divisor Pi −∆19:
I(Pi −∆) = τ~αi + ~βi (modΛ(τ)) (134)
The ten even spin structures are in one-to-one correspondence with par-
titions of the whole set of branch points in two groups of three elements:
(Pi1 , Pi2 , Pi3‖Pj1 , Pj2 , Pj3) ≡ (Pj1 , Pj2 , Pj3‖Pi1 , Pi2 , Pi3). The corresponding
theta characteristics can be obtained, for instance, from
I(Pi + Pi − Pi −∆) = I(Pj + Pj − Pj −∆) (modΛ(τ)) (135)
or from any other divisor we could construct from these ones permuting
the Pi or the Pj among them.
19It is easy to see that all these divisors are not equivalent: if they were equivalent, there
would be meromorphic functions with a single pole on Pi and a single zero on Pj , i 6= j. It
is impossible to get such a function, in particular it is impossible to have a function with a
only a first order pole on a branch point and holomorphic everywhere because the branch
points are the Weierstrass points of hyperelliptic surfaces and because the Weierstrass’
”gap” theorem [46]. (See also the Appendix of reference [45]).
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The calculations can be done explicitly, and, also, we can see that there
always exists a path of integration for Jacobi’s map such that all the compo-
nents of ~αi y ~βi are equal to a 0 or to a
1
2
.
To perform the clculations we can choose the following construction of
the surface and the following homology basis:
The correspondence between odd spin structures and branch points is-
calaculated from the ”vectors of Riemann constants based on a point Q”,
~kQ, whose jth component is given by:
(~kQ)j
def
=
1
2
− τjj +
g∑
i=1,i 6=j
∫
Ai
(ωj(x)
∫ x
Q
ωi (136)
and with the property that, independently of the point Q chosen
~kQ = ∆g − (g − 1)Q (137)
The result with the adopted conventions is
P1 −∆ =
[
1
2
1
2
1
2
0
]
P2 −∆ =
[
1
2
1
2
0 1
2
]
P3 −∆ =
[
0 1
2
0 1
2
]
P4 −∆ =
[
0 1
2
1
2
1
2
]
P5 −∆ =
[
1
2
0
1
2
1
2
]
P6 −∆ =
[
1
2
0
1
2
0
] (138)
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If we perform now the modular transformation corresponding to the
Sp(4,Z) matrix
(
A B
C D
)
=

1 0
0 1
1 1
1 1
0 0
0 0
1 0
0 1
 (139)
⇒ τ˜ = (Aτ +B)(Cτ +D)−1 = τ +
(
1 1
1 1
)
(140)
it is easy to see that
ϑ
[
e = P2 − ∆˜
]
(~˜z‖τ˜) = ϑ [e = P1 −∆] (~z‖τ) (141)
and that, in general, the branch points are permuted under modular
transformations20. It seems that the conclusion would not be exactly the
same if we used the transformation law for the ~z argument of the Riemann
theta function to transform the degree zero divisors Pi − ∆, but we must
take into account that using the law of transformation of theta characteristics
implies tre transformation law of ~z and, at the same time, the transformation
law of the Riemann class:
∆˜g −∆g = 1
2
[
DiagCDt
DiagABt
]
= d (142)
which is the responsible of the non-linear term in the transformation law of
theta characteristics and always corresponds to an even theta characteristic.
For sake of completness we write down the correspondence between par-
titions of branch points (αe1α
e
2α
e
3‖βe1βe2βe3) (αei and βei are the branch point
subindexes) and even spin structures [e] with the homology basis just chosen:
20Of course, that depends on whether we take the passive or active point of view. From
the passive point of view, the coordinates of the branch points are permuted.
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1 (123‖456) 2 (124‖356)
P1 + P2 − P3 −∆ =
[
0 1
2
1
2
0
]
P1 + P2 − P4 −∆ =
[
0 1
2
0 0
]
3 (125‖346) 4 (126‖345)
P1 + P2 − P5 −∆ =
[
1
2
0
0 0
]
P1 + P2 − P6 −∆ =
[
1
2
0
0 1
2
]
5 (134‖256) 6 (135‖246)
P1 + P3 − P4 −∆ =
[
1
2
1
2
0 0
]
P1 + P3 − P5 −∆ =
[
0 0
0 0
]
7 (136‖245) 8 (145‖236)
P1 + P3 − P6 −∆ =
[
0 0
0 1
2
]
P1 + P4 − P5 −∆ =
[
0 0
1
2
0
]
9 (146‖235) 10 (156‖234)
P1 + P4 − P6 −∆ =
[
0 0
1
2
1
2
]
P1 + P5 − P6 −∆ =
[
1
2
1
2
1
2
1
2
]
(143)
Now we are going to write down Thomae’s identities: let
y2(z) =
2(g−1)∏
i=1
(z − ai), ai = z(Pi) (144)
be a genus g hyperelliptic Riemann surface. We can construct g abelian
differentials defined on it through
vi =
zi−1
y(z)
dz (145)
and, starting from them, we can construct another basis normalized as
usual with respect to a given canonical homology basis
ωi =
∑
j
σijvj (146)∫
Ai
ωj = δij (147)
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∫
Bi
ωj = τij (148)
If (Pi1 , . . . , Pig+1‖Pj1 , . . . , Pjg+1) is the partition of branch points corre-
sponding to an even non-singular spin structure e
e =
g+1∑
k=1
Pik −D −∆g (149)
D = x+ φ(x) ∀x ∈ Σg (150)
(This is the expression we have used before: φ is the involution inter-
changing the sheets. We taked x as one of the branch points, which are
common to both sheets and, so, invariant under the involution φ.)
Then
ϑ8[e] = (detσ)−4
g+1∏
k,l=1;k<l
(aik − ail)2(ajk − ajl)2 (151)
Is is possible to determine the sign of the square root of Thomae’s iden-
tities [42], but, in general, it is not necessary. For instance, in Riemann’s
identities we shall be interested only in relative signs between ϑ4s.
THomae’s identities are fundamental. With them, in our genus g = 2
problem, we can find the relations between the harmonic ratios (133) and
the period matrix τ .
The simplest and best known example comes from the torus. We only
have on abelian differential:
v =
dz
y(z)
(152)
and the modular parameter τ will be given by:
48
τ =
∫
B
dz
y∫
A
dz
y
(153)
With the description of the torus as a double covering of Cˆ, taking into
account that v and the homology cycles are odd under sheet interchange
/the homology cycles change their orientation), the integrals along A and
B turn into integral between two branch points, elliptic integrals from 0 to
1 on Cˆ after we perform the convenient SL(2, C) transformation, that can
always be expressed in terms of hypergeometric functions [48] with arguments
depending on the harmonic ratio of the four branch points of the torus:
λ =
a12a34
a13a24
(aij
def
= ai − aj) (154)
τ(λ) = i
F (1
2
, 1
2
; 1; 1− λ)
F (1
2
, 1
2
; 1;λ)
(155)
It is known that, in general, if τ uniformizes F , that is, if λ = κ2(τ) y
F (a, b; c;κ2(τ)) is a single valued function of τ , then
1
2
Γ(b)Γ(c− b)F (a, b; c;κ2(τ)) = pi2bΓ(c)[ϑ
[
0
0
]
(0‖τ)]4b ×
×
∫ 1
2
0
Φ(u‖τ)du (156)
Φ(u‖τ) =

ϑ′
[
1
2
1
2
]
(u‖τ)
ϑ′
[
1
2
1
2
]
(0‖τ)

2b−1
×

ϑ
[
1
2
0
]
(u‖τ)
ϑ
[
1
2
0
]
(0‖τ)

2(c−b)−1
×
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×
ϑ
[
0
0
]
(u‖τ)
ϑ
[
0
0
]
(0‖τ)

1−2a
×

ϑ
[
0
1
2
]
(u‖τ)
ϑ
[
0
1
2
]
(0‖τ)

1−2(c−a)
(157)
From these formulae we get
λ(τ) = κ2(τ) =

ϑ
[
1
2
0
]
(0‖τ)
ϑ
[
0
0
]
(0‖τ)

4
(158)
which is the same we would have obtained from Thomae’s identities.
At genus g = 2 we have (up to signs), for instance:
λ21 =
[
(a1 − a4)(a5 − a6)
(a1 − a5)(a4 − a6)
]2
∼
ϑ4
[
1
2
1
2
0 0
]
ϑ4
[
0 1
2
0 0
]
ϑ4
[
0 0
0 0
]
ϑ4
[
1
2
0
0 0
] (~0‖τ) (159)
λ22 =
[
(a2 − a4)(a5 − a6)
(a2 − a5)(a4 − a6)
]2
∼
ϑ4
[
1
2
1
2
1
2
1
2
]
ϑ4
[
0 1
2
0 0
]
ϑ4
[
0 0
1
2
1
2
]
ϑ4
[
1
2
0
0 0
] (~0‖τ) (160)
λ23 =
[
(a3 − a4)(a5 − a6)
(a3 − a5)(a4 − a6)
]2
∼
ϑ4
[
1
2
1
2
0 0
]
ϑ4
[
1
2
1
2
1
2
1
2
]
ϑ4
[
0 0
0 0
]
ϑ4
[
0 0
1
2
1
2
] (~0‖τ)(161)
A.1 Modular transformations
As we have seen, modular transformations permute the branch points. We
can identify, in principle all the permutations with modular transformations
(the number of generators of both groups is the same: 3g − 1). However,
this identification is not correct. There are many modular transformations
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(Γg is an infinit group) which produce the same permutation (S3g−1 is a
finite group). It is more correct to describe a modular transformation in this
context as an analytical continuation of the coordinates from z(Pi) = ai and
z(Pj) = aj until z(Pi) = ajand vice-versa. This analytical continuation can
be done, for instance, along two different paths:
These two operations are the inverse of each other. Both of them produce
the same permutation. This suggest to identify Γg with the braid group (on
the sphere in this case) B3g−1. All the operations which are identified with
the same permutation correspond to the subgroup Γg(2) of matrices equal to
the identity modulo 2, and, so, we should identify S3g−1 with Γg/Γg(2). All
that can be checked through Thmoae’s identities or the identities (159)-(161)
by making use of Riemann’s identities we shall see later.
A simple example: if we consider the homology cycles attached to the
coordinates of the branch points they surround, and we perform the modular-
braiding transformation σ1, we obtain the new homology cycles
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The corresponding Sp(4,Z) matrix is given in (139), and the action on τ
is given by (140). The same result could be obtained by integrating directly
along the transformed homology basis shown above.
The action on the harmonic ratios is, obviously:
σ1(λ1) = λ2 (162)
σ1(λ2) = λ1 (163)
σ1(λ3) = λ3 (164)
If we use (140) in the right hands of (159)-(161) we see that they transform
as follows
ϑ4
[
1
2
1
2
0 0
]
ϑ4
[
0 1
2
0 0
]
ϑ4
[
0 0
0 0
]
ϑ4
[
1
2
0
0 0
] (~0‖τ) σ1→ ϑ
4
[
1
2
1
2
1
2
1
2
]
ϑ4
[
0 1
2
0 0
]
ϑ4
[
0 0
1
2
1
2
]
ϑ4
[
1
2
0
0 0
] (~0‖τ)(165)
ϑ4
[
1
2
1
2
1
2
1
2
]
ϑ4
[
0 1
2
0 0
]
ϑ4
[
0 0
1
2
1
2
]
ϑ4
[
1
2
0
0 0
] (~0‖τ) σ1→ ϑ
4
[
1
2
1
2
0 0
]
ϑ4
[
0 1
2
0 0
]
ϑ4
[
0 0
0 0
]
ϑ4
[
1
2
0
0 0
] (~0‖τ)(166)
ϑ4
[
1
2
1
2
0 0
]
ϑ4
[
1
2
1
2
1
2
1
2
]
ϑ4
[
0 0
0 0
]
ϑ4
[
0 0
1
2
1
2
] (~0‖τ) σ1→ ϑ
4
[
1
2
1
2
1
2
1
2
]
ϑ4
[
1
2
1
2
0 0
]
ϑ4
[
0 0
1
2
1
2
]
ϑ4
[
0 0
0 0
] (~0‖τ)(167)
implying the above transformations for the harmonic ratios.
A.2 Pinching a non-trivial homology cycle
δ is the plumbing fixture parameter: the good coordinate in Mg transverse
to the complex subvariety of degenerated Riemann surfaces with a non-trivial
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homology cycle pinched. It is related with the period matrix and with two
branch point coordinates. These relations depend on the particular homology
cycle we choose to pinch. If we pinch the A1 homology cycle surrounding the
ai and aj branch points, we have
(
ai − aj
2
)2
= δ −→ 0 (168)
ai = a+ δ
1
2
aj = a− δ 12
a =
1
2
(ai − aj)
y2 = [(z − a)2 − δ] ∏
k 6=i,j
(z − ak) (169)
τ g =
(
logδ
2pii
+ C1 ~τ
t
~τ τ(g−1)
)
+O(δ) (170)
τ(g−1) is the period matrix of the genus g − 1 surface from which we can
obtain our genus g degenerated surface by identifying two points. We use
the notation
=m(τ) = τ (2) (171)
<e(τ) = τ (1) (172)
τ = τ (1) + iτ (2) (173)
τ
(1)
11 =
Arg(δ)
2pi
+ <eC1 (174)
τ
(1)
11 is the limit ‖δ‖ → 0 of the element τ11 and takes values in the
interval [<eC1 − 12 ,<eC1 + 12 ] which is a fundamental region on Tg for this
real coordinate.
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A.3 Riemann identities
The Riemann identities we are interested in are particular cases of 21:
∑
d
< d|e >
4∏
i=1
ϑ[d](~xi) = 2
g
4∏
j=1
ϑ[e](~x′1) (175)
where the primed arguments are given by

~x′1
~x′2
~x′3
~x′4
 = 12

1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1


~x1
~x2
~x3
~x4
 (176)
and for theta characteristics d =
[
~α
~β
]
, e =
[
~α0
~β0
]
< d|e >= exp {4pii(~αt0~β − ~βt0~α)} (177)
If xi = 0 ∀i and e is odd, in (175) we sum only over even spin structures
d and the sum is identically zero. We will write:
RIg[e] def=
∑
d pares
< d|e > ϑ[d](~‖τ) =  (178)
Then, at genus g, there are as many Riemann identities of type (178) as
odd spin structures, that is, 2g−1(2g − 1). At genus g = 1 there is only one
odd spin structure
[
1
1
]
22 and, correspondingly, only one of such identities:
Jacobi’s equatio identica satis abstrusa:
ϑ4
[
o
o
]
(0‖τ)− ϑ4
[
1
o
]
(0‖τ)− ϑ4
[
0
1
]
(0‖τ) = 0 (179)
21A more general Riemann identity can be found in [42]
22The corresponding half period 12τ +
1
2 is the point of J ac(Σ1) in which the Riemann
class ∆1 is transformed by the Jacobi map.
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The cancellation of Z1 is due to this identity. This identity changes, at
most, by a global factor under modular transformations, and this factor is
compensated by the opposite one, coming from the rest of the integrand of
Z1, which is known to be modular invariant. We can associate the modular
invariance up to global factors to the invariance of the spin structure
[
1
1
]
.
But this situation dramatically changes for genus g > 1. The set of odd genus
g spin structures transforms irreducibly under Γg, so, up to global factors,
the genus g Riemann identities of type (178) are permuted by Γg like the odd
spin structures23.
Now the signs of this kind of Riemann identities for genus g = 2 are given
in the same order we gave the even spin structures in (143):
RI
[
0 1
2
1
2
1
2
]
→ (−−−+ + + +−−−) (180)
RI
[
1
2
0
1
2
1
2
]
→ (+−−−+ +−+−−) (181)
RI
[
1
2
1
2
0 1
2
]
→ (+−+−−+−−+−) (182)
RI
[
1
2
1
2
1
2
0
]
→ (−+−+−+−−+−) (183)
RI
[
1
2
0
1
2
0
]
→ (−+−−−+−+−+) (184)
RI
[
0 1
2
0 1
2
]
→ (−−+−−+ +−−+) (185)
They are linearly dependent:
RI
[
0 1
2
1
2
1
2
]
−RI
[
1
2
0
1
2
1
2
]
+RI
[
1
2
1
2
0 1
2
]
−RI
[
1
2
1
2
0 1
2
]
+
23Something similar occurs for the case in which xi = 0 ∀i and e is even.
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RI
[
1
2
0
1
2
0
]
−RI
[
0 1
2
0 1
2
]
=  (186)
It follows that amongst the 10 ϑ4s with even characteristics, at most
five are linearly independent. It can be checked by explicit computation
with Thomae identities that the only combinations of the 10 ϑ4s with even
characteristics (that is, the Q(ijk‖lmn)s) and +1 or −1 factors are the six
Riemann identities written in the obvious notation:
(+ +−+ +−+−+−) (187)
(+ + +−−−+−++) (188)
(+−−−+ + +−−−) (189)
(+−+−+−+ +−+) (190)
(+−+−−+−−+−) (191)
(+−+ + +−−+ +−) (192)
Now, let us take any two of these Riemann identities and sum them.
Terms which appear with the same sign in both identities will appear in the
result with that sign multiplied by 2, and terms which appear with different
sign in both identities will disappear. Dividing by 2 we obtain a new com-
bination of less than 10 ϑ4 with even characteristics which sums up to zero.
For example, summing (190) and (191) we obtain the (vanishing) identity
(+−+− 000000) (193)
in a obvious notation, and subtracting (190) from (191) we obtain
(0000−+−−+−) (194)
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Observe that
(+−+− 000000) + (0000−+−−+−) = (+−+−−+−−+−)
(+−+− 000000)− (0000−+−−+−) = (+−+−+−+ +−+)
so Riemann identities are not ”minimal” in the sense that they are always
the sum of two vanishing terms of four and six ϑ4s. It can be seen that the
indentity composed of six ϑ4s is always a sum of two four-ϑ4s identities, but
this is clearly different.
The reasoning is equally true for higher genus vanishing Riemann identi-
ties, and we can always reduce the non-vanishing ones in the same way. We
can decompose any Riemann identity as sum of some simpler identities in
many ways. The four-Q(e)s identities are listed below
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( 0 0 − + + 0 0 0 0 − )
( 0 + 0 + 0 − 0 0 + 0 )
( + 0 0 0 + − + 0 0 0 )
( + 0 0 0 0 0 0 − + − )
( 0 + − 0 0 0 + − 0 0 )
( + 0 0 − 0 0 + − 0 0 )
( 0 + 0 0 − 0 0 − 0 + )
( 0 + 0 0 0 − + 0 0 + )
( + 0 + 0 0 − 0 0 + 0 )
( 0 0 − 0 0 + 0 − 0 − )
( 0 0 − 0 + 0 + 0 − 0 )
( + − 0 0 + 0 0 0 0 − )
( + − + − 0 0 0 0 0 0 )
( 0 0 0 − 0 0 + 0 − + )
( 0 0 0 − − + 0 − 0 0 )
(195)
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B The bosonic string cosmological constant
at genus g = 1, 2
The one-loop bosonic string cosmological constant can be written[41]
Z(Bos)1 =
∫
M1
W−141 F1 ∧ F1 (196)
W1 = 8i
∣∣∣∣∣ Γ(1)Γ(1
2
)2
∣∣∣∣∣
2
=mF (1
2
,
1
2
; 1;λ)F (
1
2
,
1
2
; 1; 1− λ)
=
∫
d2z′
| z′(z′ − 1)(z′ − λ) (197)
F1 = [λ(λ− 1)]−3dλ (198)
λ = λ(1234) =
a12a34
a13a24
(199)
The transformation properties of the different elements which appear
above are:
(12) (23)
λ
λ
λ− 1 λ
−1
W1 | λ− 1 | W1 | λ | W1
F1 (λ− 1)9F1 λ9F1
dλ −(λ− 1)−2dλ −λ−2dλ
F1 −(λ− 1)−7F1 λ7F1
and it can easily be seen the modular invariance of (196).
For the genus g = 2 case, we have
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ZBos(2) =
∫
M2
W−132 F2 ∧ F2 (200)
F2 = F2dλ1 ∧ dλ2 ∧ dλ3 (201)
F2 =
[(λ3 − 1)(λ2 − λ1)]10
[λ1λ2λ3(λ3 − λ1)(λ3 − λ2)(λ1 − 1)(λ2 − 1)]3 (202)
λi =
ai4a56
ai5a46
(203)
and W2 is given by equations (49) and (45).
Under modular transformations, we have the following behavior
(12) (23) (34)
λ1 λ2 λ1
(λ3 − λ1)
(λ3 − 1)
λ2 λ1 λ3
(λ3 − λ2)
(λ3 − 1)
λ3 λ3 λ2
λ3
(λ3 − 1)
W2 W2 |f |2W2 |g|−2W2
F2 F2 −f 13F2 g−9F2
∧3i=1dλi − ∧3i=1 dλi − ∧3i=1 dλi −g−4 ∧3i=1 dλi
F2 −F2 f 13F2 −g−13F2
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(45) (56)
λ1 λ
−1
1
λ1
(λ1 − 1)
λ2 λ
−1
2
λ2
(λ2 − 1)
λ3 λ
−1
3
λ3
(λ3 − 1)
W2 W2 |g|−2W2
F2 h
2F2 e
2f−9F2
∧3i=1dλi −h−2 ∧3i=1 dλi −e−2f−4 ∧3i=1 dλi
F2 −F2 −g−13F2
where
e =
(λ1 − 1)(λ2 − 1)
(λ3 − 1) (204)
f =
(λ3 − λ1)(λ2 − 1)
(λ2 − λ1)(λ3 − 1) (205)
g = (λ3 − 1) (206)
h = λ1λ2λ3 (207)
When 16 spatial dimensions compactified in the E8 ×E8 maximal torus,
we have
Z(Bos)1 (E8 × E8) =
∫
W−61 F1(E8 × E8) ∧ F1(E8 × E8) (208)
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Z(Bos)2 (E8 × E8) =
∫
W−52 F2(E8 × E8) ∧ F2(E8 × E8) (209)
Fi(E8 × E8) = Fi
∑
e even
Gi(e) (210)
The Gi(e) are proportional to the fourth power of the theta function
corresponding to the even spin structure e and are listed below:
G1(12‖34) = −λ4 (211)
G1(13‖24) = −1 (212)
G1(14‖23) = (λ− 1)4 (213)
G2(123‖456) =
[
(λ3 − λ1)(λ3 − λ2)
(λ2 − λ1)(λ3 − 1)2
]4
(214)
G2(124‖356) =
[
λ1λ2
(λ2 − λ1)(λ3 − 1)
]4
(215)
G2(125‖346) =
[
λ3
(λ2 − λ1)(λ3 − 1)
]4
(216)
G2(126‖345) =
[
λ3(λ1 − 1)(λ2 − 1)
(λ2 − λ1)(λ3 − 1)2
]4
(217)
G2(134‖256) =
[
λ1λ3(λ3 − λ1)(λ2 − 1)
(λ2 − λ1)2(λ3 − 1)2
]4
(218)
G2(135‖246) =
[
λ2(λ2 − 1)(λ3 − λ1)
(λ2 − λ1)2(λ3 − 1)2
]4
(219)
G2(136‖245) =
[
λ2(λ1 − 1)(λ3 − λ1)
(λ2 − λ1)2(λ3 − 1)
]4
(220)
G2(145‖236) =
[
λ1(λ2 − 1)(λ3 − λ2)
(λ2 − λ1)2(λ3 − 1)
]4
(221)
G2(146‖235) =
[
λ1(λ1 − 1)(λ3 − λ2)
(λ2 − λ1)2(λ3 − 1)2
]4
(222)
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G2(156‖234) =
[
λ2λ3(λ1 − 1)(λ3 − λ2)
(λ2 − λ1)2(λ3 − 1)2
]4
(223)
Up to a global factor, the Gi(e)s are permuted by the modular transfor-
mations. We get
(12) (23)
F1(E8 × E8) −(λ− 1)3F1(E8 × E8) λ3F1(E8 × E8)
(12) (23) (34)
F2(E8 × E8) −F2(E8 × E8) f 5F2(E8 × E8) −g−5F2(E8 × E8)
(45) (56)
F2(E8 × E8) −F2(E8 × E8) −g−5F2(E8 × E8)
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C The genus g = 1 heterotic string cosmolog-
ical constant
The (vanishing) genus g = 1 heterotic string cosmological constant can be
written as
Z1 =
∫
M1
W61F1(E8 × E8) ∧ U (224)
U = [ ∑
e even
U(e)]dλ (225)
where
U(12‖34) = [λ(λ− 1)]−2 × (−λ) (226)
U(13‖24) = [λ(λ− 1)]−2 × (1) (227)
U(14‖23) = [λ(λ− 1)]−2 × (λ− 1) (228)
Under modular transformations, if we write
Z1 =
∫
M1
∑
e even
I(e) (229)
we have
(12) (23)
I(12‖34) I(12‖34) I(13‖24)
I(13‖24) I(14‖23) I(12‖34)
I(14‖23) I(13‖24) I(14‖23)
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Observe that Jacobi’s equatio takes now the simpler form
−λ+ 1 + (λ− 1) (230)
(In fact, it is proportional to it, as we can see by using Thomae identities.)
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D Tables
(12) (23) (45) (56) (14)(25)(36)
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X
(1),1 M(1),21I
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(1),1 M(1),13I
X
(1),1 M(1),12I
X
(1),1 M(1),12I
X
(1),1 M(1),45I
X
(1),1
M(1),21I
X
(1),1 M(1),12I
X
(1),1 M(1),31I
X
(1),1 M(1),21I
X
(1),1 M(1),21I
X
(1),1 M(1),54I
X
(1),1
M(1),13I
X
(1),1 M(1),23I
X
(1),1 M(1),12I
X
(1),1 M(1),13I
X
(1),1 M(1),13I
X
(1),1 M(1),46I
X
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X
(1),1
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X
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X
(1),1 M(1),31I
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(1),1 M(1),46I
X
(1),1 M(1),56I
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M(1),64I
X
(1),1 M(1),64I
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X
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X
(1),1
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X
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X
(1),1 M(1),56I
X
(1),1 M(1),46I
X
(1),1 M(1),65I
X
(1),1 M(1),23I
X
(1),1
M(1),65I
X
(1),1 M(1),65I
X
(1),1 M(1),65I
X
(1),1 M(1),64I
X
(1),1 M(1),56I
X
(1),1 M(1),32I
X
(1),1
So the permutations act on the subindexes of the M(1),ij with the defini-
tions
M(1),12 = 1 (231)
M(1),21 = − λ1(λ3 − λ1)(λ2 − 1)
3
λ2(λ3 − λ2)(λ1 − 1)3 ×
P21
P12 (232)
M(1),13 = − λ3(λ2 − λ1)(λ2 − 1)λ2(λ3 − λ1)(λ3 − 1) ×
P13
P12 (233)
M(1),45 = − λ
2
3(λ2 − λ1)(λ2 − 1)
λ2(λ3 − λ2)(λ1 − 1)2 ×
P45
P12 (234)
M(1),31 = − λ1(λ2 − λ1)
2(λ2 − 1)(λ3 − 1)2
λ2(λ3 − λ1)(λ3 − λ2)(λ1 − 1)3 ×
P31
P12 (235)
M(1),54 =
λ1(λ2 − λ1)(λ2 − 1)
λ3(λ3 − λ2)(λ1 − 1)2 ×
P54
P12 (236)
M(1),23 = − λ3(λ2 − λ1)(λ3 − λ1)(λ2 − 1)
3
λ2(λ3 − λ2)2(λ3 − 1)(λ1 − 1)2 ×
P23
P12 (237)
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M(1),46 =
λ23(λ2 − λ1)(λ2 − 1)2
λ2(λ3 − λ2)(λ1 − 1)(λ3 − 1) ×
P46
P12 (238)
M(1),32 =
(λ2 − λ1)2(λ3 − 1)2
(λ3 − λ2)2(λ1 − 1)2 ×
P32
P12 (239)
M(1),64 =
λ1(λ2 − λ1)(λ2 − 1)(λ3 − 1)2
λ3(λ3 − λ2)(λ1 − 1)2 ×
P64
P12 (240)
M(1),56 = − (λ2 − λ1)(λ2 − 1)
2
λ2(λ3 − λ2)(λ1 − 1)(λ3 − 1) ×
P56
P12 (241)
M(1),65 = − (λ2 − λ1)(λ2 − 1)(λ3 − 1)
2
λ2(λ3 − λ2)(λ1 − 1)2 ×
P65
P12 (242)
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(1),1
A = − λ2(λ3 − λ2)(λ1 − 1)
λ1(λ3 − λ1)(λ2 − 1) (243)
B =
(λ2 − λ1)2(λ3 − 1)
(λ3 − λ1)2(λ2 − 1) (244)
C =
λ2
λ1
(245)
D =
(λ2 − λ1)
(λ3 − λ1)(λ2 − 1) (246)
E = − λ2(λ2 − λ1)
2(λ3 − 1)
λ1(λ3 − λ1)(λ3 − λ2)(λ2 − 1) (247)
F = − (λ3 − λ2)(λ1 − 1)
(λ3 − λ1)(λ2 − 1) (248)
G =
λ2(λ2 − λ1)
λ1(λ3 − λ1)(λ2 − 1) (249)
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H =
λ3(λ2 − λ1)(λ3 − λ2)(λ1 − 1)
λ1(λ3 − λ2)2(λ2 − 1) (250)
J =
λ3(λ2 − λ1)2(λ3 − 1)
λ1(λ3 − λ1)2(λ2 − 1) (251)
K = − λ3λ2(λ2 − λ1)
λ1(λ3 − λ1)(λ2 − 1 (252)
L =
λ2(λ1 − 1)
λ1(λ2 − 1) (253)
M =
(λ2 − λ1)(λ3 − 1)
(λ3 − λ1) (254)
N =
λ3(λ2 − λ1)
λ1(λ3 − λ2) (255)
O = − λ3(λ2 − λ1)
2(λ3 − 1)
λ1(λ3 − λ1)(λ3 − λ2)(λ2 − 1) (256)
P = − λ3(λ2 − λ1)
(λ3 − λ1)(λ2 − 1) (257)
Q = − (λ3 − λ2)
(λ3 − λ1) (258)
R =
λ2(λ2 − λ1)(λ3 − 1)(λ1 − 1)
λ1(λ3 − λ1)(λ2 − 1) (259)
S =
(λ2 − λ1)(λ3 − λ2)(λ1 − 1)
(λ3 − λ1)2(λ2 − 1) (260)
T =
λ3(λ2 − λ1)
λ1(λ3 − λ1)(λ2 − 1) (261)
U =
λ3(λ2 − λ1)2(λ1 − 1)
λ1(λ3 − λ1)2(λ2 − 1) (262)
V = − (λ2 − λ1)(λ3 − 1)
λ1(λ3 − λ1) (263)
W = − λ2λ3(λ2 − λ1)(λ1 − 1)
λ1(λ3 − λ1)(λ2 − 1) (264)
X =
λ2(λ2 − λ1)
λ1(λ3 − λ2) (265)
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Y = − λ3(λ2 − λ1)
2
λ1(λ3 − λ1)(λ3 − λ2) (266)
Z = − (λ2 − λ1)(λ1 − 1)(λ3 − 1)
λ1(λ3 − λ1)(λ2 − 1) (267)
AA = − λ3(λ2 − λ1)
(λ3 − λ1) (268)
AB = − λ2(λ2 − λ1)
(λ3 − λ1)(λ2 − 1) (269)
AC =
(λ2 − λ1)(λ3 − λ2)(λ3 − 1)
(λ3 − λ1)2(λ2 − 1) (270)
AD =
λ3(λ2 − λ1)(λ1 − 1)
λ1(λ3 − λ1) (271)
AE = − (λ2 − λ1)(λ1 − 1)
λ1(λ3 − λ1)(λ2 − 1) (272)
AF =
λ2(λ2 − λ1)(λ3 − 1)
λ1(λ3 − λ2)(λ2 − 1) (273)
AG = − (λ2 − λ1)
λ1(λ3 − λ1) (274)
AH = − (λ2 − λ1)(λ1 − 1)
λ1(λ3 − λ1) (275)
AJ = − (λ2 − λ1)(λ3 − 1)
λ1(λ3 − λ1)(λ2 − 1) (276)
AK = − λ2(λ2 − λ1)(λ3 − 1)
(λ3 − λ1)(λ2 − 1) (277)
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(5) D(5)I
gh
(5) G(5)I
gh
(5) F(5)I
gh
(5)
A(5) =
λ3(λ2 − λ1)
λ1(λ3 − λ2) (278)
B(5) = − (λ2 − λ1)(λ2 − 1) (279)
C(5) =
λ3(λ2 − λ1)
λ1(λ2 − 1) (280)
D(5) = − λ3(λ2 − λ1)λ2(λ3 − λ1) (281)
E(5) =
(λ2 − λ1)
(λ1 − 1) (282)
F(5) = − λ3(λ2 − λ1)λ1(λ3 − 1) (283)
G(5) =
λ3(λ2 − λ1)
(λ3 − λ1) (284)
H(5) =
λ3(λ2 − λ1)
(λ3 − λ1)(λ2 − 1) (285)
The terms of the remaining spin structures are
J(10) = [
λ2(λ3 − λ2)(λ1 − 1)
λ1(λ3 − λ1)(λ2 − 1) ]
2 (286)
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A(10) = − λ3λ2(λ2 − λ1)(λ3 − λ2)
2(λ1 − 1)2
λ21(λ3 − λ1)3(λ2 − 1)2 (287)
B(10) =
λ22(λ2 − λ1)(λ3 − λ2)2(λ1 − 1)
λ21(λ3 − λ1)2(λ2 − 1)2 (288)
C(10) = − λ3λ2(λ2 − λ1)(λ3 − λ2)
2(λ1 − 1)
λ21(λ3 − λ1)2(λ2 − 1)2 (289)
D(10) =
λ3λ
2
2(λ2 − λ1)(λ3 − λ2)(λ1 − 1)2
λ31(λ3 − λ1)2(λ2 − 1)2 (290)
E(10) = − λ
2
2(λ2 − λ1)(λ3 − λ2)2(λ1 − 1)2
λ21(λ3 − λ1)2(λ2 − 1)3 (291)
F(10) =
λ3λ2(λ2 − λ1)(λ3 − λ2)2(λ1 − 1)2
λ21(λ3 − 1)(λ3 − λ1)2(λ2 − 1)2 (292)
G(10) = − λ3λ
2
2(λ2 − λ1)(λ3 − λ2)(λ1 − 1)2
λ21(λ3 − λ1)2(λ2 − 1)2 (293)
H(10) = − λ3λ
2
2(λ2 − λ1)(λ3 − λ2)(λ1 − 1)
λ21(λ3 − λ1)2(λ2 − 1)2 (294)
J(2) = − λ2(λ2 − λ1)
3(λ3 − 1)2
λ3(λ3 − λ1)3(λ2 − 1)2 (295)
A(2) =
λ22(λ2 − λ1)3(λ3 − 1)2
λ1λ3(λ3 − λ2)(λ3 − λ1)2(λ2 − 1)2 (296)
B(2) =
λ2(λ2 − λ1)3(λ3 − 1)
λ3(λ3 − λ1)2(λ2 − 1)2 (297)
C(2) = − λ
2
2(λ2 − λ1)3(λ3 − 1)
λ1λ3(λ3 − λ1)2(λ2 − 1)2 (298)
D(2) = [
λ2(λ2 − λ1)(λ3 − 1)
λ3(λ3 − λ1)(λ2 − 1) ]
2 (299)
E(2) = − λ2(λ2 − λ1)
3(λ3 − 1)2
λ3(λ3 − λ1)2(λ2 − 1)2(λ1 − 1) (300)
F(2) =
λ22(λ2 − λ1)3(λ3 − 1)2
λ1λ3(λ3 − λ1)2(λ2 − 1)3 (301)
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G(2) = − λ
2
2(λ2 − λ1)2(λ3 − 1)2
λ3(λ3 − λ1)2(λ2 − 1)2 (302)
H(2) = − λ
2
2(λ2 − λ1)2(λ3 − 1)
λ3(λ3 − λ1)2(λ2 − 1)2 (303)
J(6) = − λ
2
2
λ21λ3
(304)
A(6) = − λ
2
2(λ2 − λ1)
λ21λ3(λ2 − 1) (305)
B(6) =
λ22(λ2 − λ1)
λ31λ3(λ2 − 1) (306)
C(6) = − λ
2
2(λ2 − λ1)
λ21λ
2
3(λ2 − 1) (307)
D(6) =
λ22(λ2 − λ1)
λ21λ3(lt− λ1) (308)
E(6) = − λ2(λ2 − λ1)λ21λ3(λ1 − 1) (309)
F(6) =
λ2(λ2 − λ1)
λ21λ3(λ3 − 1) (310)
G(6) = − λ2(λ2 − λ1)λ21λ3(λ3 − λ1) (311)
H(6) =
λ22(λ2 − λ1)
λ21λ3(λ3 − λ1)(λ2 − 1) (312)
J(8) = − (λ3 − λ2)
2(λ3 − 1)
λ3(λ3 − λ1)2 (313)
A(8) =
(λ3 − λ2)2(λ3 − 1)(λ2 − λ1)
λ2λ3(λ3 − λ1)2 (314)
B(8) =
(λ3 − λ2)2(λ2 − λ1)(λ3 − 1)2
λ3(λ3 − λ1)3(λ2 − 1) (315)
C(8) = − (λ3 − λ2)
2(λ2 − λ1)(λ3 − 1)2
λ23(λ3 − λ1)2(λ2 − 1) (316)
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D(8) = − (λ3 − λ2)
2(λ2 − λ1)(λ3 − 1)
λ3λ1(λ3 − λ1)2 (317)
E(8) = − (λ3 − λ2)(λ2 − λ1)(λ3 − 1)
2
λ3(λ3 − λ1)2(λ1 − 1) (318)
F(8) = − (λ3 − λ2)(λ2 − λ1)(λ3 − 1)
2
λ3(λ3 − λ1)2 (319)
G(8) =
(λ3 − λ2)(λ2 − λ1)(λ3 − 1)2
λ1λ3(λ3 − λ1)2 (320)
H(8) =
(λ3 − λ2)2(λ2 − λ1)(λ3 − 1)2
λ3λ1(λ3 − λ1)2(λ2 − 1) (321)
J(9) = − (λ3 − λ2)
2(λ1 − 1)2
λ3(λ3 − λ1)2(λ2 − 1)2 (322)
A(9) =
(λ3 − λ2)2(λ1 − 1)2(λ2 − λ1)
λ3(λ3 − λ1)3(λ2 − 1)2 (323)
B(9) = − (λ3 − λ2)
2(λ1 − 1)(λ2 − λ1)
λ2λ3(λ3 − λ1)2(λ2 − 1)2 (324)
C(9) =
(λ3 − λ2)2(λ1 − 1)(λ2 − λ1)
λ23(λ3 − λ1)2(λ2 − 1)2 (325)
D(9) = − (λ3 − λ2)(λ1 − 1)
2(λ2 − λ1)
λ3(λ3 − λ1)2(λ2 − 1)2 (326)
E(9) =
(λ3 − λ2)2(λ1 − 1)2(λ2 − λ1)
λ3λ1(λ3 − λ1)2(λ2 − 1)3 (327)
F(9) = − (λ3 − λ2)
2(λ1 − 1)2(λ2 − λ1)
λ3λ1(λ3 − λ1)2(λ2 − 1)2(λ3 − 1) (328)
G(9) =
(λ3 − λ2)(λ1 − 1)2(λ2 − λ1)
λ1λ3(λ3 − λ1)2(λ2 − 1)2 (329)
H(9) = − (λ3 − λ2)(λ1 − 1)(λ2 − λ1)λ3(λ3 − λ1)2(λ2 − 1)2 (330)
J(3) =
λ3(λ2 − λ1)3(λ3 − 1)2
λ21(λ3 − λ1)3(λ2 − 1)2 (331)
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A(3) = − λ3(λ2 − λ1)
3(λ3 − 1)2
λ21(λ3 − λ2)(λ3 − λ1)2(λ2 − 1)2 (332)
B(3) = − λ3(λ2 − λ1)
3(λ3 − 1)
λ31(λ3 − λ1)2(λ2 − 1)2 (333)
C(3) =
λ3(λ2 − λ1)3(λ3 − 1)
λ21λ2(λ3 − λ1)2(λ2 − 1)2 (334)
D(3) = − λ3(λ2 − λ1)
2(λ3 − 1)2
λ21(λ3 − λ1)2(λ2 − 1)2 (335)
E(3) =
(λ2 − λ1)3(λ3 − 1)2
λ21(λ3 − λ1)2(λ2 − 1)2(λ1 − 1) (336)
F(3) = − (λ2 − λ1)
3(λ3 − 1)2
λ21(λ3 − λ1)2(λ2 − 1)3 (337)
G(3) = [
(λ2 − λ1)(λ3 − 1)
λ1(λ3 − λ1)(λ2 − 1) ]
2 (338)
H(3) = − λ3(λ2 − λ1)
2(λ3 − 1)
λ21(λ3 − λ1)2(λ2 − 1)2 (339)
J(7) = − λ
2
2(λ1 − 1)2(λ3 − 1)
λ21λ3(λ2 − 1)2 (340)
A(7) = − λ
2
2(λ2 − λ1)(λ1 − 1)(λ3 − 1)2
λ21λ3(λ3 − λ2)(λ2 − 1)2 (341)
B(7) = − λ
2
2(λ2 − λ1)(λ1 − 1)2(λ3 − 1)
λ31λ3(λ2 − 1)2 (342)
C(7) =
λ22(λ2 − λ1)(λ1 − 1)(λ3 − 1)2
λ21λ
2
3(λ2 − 1)2 (343)
D(7) =
λ22(λ2 − λ1)(λ1 − 1)2(λ3 − 1)2
λ21λ3(λ3 − λ1)(λ2 − 1)3 (344)
E(7) =
λ2(λ2 − λ1)(λ1 − 1)2(λ3 − 1)
λ21λ3(λ2 − 1)2 (345)
F(7) = − λ2(λ2 − λ1)(λ3 − 1)
2(λ1 − 1)
λ21λ3(λ2 − 1)2 (346)
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G(7) = − λ2(λ2 − λ1)(λ1 − 1)
2(λ3 − 1)2
λ21λ3(lt− λ1)(λ2 − 1)2 (347)
H(7) =
λ22(λ2 − λ1)(λ1 − 1)2(λ3 − 1)2
λ21λ3(λ3 − λ1)(λ2 − 1)2 (348)
J(4) =
λ3(λ2 − λ1)3(λ1 − 1)2
λ21(λ3 − λ1)3(λ2 − 1) (349)
A(4) = − λ3(λ2 − λ1)
3(λ1 − 1)
λ21(λ3 − λ2)(λ3 − λ1)2 (350)
B(4) =
λ3(λ2 − λ1)3(λ1 − 1)2
λ31(λ3 − λ1)2(λ2 − 1) (351)
C(4) = − λ3(λ2 − λ1)
3(λ1 − 1)
λ21λ2(λ3 − λ1)2 (352)
D(4) = − λ3(λ2 − λ1)
2(λ1 − 1)2
λ21(λ3 − λ1)2(λ3 − 1) (353)
E(4) = − (λ2 − λ1)
3(λ1 − 1)2
λ21(λ3 − λ1)2(λ2 − 1) (354)
F(4) =
(λ2 − λ1)3(λ1 − 1)
λ21(λ3 − λ1)2 (355)
G(4) = [
(λ2 − λ1)(λ1 − 1)
λ1(λ3 − λ1) ]
2 (356)
H(4) = − λ3(λ2 − λ1)
2(λ1 − 1)2
λ21(λ3 − λ1)2 (357)
J(1) =
(λ2 − λ1)3(λ3 − λ2)
λ3λ
3
1(λ2 − 1)2 (358)
A(1) = − (λ3 − λ2)
2(λ2 − λ1)3
λ3λ2λ
2
1(λ3 − λ1)(λ2 − 1)2 (359)
B(1) = − (λ3 − λ2)(λ2 − λ1)
3
λ3λ
2
1(λ2 − 1)2 (360)
C(1) =
(λ3 − λ2)2(λ2 − λ1)3
λ3λ
2
1(λ3 − λ1)(λ2 − 1)2 (361)
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D(1) = [
(λ3 − λ2)(λ2 − λ1)
λ3λ1(λ2 − 1) ]
2 (362)
E(1) = − (λ2 − λ1)
3(λ3 − λ2)
λ3λ
2
1(λ2 − 1)2(λ1 − 1) (363)
F(1) =
(λ3 − λ2)2(λ2 − λ1)3
λ3λ
2
1(λ2 − 1)3(λ3 − λ1) (364)
G(1) = − (λ3 − λ2)
2(λ2 − λ1)2
λ3λ
2
1(λ2 − 1)2(λ3 − 1) (365)
H(1) = − (λ3 − λ2)
2(λ2 − λ1)2
λ3λ
2
1(λ2 − 1)2 (366)
The 18 factors appearing in the Γg(e) coset extension of I
X
(5),1 behave under
modular transformations belonging to the subgroup Γg(e) in the obvious way:
(ij)N(5),klI
X
(5),1 = N(5),klI
X
(5),1 (367)
(ij)N(5),jkI
X
(5),1 = N(5),ikI
X
(5),1 (368)
(ij)N(5),ijI
X
(5),1 = N(5),jiI
X
(5),1 (369)
etc.
They are
N(5),12 = 1 (370)
N(5),32 = [
(λ2 − λ1)(λ3 − 1)
(λ3 − λ2)(λ1 − 1) ]
2 × P32P12 (371)
N(5),15 =
(λ2 − λ1)(λ2 − 1)
λ2(λ3 − λ2) ×
P15
P12 (372)
N(5),21 =
λ1(λ3 − λ1)(λ2 − 1)3
λ2(λ3 − λ2)(λ1 − 1)3 ×
P21
P12 (373)
N(5),42 = [
(λ2 − λ1)
λ2(λ1 − 1) ]
2 × P42P12 (374)
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N(5),35 =
(λ2 − λ1)(λ2 − 1)(λ3 − 1)2
λ2(λ3 − λ2)(λ1 − 1)2 ×
P35
P12 (375)
N(5),51 =
λ1(λ2 − λ1)2(λ3 − λ1)(λ2 − 1)
λ2(λ3 − λ2)(λ1 − 1)3 ×
P51
P12 (376)
N(5),23 =
λ3(λ2 − λ1)(λ3 − λ1)(λ2 − 1)3
λ2(λ3 − λ2)2(λ1 − 1)2(λ3 − 1) ×
P23
P12 (377)
N(5),16 =
(λ2 − λ1)(λ3 − λ1)2(λ2 − 1)2
λ2(λ3 − λ2)(λ1 − 1)3(λ3 − 1) ×
P16
P12 (378)
N(5),36 =
λ23(λ2 − λ1)(λ2 − 1)2
λ2(λ3 − λ2)(λ1 − 1)(λ3 − 1) ×
P16
P12 (379)
N(5),45 =
λ23(λ2 − λ1)(λ2 − 1)
λ2(λ3 − λ2)(λ1 − 1)2 ×
P45
P12 (380)
N(5),46 =
λ23(λ2 − λ1)(λ2 − 1)2
λ2(λ3 − λ2)(λ3 − 1)(λ1 − 1) ×
P46
P12 (381)
N(5),61 =
λ1(λ2 − λ1)2(λ2 − 1)(λ3 − 1)2
λ2(λ3 − λ1)(λ3 − λ2)(λ1 − 1)3 ×
P61
P12 (382)
N(5),53 =
λ3(λ2 − λ1)(λ3 − λ1)(λ2 − 1)
λ2(λ1 − 1)2(λ3 − 1) ×
P53
P12 (383)
N(5),24 =
λ1λ3(λ2 − λ1)(λ2 − 1)3
λ22(λ3 − λ2)(λ1 − 1)2 ×
P24
P12 (384)
N(5),63 =
(λ2 − λ1)(λ3 − λ1)(λ2 − 1)
λ2λ3(λ1 − 1)2(λ3 − 1) ×
P63
P12 (385)
N(5),54 =
λ1(λ2 − λ1)(λ2 − 1)
λ3(λ3 − λ2)(λ1 − 1)2 ×
P54
P12 (386)
N(5),64 =
λ1(λ2 − λ1)(λ2 − 1)(λ3 − 1)2
λ3(λ3 − λ2)(λ1 − 1)2 ×
P64
P12 (387)
A clearer idea of how the different terms appearing in the coset-extensions
represent the subgroups Γg(e) could be gotten from the following diagrams.
I have represented the terms as nodes of a lattice. The lines connecting
them represent the transformations (only the generators of Γg(e)) which relate
them. We obtain different parallelograms. The nodes belonging to edges of
78
the parallelograms are invariant under some generator, and the ”coordination
index” at those nodes is smaller.
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