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Referat:
Individualität und ökologisches Bewusstsein gewinnen in der gesellschaftlichen Wahr-
nehmung immer stärker an Bedeutung. Entsprechend dieser Treiber sind Menschen
zunehmend interessiert, Informationen zu erhalten, die individuell auf die eigenen Be-
dürfnisse angepasst und auf die aktuelle Umgebungssituation abgestimmt sind. In der
heutigen Wissensgesellschaft bilden Umweltinformationen dabei ein zentrales Element
zur Bewertung ökologischer und ökonomischer Systemzusammenhänge. Zur Erfassung
und wissenschaftlichen Beschreibung derartiger Informationen fehlen bislang geeignete
Methoden, sodass sich die Dissertation diesem Thema nähert. Die vorliegende Arbeit
beschreibt die Potentiale und Herausforderungen bei der Aggregation und Inwertset-
zung individueller Umweltinformationen in urbanen Ökosystemen. Ziel dabei ist die
Entwicklung und Evaluierung eines serviceorientierten Frameworks unter Nutzung ei-
ner modellgetriebenen Prozessintegration. Urbane Gebiete zeichnen sich insbesondere
durch heterogene Strukturen und einer hohen zeitlichen Dynamik von Umweltkenngrö-
ßen aus und bilden somit sehr komplexe Ökosysteme. In diesen Punkten unterscheiden
sich urbane Ökosysteme deutlich von Ökosystemen des ländlichen Raums. Charakte-
ristische Merkmale wie intensive Flächennutzung, dichte Bebauung aber auch starke
anthropogene Einflüsse haben Auswirkungen auf physikalische, chemische und biologi-
sche Prozesskreisläufe. Dadurch bilden sich in Städten gegenüber dem ländlichen Raum
Besonderheiten aus, ein sog. Mesoklimaraum. Aufbauend auf einer allgemeinen System-
analyse wird das Konzept des Raster Model Exposure Pattern und des Exposure Data
Service eingeführt. Diese beiden Artefakte bilden eine Transformationsstrategie um
ganzheitlich umwelt- und informationswissenschaftliche Betrachtungen durchzuführen,
sowie individuelle Expositionen in urbanen Ökosystemen zu aggregieren.
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Digitalisierung - ein Begriff, der in vielen Domänen Einzug erhält und innovative Fort-
schritte verspricht. Ob in der Politik, in der Gesellschaft, in der Wirtschaft oder in
der Wissenschaft - die digitale Transformation ist eine wichtige und große Herausfor-
derung des 21. Jahrhunderts. Der Begriff Digitalisierung ist mit einer Vielzahl von
Schlagwörtern wie z.B. Industrie 4.0, Big Data, Cloud Computing, Internet der Din-
ge (IoT), Künstliche Intelligenz (KI) oder maschinelles Lernen (ML) verbunden. Aus
diesem Grund ist es von Belangen, den Begriff der Digitalisierung bzw. der digitalen
Transformation für den zu untersuchenden Anwendungsfall abzugrenzen. Im Kontext
dieser Arbeit wird Digitalisierung als Prozess zunehmender Individualisierung und Per-
sonalisierung von Datenverarbeitungsprozessen gesehen. Der Prozess der Individuali-
sierung von Produkten, Dienstleistungen oder Daten ist bereits heute in sehr vielen
Branchen wahrnehmbar. Kunden wünschen sich nicht nur eine Auswahl an Standard-
produkten, sondern sie suchen auf ihre Bedürfnisse abgestimmte Waren und Dienst-
leistungen. Viele Industriezweige haben sich dieser Bedürfnisse angenommen und ihr
Geschäftsmodell und die damit verbundenen Geschäftsprozesse auf individuelle Wün-
sche angepasst. Ein Blick in die Bekleidungsindustrie zeigt die Möglichkeiten der Her-
stellung eigener T-Shirt Kreationen; in der Lebensmittelindustrie finden sich selbst
kreierte Müslis und nicht zu vergessen, die Automobilindustrie, die mit einer Fülle an
selbst konfigurierbaren Produkten für das eigene Auto aufwartet. Diese drei Branchen
zeigen exemplarisch, dass der Prozess hin zu individuellen Produkten bzw. Dienst-
leistungen mit großem Interesse verfolgt wird. Um diese Transformation in Angriff zu
nehmen, ist es notwendig, digitale Prozessketten aufzubauen, die es ermöglichen indi-
viduelle Bedürfnisse zu berücksichtigen (vgl. [Salkin et al. 2018, 6-7]). Es ist aber auch
festzustellen, dass in anderen Domänen noch technologische Entwicklungen notwendig
sind, um den Prozess der digitalen Transformation voranzubringen. Im Bereich des
Gesundheitswesens wird in der Wissenschaft über domänenübergreifende Forschungs-
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ansätze diskutiert, die es ermöglichen sollen, medizinische Daten mit domänenüber-
greifenden Daten in Wert zu setzen; diese Inwertsetzung kann unter anderem durch
individuelle Umweltinformationen erfolgen (vgl.[Wild 2012, 1ff]). Hierbei spielt der
Begriff des Exposoms eine wichtige Rolle; Exposom beschreibt dabei ein neuartiges
Paradigma in der Gesundheitsforschung, in dem die interne „Umgebung“ (Metabo-
lismus, Proteomik), spezifische externe Faktoren (Ernährung, sportliche Aktivitäten)
und Umweltfaktoren (Klima, Belastungen) ganzheitlich betrachtet werden, um gesund-
heitliche Risiken und Wirkungsanalysen bewerten zu können (vgl.[Vrijheid 2014, 1-2]).
Der Wissenschaftler Leroy Hood 1 beschreibt diesen Zusammenhang mit den Worten:
„Solange wir nicht die Daten aus der Umwelt berücksichtigen, haben wir eine ein-
dimensionale Medizin.“ Die Charakterisierung der Umwelt bzw. des Zustandsraums,
in dem sich Menschen bewegen, ist in vielerlei Hinsicht eine große Herausforderung.
Abbildung 1.1.: Paradigma des Exposoms: Ganz-
heitliche Wirkungsanalysen lassen
sich nur durch die Kenntnis der
internen „Umgebung“, Externer
Faktoren und von Umweltfakto-
ren ableiten.
Welche Veränderungen und Her-
ausforderungen sich ergeben, wenn
immer mehr Menschen in Städ-
ten leben, lassen sich in moder-
nen Metropolregionen schon heu-
te erkennen. Erhöhte Luftschad-
stoffbelastungen, verstärktes Ver-
kehrsaufkommen, innovative Kon-
zepte für das Quartiersmanage-
ment aber auch neue Wege logisti-
scher Dienstleistungen spielen eine
Rolle (vgl.[Kraas 2007, 1-2], [Su-
san Minkos et al. 2020, 7], [Tani-
guchi et al. 2014, 5ff]). Fest steht,
dass die Urbanisierung nicht nur
Nachteile bringt. Städte und urbane Ballungsgebiete sind Zentren innovativer Ent-
wicklungen, die die gesamte Gesellschaft durchdringen. Dabei sind die Initiatoren dieser
1 Leroy Hood ist ein amerikanischer Wissenschaftler, auf dem Gebieten der Immunologie, Biotech-
nologie und Genetik. In seiner wissenschaftlichen Tätigkeit ist er Mitgründer des Departments of
Molecular Biotechnology an der Universität Washington und des Institutes for Systems Biologyin
Seattle. Er leistete Pionierarbeit in dem Bereich von Systemansätzen für die Biologie und Medizin.
https://www.scienceinschool.org/de/2009/issue12/leroyhood
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gesellschaftlichen, kulturellen, technischen oder wirtschaftlichen Entwicklungen nicht
selten jene Akteure, die auf lokaler Ebene durch individuelles Handeln ihr jeweiliges
Umfeld prägen. Durch eine zunehmende Digitalisierung in nahezu allen Lebensberei-
chen ergeben sich neue Möglichkeiten der Informationsgewinnung und -bereitstellung,
aber auch der gesellschaftlichen Teilhabe (vgl.[Sharma 2019]). Spezialisierte Dienstleis-
tungen, Datenportale und eine Vielzahl mobiler Sensoren werden das urbane Leben in
Zukunft verändern (vgl.[Lea and Blackstock 2014, 799-800]).
1.2. Forschungsgegenstand
Für flächendeckende homogene Landschaften sind heute immer genauere Aussagen über
die meteorologischen bzw. klimatologischen Wetterlagen möglich. Dies ist darauf zu-
rückzuführen, dass bereits ein großer messtechnischer Aufwand und umfangreiche Mo-
delle betrieben werden, um etwaige meteorologische Wetterlagen zu beschreiben.
Richtet sich der Fokus jedoch auf urbane Gebiete, in denen 50% der Weltbevölkerung
leben, ist festzustellen, dass das aktuelle meteorologische Messnetz und die darauf
aufbauende Modellierung unzureichend für derartige komplexe Strukturen ist. Urba-
ne Ökosysteme zeichnen sich durch ihre hohe Bevölkerungsdichte, hohe Heterogenität
und durch sehr dynamische Prozesskenngrößen aus und bilden somit ein komplexes
Ökosystem. Durch starke anthropogene und natürliche Einflüsse innerhalb urbaner
Strukturen finden kleinskalige physikalische, chemische und biologische Prozesskreis-
läufe statt; eine derartige Veränderung des Klimas wird auch Stadtklima genannt. Dies
hat Auswirkungen auf lokale Klimaparameter wie Luft- oder Oberflächentemperatur
und lässt sich auf unterschiedliche Landnutzung oder Bodenbedeckung zurückführen.
Um einen Einblick in die Komplexität urbaner Strukturen zu geben, zeigt die Abbil-
dung 1.2 Fernerkundungsaufnahmen des Satelliten Landsat8 für die Stadt Leipzig. Zur
Veranschaulichung sind die Fernerkundungsdaten sowohl als RGB-Bild (links) als auch
als Oberflächentemperaturbild (rechts) dargestellt. Beide Bilder zeigen deutlich, dass
die urbane Struktur der Stadt Leipzig ausgeprägt Heterogenität aufweist. Konventio-
nelle Ansätze zum Monitoring derart komplexer, heterogener (Öko-) Systeme verfolgen
in der Regel einen statischen Ansatz basierend auf stationären Punktmessungen und
zeitlich festen Beobachtungsintervallen. Für eine Stadt wie Leipzig (ca. 600.000 Einwoh-
ner) werden dazu meteorologische bzw. lufthygienische Messstationen vom deutschen
Wetterdienst (Leipzig-Flugh, Leipzig-Holzhausen) und vereinzelt durch Landesämter
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Abbildung 1.2.: Fernerkundungsaufnahmen des Satelliten Landsat8 für die Stadt Leip-
zig. links: RGB-Darstellung, rechts: Oberflächentemperaturdarstellung
wie dem Landesamt für Umwelt, Landwirtschaft und Geologie (Leipzig-Mitte, Leipzig-
Lützner Straße, Leipzig-West, Leipzig-Thekla) betrieben. Diese stationären Mess- und
Beobachtungsnetze werden jedoch nicht ausschließlich für ganzheitliche stadtklimato-
logische Fragestellungen konzipiert. In Ergänzung zum statischen Umweltmonitoring
werden auch temporäre, mobile Messkampagnen durchgeführt, mit deren Hilfe spezielle
Phänomene wie z.B. städtische Wärmeinseln untersucht werden. Um aber Umweltfak-
toren im Sinne des Exposoms zu bestimmen, müssen zeitliche, lokale bzw. komplexe
ökosystemare Besonderheiten (z.B. Mikroklimata, Hot Spots, Hot Moments) ganzheit-
lich erfasst werden. Für eine ganzheitliche Betrachtung heterogener Strukturen müssen
räumlich und zeitlich hoch aufgelöste Informationen aggregiert und verarbeitet wer-
den, um darauf aufbauend individuelle Umweltinformationen zu bestimmen. Um diese
Aufgabe zu bewältigen, müssen fachübergreifende Forschungsgebiete miteinander ver-
knüpft werden. Dieser Ansatz wird im Rahmen der Dissertation aufgegriffen und an
dem konkreten Anwendungsbeispiel Wärme in der Stadt erläutert. Hierbei finden fach-
übergreifende Sichtweisen aus den Bereichen Umweltmonitoring, Modellierung und Da-
ta Science ihre Anwendung. Einzig und allein durch eine derartige Verknüpfung dieser
Fachdisziplinen kann eine ganzheitliche Charakterisierung urbane Ökosysteme erfolgen
(Abbildung 1.3).
1.3. Forschungsziel
Die vorliegende Dissertation hat das Ziel, ein Vorgehensmodell zu entwickeln, mit deren









Abbildung 1.3.: Zusammenwirkende Forschungsgebiete, um individuelle Umweltinfor-
mationen in Urbanen Ökosystemen zu bestimmen
auf urbanen Ökosystemen, da diese in der Zukunft zunehmend an Bedeutung gewinnen.
Um die aufgezeigten Herausforderungen urbaner Ökosysteme in Bezug auf individuelle
Umweltinformationen zu bewältigen, muss eine innovative Monitoring- und Informati-
onsmanagementstrategie formuliert werden, die räumlich und zeitlich hoch aufgelöste
Umweltinformationen verarbeiten und aggregieren kann. Das Vorgehensmodell soll da-
bei eine ganzheitliche Sichtweise auf diesen Prozess abbilden. Dies beinhaltet, dass
umwelt- und informationswissenschaftliche Sichtweisen zusammenhängend und schlüs-
sig aufeinander aufgebaut und diskutiert werden. Neben der allgemeinen Ableitung
und Entwicklung eines Vorgehensmodells soll im praktischen Teil der Dissertation ein
serviceorientiertes Framework unter Nutzung einer modellgetriebenen Prozessintegra-
tion vorgestellt werden, sodass eine Validierung des Vorgehensmodell erfolgen kann.
Zusammenfassend ist das Forschungsziel wie folgt definiert:
Forschungsziel
Ziel der Arbeit ist die Gestaltung und Entwicklung eines Vorgehensmodells zur
Erfassung individueller Umweltinformationen in urbanen Ökosystemen. Am Bei-
spiel der individuellen thermischen Exposition soll dieses Vorgehensmodell dann
an einem serviceorientierten Framework unter Nutzung einer modellgetriebenen
Prozessintegration beschrieben werden.
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Das Erreichen des Forschungsziels basiert auf der Beantwortung der folgenden For-
schungsfragen:
Forschungsfrage 1
Wie lassen sich umwelt- und informationswissenschaftliche Sichtweisen zur Bestim-
mung individueller Umweltinformationen in urbanen Ökosystemen in eine allge-
meine Systembeschreibung überführen?
Die erste Forschungsfrage fokussiert sich auf die im Forschungsgegenstand beschriebene
fachübergreifende Herausforderung. Für die Bereiche Umweltmonitoring, Modellierung
und Data Science muss eine Schnittmenge herausgearbeitet und definiert werden, so-
dass eine allgemeine Systembeschreibung zur Bestimmung individueller Umweltinfor-
mationen urbaner Ökosysteme gefunden wird. Auf diesen grundlegenden Ansatz baut
dann die Forschungsfrage 2 auf:
Forschungsfrage 2
Wie können individuelle Umweltinformationen in urbanen Ökosystemen ermittelt
werden?
Die Forschungsfrage 2 bezieht sich auf die Herausforderung der Bestimmung individu-
eller Umweltinformationen in urbanen Ökosystemen. Für die charakteristische Eigen-
schaften (Heterogenitäten und dynamische Systemkenngrößen) von urbanen Ökosyste-
men soll eine Methode entwickelt werden, um individuelle Umweltinformationen zu be-
stimmen. Der Schwerpunkt dieser Forschungsfrage liegt dabei weniger in der Beschrei-
bung bestehender Ansätze, sondern vielmehr wird ein serviceorientiertes Framework
diskutiert und vorgestellt, das auf eine Vielzahl unterschiedlicher Systemkenngrößen
adaptierbar ist. Aufbauend auf diesen Erkenntnissen soll durch die Forschungsfrage 3
eine Umweltmonitoringstrategie entwickelt werden, die es ermöglicht, thermische Ex-
positionen zu bestimmen.
Forschungsfrage 3
Wie lassen sich unterschiedlich räumlich und zeitlich aufgelöste Datenquellen zur
thermischen Exposition aggregieren?
Im Bereich der Forschungsfrage 3 spielt das Thema Datenfusion eine zentrale Rolle.
Datenquellen mit unterschiedlichen räumlichen und zeitlichen Skalen müssen integriert,
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harmonisiert und verarbeitet werden, um thermische Expositionen zu berechnen.
Forschungsfrage 4
Wie kann eine informationstechnologische Plattform für die Bestimmung von in-
dividuellen thermischen Expositionen implementiert werden?
Für die Beantwortung der Forschungsfrage 4 werden die gewonnen Erkenntnisse zusam-
mengetragen und für das Anwendungsbeispiel „Wärme in der Stadt“ implementiert.
Diese Pilotierung stellt dann den Bezug zu dem Forschungsziel her.
1.4. Erwartete Ergebnisse
Individualität und ökologisches Bewusstsein gewinnen in der gesellschaftlichen Debatte
aktuell an Bedeutung. Entsprechend dieser Treiber sind Anwender daran interessiert,
dass Informationen individuell auf die eigenen Bedürfnisse oder passend zu der aktuel-
len Umgebungssituation abgestimmt sind. Monitoring von Mikroklimata, Auswertung
von Expositionen und Ermittlung individueller Belastungen sollen sowohl die Indivi-
dualität und Entscheidungsfreiheit eines jeden unterstützen, als auch ein ökologisches
Bewusstsein für die Umwelt und die Umgebung, in der man sich aufhält, steigern. Für
diese Bedürfnisse in der Gesellschaft soll die Dissertation einen Mehrwert liefern.
Infolge der formulierten Zielstellung und der darauf aufbauenden Forschungsfragen
beschreibt die vorliegende Dissertation einen domänenübergreifenden Lösungsansatz,
um umwelt- und informationswissenschaftliche Sichtweisen ganzheitlich zu betrach-
ten. Um dies zu erreichen müssen die Bereiche Umweltmonitoring, Modellentwicklung
und Data Science in Einklang gebracht werden. Um diese ganzheitlich zu betrachten
und verständlich darzustellen, werden Werkzeuge aus den Bereichen der Geschäftspro-
zessmodellierung und der Systemanalyse herangezogen. Mit diesen Werkzeuge soll ein
Vorgehensmodell entwickelt werden, welches eine holistische Betrachtung aller Prozesse
erlaubt.
Durch die Integration eines praktischen Anwendungsbeispieles soll das formulierte Vor-
gehensmodell im Detail erklärt, diskutiert und analysiert werden. Die entwickelten Ar-




Die Forschungsmethode der Dissertation orientiert sich am Memorandum zur gestal-
tungsorientierten Wirtschaftsinformatik nach Österle (vgl. [Österle et al. 2010, 1ff]).
Österle zeigte in dieser Veröffentlichung einen methodischen Forschungsrahmen für die
Wirtschaftsinformatik. Mit Bezug auf das Forschungsziel wird nicht die Untersuchung
eines bestehenden Systems angestrebt, wie es in der behavioristischen Wirtschafts-
informatik der Fall ist, sondern es steht die Entwicklung eines eigenen Systems im
Mittelpunkt und ist somit in der gestaltungsorientierten Wirtschaftsinformatik anzu-
siedeln. Durch die Anwendung dieses Forschungsrahmens kann der Erkenntnisprozess
der eigenen Forschung beschreibbar und nachvollziehbar gestaltet werden. Die gestal-
tungsorientierte Wirtschaftsinformatik nach Österle definiert dabei einen konkreten
Forschungsrahmen; er unterteilt sich in die vier Phasen Analyse, Entwurf, Evaluation
und Diffusion (vgl. [Österle et al. 2010, 4-5]). Dieser Forschungsrahmen dient als struk-
turelle Grundlage der Dissertation. Jeder Erkenntnisprozess ist mit einer Erkenntnis-
methode verbunden. In der ersten Phase, der Analysephase, ist eine umfangreiche Ana-
lyse mit Umweltwissenschaftlern am Helmholtz-Zentrum für Umweltforschung erfolgt.
Durch Experteninterviews und Desk Research wurde die Forschungslücke identifiziert
und anschließend mit einer Literaturrecherche weiter vertieft. Im Ergebnis der Analyse-
phase steht ein Forschungskonzept, mit dessen Hilfe individuelle Umweltinformationen
in urbanen Ökosystemen erhoben werden sollen. Nach der Analysephase folgt im For-
schungsrahmen der gestaltungsorientierten Wirtschaftsinformatik die Entwurfsphase.
In dieser Phase sind die Methoden des Prototyping und der Modellierung zum Einsatz
gekommen. Zu Beginn der Entwurfsphase wurde das Forschungskonzept entwickelt und
definiert. Dieses Forschungskonzept beschreibt ein ganzheitliches Vorgehensmodell, um
individuelle Umweltinformationen in urbanen Ökosystemen zu ermitteln. Dieser Sys-
temansatz wurde durch Prototyping, in Form von Software, umgesetzt und bildet ein
Artefakt der Arbeit. Der Fokus bei der Entwicklung des Vorgehensmodells lag dabei
auf der Generalisierung bzw. Verallgemeinerung, sodass weitere Forschungsfragen und
Anwendungsgebiete adressiert werden und andere Wissenschaftsdisziplinen partizipie-
ren können. An die Entwurfsphase schließt sich die Evaluationsphase an. Für diese
Überprüfung der entwickelten Artefakte wurden Labor- und Feldexperimente durchge-
führt. Kausalitäten, praktische Einsatzfähigkeit, Nutzbarkeit, Reproduzierbarkeit und


















Raster Model Exposure Pattern
Exposure Data Service
Abbildung 1.4.: Forschungsmethode nach Österle
haben. In der vierten Phase, der Diffusion, wurden Ergebnisse in wissenschaftlichen
Beiträgen einem breiten Publikum zur Diskussion gestellt. In einem sehr interdiszi-
plinären Umfeld wurden Vorträge und Workshops durchgeführt (vgl. [Goblirsch et al.
2018] [Goblirsch 2018] [Schima et al. 2019b]). Um das Vorgehensmodell zu generalisieren
sind desweiteren Forschungsarbeiten und Publikationen in Zusammenarbeit mit weite-
ren Fachdisziplinen entstanden (vgl. [Roth et al. 2015] [Brandt et al. 2017] [Schima et al.
2017] [Aleithe et al. 2018] [Schima et al. 2019a]). Durch diese Art der Diffusion wurde
das allgemeine Vorgehensmodell aus unterschiedlichen Sichtweisen betrachtet. Eine Zu-
sammenfassung der angewandten Forschungsmethode nach Österle ist der Abbildung
1.4 zu entnehmen. Die aufgezeigte Forschungsmethode wurde in mehreren Iterationen
durchgeführt. Diese Herangehensweise hat den Vorteil, dass frühzeitig erste prototy-
pische Entwicklungen in wissenschaftliche Diskussionen eingebracht werden können.
Anmerkungen, Verbesserungen oder Bestätigungen konnten somit in der Promotions-
phase iterativ eingearbeitet werden. Die gestaltungsorientierte Wirtschaftsinformatik
nach Österle beschreibt neben der Forschungsmethode auch die Notwendigkeit der
Einhaltung wichtiger Prinzipien. Nachfolgend werden die notwendigen Prinzipien in
Zusammenhang mit der Arbeit gebracht.
Abstraktion Durch die Ausarbeitung eines allgemeinen Vorgehensmodells zur Bestim-
mung individueller Umweltinformationen in urbanen Ökosystemen, ist es möglich, dies
auf eine Vielzahl von Kenngrößen anzuwenden. So können je Anwendungsfall z.B. ther-
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mische, biologische oder auch chemische Umweltinformationen berücksichtigt und un-
tersucht werden. Das allgemeine Vorgehensmodell muss diesbezüglich auf die definierte
Zielkenngröße angepasst werden.
Originalität Durch eine ganzheitliche umwelt- und informationstechnische Sichtweise
auf den Prozess der Bestimmung individueller Umweltinformationen in urbanen Öko-
systemen, ist die Originalität der Arbeit gegeben. Nach aktuellem Kenntnisstand, ist
ein derartiger domänenübergreifender Ansatz beispiellos.
Begründung Durch die Einhaltung einer definierten Forschungsmethode, ist die Nach-
vollziehbarkeit des Erkenntnisprozesses gegeben. Auch die Validierbarbkeit der erar-
beiteten Artefakte ist durch Labor- und Feldexperimente möglich.
Nutzen Durch die Umsetzung der Forschungsarbeit können folgende Fortschritte er-
zielt werden:
• Reduzierung gesundheitlicher Risiken für den Menschen und Verbesserung der
Gesundheitsversorgung (mit evtl. damit einhergehender Reduktion der Kosten).
• Entwicklung nachhaltiger Städte durch Kenntnisse ganzheitlicher Wirkungsket-
ten innerhalb urbaner Ökosysteme.
• Steigerung der subjektiven und objektiven Lebensqualität in den Städten.
• Bereitstellung belastbarer, transparenter Methoden zur Identifikation von Expositions-
Hotspots und Reduzierung dieser mit geeigneten Maßnahmen.
• Schaffung von individuellem Bewusstsein über Ursachen und Wirkung und damit
Beeinflussung von persönlichen Verhaltensweisen.
1.6. Aufbau der Arbeit
Die Arbeit ist in drei Abschnitte strukturiert. Die ersten beiden Abschnitte beinhalten
drei Kapitel und der dritte Abschnitt vier Kapitel. Im ersten Abschnitt wird das Thema
der Inwertsetzung individueller Umweltinformationen erläutert. Angefangen mit einer
Reise durch die Stadt der Zukunft werden anschließend wichtige wissenschaftliche und
wirtschaftliche Aspekte beleuchtet, die dem Leser die Relevanz individueller Umwelt-
informationen näher bringt und in diesem Zusammenhang den Begriff des Exposoms
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1. Einleitung
2. Inwertsetzung individueller Umweltinformationen
4. Urbanes Klima
3. Systembeschreibung urbane Ökosysteme
6. Exposure Data Service
5. Raster Model Exposure Pattern
7. Wärme in der Stadt - ein Fallbeispiel
8. Thermische Charakterisierung des mobilen Messsystems


















































10. Synthese und Diskussion
Abbildung 1.5.: Aufbau der Arbeit
bzw. der Exposition beschreibt. Im zweiten Abschnitt liegt der Fokus auf urbanen
Ökosystemen und deren systematischen Beschreibung. Beginnend mit einer allgemei-
nen Beschreibung werden darauf aufbauend die einzelnen Teilsysteme Modelle, in situ
Daten, Transformation und Systemmanagement detaillierter beschrieben. Im Ergebnis
wird in diesem Abschnitt ein Forschungskonzept abgeleitet, das eine umwelt- und in-
formationstechnische Sichtweise beinhaltet, um individuelle Informationen in urbanen
Ökosystemen zu bestimmen. Abgeschlossen wird der Abschnitt durch die Identifika-
tion der Grundlagen und Herausforderungen des urbanen Klimas. Es beschreibt die
wichtigsten Eigenschaften, die für die Bestimmung individueller Informationen von
Bedeutung sind. Der erste Themenkomplex liefert eine Antwort für die 1.Forschungs-
frage.
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Im zweiten Themenkomplex, konzeptionelles Vorgehensmodell und Anwendung, wird
zu Beginn das Prinzip das Raster Model Exposure Pattern vorgestellt. Das Raster Mo-
del Exposure Pattern liefert einen Modellansatz wie individuelle Umweltinformationen
in urbanen Ökosystemen bestimmt werden können und stellt somit Ergebnisse zur
Beantwortung der Forschungsfrage 2 zur Verfügung. Darauf aufbauend wird im Ka-
pitel 6 auf die Forschungsfrage 3 eingegangen. Der Exposure Data Service zeigt hier
anhand einer umwelt- und informationswissenschaftlichen Sichtweisen den Prozess der
Aggregation individueller Umweltinformationen in urbanen Ökosystemen und dient als
Datengrundlage für das Raster Model Exposure Pattern. In Kapitel 7 wird aufbauend
auf den Lösungsansatz ein Anwendungsbeispiel beschrieben. In einem Feldexperiment
wird am Beispiel Wärme in der Stadt, das konzeptionelle Vorgehensmodell detailliert
erläutert.
Im Anschluss findet die Validierungsphase und Zusammenfassung statt. In Kapitel 8
wird das im Rahmen des Promotionsverfahrens entwickelte mobile Messsystem hin-
sichtlich der thermischen Systemeigenschaften charakterisiert. Kapitel 9 befasst sich
mit den einzelnen Elementen des Exposure Data Service. Durch konkrete Implemen-
tierungsbeispiele soll die Idee hinter den einzelnen Modulen näher erläutert werden.
Mit den erarbeiteten Ergebnissen findet im anschließenden Kapitel die Synthese und
Diskussion statt. Themenübergreifende Sichtweisen werden hierbei aufgegriffen und
zusammenhängen dargestellt. Kapitel 11 fasst die Arbeit zusammen, die gewonnenen
Ergebnisse und die definierten Forschungsfragen werden noch einmal aufgegriffen und
diskutiert. In einem Ausblick werden weiterführende Forschungsfelder und offene Fra-





2. Inwertsetzung individueller Umweltinformationen im Kontext
urbaner Ökosysteme
Im Zuge der Digitalisierung gewinnen Umweltinformationen immer mehr an Bedeu-
tung, stellen sie nicht zuletzt einen wichtigen Rohstoff in der heutigen Wissensgesell-
schaft dar. Umweltinformationen ist die Gesamtheit aller Daten, die den Zustand von
Umweltbestandteilen wie Luft und Atmosphäre, Wasser, Boden, Landschaft sowie die
Wechselwirkungen zwischen den einzelnen Umweltmedien untereinander beschreiben.
Umweltinformationen werden auf allen Ebenen der Verwaltung zur Vorbereitung po-
litischer und planerischer Entscheidungen verwendet, sie werden von der Wirtschaft
vielfältig eingesetzt, um Waren und Dienstleistungen zu erzeugen und sie werden von
der Öffentlichkeit für die demokratische Kontrolle von Politik und Verwaltung genutzt.
2.1. Ein Blick in die Stadt der Zukunft
Welche Veränderungen und Herausforderungen sich ergeben, wenn immer mehr Men-
schen in Städten leben, lassen sich in modernen Metropolregionen schon heute erken-
nen. Fest steht, dass die Urbanisierung nicht nur Nachteile bringt. Städte und urbane
Ballungsgebiete sind Zentren innovativer Entwicklungen, die die gesamte Gesellschaft
durchdringen. Dabei sind die Initiatoren dieser gesellschaftlichen, kulturellen, tech-
nischen oder wirtschaftlichen Entwicklungen nicht selten jene Akteure, die auf lokaler
Ebene durch individuelles Handeln ihr jeweiliges Umfeld prägen. Durch eine zunehmen-
de Digitalisierung in nahezu allen Lebensbereichen ergeben sich daher neue Möglich-
keiten der Informationsgewinnung und -bereitstellung aber auch der gesellschaftlichen
Teilhabe. Spezialisierte Dienstleistungen und eine Vielzahl mobiler Sensoren werden
das urbane Leben in Zukunft verändern (vgl. [Lim et al. 2018, 86]). Die Stadt der Zu-
kunft wird vernetzt sein, ihre Bürger digital interagieren (vgl. [Portmann and Finger
2015, 472]). Städte bieten eine attraktive Infrastruktur und gewährleisten im Vergleich
zum ländlichen Raum eine bessere Bildungs-, Gesundheits- und Energieversorgung. Ei-
ne umweltbewusste Stadtentwicklung vorausgesetzt, wird die Stadt der Zukunft einen
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wesentlichen Beitrag zum Umwelt- und Klimaschutz leisten (vgl. [BMU 2015, 7-9, 12,
87ff]). Ausgehend von dieser Prognose könnte so auch die Transformation zur lebens-
werten, nachhaltigen und ressourceneffizienten Stadt gelingen, die in Zukunft sozialen,
ökologischen und ökonomischen Anforderungen in gleicher Weise gerecht werden muss.
Die Bewohner der Städte der Zukunft unterscheiden sich von heutigen Stadtbewohnern
weniger in ihren Eigenschaften als vielmehr in der Menge der Möglichkeiten, an Infor-
mationen zu gelangen und sowohl die Stadt, in der sie leben, als auch gesellschaftliche
Prozesse aktiv mitzugestalten (vgl. [Nam and Pardo 2011, 285]). Schon heute zeigt sich
der gesteigerte Informationsbedarf durch die verbreitete Nutzung von Smartphones und
mobilem Internet. Es ist heute ein alltägliches Bild, dass Wetterinformationen über das
Smartphone abgerufen werden, dass Tickets für den ÖPNV samt Verbindung via App
bezogen werden oder mobile und individualisierte Kartendienste an Orte führen, die es
zu entdecken lohnt. Beispiele wie Fitness-Apps, am Körper getragene Sensoren (Wea-
rables) zur Überwachung von Körperfunktionen oder smarte Wetterstationen zeigen
neben der Bereitschaft auch den Bedarf, sich und seine Umwelt zu vermessen bzw. sich
selbst mit seiner Umwelt zu messen und in Beziehung zur eigenen Gesundheit zu setzen.
Diese Bereitschaft beruht vor allem auf dem Bedürfnis, den eigenen Körper und seine
Umwelt zu verstehen. Die messtechnische Erfassung von Funktionen des Körpers oder
die individuelle Messung von z.B. Luftbelastungen helfen, sich und das eigene Handeln
besser zu verstehen und zu optimieren, aber auch Gesundheitsrisiken vorzubeugen. Mo-
bile Sensoren und Smartphone Apps, die diese Dienste bereitstellen, sind kommerziell
bereits erhältlich, jedoch noch nicht zum Massenmarkt vorgedrungen. Auch die Erfas-
sung persönlicher (individualisierter) Umweltbelastungen hat sich noch nicht etablieren
können. Der Organismus als lebendiges System reagiert unmittelbar auf sich ändernde
Umweltbedingungen. Um ein drohendes (Gesundheits-) Risiko richtig einschätzen zu
können, ist es erforderlich, auch die vorherrschenden Umweltbedingungen und deren
Auswirkungen zu erfassen, was insbesondere in Städten aus Sicht der Umweltmess-
technik noch immer eine Herausforderung darstellt. Dies liegt nicht zuletzt daran, dass
das (lokale) Klima in urbanen Gebieten durch unterschiedliche Bebauung, verschiede-
ne Nutzungsformen oder variierende Emissionseigenschaften der Oberflächen von einer
großen Heterogenität und Dynamik geprägt ist. In der Folge wirken auch innerhalb
eines kleinen Gebiets verschiedene Umweltbedingungen in komplexer Weise auf das
Wohlbefinden und wichtige Vitalfunktionen des Menschen ein. Hinzu kommt, dass das
Empfinden von Komfort und die gesundheitliche Belastung individuell unterschiedlich
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sind und von zahlreichen Randbedingungen beeinflusst werden. Aus wissenschaftli-
cher Sicht stellt sich die Frage, wie ein Vermessen dieser erlebten Situation erfolgen
kann und was dabei gemessen werden muss. Ferner muss aus messtechnischer Sicht be-
achtet werden, welche Parameter überhaupt mit hinreichender Genauigkeit gemessen
werden können und welcher methodische sowie finanzielle Aufwand dafür erforderlich
ist. Die Transformation gewachsener städtebaulicher Strukturen hin zu einem nach-
haltigen Quartiersmanagement sowie ein gestiegenes Interesse an der individualisierten
Erfassung von Umwelteinflüssen zur persönlichen Gesundheitsvorsoge sind Belege, die
den Bedarf unterschiedlicher Nutzergruppen an ein intelligentes und serviceorientiertes
Umweltmonitoring zum Ausdruck bringen (vgl. [Reis et al. 2015, 243-253]). Mögliche
Fragestellungen und auch der Bedarf an Informationen variieren daher in Abhängig-
keit vom Zeitpunkt, dem Ort oder der Nutzer. Der digitale Wandel verändert hierbei
zunehmend die Herangehensweise an gesellschaftliche und ökologische Fragestellungen
und verschiebt gleichzeitig die Grenze des informell Machbaren. Angetrieben durch
Schlagwörter wie Industrie 4.0, Smart City oder dem Internet der Dinge, schreitet die
Digitalisierung unseres Alltags weiter voran. Die stetig steigende Anzahl von Sensoren
in nahezu allen Bereichen des Lebens und immer leistungsfähigere Computer bieten in
Zukunft die Möglichkeit, ein nie dagewesenes Abbild der Umwelt und komplexer Sys-
temzusammenhänge zu schaffen (vgl. [Arasteh et al. 2016, 2f] [Kim et al. 2017]). Schon
heute können aufgrund der Vielzahl von Menschen, die täglich Smartphones nutzen,
innovative Dienstleistungen angeboten werden, die ort-, zeit- und kontextspezifische
Informationen bedarfsgerecht an hunderte Nutzer übermitteln. Anwendung findet die
Auswertung und Analyse raumbezogener Daten z.B. im Bereich der Verkehrsplanung
samt minutengenauer Angabe bei Verkehrsverzögerungen oder bei der Planung von
Personenbewegungen bei Großereignissen. Der hohe Informationsgehalt beruht hierbei
insbesondere auf der hohen Nutzerzahl innerhalb des Untersuchungsgebiets und der
Tatsache, dass das Messobjekt, hier der geographische Ort, sowie das Messgerät (Han-
dy mit GPS Empfänger und mobilem Internet) zum Zeitpunkt der Datenerhebung
eindeutig beschrieben werden können. Die darauf aufbauenden Prozesse und Algorith-
men zur Auswertung können somit auf eine konsistente Datenmenge zurückgreifen und
mit geringer Latenz die gewünschte Information bereitstellen.
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2.2. Anwendungsszenarien für individuelle Umweltinformationen
Die Notwendigkeit, die Umwelt bzw. den Kontext des Menschen umfassender zu cha-
rakterisieren, geht mit zwei grundlegenden Bedürfnissen des Menschen einher. Zum
einen möchte der Mensch hinreichend informiert sein, um für sich wichtige und richtige
Entscheidungen zu treffen und zum anderen besteht ein sehr großes Interesse daran,
durch Informationen elementare Risiken zu minimieren.
Um komplexe Zusammenhänge im Umfeld des Menschen zu analysieren und zu verste-
hen, bilden bereits heute vielfältige Daten eine wichtige Grundlage. Diese Daten werden
in unterschiedliche Wertschöpfungsketten integriert und dem Menschen zur Verfügung
gestellt, sodass er diese in seine eigenen Entscheidungsprozess einfließen lassen kann
(vgl. [Wright and Steventon 2004, 16-17] [de Souza et al. 2019]). Durch diese ständig
steigende Anzahl an Datenquellen müssen aktuelle Wertschöpfungsketten hinsichtlich
Big Data bzw. Datenanalyse und Methoden aus dem Bereich Service Science kontinu-
ierlich erweitert werden (vgl. [Lee et al. 2013, 287] [Moreno-Cano et al. 2015]).
Lassen sich Fortschritte im Bereich der Echtzeiterfassung räumlich und zeitlich hoch
aufgelöster Umweltinformationen in urbanen Ökosystemen erzielen, können gänzlich
neuartige Dienstleistungen bzw. Service gedacht werden.
2.2.1. Individuelle Umweltinformationen zur Entscheidungsfindung
Immobilienwirtschaft Schaut man heutige Immobilienportale an, werden dem Käufer
bzw. Mieter als Leistungskennzahlen häufig die Wohnfläche, die Zimmeranzahl, der
Kaufpreis und die Ausstattung der Wohnung angeboten. Dennoch ist eines der wich-
tigsten Kriterien für die Bewertung von Immobilien die Wohnlage. Informationen über
die Wohnlage der Immobilie spiegeln sich in der Regel in subjektiven Beschreibungen
wider bzw. besteht die Möglichkeit sich die Immobilie vor Ort anzuschauen. Leider ist
es in diesem Umfang oft nicht möglich, wichtige Faktoren wie z.B Lärm, Feinstaubbe-
lastung, Grünflächenanteil oder auch Wärmeinseln in der Umgebung ganzheitlich zu
erfassen. Diese Datenlücke gilt es mit individuellen Umweltinformationen zu schließen,
sodass z.B. eine umfangreichere Bewertung von Immobilien erfolgen und der Käufer
seine Entscheidung auf ein breiteres Wissen aufbauen kann (vgl. [Barkham et al. 2018,
22]).
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Städtebauliche Konzepte Politiker, Stadtplaner aber auch Bürger stehen vor der Her-
ausforderung, städtische Strukturen auf Grund von äußeren aber auch anthropogenen
Einflussfaktoren weiterzuentwickeln. Für eine positive Gestaltung dieses Prozesses kön-
nen individuelle Umweltinformationen einen treibenden Faktor darstellen. Die Analyse
und Bewertung von Kaltluftschneisen für eine definierte Kühlung der Stadt bei som-
merlichen Hochdrucklagen oder die Neugestaltung von Grünanlagen, Reduzierung von
Flächenversiegelungen oder die Umgestaltung von Straßen und Plätzen können zu posi-
tiven Effekten in der Lebensqualität führen. Diese Fragen lassen sich mit dem Vorliegen
von individuellen Umweltinformationen deutlich umfänglicher bewerten (vgl. [Batty
2013, 276-277] [DWD 2016, 11ff]).
2.2.2. Individuelle Umweltinformationen zur Minimierung von Risiken
Gesundheitsrisiko durch Klimawandel In der Medizin wird vor gesundheitlichen Risiken
aufgrund des Klimawandels gewarnt. Unter anderem durch steigende Schadstoffbelas-
tungen, Lärmbelastungen und Temperaturen erhöht sich das Risiko, an gesundheitli-
chen Folgen wie z.B. an Herzinfarkten, Herz-Kreislauf-Erkrankungen zu erkranken oder
einem Hitzschlag zu erleiden. Diese Risiken gilt es in Zukunft zu minimieren. Hierbei
können individuelle Umweltinformationen für den jeweiligen Menschen von großer Be-
deutung sein (vgl. [Vrijheid 2014, 877-878] [Breitner et al. 2014, 2ff]).
Überwachung von Verkehrsinfrastrukturen Während sommerlichen Hochwetterlagen ist
die Belastung auf Verkehrsinfrastrukturen wie z.B. Straßenbahnen oder Straßen deut-
lich erhöht und kann unter Umständen verheerende Wirkungen mit sich bringen. Um
diese Risiken zu minimieren, können individuelle Umweltinformationen dazu beitra-
gen eine vorausschauende Instandhaltung (Predictive Maintenance) zu ermöglichen.
So könnten durch Kenntnis der thermischen und mechanischen Belastungen an Stra-
ßenbahnen die Wartungsintervalle angepasst werden, um somit eine Reduzierung von
Ausfallzeiten zu ermöglichen bzw. Gefahren zu minimieren. In diesem Bereich sind
Umweltinformationen von übergeordneter Bedeutung, da sowohl Gefahren minimiert
als auch Unternehmensgewinne gesteigert werden können (vgl. [Matzkovits et al. 2017]
[Bhushi 2018]).
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2.3. Exposom und Exposition
Ergänzend zur wissenschaftlichen und wirtschaftlichen Relevanz von individuellen Um-
weltinformationen wurden in der Medizin diesbezüglich die Begriffe Exposom bzw. Ex-
position eingeführt. Neuere Erkenntnisse in der Medizin haben gezeigt, dass das Auf-
treten von Erkrankungen lediglich zu 10-30 Prozent aus der genetischen Konstitution
erklärbar ist. 70-90 Prozent der ursächlichen Wirkung entfällt dagegen auf vielfältigen
komplexen Umweltbedingungen (vgl. [Rappaport and Smith 2010, 460]). Aus dieser Er-
kenntnis heraus hat sich das Paradigma des Exposoms etabliert (vgl. [Wild 2012, 1-2]
[Vrijheid 2014, 1]). Es beschreibt die Notwendigkeit der Berücksichtigung von externen
Umweltinformationen (z.B. klimatische Faktoren oder das soziale Umfeld) zur Beur-
teilung gesundheitlicher Risiken. Der Wissenschaftler Leroy Hood interpretiert diesen
Zusammenhang dahingehend, dass Möglichkeitsräume geschaffen werden müssen, die es
dem Menschen erlauben, gesund zu werden oder eine gesunde Lebensweise beizubehal-
ten. Solange aus seiner Sicht diese Möglichkeitsräume nicht mit Daten aus der Umwelt
des Menschen gekoppelt werden, ist dies eine eindimensionale Sichtweise. Ergänzend
zum Paradigma des Exposoms beschreibt die Exposition die Summe aller äußeren Fak-
toren bzw. Umweltbedingungen, denen Menschen ausgesetzt sind (vgl. [Vrijheid 2014,
876]. Speziell die vielfältigen Umweltbedingungen in urbanen Räumen haben einen
großen Einfluss auf gesundheitliche Risiken und rücken damit als essentielle Faktoren
für eine gesunde Bevölkerung immer stärker in den Fokus. Diese Herausforderungen
benötigen eine integrative Herangehensweise. Diese integrative Herangehensweise muss
eine umfassende und ganzheitliche Sicht auf alle für den Menschen in Betracht kom-
menden Risiken beinhalten. Um dies zu ermöglichen, müssen fachübergreifende Vorge-
hensmodelle und innovative Ansätze aus dem Bereich der Informations- und Kommu-
nikationstechnik (IKT) heraus entwickelt werden (vgl. [Cesuroglu et al. 2012, 2-3]).
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3. Systembeschreibung urbaner Ökosysteme
3.1. Hintergrund
Stadtentwickler aus Wissenschaft und Praxis stehen im Zuge zunehmender, globaler
Urbanisierungsprozesse vor vielfältigen Herausforderungen. Klimawandel, Mobilität in
Städten sowie steigende Ressourcenknappheit sind weitere Aspekte, die in diesem Zu-
sammenhang eine wichtige Rolle spielen (vgl. [Monzon 2015, 3-4]). Für eine nachhaltige
Entwicklung gilt es demnach, den Transformationsprozess hin zur Stadt der Zukunft
mit innovativen Technologien und Strategien zu begleiten und zukunftsfähig mitzuge-
stalten; der Begriff Smart City wird in diesem Zusammenhang oft verwendet. Aus der
Literatur ist zu entnehmen, dass der Begriff Smart City in sehr vielen unterschiedlichen
Domänen Einzug gehalten hat (vgl. [Neirotti et al. 2014, 7-9] [Lim et al. 2018, 88]). In
der Logistik (vgl. [Nowicka 2014, 7-9][Foltyński 2014, 88]), dem Gesundheitswesen (vgl.
[Solanas et al. 2014] [Pramanik et al. 2017]) und der Umweltforschung (vgl. [Jamil et al.
2015] [Montori et al. 2018]) werden innovative Ansätze in Bezug auf Smart City unter-
sucht. Alle Entwicklungen in diesen und anderen Domänen werden im großen Umfang
durch die Schlüssel- und Querschnitttechnologie der Informations- und Kommunika-
tionstechnologie (IKT) geprägt. Durch den Einsatz von innovativen IKT-Ansätzen in
den jeweiligen Domänen können Prozessmodelle, Datenschnittstellen oder Services neu
gedacht werden (vgl. [Curry et al. 2016, 1-2] [Perera et al. 2017, 6-11] [Fasel 2017, 16ff]).
3.2. Allgemeine Systemanalyse
Um urbane Wasser-, Energie- oder Stoffflüsse in ihrer Komplexität zu erfassen und
zu verstehen, müssen Kenngrößen im System zeitlich sowie räumlich untersucht und
miteinander in Verbindung gebracht werden (vgl. [Reis et al. 2015, 239]). Das zeitliche
Verhalten von Systemen, wie sie zum Beispiel in technischen (Elektrotechnik, Ver-
fahrenstechnik) oder nichttechnischen (Medizin, Umwelt, Ökonomie) Anwendungen zu
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finden sind, kann mit Hilfe von Methoden der Systemtheorie untersucht werden. Grund-
sätzlich finden bei dieser Betrachtungsweise Methoden der Fourieranalyse, Korrelati-
onsanalyse oder ausgewählte Parameterschätzmethoden ihre Anwendung (vgl. [Iser-
mann 1992, 34ff,77ff,139ff]). Um das räumliche Verhalten von Systemen zu beschrei-
ben, haben sich Raster- und Vektordaten als Standard etabliert (vgl. [de Lange 2013,
133ff, 231ff]). Mittels geographischer Informationssysteme (GIS) können diese Daten
verarbeitet und analysiert werden. Um zeitliche und räumliche Kenngrößen schema-
tisch zu veranschaulichen, können Wirkungs- bzw. Signalflusspläne eingesetzt werden.
System
U (x,y,z,t) Y (x,y,z,t)
S(x,y,z,t)
Abbildung 3.1.: Allgemeine Systembeschreibung
mittels Signalflussplan
In Abbildung 3.1 ist die allge-
meine Form eines Signalflussplans
für ein zu untersuchendes System
dargestellt. In dieser allgemeinen
Form reduziert sich die Betrach-
tungsweise für das zu untersuchen-
de System auf die Systemgrenzen,
mögliche Annahmen, die getroffen
werden können, Randbedingungen
und die Einflusskenngrößen, die auf das System wirken. Zu den Einflussgrößen gehören
die Stör- (S), die Eingangs- (U) und die Ausgangskenngrößen (Y). Die Ausgangskenn-
größen repräsentieren dabei die zu untersuchenden Zielkenngrößen. Systeme mit meh-
reren Einflusskenngrößen werden auch als Mehrfachsysteme (MIMO-Systeme) bezeich-
net. Durch diese sehr grobe Abstraktion sollen erste Abgrenzungen geschaffen werden,
um den weiteren Prozess der Systemanalyse hinsichtlich Komplexität zu verringern.
Für komplexe Umweltsysteme ist es jedoch schwierig, diese grundlegenden Zusammen-
hänge zu identifizieren.
In der Regel lassen sich Wasser-, Energie- oder Stoffflüsse nur sehr schwer voneinander
losgelöst betrachten bzw. in diskrete Wirkungszusammenhänge bringen; jedoch ist die-
se abstrakte Betrachtung ein elementarer Schritt hin zu einem Gesamtzusammenhang,
bezogen auf das zu untersuchende System. Nachdem die Systemgrenzen, mögliche An-
nahmen, Randbedingungen und die Einflussgrößen bestimmt wurden, bestenfalls defi-
niert sind, findet eine detailliertere Systembetrachtung statt. An diesem Punkt spielen
die charakteristischen Eigenschaften des realen Systems eine wichtige Rolle. Liegt der
Fokus auf urbanen Ökosystemen, zeigen bestehende wissenschaftliche Untersuchungen,
dass die Charakterisierung derartiger komplexer Ökosysteme oft nur durch einen hy-
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U (x,y,z,t) Y (x,y,z,t)
S(x,y,z,t)
System
Abbildung 3.2.: Hybrider Systemansatz zur Analyse ur-
baner Ökosysteme
Unter einem hybriden Sys-
temansatz ist in diesem Kon-
text zu verstehen, dass in
situ Methoden und Mo-
delle herangezogen werden,
um die zu untersuchenden
Ausgangskenngrößen zu be-
schreiben. In Erweiterung
zur Abbildung 3.1 zeigt die
Abbildung 3.2 die Herange-
hensweise des hybriden Sys-
temansatzes für komplexe
Ökosysteme. Die große Herausforderung bei hybriden Systemansätzen besteht darin,
Transformationsstrategien zu entwickeln, die es ermöglichen, Modelle und in situ Me-
thoden miteinander zu verknüpfen. Die Ausgestaltung dieses Transformationsprozesses
stellt eine große Herausforderung auf der Ebene der Datenintegrations- und Datenfu-
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räumlicher und zeitlicher Di-
mension als auch unter-
schiedlichen Datenstrukturen
müssen hierbei in Einklang
gebracht werden. In Ab-
bildung 3.3 ist die Erwei-
terung des Systemansatzes
durch den Transformations-
prozess dargestellt. Das Ziel
des Transformationsprozes-
ses muss es sein, eine Har-
monisierung der Modell- und
in situ Daten zu erreichen,
sodass eine kontinuierliche
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Prozessierung der Zielkenngröße erfolgen kann. Auf Fragen bezüglich Datenformat,
Datenmodell und Interprozesskommunikation müssen in diesem Zusammenhang Ant-
worten gefunden werden. Die große Herausforderung besteht darin, die Komplexität
und die oftmals mangelnde Transparenz der Prozessschritte zu vereinen. Durch den
Aufbau digitaler Prozessketten kann ein wichtiger Beitrag geschaffen werden, um der-
artigen Problemen entgegenzuwirken. Der Aufbau digitaler Prozessketten ist natürlich
immer mit einem erhöhten Datenaufkommen, einer zunehmenden Datenvielfalt und
steigenden Verarbeitungsgeschwindigkeiten verbunden (vgl. [Reis et al. 2015, 244-245]
[Hashem et al. 2016, 4-5]). Für derartige Anforderungen muss das Thema System-









Abbildung 3.4.: Hybrider Systemansatz unter Berücksich-
tigung von Transformationsprozessen und
dem Systemmanagement
Die Abbildung 3.4 zeigt
den erweiterten Systeman-
satz. Die vier Elemen-




satz, um komplexe Um-
weltsysteme zu charakte-







grundlegende Sichtweisen, die in der Wissenschaft kontrovers diskutiert werden, sollen
mit Hilfe der vorgestellten Systembeschreibung erläutert werden. Dabei kann zwischen
einem modellgetriebenen und einem datengetriebenen Ansatz unterscheiden werden
(vgl. [Tarsha-Kurdi et al. 2007, 2] [Babari et al. 2011, 6ff] [Eggimann et al. 2017, 1ff]).
Ein modellgetriebener Ansatz verfolgt das Ziel, wichtige Parameter, Randbedingungen
oder Stützstellen im Modell zu identifizieren und diese durch gezielte in situ Methoden
zu bestimmen. Liegt der Schwerpunkt aber auf den in situ Methoden, spricht man von

















Abbildung 3.5.: Hybrider Systemansatz als datengetriebener (links) und modellgetrie-
bener (rechts) Anwendungsfall
einem datengetriebenen Ansatz. Messdaten bilden die Grundlage zur Bestimmung der
Ausgangskenngrößen. Durch den Einsatz von Modellen kann eine Inwertsetzung der
in situ Methoden erfolgen, indem z.B. die zeitliche oder räumliche Auflösung durch
Extrapolation erhöht wird. Abbildung 3.5 zeigt diese beiden Herangehensweisen im
Zusammenhang mit der vorher diskutierten Systemanalyse. Aufbauend auf dieser allge-
meinen Systembeschreibung für urbane Ökosysteme erläutern die nächsten Abschnitte
die eingeführten Grundkomponenten Modell, in situ Daten, Transformation und Sy-
stemmanagement im Detail.
3.3. Modelle im Kontext urbaner Ökosysteme
Der Begriff Modell wird in der Literatur unterschiedlich verwendet. Dies ist damit ver-
bunden, dass viele unterschiedliche Fachdisziplinen den Begriff „Modell“ unterschied-
lich definieren. In einer sehr allgemeinen Form aus dem Bereich der Wirtschaftsinfor-
matik kann ein Modell wie folgt definiert werden.
Ein Modell ist ein immaterielles Abbild der Realwelt und repräsentiert diese nur für
bestimmte Subjekte innerhalb bestimmter Zeitspannen sowie unter Einschränkung
bestimmter Operationen (vgl. [Laudon et al. 2016, 912]).
Das Subjekt repräsentiert in diesem Zusammenhang den Umweltwissenschaftler, der
durch das Modell Antworten auf seine wissenschaftliche Fragestellung sucht. Doch wie














Abbildung 3.6.: Modellierungsprozess nach Zauner und Schrempf [Zauner and Schr-
empf 2009, 223ff]
gelingt die Transformation von der „Realwelt“ hin zum immateriellen Abbild? In Ab-
bildung 3.6 ist ein nach Zauner und Schrempf [Zauner and Schrempf 2009, 223ff] verein-
fachter Modellierungsprozess aufgezeigt, wie er in der Informatik zum Einsatz kommt.
Dieser Prozess der Modellbildung kann durch die drei abstrakten Ebenen Reales Sys-
tem, Konzeptionelles Modell und Technisches Modell abgebildet werden. Diese drei
Ebenen stehen durch die drei weiteren technischen Methoden Analyse, Implementie-
rung und Simulation miteinander in Verbindung. Die qualitätssichernden Methoden
Qualifizierung, Verifikation und Validierung bilden die Rückkopplungen für die Anpas-
sungen zwischen den Systemebenen. Der Übergang vom Realen System hin zu einem
konzeptionellen Modell wird als Analyse bezeichnet. In der Analysephase werden auf
Basis der realen Problemstellung verschiedene Modellansätze diskutiert. Daraus ergibt
sich die Herausforderung, die komplexen Zusammenhänge so zu vereinfachen, dass hin-
reichend genaue Ergebnisse erzielt werden können. Das Thema Abstraktionsgrad eines
Modells ist in diesen Zusammenhang zu nennen. Durch eine geeignete Wahl des Ab-
straktionsgrades kann die Komplexität von Modellen reduziert werden. Es ist somit
nicht immer zielführend, eine Vielzahl von Kriterien bei der Modellierung zu berück-
sichtigen. Vielmehr sollte genau geschaut werden, welche Kenngrößen bzw. Prozesse
maßgeblich Einfluss auf die definierte Zielkenngröße haben; dieser Prozess ist mit hohem
spezifischem Domänenwissen verbunden (vgl. [Argent 2004, 2-3]). Die Rückkopplung
zwischen Konzeptionellem Modell und Realem System wird als Qualifizierung bezeich-
net. Mit der Qualifizierung wird durch a-priori Wissen überprüft, ob das konzeptionelle
Modell das gewünschte Ergebnis liefern kann.
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3.3.1. Konzeptionelles Modell
Konzeptionelle Modelle können in einer Vielzahl von unterschiedlichen Beschreibungs-
formen bzw. Modellansätzen aufgestellt werden. Basiert die reale Fragestellung auf
physikalischen, chemischen, biologischen oder technischen Prozessen, ist eine nahe-
liegende Beschreibungsform ein mathematisches Modell (vgl. [Isermann 1992, 2-3]).
Mathematische bzw. analytische Modelle werden z.B. durch Differenzial-, algebrai-
sche oder logische Gleichungen gebildet. Mathematische Modelle im Kontext urbaner
Ökosysteme bilden bei der Modellierung von z.B. Energiebilanzen zwischen Gebäu-
den (vgl. [Reinhart and Cerezo Davila 2016, 197-199] [Toparlar et al. 2017, 1616ff])
oder der Ausbreitung von Schadstoffen (vgl. [Kumar et al. 2011, 6-7]) grundlegende
Systemzusammenhänge. Lassen sich die zu untersuchenden Prozesse nicht durch ma-
thematische Beschreibungsformen abbilden, können auch empirische oder stochastische
Modelle herangezogen werden. Diese Art von Modellen beruhen auf Wahrscheinlichkei-
ten bzw. statistischen Verteilungen (vgl. [Gokhale and Khare 2004, 2ff]). Des Weiteren
hat sich sowohl in der wirtschafts- und sozialwissenschaftlichen Forschung als auch in
der Umweltforschung die agentenbasierte Modellierung etabliert. Agentenbasierte Mo-
delle bestehen in der Regel aus drei Komponenten; den Agenten, der Umwelt und den
Regeln. Agenten bewegen sich in der Umwelt und führen Interaktionen mit dieser aber
auch mit anderen Agenten auf Basis von Regeln aus (vgl. [Clarke 2014, 1220ff]). Durch
diese Beschreibungsform können szenariogeleitete Untersuchungen mit dem Ziel durch-
geführt werden, Entscheidungspfade für anstehende Beschlüsse bzw. Auswirkungen zu
untersuchen (vgl. [Weyer and Roos 2017, 1-2] [An 2012, 3]).
3.3.2. Technisches Modell
Das technische Modell ist die Implementierung des konzeptionellen Modells in eine
Software. Dieser Prozess der Implementierung kann durch den Einsatz allgemeiner
Modellierungssprachen wie z.B. UML unterstützt werden. Allgemeine Modellierungs-
sprachen helfen dabei, die komplexen Zusammenhänge zu modularisieren, um diese
bereits computerverständlich aufzubereiten. Anschließend kann durch die Wahl einer
spezifischen Programmiersprache das technische Modell erzeugt werden. In der Wis-
senschaft weit verbreitete Entwicklungsumgebungen bzw. Programmiersprachen sind
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mHM Modell
Das mesoskalige hydrologische Mo-
dell (mesoscale hydrologic model) wur-
de am Helmholtz-Zentrum Leipzig im
Department Hydrosystemmodellierung
(Dep. of Computational Hydrosystems
- CHS) entwickelt. Das Ziel dieses An-
satzes ist es, skalenunabhängig hydro-
logische Modelle zu entwickeln, mit de-
ren Hilfe Stoff- und Energieflüsse auf
regionalen Skalen abgeschätzt werden
können (vgl. [Samaniego et al. 2010]
[Kumar et al. 2013]).
OpenGeoSys
Das Modell verfolgt das Ziel physika-
lische, chemische, (mikro)biologische
Prozesse sowie deren Interaktionen
abzubilden. Durch diesen Ansatz
können Fragestellungen im Bereich
des Wasserressourcenmanagements
und der Energiewirtschaft untersucht
werden. Dieses Modell wird am De-
partment für Umweltinformatik (Dep.
of Environmental Informatics) am
Helmholtz-Zentrum Leipzig entwickelt
(vgl. [Kolditz et al. 2012]).
Abbildung 3.7.: Beispiele für technische Modelle am Helmholtz-Zentrum für Umwelt-
forschung in Leipzig
Matlab/Simulink1, Comsol2 oder Fortran3. Durch die zunehmende Verbreitung von
offenen Bibliotheken in der Programmiersprache Python4 findet diese zunehmendes
Interesse im wissenschaftlichen Umfeld. Nachdem die Implementierung abgeschlossen
ist, muss folglich überprüft werden, ob das konzeptionelle Modell richtig abgebildet
ist; dies wird als Verifikation bezeichnet. Am Helmholtz-Zentrum für Umweltforschung
in Leipzig haben sich zwei Modelle etabliert, mit deren Hilfe sowohl hydrologische als
auch thermische, chemische und biologische Prozesse untersucht werden können. In der
Übersicht 3.7 werden diese beiden Modelle kurz vorgestellt. Mit dem Ergebnis eines
technischen Modells werden anschließend Simulationen mit dem Ziel durchgeführt, die
aufgeworfenen Fragestellung aus dem realen System zu beantworten. Die Überprüfung
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3.4. In situ Daten
Mit einer Gesamtfläche von circa 360.000 km2 ist die Bundesrepublik Deutschland
nach Frankreich, Spanien und Schweden das viertgrößte Land Europas. Die Bundes-
republik Deutschland ist aufgrund von europäischen Richtlinien unter anderem dazu
verpflichtet, Luftqualitätsuntersuchungen und Emissionshöchstmengen zu überwachen
(39.BImSchV). Des Weiteren ist durch das Umweltinformationsgesetz (UIG) von 1994
die Bundesrepublik Deutschland dazu verpflichtet, den freien Zugang zu den bei den
zuständigen Behörden vorhandenen Informationen über die Umwelt sowie die Verbrei-
tung dieser Informationen zu gewährleisten. Neben diesen rechtlichen Aspekten werden
die Mess- und Beobachtungsnetze der Bundesrepublik Deutschland auch für viele wis-
senschaftliche und politische Fragestellungen herangezogen, um Entscheidungsgrundla-
gen zu bilden. Auf Grundlage der von der World Meteorological Organization (WMO)
festgelegten Messmethoden erhebt der deutsche Wetterdienst (DWD) seine meteorolo-
gischen und klimatologischen Daten mit Hilfe eines gleichmäßig verteilten Bodenmess-
netzes (vgl. [DWD 2019b]). Kenngrößen wie Temperatur, Luftdruck, Luftfeuchtigkeit,
Windrichtung, Windgeschwindigkeit, Niederschlag, Schneehöhe und Strahlungshaus-
haltsgrößen werden flächendeckend erhoben. Das Monitoring, die Beobachtung eines
definierten Systems, ist eine essentielle Methode, um räumliche und zeitliche Infor-
mationen über die Umwelt zu erhalten (vgl. [Artiola et al. 2004, 2]). Im Bereich der
Umweltforschung nimmt die methodische und konzeptionelle Entwicklung von Monito-
ringstrategien eine wesentliche Stellung ein und unterliegt einer ständigen Anpassung,
die sowohl von neuen umwelt- und ingenieurwissenschaftlichen Entwicklungen als auch
von gesellschaftswissenschaftlichen Erkenntnissen vorangetrieben wird. Bedingt durch
die historische Entwicklung der Umweltbeobachtung, in der vor allem die Aufzeichnung
von Klima- und Wetterdaten im Vordergrund stand, bestehen heutige Strukturen zur
Erhebung von Umweltdaten aus überwiegend stationären und in der Regel statisch be-
triebenen Umweltmessnetzen. Diese traditionellen Umweltmonitoringsysteme zeichnen
sich durch hoch präzise aber auch kostenintensive Messapparaturen aus. Für derartige
Messinfrastrukturen kann der Prozess des Umweltmonitorings wie in Abbildung 3.8
zusammengefasst werden; diese schematische Darstellung ist in Anlehnung an Löffler
[Löffler 2012, 15] entstanden. Hierbei handelt es sich um eine abstrakte und vereinfachte
Darstellung, die für das Verständnis im Rahmen der Dissertation jedoch ausreichend ist.
Beginnend mit der Datenerhebung werden die zu untersuchenden Kenngrößen mittels
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AnwendungAnalyseAggregationDatenerhebung
Abbildung 3.8.: Allgemeiner Prozess des Umweltmonitorings
Sensorsystemen gemessen. Die Sensordaten werden anschließend in der Aggregation so
zusammengetragen, dass auf diesen Analysen durchgeführt werden können. Im letzten
Prozessschritt werden die Ergebnisse auf das zu untersuchende Problem angewandt.
Ein wesentlicher Treiber für sich ändernde Umweltmonitoringkonzepte sind Innovatio-
nen in den Sensortechnologien und in den Methoden der Informationsgewinnung. Neu-
artige Services aus dem Bereich der Fernerkundung, verteilte Sensoren und Messsyste-
me, die zu sogenannten Sensornetzwerken zusammengefasst werden oder der Einsatz
von Drohnen für großflächige Umweltmessungen ermöglichen es, detailliertere Aussa-
gen über Zustand und Zusammensetzung komplexer Systeme zu ermitteln (vgl. [El
Emary and Ramakrishnan 2013, 41ff]). Die Herausforderung, eine derartige Flut an
heterogenen Daten zu verarbeiten, hat im Bereich des Informationsmanagements neue
Methoden und Architekturkonzepte hervorgebracht. Ein in diesem Zusammenhang ent-
standenes Konzept beruht auf dem Ansatz einer ereignisbasierten Datenverarbeitung
(vgl. [Nittel 2009, 5675]). Das Konzept dahinter ist es, nicht die einzelnen Messdaten
auszuwerten, sondern diese zu Ereignissen zu aggregieren. In der Monitoringstratgie
werden dann Muster von Ereignissen im Datenstrom analysiert. Um jedoch ereignis-
basierte Datenströme zu analysieren, entstehen veränderte Anforderungen hinsichtlich
Datenerhebung, -verarbeitung und -speicherung; klassische Datenbankspeichermodel-
le müssen überdacht werden (vgl. [Fasel 2017, 15]). Das ereignisbasierte Monitoring
ist somit verbunden mit einem innovativen Informationssystem, welches Möglichkeiten
bereitstellt, um z.B. Algorithmen aus dem Bereich der Künstlichen Intelligenz, des Ma-
schinellen Lernens oder der Mustererkennung anzuwenden (vgl. [Margara and Cugola
2011, 2-3]). In diesem Zusammenhang ist die Lambda Architektur zu nennen. Diese er-
möglicht es, große Datenmengen und Datenabfragen in naher Echtzeit zu identifizieren
und zu verarbeiten (vgl. [Yousfi et al. 2019]. Die Lambda Architektur besteht aus den
vier Elementen Data Integration Layer, Batch Layer, Speed Layer und Serving Layer.
Der Data Integration Layer stellt die Schnittstelle für die Datenquellen zur Verfügung
und leitet den Datenstrom in den Batch- und Speed-Layer weiter. Im Batch-Layer wer-
den Daten auf Grundlage verschiedener Algorithmen prozessiert. Ziel des Batch Layers
















































Abbildung 3.9.: Ereignisbasiertes Umweltmonitoring auf Basis einer Lambda Architek-
tur
ist es, eine Ereignisbasis für den Speed Layer zur Verfügung zu stellen, mit deren Hilfe
dann das ereignisbasierte Monitoring erfolgt. Im Speed Layer kommen spezielle, hoch-
performante Streaming-Tools zum Einsatz, um eine echtzeitnahe Datenverarbeitung
zu gewährleisten. Im Serving Layer werden die prozessierten Ergebnisse des Speed-
und Batch Layer über eine Datenschnittstelle Anwendern zur Verfügung gestellt. Die-
ser Schritt hin zu derartigen Infrastrukturen kann in Zukunft neuartige Informationen
liefern, um somit Systemzusammenhänge in der Umwelt besser zu verstehen.
3.5. Transformation
Komplexe Zusammenhänge lassen sich oftmals nur durch Kopplung verschiedenartiger
Systeme analysieren. Unterschiedliche Klassen von Systemkomponenten müssen für
derartige Aufgaben verknüpft werden; Transformationen sind notwendig. Transforma-
tionen verfolgen somit das Ziel Informationen zwischen unterschiedlichen Systemkom-
ponenten auszutauschen. Im konkreten Anwendungsfall urbaner Umweltinformationen,
repräsentiert die Transformation die Schnittstelle zwischen Modell und in situ Me-
thoden. Sie beinhaltet Datenintegrations- und Datenaggragationsmethoden und kann
deshalb in die Wissenschaftsdisziplin Data Science eingeordnet werden. Die Ideen und
die Anforderungen an Data Science wurden im Jahr 1965 von John Tukey zum ersten
Mal diskutiert (vgl. [Tukey 1965, 3-7]). Seitdem hat sich das Themenfeld gefestigt,
soweit, dass Universitäten bzw. Forschungseinrichtungen bereits eigene Fachbereiche
aufgebaut haben. Dennoch ist das Kompetenzfeld eines Data Scientist nicht immer
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eindeutig beschreibbar (vgl. [Schumann et al. 2016, 458-461]). Eine anwendungsorien-
tierte Definition des Begriffs wird durch Joel Grus gegeben.
Data Science ist die Wissenschaft, anwendungsbezogene Fragestellungen in daten-
getriebene Fragestellungen zu übersetzen und dann Daten zu sammeln, zu verste-
hen, zu säubern, zu verarbeiten und zu visualisieren.(vgl. [Grus 2016, 149])
Für den zu Grunde liegenden Anwendungsfall, der Bestimmung individueller Umwelt-
informationen am Beispiel urbaner Ökosysteme, besteht die anwendungsbezogene Fra-
gestellung darin, heterogene in situ Datenquellen mit unterschiedlich räumlich und
zeitlich aufgelösten Informationen in ein übergeordnetes Modell zu integrieren. Um
diese Aufgabe zu lösen, können Transformationsmethoden herangezogen werden. Eine
davon ist der Knowledge Discovery in Databases Prozess (KDD Prozess).
3.5.1. KDD Prozess
Um Transformationsprozesse erfolgreich zu gestalten, müssen die Verarbeitungsschritte
einem definierten Ablauf folgen. Ein in der Wissenschaft und Praxis etabliertes Ver-
fahren ist der KDD Prozess (vgl. [Fayyad et al. 1996, 29]). Dieses Verfahren ist ein








Abbildung 3.10.: Allgemeiner KDD Prozess
3. Systembeschreibung urbaner Ökosysteme 32
Selektion Aufbauend auf der Datenbasis findet im ersten Prozessschritt die Selektion
der Daten statt. Hierbei liegt der Fokus auf der Ableitung der Zieldaten, die für die
anwendungsbezogene Fragestellung notwendig sind.
Präprozessierung Die „Bereinigung“ der Zieldaten hinsichtlich Datenausreißer, Daten-
rauschen und dem Datenformat findet im zweiten Prozessschritt der Präprozessierung
statt. Des Weiteren sind Verarbeitungsstrategien zu entwickeln, wie man mit Daten-
lücken aber auch unterschiedlichen Zeitintervallen zwischen den Daten umgeht.
Datentransformation Aus den aufbereiteten Daten findet in der Datentransformati-
on die Ableitung repräsentativer Merkmale (Features) statt, die sich an der anfangs
definierten Fragestellung orientiert. Diese Merkmale müssen dann in ein einheitliches
Datenschema überführt werden.
Datenanalyse In der Datenanalyse muss die Zielfunktion definiert werden, sodass ent-
sprechende Algorithmen wie z.B. Klassifikation, Regression, Clusterung oder Entschei-
dungsbäume entwickelt werden können. In diesem Zusammenhang sind die Begriffe
Regelbasierte Datenanalyse und Maschinelles Lernen zu nennen, da diese im Rahmen
der Dissertation diskutiert werden.
Interpretation Im letzte Schritt des KDD Prozesses, der Interpretation, werden die
gewonnen Ergebnisse auf die anwendungsbezogene Fragestellung angewandt, um diese
dann erfolgreich zu beantworten.
3.5.2. Wissensbasierte Systeme
Das Gebiet der wissensbasierten Systeme ist ein Anwendungsgebiet der Künstlichen In-
telligenz. Durch rechnergestützte Systeme wird eine Wissensbasis über eine Inferenzme-
thode auf konkrete Situationen und Fragestellungen angewandt. Basierend auf diesen
Merkmalen, wird in der Architektur wissensbasierter Systeme zwischen Wissensbasis
undWissensverarbeitung unterschieden. Diese beiden Module darf man in der Problem-
lösung nicht unabhängig voneinander betrachten, denn von der Art und Weise, wie die
Wissensbasis repräsentiert wird, hängt dann auch die Art der Wissensverarbeitung ab.
Diese beiden Module bilden den Kern wissensbasierter Systeme. Zusätzlich benötigen





























Abbildung 3.11.: Aufbau wissensbasierter Systeme (in Anlehnung an [Beierle and Kern-
Isberner 2006, 17-18])
wissensbasierte Systeme Schnittstellen, um zum einen Experten die Möglichkeit zu ge-
ben, dieWissensbasis aufzubauen und zum anderen eine Anwenderschnittstelle, um auf
das wissensbasierte System zuzugreifen (vgl. [Beierle and Kern-Isberner 2006, 17-18]).
In Abbildung 3.11 ist diese Architektur schematisch zusammengefasst.
3.5.3. Regelbasis - Regelbasierte Systeme
Bei regelbasierten Systemen wird das Wissen auf Basis bedingter Anweisungen aufge-
baut. Eine allgemeine Form dieser Beziehungen ist in der Gleichung 3.1 dargestellt.
WennA dann B bzw. if A then B (3.1)
A und B repräsentieren hierbei Aussagen. Die Aussage A im „Wenn“-Teil wird als Prä-
misse der Regel und B im „Dann“-Teil als Konklusion bezeichnet. Die Bedeutung der
Regel ist, wenn A wahr ist, dann ist die Schlussfolgerung, dass auch B wahr ist.
In dieser abstrakten Form repräsentiert eine Regel aber noch kein Wissen. Die Prämisse
A und die Konklusion B müssen deshalb genauer beschrieben werden. Die Wissensbasis
regelbasierter Systeme besteht aus Objekten und einer endlichen Menge diskreter Wer-
te, mit deren Hilfe die Objekte definiert werden können. Die Regel repräsentiert dann
die Zusammenhänge zwischen den Objekten (vgl. [Beierle and Kern-Isberner 2008b,
76])). Ein anwendungsbezogenes Beispiel ist:
Wenn Wert größer Null ist, dann ist die Zielkenngröße hoch.
In diesem Beispiel basiert die Schlussfolgerung (Inferenz) auf Basis einer Regel. Dies
wird als Modus Ponens bezeichnet. Die eigentliche Stärke regelbasierter Systeme be-
steht in der anschließenden Verkettung von Regeln, sodass komplexe Informationen
abgebildet werden können. Bei den Inferenzmethoden unterscheidet man grundlegend
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zwischen zielorientiert (goal-oriented) und datengetrieben (data-driven). In den zie-
lorientierten Methoden werden Informationen über ein spezielles Zielobjekt aus den
Regeln abgeleitet. Durch die datengetriebene Methode können hingegen allgemeine
Informationen über das regelbasierte System abgerufen werden.
3.5.4. Regelbasis - Maschinelles Lernen
„Maschinelles Lernen bezweckt die Generierung von Wissen aus Erfahrungen, in-
dem Lernalgorithmen aus Beispielen ein komplexes Modell entwickeln. Das Modell
und damit die automatisch erworbene Wissensrepräsentation kann anschließend
auf neue, potenziell unbekannte Daten derselben Art angewendet werden.“ (vgl.
[Döbel et al. 2018, 90f])
Steigt die Komplexität, um Prozesse analytisch zu beschreiben, kann maschinelles Ler-
nen einen möglichen alternativen Lösungsansatz darstellen. Wie das eingeführt Zitat
beschreibt, dienen Lernalgorithmen dazu, komplexe Modelle zu erstellen, die dann
wiederum neues Wissen generieren können (vgl. [Beierle and Kern-Isberner 2008a,
98ff]). Aufbauend auf der Zielsetzung kann Maschinelles Lernen unterschiedliche Lern-
stile beinhalten. In Anlehnung an den wissenschaftlichen Untersuchungen vom der
Fraunhofer-Gesellschaft (vgl. [Fraunhofer Gesellschaft 2018, 10]) lassen sich die Lernsti-
le in die vier Kategorien überwacht, unüberwacht, bestärkt und verschiedene unterteilen.
3.5.4.1. Überwachtes Lernen (Supervised Learning)
Das überwachte Lernen basiert auf zwei Phasen; der Lernphase und der Abrufphase.
In der Lernphase werden Testdatensätze verwendet, um dem Modell das gewünsch-
te Wissen anzutrainieren. Der Testdatensatz enthält Daten mit zugehörigen Featu-
res (Labels). Die Features repräsentieren dabei die zu untersuchenden Zielkenngrößen.
Nachdem die Lernphase abgeschlossen ist und das Modell trainiert wurde, folgt die
Abrufphase. In der Abrufphase wird ein zweiter Datensatz eingesetzt. Hierbei wird
untersucht, inwieweit er aus den Daten die richtigen Features extrahieren kann. Um
aussagekräftige Modelle zu entwickeln, ist während der Lernphase auf die drei wichti-
gen Eigenschaften Überanpassung, Genauigkeit und Robustheit zu achten. Die Über-
anpassung, auch als Overfitting bezeichent, beschreibt die zu spezielle Adaption des
Modells an die Trainingsdaten. Mit neuen Datensätzen in der Abrufphase werden die
gewünschten Ergebnisse aber nicht mehr erreicht. Das Problem der Überanpassung ist
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Abbildung 3.12.: Überwachtes Lernen mittels Lernphase (links) und Abrufphase
(rechts)
oft verbunden mit der Genauigkeit eines Modells. Die Genauigkeit beschreibt, z.B. wie
viele Klassen bei einem Klassifikationsproblem richtig vorhergesagt wurden. Unter der
dritten Eigenschaft Robustheit ist zu verstehen, dass ein Modell auf ähnliche Eingangs-
signale auch ähnlich reagiert.
Aufbauend auf der Grundidee des überwachten Lernens gibt es verschiedene Lernver-
fahren, wie die Modelle intern ihre Daten verarbeiten (vgl. [Cover and Hart 1967] [Duda
et al. 2001, 174, 259]).
• Nächste Nachbarn (Nearest Neighbor)
• K-Nächste Nachbarn (K-Nearest Neighbor)
• Support Vector Maschine (SVM)
3.5.4.2. Unüberwachtes Lernen (Unsupervised Learning)
Im Vergleich zum überwachten Lernen besteht das unüberwachte Lernen ausschließlich
aus der Abrufphase; das Modell weiß somit nicht, nach welchen Features es suchen
soll. Die Feature Extraktion findet erst in der Abrufphase statt. Mit diesem Lernstil
wird das Ziel verfolgt, Inhalte in Daten anhand von sichtbar werdenden Strukturen zu
erkennen. Im Ergebnis wird eine Repräsentation der Daten erzeugt, die für Menschen
oder andere maschinelle Lernalgorithmen besser verständlich sind als deren ursprüng-
liche Darstellung. Lernverfahren für das unüberwachte Lernen innerhalb des Modells
sind unter anderen: (vgl. [Wu 2012] [Schölkopf et al. 1997])
• K-Means
• Hauptkomponentenanalyse (Kernel Principal Component Analysis)















Abbildung 3.13.: Bestärkendes Lernen
3.5.4.3. Bestärkendes Lernen (Reinforcement Learning)
Ein dritter Lernstil im Bereich des maschinellen Lernens ist der des bestärkenden Ler-
nens. Bei diesem Lernstil nutzen die Modelle Rückkopplungen (Feedbacks) aus der
Interaktion mit der Umwelt (vgl. [Sutton and Barto 2015, 7f]). Durch „Aktionen auf
die Umwelt“ wird dem Modell der Zustand der Umwelt und eine Bewertung (Beloh-
nung) zurückgegeben. Durch einen kontinuierlichen Lernprozess wird das Ziel verfolgt,
die Gesamtbelohnung des Modells zu optimieren. Der Ansatz des bestärkenden Ler-
nens ist in der Abbildung 3.13 zusammengefasst. Verbreitete Lernverfahren für das
bestärkende Lernen sind: (vgl. [Sutton 1988][Watkins and Dayan 1992] [Hasselt et al.
2016])




3.5.4.4. Regelbasis - Neuronales Netz
Die Informationsverarbeitung in neuronalen Netzen ist abgeleitet vom menschlichen
Nervensystem. Wichtige Eigenschaften des menschlichen Gehirns wie Selbstorganisati-
on, Lernfähigkeit und Generalisierung können mit neuronalen Netzen abgebildet wer-
den. Dies ermöglicht es komplexe nichtlineare Zusammenhänge abzubilden. Neuronale
Netze sind informationsverarbeitende Systeme, die aus einer großen Anzahl einfacher
Einheiten (Neuronen) bestehen und sich Informationen in Form von Aktivität unterein-
ander austauschen (vgl. [Zell 2000]). Sie bestehen aus einem sortierten Tripel (N,V,w).










Abbildung 3.14.: Schema eines zweischichtigen künstlich neuronalen Netzes
N beschreibt die Menge an Neuronen, V repräsentiert die Verbindungen zwischen den
Neuronen und w die dazugehörige Wichtung (vgl.[Kriesel 2005, 42]). Ein Beispiel für
ein zweischichtiges neuronales Netz ist in der Abbildung 3.14 dargestellt. Ein zwei-
schichtiges neuronales Netz besteht aus einer Eingangs- und einer Ausgangsschicht.
Zusätzlich befindet sich zwischen diesen beiden Schichten eine verborgene Schicht. Je-
de Schicht besitzt Neuronen (Knoten), die durch Verbindungsgewichte miteinander
vernetzt sind. Jeder Knoten wandelt die Summe der Eingangswerte mit Hilfe einer Ak-
tivierungsfunktion in eine Ausgabe um. Eine in diesem Zusammenhang oft verwendete
Aktivierungsfunktion ist die Sigmoidfunktion,
y = 1(1 + e−x) (3.2)
wobei x die Summe der an einem Neuron eintreffenden Eingangswerte ist und y den
Ausgabewert des Neurons repräsentiert. Über die Variation der verborgenen Schichten,
der Aktivierungsfunktion und der Verbindungsgewichte können vielfältige Klassifikati-
onsprobleme oder Prädiktionsalgorithmen untersucht werden.
3.6. Systemmanagement
Der Begriff Systemmanagement ist sehr vielfältig zu verstehen. Im Kontext dieser Dis-
sertation beschreibt er die IT-Infrastruktur, die benötigt wird, um Daten der in situ
Methoden so zu verarbeiten, dass die Transformationsprozesse auf diesen angewendet
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werden können, um anschließend diese dann dem Modell zur Verfügung zu stellen.
Um diese Prozesskette aufzubauen, müssen Kriterien hinsichtlich Datenmodell, Syste-
marchitektur und Datenkommunikation definiert werden. Durch eine einheitliche Be-
trachtungsweise in diesen Themenbereichen kann ein ganzheitliches Konzept für das
Systemmanagement gefunden und aufgebaut werden (vgl.[Tiemeyer 2016, 2]). Um den
wachsenden Anforderungen hinsichtlich Datenvolumen, Datenverfügbarkeit oder auch
Datengeschwindigkeit gerecht zu werden, müssen Prozesse einer Systemarchitektur fol-
gen (vgl. [Vitolo et al. 2015, 187f]). Die Systemarchitektur beschreibt die Struktur des
Systems auf den obersten Abstraktionsebenen, indem das zu lösende Problem in sei-
ne Hauptbestandteile aufgeteilt wird (vgl.[Posch et al. 2011, 4-5]). Unabhängig von
der Implementierung lassen sich aktuelle Systemarchitekturen in die zwei grundlegen-
den Ansätze „zentrale“ und „verteilte“ Systemarchitektur unterteilen. Zentrale Syste-
marchitekturen werden auch als monolithisches System bezeichnet; jegliche Bausteine
und Schnittstellen werden auf einem System implementiert. Der Vorteil einer monoli-
thischen Systemarchitektur liegt darin, dass kleine prototypische Entwicklungen sehr
schnell umgesetzt werden können. Für Anwendungen, in denen das Thema Skalierung
von Bedeutung ist, kommen monolithische Ansätze oft an ihre Grenzen. Im Gegen-
satz dazu steht der verteilte Systemansatz, auch unter dem Begriff serviceorientierte
Architektur (SOA) zu finden. In einem verteilten Systemansatz wird versucht, die Sys-
temlogik in viele kleine Bestandteile (Microservices) aufzuteilen und diese unabhän-
gig voneinander zu entwickeln, um sie anschließend zu einem System miteinander zu
verbinden. Dabei wird das Ziel verfolgt, eine modulare Anwendung zu schaffen, die
beliebig erweiterbar ist bzw. skaliert werden kann. Durch diese unumgänglich steigen-
de Komplexität werden folgerichtig Systemtests komplexer, die sowohl jeden Service
für sich, als auch die Kommunikation zwischen mehreren Services betrifft. In prak-
tischen Anwendungen ergeben sich oftmals auch Mischformen dieser beiden Architek-
turstile. Mischformen von Systemarchitekturen sind in der Umweltwissenschaft oftmals
unumgänglich. Komplexe ökosystemare Fragestellungen benötigen das Zusammenspiel
räumlich und zeitlich unterschiedlich aufgelöster Modelle. Für derartige Fragestellun-
gen müssen Systemarchitekturen herangezogen werden, die Modelle in ihrer Syste-
mumgebung belassen und durch Serviceschnittstellen die Kommunikation ermöglichen.
Diese Mischform wird als serviceorientierte Architektur mit monolithischen Systemker-
nen bezeichnet. Neben der Integration von Modellen werden Systemarchitekturen in
der Umweltwissenschaft aber auch durch in situ Monitoringmethoden geprägt. Durch
3. Systembeschreibung urbaner Ökosysteme 39
schneller als erwartet auftretender Veränderung der Umwelt müssen nicht nur kontinu-
ierliche sondern auch kurzfristig, dynamische Störkenngrößen untersucht werden. Das
Thema Event-basiertes Monitoring ist in diesem Zusammenhang zu nennen. Für diese
Art von Anwendungsfall müssen spezielle Event-basierte Architekturen berücksichtigt
werden (vgl. [Bruns and Dunkel 2010, 47ff]).
Aufbauend auf der Systemarchitektur muss für das Systemmanagement die Daten-
modellierung betrachtet werden. Hierbei geht es darum, Informationsstrukturen zu
modellieren, um anschließend darauf die Implementierung der Datenbanken zu reali-





In der ersten Phase, der konzeptionellen Datenmodellierung wird erarbeitet, wie die
Aufgabenstellung aus der Realität mittels Datenbanksystem nachgebildet werden soll.
Konzeptionelle Datenmodelle werden auch als Domänenmodelle bezeichnet und schaf-
fen ein gemeinsames Vokabular für alle Stakeholder, indem Grundkonzepte und Umfang
festgelegt werden; es werden alle Daten und ihre Beziehungen zueinander modelliert.
Ein in der Praxis etabliertes Modell ist das Entity-Relationship Modell (ER-Modell).
Logische Datenmodelle erweitern konzeptionelle Modellelemente mit zusätzlichen In-
formationen. Sie definiert die Strukturen der Datenelemente und legen die Beziehungen
zwischen ihnen fest. Das physikalische Datenmodell ist dann die Abbildung des kon-
zeptionellen Datenmodells auf das zu verwendende Datenbanksystem.
Ein letzter wichtiger Aspekt bei dem IT-Systemmanagement beschreibt die Datenlogis-
tik; wie kommunizieren unterschiedliche Services miteinander. Grundlegend kann zwi-
schen synchroner und asynchroner Kommunikation unterschieden werden (vgl. [Krafzig
et al. 2007, 59-60]). Der Unterscheide beider Kommunikationsmethoden liegt in der
Empfangsbestätigung von Nachrichten. Bei synchroner Kommunikation blockieren sich
die Services solange, bis eine Anfrage vollständig bearbeitet wurde und mit einer Be-
stätigung abgeschlossen ist. Bei der asynchronen Kommunikation hingegen findet eine
Kommunikation ohne Antwort der Anfrage statt.
In monolithischen Systemansätzen findet eine synchrone bzw. asynchrone Interpro-
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zesskommunikation auf Basis von Pipes, Shared Memory, Sockets oder Message Queue
statt (vgl. [Wolf 2016]). Für serviceorientierte Architekturen kann eine synchrone Kom-
munikation durch REST auf Basis von HTTP erfolgen. Asynchrone Kommunikationen
für serviceorientierte Architekturen können durch Messaging Systeme wie z.B. Kafka
realisiert werden.
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4. Urbanes Klima - ein komplexes Phänomen
4.1. Hintergrund
Antrieb für alle Prozesse im Klimasystem ist die Energie, die von der Sonne in Form
von Strahlung geliefert wird. Für alle physikalischen und biologischen Prozesse im Kli-
masystem ist Energie notwendig. Um Transportprozesse von Energie bzw. Wärme in
urbanen Ökosystemen zu verstehen, sind wichtige Merkmale zu benennen. Urbane Ge-
biete zeichnen sich insbesondere durch heterogene Strukturen und eine hohe zeitliche
Dynamik von Umweltkenngrößen aus (vgl. [Arnfield 2003, 2-5]). In diesen Punkten
unterscheiden sich urbane Gebiete deutlich vom ländlichen Raum. Charakteristische
Merkmale wie intensive Flächennutzung und die dichte Bebauung in urbanen Gebieten
haben Auswirkungen auf den Impuls-, Strahlungs-, Wärme-, Wasser- und Stoffhaushalt
(vgl. [Matzarakis 1999, 1ff]). Dadurch bildet sich in Städten ein eigenes Mesoklima aus.
Innerhalb dieses sogenannten Mesoklimaraums lassen sich wiederum einzelne, zeitlich
variierende Mikroklimata ausfindig machen, die vor allem durch Wechselbeziehungen
zwischen unterschiedlichen Umweltkompartimenten geprägt sind; dies erschwert die
Formulierung genereller Annahmen zur Ableitung geeigneter Klima- oder Strömungs-
modelle (vgl. [Lowry 1977, 132-134]). In Abbildung 4.1 sind diese Wechselbeziehungen
durch ein vereinfachtes mikroskaliges urbanes Klima-Modell schematisch dargestellt.
Dieses Modell beruht auf der Grundlage eines Energiegleichgewichtes am Boden. Durch
eine Vielzahl von Wechselbeziehungen wird dieses durch unterschiedliche Faktoren be-
einflusst. Zum einen spielt der Boden selbst mit seinem Vermögen Wärme- und Feuch-
tigkeit zu speichern sowie Boden- bzw. Oberflächeneigenschaften eine Rolle und zum
anderen wirken auf das Energiegleichgewicht am Boden atmosphärische Prozesse ein.
Dieses schematische Klima-Modell wurde unter dem Namen MUKLIMO3 am DWD
entwickelt und wird aktuell für vielseitige Fragestellungen im Bereich Stadt- und Lo-
kalklima eingesetzt (vgl. [Sievers 2013]). In der Literatur wird Stadtklima wie folgt
definiert:
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Bodeneigenschaften, Oberflächeneigenschaften, Wärme- und
Feuchtegleichungen
Energiegleichgewicht am Boden




Solare Strahlung Thermische  Strahlung
Abbildung 4.1.: Vereinfachtes mikroskaliges urbanes Klima-Modell (in Anlehnung an
[DWD 2019c])
Stadtklima
Durch eine charakteristische Landnutzungsart und den anthropogenen Einflusspro-
zessen in Städten wird das großräumig vorgegebene Klima mit den damit verbun-
denen lufthygienischen Eigenschaften stark verändert; dieses modifizierte Klima
wird Stadtklima genannt. Aus den energetischen Kenngrößen der für Städte typi-
schen Materialien und Stoffe sowie aus weiteren Merkmalen von Städten wie die
charakteristische Anordnung urbaner Baustrukturen resultieren gegenüber dem
ländlichen Umland Modifikationen am unteren Rand der Stadtatmosphäre (vgl.
[Matzarakis 1999, 1]).
Um dem Thema Stadtklima eine Beschreibungsform zu geben, hat Oke [Oke 2006]
sich zur Aufgabe gemacht, einen einheitlichen Rahmen und Glossar zu schaffen. Er
verfolgt damit die Notwendigkeit einer Standardisierung in Bezug auf z.B. Symbole,
Bezeichnung von atmosphärischen Schichten oder die Beschreibung von Metadaten,
sodass das urbane Klima sowohl für Modellierer als auch für Umweltwissenschaftler
einheitlich verstanden wird. Dieser Prozess der Standardisierung ist ein sehr wichtiger
Schritt, um Forschungsaktivitäten vergleichbarer und effizienter zu gestalten.
Das Thema Stadtklima kann noch aus weiteren Perspektiven diskutiert werden. Wich-
tig für die Einordnung in das Thema der Dissertation ist, dass das Thema Stadtklima
ein komplexes Phänomen ist, bei dem unterschiedliche Prozesskreisläufe ineinander
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wirken und in der Regel nur durch eine interdisziplinäre Zusammenarbeit untersucht
werden können. Diese interdisziplinäre Zusammenarbeit ist möglich, wenn einheitliche
und ganzheitliche Lösungskonzepte berücksichtigt werden.
4.2. Das Phänomen von Wärmeinseln in urbanen Ökosystemen
Ein bekanntes und sehr gut dokumentiertes Phänomen von mikroskaligen Erscheinun-
gen sind die sogenannten urbanen Wärmeinseln (Urban Heat Island - UHI). Urbane
Wärmeinseln treten bevorzugt an Tagen mit windschwachen und wolkenfreien Wetter-
bedingungen auf und können lokale Temperaturunterschiede von bis zu 10K gegenüber
dem Umland bewirken (vgl. [Oke 1973, 773]). Gebäude, Dachflächen, versiegelte Flä-
chen oder Grünflächen mit zeitlich unterschiedlicher Sonneneinstrahlung beeinflussen
den urbanen Raum durch unterschiedliche Strahlungs-, Wärme-, Aerodynamik- und
Feuchtigkeitseigenschaften (vgl. [Arnfield 2003, 6ff]). Diese signifikanten räumlichen
und zeitlichen Variationen von Systemgrößen führen zu komplexen Systemzusammen-
hängen innerhalb des urbanen Raumes, die eine Identifikation von Wärmeinselen er-
schwert. Neben der phänomenologischen Beschreibung urbaner Wärmeinseln zeigen
wissenschaftliche Arbeiten, dass das Phänomen der Wärmeinsel auch durch Modelle
abgebildet werden kann. Der Aspekt der starken räumlichen und zeitlichen Variati-
on von Prozessgrößen in urbanen Gebieten ist für die Modellierung eine ebenso große
Herausforderung. Die Wahl eines geeigneten Modellansatzes ist stark an das zu unter-
suchende Objekt bzw. die Fragestellung gekoppelt. Angefangen bei Gebäudemodellen
über mikroskalige Modelle bis hin zu gesamten Stadtmodellen finden in der Literatur
ihre Anwendung (vgl. [Mirzaei 2015, 210f]). Richtet man den Blick auf die Anfänge der
Modellierung von urbanen Wärmeinseln ist Oke und Grimmond zu nennen. In ihren
wissenschaftlichen Arbeiten haben sie angefangen urbane Modelle auf Basis von Ober-
flächenbilanzen (SEB) zu untersuchen (vgl. [Oke 1988]). In diesem Modellansatz fließen
Kenngrößen aus Bodenkennzahlen (z.B. Wärmekapazität und Wärmeleitfähigkeit) und
Eigenschaften (z.B. Oberflächenalbedo, Rauigkeit von Oberflächen oder Feuchtigkeits-
verteilungen) ein. Ergänzend spielen Modelle eine Rolle, die den Einfluss von Wasser
im urbanen Kontext mit berücksichtigen (vgl. [Grimmond et al. 1986]). Aufbauend auf
diesen Modellansätzen wurden in der Wissenschaft Modellintegrationen (vgl. [Ward
et al. 2016]), Modellmodifikationen (vgl. [Grimmond et al. 2009]) oder Modellfusionen
(vgl. [Brown and D. Williams 1998]) untersucht.
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4.3. Urbanisierung
Auch wenn Städte bezogen auf die Gesamtfläche von Staaten einen sehr geringen Anteil
einnehmen, ist die Wichtigkeit urbaner Ökosysteme von sehr großer Bedeutung, da es
immer mehr Menschen in Städte zieht. Der Prozess der Urbanisierung ist in vielen
Ländern der Welt ersichtlich (vgl. [Group 2018]). In Abbildung 4.2 ist dieser Trend der
Urbanisierung für die Länder Indien und Deutschland sowie für Nordamerika und der
Welt insgesamt dargestellt. Dieser Grafik ist zu entnehmen, dass ein stetiger Anstieg der
in Städten lebenden Menschen zu erkennen ist. Bezogen auf die Weltbevölkerung lebten
ab dem Jahr 2008 mehr Menschen in urbanen Gebieten als in ländlichen Strukturen.
In Deutschland ist der Bevölkerungsanteil von Menschen, die in Städten leben, schon
von Anfang an auf einem sehr hohen Niveau. Im Jahr 1960 liegt dieser bei 71,4% und
ist bis zum Jahr 2016 auf 75,5% angestiegen. Forscher des MIT Media Labs gehen
mit ihrer Prognose soweit, dass im Jahr 2050 bis zu 80% der Bevölkerung weltweit in
Städten leben werden. Damit verbunden werden diese 80% der Wertschöpfung und 60%
des gesamten Energieverbrauchs ausmachen (vgl. [Portmann and Finger 2015, 471]).
Durch den Urbanisierungsprozess wirken anthropogene Kräfte in einem großen Maß
auf das urbane Ökosystem und beeinflussen damit verschiedenartige Systemkreisläufe.
Dieser Einfluss bzw. dessen Erfassung spielt eine große Rolle beim Monitoring urbaner
Ökosysteme.






















Abbildung 4.2.: Bevölkerungsentwicklung in urbanen Gebieten für Deutschland, Nord-
amerika, Indien und der gesamten Welt. (in Anlehnung an [Group
2018]
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4.4. Heterogenität urbaner Strukturen
Heterogenität, die Uneinheitlichkeit im Aufbau oder der Zusammensetzung, ist ein sehr
charakteristisches Merkmal für urbane Ökosysteme (vgl. [Cadenasso et al. 2007, 1ff]).
Neben den sozialen und ethnischen Heterogenitäten die in Städten zutage sind, soll
in diesem Abschnitt der Fokus darauf gelegt werden, wie strukturelle Heterogenitäten
das urbane Klima beeinflussen. Ein sehr großer Einflussfaktor auf das urbane Ökosys-
tem ist die Bebauungsdichte und die damit verbundene Versiegelung des Bodens bzw.
der Verteilung der Vegetation (vgl. [Morabito et al. 2016]). Eine hohe und dichte Be-
bauung hat zur Folge, dass atmosphärische Strömungs- und Transportvorgänge oder
Versickerungsprozesse im Boden beeinflusst werden. Dass durch eine unterschiedliche
Flächennutzung, Heterogenitäten in urbanen Ökosystemen entstehen, ist in Abbildung
4.3 für die Stadt Leipzig dargestellt. In dieser Abbildung ist die Kennzahl NDVI für die
einzelnen Stadtteile mit Hilfe von Fernerkundungsdaten berechnet worden. In der Wis-
senschaft wird dieser Index bevorzugt herangezogen, um vegetationsbedeckte Bereiche
auf der Erdoberfläche und deren Beschaffenheit zu charakterisieren. In Kapitel 7 wird
der NDVI detaillierter beschrieben. Mittels des NDVI können somit Aussagen getroffen
werden, inwieweit Vegetation oder bebaute Flächen vorherrschen. Abbildung 4.3 zeigt
sehr deutlich, dass der Stadtkern von Leipzig (Zentrum, Zentrum-Nord, Zentrum-Ost)
eine sehr starke Bebauung aufweist. Im Übergang zum Auenwlad (Zentrum-Nordwest,
Leutzsch, Wahren) ist ein sehr starker steigender Gradient des NDVI zu erkennen. Im
Abbildung 4.3.: Hetorogenität der Vegetation in urbanen Ökosystemen am Beispiel des
NDVI für die Stadt Leipzig
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Ergebnis ist festzustellen, dass am Beispiel der Stadt Leipzig eine sehr starke Hetero-
genität bei der Bebauung bzw. der Vegetation zu erkennen ist.
4.5. Hohe Dynamik von Zustandsgrößen
Ein weiteres charakteristisches Phänomen urbaner Gebiete ist die hohe Dynamik von
Zustandsgrößen. Durch die hohe Bevölkerungsdichte und den damit verbundenen an-
thropogenen Einflussprozessen entstehen eine Vielzahl sehr dynamischer Prozesse. Ein
anschauliches Beispiel hierfür ist die Verkehrslage in Städten. Durch Hauptverkehrs-
zeiten finden temporäre Extremsituationen für urbane Gebiete statt. Als Beispiel zeigt
Abbildung 4.4 einen Kartenausschnitt der Innenstadt von Leipzig mit überlagerter Ver-
kehrslage zu zwei Zeitpunkten, 12.00 Uhr und 17.00 Uhr, am 9.Juli 2018. Durch die
Farbgebung von grün hin zu rot wird die aktuelle Verkehrslage beschrieben. An Ver-
kehrsknotenpunkten sind zu den zwei Zeitpunkten deutliche Unterschiede erkennbar.
Weitere zu nennende dynamische Zustandsgrößen in urbanen Ökosystemen sind z.B.
Schadstoff- und Lärmbelastungen als auch städtebauliche Veränderungen.
Abbildung 4.4.: Dynamik von Zustandskenngrößen in urbanen Ökosystemen am Bei-
spiel der Verkehrslage für die Stadt Leipzig (links: 12.00 Uhr und
rechts: 17.00 Uhr am 9.Juli 2018)[Google Maps, „Verkehr der Stadt
Leipzig“, Aufruf 9.Juli 2018]
4. Urbanes Klima - ein komplexes Phänomen 47
4.6. Forschungskonzept zur Bestimmung individueller Expositionen in urbanen
Ökosystemen
Die Entwicklung von Vorgehensmodellen (Patterns) ist ein bekanntes und oft ver-
wendetes Konzept im Bereich des Informationsmanagements. Als übergeordnetes Ziel
wird dabei verfolgt, dass eine Generalisierung und Abstraktion von Wissen zur Lösung
von Problemräumen geschaffen wird. Vorgehensmodelle beschreiben deshalb erprob-
te Lösungsansätze bzw. Lösungswege für häufig auftretende Fragestellungen in einem
spezifischen Kontext und in generischer Art und Weise. Sie sind vielseitig und in un-
terschiedlichsten, spezifischen Anwendungsfällen einsetzbar.
Durch das Nutzerinteresse an Informationen aus der Umwelt (vgl. Kapitel 2), der dafür
notwendigen Systembeschreibung (vgl. Kapitel 3) und der in diesem Kapitel beschriebe-
nen Komplexität urbaner Strukturen müssen innovative Vorgehensmodelle untersucht
und definiert werden. Aufbauend auf der modellgetriebenen Systembeschreibung aus
Abbildung 3.5 wird ein Forschungskonzept vorgestellt, welches die Bestimmung indi-
vidueller Umweltinformationen in urbanen Ökosystemen ermöglicht. Der Forschungs-
ansatz beschreibt dabei die Implementierung der vier Komponenten Modell, Transfor-
mation, in situ Daten und Systemmanagement. In Abbildung 4.5 ist der Forschungsan-
satz mit den ausgestalteten Methoden zusammengefasst. Die Systemkomonente Modell
wird durch das Raster Model Exposure Pattern repräsentiert und im Kapitel 5 erläu-
tert. Das Raster Model Exposure Pattern beschreibt einen Lösungsansatz auf Basis
der Rasterung urbaner Ökosysteme zur Bestimmung individueller Expositionen. Dieser
allgemeine Ansatz kann dann auf spezifische Kenngrößen wie zum Beispiel Tempera-
tur, Feinstaub oder Lärm angewendet werden. Die drei Komponenten Transformation,
in situ Daten und Systemmanagement sind zu dem Überbegriff Exposure Data Ser-
vice zusammengefasst und werden zusammenhängend im Kapitel 6 beschrieben. Als
Transformation wird ein regelbasierte Datenverarbeitung untersucht. Hierfür wurden
die Grundlagen im Abschnitt 3.5.2 erläutert. In der in situ Daten Komponente bil-
det eine skalenübergreifende Monitoringstrategie die notwendige Datenbasis. Sie soll
es ermöglichen, die Herausforderungen heterogener Strukturen und die hohe zeitliche
Dynamik von Umweltkenngrößen abzubilden. In der letzten Komponente des Expos-
ure Data Service, dem Systemmanagement, wird ein modularer und serviceorientierter
Ansatz eingeführt und diskutiert. Die im Abschnitt 3.6 dargelegten Grundlagen bil-
den hierfür den Ausgangspunkt. Durch das Forschungskonzept in Abbildung 4.5 wird
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Modell




















Systemmanagement: modular & serviceorientiert
Abbildung 4.5.: Forschungsansatz für die modellgetriebene Systembeschreibung zur
Bestimmung individueller Expositionen in urbanen Gebieten
eine Antwort auf die Forschungsfrage 1 gegeben, inwieweit sich umwelt- und informa-
tionswissenschaftliche Sichtweisen in eine allgemeine Systembeschreibung überführen
lassen. Als Antwort auf Forschungsfrage 2 wird das Raster Model Exposure Pattern
vorgestellt. Die in Forschungsfrage 3 beschriebene Aggregation unterschiedlich räum-
lich und zeitlich aufgelöster Datenquellen hin zu thermischen Expositionen wird durch
die skalenübergreifende Monitoringstrategie und der damit verbundenen regelbasierten
Datenverarbeitung beantwortet. Für die Beantwortung der Forschungsfrage 4 wird das
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5. Raster Model Exposure Pattern - Ein serviceorientierter
Modellansatz zur Bestimmung individueller Expositionen
Um Raum-, Zeit- und Kontextinformationen in urbanen Gebieten zu erheben, zu be-
werten und zu visualisieren benötigt man ein innovatives Informationssystem. In diesem
Kapitel werden die eingeführten Komponenten der Modellentwicklung aus Abschnitt
3.3 für den Anwendungsfall urbaner Ökosysteme zur Bestimmung individueller Um-
weltweltinformationen ausgestaltet; im Ergebnis wird das Raster Model Exposure Pat-
tern vorgestellt.
Mit der stetigen Entwicklung der Computertechnologie konnten numerische Klimamo-
delle entwickelt und simuliert werden. Eine Grundlage bildet die Arbeit von Manabe
und Wetherald (vgl.[Manabe and Wetherald 1967, 1ff]). Aufbauend auf den Erkenntnis-
sen sind in den letzten Jahrzehnten immer komplexere Klimamodelle, wie z.B. globale
Zirkulationsmodelle (GCM), entstanden (vgl.[Weart 2010, 2110ff]). Für die Anwendung
der Klimamodelle wird die Erde mit einem dreidimensionalen Gitter überzogen und für
jede Gitterzelle werden dann die einzelnen Parameter berechnet.
Die Grundidee Umweltsysteme mit Hilfe von Gitterzellen bzw. Rasterelementen zu er-
fassen, zu verarbeiten und auszuwerten, ist somit kein neuartiger Ansatz. Im Bereich
der Geoinformatik haben sich Raster- als auch Vektordaten als Standard etabliert.
Standards und Normen sind in diesem Zusammenhang z.B. die ISO/TR 19121:2000
(vgl. [ISO/TC and Information/Geomatics 2019]) und das Open Geospatial Consorti-
um (OGC) (vgl. [OGC 2019]). Das Open Geospatial Consortium ist eine gemeinnützige
Organisation, welche sich als Ziel gesetzt hat, offene Standards für Geoinformationen
zu schaffen. Die OGC verfolgt dabei einen sehr umfassenden und integrativen Ansatz,
in den Betrachtungen für unterschiedliche Domänen mit berücksichtigt werden. Warum
nun noch ein weiteres Modell auf Basis von Rasterelementen? Das Raster Model Ex-
posure Pattern beschreibt nicht nur ein monolithisches Modell, sondern berücksichtigt
auch die Interaktion mit externen Services; es beschreibt somit ein serviceorientier-
tes Modell. Diese erweiterte Sichtweise auf den Prozess der Modellierung ist Anlass
gewesen, das Thema der individuelle Expositionen mit dieser Modellentwicklung zu
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adressieren. Angelehnt an die im Abschnitt 3.2 eingeführte Systemanalyse von urba-
nen Umweltsystemen, soll nachfolgend die Analyse und Implementierung des Modells
dargestellt werden; mit dem Ziel, das Raster Model Exposure Pattern vorzustellen.
5.1. Analyse
Die Analyse, der Übergang vom realen System in ein konzeptionelles Modell, beginnt
grundlegend mit der Definition einer Zielfunktion. Die Definition einer Zielfunktion in
der Modellierung ist von großer Bedeutung, da sie einen entscheidenden Einfluss auf
die Wahl des Modellansatzes hat. Zielfunktionen können in unterschiedlichen Darstel-
lungsformen aufgestellt bzw. beschrieben werden. Im Fall des Raster Model Exposure
Pattern, ist die Zielfunktion an die individuellen Expositionen geknüpft. In der Litera-
tur wird die Exposition wie folgt definiert.
Exposition:
... beschreibt die Summe aller chemischen (z.B. Luftverunreinigungen, Partikel),
biologischen (z.B. Milben) und physikalischen (Lärm, Temperatur) Einflüsse, de-
nen Organismen ausgesetzt sind. Je nach Qualität, Intensität und Häufigkeit kön-
nen akute oder chronische Gesundheitsschädigungen hervorgerufen werden (vgl.
[Vrijheid 2014, 876]).
Abgeleitet beschreibt die individuelle Exposition (IE) somit die Exposition eines ein-
zelnen Organismus. Überführt man diese Definition in eine allgemeine mathematische
Beschreibungsform, kann dies als Schnittmenge der Exposition mit der des Individu-















Diese Beschreibung der individuellen Exposition bildet die gesuchte Zielfunktion. Über
die räumliche und zeitliche Auflösung der Exposition und über das Bewegungsprofil
eines Individuums lassen sich Aussagen über seine individuelle Exposition treffen. Diese
Art von Problemstellung kann auf zwei unterschiedliche Arten gelöst werden; wobei
aber auch Mischformen denkbar sind (vgl. [Steinle et al. 2013, 187]).
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1. Zum einen dient das Individuum selbst als Träger der Sensorik und misst somit
direkt vor Ort seine individuelle Exposition.
2. Oder das Individuum bewegt sich ohne eigene Sensorik in einem überwachten
Raum (Monitoring) und lediglich das Bewegungsprofil müssen erfasst werden.
Für eine Vielzahl von Kenngrößen, die z.B. in Kombination mit dem Smartphone ge-
messen werden können, ist die erste Form des Lösungsansatzes eine sehr verbreitete Me-
thode (vgl.[Nyarku et al. 2018, 2] [Chau 2019, 1-2]). Diese Methode setzt aber voraus,
dass das Individuum spezifisches Fachwissen über die notwendige Sensorik mitbringen
muss. Das Raster Model Exposure Pattern fokussiert sich auf den zweiten vorgestellten
Lösungsansatz. Betrachtet man die eingeführte mathematische Definition der indivi-
duellen Exposition, ist mit Bezug auf das Raster Model Exposure Pattern festzustellen,
dass die individuelle Exposition bestimmt werden kann, indem das Bewegungsprofil ei-
nes Individuum bestimmt wird. Zusätzlich findet eine Charakterisierung der Umgebung
durch externe Sensorik statt.
Abbildung 5.1.: Konzept des Raster Model Exposure
Patterns zur Bestimmung der Exposi-
tion des zu untersuchenden Gebietes
Wie bereits zu Beginn des
Kapitels eingeführt, verfolgt
das Raster Model Exposure
Pattern den Lösungsansatz,
urbane Gebiete in einzel-
ne Rasterelemente zu unter-
teilen; zusammen bilden al-
le Rasterelemente dann eine
Rasterkarte über das zu un-
tersuchende urbane Gebiet.
Neben der räumlichen Be-
schreibung des urbanen Ge-
bietes ist für die definierte
Zielfunktion auch die zeitliche Dimension von Bedeutung. Über eine zeitliche Aggre-
gation ∆t der Exposition in den jeweiligen Rasterelementen werden sogenannte „Zeit-
schritte“ über diese Zeiträume erzeugt. Betrachtet man anschließend den Gesamtzeit-
raum über dem die Exposition eines Individuums bestimmt werden soll, fließen mehrere
dieser „Zeitschritte“ in die Auswertung mit ein. Der Grundgedanke des Raster Model
Exposure Pattern ist in Abbildung 5.1 zusammengefasst. Über ein definiertes Unter-
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suchungsgebiet wurde eine Rasterung durchgeführt. Die unterschiedlichen Farben der
Rasterelemente beschreiben unterschiedliche Expositionen für das jeweilige Rasterele-
ment. Durch die zeitliche Aggregation werden beispielhaft über einen Zeitraum von
16:48 Uhr bis 17.17 Uhr drei Rasterkarten erstellt.
Neben der Aggregation der Exposition für das zu untersuchende Gebiet besteht die
zweite Aufgabe darin, die zur Bestimmung der individuellen Exposition notwendigen
Bewegungsdaten des Individuums aufzuzeichnen. Anschließend müssen durch Integrati-
onsmethoden diese Bewegungsdaten mit den Rasterkarten fusioniert werden. Im Ergeb-
nis ergeben sich daraus Aussagen, wie lange sich ein Individuum in welcher Rasterkarte
und welchen dazugehörigen Rasterelementen aufgehalten hat. Mit diesen Informationen
ist es dann möglich, die individuelle Exposition zu bestimmen.
5.2. Implementierung
Die Implementierung des Raster Model Exposure Pattern beschreibt den Übergang vom
konzeptionellen zum technischen Modell. Die Ergebnisse bzw. Methoden aus der Ana-
lysephase müssen jetzt auf eine technische Umsetzung hin untersucht werden. Für die
Implementierung des Raster Model Exposure Pattern kommt die Programmiersprache
Python zum Einsatz. Python ist im wissenschaftlichen Umfeld eine weit verbreitete
Programmiersprache. Durch eine kontinuierliche Weiterentwicklung essenzieller Biblio-
theken wie z.B. NumPy, Pandas, Matplotlib oder SciPy ist Python im Bereich der
Datenanalyse und Datenvisualisierung tiefgreifend aufgestellt. Für die Umsetzung des
Raster Model Exposure Pattern bieten die Bibliotheken von Python somit die notwen-
digen Werkzeuge.
Anzumerken ist bei der Implementierung, dass bereits der Begriff des Exposure Data
Services verwendet wird. Dieser wird erst ausführlich im Kapitel 7 beschrieben, ist
für das Verständnis der Implementierung aber notwendig. Der Exposure Data Service
bildet einen externen Service, der Daten für das Modell bereitstellt. Über eine REST
Schnittstelle findet der Datenaustausch mit dem Raster Model Exposure Pattern statt;
genau auf diese REST-Schnittstelle wird in der Implementierung Bezug genommen.
Die Implementierung des Raster Model Exposure Pattern wird in fünf aufeinander auf-
bauenden Prozessschritten unterteilt, die in Abbildung 5.2 zusammengefasst sind und
nachfolgend beschrieben werden.
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Abbildung 5.2.: Ablaufprozess der Implementierung des Raster Model Exposure Pat-
tern
5.2.1. Import der Rasterdaten und Bewegungsdaten
Im ersten Prozessschritt werden die Rasterdaten des Untersuchungsgebietes und die Be-
wegungsdaten des Individuums in das Raster Model Exposure Pattern importiert. Lis-
ting 5.1 zeigt diesen Import. Der Datenimport erfolgt mit zwei unterschiedlichen Metho-
den. Die Rasterdaten werden vom Exposure Data Service über die REST-Schnittstelle
importiert (Zeile 5). Das Dateiformat der Rasterdaten ist GeoJSON. GeoJSON ist ei-
1# Import Rasterdaten und Bewegungsdaten
2import json
3import pandas as pd
4import requests
5r = requests.get (" http ://127 .0.0.1 :4000/ ite/ raster ", ...
headers ={" Content -Type ": " application /json "})
6raster = r.json ()
7motionData = pd.read_csv (" motionData.csv ")
Listing 5.1: Importierung der Raster- und Bewegungsdaten
ne Erweiterung des JSON-Formates um geographische Datenstrukturen. Im Jahr 2015
wurde die GeoJSON Spezifikation überarbeitet und ist seitdem unter der Bezeichnung
RFC 7946 1 zu finden. Dieser Standard beschreibt eine Grundstruktur an Elementen,
1 https://tools.ietf.org/html/rfc7946
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die für die Verarbeitung von geografischen Daten notwendig ist. Je nach Anwendungs-
fall kann dieses Schema spezifisch erweitert werden.
1{
2"type ": " Feature ",
3" rasterID " : "a1",
4" properties ": {" Exposition ":0} ,
5" geometry ": {
6"type ": " Polygon ",
7" coordinates ": [[
8[9 .8931884765625 ,51 .15178610143037 ],
9[10 .9423828125 ,51 .15178610143037 ],
10[10 .9423828125 ,51 .59754765771458 ],
11[9 .8931884765625 ,51 .59754765771458 ],
12[9 .8931884765625 ,51 .15178610143037 ]
13]]}}
Listing 5.2: Datenmodell der Rasterung in GeoJSON
Für das Raster Model Exposure Pattern ist das GeoJSON Datenmodell im Listing
5.2 zusammengefasst. Die Grundstruktur von GeoJSON Dateien bilden die elementaren
Attribute type, properties, geometry. Diese Attribute sind notwendig, um geografische
Objekte zu beschreiben und um ihnen bestimmte Eigenschaften zuzuweisen. Dieses
Grundschema wird um den Eintrag rasterID erweitert; es dient als eindeutige Identifi-
kation der Rasterelemente (Zeile 3). Desweiteren wird das Attribut properties um den
Eintrag Exposition ergänzt.
Wie die Exposition für das jeweilige Rasterelement bestimmt wird, wird im nachfol-
genden Kapitel durch den Exposure Data Service abgebildet. In der Regel besteht ein
Modell aus mehreren Rasterelementen. Um mehrere Rasterelemente in dem GeoJSON
Format zu berücksichtigen, können diese zu einem Array zusammengefasst werden.
Dieses Array wird als FeatureCollection bezeichnet.
Neben den Rasterdaten werden, wie in Listing 5.1 Zeile 7 zu sehen ist, die Bewe-
gungsdaten über ein CSV-Import in das Raster Model Exposure Pattern geladen. Die
Erhebung der Geodaten kann auf unterschiedlichsten Wegen erfolgen. Sowohl Handys
als auch klassische GPS-Tracker können diese Aufgabe übernehmen. Für das Raster
Model Exposure Pattern müssen mindestens die Elemente Time, Längengrad und Brei-
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Time Längengrad Breitengrad
2019-01-03T10:00:00+00:00 12.387772 51.343479
Tabelle 5.1.: Beispielhafter Datensatz der Bewegungsdaten
tengrad in einer CSV Datei vorliegen. Tabelle 5.1 zeigt exemplarisch die notwendigen
Datenformate der Bewegungsdaten.
Abbildung 5.3.: Visualisierung der Raster- und Bewe-
gungsdaten
Zusammenfassend zeigt Ab-
bildung 5.3 einen Beispiel-
datensatz von Raster- und
Bewegungsdaten über das
Stadtgebiet von Leipzig. Die
vom Exposure Data Ser-
vice zur Verfügung gestell-
ten Rasterdaten repräsentie-
ren ein quadratisches Raster-
netz aus insgesamt 20 Ele-
menten. Über diese Raster-
daten sind die Bewegungsda-
ten eines Individuums mit-
tels blauem Marker dargestellt. Die Bewegungsdaten erstrecken sich über mehrere Ras-
terelemente. Die Implementierung dieser Visualisierung für das Raster Model Exposure
Pattern ist im Listing 5.3 zusammengefasst. Über die Pythonbibliothek Folium wird
das Objekt map erzeugt (Zeile 1), welches den Kartenausschnitt repräsentiert. Über
die Funktionen folium.GeoJson.add_to() (Zeile 4) und foliumMarker.add_to() (Zei-
le 9) werden die Raster- und Bewegungsdaten zum Objekt map hinzugefügt. Durch
Aufruf des map Objektes erfolgt die Visualisierung der Daten (Zeile 10).
5. Raster Model Exposure Pattern 57
1map = folium.Map (
2location =[51 .373879 , 12 .298907 ]
3)
4folium.GeoJson ( raster ) .add_to (map)
5
6locations = motionData [['latitude ', 'longitude ']]
7locationlist = locations.values.tolist ()
8for point in range (0, len( locationlist )):
9folium.Marker ( locationlist [point ]) .add_to (map)
10map
Listing 5.3: Visualisierung der Raster- und Bewegungsdaten
5.2.2. Zeitdiskretisierung der Bewegungsdaten
Im zweiten Prozessschritt findet die Zeitdiskretisierung der Bewegungsdaten statt. Dies
beinhaltet, dass die Bewegungsdaten, die innerhalb einer definierten Zeitspanne liegen,
mit einem einheitlichen Zeitstempel zusammengefasst werden. Dies ist notwendig, da-
mit im darauffolgenden Prozessschritt die korrekte Zuordnung zu den Rasterkarten
erfolgen kann.
Abbildung 5.4.: Aggregation der Bewegungsdaten
auf definierte Zeitspannen
In Abbildung 5.4 ist dieser Ver-
arbeitungsschritt schematisch zu-
sammengefasst. Bezogen auf den
jeweiligen Anwendungsfall ist es
möglich, die Zeitspanne der Ag-
gregation variabel zu gestalten. In
Listing 5.4 ist die Implementie-
rung für diesen Prozessschritt dar-
gestellt. Bevor die Rasterung der
Geodaten bzgl. der Zeit vorgenom-
men werden kann, ist in Python ei-
ne Indexierung der Zeitspalte not-
wendig (Zeile 2). Anschließend kann mittels der index.floor()-Funktion aus der Pandas
Bibliothek eine Aggregation der Bewegungsdaten durchgeführt werden. Durch den Pa-
rameter der Frequenz kann die Variation der Aggregationszeitspanne erfolgen (Zeile 3).
Im dargestellten Beispiel ist die Aggregationszeitspanne auf 0,5 Stunden (30 Minuten)
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festgelegt. In der Zeile 4 wird dann wieder die Indexierung der Zeit zurückgesetzt.
1# Resampling Timestamps
2motionData.set_index ('time ', inplace =True)
3motionData.index = motionData.index.floor ('0.5H ')
4motionData.reset_index ('time ', inplace =True)
Listing 5.4: Aggregation der Bewegungsdaten auf Zeitspannen
5.2.3. Georeferenzierung der Bewegungsdaten auf die Rasterelemente
Abbildung 5.5.: Georeferenzierung der Bewegungsdaten auf
die Rasterelemente
Nachdem die Bewegungs-
daten den jeweiligen Zeit-
elementen zugeordnet sind,




ten zu den jeweiligen
Rasterelementen statt.
Abbildung 5.5 soll die-
sen Prozessschritt ver-
anschaulichen. Die z.B. dem Zeitintervall t0 zugeordneten Geodaten werden auf der
zugehörige Rasterkarte eingeordnet. Im Ergebnis bedeutet dies, dass das Datenmodell
der Bewegungsdaten aus Tabelle 5.1 um die Spalte der rasterID erweitert wird. Die
Implementierung dieses Prozessschrittes ist im Listing 5.5 zusammengefasst. In diesem
Zusammenhang ist zu erwähnen, dass die Georeferenzierung über die Python Bibliothek
Shapley erfolgt. Mit ihr ist es möglich, die Bewegungsdaten in Punktkoordinaten umzu-
wandeln (Zeile 2-3), um anschließend die erzeugten Punktobjekte mit den Rasterdaten
zu vergleichen (Zeile 5-6). Befindet sich das Punktobjekt in einem der Rasterelemente,
wird dies zu einer Liste rasterIdList hinzugefügt (Zeile 7-8). Ist die Überprüfung ab-
geschlossen, werden alle Listenelemente den Bewegungsdaten hinzugefügt (Zeile 10).
Nachdem die Bewegungsdaten den zugehörigen Rasterelementen zugeordnet sind, wird
ein neues Data Frame expo angelegt. Diesem Data Frame werden die Attribute time
und rasterID aus den Bewegungsdaten übergeben (Zeile 13-14). Anschließend werden
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Elemente aus dem Data Frame expo mit einem einheitlichen Zeitstempel zu einer Liste
listIE4Map hinzugefügt (Zeile 17-18).
1rasterIdList = [];
2for index , dataPoint in motionData.iterrows ():
3point = Point( dataPoint ['longitude '], ...
dataPoint ['latitude '])
4
5for feature in raster ['features ']:
6polygon = shape( feature ['geometry '])
7if polygon.contains (point):
8rasterIdList.append ( feature ['rasterID '])
9
10motionData ['rasterID '] = rasterIdList
11
12expo = pd.DataFrame ()
13expo['time '] = motionData ['time ']
14expo['rasterID '] = motionData ['rasterID ']
15
16listExpo4Map = [];
17for g, grp in expo.groupby ('time '):
18listExpo4Map.append (grp)
Listing 5.5: Georeferenzierung der Bewegungsdaten auf Rasterelemente
5.2.4. Abfrage der Exposition
Nachdem die Zeitdiskretisierung und Georeferenzierung auf den importierten Daten
abgeschlossen ist, können die entstandenen Rasterkarten mit Informationen über die
Exposition befüllt werden. Diese Informationen werden über den Exposure Data Service
zur Verfügung gestellt. In der Abbildung 5.7 ist dieser Prozess skizziert. Die dazuge-
hörige Implementierung dieses Prozessschrittes ist in Listung 5.6 zusammengefasst.
Mittels HTTP-Request an den Exposure Data Service werden die Expositionen für die
jeweiligen Rasterkarten abgefragt (Zeile 5). Als Parameter muss zusätzlich zum Ras-
ter der Zeitstempel und die Aggregationszeitspanne übertragen werden. Das Ergebnis
der HTTP Anfrage wird als Data Frame in der Variable responseExposureServiceIE ge-
speichert (Zeile 7). Durch die Programmzeilen 8-12 wird die abgefragte Exposition dem
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Abbildung 5.6.: Abfrage der Exposition über Exposure Data Service
Datenmodell hinzugefügt. Die Tabelle 5.2 zeigt das Ergebnis des prozessierten Daten-
satzes. Jeder Datensatz ist nun definiert mit einem Zeitpunkt (Time), einer Raster-ID
und der zugehörigen Exposition versehen.
1# request Exposure Data Service
2for listExpoIter in listExpo4Map :
3dictUsedRasterID = {}
4listExpo = []
5r = requests.post ('http ://127 .0.0.1 :4000/ ie ', ...
headers ={ 'Content -Type ': 'application /json '}, ...
data= json.dumps ( raster ))
6r.status_code
7responseExposureServiceIE = r.json ()
8for y in responseExposureServiceIE ['features ']:
9for row in listExpoIter.itertuples ():
10if (y['rasterID '] == row [2]):
11listExpo.append (y['properties '][ 'Exposition '])
12listExpoIter ['Expo '] = listExpo
Listing 5.6: Abfrage des Exposure Data Services für die individuelle thermische
Exposition
5.2.5. Berechnung der Individuellen Exposition
Im letzten Prozessierungsschritt wird auf Basis der Rasterkarten die individuelle Ex-
position bestimmt. Wie die Analysephase aus Abschnitt 5.1 aufzeigt, ergibt sich die
individuelle Exposition aus der Schnittmenge der Exposition der Umgebung und dem
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Time Raster-ID Exposition
2019-01-03 10:00:00+00:00 A3 4
2019-01-03 10:00:00+00:00 A3 4
2019-01-03 10:00:00+00:00 A3 4
2019-01-03 10:00:00+00:00 A2 3
2019-01-03 10:30:00+00:00 B3 2
2019-01-03 10:30:00+00:00 B1 4
2019-01-03 11:00:00+00:00 A2 1
... ... ...
Tabelle 5.2.: Datenmodell nach der Anreicherung der Rasterkarten mit der Exposition
Bewegungsprofil des Individuums. Um diese mit dem Raster Model Exposure Pattern
zu bestimmen, müssen die jeweiligen Rasterelemente, in dem sich das Individuum be-
wegt hat, aggregiert werden. In der Abbildung 5.7 ist diese Aggregation zusammenge-
fasst. Als Beispiel wird angenommen, dass die Exposition innerhalb einer Rasterkarte
durch unterschiedliche Farben gekennzeichnet ist. Dadurch ergibt sich eine Menge un-
terschiedlicher Zustände bzw. Expositionen unterschiedlicher Qualität als Funktion von
Ort und Zeit. Zum Zeitpunkt t0 lässt sich die Exposition als Zustand von 2x Grün,
3x Gelb, 2x Rot und 1x Violett beschreiben. Aufsummiert ergibt sich die mittlere
Exposition über den Zeitraum t0. Dieser Prozessschritt wird dann für die restlichen
Zeitspannen ebenfalls durchgeführt. Im letzten Verarbeitungsschritt werden dann alle
Mittelwerte der jeweiligen Zeitspannen zur individuellen Exposition der Gesamtstrecke
Abbildung 5.7.: Anfrage an Exposure Data Service
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zusammengefasst. Gleichung 5.2 zeigt hierfür die mathematische Berechnungsvorschrift










Die dazugehörige Implementierung ist in Listing 5.7 zusammengefasst. Über die zwei
Iterationsschleifen (5-7 und 9-11) wird die Berechnungsvorschrift 5.2 umgesetzt. Das





5for listExpoIter in listExpo4Map :
6listMeanIE.append ( listExpoIter.groupby ('time ') ...
.mean ()['Expo '])
7listCountsIE.append ( listExpoIter.shape [0])
8
9for num , IE_List in enumerate (listMeanIE , start =0):
10print ( IE_List [0])
11IE = IE + ...
( IE_List [0]*( listCountsIE [num ]/ sum( listCountsIE )))
Listing 5.7: Berechnung der Individuellen Exposition
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6. Exposure Data Services - Allgemeines Vorgehensmodell
6.1. Hintergrund
Wissenstransfer bedeutet im Kontext dieser Arbeit nicht nur Datenbereitstellung! Die
Erhebung, aber auch die Bereitstellung von Daten, ist heute untrennbar mit der Ver-
knüpfung und Integration von Kontextinformationen verbunden (vgl. [Franklin et al.
2005]). Dies umfasst neben der Erzeugung von deskriptiven Metadaten insbesondere
die aktive Einbeziehung lokaler Akteure sowie der Expertise der jeweiligen Domäne.
Ob umweltwissenschaftliche Fragestellungen im Bereich der Landwirtschaft, Resilienz
im urbanen Raum, Anpassungsstrategien im Zuge eines sich ändernden Klimas oder
soziologische Analysen einer alternden Gesellschaft, der integrative Forschungsansatz
des Helmholtz-Zentrums für Umweltforschung Leipzig hat hierbei in den letzten Jahren
mehrfach gezeigt, dass es bei der Beantwortung drängender, gesellschaftlicher Fragen
nicht nur um das Erheben von Daten geht, sondern um die spezifische Anreicherung
mit Kontextinformationen. Neben der notwendigen Datengewinnung aus Observatori-
en, Fernerkundungskampagnen oder Feldexperimenten müssen zukünftig viel stärker
Serviceschnittstellen auf Basis von Umweltdaten entwickelt werden. Dabei ist davon
auszugehen, dass die Zugänglichkeit zu Daten und damit auch zu Wissen in Zukunft
einem viel stärkeren Wandel unterliegen wird. Der Begründer des World Wide Webs,
Tim Berners-Lee, zeichnet eine Vision zugänglicher Daten wie folgt. Einem sog. 5-
Sterne Modell folgend, werden nicht nur durch reine Datenerhebung Werte geschaffen,
sondern durch die aggregierte Bereitstellung von Daten über Schnittstellen neue Wert-
schöpfungsketten ermöglicht. Diese Wertschöpfungsketten wiederum bilden die Grund-
lage, um das Forschungsfeld von Linked Data und Data Science zu erweitern und er-
möglichen es zudem, interdisziplinäre aber auch kollaborative Wissenstransfermodelle
zu entwickeln (vgl. [Lausch et al. 2015, 12ff]). Hierzu fehlt es gegenwärtig an geeig-
neten Schnittstellen (Data Services), die den Austausch von Daten sowohl zwischen
wissenschaftlichen Fachgebieten als auch zwischen gesellschaftlichen Gruppen (Wirt-
schaft, Politik, Bürger) ermöglichen. Dies bedeutet, dass Datenbanken nicht nur auf
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die Funktion einer Austauschplattform beschränkt werden dürfen, sondern ein Wissen-
stransfermodell als Schnittstelle für einen interdisziplinären und kollaborativen Transfer
wissenschaftlicher Services entwickelt und bereitgestellt werden muss. Der Wandel zur
Informationsgesellschaft aber auch die breite Akzeptanz zur Nutzung digitaler Medien
sind Belege hierfür. Als Beispiel sei auf die Wirtschaft bzw. Wirtschaftsinformatik ver-
wiesen, in der diese Transformation hin zu datengetriebenen Geschäftsmodellen durch
den Prozess der Digitalisierung sehr stark vorangetrieben wird (vgl. [Wildner et al.
2017, 85-96]). Dabei ist festzustellen, dass neben der strategischen und operativen Pla-
nung in Unternehmen verstärkt Daten- undWissenstransfermodelle Anwendung finden.
Dadurch ergeben sich für Unternehmen neue Möglichkeiten der Prozessbewertung, was
nicht zuletzt auch für die Wissenschaft ein vielversprechendes Potenzial bereithält. Ei-
ne derartige Bereitstellung von Daten über sog. Serviceschnittstellen (Data Services)
würde es zudem ermöglichen, den Einsatz von KI-Methoden in einem größeren Umfang
als heute einzusetzen, um somit nicht nur einen Beitrag für die Wissenschaft sondern
für die gesamte Gesellschaft zu leisten.
6.2. Vorgehensmodell für die Erstellung eines Exposure Data Services auf Basis
des Raster Model Exposure Pattern
Vor dem Hintergrund, Data Services in Modelle zu integrieren, wird in diesem Ab-
schnitt ein Vorgehensmodell für ein Exposure Data Service vorgestellt. Ziel dabei ist
es, Daten von Expositionen für das im Kapitel 5 vorgestellte Raster Model Exposure
Pattern zu aggregieren. Auf Basis eines BPMN-Diagramms werden alle erforderlichen
Themenfelder und alle notwendigen Prozessschritte aufgezeigt. Die Beschreibung mit-
tels BPMN-Diagramm hat den Vorteil, Interaktionen zwischen den Themenfeldern vi-
suell darzustellen. Das Vorgehensmodell des Exposure Data Service zur Bestimmung
von Expositionen ist in Abbildung 6.1 dargestellt. In Anlehnung an das vorgestellte
Forschungskonzept aus Abschnitt 4.6 ist das Vorgehensmodell in die vier Themenbe-
reich Systemanalyse, in situ Daten, Systemmanagement und Transformation eingeteilt.
Jedes Themenfeld beinhaltet einzelne Arbeitsschritte (Tasks), die miteinander in Ver-
bindung stehen. Jeder Task kann weitere Sub-Arbeitsschritte (Sub-Task) einschließen,
sodass detaillierte Prozessdiagramme entwickelt werden können. Die große Herausforde-
rung bei BPMN Diagrammen besteht darin, ein ausgewogenes Maß zwischen Grob-und
Feingranularität zu finden, das den zu modellierenden Prozess bestmöglich abbildet.
6. Exposure Data Services 65
Abbildung 6.1.: Exposure Data Service - Vier Themfelder bilden das Vorgehensmodell
zur Bestimmung von Expositionen
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Durch Querverbindungen zwischen den Themenbereichen können zusätzlich übergrei-
fende Interaktionen aufgezeigt werden. In den nachfolgenden Abschnitten werden die
vier Themenfelder ausführlich beschrieben.
6.3. Die Transformation im Exposure Data Service
Die Transformationsstrategie beschreibt die Methode der Datenintegration zwischen
in situ- und Modelldaten. In einem modellgetriebenen Ansatz, wie er im Forschungs-
konzept vorgestellt wird, werden in situ Daten durch den Exposure Data Service dem
Modell zur Verfügung gestellt. Die Herausforderung der Transformation besteht darin,
unterschiedlich räumlich und zeitlich aufgelöste Messdaten so zu aggregieren, dass diese
für das Raster Model Exposure Pattern eingesetzt werden können.
Annahme
Um diese Herausforderung zu lösen, wird im Rahmen der Dissertation die Annah-
me getroffen, dass die Exposition durch eine definierte endliche Menge repräsentiert
wird.
Exposition= E ∈ {e1, e2, ..., en} (6.1)
Unter dieser Annahme beschreibt der Transformationsprozess ein Klassifikationspro-
blem.
Klassifikationsprobelm
Für eine Menge O von Objekten (Datenquellen) des Formats o1,o1, ...od mit At-
tributen (Indikatoren)Ai soll die Klassenzugehörigkeit (Exposition) ei mit ei ∈ E
ermittelt werden.
Dieses Klassifikationsproblem wird durch die Transformation gelöst; hierbei wird ein
schrittweises Lösungsverfahren analysiert. Als schrittweise ist in diesem Zusammenhang
zu verstehen, dass die Aggregation der Klassen über mehrere Prozessierungsschritte
hinweg erfolgt.
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Lösungsansatz
Die räumlich und zeitlich unterschiedliche Auflösung sowie die Vielfalt der Daten-
quellen wird durch die Einführung einer Kontext- und In Situ Map reduziert. Sie
bilden dann die Grundlage für die Berechnung der Exposure Map, die als Ergebnis
dem Raster Model Exposure Pattern zur Verfügung gestellt wird.
Dieser Lösungsansatz spiegelt sich wie folgt im Vorgehensmodell wider. Der Prozess der
Transformation beginnt, indem eine Anfrage auf die Berechnung von Expositionen ge-
stellt wird. Durch diese Anfrage wird die Berechnung der In Situ Map und Kontext Map
ausgeführt. Nach der Beendigung dieser parallelen Prozesse findet eine Synchronisation
der Tasks statt. Die Ergebnisse der Berechnungen werden im darauf folgenden Task
verwendet, um die Exposition Map zu bestimmen. Diese wird dann als Antwort dem
Raster Model Exposure Pattern zur Verfügung gestellt. Eine detaillierte Beschreibung
dieses Prozesses wird im Abschnitt 7.1 erläutert.
6.4. Die Durchführung der Systemanalyse im Exposure Data Service
Die Systemanalyse ist ein Themenbereich, der in vielen bereits bekannten Vorgehens-
modellen wie z.B. dem V-Modell oder dem Wasserfallmodell aufzufinden ist. In der
Systemanalyse werden grundlegende Sachverhalte analysiert und definiert, die für die
Entwicklung des Exposure Data Service notwendig sind. Im Vorgehensmodell des Expos-
ure Data Service besteht die Systemanalyse aus sieben Tasks. Diese sieben Tasks bauen
aufeinander auf und werden nacheinander bearbeitet. Im ersten Schritt der Systemana-
lyse wird die Zielkenngröße definiert, die durch den Exposure Data Service ermittelt
werden soll. Der zweite Task beschreibt die Definition des Untersuchungsgebietes, in
der die Zielkenngröße erhoben wird. Wurden diese beiden Festlegungen getroffen, wer-
den im dritten Task A-priori Informationen sowohl über die Zielkenngröße als auch
über das Untersuchungsgebiet zusammengetragen. Auf Basis dieser Informationen fin-
det die Rasterung des Untersuchungsgebietes statt. Das Auffinden einer geeigneten
Rasterung für das Untersuchungsgebiet kann durch eine Vielzahl von Methoden un-
terschiedlich gestaltet werden. Dies kann beinhalten, dass A-priori Informationen mit
Erfahrungswerten ausgewertet werden und darauf die Rasterung beruht bzw. können
bei einer großen Menge an A-priori Informationen auch Methoden aus dem Bereich
Maschinelles Lernen herangezogen werden. Aufbauend auf der Rasterung des Unter-
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suchungsgebietes folgt der Task Klassifizierung von Kontext und In Situ. Hier liegt
der Fokus darauf, dass festgelegt werden muss, wie viele Klassen die Basismenge von
Kontext und In Situ aufweisen. In Analogie dazu finden im anschließenden Task die
Klassifikation der Exposition statt. Im Ergebnis der Systemanalyse wird durch den
letzten Task eine Monitoringstrategie entwickelt, mit deren Hilfe die Klassifizierung
abgebildet werden kann. Diese Monitoringstrategie bildet dann die Grundlagen für die
aufbauenden beiden Themenbereich in situ Daten und Systemmanagement.
6.5. Bestimmung der in situ Daten im Exposure Data Service
Der Themenbereich in situ Daten wird durch vier Tasks beschrieben. Aufbauend auf
der entwickelten Monitoringstrategie, die im letzten Task des Themenbereichs System-
analyse definiert wird, startet der erste Task im Themenbereich in situ Daten mit der
Festlegung der Kenngrößen, die mit den Datenquellen erhoben bzw. berechnet werden.
Darauf aufbauend werden die Datenquellen spezifiziert. Das Ziel hierbei ist, die Mess-
methoden zu identifizieren, die für die Monitoringstrategie zum Einsatz kommen. Für
das aufbauende Systemmanagement ist es zusätzlich von Wichtigkeit, Informationen
über die Struktur (Typ, zeitliche und räumliche Auflösung) und die Art (Volumen,
Geschwindigkeit, Vielfalt) der Daten zu sammeln. Anschließend erfolgt die Auswahl
der Datenquellen. Ist dieser Task abgeschlossen, findet der Wechsel in den Themen-
bereich Systemmanagement statt. Für den Themenbereich in-situ Daten ist es nicht
der letzte Task. Nach Abschluss des Themenbereiches Systemmanagement findet wie-
derum ein Wechsel in den Themenbereich in situ Daten statt. Im vierten und letzten
Task werden dann die Datenquellen im Feld installiert und die Messkampagne wird
durchgeführt. Die während der Messkampagne aggregierten Daten werden schließlich
in das aufgebaute Datenmanagementsystem übertragen.
6.6. Das Systemmanagement im Exposure Data Service
Der Themenbereich Systemmanagement ist durch die vier aufeinander folgenden Pro-
zessschritte, Systemarchitektur entwickeln, Komponenten identifizieren, Datenströme
erfassen und IT Infrastktur rollout, definiert. Nachdem alle notwendigen Kriterien im
Bereich in situ Daten definiert sind, können daraus jetzt die Anforderungen an das
Systemmanagement abgeleitet werden. Der erste Task Systemarchitektur entwickeln
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beschreibt generell die erforderlichen Bausteine, Schnittstellen und deren Zusammen-
spiel. Aufbauend auf der Systemarchitektur werden im nächsten Task die notwendigen
Komponenten identifiziert und beschrieben. Im Ergebnis dieses Tasks kann die Archi-
tektur einschließlich ihrer Komponenten, z.B. mittels eines Komponenetendiagramms,
zusammengefasst werden. Darauf aufbauend werden im dritten Task die Datenflüsse
zwischen den Komponenten festgelegt. Fragen über Kommunikationsprotokolle, Kom-
munikationsabläufe oder Sicherheitsanforderungen sind in diesem Zusammenhang zu
beantworten. Im vierten und letzten Task IT Infrastktur rollout werden Konzepte ent-
wickelt, wie das Systemmanagementsystem in Betrieb genommen wird. Im Ergebnis
dieses Themenbereiches steht ein Informationssystem, welches die Anforderungen aus
dem Themenbereich in situ Daten abbildet, sodass die Monitoringstrategie durchge-
führt werden kann.
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7. Wärme in der Stadt - ein Fallbeispiel zur Bestimmung der
thermischen Exposition in urbanen Ökosystemen mittels
Exposure Data Service
Nachdem das allgemeine Vorgehensmodell des Exposure Data Service im Kapitel 6
beschrieben wird, folgt in diesem Kapitel darauf aufbauend ein praktischer Anwen-
dungsfall am Beispiel der thermischen Exposition für urbane Ökosysteme. Basierend
auf den charakteristischen Eigenschaften urbaner Ökosysteme (vgl. Kapitel 4) wird
detailliert die Ausgestaltung des Vorgehensmodells beschrieben.
7.1. Datenfusionsmethode zur Bestimmung der thermischen Exposition -
Transformation
Durch die Transformation wird eine allgemeine Methode vorgestellt, die es ermöglicht,
Klassen von thermischen Expositionen für ein definiertes Untersuchungsgebiet zu ge-
nerieren. Um diese Klassen zu generieren, findet im Rahmen der Dissertation eine
Unterteilung der Daten hinsichtlich Kontext und In Situ statt. Auf Basis von Indika-
toren, die aus den Datenquellen berechnet werden, werden In Situ- und Kontext Maps
generiert. Diese Karten bilden dann die Grundlage für die Berechnung der Exposure
Map. Dieser Lösungsansatz wird in der Abbildung 7.1 skizziert. Basierend auf dieser
zweistufigen Methode der Transformation findet die Datentransformation hin zu den
Klassen mittels einer Entscheidungstabelle statt. In Abschnitt 3.5.2 wird diese Metho-
de vorgestellt. Tabelle 7.1 zeigt einen Ausschnitt einer Entscheidungstabelle, die für
die Exposure Map eingesetzt wird. In ihr werden die Klassen für In Situ und Kontext
als Eingangsvariablen und die Exposition als zugehörige Ausgangsvariablen definiert.
Eine derartige Entscheidungstabelle wird ebenso für die Klassifikation der In Situ- und
Kontext Map auf Basis der aggregierten Indikatoren eingesetzt. Die Indikatoren wie-
derum werden aus den dazugehörigen Datenquellen berechnet.
Wie im Grundlagenteil der Dissertation eingeführt, kann die Regelbasis für wissens-






























































Aggregation von Indikatoren 
für In Situ Map
Aggregation von Indikatoren 
für Kontex Map
Abbildung 7.1.: Transformationsprozess zur Aggregation individueller thermischer Ex-
positionen
basierte Systeme ebenso aus Methoden des Maschinellen Lernens aufgebaut werden.
Dies beinhaltet, dass z.B. die Klassifikation der In Situ- und Kontext Map auf Basis
der eingeführten Lernstile erfolgt. Für das überwachte Lernen muss ein Testdatensatz
erarbeitet werden, der die Indikatoren mit den dazugehörigen Klassen beschreibt. An-
schließend können die Klassen in der Abrufphase kontinuierlich prozessiert werden. Für
die Aggregation der Exposure Map kann das bestärkende Lernen Anwendung finden.
Durch Interaktionen mit den Individuen und deren Feedback zu den aggregierten Ex-
positionen kann eine geeignete Regelbasis für die Exposure Map aufgebaut werden.
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Tabelle 7.1.: Schematische Darstellung der Regelbasis von in situ- und Kontext-Klassen
zur Aggregation der Exposure Map
7.2. Systemanalyse - Thermische Exposition
7.2.1. Definition der Zielkenngröße
Bei der Definition der Zielkenngröße wird festgelegt, welche Information dem Modell
durch den Exposure Data Service zur Verfügung gestellt wird. Wie der Name des An-
wendungsbeispiels andeutet, wird als Zielkenngröße die thermische Exposition unter-
sucht. Abgeleitet von der Definition der Exposition aus Abschnitt 5.1 ist die thermische
Exposition wie folgt definiert:
Thermische Exposition
... beschreibt die thermische Belastung, der ein Organismus ausgesetzt ist.
7.2.2. Definition des Untersuchungsgebietes
Das Untersuchungsgebiet spezifiziert die geografischen Systemgrenzen, in denen die
Zielkenngröße erhoben werden soll. Im Rahmen der Dissertation ist das Untersuchungs-
gebiet für die thermische Exposition die Stadt Leipzig. In Abbildung 7.2 ist mit Hilfe
des Kartendienstes OpenStreetMap die Stadt Leipzig als Untersuchungsgebiet darge-
stellt.
7.2.3. A-priori Informationen über das Untersuchungsgebiet
Das Zusammentragen grundsätzlicher, von vornherein bekannten Informationen soll
durch diesen Prozessschritt abgebildet werden. Das Sammeln von A-priori Informatio-
nen ist notwendig und wichtig, um nachfolgende Tasks besser bewerten und einschätzen
zu können. Mit Bezug auf die zu untersuchende Zielkenngröße werden nachfolgend all-
gemeine, klimatische und topologische Informationen über das Untersuchungsgebiet
zusammengetragen.
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Abbildung 7.2.: Definition des Untersuchungsgebietes mittels OpenStreetMap
Allgemeine Informationen über Leipzig Allgemeine Informationen über die Stadt Leipzig
sind in der Tabelle 7.2 zusammengefasst. Die Bevölkerungszahl, die Gesamtfläche, die
geografische Lage und die mittlere Höhe der Stadt Leipzig werden zur Einschätzung




Geografische Lage 51°20’ nördlicher Breite, 12°22’ östlicher Länge
Mittlere Höhe 118m (NN)
Tabelle 7.2.: Allgemeine Informationen über das Untersuchungsgebiet Leipzig (in An-
lehnung an [Leipzig 2019])
Topologie Die Stadt Leipzig liegt im Kern der Leipziger Tieflandsbucht. Die Leipziger
Tieflandsbucht grenzt im Süden an das Erzgebirge und den Thüringer Wald und im
Westen an den Harz sowie das Thüringer Becken. Des Weiteren weist die Leipziger
Tieflandsbucht eine weitgehend ebene Landschaftsform auf, sodass Höheneinflüsse auf
Klima und Schadstoffverteilung weitestgehend auszuschließen sind (vgl. [Tinapp 2015,
1ff] [Leipzig 2009]).
Klima Das Gebiet der Stadt Leipzig ist makroklimatisch die Übergangszone zwischen
dem maritimen und dem kontinentalen Klimabereich der gemäßigten Zone zuzuord-
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nen. Für diese Zone besitzt Leipzig einen normal ausgeprägten Jahresgang der Luft-
temperatur mit relativ hohen und tiefen absoluten Maximal- und Minimaltempera-
turen. Städtische Eigenschaften wie z.B Bebauung, Bodenversiegelung, Energie- und
Schadstoffausstöße führen in Leipzig zu einer Modifizierung des Klimas. Die Ausbil-
dung eines spezifischen Stadtklimas wie z.B. Wärmeinseln ist in Leipzig gegeben (vgl.
[Weber et al. 2014, 293]). Im Stadtgebiet von Leipzig liegt die Lufttemperatur in Bo-
dennähe gegenüber dem Umland bis zu 3 °C höher, wobei bei Extremwetterlagen im
Sommer ein Unterschied von bis zu 7 °C möglich sind. Die Stadt Leipzig steuert gegen
die Ausprägung von Wärmeinseln mithilfe von Kaltluftgebieten (Auwälder des Pleiße-
und Elster-Luppe-Gebietes, Rosental, Clara-Zetkin-Park) und Luftleitbahnen, die eine
Kaltluftströmung erzeugen und somit einen Austausch innerstädtischer Luftmassen er-
möglichen. Aufgrund geringer Reliefunterschiede in Leipzig sind diese Kaltluftströme
nur schwach ausgeprägt (vgl. [Leipzig 2018, 11]). In Tabelle 7.3 sind Mittelwerte der
meteorologischen Kennzahlen Temperatur, Niederschlag, Sonnenstunden, Sommertage
und heiße Tage für den Zeitraum von 1981-2010 für den Standort Leipzig-Holzhausen
zusammengefasst.
Temp. Niederschlag Sonnenstunden Sommertage Heiße Tage
°C mm h d d
Jan 1,0 42 58 0,0 0,0
Feb 1,5 36 76 0,0 0,0
Mär 5,2 48 113 0,0 0,0
Apr 9,5 46 174 0,9 0,0
Mai 14,2 54 218 4,5 0,4
Jun 16,9 59 205 9,1 1,5
Jul 19,1 77 222 14,7 4,6
Aug 18,8 68 209 13,5 3,0
Sep 14,4 53 150 3,6 0,1
Okt 9,9 38 116 0,2 0,0
Nov 4,9 54 58 0,0 0,0
Dez 1,5 51 46 0,0 0,0
Tabelle 7.3.: Mittlere Meteorologische Kennzahlen (1981-2010) für den Standort
Leipzig-Holzhausen (in Anlehnung an [DWD 2019a, 1ff])
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7.2.4. Rasterung des Untersuchungsgebietes
Die Rasterung beinhaltet die Gliederung des Untersuchungsgebietes in Zeilen und Spal-
ten. Die so entstehenden Elemente werden als Zellen bezeichnet und beschreiben eine
definierte geographische Region. Werte in diesen Zellen repräsentieren so Eigenschaf-
ten dieser Region. Für das Anwendungsbeispiel der thermischen Exposition wird eine
gleichmäßige rechteckige Rasterung vorgenommen. In Abbildung 7.3 ist die Rasterung
für das Untersuchungsgebiet dargestellt. Die Rasterung besteht aus fünf Zeilen und vier
Abbildung 7.3.: Rasterung des Untersuchungsgebietes
Spalten und ergibt somit 20 Zellen. Da der Fokus dieser Arbeit auf der Beschreibung
des Vorgehensmodelles des Exposure Data Service liegt, ist diese Art der Rasterung
ausreichend. Ein Nachteil dieser Art der Rasterung ist, dass Zellen mit sehr hetero-
genen Eigenschaften entstehen. Methoden des Maschinellen Lernens können in diesem
Zusammenhang gewinnbringende Erkenntnisse liefern, indem optimale Rasterelemente
hinsichtlich ähnlicher Struktureigenschaften gesucht werden.
7.2.5. Klassifizierung von Kontext und In situ Daten
Die Klassifizierung ist eine Methode, um Objekte mit ähnlichen Eigenschaften zusam-
menzufassen. Wie im Kapitel 6 erläutert, basiert der Transformationsprozess auf der
Methode der Klassifikation. Aus diesem Grund findet in diesem Task die Festlegung
der Zielklassen für die In Situ- und die Kontext Map statt. Die Anzahl an unterschied-
lichen Klassen für die Kontext- und In Situ Informationen kann frei gewählt werden,
sollte sich aber immer an der Zielkenngröße und den a-priori Informationen orientie-
ren. Hier gilt es, ein ausgewogenes Maß an Grob- und Feingranularität zu finden. Im
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Anwendungsbeispiel für die Stadt Leipzig ist der Kontext in drei Klassen (K1-K3) und
die In Situ Informationen in fünf Klassen (V1-V5) aufgeteilt. Diese Klassifikation ist









Abbildung 7.4.: Klassifizierung des Untersuchungsgebietes mittels OpenStreetMap
7.2.6. Klassifizierung der Thermischen Exposition
Gleiches Vorgehen wie bei der Klassifizierung der Kontext und In Situ Informationen
gilt in diesem Task auch für die Zielkenngröße der thermischen Exposition (TE). Für
den Anwendungsfall Leipzig soll eine Unterscheidung zwischen fünf Klassen stattfinden.
ThermischeExposition= TE ∈ {TE1,TE2,TE3,TE4,TE5}
7.2.7. Erarbeitung einer Monitoringstrategie
Der abschließende Task in der Systemanalyse ist die Erarbeitung einer Monitoringstra-
tegie, sodass die Zielkenngröße im definierten Untersuchungsgebiet bestimmt werden
kann. Die Herausforderung des Umweltmonitorings besteht darin, die im Kapitel 4
eingeführten komplexen Systemeigenschaften, wie z.B. Heterogenität und dynamische
Systemkenngrößen von urbanen Ökosystemen, hinreichend zu charakterisieren. Auf die-
se Fragestellung liefert die Literatur (vgl. [Banzhaf et al. 2014, 666-667] [Reis et al.
2015, 239-243]) einen Lösungsansatz; das skalenübergreifende Monitoring. Banzhaf be-
schreibt in ihrer Arbeit sehr deutlich, dass zur Bestimmung von Systemkenngrößen
in urbanen Gebieten eine ganzheitliche Betrachtung von großer Wichtigkeit ist. Nur
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Abbildung 7.5.: Skalenübergreifende Monitoringstrategie auf Basis der fünf Datenquel-
len Fernerkundung, stationäre und mobile Messsysteme, offene Daten-
quellen und Daten aus der Bevölkerung
durch die Berücksichtigung räumlich und zeitlich unterschiedlich aufgelöster Daten-
quellen lassen sich heterogene Strukturen aber auch dynamische Systemkenngrößen,
wie sie in urbanen Gebieten vorherrschen, abbilden. Reis geht in seiner Arbeit noch
einen Schritt weiter und beschreibt zusätzlich die Notwendigkeit, Daten, Modelle und
Sensoren immer ganzheitlich zu betrachten. Aufbauend auf dieser Literatur und auf
während der Dissertationsphase durchgeführte Expertengespräche kommen für den An-
wendungsfall der thermischen Exposition für das skalenübergreifende Monitoring fünf
Datenquellen zum Einsatz. In Abbildung 7.5 werden diese zusammengefasst. Dabei
handelt es sich um stationäre und mobile Datenquellen, solche, die per Fernerkundung
gemessen werden, offene Datenquellen und Daten, die durch die Bevölkerung erhoben
werden. Diese fünf Datenquellen bilden die Datengrundlage für die Bestimmung der
thermischen Exposition.
7.3. Umweltmonitoring für die Thermische Exposition - in situ Daten
7.3.1. Definition der Kenngrößen
Der Ansatz eines skalenübergreifenden Umweltmonitorings bringt mit sich, dass fünf
verschiedenartige Datenquellen mit unterschiedlicher räumlicher und zeitlicher Auflö-
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Stationär Mobil Remote Open Crowd
Temperatur Temperatur NDVI Landnutzung Subjektive Temperatur
Luftfeuchtigkeit Luftfeuchtigkeit LST geo. Koordinaten
(Wind) geo. Koordinaten (Kontext)
Tabelle 7.4.: Definition der Kenngrößen, die mit den Datenquellen erhoben werden sol-
len
sung zum Einsatz kommen. Jede dieser Datenquellen kann eine Vielzahl an Kenngrößen
ermitteln. In diesem Arbeitsabschnitt werden die Kenngrößen abgeleitet, die für die zu
untersuchende Zielkenngröße von Bedeutung sind. Für die thermische Exposition sind
die Kenngrößen der jeweiligen Datenquellen in Tabelle 7.4 zusammengefasst. Mittels
stationärer Datenquellen wird die Temperatur und die Luftfeuchtigkeit bestimmt. Mo-
bile Datenquellen erheben zusätzlich zu den stationären Datenquellen die geografischen
Koordinaten. Beide Datenquellen aggregieren aus der Temperatur und Luftfeuchtigkeit
dann den Wärmeindex (HI). Thermische Eigenschaften werden in der Fernerkundung
durch die Bestimmung von Oberflächentemperaturen (LST) abgeleitet. Ein weiterer
wichtiger Indikator zur Charakterisierung urbaner Ökosysteme ist der normalisierte
differenzierte Vegetationsindex (NDVI). Durch den NDVI können Aussagen über die
Vegetation getroffen werden. Auf Basis von OpenStreetMap (OSM) Daten werden offe-
ne Informationen über die Landnutzung ermittelt. Die Landnutzung hat unter anderem
einen Einfluss auf die Speicherung thermischer Energie und somit auch auf das Ener-
giegleichgewicht in urbanen Ökosystemen. Die fünfte Datenquelle Crowd stellt Daten
über die subjektive Temperatur zur Verfügung; zusätzlich zur subjektiven Temperatur
werden auch hier die geografischen Koordinaten ermittelt. Die dargestellten Kenngrö-
ßen bilden die Grundmenge zur Bestimmung der thermischen Expositionen.
Für weiterführende Untersuchungen im Rahmen der thermischen Exposition sind wäh-
rend der Dissertationsphase zwei weitere Kenngrößen diskutiert worden. Zum einen
die Kenngröße Wind, die mit stationären Datenquellen erhoben werden kann. Durch
Winddaten besteht die Möglichkeit, Ausbreitungsmodelle mit in die Berechnung zu in-
tegrieren. Diese ermöglichen es, prädiktive Informationen mit zu berücksichtigen. Für
die Datenquelle Crowd sollte in weiterführenden Untersuchungen zusätzlich zur sub-
jektiven Temperatur der Kontext mit erhoben werden. Unter Kontext ist zu verstehen,
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Stationär Mobil Remote Open Crowd
Typ quantitativ quantitativ quantitativ qualitativ qualitativ
Zeit kontinuierlich kontinuierlich diskontinuierlich diskret diskontinuierlich
Raum Punkt Profil Areal Areal Punkt/Profil
Wert direkt direkt proxy indirekt indirekt
Volumen KB KB GB/MB MB KB
Geschwindigkeit min/h s/min d/w d/w s/min/h/d
Vielfalt strukturiert strukturiert strukturiert strukturiert (un)strukturiert
Tabelle 7.5.: Spezifizierung der Datenquellen hinsichtlich in situ Informationen (Typ,
Zeit, Raum, Wert) und Dateneigenschaften (Volumen, Geschwindigkeit,
Vielfalt).
dass zusätzliche Informationen aus dem Ökosystem wie z.B. Umgebungsbedingungen
mit ermittelt werden. Diese Informationen können für ein besseres Verständnis der
Messdaten genutzt werden.
7.3.2. Spezifikation der Datenquellen
Nachdem die Kenngrößen der Datenquellen definiert sind, müssen die Datenquellen
spezifiziert werden. Diese Informationen sind dahingehend notwendig, da sie für das
Systemmanagement wichtige Anforderungen beinhalten. Die Spezifikation der Daten-
quellen hinsichtlich der In Situ Methode schließen die Kriterien Typ, Zeit, Raum und
Wert ein. Hinzu kommen die datenspezifischen Kriterien wie Volumen, Geschwindigkeit
und Vielfalt. In Tabelle 7.5 sind die Informationen für die fünf Datenquellen zusam-
mengefasst.
Typ Unter Typ ist die Methode der Datenerhebung zu verstehen. Hierbei wird zwi-
schen quantitativ und qualitativ unterschieden. Quantitative Erhebungsmethoden be-
schreiben präzise Daten von Messungen innerhalb des Untersuchungsgebietes. Darunter
zählen stationäre und mobile Messungen ebenso wie Daten, die mittels Fernerkundung
erhoben werden. Qualitative Erhebungsmethoden umschreiben in diesem Zusammen-
hang subjektive und individuelle Informationen. In diese Kategorie fallen die offenen
Datenquellen und Daten, die durch die Bevölkerung erhoben werden (Crowd).
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Zeit Die Unterteilung der Datenquellen nach der Zeit beruht auf den drei Eigenschaf-
ten kontinuierlich, diskontinuierlich und diskret. Sie beschreibt die zeitliche Auflösung
der Daten. Kontinuierliche Datenquellen erheben in definierten Zeitabständen fortlau-
fend ihre Messdaten. Diese Kategorie wird durch stationäre und mobile Datenquellen
abgebildet. Daten aus dem Bereich der Fernerkundung und der Bevölkerung beinhal-
ten eine diskontinuierliche zeitliche Auflösung. In den Daten der Fernerkundung ist
dies damit begründet, dass durch Wolkenbildung oftmals eine Vielzahl an Daten nicht
genutzt werden kann und Satellitenüberflüge zeitlich begrenzt sind. Diskrete Daten
beschreiben abzählbare Merkmale; diese Form von Daten findet man bei den offenen
Daten von OSM wieder.
Raum Die Beschreibung der räumlichen Komponente in den Datenquellen erfolgt
durch die drei Kategorien Punkt, Profil und Areal. Areale werden durch Fernerkun-
dungsdaten und Daten von OSM beschrieben. Hierbei handelt es sich um großflächige
Informationen, die in Form von Rasterzellen oder Shapefiles ausgegeben werden kön-
nen. Punktmessungen liefern Informationen an ausgewählten Messpunkten mit festen
geografischen Koordinaten; dies ist bei stationären Datenquellen der Fall. Mobile Da-
tenquellen hingegen liefern Profildaten. Diese sind dadurch gekennzeichnet, dass zu
jedem Datenpunkt geografische Koordinaten notwendig sind. Bei den Daten, die durch
die Bevölkerung erhoben werden, kann keine eindeutige Einteilung erfolgen. Je nach
Proband können Punkt- oder Profildaten erhoben werden.
Wert Die Eigenschaft Wert beschreibt die Kenngröße, die mit dem Messsystem er-
hoben wird. Diesbezüglich ist zu unterscheiden zwischen direkt, indirekt und proxy.
Stationäre und mobile Messsysteme erheben die Kenngrößen direkt. Proxy Werte be-
schreiben eine Kenngröße, die nicht direkt die Messgröße repräsentiert, jedoch mit ihr
in Beziehung steht. Proxy Werte werden in der Fernerkundung bestimmt. OSM und
Crowd Datenquellen erheben ihre Werte im Anwendungsbeispiel indirekt.
Volumen Das Volumen bezieht sich auf die Menge der Daten, die durch die Datenquel-
len erzeugt werden. Die größte Datenmenge wird durch die Satellitendaten (Remote)
generiert. Allein ein Bildausschnitt (Szene) im Rohdatenformat (Landsat8 OLI/TRIS
C1 Level-2) ist ca. 900MB groß; prinzipiell müssen Daten im Gigabyte (GB) Bereich
verarbeitet werden. Dennoch ist auch die Datenmenge Megabyte (MB) mit bei den
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Fernerkundungsdaten angegeben, da es bereits spezielle Servicedienstleistungen gibt,
die indikatorspezifische Prozessierungen anbieten. Diese datenintensive Prozessierung
findet somit nicht mehr im eigenen Informationssystem statt. Offene Daten von OSM
repräsentieren das zweitgrößte Datenvolumen; im Bereich Megabyte (MB) müssen Da-
ten prozessiert werden. Im Kilobyte Bereich und somit vom Datenvolumen die kleins-
ten Datenquellen sind die stationären und mobilen Daten und die aus der Bevölkerung
(Crowd); Messergebnisse werden textbasiert übertragen.
Geschwindigkeit Mit Geschwindigkeit ist die Schnelligkeit des Datenaufkommens defi-
niert. Hierbei wird zwischen Sekunden (s), Minuten (min), Stunden (h), Tagen (d) und
Wochen (w) unterschieden. Die höchste Variation findet sich bei den Daten, die durch
die Bevölkerung (Crowd) erhoben wird. In diesem Fall können die Daten sekündlich
aber auch nur täglich anfallen. Fernerkundungs- und OSM-Daten lassen sich in die
Kategorie täglich und wöchentlich einteilen. Stationäre Daten müssen stündlich bzw.
minütlich verarbeitet werden. Das schnellste Datenaufkommen liegt bei den mobilen
Daten vor. Datenpakete in sekündlichem bzw. minütlichem Abstand müssen erfasst
werden.
Vielfalt Unter Vielfalt in Daten ist zu verstehen, in welcher Struktur die Daten vor-
liegen. Bezogen auf die fünf Datenquellen findet die Unterscheidung zwischen struktu-
rierten und unstrukturierten Daten statt. Alle Datenquellen können in die Kategorie
strukturiert eingeteilt werden. Bei den Crowd Daten steht auch unstrukturiert. Dies
bezieht sich darauf, dass in Erweiterung Kontextinformationen mit aggregiert werden
können. Diese Kontextinformationen können in Textform eingegeben werden. Sobald
dies möglich ist, muss bei den Crowd Daten auch von unstrukturierten Daten ausge-
gangen werden.
7.3.3. Auswahl geeigneter Datenquellen
7.3.3.1. Stationäre Messsysteme
Stationäre Messsysteme bilden die Grundlage für Langzeitbeobachtungen, um kontinu-
ierliche Informationen über den Zustand von Ökosystemen zu erhalten (vgl. [Mollen-
hauer et al. 2018, 1-2]). Für das Monitoring im Stadtgebiet Leipzig sind zwei Varianten
stationärer Messsysteme im Rahmen der Dissertation entstanden. In der Abbildung
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Abbildung 7.6.: Beispiele für stationäre Messsysteme: Traditionelle Messstation am
Helmholtz-Zentrum für Umweltforschung (links) und integriertes
Messsystem an Stadtbeleuchtung (rechts)
7.6 sind diese beiden Varianten dargestellt. Links in der Abbildung 7.6 sieht man eine
traditionell stationäre Messstation, die auf dem Gelände des Helmholtz-Zentrums für
Umweltforschung (UFZ) aufgebaut ist. Neben der Temperatur und der Luftfeuchtigkeit
werden zusätzlich aktuelle Strömungsverhältnisse mittels 3D-Anemometer aufgezeich-
net. Auf der rechten Seite der Abbildung 7.6 ist ein kompaktes stationäres Messsysteme
zu sehen, das an einer Straßenlaterne integriert ist. Mit diesem System lassen sich Tem-
peratur, Luftfeuchtigkeit und Globalstrahlung messen. Diese beiden Varianten von sta-
tionären Messsystemen finden Anwendung zur Bestimmung der thermischen Expositi-
on. Sie ermöglichen es, hochpräzise Messungen an einem definierten Ort durchzuführen.
Die erhobenen Daten werden über ein mobiles Datennetz in das Informationssystem
übertragen.
7.3.3.2. Mobile Messsysteme
Um die Herausforderungen eines mobilen, kompakten und den Umweltbedingungen
angepassten Messsystems zu bewältigen, wurde im Rahmen der Dissertation eine Ei-
genentwicklung eines mobilen Messsystems realisiert. Die Entwicklung des mobilen
Messsystems kann in die drei Schwerpunktthemen Hardware, Software (Firmware) und
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Abbildung 7.7.: Funktionaler Prototyp eines mobilen Messsystems
Geräteträger/Gehäuse aufgeteilt werden. Vor der eigentlichen Mikrocontroller basier-
ten Systemlösung ist ein funktionaler Prototyp entwickelt worden, der grundlegenden
Anforderungen berücksichtigt. Dieser Prototyp ist in der Abbildung 7.7 zu sehen. Durch
den Einsatz von Standardkomponenten bei Hardware und Geräteträger konnte die Ent-
wicklungszeit sehr stark reduziert werden. Im Ergebnis konnte gezeigt werden, dass der
funktionale Prototyp für mobile Anwendungen geeignet ist. Neben den messtechnischen
Erkenntnissen war es von nun an auch möglich, erste Lösungsansätze in der Dateninfra-
struktur zu entwickeln. Starke Limitierungen hinsichtlich Anwendbarkeit, Formfaktor
und Energiemanagement haben dann dazu geführt, dass eine Weiterentwicklung des
Prototypen erforderlich war. Eine Adaption auf eine Mikrocontroller basierte Lösung
sollte die gewünschten Limitierungen verringern. In Abbildung 7.8 ist die Weiterent-
wicklung des funktionalen Prototyps zusammengefasst. Auf der linken Seite der Ab-
bildung 7.8 ist die Hardwarelösung zu sehen. Das mobile Messsystem besteht aus drei
Leiterplatten. Bei der Entwicklung wurde Wert auf Modularität gelegt; einzelne Funk-
tionseinheiten oder Funktionsgruppen sind voneinander getrennt. Auf der rechten Seite
der Abbildung 7.8 ist der Geräteträger dargestellt, in dem die Hardware integriert wird.
Hardware
Mikrocontrollerplatine Das Hauptelement dieser Leiterplatine ist ein Mikrocontroller
der Firma Texas Instruments. Texas Instruments ist ein führender Hersteller von derar-
tigen digitalen Halbleiterbaugruppen. Mikrocontroller sind hochintegrierte Logikbau-
steine mit integrierten analogen und digitalen Peripheriebausteinen wie z.B. Daten-
schnittstellen (I2C, SPI, UART) oder Systemkomponenten (Analog-Digital-Umsetzer,
7. Wärme in der Stadt - ein Fallbeispiel 84
Abbildung 7.8.: Weiterentwicklung des funktionellen Prototyps zu einer Mikrocontrol-
ler basierten Systemlösung
Timer, Echtzeituhr). Texas Instruments verfolgt mit der MSP430 Baureihe das Ziel,
Mikrocontroller mit extrem geringem Verbrauch für Sensor- und Messanwendungen
zur Verfügung zu stellen; diese Merkmale spielen bei den Anforderungen des mobile
Messsystems eine bedeutende Rolle. Für das mobile Messsystem kommt das Derivat
MSP430FR5989, ein 16-bit Prozessor mit RISC Architektur, zum Einsatz. Dieser un-
terstützt einen Haupttakt von bis zu 16MHz sowie 2KB SRAM und 128 KB FRAM.
Die Programmierung erfolgt über die JTAG Schnittstelle. Der eingesetzte Mikrocon-
troller bildet das zentrale Element des mobilen Messsystems, die Daten werden von
den Sensoren ausgelesen, verarbeitet und für die Kommunikation zur Verfügung ge-
stellt. Für diese zyklische Abarbeitung der Prozesse kommt die integrierte RTC zum
Einsatz. Der MSP430FR5989 verfügt über die Möglichkeit, die RTC im Zähl- als auch
im Kalendermodus zu betrieben. Für die vorliegende Messaufgabe kommt der Kalen-
dermodus zum Einsatz. Durch die Bereitstellung des Datums nach DIN ISO 8601 ist
der Kalendermodus des MSP430FR5989 die ideale Lösung. Die RTC wird während des
Initialisierungsprozesses auf die aktuelle Zeit eingestellt. Diese Informationen werden
automatisch mit Hilfe von GPS Daten erhoben. Neben dem Mikrocontroller befindet
sich auf dieser Leiterplatine zusätzlich das Energiemanagement. Durch den Einsatz des
linearen Spannungsreglers MCP1802 der Firma Microchip können alle Bauelemente des
mobilen Messsystems mit Energie versorgt werden. Der Eingangsspannungsbereich von
2-10V erlaubt es unterschiedliche Varianten an Batterien einzusetzen. Als Akkumulator
für den Betrieb des mobilen Messsystems wird eine Lithium-Ionen Zelle vom Typ 18650
verwendet; die Nennspannung beträgt 3,7 V bei einer Kapazität von 2600 mAh. Durch
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die Übergabeklemmleiste können weitere Platinen an das Board angesteckt werden. In
der Abbildung 7.9 ist die beschriebene Mikrocontrollerplatine dargestellt.
Kommunikationsplatine Als Erweiterung für die Mikrocontrollerplatine ist eine Plati-
ne für die Datenkommunikation entwickelt worden, mit deren Hilfe Sensordaten in die
IT-Infrastruktur übertragen werden können. Die Kommunikation zwischen den beiden
Boards erfolgt über die Übergabeklemmleiste mittels UART Schnittstelle. Durch die
Entkopplung beider Boards über die UART Schnittstelle, ist es möglich je nach Anwen-
dungsfall unterschiedliche Kommunikationstechniken wie z.B. WLAN, Bluetooth oder
ZigBee einzusetzen. Für den Anwendungsfall des mobilen Messsystems wird WLAN
als Kommunikationsprotokoll verwendet. WLAN Kommunikation hält in den letzten
Jahren sowohl im industriellen Umfeld als auch im Consumer-Bereich immer mehr
Einzug. In der Anfangszeit noch mit vielen Sicherheitslücken hat sich die WLAN Kom-
munikation durch eine ständige Weiterentwicklung in wichtigen Bereichen, wie z.B.
Verschlüsselung und Authentifizierung, zu einer Kommunikationslösung etabliert. Für
die WLAN Kommunikation nach IEEE 802.11 stehen drei Frequenzbänder (2,4 GHz,
5 GHz und 60 GHz) zur Verfügung. Als WLAN Modul kommt der ESP8266 der Firma
AI-Thinker zum Einsatz. Der ESP8266 ist ein 80-MHz-Mikrocontroller mit einem um-
fassenden WLAN-Front-End, einem TCP/IP-Stack mit DNS-Unterstützung und einem
4 MB Flash Chip. Dieser Systemumfang ist ausreichend, um die Anforderungen des
mobilen Messsystems abzubilden. Neben dem WLAN Modul befindet sich noch das
Global Positioning System GPS Module auf der Kommunikationsplatine. Das Module
L80-M39 der Firma Quectel wird hierfür verwendet. Wichtige Kriterien bei der Wahl
des Moduls waren Abmaße (16x16x6,45mm), Energieverbrauch (aktiver Modus 25 mA,
Ruhemodus 1 mA) und Genauigkeit (<2,5m). Zusätzlich ist keine externe Antenne not-
wendig, da eine Patchantenne bereits integriert ist. Das GPS Modul unterstützt das




Abbildung 7.9.: Mikrocontrollerplatine für das mobile Messsystem
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wie beim WLAN Modul über die UART Schnittstelle.
GPS ModulWLAN Modul
Abbildung 7.10.: Kommunikationsplatine für das mobiles Messsystem
Sensorplatine Neben Mikrocontroller- und Kommunikationsplatine besteht das mobile
Messsystem aus der Sensorplatine. Die Sensorplatine steckt auf der Kommunikations-
platine, die wiederum über die digitale Schnittstelle I2C mit der Mikrocontrollerplatine
verbunden ist. Neben der I2C Schnittstelle wird die Sensorplatine mit einer Versor-
gungsspannung von 3.3V gespeist. Auf der Sensorplatine befindet sich der Temperatur-
und Luftfeuchtigkeitssensor SHT21 der Firma Sensirion. Der SHT21 ist ein hoch in-
tegrierter (DFN Package 3x3mm) Sensor, der von Werk aus kalibriert ist und mit
einer digitalen Auflösung von 14 Bit und einer Genauigkeit von ± 0,3°C eine ideale
Lösung für das mobile Messsystem bietet. In der Abbildung 7.11 ist die Sensorplatine
dargestellt.
Software
Entwicklungswerkzeuge Neben der Hardwareentwicklung bildet die Firmware des mo-
bilen Messsystems einen weiterer Baustein. Hierbei ist zwischen der Firmware des Mi-
krocontroller MSP430 und die des Kommunikationsmodul ESP8266 zu unterscheiden.
Für den verwendete Mikrocontroller MSP430 ist die Software Code Composer Studio1
zum Einsatz gekommen. Code Composer Studio ist eine integrierte Entwicklungsum-
gebung, die auf das quelloffene Programmierwerkzeug Eclipse2 aufsetzt. Durch den
1 http://www.ti.com/tool/CCSTUDIO
2 https://www.eclipse.org/
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TemperatursensorI2C Schnittstelle
Abbildung 7.11.: Sensorplatine für das mobile Messsystem
pulginbasierten Ansatz von Ecilpse, kann die Entwicklungsumgebung für viele verschie-
dene Programmiersprachen aber auch Systemplattformen wie dem MSP430 eingesetzt
werden. Als Entwicklungswerkzeug für den ESP8266 ist die Arduino IDE3 zum Ein-
satz gekommen. Die Arduino IDE ist ebenfalls eine quelloffene Entwicklungsumgebung
und beruht auf der Arbeit von Hernando Barragan (vgl. [Barragán et al. 2004, 1ff]).
Hierbei wurde die Idee verfolgt, Künstlern und Designern die Arbeit mit Elektronik zu
erleichtern indem eine abstrakte und leicht verständliche Entwicklungsumgebung ge-
schaffen wurde. Diese Abstraktion fand in vielen weiteren Domänen Zuspruch, sodass
sich innerhalb der letzten Jahre eine umfängliche Community entwickelt hat.
Firmware für Mikrocontroller Die Firmware für die Mikrocontrollerplatine ist in der
Programmiersprache C/C++ entwickelt worden. Die grundlegende Struktur der Firm-
ware ist durch ein Ablaufplan in der Abbildung 7.12 dargestellt. Nachdem das mobile
Messsystem mit Energie versorgt ist, erfolgt die Initialisierung. Während der Initiali-
sierung werden die notwendigen Ports und Peripheriebausteine, die für die Messauf-
gabe benötigt werden, konfiguriert. Für die Kommunikation des Mikrocontrollers mit
dem WLAN- und GPS-Module ist die UART-Schnittstelle vorgesehen. Die UART-
Schnittstelle ermöglicht eine serielle Kommunikation, die in der Standardkonfiguration
8N1 (8 Datenbits, kein Paritätsbit und einem Stopbit) mit einer Baudrate von 9600
konfiguriert wird. Für die Kommunikation zwischen Mikrocontroller und dem Tempe-
ratursensor SHT21 wird die digitale Schnittstelle I2C eingerichtet. Des weiteren wird
ein digitaler Ausgangspin initialisiert, um den Deep Sleep Mode des WLAN Moduls
3 https://github.com/arduino/Arduino

















Abbildung 7.12.: Prozessablaufplan für Firmware der Mikrocontrollerplatine
auf der Kommunikationsplatine zu deaktivieren. Nachdem diese grundlegenden Einstel-
lungen abgeschlossen sind, werden die Daten vom GPS-Modul ausgewertet. Es wird so
lange überprüft, bis valide Daten übertragen werden. Neben den geografischen Koor-
dinaten wird durch das GPS Modul auch die aktuelle Uhrzeit übertragen. Diese wird
benötigt, um im nächsten Prozessschritt die RTC zu initialisieren. Anschließend ist das
mobile Messsystem funktionsfähig und kann im nächsten Schritt die Informationen für
die durchzuführende Messroutine laden. Als Parameter für die Messroutine kann die
Abtastzeit der Sensoren definiert werden. Es besteht die Möglichkeit zwischen 10, 30
und 60 Sekunden zu wählen. Nach dem Abschluss der Initialisierung der Messroutine
versetzt sich der Mikrocontroller in den Low Power Mode. In diesem Modus wartet das
mobile Messsystem darauf, dass die RTC in Abhängigkeit von der Messroutine einen
Interrupt auslöst. Dieser Interrupt löst die Messung aus, in der die Temperatur und
Luftfeuchtigkeit zusammen mit den geografischen Koordinaten erhoben werden. Nach-
folgend werden diese an die Kommunikationsplatine übertragen. Der Mikrocontroller
versetzt sich wieder in den Low Power Mode und wartet, bis der nächste Messinterrupt
erfolgt.









Abbildung 7.13.: Prozessablaufplan für Firmware der Kommunikationsplatine
Firmware für Kommunikationsplatine Wie bereits eingeführt, übernimmt die Firmware
der Kommunikationsplatine die Übertragung der Sensordaten in die Dateninfrastruk-
tur. Die Sensordaten werden über die UART Schnittstelle an die Kommunikationsplati-
ne übergeben. Nachdem die Daten vollständig an die Kommunikationsplatine übermit-
telt sind, erfolgt der Verbindungsaufbau mit dem definierten WLAN Netzwerk. Darauf
folgend werden die Sensordaten über das MQTT Protokoll an die Dateninfrastruktur
übertragen. Ist die Datenübertragung erfolgreich, wird das WLAN Modul in den Sleep
Mode gesetzt, um somit einen sehr geringen Energiebedarf zu erreichen. Durch einen
externen Interrupt von der Mikrocontrollerplatine wird das WLAN Modul wieder in
den normalen Betriebszustand überführt und der Programmablauf erfolgt von Beginn
an.
Geräteträger Die dritte Hauptkomponente des mobilen Messsystems bildet der Gerä-
teträger. Der Geräteträger hat die Aufgabe, die Hardwareplatinen vor äußeren Umwelt-
einflüssen zu schützen. Mittels CAD Programm wurde der Geräteträger entwickelt. Er
besteht aus den drei Elementen Gehäuse, Wetterhütte und Bodenplatte. Für die pro-
totypische Umsetzung wurde das Gehäuse mittels 3D-Drucker realisiert. In Abbildung
7.14 sind die gedruckten Elemente, Gehäuse (links), Wetterhütte (mitte) und Boden-
platte (rechts) dargestellt. Der Geräteträger wurde mit dem 3D-Drucker Ultimaker 2+
und dem Druckmaterial ApolloX (Durchmesser:2.85mm, Farbe: weiß) am Helmholtz-
Zentrum für Umweltforschung gedruckt. In das Gehäuse können die Hardwarekom-
ponenten dann fest verbaut werden. Eine Sinterkappe schützt das Sensorboard vor
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Abbildung 7.14.: Gehäusekomponenten für die Mikrocontroller basierten Systemlösun-
gen (links: Gehäuse für Hardwareplatinen und Sinterkappe, mitte:
Wetterschutzhütte, rechts: Bodenplatte mit Batteriehalterung).
Umwelteinflüssen und Tauwasserausfall. Die Integration einer Wetterhütte dient zum
Schutz vor Regen, Schnee und Sonneneinstrahlung. Für den Prototypen ist sie aus fünf
Lamellen aufgebaut. Die Bodenplatte bildet den Abschluss des Gehäuses. An ihr ist die
Energiequelle integriert sowie Bohrungen für die Befestigung des mobilen Messsystems
an einem Fahrrad.
7.3.3.3. Fernerkundung - Remote
Erdbeobachtungen aus der Luft ermöglichen es, großskalige Informationen über den
Zustand der Erdoberfläche zu erhalten. Die Fernerkundung verfolgt das Ziel für ver-
schiedenartige (z.B. geografische oder geologische) Anwendungsgebiete bildhafte Daten
zu erheben. Die Fernerkundung hat ihre Wurzeln in dem russischen Satelliten Sputnik,
der am 4.Oktober 1957 gestartet wurde. Die ersten meteorologischen Untersuchungen
erfolgten mit dem Satellitenprogramm TIROS4. Seit dieser Zeit haben sich in der Wis-
senschaft Methoden etabliert, mit deren Hilfe wichtige Indikatoren über verschiedene
Zustandsgrößen der Erde gewonnen werden können (vgl. [Bannari et al. 2009, 96ff]).
In diesem Zusammenhang haben sich auch der Indikator der Landoberflächentempera-
tur (LST) und der normierte differenzierte Vegetationsindex (NDVI) etabliert. Durch
das Sentinel Programm der ESA hat eine neue Dynamik Einzug in die Fernerkundung
gehalten. Die offene Bereitstellung der Daten hat einen neuartigen Dienstleistungssek-
tor etabliert, der innovative Datenprodukte Anwendern zur Verfügung stellt. Um die
Landoberflächentemperatur zu bestimmen, müssen entsprechende optische Sensoren
4 Television InfraRed Observation Satellite
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im thermalen Wellenlängenbereich im Satelliten integriert sein. Für die Prozessierung
des NDVI ist das Nah Infrarot (NIR) und das rote sichtbare Band (Rot) notwendig.
Die Landoberflächentemperaturen können mittels thermaler Infrarotsensoren prozes-
siert werden. Die notwendigen Sensoren zur Prozessierung von NDVI und LST können
durch die Satelliten Landsat8 oder Sentinel-2 abgedeckt werden.
7.3.3.4. Offene Datenquellen
Die Bereitstellung offener Datenschnittstellen für den Bereich des Umweltmonitorings
steigt kontinuierlich. Neben offenen Daten von Messinfrastukturen, wie sie z.B. der
Deutsche Wetterdienst bereitstellt, spielen auch Daten von Umgebungsinformationen
eine wichtige Rolle. Fragen hinsichtlich der Klassifizierung oder Charakterisierung ur-
baner Gebiete lassen sich zum Beispiel mittels OpenStreetMap5 beantworten. Open-
StreetMap verfolgt das Ziel, offene Weltkarten mit vielen zusätzlichen Informationen
über z.B. Häuser, Wälder oder Straßen zur Verfügung zu stellen. In Hinblick auf eine
mögliche Informationsbasis in Bezug auf die thermische Exposition, ist festzustellen,
dass OpenStreetMap hervorragende Informationen über die Verteilung von Gebäuden,
Straßen und Grünflächen anbietet. OpenStreetMap wurde 2004 gegründet und stellt
seitdem lizenzkostenfreie Geoinformationen und Kartenmaterial zur Verfügung. Seit
2012 steht die OpenStreetMap Datenbank unter der Open Database Licence (ODbL)
1.0. Über die Datenschnittstelle Overpass API6 können Anfragen an die OpenStreet-
Map Datenbank erfolgen. Für diese API sind bereits Bibliotheken für unterschiedliche
Programmiersprachen wie z.B. Python oder R entwickelt.
7.3.3.5. Crowd Sensing
Crowd Sensing, die Erhebung von Daten durch die Bevölkerung, erfolgt durch den Ein-
satz mobiler Endgeräte. Für die Bestimmung der Individuellen Thermischen Exposition
wurde eine App entwickelt. Mit Hilfe dieser App ist es möglich, ortsbezogenes subjekti-
ves Temperaturempfinden zu erheben. Die App lässt sich sowohl auf der Plattform iOX
als auch durch Android nutzen. Die sogenannte Urban2Lab App ist eine native Appli-
kation, welche mit Hilfe des React-Native Framework entwickelt wurde. React Native
hat den großen Vorteil, dass sowohl Android als auch iOX Apps in der gleichen Pro-
5 https://www.openstreetmap.de/
6 https://wiki.openstreetmap.org/wiki/Overpass_API
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Abbildung 7.15.: Crowd Sensing Applikation zur Bestimmung des subjektiven Tempe-
raturempfindens mittels Smartphone Applikation
grammiersprache entwickelt werden können. Die Urban2Lab App ist eine Single Side
Anwendung, die aus vier Eingabeelementen besteht. Sie beschreiben vier verschieden-
artige Empfindungszustände (Low, Medium, High, Extreme), die ausgewählt werden
können. Wählt man sein persönliches Temperaturempfinden aus, werden anschließend
über die Geolokalisationsfunktion des jeweiligen Betriebssystems die zugehörigen geo-
grafischen Koordinaten (Breitengrad, Längengrad) ermittelt. Im anschließenden Dialog
erscheint eine Infobox, in der die erhobenen Daten bestätigt werden müssen, damit sie
an die Dateninfrastruktur übertragen werden können; der Datentransfer erfolgt über
HTTP. Die beschriebene Crowd Sensing Applikation ist in der Abbildung 7.15 zu-
sammengefasst. Eine noch nicht berücksichtigte Funktionalität, das übermitteln von
zusätzlichen Kontextinformationen mittels Freitext, ist für weitere Untersuchungen in
der mobilen Applikation bereits vorgesehen.
7.4. Systemmanagement - zur Bestimmung der Thermischen Exposition
7.4.1. Entwicklung einer Systemarchitektur
In diesem Prozessschritt wird ein Architekturkonzept vorgestellt, das sich an den spe-
ziellen Anforderungen des skalenübergreifenden Umweltmonitorings orientiert. Insbe-
sondere die Vielzahl von unterschiedlichen Sensorsystemen mit sehr verschiedenartigen
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Abbildung 7.16.: Modulare und serviceorientierte Systemarchitektur
Datenmodellen prägen die Ausrichtung der Systemarchitektur. Unter Berücksichtigung
dieser Aspekte beschreibt die Systemarchitektur zur Bestimmung individueller ther-
mischer Expositionen einen modularen sowie serviceorientierten Lösungsansatz (vgl.
[Usländer et al. 2010, 977ff]). Durch eine derartige Systemarchitektur können interdis-
ziplinäre Arbeitsgruppen einzelne Module in ihrer jeweiligen Implementierungssprache
entwickeln und anschließend in das Gesamtsystem integrieren. Auch die Integration be-
reits entwickelter Systemlösungen ist mit diesem Ansatz realisierbar. Angewendet auf
das Konzept des Exposure Data Service ist in der Abbildung 7.16 die allgemeine Syste-
marchitektur als Komponentendiagramm dargestellt. Das Komponentendiagramm ist
eine Darstellungsmöglichkeit bzw. Modellierungssprache für Systeme, die aus der Uni-
fied Modeling Language (UML)7 hervorgeht.
Die Systemarchitektur besteht aus den drei Servicemodulen TE Data Service, Kontext
Map Service und In Situ Map Service. Über Kommunikationsschnittstellen sind diese
miteinander verbunden. Der TE Data Service bildet zum einen die Schnittstelle zum
Anwender bzw. dem übergeordneten Model (Raster Model Exposure Pattern) und zum
anderen greift er auf die unterlagerten Services Kontext Map Service und In Situ Map
Service zu. Intern hat der TE Data Service die Aufgabe, die Datenfusionsmethode
zwischen Kontext und in situ Informationen, wie sie in Abschnitt 6.3 eingeführt wur-
de, durchzuführen. Hierfür stellen die namensgleichen Services die notwendigen Daten
zur Verfügung. Im Fall des Kontext Map Service greift dieser auf offene Datenquellen
7 http://www.uml.org/
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(Open Data) und auf Fernerkundungsdaten (Remote Sensing Data) zurück. In Verbin-
dung mit dem In Situ Map Service stehen die stationären und mobilen Datenquellen
sowie die Daten die unter Mitwirkung der Bevölkerung erhoben werden (Crowd). Die
Zuordnung der Datenquellen ist im Rahmen der Dissertation durch Wissensaustausch
mit Domänenexperten entwickelt worden.
7.4.2. Spezifikation der Komponenten
Wie mit dem Modul Systemarchitektur entwickeln eingeführt, wird einem modula-
ren sowie serviceorientierten Ansatz gefolgt. Darauf aufbauend werden in diesem Pro-
zessschritt die einzelnen Komponenten detailliert spezifiziert. In der Abbildung 7.17
sind dafür alle Komponenten für die jeweiligen Services aufgeführt. Jeder Service in
der Systemarchitektur beinhaltet einzelne Microservices, die sich in die Architektur-
schichten Programmlogik und Indikator Prozessierung eingliedern lassen. Die Heran-
gehensweise, die einzelnen Services aus Microservices aufzubauen, verspricht den Vor-
teil, Skalierungen und Systemerweiterungen zu ermöglichen. Jeder Microservice kann
Abbildung 7.17.: Modulare und serviceorientierte Systemarchitektur mit spezifizierten
Komponenten
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als eigenständiges Entwicklungsprojekt gesehen werden, der in der Systemarchitektur
atomar und unabhängig arbeitet. Ein wichtiges Merkmal hierbei bildet die Definition
von Schnittstellen, sodass die Microservices miteinander kommunizieren können. Aus
diesem Grund wird diese Thematik in einem separaten Modul, Datenflüsse erfassen,
definiert. Nachfolgend werden die beiden Architekturschichten Programmlogik und In-
dikator Prozessierung mit ihren jeweiligen Microservices detailliert erläutert.
7.4.2.1. Programmlogik
Die Architekturschicht Programmlogik findet sich in allen drei Services wieder und
besteht aus drei Microservices. Die Aufgabe dieser Schicht ist es, Datenfusionen durch-
zuführen und die Ergebnisse per Datenschnittstelle (API) zur Verfügung zu stellen. Die
Definition der zu verwendenden Datentransformationsstrategie wird durch den Micro-
service UI Rules Engine abgebildet. Das daraus entwickelte Modell wird durch den
spezifischen Mircroservice (TE-, Kontext- und In Situ Map Prozessierung) für Berech-
nungen zur Verfügung gestellt. Neben der Bereitstellung der Modelle kommunizieren
diese Mircoservices auch mit der darunter liegenden Architekturschicht Indikator Pro-
zessierung, um die notwendigen Eingangsdaten für das Modell zu bekommen. Für die
Kontext Map Prozessierung werden die Indikatoren LST, NDVI und Landnutzung be-
nötigt. Der Mircoservice zur Prozessierung der In Situ Map greift auf die Indikatoren
Subjektive Temperatur und Wärmeindex zurück.
7.4.2.2. Prozessierung der Indikatoren
Die Prozessierung der Indikatoren ist eine zusätzliche Systemschicht im In Situ- und
Kontext Map Service. Sie hat die Aufgabe, die Berechnung der Indikatoren für die je-
weiligen Rasterelemente der Karten durchzuführen. Die Ergebnisse bilden die gezeigte
Datengrundlage für die Programmlogik. Die Prozessierung der Indikatoren erfolgt in
modularen Microservices. Jeder Microscervice hat eine Datenverbindung zur dazuge-
hörigen Datenbank.
NDVI Der normierte differenzierte Vegetationsindex (NDVI) ist einer von vielen In-
dizes, die charakteristische Eigenschaften der Erdoberfläche beschreiben (vgl. [Bannari
et al. 2009, 97]). Für die thermische Charakterisierung urbaner Gebiete haben Feldex-
perimente in wissenschaftlichen Studien gezeigt, dass der NDVI sich als eine wichtige
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Kenngröße dafür etabliert hat (vgl. [Yuan and Bauer 2006, 9ff] [Kabisch et al. 2019,
274ff]). In Gleichung 7.1 ist die allgemeine Berechnungsvorschrift für den NDVI zusam-
mengefasst.
NDV I = NIR−Rot
NIR+Rot
(7.1)
Wobei NIR die spektrale Reflektanz im nahen Infrarot und RED die spektrale Reflek-
tanz im sichtbaren roten Bereich repräsentiert. Der Wertebereich des NDVI erstreckt
sich von -1 bis 1. NDVI Werte im Bereich von -1 sind verbunden mit dem Vorkommen
von Wasser. Für Felsen, Sand oder Schnee liegen die NDVI Werte im Bereich um 0 (-0,1
bis 0,1). Graslandschaften und Sträucher ergeben Werte von 0,2 - 0,4. NDVI Werte im
Bereich von 1 sind charakteristisch für gemäßigte und tropische Regenwälder.
LST Die Bestimmung der Landoberflächentemperatur ermöglicht es, Landschaftspro-
zesse wie zum Beispiel Energie- und Wassergleichgewichte zu untersuchen (vgl. [Kustas
and Anderson 2009, 2072ff]). Die Untersuchungen der Landoberflächentemperatur be-
ruhen auf der theoretischen Grundlage des Planckschen Strahlungsgesetzes, welches die
spektrale spezifische Ausstrahlung beschreibt und dem Stefan-Boltzmann Gesetz, wel-
ches in Abhängigkeit der Temperatur die abstrahlende Gesamtenergie eines schwarzen
Körpers ausdrückt (vgl. [Kuenzer et al. 2015]). Im Fall eines idealen schwarzen Körpers









mit C1 = 1,1910 ·10−16Wm2 und C2 = 1,4387 ·104µm ·K. Die Eigenschaften der Erd-
oberfläche lassen sich keineswegs als idealen schwarzen Körper beschreiben. Die Strah-
lungseigenschaften werden durch die Erdoberfläche erheblich beeinflusst. Diese Eigen-
schaften, die die Strahlungsdichte beeinflussen, werden als Emissivität ελ bezeichnet.
Aufbauend auf dieser theoretischen Grundlage sind eine Vielzahl an Algorithmen ent-
standen, die sich mit der Berechnung der Landoberflächentemperatur beschäftigen (vgl.
[Li et al. 2013, 26-27]). Im Rahmen der Dissertation wird auf den Algorithmus nach
Chander [Chander et al. 2009, 11f] zurückgegriffen. Er beschreibt Landoberflächentem-
peratur auf Basis folgender Berechnungsvorschrift:










WobeiK1 undK2 bandspezifischeWärmeumwandlungskonstanten (K1_ CONSTANT_
BAND_ 10, K1_ CONSTANT_ BAND_ 11) sind, die sich in den Metadateien be-
finden. Lλ beschreibt die spektrale Strahldichte in der Atmosphäre. Sie kann mittels
Gleichung 7.4 bestimmt werden.
Lλ =ML ∗Qcal +AL (7.4)
Zur Bestimmung der spektralen Strahldichte ist der bandspezifische multiplikative Res-
kalierungsfaktor (radiance_ mult_ band_ 10/11)ML und der bandspezifische additive
Reskalierungsfaktor (radiance_ add_ band_ 10/11)) AL von Bedeutung. Die Variable
Qcal beschreibt den gemessenen Wert.
Landnutzung Landnutzung, die Art und Weise der Nutzung des Landes durch den
Menschen, ist eine Kenngröße, die für klimatische Erscheinungen von Bedeutung ist.
Ob Wohnungssiedlungen, Parkanlagen, Grünflächen oder Gewerbegebiete - all diese
Strukturen beeinflussen das Klima. Durch den Indikator Landnutzung wird eine Kenn-
zahl geschaffen, die bei der Berechnung der thermischen Exposition genau auf diese
Eigenschaften eingehen soll. Informationen für die Bestimmung der Landnutzung ba-
sieren auf den Daten von OpenStreetMap. Aufbauend auf dem allgemeinen Daten-
modell von OpenStreetMap (nodes, ways und relations) können zusätzliche Attribute
(tags) mit an das Datenpaket angehängt werden; die sogenannten Map Features (vgl.
[OpenStreetMap 2019]). Einige dieser Attribute sind z.B. Landnutzung (Landuse), Ge-
bäude (Building) oder Straßen (Highway). Jedes dieser Attribute hat zusätzlich noch
Unterklassen, die die Attribute detaillierter beschreiben können. Die Berechnung der
Landnutzung beruht im Rahmen der Dissertation auf einer einfachen Zergliederungs-
methode. Die Anzahl der Gebäude in einem Rasterelement wird in das Verhältnis
gesetzt zur Gesamtanzahl der Gebäude und Landnutzungselemente. Dieses Kennzahl
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Wärmeindex (Heat Index) Der Einfluss der Temperatur auf die Gesundheit des Men-
schen ist im Rahmen der Dissertation bereits erläutert worden. Ein Indikator, der
diesbezüglich eingeführt wird, ist der Wärmeindex. Welche Kenngrößen bei der Bestim-
mung des Wärmeindexes eine wichtige Rolle spielen, wird ausführlich durch Steadman
[Steadman 1979] [Steadman 1984] untersucht. Aufbauend auf diesen Untersuchungen
sind unterschiedliche Methoden entstanden, um den Wärmeindex zu bestimmen (vgl.
[Anderson et al. 2013, 1113]). Für die Prozessierung des Wärmeindexes (HI) wird im
Rahmen der Dissertation auf die Regression von Rothfusz [Rothfusz 1990, 2] zurückge-
griffen, die in Gleichung 7.6 zusammengefasst ist. Wobei T die Umgebungstemperatur
und R die relative Luftfeuchtigkeit beschreibt.
HI =−8.784695 + 1.61139411T + 2.338549R−0,14611605TR−1.2308094∗10−2T 2
−1.6424828∗10−2R2 + 2.211732∗10−3T 2R+ 7.2546∗10−4TR2
−3.582∗10−6T 2R2
(7.6)
Subjektive Temperatur Die subjektive Temperatur (ST) bildet das Temperaturempfin-
den der Bevölkerung ab und wird mittels der Smartphone App aus Abschnitt 7.3.3.5
erhoben. Für die Berechnung der subjektiven Temperatur wird der arithmetische Mit-
telwert über die möglichen Zustände (Low, Medium, High, Extreme) gebildet. Glei-






7.4.3. Erfassung der Datenflüsse
Das Modul Datenflüsse erfassen beschreibt die Interaktion zwischen den einzelnen (Mi-
kro)Services. Hierfür wird ein Sequenzdiagramm, wie es in Abbildung 7.18 dargestellt
ist, verwendet. Der Anwender bzw. das Raster Model Exposure Pattern stellt eine An-
frage hinsichtlich der thermischen Exposition an den TE Data Service. Zur Erstellung
der TE Map benötigt der Service die Kontext- und In Situ Map. Im ersten Prozess-
schritt wird der Kontext Map Service angefragt. Auf Basis der übermittelten Rasterung
werden die Indikatoren (LST, NDVI und Landnutzung) und anschließend die Kontext
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Abbildung 7.18.: Sequenzdiagramm zur Visualisierung der Datenflüsse zwischen den
Servicemodulen
Map berechnet. Diese Informationen werden als Antwort dem TE Map Service übertra-
gen. Im zweiten Prozessschritt stellt dieser eine Anfrage an den In Situ Map Service auf
Basis derselben Rasterung. Dieser prozessiert die definierten Indikatoren (Wärmeindex
und Subjektive) und erstellt dann die In Situ Map. Das Ergebnis wird als Antwort an
den TE Map Service zurückgesendet. Aufbauend auf diesen Ergebnissen wird die Map
für die thermische Exposition berechnet (TE Map) und als Antwort dem Anwender
zur Verfügung gestellt.
7.4.4. Inbetriebnahme der IT Infrastruktur
Das Rollout der IT Infrastruktur beschreibt die Inbetriebnahme der Systemarchitektur.
Die Umsetzung einer modularen serviceorientierten Architektur auf Basis von Micro-









































Abbildung 7.19.: IT Rollout
services wird im Rahmen der Dissertation mittels der Docker Technologie umgesetzt.
Docker stellt eine leichtgewichtige Alternative zu virtuellen Maschinen dar und ermög-
licht es getrennt ausführbare Services aufzubauen. Der Docker Host bildet dabei die
Umgebung, in dem alle Docker Container betrieben werden. Innerhalb des Docker Host
haben alle Docker Container ihr eigenes Netzwerkinterface, sodass eine interne Kom-
munikation zwischen jedem Docker Container möglich ist. In der Grundkonfiguration
wird jeder Docker-Container dem „Default Bridge“-Netzwerk zugeteilt. Dieses Stan-
dardnetzwerk bietet eine Grundkonfiguration, um die Kommunikation aller Container
untereinander zu gewährleisten. Da Docker aber gleichzeitig die Möglichkeit bereit-
stellt, eigene Sub-Netzwerke zu erstellen, ist es möglich eigene Netzwerkstrukturen mit
definierten Zugriffsrechten aufzubauen. Neben der Konfiguration der Netzwerkstruk-
tur ist die Verwaltung des Dateisystems eine ebenso wichtige Eigenschaft von Docker.
Jedem Docker Container können Speicherbereiche auf dem Docker Host System zu-
geordnet werden. Dies ermöglicht eine persistente Speicherung wichtiger Daten bzw.
können sich mehrere Docker Container Speicherbereiche teilen. Für die definierte Sys-
temarchitektur zu Bestimmung thermischer Expositionen wird die in Abbildung 7.19
dargestellte IT Infrastruktur auf Basis der Docker Technologie eingesetzt. Die Infra-
struktur in ihrer Gesamtheit soll dabei über zwei zentrale Einstiegspunkt erreichbar
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Service Softwaretool
Datenschnittstelle Python Flask REST API, Rabbit MQ 8
Pre-Processing Node-Red 9
Datenbank Container (DB) InfluxDB 10
Dashboard Container Grafana 11
UI Rules Engine Python Flask Webserver 12
API Python Flask REST API 13
Indicator Container Python, R
Map Processing Node-Red
Reverse Proxy Traefik 14
Tabelle 7.6.: Softwaretools für die IT Infrastruktur zur Prozessierung der thermischen
Exposition
sein. Zum einen werden Anfragen an den TE Data Service durch Anwender über ein
Reverse Proxy möglich sein und zum anderen bietet die IT Infrastruktur einen Daten-
schnittstelle für die Sensoren bzw. externen Services. Über die Datenschnittstelle findet
eine bidirektionale Kommunikation zwischen den Sensoren und den externen Services
statt. Als Softwaretechnologie für die Datenschnittstelle kommt ein Message Broker
(Rabbit MQ) und eine REST Schnittstelle zum Einsatz. Über den Message Broker
wird mittels MQTT Protokoll kommuniziert. Die Fernerkundungsdaten und die offe-
nen Daten von OSM kommunizieren über die REST Schnittstelle. Intern verbunden
mit der Datenschnittstelle ist zum einen der Pre-Processing Container und zum an-
deren die Container zur Bestimmung der Indikatoren. Der Pro-Processing Container
sorgt dafür, dass die Sensordaten so verarbeitet und angereichert werden, dass diese
in den Datenbanken abgespeichert werden können. Hierfür wird das grafische Entwick-
lungswerkzeug Node-Red eingesetzt. Die anschließende Abspeicherung der Daten er-
folgt mittels dem Open Source Datenmanagementsystem InfluxDB. Aufbauend auf dem
Datenmanagementsystem und den externen Services können die Indikatoren berechnet
werden. In Anlehnung an die modulare serviceorientierte Systemarchitektur werden
die Berechnungen der Indikatoren in einzelnen Docker Containern durchgeführt. Diese
vier Komponenten bilden die Architekturschicht Indikator Prozessierung. Die Defini-
tion der Regelbasis, auf der die Klassifikation durchgeführt wird, wird mit Hilfe einer
Weboberfläche auf Basis von Python Flask realisiert (UI Rules Engine). Aufbauend
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auf den Indikatoren und der Regelbasis werden die Rasterkarten (Map Processing) er-
stellt. Die Implementierung erfolgt mittels Node-Red. Neben dem API Container, der
die Expositionen bereitstellt, kann der Anwender über ein Dashboard eine explorative
Datenanalyse durchführen. Diese vier Docker Container bilden die Programmlogik. In
Tabelle 7.6 sind die einzelnen Docker Container mit den dazugehörigen Softwaretools
zusammengefasst. Das Erstellen der beschriebenen Docker Container erfolgt mit Hilfe
von Dockerfiles. In dieser Datei wird der Container mit den Eigenschaften (Netzwerkin-
terface, Dateisystem oder Umgebungsvariablen) beschrieben. Anschließend kann dieses
Dockerfile durch den Docker Host gestartet werden. Diese IT Infrastruktur bildet die







8. Thermische Charakterisierung des Mobilen Messsystems
Im Kapitel 7 wird das Thema der mobilen Messsysteme als notwendige Datenquel-
le für eine skalenübergreifende Monitoringstrategie diskutiert und eingeführt. Das im
Rahmen der Dissertation entstandene mobile Messsystem wird in diesem Kapitel hin-
sichtlich der thermischen Eigenschaften untersucht. Kenntnisse über die thermischen
Eigenschaften sind notwendig, um die Rasterelementen, wie sie in Abschnitt 7.2.4 be-
nötigt werden, angemessen zu dimensionieren. Die Charakterisierung der thermischen
Eigenschaften erfolgt mittels eines Laborexperimentes.
8.1. Material und Methode
Die Charakterisierung der thermischen Eigenschaften basiert auf einer experimentellen
Identifikationsmethode aus der Systemtheorie. Sie ermittelt das Systemverhalten aus
gemessenen Eingangs- und Ausgangskenngrößen. Je nach Wahl der Eingangskenngrö-
ße können unterschiedliche Systemeigenschaften untersucht werden. Um den Heraus-
forderungen urbaner Ökosysteme gerecht zu werden, ist es notwendig die dynamischen
Eigenschaften des Messsystems zu kennen. Augenblickliche Temperaturänderungen auf
Grund vonWärmeinseln im urbanen Ökosystem müssen abgebildet werden können. Für
das Laborexperiment bedeutet dies, dass sprunghafte Eingangssignale für die Charakte-
risierung der mobilen Messsysteme herangezogen werden müssen. In der Systemtheorie
spricht man von einer Sprungfunktion als Eingangssignal. Die Sprungfunktion E(t) ist
dadurch gekennzeichnet, dass sich ihr Wert zu einem definierten Zeitpunkt t0 sprung-
haft ändert.
E(t) =
 0, t≤ t01, t≥ t0 . (8.1)
Um derartige Eingangsignale zu erzeugen, kommt eine Klimakammer der Modellreihe
Isco FTD100, wie in Abbildung 8.1 dargestellt, zum Einsatz. Mit Hilfe dieser Klima-
kammer ist es möglich, den Innenraum in einem Bereich von 4◦C bis 40 ◦C zu temperie-
ren. Eine sprunghafte Temperaturänderung wird erzeugt, indem die Klimakammer auf
eine definierte Temperatur aufgeheizt wird. Anschließend wird das zu untersuchende
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Abbildung 8.1.: Eingesetzte Klimakammer zur thermischen Charakterisierung des mo-
bilen Messsystems (Modellreihe Isco FTD100)
Messsystem in die Klimakammer gelegt. Zur Charakterisierung des mobilen Messsys-
tems sind drei unterschiedliche Konfigurationen untersucht worden.
1. Sensorhardware des Mobilen Messsystems ohne Gehäuse
2. Mobiles Messsystem mit Gehäuse und aufgeschraubter Sinterkappe
3. Mobiles Messsystem mit Gehäuse, aufgeschraubter Sinterkappe und Wetterhütte
Die Konfigurationen der mobilen Messsysteme sind in der Abbildung 8.2 dargestellt. Im
Abbildung 8.2.: Darstellung der drei untersuchten Konfigurationen des mobilen Mess-
systems zur Charakterisierung thermischer Eigenschaften. Konfigura-
tion 1 (links), Konfiguration 2 (mitte) und Konfiguration 3 (rechts)
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Laborexperiment wird die Klimakammer auf ein Temperaturniveau von 40 ◦C einge-
stellt. Durch das Hineinlegen des mobilen Messsystems in die Klimakammer wird eine
sprunghafte Temperaturänderung von Laborbedingungen auf die eingestellten 40 ◦C
der Klimakammer hervorgerufen. Diese Methode wird bei allen drei Konfigurationen
angewendet. Die gemessene Temperatur im Messsystem repräsentiert dann das Aus-
gangssignal. Die Temperatur wird dabei aller 30 Sekunden gemessen. Die im Ergebnis
entstehenden Temperaturverläufe werden schließlich über die Anstiegszeit quantifiziert.
Hierbei wird der Zeitpunkt bestimmt, zu dem die Zieltemperatur zu 63% (τ63) und zu
100% erreicht wird.
8.2. Ergebnis und Auswertung
Das Ergebnis zur Charakterisierung der thermischen Eigenschaften mittels Sprungant-
wort ist für die drei definierten Konfigurationen in der Abbildung 8.3 dargestellt. Die
Ordinate beschreibt die Temperatur in ◦C und die Abszisse die Zeit in Minuten. In
Abhängigkeit der Konfiguration des mobilen Messsystems sind Unterschiede im Tem-
peraturverlauf zu erkennen. Das Anstiegsverhalten und die damit verbundene Einstel-
lung der Zieltemperatur von 40 ◦C zeigt deutliche Unterschiede.
In der Konfiguration 1 erreicht das mobile Messsystem nach einer Zeit von ca. 9 Mi-
nuten die Zieltemperatur von 40 ◦C (blaue Kurve). Mit einer Zeit von ca. 15 Minuten
erreicht die Konfiguration 2 die Zieltemperatur der Klimakammer (rote Kurve). Konfi-

























Abbildung 8.3.: Ergebnis der Sprungantworten unter drei verschiedenen Konfiguratio-
nen des mobilen Messsystems
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Konfiguration Anstiegszeit bis Zieltemperatur (40◦) τ63
1 9 Minuten 1 Minute
2 15 Minuten 4 Minuten
3 32 Minuten 12 Minuten
Tabelle 8.1.: Auswertung der thermischen Eigenschaften des mobilen Messsystems in
den drei Konfigurationen
guration 3 weist die größte thermische Trägheit auf, welches sich in einer Anstiegszeit
von ca. 32 Minuten widerspiegelt. Diese Ergebnisse sind in der Tabelle 8.1 noch einmal
zusammengefasst. Zusätzlich zur Anstiegszeit bis zur Zieltemperatur wurde die An-
stiegszeit bis zu 63% des Endwertes (τ63) ermittelt. Diese Werte wurden in der Tabelle
8.1 ebenfalls zusammengetragen. Für die Konfiguration 1 beträgt τ63 eine Minute, für
die Konfiguration 2 beträgt sie vier Minuten und für die Konfiguration 3 insgesamt 12
Minuten. Laut Datenblatt des SHT21, der im mobilen Messsystem eingesetzt wird, ist
τ63 mit maximal 30 Sekunden angegeben. Dies bedeutet, dass allein durch die Hard-
wareentwicklung (Leiterplatten) eine Erhöhung der Anstiegszeit um 100% erfolgt ist.
Bei einem Vergleich der Konfigurationen miteinander, ist festzustellen, dass durch die
Integration des mobilen Messsystems in ein Gehäuse mit Sinterkappe (Konfiguration
2) eine Erhöhung der thermischen Eigenschaft um ca. 66% erfolgt. Das gesamte mobile
Messsystem (Konfiguration 3) hat im Gegensatz zur Konfiguration 1 eine Erhöhung der
thermischen Eigenschaften um 255%. Dieses Laborexperiment bildet eine Extremsitua-
tion des realen Anwendungsfalls ab, da mit einer derartigen Sprungfunktion im realen
Anwendungsfall nicht zu rechnen ist. Bei Wärmeinseln in urbanen Ökosystemen ist mit
maximalen Unterschieden von 10◦C zu rechnen. Um jedoch das thermische Verhalten
(die Anstiegszeiten) präziser zu bestimmen, ist für das Eingangssignal eine signifikante
Sprunghöhe zu wählen. Dies ist mit der Wahl der Sprunghöhe von 21◦C auf 40◦C im
Rahmen des Laborexperimentes erfolgt.
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9. Instanziierung des Exposure Data Services für thermische
Expositionen
9.1. Programmlogik
9.1.1. UI Rules Engine
Die Umsetzung der Datenfusion wird in der Systemarchitektur durch die Rules Engine
abgebildet. Wie im Abschnitt 7.1 beschrieben, wird im Rahmen der Dissertation die
Datenfusion durch eine Entscheidungstabelle abgebildet. Implementiert wurde die Ent-
scheidungstabelle als Weboberfläche mittels Python Framework Flask. Über die Webo-
berfläche wird ein Formular bereitgestellt, indem man Regeln definieren und speichern
kann. Jeder Service der Systemarchitektur besitzt seine eigene UI Rules Engine. Jede
Weboberfläche listet die zugehörigen Indikatoren und Klassen auf. Über die Webober-
fläche erfolgt die Definition der Regeln zeilenweise. In Abbildung 9.1 ist exemplarisch
die UI Rules Engine für den In Situ Map Service dargestellt. In ihr können die In Situ
Klassen mittels Wärmeindex (Heat Index) und subjektiver Temperatur definiert wer-
den. Hierbei kann ein Bereich des Wärmeindex durch Heat Index MIN und Heat Index
MAX abgedeckt werden. Der Heat Index hat einen Wertebereich von kleiner (<) 26
bis größer (>) 53. Die subjektive Temperatur als zweiter Indikator besitzt den Werte-
Abbildung 9.1.: Weboberfläche der regelbasierten UI Rules Engine
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bereich von 1 bis 4 (low, medium, high, extreme). Über die Add Row Funktion auf der
Weboberfläche können weitere Regeln festgelegt werden. Sind alle Definitionen erfolgt,
werden diese durch die Exportfunktion in die zugehörigen Datenbanken übernommen.
In diesem Zusammenhang muss beachtet werden, dass die Definitionen der Klassen
nicht auf Plausibilität geprüft werden. Diese Funktionalität sollte in weiterführenden
Betrachtungen Berücksichtigung finden.
Analog dazu erfolgen die Definitionen für die anderen beiden Services. Im Fall des
Kontext Map Service steht der NDVI in einem von -1 bis 1, die LST in einem Bereich
von -40◦C bis 60◦C und die Landnutzung in einem Bereich von 0 bis 1 zur Auswahl zur
Verfügung. Im TE Map Service kann die thermischen Exposition (TE1-TE5) mittels
den Klassen Kontext (K1-K3) und in situ (V1-V5) definiert werden.
9.1.2. Datenschnittstelle - API
Die Kommunikation zwischen den jeweiligen Services erfolgt über die Datenschnittstelle
(API). Die Grundlage der Datenschnittstellen bildet das Datenmodell des Raster Model
Exposure Pattern (Raster Data Model). Dieses Datenmodell beinhaltet die Startzeit

























Abbildung 9.2.: Schematische Beschreibung der Datenschnittstellen am Beispiel des
TE Data Services
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werden soll. Über den Typ (type) im Datenmodell kann die Gesamtheit der Features
(features) definiert werden; zum Beispiel als FeatureCollection. Als viertes und letztes
Attribut wird das Array aller Rasterelemente, für die die Expositionen berechnet wer-
den soll, definiert. Dieses Datenmodell der Rasterelemente ist in Listing 5.2 detailliert
beschrieben.
Für den TE Data Service ist die Datenschnittstelle in der Abbildung 9.2 dargestellt.
Auf Basis von HTTP POST Operationen findet die Kommunikation statt. Über die
POST Methode auf der URL „/te“ kann zu Rasterkarten die dazugehörige thermische
Exposition abgefragt werden. Um die Daten für diese Abfrage zu prozessieren, wird der
Datenfluss aus Abschnitt 7.4.3 angestoßen. Im Ergebnis wird im Datenmodel zu jedem
Rasterelement das Attribut „Exposition“ mit den berechneten Werten erweitert und
dem Raster Model Exposure Pattern als Antwort der HTTP POST Methode übermit-
telt. Diese Beschreibung am Beispiel des TE Data Service steht exemplarisch für die
gesamte Kommunikation zwischen den Services.
9.1.3. Map Prozessierung
Wie im Abschnitt 7.4.4 eingeleitet, basiert die Prozessierung der Rasterkarten auf der
Grundlage der Technologie Node-Red. Node-Red ist eine Entwicklung von IBM mit
dem Fokus auf einer prozessorientierten Datenverarbeitung. Die Aufgabe der Daten-
prozessierung orientiert sich am Aufbau der wissensbasierten Systeme aus Abschnitt
3.5.2. Hierbei wird durch das Modul Map Prozessierung dei „Wissensverarbeitung“
umgesetzt. Exemplarisch hierfür ist in der Abbildung 9.3 der Datenprozess für den
TE Data Service dargestellt. In Anlehnung an die Datenflüsse aus Abschnitt 7.4.3
wird dieser Prozessierungsprozess mit der Anfrage getTEMap gestartet. Hierbei han-
delt es sich um eine HTTP Post Anfrage. Daraufhin wird der Kontext Map Service
und anschließend der In Situ Map Service nacheinander ebenfalls durch eine HTTP
Abbildung 9.3.: Workflow des Moduls Map Prozessierung am Beispiel des TE Data
Services
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Post Anfrage gestartet. Die Ergebnisse werden dann durch separate Funktionen lokal
gespeichert. Ist dies erfolgt, findet die Berechnung der Exposure Map satt. Um diese zu
berechnen, wird die Regelbasis der UI Rules Engine abgefragt, sodass dann die Bestim-
mung der thermischen Exposition erfolgen kann. Nach Abschluss der Berechnung, wird
das Datenmodell aus Abschnitt 9.1.2 mit den berechneten Expositionen als Antwort
zurückgesendet.
9.2. Prozessierung der Indikatoren
Die Prozessierung und die Integration der Indikatoren in die Datenfusion ist ein we-
sentliches Artefakt dieser Dissertation. Im Abschnitt 7.4.2 wurden die Prozessierungs-
elemente eingeführt und definiert. Im Kontext Map Service werden LST, NDVI und
die Landnutzung prozessiert. Der In Situ Map Service beinhaltet die Prozessierung der
subjektiven Temperatur und des Wärmeindexes.
9.2.1. LST Prozessierung
Die Prozessierung der Landoberflächentemperatur (LST) erfolgt auf Basis von Fer-
nerkundungsdaten und beruht auf der Planckschen Strahlungsgleichung 7.2 sowie der
darauf aufbauenden Bestimmungsgleichungen 7.3, 7.4 nach Chander [Chander et al.
2009]. Das Ziel dieser Prozessierung ist es somit, auf Basis der Fernerkundungsdaten
die LST der Rasterelemente zu bestimmen, die in Abschnitt 7.2.2 eingeführt sind.
9.2.1.1. Material und Methode
Die Datengrundlage zur Bestimmung der Oberflächentemperatur bildet der Satellit
Landsat8. Für das Untersuchungsgebiet Leipzig liefert Landsat8 zwei Bildsequenzen
(Path 194/Row 24 und Path 193/Row 24), auf denen die Prozessierung durchgeführt
werden kann. Die Wiederholungsrate dieser Bildsequenzen liegt bei 14 Tagen. Die ex-
akte Bezeichnung der verwendeten Satellitendaten lautet „Landsat 8 OLI/TIRS C1
Level-1“. Aufbauend auf diesen Daten wird zur Prozessierung der Oberflächentempe-
ratur die Google Earth Engine1 eingesetzt. Die Google Earth Engine beschreibt eine
Plattform für geowissenschaftliche Daten und Analysen. Über den zur Verfügung ge-
1 https://earthengine.google.com/
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stellten Editor2 kann die Prozessierung der LST erfolgen.
1var geometrya1 = /* color: # d63000 */ ee.Geometry.Polygon (
2[[[12 .311 ,51 .363 ] ,[12 .337 ,51 .363 ] ,[12 .337 ,51 .380],
3[12 .311 ,51 .380 ] ,[12 .311 ,51 .363 ]]])
4var a1 = ee.Feature ( geometrya1 ,
5{label: 'a1 '});
6var raster = new ee.FeatureCollection ([a1]);
7
8var landsat8Toa = ...
ee.ImageCollection ('LANDSAT /LC08/C01/ T1_TOA ');
9var temps = landsat8Toa.filterBounds ( raster )
10.filterDate ('2017 -01 -01 ', '2018 -12 -31 ')
11.select ('B10 ');
12
13temps = temps.map ( function (image) {
14return image.addBands ( image.subtract (273 .15) .select ([0] , ...
['Temp ']));});
15var tempTimeSeries = ui.Chart.image.seriesByRegion ({
16imageCollection : temps ,
17regions : raster ,
18reducer : ee.Reducer.mean (),
19band: 'Temp ',
20scale: 200,
21xProperty : 'system : time_start ',








Listing 9.1: Quellcode zur Bestimmung der LST eines Rasterelementes mittels
Google Earth Engine Editor
2 https://code.earthengine.google.com/
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Anschließend kann dieser Programmcode mittels Docker Container als Microservice
in eine Systemarchitektur integriert werden. In dem Programmausschnitt 9.1 sind die
wesentlichen Elemente für die Prozessierung eines Rasterelements zusammengefasst.
Mit Hilfe des Programmcodes ist es möglich eine Zeitreihe der Oberflächentempera-
tur für ein Rasterelement zu berechnen. Zu Beginn wird das Rasterelement definiert
(Zeile 1-3). Anschließend findet die Umwandlung und Bezeichnung des Rasterelements
in ein GeoJSON Feature Objekt (Zeile 4-5) statt. Das erstellte Objekt wird dann zu
einer Feature Collection zusammengefasst (Zeile 6). Beginnend mit der Zeile 8 bis zur
Zeile 11 erfolgt die Berechnung der Oberflächentemperatur durch die Definition des
verwendeten Datensatzes (LANDSAT/LC08/C01/T1_TOA) und des Funktionsauf-
rufes filterBounds() auf der erstellten Feature Collection. Hierbei werden die Parameter
über den zu prozessierenden Zeitraum (Zeile 10) und dem zu verwendenden spektralen
Band (Zeile 11) vorgenommen. Für das Feldexperiment wurde ein Zeitraum von 2017-
01-01 bis 2018-12-31 und das Frequenzband B10 ausgewählt. Anschließend erfolgte
die Umwandlung der Oberflächentemperatur in Grad Celsius (Zeile 13-14). Ist die-
se Berechnung abgeschlossen, findet die Aggregation der Oberflächentemperatur über
das gesamte Rasterelement statt, mit dem Ergebnis einer durchschnittlichen Tempera-
tur als Zeitreihe (Zeile 15-22). Im Anschluss erfolgt die Definition des Diagramms zur
Darstellung des zeitlichen Verlaufes der Oberflächentemperatur für das Rasterelement
(Zeile 23-28). Dieser Quellcode stellt nun die Grundlage dar, um einzelne Regionen
hinsichtlich der LST mittels Zeitreihe zu analysieren und zu bewerten. Für die Analyse
des Untersuchungsgebietes wird für jedes Rasterelement die Berechnung der Zeitreihen
der LST durchgeführt.
9.2.1.2. Ergebnis und Auswertung
Die Auswertung der Zeitreihen für die jeweiligen Rasterelemente erfolgt auf Basis einer
Heatmap. Gegenüber der Zeitreihendarstellung ist es mit einer Heatmap möglich, die
Unterschiede zwischen den Rasterelementen signifikanter darzustellen. Das Ergebnis
der Heatmap ist für den Untersuchungszeitraum 2017-01-01 bis 2018-12-31 in der Ab-
bildung 9.4 zusammengefasst. Auf der Ordinate der Heatmap sind die Rasterelemente
(A1 bis D5) aufgetragen. Die Abszisse beinhaltet die Untersuchungszeit und durch die
Intensität der einzelnen Elemente in der Heatmap wird die LST repräsentiert, wobei die







































































Abbildung 9.4.: Ergebnis der Google Earth Engine Anfrage zur Bestimmung der LST
für alle Rasterelemente
zwischen den Rasterelementen sind im Zeitraum zwischen 21.05.2017 und 29.08.2017
sowie im Zeitraum zwischen 17.03.2017 und 25.06.2018 zu erkennen. Im ersten Zeit-
raum zeigen die beiden Rasterelemente B1 und B2 verringerte Temperaturen im Ge-
gensatz zu den restlichen Elementen. Unter Berücksichtigung der Rasterungskarte aus
Abschnitt 7.4, ist diese Region durch Wälder bzw. parkähnliche Strukturen (Rosental,
Auwald) gekennzeichnet. Dieser Effekt, dass eine langsamere Erhöhung der Temperatur
stattfindet, wird in der Literatur als Kühlwirkung von Pflanzen bezeichnet (vgl. [Feyisa
et al. 2014, 92]). Diese kühlende Wirkung ist auch im zweiten Zeitraum von 17.03.2017
und 25.06.2018 zu sehen. Neben dieser kühlenden Wirkung in der Frühlingszeit ist ein
inverses Verhalten in den Wintermonaten zu erkennen. Im Ergebnis dieses Feldexperi-
mentes konnte gezeigt werden, wie eine Charakterisierung des Untersuchungsgebietes
mittels Google Earth Engine erfolgen kann. Für die definierten Rasterelemente konnte
die LST erfolgreich ermittelt werden. Je nach strukturellen Eigenschaften der Raster-
elemente sind unterschiedliche Erwärmungsprozesse erkennbar.
9.2.2. NDVI Prozessierung
Die Prozessierung des NDVI basiert ebenso auf Fernerkundungsdaten. Wie in Ab-
schnitt 7.4.2.2 eingeführt, wird der NDVI am Beispiel des Sentinel2 Satelliten mittels
Frequenzband Band8 und Band4 berechnet. Das Modul NDVI Prozessierung beruht
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auf der Integration eines externen Datenservices, mit deren Hilfe die definierten Ras-
terelemente der Stadt Leipzig bestimmt werden können.
9.2.2.1. Material und Methode
Die Prozessierung des NDVI wird auf dem Portal Sentinel Hub3 der Firma Sinergi-
se aufgebaut. Basierend auf den frei verfügbaren Satellitendaten der ESA und USGC
bietet der Sentinel Hub eine Daten- und Serviceschnittstelle für die Auswertung von
Indikatoren wie z.B dem NDVI an. Durch die Bereitstellung einer OGC konformen
Schnitstelle (Web Map Service (WMS), Web Coverage Service (WCS) und Web Feature
Service (WFS)) kann der Sentinel Hub über HTTP Anfragen angesprochen werden.
Nach der Registrierung im Portal können Konfigurationen für individuelle Prozessie-
rungen eingestellt werden. Da die Implementierung später in Python erfolgt, wird als
Basiskonfiguration „Python scripts template“ verwendet. In dieser ist der NDVI be-
reits initialisiert, sodass keine weiteren Einstellungen vorgenommen werden müssen.
Jede erstellte Instanz besitzt seine eigene Kennung (Service End Points), die bei jeder
Anfrage mit übertragen werden muss. Nach Abschluss der Konfiguration im Portal
steht die Serviceschnittstelle zur Verfügung und kann in die eigene Applikationen in-
tegriert werden. Die Implementierung in Python ist in Listing 9.2 zusammengefasst.
Der HTTP Client, der für die Kommunikation mit dem Sentinel Hub benötigt wird,
wird über die Bibliothek requests importiert. In der Variablen URL wird der HTTP
Endpunkt hinterlegt. In der URL ist zu erkennen, dass der Feature Info Service FIS
von Sentinel Hub genutzt wird. Sentinel Hub bietet bereits statistische Auswertungen
einzelner Indikatoren für frei konfigurierbare Untersuchungsgebiete an. Mittels einer
HTTP Anfrage lassen sich diese Parameter übertragen. Im Programmcode sind diese in
der Variablen PARAMS hinterlegt. Über den LAYER können die konfigurierten Kenn-
größen aus dem Sentinel Hub ausgewählt werden. Zwei weitere wichtig Parameter sind
TIME und BBOX. Über TIME kann der Untersuchungszeitraum und über BBOX das
Untersuchungsgebiet definiert werden. Eine vollständige Erläuterung der Parameter ist
auf der Sentinel Hub API Hompage4 zu finden. Die beschriebene Schnittstellenanfrage









6'CRS ':'EPSG %3 A3857 ',
7'TIME ':'2018 -01 -01%2 F2019 -01 -01 ',
8'BBOX ':'1370224 .5010 ,6676430 .4541 , 1392147 .5962 ,6685908 .6456 ',
9'RESOLUTION ':'10 ',
10'MAXCC ':'5'}
11r = requests.get (url = URL , params = PARAMS )
Listing 9.2: Implementierung einer HTTP Anfrage an den Sentinel Hub
9.2.2.2. Ergebnis und Auswertung
Das Ergebnis der Sentinel Hub Anfrage zur Bestimmung des NDVI für die definier-
ten Rasterelemente ist in der Abbildung 9.5 zu sehen. In allen Rasterelementen re-
präsentiert die Ordinate den NDVI und die Abszisse den Untersuchungszeitraum in
Monaten. Zusätzlich zu der graphischen Darstellung des NDVI zeigt die Tabelle 9.1 ei-
ne statistische Auswertung der Rasterelemente. Hierbei wurde für jedes Rasterelement
der Mittelwert, der Maximalwert, der Minimalwert und die Varianz für den Untersu-
chungszeitraum bestimmt. Gleichermaßen wie bei der LST sind auch beim NDVI in den
Rasterelementen Variationen zu sehen. Sowohl in den Minimal- und Maximalwerten als
auch in den Trendverläufen lassen sich diese Unterschiede erkennen. Der höchste NDVI
Wert ist im Rasterelement B3 mit 0,72 am 13.07.2018 zu verzeichnen. Der niedrigste
Wert liegt im Rasterelement D5 mit 0,09 am 31.10.2018. Bei der Auswertung zeigt das
Rasterelement D5 sehr ausgeprägte Eigenschaften. Es besitzt im Mittel-, Minimal-und
Maximalwert jeweils die niedrigsten Werte von allen Rasterzellen. Das Rasterelement
D5 repräsentiert im Untersuchungsgebiet einen Randbezirk der Stadt Leipzig. Warum
dieses Gebiet solche extremen NDVI Werte aufweist, konnte im Rahmen dieser Disser-
tation nicht weiter untersucht werden, könnte aber in weiterführenden Untersuchungen
abgehandelt werden. Im Ergebnis dieses Feldexperimentes konnte gezeigt werden, wie
eine Charakterisierung des Untersuchungsgebietes mittels Sentinel Hub erfolgen kann.
Durch die technische Implementierung ist es möglich, für einzelne Rasterelemente In-

















































































































































































































































































Rasterelement Mittelwert Max Min Varianz
A1 0,41 0,54 0,24 0,005
A2 0,41 0,56 0,16 0,008
A3 0,42 0,66 0,15 0,022
A4 0,37 0,56 0,19 0,010
A5 0,39 0,64 0,15 0,023
B1 0,46 0,68 0,22 0,015
B2 0,45 0,63 0,16 0,013
B3 0,39 0,72 0,13 0,039
B4 0,37 0,67 0,19 0,030
B5 0,37 0,60 0,17 0,019
C1 0,43 0,61 0,26 0,007
C2 0,45 0,65 0,17 0,012
C3 0,41 0,58 0,17 0,014
C4 0,38 0,56 0,17 0,013
C5 0,41 0,64 0,19 0,023
D1 0,36 0,51 0,16 0,011
D2 0,43 0,59 0,19 0,008
D3 0,40 0,56 0,16 0,012
D4 0,41 0,62 0,18 0,020
D5 0,31 0,48 0,09 0,015
Tabelle 9.1.: Statistische Auswertung der NDVI Verläufe über den Untersuchungszeit-
raum 01.01.2018 - 31.12.2018. Die hervorgehobenen Zahlen repräsentieren
zu den jeweiligen statistischen Kennzahlen die Maximal- und Minimalwer-
te über alle Rasterelemente.
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9.2.3. Landnutzung Prozessierung
Bei der Prozessierung der Landnutzung werden die Rasterelemente hinsichtlich ihrer
Zergliederung charakterisiert. Auf Basis der Gleichung 7.5 werden Untersuchungen mit-
tels Feldexperiment durchgeführt.
9.2.3.1. Material und Methode
Wie im Abschnitt 7.4.2.2 eingeleitet, bilden offene Datenquellen die Datengrundlage für
die Prozessierung der Landnutzung. Als offene Datenquelle wird im Rahmen der Disser-
tation auf die Dienste von OSM zurückgegriffen. OSM bietet umfangreiche Schnittstel-
len an, um diese Daten in eigene Prozessierungsalgorithmen einfließen zu lassen. Eine
mögliche Datenschnittstelle ist die Overpass API ; für die Programmiersprache Python
steht eine gleichnamige Client Bibliothek zur Verfügung. Über die Definition einer
Abfrage (Query) können Anfragen an die Overpass API formuliert werden. Eingebet-
tet in die Grundidee des Exposure Data Service ist im Listing 9.3 eine exemplarische
Abfrage zur Bestimmung der Landnutzung (Zergliederung) an die Datenschnittstel-
le dargestellt. Im ersten Schritt werden die zu berechnenden Rasterelemente geladen
(Zeile 1). In den ersten beiden for-Schleifen werden die Koordinaten (latmin, lonmin,
latmax, lonmax) extrahiert, die das Rasterelement aufspannen (Zeile 2-8). Mit diesen
Koordinaten ist es anschließend möglich, eine Abfrage zu definieren. Um die Anzahl an
Gebäuden zu ermitteln, wird die Abfrage in Zeile 10 verwendet, für die Landnutzung
geschieht dies in Zeile 11. In Zeile 13-16 (für Gebäude) bzw. Zeile 18-21 (für Landnut-
zung) erfolgt die Anfrage an die Overpass API mit anschließender Datenaufbereitung,
sodass die relevanten Eigenschaften ausgewertet werden. Im Ergebnis wird zum einen
der absolute Wert an Gebäuden für das Rasterelement ausgegeben (Zeile 22) und zum
anderen wird die Berechnung nach Gleichung 7.5 durchgeführt. Diese Prozessierung
der Landnutzung basiert auf dem Datensatz von OSM vom 14.01.20.
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1rasterData = json.load (f)
2for y in rasterData [" features "]:
3bbList.append ([y[" geometry "][" coordinates "][0][0][1] , ...
y[" geometry "][" coordinates "][0][0][0] , ...
y[" geometry "][" coordinates "][0][2][1] , ...
y[" geometry "][" coordinates "][0][2][0]])
4for y in range (0, len( bbList )):
5boundingBoxLatMin = "%f" \% bbList [y][0]
6boundingBoxLonMin = "%f" % bbList [y][1]
7boundingBoxLatMax = "%f" % bbList [y][2]
8boundingBoxLonMax = "%f" % bbList [y][3]
9
10queryBuilding =(" way ("+ boundingBoxLatMin +"," ...
+ boundingBoxLonMin +" ,"+ boundingBoxLatMax +"," ...
+ boundingBoxLonMax +") ['building '];( ._;>;);out body ;")
11queryLanduse =(" way ("+ boundingBoxLatMin +" ,"+ boundingBoxLonMin +", ...
"+ boundingBoxLatMax +" ,"+ boundingBoxLonMax +") ...
['landuse '];( ._;>;);out body ;")
12
13dataBuilding = api.get ( queryBuilding , responseformat =" json ")
14jsonnn_treeBuilding = objectpath.Tree ( dataBuilding ['elements '])
15result_tupleBuilding = ...
tuple( jsonnn_treeBuilding.execute ('$..building '))
16resBuilding = max(set( result_tupleBuilding ), key = ...
result_tupleBuilding.count )
17
18dataLanduse = api.get ( queryLanduse , responseformat =" json ")
19jsonnn_treeLanduse = objectpath.Tree ( dataLanduse ['elements '])
20result_tupleLanduse = ...
tuple( jsonnn_treeLanduse.execute ('$..landuse '))
21resLanduse = max(set( result_tupleLanduse ), key = ...
result_tupleLanduse.count )
22print (" building absolut :"+ str(len( result_tupleBuilding )))
23print (" building fraction :"+ str(len( result_tupleBuilding )/ ...
(len( result_tupleBuilding )+ len( result_tupleLanduse ))))
Listing 9.3: Quellcode zur Bestimmung der Landnutzung eines Rasterelementes
mittels OSM
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9.2.3.2. Ergebnis und Auswertung
Abbildung 9.6.: Auswertung von OpenStreetMap Daten hinsichtlich Straßenzüge (rot)
und Gebäudestrukturen (gelb) für die Stadt Leipzig [Stand 14.01.20]
Für einen ersten Einblick in die Datenbasis von OSM ist in der Abbildung 9.6 das
gesamte Untersuchungsgebiet hinsichtlich Gebäude und Straßen zusammengefasst; in
gelber Farbe sind alle Gebäude und in roter Farbe alle Straßen dargestellt. Diese Daten-
basis in Abbildung 9.6 verdeutlicht eine starke Zergliederung der Stadt. Sehr intensiv
bebaute Areale im Stadtzentrum oder im Süden von Leipzig stehen unbebauten Flä-
chen im Nordwesten gegenüber.
Aufbauend darauf folgt im zweiten Schritt die Datenauswertung auf Basis der Raster-
elemente wie sie im Abschnitt 7.2.4 definiert sind. In der Auswertung wird die absolute
Anzahl der Gebäude sowie die relative Landnutzung nach der Berechnungsvorschrift
7.5 in den jeweiligen Rasterelementen berechnet. In Abbildung 9.6 sind diese Ergebnis-
se zusammengetragen. Betrachtet man die relative Landnutzungskennzahl (Abbildung
9.6 links) nach Gleichung 7.5, liegen die Werte der Rasterelemente in einem Bereich
von 0,81 für D4 und 0,98 für C1. Ein Wert von 0,98 deutet darauf hin, dass bei-
nahe ausschließlich Gebäude in diesem Rasterelement vorherrschen. Im Rasterelement
C1 sind mit den Stadtteilen Altlindenau und Plagwitz Gebiete mit einer erhöhten
Wohnungsdichte vorhanden, weshalb dieser Wert durchaus vertretbar ist. Betrachtet
man jedoch das Rasterelement C2 bzw. D2, sind dort ähnlich hohe Werte (0,96 bzw.
0,97) zu finden, allerdings mit einem größere Grünflächenanteil. Da die Berechnungs-
vorschrift jedoch keine Berücksichtigung der Gesamtfläche der Objekte beinhaltet, mit
deren Hilfe eine Wichtung erfolgen kann, ist dieser Effekt eine negative Erscheinung der
Auswertung. Betrachtet man die Absolutwerte der Gebäude in den jeweiligen Raster-
elementen (siehe Abbildung 9.6 rechts), sind derartige Erscheinungen weniger intensiv
ausgeprägt. Der Unterschied zwischen den Rasterelementen C2 bzw. D2 und C1 ist
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Relativ 1 2 3 4 5
A 0.93 0.84 0.91 0.91 0.86
B 0.97 0.91 0.95 0.93 0.89
C 0.98 0.96 0.91 0.95 0.92
D 0.96 0.97 0.97 0.81 0.91
Absolut 1 2 3 4 5
A 1,900 3,972 4,448 2,954 1,886
B 1,998 1,446 3,672 2,978 2,310
C 6,494 3,212 3,436 4,608 2,712
D 3,712 2,512 4,238 1,850 2,944
Abbildung 9.7.: Auswertung der Landnutzung auf Basis von Open Street Map Daten:
relative Berechnung nach Gleichung 7.5 (links), absolute Gebäudean-
zahl (rechts) [Stand 14.01.20]
mit 3212 bzw. 2512 zu 6494 Gebäuden sehr viel größer. Auffällig bei der Betrachtung
der absoluten Gebäudeanzahl ist auch die Charakterisierung des Auwaldes in den Ras-
terelementen A1, B1 und B2. In diesen sind mit die niedrigsten Werte des gesamten
Untersuchungsgebietes zu finden.
Unter Berücksichtigung dieser Ergebnisse ist zusammenfassend zu sagen, dass die Land-
nutzung auf Basis der Berechnungsvorschrift 7.2.4 bzw. der Absolutwerte der Gebäude
eine mögliche Charakterisierung darstellt. Im Bezug auf die rasterbezogene Interpre-
tation sind bei den Absolutwerten überzeugendere Ergebnisse entstanden. Diese sind
dadurch gekennzeichnet, dass bei der relativen Betrachtung keine Berücksichtigung der
Flächenanteile der Objekte erfolgt ist. Ein kleines Gebäude hat in dieser Berechnungs-
vorschrift die gleiche Wichtung wie eine große Parkanlage. Diese Tatsache ist nicht
repräsentativ genug, um die Landnutzung umfassend abzubilden.
9.2.4. Prozessierung der subjektiven Temperatur
Die Prozessierung von subjektiven Temperaturen basiert auf Daten, die durch die Be-
völkerung (Crowd) erhoben werden. In diesem Feldexperiment wird der technische
Datenerhebungsprozess erprobt und validiert.
9.2.4.1. Material und Methode
Die Datenerhebung für die subjektiven Temperaturen erfolgt mittels der Urban2Lab
App, die im Abschnitt 7.3.3.5 beschrieben wird. In einem definierten Untersuchungsge-
biet erheben vier Probanden ihre subjektiven Temperaturen. Das in diesem Feldexpe-
riment definierte Untersuchungsgebiet repräsentiert nur einen Ausschnitt des gesamten
Untersuchungsgebietes aus Abschnitt 7.2.2. Der Aufwand, das gesamte Untersuchungs-
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gebiet zu beproben, konnte im Rahmen der Dissertation nicht geleistet werden. Bei
dem definierten Untersuchungsgebiet handelt es sich um das Waldstraßenviertel mit
angrenzendem Rosental. Dieses Gebiet ist geprägt durch städtische Wohnsiedlungen
auf der einen Seite und Parkanlagen bzw. Wald auf der anderen Seite. Verglichen
mit dem gesamten Untersuchungsgebiet findet das Feldexperiment im Rasterelement
B2 und C2 statt. Das Feldexperiment wurde am 18.09.2018 zwischen 10.30 Uhr und
11.15 Uhr durchgeführt. In diesen 45 Minuten konnten sich die Probanden frei im
Untersuchungsgebiet bewegen. Das individuelle subjektive Temperaturempfinden wird
mittels Urban2Lab App ermittelt. Zusätzlich zu den subjektiven Temperaturen wurde
der geografische Ort bestimmt und als gesamtes Datenpaket mittels HTTP an die Da-
teninfrastruktur gesendet. Die verwendete Dateninfrastruktur für das Feldexperiment
entspricht dem in Abschnitt 7.4.4 vorgestellten Lösungsansatz.
9.2.4.2. Ergebnis und Auswertung
Das Ergebnis des Feldexperimentes ist in Abbildung 9.8 zu sehen. In diesem Karten-
ausschnitt sind die erhobenen subjektiven Temperaturdaten durch Punkte eingetragen.
Die Einteilung der Skala links neben der Abbildung ist wie folgt zu interpretieren: 1
bedeutet, der Proband hat in der Urban2Lab App den Button Low ausgewählt. Der
Wert 2 repräsentiert den Button Medium und der Button High wird durch den Status
3 repräsentiert. Während des ganzen Feldexperiments wurde der Button Extreme nicht
ausgewählt und es ist somit kein Wert 4 vorhanden. In der Abbildung ist ersichtlich,
dass im Wohngebiet (Waldstraßenviertels) verstärkt rote Punkte zu erkennen sind. Dies
bedeutet, dass die Probanden dort eine hohe subjektive Temperatur empfanden. Die
Bewertungen hin zum Rosental zeigen, dass dort das subjektive Temperaturempfin-
den abnimmt mit Ausnahme einer Freifläche im Rosental. Diesen Ort empfanden die
Probanden als relativ warm. Berechnet man nach Gleichung 7.7 die aggregierte subjek-
tive Temperatur über das Untersuchungsgebiet und den Untersuchungszeitraum, ergibt
sich ein Wert von 1,978. Diese Berechnung setzt sich aus 15 blauen (Wichtung 1), 17
orangenen (Wichtung 2) und 14 roten (Wichtung 3) Datenpunkten zusammen.
ST = (15∗1) + (17∗2) + (14∗3)46 = 1,978
(9.1)
Im Ergebnis dieses Feldexperimentes ist festzustellen, dass mittels Urban2Lab App und
























Abbildung 9.8.: Ergebnis des subjektives Temperaturempfindens mittels Urban2Lab
App
Durch die Dateninfrastruktur können diese Daten dann verarbeitet, aggregiert und
gespeichert werden.
9.2.5. Wärmeindex Prozessierung
In diesem Feldexperiment wir die Prozessierung des Wärmeindexes mittels mobiler
Messsysteme durchgeführt.
9.2.5.1. Material und Methode
Das Feldexperiment zur Bestimmung des Wärmeindexes erfolgt in einem definierten
Untersuchungsgebiet von Leipzig. Bezogen auf die eingeführte Rasterung aus Abschnitt
7.2.4 befindet es sich in den Rasterelementen C2 und C3. Eine Monitoringkampa-
gne über das gesamte Untersuchungsgebiet konnte im Rahmen der Dissertation nicht
durchgeführt werden. Um die Prozessierung des Wärmeindexes zu validieren, ist dies
auch nicht nötig. Das Untersuchungsgebiet ist geprägt durch eine Parkanlagen, dem
Clara-Zetkin-Park und einer stark bebauten Innenstadt. Für die Bestimmung des Wär-
meindexes kommen vier mobile Messsysteme zum Einsatz, die die geografische Position
(Breitengrad, Längengrad), die Temperatur (°C) und die relative Luftfeuchtigkeit (%)
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in einem Zeitintervall von 30 Sekunden bestimmen. Die verwendeten mobilen Mess-
systeme basieren auf der Entwicklung aus Abschnitt 7.3.3.2. Die erhobenen Messdaten
werden direkt mittels MQTT Protokoll in die Dateninfrastruktur übertragen. Für die
weitere Verarbeitung der Daten steht die in Abschnitt 7.4.4 eingeführte Dateninfra-
struktur zur Verfügung. Das Feldexperiment wurde am 15.09.2015 im Zeitraum von
16:37 Uhr bis 18:13 Uhr durchgeführt. In diesem Zeitraum wurden die mobilen Mess-
systeme an den Fahrrädern der Probanden integriert; sie konnten dann freie Routen
wählen.
9.2.5.2. Ergebnis und Auswertung
Das Ergebnis der Messkampagne ist für alle vier mobilen Messsysteme in Abbildung
9.9 zusammengefasst. Diese Abbildung zeigt einen Kartenausschnitt über das Unter-
suchungsgebiet mit eingezeichneten Messpunkten für alle vier Fahrer. Die Farbe der
Messpunkte beschreibt den ermittelten Wärmeindex. Der Wertebereich des Wärmein-
dexes während der gesamten Messkampagne liegt zwischen 24,9 und 25,2 und ist somit
nicht stark ausgeprägt. Trotz dieser nur kleinen Abweichungen ist in der Abbildung
zu sehen, dass im Bereich der Parkanlagen ein leicht erhöhter Wert des Wärmeinde-
xes gegenüber dem Innenstadtbereich zu erkennen ist. Ein Blick auf die dazugehörigen
Temperatur- und Luftfeuchtigkeitsdaten in Abbildung 9.10 zeigt, dass in der Parkan-
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Abbildung 9.10.: Ergebnis der Temperatur- (links) und Luftfeuchtigkeitsdaten (rechts)
für die Bestimmung des Wärmeindexes
lage eine geringere Temperatur (21°C) als im angrenzenden Innenstadtgebiet (22°C)
vorherrscht. Die Luftfeuchtigkeit zeigt diesbezüglich ein inverses Verhalten. In der Park-
anlage liegt sie bei 45% bis 50 % und in der Innenstadt bei 40% bis 43%. Dass der
Wärmeindex in der Parkanlage höher ist als im Innenstadtgebiet, ist nicht unbedingt
ein plausibler Zusammenhang. Jedoch lassen sich die Ergebnisse auf die Konstellation
zurückführen, dass ein relativ schwacher Gradient zwischen Parkanlage und Innen-
stadt in den Temperaturen dazu führt, dass der Wärmeindex in diesem Fall von der
Luftfeuchtigkeit geprägt ist. Bei Hochwetterlagen ist dieser Effekt entgegengesetzt und
spiegelt dann auch die Erwartungen beim Wärmeindex wider. Bei der Durchführung
des Feldexperiments zeigte sich die Dateninfrastruktur als gute Lösung. Durch das so-
fortige Übertragen und Verarbeiten der Messdaten konnten die prozessierten Daten
online verfolgt werden.
9.3. Zusammenhängende Betrachtung der Indikatoren
Vor dem Hintergrund, dass die Aggregation der thermischen Exposition auf Basis des
Kontext- und In Situ Map Services erfolgt, müssen die Indikatoren nicht nur einzeln
für sich, sondern auch im Zusammenhang betrachtet werden. An einigen ausgewählten
Fallbeispielen soll diese zusammenhängende Betrachtung diskutiert werden.
Mit Bezug auf den Kontext Map Service werden die Indikatoren LST, NDVI und Land-
nutzung prozessiert. Durch das Feldexperiment der LST konnte verdeutlicht werden,
dass Wälder und parkähnliche Strukturen eine kühlende Wirkung auf ihre Umgebung
haben. Dieser Effekt ist z.B. bei den Rasterelementen B1 und B2 zu sehen. Im Gegen-
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Abbildung 9.11.: Rasterung des Untersuchungsgebietes
satz dazu werden in zentrumsnahen bzw. stark bebauten Gebieten, wie sie z.B. in den
Rasterelementen B3, C1 oder D3 aufzufinden sind, erhöhte Werte der LST berechnet.
Die getroffene Annahme, dass dies unter anderem mit der städtebaulichen Struktur
verbunden ist, konnte durch den Indikator der Landnutzung bestätigt werden. In den
Rasterelementen B1 und B2 ist eine geringere Anzahl an Gebäuden vorhanden als
bei den Rasterelementen B3, C1 oder D3. Im Rasterelement B2 sind beispielsweise
im Verhältnis zum Rasterelement B3 ca. 60% weniger Gebäude zu finden. Werden in
diese Argumentationskette die Ergebnisse der NDVI Prozessierung mit einbezogen, zei-
gen sich ähnliche Ausprägungen. Die benachbarten Rasterelemente B2 und B3 sollen
hierfür beispielhaft verglichen werden. Das Rasterelement B2 mit einer geringeren Ge-
bäudeanzahl zeigt mit einem Jahresmittelwert des NDVI von 0,45 im Gegensatz zum
Rasterelement B3 mit einem Wert von 0,39 eine hohe Vegetationsbedeckung. Jedoch
ist bei den Maximalwerten des NDVI ein inverser Zusammenhang ersichtlich. Ein wei-
teres Merkmal für das Rasterelement B3 ist, dass dies die höchste Varianz aufweist.
Dies ist mit dem starken Anstieg des NDVI in den Sommermonaten verbunden. Zu-
sammenfassend kann gesagt werden, dass im dargelegten Beispiel keine grundlegenden
Widersprüche zwischen den Indikatoren herrschen. Dennoch müssen für umfassendere
Aussagen weitere Analysen durchgeführt werden. Im Speziellen wirft das Rasterele-
ment D5 auf Grund der Extremwerte im NDVI einige Fragen auf. Diese Werte lassen
sich nicht unmittelbar mit den LST- und Landnutzungsdaten in Verbindung bringen.
Mit Blick auf den In Situ Map Service wird die ganzheitliche Betrachtung ebenso an
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einem Fallbeispiel diskutiert. Dadurch, dass die Feldexperimente für den Wärmeindex
und der subjektiven Temperatur in unterschiedlichen Untersuchungsgebieten und zu
unterschiedlichen Zeiten erfolgt sind, können die Messwerte nicht direkt miteinander
verglichen werden. Wie das Feldexperiment zur subjektiven Temperatur gezeigt hat, ist
bei parkähnliche Strukturen ein geringere thermische Belastung aufgetreten. Ein Un-
terschied zwischen parkähnliche Strukturen und bebauten Gebieten konnte auch durch
den Wärmeindex bestätigt werden; diese sind jedoch nicht so signifikant. Die Gründe
dafür liegen unter anderem darin, dass das Feldexperiment zu einem Zeitpunkt durch-
geführt wurde, in dem die Ausbildung von Wärmeinseln in der Stadt nicht unmittelbar
gegeben war. Der in der Auswertung des Feldexperimentes beschriebene Effekt, dass im
Park höhere Werte des Wärmeindexes vorherrschen, erschwert die zusammenhängen-
de Diskussion mit der subjektiven Temperatur. Die Annahmen gehen dahin, dass der
Wärmeindex und die subjektiven Temperaturen in einem direkten Zusammenhang ste-
hen. Steigende Werte im Wärmeindex sind proportional einem steigenden subjektiven
Temperaturempfinden. Die durchgeführten Feldexperimente repräsentieren lediglich ei-
ne Voruntersuchung. Um signifikante Aussagen treffen zu können, sind weiterführende
Untersuchungen notwendig. Dennoch kann die Auswahl der Indikatoren positiv bewer-
tet werden. Sie bilden im Bezug auf die Kontext- und In Situ Map eine ausgewogene
und substanzielle Datengrundlage.
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10. Synthese und Diskussion des Forschungsansatzes zur
Bestimmung der individuellen thermischen Exposition
Aufbauend auf dem „Problemraum“ urbanes Ökosystem ist im Rahmen der Dissertati-
on die Zielkenngröße der individuellen thermischen Exposition eingeführt worden. Die
individuelle thermische Exposition baut auf der allgemeinen Definition der Exposition















Um diese zu bestimmen, müssen sowohl Ort und Zeit des Individuums als auch die ther-
mische Exposition des Problemraums bestimmt werden. Diese Anforderung im Zusam-
menhang mit der Komplexität urbaner Ökosysteme zeigt sich dabei als anspruchsvoller
Sachverhalt.
Um eine Transformationsstrategie für den Problemraum aufzustellen, hat die syste-
matische Systemanalyse im Zusammenhang mit der Literaturrecherche gezeigt, dass
Modell und in situ Daten stets gemeinsam und im jeweiligen Kontext betrachtet wer-
den müssen, um urbane Ökosysteme umfassend zu charakterisieren. Dieser Ansatz wird
in der Dissertation als hybride Systembeschreibung bezeichnet. Ein solches Vorgehen
wird dazu führen, dass in Zukunft standardisierte Methoden und Modelle zu einheit-
lichen digitalen Prozessketten entwickelt werden können. Modelle und in situ Daten
müssen deshalb als dezentrale Services verstanden und auch umgesetzt werden, die
über Datenschnittstellen miteinander kommunizieren. Dabei ist nicht das Kommuni-
kationsprotokoll (HTTP, MQTT) von entscheidender Bedeutung, sondern vielmehr das
zugrundeliegende Datenmodell bzw. das Paradigma. So legt das Datenmodell fest, wie
und mit welchen Metainformationen Daten erhoben werden müssen. Findet sich hierfür
ein ganzheitliches Konzept, können digitale Prozesse innerhalb der hybriden Systemar-
chitektur effizient aufgebaut werden.
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Neben der hybriden Systemarchitektur ist ein weiterer wichtiger Anknüpfungspunkt
in dieser Synthese und Diskussion die zeitliche und räumliche Erfassung der thermi-
schen Exposition in urbanen Ökosystemen. Der Lösungsansatz einer skalenübergrei-
fenden Monitoringstrategie verfolgte das Ziel, eine Datengrundlage zu schaffen, die
unterschiedliche Sichtweisen auf das urbane Ökosystem zulässt. In der Folge verlangt
jedoch die Nutzung dieser umfassenden Datengrundlage, dass unterschiedliche räumli-
che und zeitliche Auflösungen in den Daten verarbeitet werden müssen. Dies spiegelt
sich deutlich in Datenvolumen, -geschwindigkeit und -vielfalt wider. Für ein Informati-
onssystem, in dem diese Prozessierungen erfolgen sollen, ergeben sich daraus komple-
xe Anforderungen. Neben notwendigen Datenintegrationsstrategien müssen im großen
Umfang Datenfusionsalgorithmen entwickelt werden, die eine gezielte Aggregation der
Zielkenngröße verfolgen. Wie viele Indikatoren notwendig sind, um ein Stadtgebiet wie
zum Beispiel Leipzig umfassend zu charakterisieren, sodass thermische Expositionen
abgeleitet werden können, konnte mit der Dissertation nicht abschließend beantwor-
tet werden. Dennoch zeigen die Ergebnisse, dass die untersuchten fünf Indikatoren
mit jeweils unterschiedlichem zeitlichen und räumlichen Bezug ein zusammenhängen-
des und konsistentes Abbild ergeben. Daher kann das gewählte Vorgehensmodell als
grundlegend geeignet und für den vorliegenden Fall repräsentativ angesehen werden. In
nachfolgenden Studien sollte jedoch der Umfang der Untersuchungen im Hinblick auf
die zeitliche und vor allem räumliche Ausdehnung deutlich erhöht werden. Die metho-
dischen Grundlagen für eine solche Untersuchung stellt diese Dissertation hinreichend
zur Verfügung.
Eine Vereinfachung der Datengrundlage auf Basis von Klassifikationen repräsentiert
eine effektive und zielorientierte Methode. Jedoch stellt sich hier die Frage, wie die Gra-
nularität der Klassen aussehen muss. A priori Informationen liefern elementare Zusam-
menhänge über das Untersuchungsgebiet, jedoch stehen sie nicht immer unmittelbar
mit der Auswahl geeigneter Klassen in Zusammenhang. Die Wahl der Klassen hat für
die Aggregation der individuellen thermischen Exposition jedoch eine essentielle Bedeu-
tung. Sie ist maßgeblich mit dafür verantwortlich, welchen Umfang die Programmlogik
des Informationssystems einnimmt. Ein weiterer Aspekt, der in diesem Zusammenhang
zu nennen ist, ist die Messunsicherheit in den in situ Daten. Wie kann diese als a priori
Information in der Klassifikation aber auch in der Programmlogik mit berücksichtigt
werden? Ein Szenario könnte sein, wenn die Klassen der In Situ Map so granular ge-
wählt werden, dass eine permanente Zustandsänderung in den Rasterelementen nur
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auf Basis der Messunsicherheit der mobilen Messsysteme hervorgerufen wird. Diesen
Zusammenhang gilt es in weiterführenden Untersuchungen zu berücksichtigen. Bei der
Bestimmung des Wärmeindexes auf Basis mobiler Temperatur- und Luftfeuchtigkeits-
messungen ist diese Wechselbeziehung nicht unmittelbar in Erscheinung getreten. Der
eingesetzte Sensor steht für eine hohe Genauigkeit und Reproduzierbarkeit in den Mes-
sergebnissen. Mit Blick auf mögliche Anwendungsfälle, bei denen chemische Sensoren
zum Einsatz kommen sollen, um zum Beispiel Feinstaub- oder Stickstoffoxidbelastun-
gen (NOx) zu berücksichtigen, muss die Messunsicherheit mit diskutiert werden. Der-
artige Sensoren, die in mobilen Messsystemen zur Anwendung kommen können, zeigen
für umweltwissenschaftliche Fragestellungen erhöhte Messunsicherheiten, aber auch die
Vergleichbarkeit unter den Sensoren ist nicht immer gegeben.
Neben dieser technologischen Anmerkung soll noch ein methodischer Aspekt der mobi-
len Messsysteme aufgegriffen werden. Die mobilen Messsysteme sind dafür da, zwischen
den stationären Messstationen eine flächendeckende Datenbasis zu schaffen. Im Feld-
experiment zur Prozessierung des Wärmeindexes (siehe Abschnitt 9.2.5) sind für das
Untersuchungsgebiet mit einer Größe des circa 1,5-Fachen eines Rasterelementes vier
mobile Messsysteme zum Einsatz gekommen. Die Messwerte haben gezeigt, dass park-
ähnliche Strukturen und stark bebaute Gebiete Variationen im Wärmeindex aufweisen.
Doch können diese Ergebnisse auf das gesamte Untersuchungsgebiet übertragen bezie-
hungsweise skaliert werden? Gerade bei der Frage, wie viele mobile Messsysteme zum
Einsatz kommen müssen, sollten in weiterführenden Untersuchungen statistische Ver-
suchsplanungen in Erwägung gezogen werden. Mit einer zu geringen Anzahl an mobilen
Messsystemen besteht die Gefahr, dass nicht alle Rasterelemente in der In Situ Map
eine umfängliche Datenbasis aufweisen und somit auch keine repräsentative Prozessie-
rung erfolgen kann. Treten derartige Konstellationen auf, sodass unvollständige In Situ
Maps entstehen, können zum Beispiel durch Interpolation benachbarte Rasterelemente
aus Referenzpunkten herangezogen werden. Dieser Gedanke soll nur einen von vielen
Lösungsansätzen darstellen, wie mit Datenlücken in In Situ Maps umgegangen werden
kann.
Als letzter Punkt in der Diskussion soll das entwickelte Informationssystem an sich
bewertet werden. In allen Feldexperimenten zeigt sich die Systemarchitektur ohne Ein-
schränkungen als sehr guter Lösungsansatz. Dieses Ergebnis bezieht sich vorerst auf
die Datenprozessierung und Visualisierung. Einschätzungen hinsichtlich Skalierung und
den damit verbundenen großen Datenmengen können im Rahmen der Dissertation nicht
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getroffen werden. Durch den modularen und serviceorientierten Systemansatz können
für derartige Anwendungsfälle aber auch andere Technologien eingesetzt werden.
Die dargelegten Sachverhalte sollen einen Eindruck darüber vermitteln, wie bei der Ag-
gregation individueller Umweltinformationen in urbanen Gebieten komplexe Zusam-
menhänge im umwelt- und informationswissenschaftlichen Kontexten gelöst werden
müssen. Können zuverlässige und skalierbare Messsysteme für die zu untersuchende
Zielkenngröße angewendet sowie Datenquellen für die Charakterisierung des Kontex-
tes identifiziert werden, zeigt sich das vorgestellte Vorgehnsmodell aus Raster Model
Exposure Pattern und Exposure Data Service für die Bestimmung von individuellen
Umweltinformationen anwendbar. Diese Erkenntnis ist aus der Auswertung und Vali-
dierung der einzelnen Komponenten des Vorgehnsmodells abgeleitet worden. Um eine
endgültige Beurteilung des Vorgehensmodells zu treffen, ist ein ganzheitliches Feldex-
periment notwendig, in dem alle Indikatoren, die gesamte Dateninfrastruktur und das
Raster Model Exposure Pattern zusammenarbeiten.
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11. Schlussbetrachtung
Im abschließenden Kapitel werden wichtige Erkenntnisse und Forschungsergebnisse der
Dissertation noch einmal in einer ganzheitlichen Betrachtung zusammengefasst. Mit
Bezug auf die definierten Forschungsfragen wird anschließend der Forschungsbeitrag
in der Wirtschaftsinformatik reflektiert. Abschließend werden im Ausblick zukünftige
Forschungsansätze auf dem Gebiet der individuellen Umweltinformationen gegeben.
11.1. Zusammenfassung
Erhöhte Treibhausgas-Emissionen, globale Erwärmungen, steigender Meeresspiegel oder
verheerende Waldbrände sind Symptome dafür, dass die Erde sich in einem Transfor-
mationsprozess befindet. Diese globalen Phänomene haben ihre Ursachen auf unter-
schiedlichen Systemskalen. Die Herausforderung, derartige Phänomene ganzheitlich zu
erfassen, sind aktuelle Themen im Bereich der Umweltforschung. Um dies zu ermög-
lichen, müssen Forschungsmethoden hinsichtlich eines ganzheitlichen Systemansatzes
erweitert werden. Ganzheitlich beschreibt in diesem Zusammenhang die Integration do-
mänenübergreifender Bereiche. Im Rahmen der Dissertation wurde auf derartige Vor-
gehensmodelle eingegangen und am Beispiel der individuellen thermischen Exposition
in urbanen Ökosystemen erläutert. Urbane Ökosysteme zeichnen sich durch ihre hohe
Bevölkerungsdichte, hohe Heterogenität und durch sehr dynamische Prozesskenngrö-
ßen aus und bilden somit ein sehr komplexes Ökosystem. Durch starke anthropogene
und natürliche Einflüsse innerhalb urbaner Strukturen finden stark veränderte physi-
kalische, chemische und biologische Prozesskreisläufe statt. Da in Zukunft immer mehr
Menschen in urbanen Ökosystemen leben werden, ist ein Verständnis dieser Prozes-
se zwingend erforderlich, um ökologische und ökonomische Umweltziele zu erreichen.
Die Notwendigkeit, die Umwelt des Menschen umfassender zu charakterisieren, geht
ebenso mit dem Trend der Informationsgesellschaft einher. Der Mensch möchte hin-
reichend informiert sein, um für sich wichtige und richtige Entscheidungen zu treffen.
Diese Potentiale und Herausforderungen in Bezug auf individuelle Umweltinformatio-
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nen werden im ersten Teil „Grundlagen“ dargelegt. Neben dem Bedarf an derartigen
Informationen wird im zweiten Abschnitt des Kapitels eine Einführung in die Thematik
der Systemanalyse gegeben. Durch eine Systemanalyse konnten Rahmenbedingungen,
Zielkenngrößen, Systemkomponenten identifiziert werden, die für die Aggregation indi-
vidueller Umweltinformationen von Bedeutung sind. Diese Ausarbeitung basiert neben
einer Literaturanalyse auch auf einem Wissensaustausch mit Experten des Helmholtz-
Zentrums für Umweltforschung. Die Ausarbeitung eines modellgetriebenen Systeman-
satzes ist hierfür das Ergebnis. In diesem Systemansatz werden vier Sichtweisen In
Situ, Modell, Transformation und Systemmanagement erarbeitet, die zu berücksich-
tigen sind, um eine ganzheitliche Systembetrachtung urbaner Ökosysteme durchzu-
führen. Zu den jeweiligen Sichtweisen wird anschließend der Stand der Wissenschaft
und Technik zusammengetragen. Im dritten Abschnitt des Grundlagenteils werden die
charakteristischen Eigenschaften des urbanen Klimas beschrieben. Wärmeinseln, Urba-
nisierung, Heterogenität und dynamische Zustandskenngrößen bilden die Kernelemente
dieser Betrachtung. Von diesen Eigenschaften werden dann die Anforderungen für das
Forschungskonzept zur Bestimmung individueller Expositionen in urbanen Ökosyste-
men abgeleitet. Das Forschungskonzept beschreibt dabei die inhaltliche Ausgestaltung
der vier definierten Sichtweisen des modellgetriebenen Systemansatzes.
Der zweite Teil „Konzeptionelles Vorgehensmodell zur Bestimmung individueller ther-
mischer Expositionen in urbanen Ökosystemen“ analysiert detailliert die vier Kom-
ponenten des Forschungskonzeptes und beschreibt in einem Vorgehensmodell die In-
teraktion zwischen diesen. Die Systemkomponente Modell wird durch den generischen
Modellansatz eingeführt. Dieser erläutert, wie individuelle Umweltinformationen eines
Individuums in urbanen Ökosystemen berechnet werden können. Im Rahmen der Dis-
sertation wird dieser Modellansatz als Raster Model Exposure Pattern bezeichnet. Auf-
bauend auf dem generischen Modellansatz wird im selben Kapitel der Exposure Data
Service eingeführt. Dieser beinhaltet die Komponenten Transformation und In Situ aus
dem Forschungskonzept. Er dient als Datenschnittstelle für das Raster Model Exposure
Pattern. Ausgehend von diesen beiden Artefakten wird in einem domänenübergreifen-
den Vorgehensmodell die Aggragation und Inwertsetzung individueller Informationen
beschrieben. Im letzten Abschnitt des zweiten Kapitels wird der Exposure Data Service
für den Anwendungsfall „Wärme in der Stadt“ erläutert. Hierbei wird das vorgestellte
Vorgehensmodell am Beispiel der thermischen Exposition detailliert beschrieben.
Der dritte und abschließende Teil der Dissertation beschreibt die Validierung, die In-
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stanziierung und die Zusammenfassung. Das im Abschnitt 7.3.3.2 eingeführte mobile
Messsystem bildet im Rahmen der Dissertation ein wichtiges Artefakt. Aufbauend auf
dieser Entwicklung wird das mobile Messsystem hinsichtlich seiner thermischen Ei-
genschaften charakterisiert. Diese Erkenntnisse sind von großer Relevanz, da sie auf
die Rasterung der Untersuchungsgebiete einen wesentlichen Einfluss haben. Die ther-
mischen Eigenschaften sind mithilfe eines Laborexperimentes ermittelt worden. Unter
verschiedenen Konfigurationen des mobilen Messsystems und dem Einsatz einer Kli-
makammer ist die Aufzeichnung einer Sprungfunktion erfolgt. Durch die Auswertung
dieser hinsichtlich Anstiegszeit werden dann die thermischen Eigenschaften des mobi-
len Messsystems ermittelt. Neben der Charakterisierung der thermischen Eigenschaften
des mobilen Messsystems wird im darauffolgenden Abschnitt 9 die Instanziierung der
Systemarchitektur durchgeführt. Für alle Komponenten in der Systemarchitektur (Pro-
grammlogik, Indikator Prozessierung) wird ein technischer Lösungsansatz präsentiert,
der zeigt, wie eine Implementierung erfolgen kann. Um die Systemarchitektur umfäng-
lich zu testen, sind zusätzlich Feldexperimente durchgeführt worden. Diese beziehen
sich auf die Prozessierung der Indikatoren. Im Ergebnis dieser Feldexperimente konnte
gezeigt werden, dass sowohl die gesamte Systemarchitektur als auch die einzelnen Kom-
ponenten die gewünschten Erfolge erzielten. Zusammenfassend ist zu sagen, dass das
vorgestellte Vorgehensmodell am Beispiel der individuellen thermischen Exposition eine
ganzheitliche Sicht auf die umwelt- und informationswissenschaftlichen Komponenten
liefert, wie diese miteinander in Verbindung stehen und wie eine technische Umsetzung
aussehen kann. Durch dieses Wissen können weiterführende Untersuchungen durch-
geführt werden, da bereits innerhalb der Dissertation alternative Vorschläge für eine
zukünftige Ausgestaltung der Komponenten dargestellt wurden.
11.2. Forschungsbeitrag
Der Forschungsbeitrag der vorliegenden Dissertation wird in Bezug auf die Forschungs-
fragen zusammenhängend diskutiert. Wie in der Einleitung eingeführt, werden indivi-
duelle Informationen in naher Zukunft einen immer größeren Mehrwert für die Gesell-
schaft liefern. Um derartige Informationen zu aggregieren, sind domänenübergreifende




Wie lassen sich umwelt- und informationswissenschaftliche Sichtweisen zur Bestim-
mung individueller Umweltinformationen in urbanen Ökosystemen in eine allge-
meine Systembeschreibung überführen?
Komplexe Systeme, wie sie unter anderem in urbanen Ökosystemen vorherrschen, kön-
nen nur noch durch eine enge Verzahnung von umwelt- und informationswissenschaft-
lichen Sichtweisen charakterisiert werden. In der Umweltwissenschaft wird in der Regel
nur in monolithischen Systemansätzen gedacht; Modelle und in situ Daten werden oft-
mals getrennt voneinander und nicht ganzheitlich betrachtet. Um dies jedoch zu tun,
müssen informationswissenschaftliche Konzepte herangezogen werden. Diese Konzep-
te können als eine Art Querschnittstechnologie angesehen werden, um monolithische
Systemansätze durch horizontale Informationsflüsse miteinander zu verbinden. Neben
dieser Integration von Informationen zwischen den Prozessen sind des Weiteren Trans-
formationsstrategien notwendig, um Modell- und in situ Daten zu harmonisieren. Diese
Harmonisierung bewirkt, dass ein kontinuierlicher Datenaustausch zwischen diesen bei-
den Prozessen stattfinden kann. In einem allgemeinen Systemansatz basierend aus den
Modulen In Situ, Modell, Systemmanagement und Transformation werden grundlegen-
de Zusammenhänge für einen domänenübergreifenden Lösungsansatz dargestellt. Die
Darstellung der einzelnen Komponenten als modulare Elemente verfolgt dabei die Idee
eines serviceorientierten Konzeptes; serviceorientiert in dem Sinne, dass jede einzelne
Komponente an sich abgeschlossen ist, diese aber durch Interaktionen lose miteinander
kommunizieren können. Dies ermöglicht es, einzelne Komponenten auszutauschen, ohne
dabei das gesamte Konzept überarbeiten zu müssen. Bei diesem allgemeinen Systeman-
satz ist zu unterscheiden zwischen „modellgetrieben“ und „datengetrieben“. Diese Un-
terscheidung resultiert aus der zugrundeliegenden Forschungsfrage. Diese Erkenntnisse
wurden durch Gespräche mit Domänenexperten und durch eine Literaturanalyse be-
kräftigt.
Forschungsfrage 2
Wie können individuelle Umweltinformationen in urbanen Ökosystemen ermittelt
werden?
Nachdem die Komponenten identifiziert sind, die für umwelt- und informationswissen-
schaftliche Sichtweisen notwendig sind, geht die zweite Forschungsfrage auf die eigentli-
che Zielkenngröße, die individuelle Exposition, ein. Hierbei wird ein modellgetriebener
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Systemansatz ausgearbeitet. Aufbauend auf der allgemeinen Systembeschreibung und
den Herausforderungen urbaner Ökosysteme wird eine Modellanalyse durchgeführt mit
dem Ziel, einen generischen Ansatz zu finden, um individuelle Umweltinformationen
in urbanen Ökosystemen zu bestimmen. Im Ergebnis steht das Raster Model Exposure
Pattern. Dieses verfolgt den Lösungsansatz, urbane Ökosysteme in einzelne Raster-
elemente zu unterteilen; zusammen bilden alle Rasterelemente dann eine Rasterkarte
über das zu untersuchende urbane Ökosystem. Fusioniert mit Bewegungsdaten von In-
dividuen findet dann die Berechnung der individuellen Umweltinformationen bzw. Ex-
positionen statt. Das Raster Model Exposure Pattern ist dahingehend ein generischer
Ansatz, da die Berechnung der individuellen Exposition nicht an eine spezielle Mess-
größe wie z.B. Temperatur, Feinstaub oder Lärm gekoppelt ist. Diese Instanziierung
des Raster Model Exposure Pattern geht dann mit der Forschungsfrage 3 einher.
Forschungsfrage 3
Wie lassen sich unterschiedliche räumlich und zeitlich aufgelöste Datenquellen zur
thermischen Exposition aggregieren?
Die dritte Forschungsfrage adressiert die Aggregation der Daten für das Raster Mo-
del Exposure Pattern. Um die Komplexität urbaner Ökosysteme umfassend zu cha-
rakterisieren, wurde in der Dissertation eine skalenübergreifende Monitoringstrategie
vorgestellt. Diese beinhaltet, dass Messsysteme mit unterschiedlicher räumlicher und
zeitlicher Auflösung zum Einsatz kommen. Diese Monitoringstrategie ist eingebettet in
ein allgemeines Vorgehensmodell zur Bestimmung von Expositionen; in der Dissertation
als Exposure Data Service bezeichnet. Aus dem Forschungskonzept geht hervor, dass
die Komponenten In Situ, Systemmanagement und Transformation des allgemeinen
Systemansatzes dem Exposure Data Service zuzuordnen sind. Aus diesem Grund wer-
den im Vorgehensmodell diese Komponenten als Themenfelder aufgegriffen und mittels
BPMN Diagramm repräsentiert. Jedes dieser Themenfelder beinhaltet wiederum ein-
zelne Prozessschritte. Mit Bezug auf die Forschungsfrage 3 bildet der Transformations-
prozess die Aggregation der Datenquellen ab. Unter der getroffenen Annahme, dass die
Expositionen eine definierte endliche Menge repräsentieren, ergibt sich für den Trans-
formationsprozess ein Klassifikationsproblem. Die räumlich und zeitlich unterschied-
lichen Auflösungen sowie die Vielfalt der Datenquellen werden durch eine zweistufige
Aggregationsmethode verarbeitet. Bei dieser Methode wird zwischen Kontext- und in
situ Informationen unterschieden. Kontextdaten beschreiben Ökosysteme hinsichtlich
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ihrer Struktur und Nutzung. In situ Daten repräsentieren hingegen aktuelle Messwerte
im Ökosystem. Im ersten Prozessschritt werden die Informationen der Datenquellen zu
Indikatoren aggregiert. Diese Indikatoren werden dann über einen regelbasierten Ent-
scheidungsprozess zu einer Kontext- und einer In Situ Map zusammengefasst. Diese
beiden Karten bilden dann die Grundlage für die Aggregation der Exposure Map, die
ebenfalls über einen regelbasierten Ansatz abgeleitet wird. Nachdem die theoretischen
Grundlagen gelegt sind, wird durch die Forschungsfrage 4 der Anwendungsfall Wärme
in der Stadt untersucht.
Forschungsfrage 4
Wie kann eine informationstechnologische Plattform für die Bestimmung von in-
dividuellen thermischen Expositionen implementiert werden?
Eine informationstechnologische Plattform muss die aktuellen Entwicklungen aus den
Domänen Umwelt sowie Informationsmanagement berücksichtigen und diese entspre-
chend in die Implementierung mit einfließen lassen. Durch die Ausgestaltung jedes
einzelnen Prozessschrittes im Vorgehensmodell wird gezeigt, wie eine informationtech-
nologische Plattform aussehen muss, um individuelle thermische Expositionen in ur-
banen Ökosystemen zu bestimmen. Aufbauend auf dieser Entwicklung wurden Feldex-
perimente entworfen, um die Prozessierung der Indikatoren zu erproben. Die Durch-
führung dieser Feldexperimente hat zum einen die getroffenen Annahmen hinsichtlich
Modellansatz, Wahl der Indikatoren und der Monitoringstrategie bestätigt. Zum an-
deren zeigten die Feldexperimente, dass die informationstechnologische Plattform den
Anforderungen umfänglich gerecht wird.
Durch die Ausarbeitung aller Forschungsfragen wird ein umfänglicher Beitrag zum ge-
setzten Forschungsziel geleistet. Das Ziel, individuelle Umweltinformationen in urbanen
Ökosystemen zu bestimmen, wird im Rahmen der Dissertation erreicht. Zusammenfas-
send lässt sich sagen, dass Phänomene in komplexen Ökosystemen oftmals nur durch
einen ganzheitlichen Systemansatz gelöst werden können. Dies hat zur Folge, dass do-
mänenübergreifende Sichtweisen und interdisziplinäre Kollaborationen immer wichtiger
werden. Um diese Ansätze zu ermöglichen, wird die Informationstechnologie als Quer-
schnittsdisziplin eine immer wichtigere Rolle einnehmen. Methoden, Werkzeuge oder
auch Standards aus dem Bereich der Informationswissenschaft bieten hierfür hervorra-
gende Möglichkeiten, um als Integrator ganzheitliche Sichtweisen für derartig komplexe
Probleme zu bewältigen.
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Neben den inhaltlichen Schwerpunkten ist der Aufbau und die Ausgestaltung einer Ko-
operation zwischen der Universität Leipzig und dem Helmholtz-Zentrum für Umweltfor-
schung ein ebenso wichtiger Forschungsbeitrag. Durch Workshops, zusammen durch-
geführte Konferenzen oder die Beantragung gemeinsamer Forschungsprojekte wurde
gezeigt, dass diese beiden Forschungszweige eine enge inhaltliche Verzahnung aufwei-
sen. Ob im Bereich der künstlicher Intelligenz, Linked Open Data oder Data Science,
vielversprechende Diskussionen sind im Rahmen der Dissertation entstanden mit dem
Ergebnis, dass umfassende Forschungsaktivitäten in Zukunft geplant sind.
11.3. Ausblick
In diesem letzten Abschnitt wird der Blick in die Zukunft gerichtet, um konkrete An-
knüpfungspunkte im Rahmen der Dissertation aufzuzeigen. Hierbei wird das Thema
(Daten-)Lieferketten mit eingebracht, um einen Ausblick zu geben, wie die Aggregation
individueller Umweltinformationen in zukünftigen Servicelandschaften aussehen kann.
Umwelt- und informationswissenschaftliche Anknüpfungspunkte In diesem Abschnitt wer-
den Anknüpfungspunkte beschrieben, die im direkten Zusammenhang mit den Inhalten
der Dissertation stehen. Sowohl umwelt- als auch informationswissenschaftliche The-
men werden hierbei thematisiert. Aus Sicht der Umweltwissenschaft sind vielverspre-
chende Forschungszweige bei der Weiterentwicklung mobiler Messsysteme zu sehen. Bei
der Ermittlung der thermischen Exposition hat das thermische Verhalten des Gehäuses
des mobilen Messsystems einen großen Einfluss. Ist dieses zu groß, hat das eine direkte
Folge auf die Dimensionierung der Rasterelemente. Sowohl hinsichtlich der Konstruk-
tion (z.B. Wandungsstärke, Sinterkappe) als auch des Materials, mit dem das Gehäuse
hergestellt wird, können in weiterführenden Untersuchungen Optimierungen durchge-
führt werden.
Unter Betrachtung der Urban2Lab App, mit deren Hilfe Daten aus der Bevölkerung
erhoben werden, sind auch hier ergänzende Entwicklungsschritte möglich. Eine in der
Dissertation bereits thematisierte Fragestellung beschäftigt sich mit der Erhebung von
Kontextinformationen mittels manueller Texteingabe. Komplexe Informationen über
Systemzusammenhänge können somit umfassender analysiert werden. Dies hat jedoch
zur Folge, dass in der Datenverarbeitung Algorithmen aus dem Bereich Text Mining
ihre Anwendung finden müssen. Durch den serviceorientierten Systemansatz stellt dies
11. Schlussbetrachtung 140
für das Vorgehensmodell jedoch keinerlei Problem dar.
Mit Blick auf die informationswissenschaftlichen Inhalte ist festzustellen, dass das The-
ma Rasterung der Untersuchungsgebiete weiterführende Fragestellungen beinhaltet. Im
Rahmen der Dissertation ist die Rasterung statisch erfolgt. Ein Nachteil dieser Art der
Rasterung ist, dass Zellen mit sehr heterogenen Eigenschaften entstehen. Methoden des
maschinellen Lernens können in diesem Zusammenhang gewinnbringende Erkenntnis-
se liefern, indem optimale Rasterelemente hinsichtlich ähnlicher Struktureigenschaften
gesucht werden. Allein diese Optimierung würde positive Auswirkungen in der Auswer-
tung der OpenStreetMap- und der Fernerkundungsdaten erwarten lassen. Neben der
Rasterung sind weiterführende informationswissenschaftliche Themen im Bereich der
Datenfusion zu nennen. Das regelbasierte Mapping von Kenngrößen auf Klassen ist in
der Dissertation ebenso statisch erfolgt; die Wissensbasis wird durch definierte Regeln
beschrieben. Auch hierfür können intelligente Algorithmen zum Einsatz kommen.
(Daten-)Lieferketten für individuelle Umweltinformationen In der Wirtschaftsinformatik
sind (Daten-)Lieferketten auch unter dem Namen Supply Chain bekannt. Um Produkte
auf den Markt zu bringen, müssen logistische Prozesse wie z.B. das Transportwesen, die
Beschaffungs-, Produktions- oder Absatzlogistik aufgebaut werden. Anfänglich wurde
diese Lieferkette allein durch ein Unternehmen abgebildet (1PL). Jedoch gehört für
viele Unternehmen z.B. die Transportlogistik nicht zu ihrer Kernkompetenz. Deswegen
sind sie bestrebt, diese Aufgabe in kompetente Hände zu geben. Je nach Umfang der
ausgegliederten Dienstleistungen haben sich die Begriffe 2PL und 3PL etabliert. Ein
Logistikdienstleister vom Typ 4PL fasst Dienstleistungsangebote verschiedener 2PL
und 3PL Dienstleistungen so zusammen, dass komplexe Gesamtdienstleistungen abge-
bildet werden können. Der 4PL besitzt somit keine eigenen logistischen Ressourcen;
ausschließlich Informationssysteme und logistisches Domänenwissen sind erforderlich,
sodass er als intelligenter Koordinator und Integrator arbeiten kann (vgl. [Kunkel and
Franczyk 2011, 2]). Um dies aber zu ermöglichen, müssen digitale Service-Plattformen
geschaffen werden.
Doch was hat die Thematik der Supply Chain mit Umweltinformationen in urbanen
Ökosystemen zu tun? Das Konzept 4PL ist auch für die Bestimmung der Exposition
ein zielführender Ansatz. In Zukunft wird es eine Vielzahl an Sensoren in urbanen
Ökosystemen geben, die durch unterschiedliche Anbieter betrieben werden (In Situ).
Zusätzlich wird es Datenverarbeitungsprodukte geben, die durch Data Scientists ent-
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Abbildung 11.1.: Fourth Party Exposure Provider-4PE
wickelt werden (Transformation) sowie eine Vielzahl innovativer Modelle. All diese Ser-
vices müssen integriert und koordiniert werden. Hierfür bietet sich das Konzept 4PL
an. Um dies für individuelle Umweltinformationen in Zukunft anzuwenden, müssen die
Teilnehmer ihre Produkte dahingehend entwickeln, dass sie über Service Plattformen
interagieren können. Man darf somit nicht mehr in linearen vertikalen Prozessketten
denken, sondern in Service Plattformen, die es ermöglichen horizontale und dynamische
Netzwerke aufzubauen.
Mit dieser Herangehensweise lassen sich in Zukunft neuartige Umweltinformationen
aggregieren. Abgeleitet vom Konzept 4PL wird in der Abbildung 11.1 der 4PL für
Expositionen eingeführt und als 4PE-Provider bezeichnet. Über eine Exposure Ser-
vice Plattform registrieren sich alle Services aus dem Bereich Modell, in situ Daten
und Transformation. Auf diese Services kann dann der 4PE zugreifen und seine indi-
viduellen Prozessketten aufbauen. Eine derartige Herangehensweise verspricht für die
Zukunft einzigartige Dienstleistungen im Bereich individueller Umweltinformationen.
xv
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A. Anhang



















































































































































































































































Abbildung A.1.: Schaltplan der Mikr controller lat ne des mobilen Messsystems. Diese
Schaltung beinhaltet die Energieversorgung (3,3V), die Programmier-
schnittstelle (JTAG), die Ansteuerung des Mikrocontrollers sowie die


















































Abbildung A.2.: Schaltplan der Sensorplatine für das mobile Messsystem. Diese Schal-



































































































































Abbildung A.3.: Schaltplan der Kommunikationsplatine für das mobile Messsystem.
Diese beinhaltet den Sensor SHT21 und die Übergabeklemmleiste für
die I2C Kommunikation.
A. Anhang xxxi
A.2. Crowd Sensing - Urban2Lab.app
1import React , { Component } from 'react ';
2import { Text , View , StyleSheet , ScrollView } from ...
'react - native ';
3import { Constants } from 'expo ';
4import List from './ components / List.js '
5
6export default class App extends Component {
7render () {
8return (
9<View style ={ styles.container }>
10<View style ={[ styles.header ]}></View >
11<ScrollView >
12<View style ={[ styles.content ]}>
13<List Individual Thermal Exposure />
14</View >
15</ScrollView >





21const styles = StyleSheet.create ({
22container : {
23flex: 1,
24flexDirection : 'column ',
































Listing A.1: Urban2Lab-App App.js
1import React , { Component } from 'react '
2import { Text , View , TouchableOpacity , StyleSheet , Alert , ...
TextInput } from 'react - native '



























29latitude : position.coords.latitude ,
30longitude : position.coords.longitude ,




35console.log ( position.coords.latitude )
36console.log ( position.coords.longitude )
37console.log ( this.state.user )
38fetch (" http ://138 .68.78.230 :1881/ crowd", {
39method : "POST",
40body: JSON.stringify ({
41latitude : position.coords.latitude ,
42longitude : position.coords.longitude ,




47.then(res => console.log (res))
48.catch (err => console.log (err));
49},
50err => console.log (err)
51);
52};
53alertItemName = (item) => {
54Alert.alert (
55// This is Alert Dialog Title
56'Individual Thermal Exposure ',




60// Second Cancel Button in Alert Dialog.
61{text: 'Cancel ', onPress : () => console.log ('Cancel ...
Button Pressed '), style: 'cancel '},
62// First Text Button in Alert Dialog.












74style ={{ height : 50, textAlign : 'left ', marginBottom : ...
5, borderColor : 'gray '}}
75placeholder =" Type Context Information "





81this.state.names.map ((item , index) => (
82<TouchableOpacity
83key = { item.id }
84style = { styles.container }
85onPress = {() => ...
this.alertItemName (item)}>
















101backgroundColor : '# d9f9b1 ',
102alignItems : 'center ',





108alignSelf : 'center ',
109justifyContent : " center ",
110},
111text: {
112color: '#4 f603c '
113}})
Listing A.2: Urban2Lab-App List.js
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