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1 Introduction
Computing systems are constantly growing, both vertically (single machine’s computing power)
and horizontally (quantity of machines). This growth results in an increase of CO2 emissions,
electricity expenses, etc. Undoubtedly, the growing amount of data and data centers requires
their processes to be more energy-efficient [Koo11] or in other words, it requires energy-efficient
software. This thesis provides an approach of finding an energy-efficient hard- and software
configuration in an energy- and time-efficient manner.
This chapter describes the motivation for the approach and marks out research questions to
be answered in this thesis. It also outlines a solution we propose. Furthermore, it contains an
overview of the thesis’ structure.
1.1 Motivation
The ultimate goal of energy-efficiency researches is to decrease the energy consumption of a
system. There is a number of approaches, which endeavor to decrease it. They can be indepen-
dent of the concrete algorithm [SKK11; Liv+14; DeV+14] or focus on some specific algorithm
like, e.g., sorting [Go¨t+14a] or database queries [Go¨t+14b]. All these approaches are united
by a common property: they utilize the benchmarking process. Benchmarking is used to re-
search the influence of various factors on the variable under observation, which in the case of
energy-efficient computing is energy consumption.
The main drawback of benchmark-driven researches is their time- and energy cost. Suppose
we have n factors, i.e., variables that can influence the energy consumption of the system. Each
of these n factors has m levels, i.e., a number of values the variable can have. Moreover, to
explore an impact of all these factors on the system’s energy-efficiency we need to get results
free from variance. Hence, we are repeating each execution k times. Thus, such benchmarking
processes need k ∗mn executions to be conducted.
A widespread multidisciplinary solution for this problem is called fractional factorial de-
sign [Dea+15], which intends to reduce benchmarking efforts by decreasing the number of in-
fluential factors. However, the interdisciplinary nature of fractional factorial design leads to
another problem: its inapplicability for a small number of factors (e.g., 2) and a vast num-
ber of levels. This scenario still implies a considerable number of experiments. However, the
cutback in the number of factors is impossible. This problem often arises in energy-efficiency
research, which assesses the influence of so-called sweet-spot configurations on energy consump-
tion. Here, a configuration denotes the choice among different hard- and software settings (e.g.,
CPU frequency, number of threads, a concrete algorithm, etc.).
This thesis aims to overcome this deficiency of fractional factorial design and provides a time-
and energy-efficient approach to identify energy-saving configurations independently from an
algorithm.
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1.2 Research Questions
The goal of this thesis is to provide an approach to reduce the amount of benchmark runs required
to identify an energy-optimal configuration for different types of algorithms. Such reduction
implies a trade-off between energy savings due to the diminished number of benchmark runs
and energy penalties for using a near-optimal instead of an optimal configuration to run the
respective algorithms. The research objective is to derive a general heuristic, which allows to
identify the most efficient combination of reducing the number of benchmark runs for the cost
of fewer energy savings at runtime.
We need to answer the following research questions in order to reach the research objective:
• RQ1 (Benchmark reduction). Is it possible to effectively reduce the benchmarking efforts
required to find a (near-)optimal configuration?
• RQ2 (Genericity). Can the same benchmark reduction technique be equally applied to
various types of algorithms?
• RQ3 (Effect). What is the effect of benchmark reduction on algorithms’ energy-efficiency?
To answer these questions, we are using an approach that performs fractional factorial design
by adaptive instance selection. This approach utilizes linear regression (deriving polynomial
models) to predict a near-optimal system configuration w.r.t. energy-efficiency based on a
subset of all configurations. Moreover, we evaluate the approach using four energy-efficiency
researches, either already or newly conducted. The former comprise the researches of database
queries and compression algorithms, whilst the latter cover sorting and encryption algorithms.
1.3 Solution
The suggested approach iteratively evaluates the need for further benchmarking by carrying out
a sequence of tasks:
1. Benchmarking a subset of configurations.
2. Making a prediction of a possibly-optimal configuration using a polynomial regression
model based on the current subset of benchmarked configurations.
3. Evaluating the adequacy of the energy consumption for this configuration.
4. Comparing the measured energy consumption with the na¨ıve choice’s one (the highest
nominal frequency and number of logical threads).
5. Obtaining the near-optimal configuration, if the consumption in the possibly-optimal con-
figuration is lower than in the na¨ıve choice; otherwise restart at 1.
The process of prediction is conducted by a polynomial regression model, which is built for
the already benchmarked subset of configurations. We consider the polynomial model valid if:
• its accuracy is high, i.e., R2 ≥ 0.85; and
• the predicted possibly-optimal configuration’s energy consumption is > 0.
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Thus, we receive near-optimal configurations for different processing tasks, by benchmarking
only a subset of all configurations. The utilization of the approach reduces the energy consump-
tion required for benchmarking by up to 65% whilst impairing the energy-efficiency by only 1.88
percentage points (pp), due to not using the optimal, but a near-optimal configuration. The
provided results demonstrate the effectiveness of the described solution.
Figure 1.1 depicts a simplified scheme of the approach. Here, we intend to establish a general
understanding of the approach, whilst we present a more detailed flowchart in Chapter 4.
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Figure 1.1: Basic scheme of the reduction approach
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1.4 Overview
The rest of the thesis is structured as follows. Chapter 2 contains an overview on research
of energy-efficient software, its motivation and an overview of approaches to reach it. It
provides a description on primary methods of benchmark reduction, in other words, facto-
rial designs. It also motivates the necessity in a new approach to fractional factorial de-
sign. Chapter 3 describes researches on the effect of dynamic voltage and frequency scaling
(DVFS) in combination with dynamic concurrency throttling (DCT) on the energy consump-
tion of (de)compression (Section 3.2), database management systems (DBMS) query executions
(Section 3.3), (de/en)cryption (Section 3.4) and sorting (Section 3.5). Chapter 4 comprises
the description of the generic approach for low-effort benchmarking together with the results
obtained by its implementation. We evaluate these results in Chapter 5. Chapter 6 gives a
summary and an outline of future work.
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2.1 Energy-saving Approaches
Energy-efficiency is a hot topic in contemporary research. The continuous increase of the com-
putational powers results in a consequent growth of energy-related costs [BCH13]. Such costs
comprise capital, operating expenses and environmental impacts (e.g., CO2 emissions) and to
decrease the aforementioned costs, we should focus on the reduction of energy consumption.
We can distinguish two main directions on the way to achieve lower energy consumption: a)
software energy-awareness and b) energy-efficient and adaptive interconnection architectures of
hardware. In this thesis, we concentrate on the first direction.
In general, a variety of approaches to decrease the energy consumption of systems exists and
the task of conducting an extensive overview of this topic can be considered as an independent
study. Hence, we describe only a subset of approaches. Even though the main focus of our
research is on software energy-awareness, we also present some types of studies, which are
totally different, to outline the research field.
One of such approaches is server consolidation [Pad+07] that involves the usage of virtual-
ization to combine multiple physical machines into a single one. Thus, the energy consumption
is decreased by the consumption value of the stopped machines, after their load is rebalanced
into another physical machine. Another option is to implement software strategies for the use of
power management features in hardware. In [MGW09], the authors propose an approach called
PowerNap, which is attuned to server usage patterns. The utilization of the PowerNap approach
can rapidly change the machine’s state to preserve energy during idle periods. However, both
discussed approaches are not considering energy consumption that is directly affiliated to the
currently running software. The former does not provide energy savings just the way it is but
requires the accurate work of system administrators performing the consolidation of services
and stopping the systems that are unneeded after the consolidation. The latter identifies idle
periods and changes the system’s state, which results in energy savings. However, it does not
provide any savings during the execution of an application. To save energy at runtime, we need
a different approach, which is able to adjust its behavior to dynamically changing requirements
and application’s state, i.e., software energy-awareness.
Software energy-awareness is an ability of an application to monitor its energy consumption
and adjust its behavior, if necessary. This necessity is caused by availability or unavailability of a
so-called “sweet-spot configuration”. Some works [Go¨t+14a; SKK11] show that the application
of DVFS, i.e., the ability to change the CPU frequency, can provide a significant decrease of
energy consumption if the application uses the optimal frequency. In [Go¨t+14b], the authors
show that DCT, i.e., the ability to pick a specified number of threads, is another influential
factor on energy consumption. The capability of the application to determine the existence or
absence of an energy-optimal configuration can lead to its energy-awareness.
The utilization of the sweet-spot configurations is not the only way to increase the energy-
efficiency of software. For instance, in [Har+09], the authors discus trade-offs between energy-
efficiency and performance for executing a database query. They describe a number of re-
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finements such as resource management, physical database design and redesign of software as
promising approaches in increasing energy-efficiency. The redesign approach means to tune the
actual implementation of software to be more energy-efficient. For example, in [LH14], the
authors propose energy-saving practices that can be used in developing Android applications.
However, this implies manual work of developers, which is beyond the amount of human and
financial resources considering the quantity of existing software.
Table 2.1 summarizes the approaches described in this section. The server consolidation
and the PowerNap approaches do not require energy-awareness, they can monitor a load of
the machine and tune its performance according to the existing number of processes. These
approaches are completely independent of software and thus, they are unable to provide energy
savings for a specific task. On the contrary, DVFS and DCT crave such information as they can
have distinct impacts relying upon an algorithm. The utilization of the sweet-spot configurations
gives even higher variety in influencing energy consumption than the application of DVFS or
DCT independently from each other.
Adversely to the mentioned approaches that can be automated with a reasonable effort, the
redesign approach requires a considerable portion of either a manual work or an automation
strategies development.
In this thesis, we investigate the ways to improve the sweet-spot configuration approach by
diminishing the efforts to conduct it.
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Server consolidation [Pad+07] No No Possible Virtual machines
PowerNap [MGW09] No No Possible System’s state
DVFS [Kim+08] Yes Yes Possible CPU frequency
DCT [Li+13] Yes Yes Possible Number of threads
Redesign [LH14] No Yes Partial Source code
Sweet-spot configuration [Go¨t+14b] Yes Yes Possible CPU frequency and
the number of threads
Table 2.1: Comparison of the energy-saving approaches
2.2 Benchmarking
There are several directions worthy of consideration to develop an approach that exploits sys-
tem’s energy consumption value to alter its configuration:
1. Benchmarking possible configurations and using the optimal one afterwards [Bun+09;
Sah+12].
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2. Application of a heuristic that provides a sufficient, but not an optimal result [Rod+11;
LB06].
3. Specification simulations.
From these three directions, the latter one shows the weakest level of genericity as it uses
specifications of concrete software, thus, making it difficult to be applied to a wide range of
algorithms. Here, the most probable solution would be to derive a commonality between various
application and subsequently create a general solution. However, only a limited number of
applications provide energy consumption specifications based on various hardware or software
configurations. Thus, this approach lessens the capacity of choices that can be researched to
find the dependencies among them, which, in turn, lead to genericity. Contrarily, benchmarking
and heuristic look more promising w.r.t. the development of an energy-aware application. These
directions are going to be discussed in the following subsections.
2.2.1 Full factorial design
Full benchmarking or full factorial design is an experiment, which consists of two or more
factors, each having a discrete possible number of levels. This experiment is being conducted
for all possible combinations of all levels across all factors. Experiments can be conducted in
virtually any field of research such as physics, biology, chemistry, medicine, computer science,
etc.
The main drawback of such experiments is their time and energy cost. To explain this dis-
advantage we are going to use a research of sweet-spot configurations for data compression
algorithms as an example.
The research is performed on a test machine equipped with two Intel Xeon E5-2690 processors,
each with 8 physical cores and up to 16 threads (Hyper-Threading), i.e., overall up to 32 threads.
The utilization of DVFS allows to use one of sixteen CPU frequencies (from 1.2 to 2.9 GHz
except 1.5, 2.1 and 2.6 GHz with a turbo mode of 3.8 GHz). Thus, there are two factors - CPU
frequencies, the number of threads.
There is also a number of other parameters that increase the quantity of test runs to an even
higher extent:
• compression algorithms (6 different implementations);
• actions (compression or decompression);
• data types (6 various data formats);
• repetitions to reduce variance (10 times).
Thus, in total, this research requires 368.640 test runs (16 frequencies × 32 numbers of threads
× 10 repetitions × 6 algorithms × 6 data types × 2 de/compression), which, for an average
execution time of 35 seconds, takes up to 149 days and uses more than 1.45 GJ of energy, i.e.,
a German private household’s average energy demand for housing per 2.5 month [Ger15].
The maximum energy savings are determined as a subtraction of the minimal energy consump-
tion among all measured configurations from the energy consumption on a so-called “na¨ıve con-
figuration” (nominal CPU frequency and a maximum number of threads). The term “nominal”
implies a frequency that is advertised by a CPU’s manufacturer (2.9 GHz in the aforementioned
example).
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The described example vividly illustrates the main deficiency of full factorial design, thus,
motivates the necessity to reduce the number of experiments. Such decrease can be performed
by an implementation of an appropriate heuristic (fractional factorial design).
2.2.2 Fractional factorial design
Fractional factorial design is a factorial experiment, in which only a fraction of possible combi-
nations is observed [Dea+15]. It is widely used for research and to the same extent in indus-
try [Kau+15; CK15; Jay+13]. Literature distinguishes two main types of fractional factorial
design:
1. Regular design.
2. Nonregular design.
Regular design is a fractional factorial design whose factors have defining relations with each
other. Being defining means varying factors are independent one from another or factors are
completely aliased, in other words - indistinguishable. Thus, a scenario in which one factor can
influence another one is impossible. If factors are indistinguishable, they can be substituted by
a single one. Nonregular design, in turn, comprises factors that can be neither orthogonal nor
fully aliased and therefore, it makes the interpretation and identification of main factors harder.
In literature factors are also frequently called effects.
We extend this classification with a so-called “na¨ıve design”. In some works, for example,
in [Go¨t+14b], the authors decrease the number of levels for one of the factors based on common
sense: they reduce the number of threads they observe from 32 to 6, picking only powers of
two (i.e., 1, 2, 4, 8, 16, 32).The application of the reduction allowed the authors to significantly
decrease the number of combinations to observe. Other approaches, like the aforementioned,
are possible. However, the criteria for the reduction can be different for each concrete case. The
following subsections describe approaches to perform regular and nonregular designs.
Regular design
As already mentioned, regular design is characterized by defining relations between factors. The
earliest works [Nor67; MM83] considered two-level factors:
2k−q, (2.1)
where 2k - full factorial design. This design consists of k factors (e.g., DCT, DVFS, etc.) and
2 levels (e.g., “high” and “low”). q = 1,2,3,. . . ,k-1 is a number of factors that are subtracted
from the full factorial design, consequently reducing the number of runs. Thus, a full factorial
design with 5 two-level factors implies 25 = 32 combinations (run size). If we apply reduction
by subtracting q = 2 factors, the resulting run size equals 25−2 = 23 = 8 and thus, we diminish
the number of test runs by 75%. In general, every factor has s levels resulting into a run size
of:
sk−q. (2.2)
If s has the same value for all factors, the design is called symmetric, otherwise asymmetric.
From formulas 2.1 and 2.2 we can derive the primary idea of such designs, it is to reduce the
number of experiments by decreasing the number of factors, i.e., lowering the power of s. This
idea takes place in approaches like:
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• invocation of effect sparsity and effect hierarchy assumptions;
• screening;
• pseudofactors.
Effect sparsity is the assumption that the number of nonnegligible main effects is no more than,
e.g., 25% or 30%. Effect hierarchy states that lower-order effects are more likely to be important
than higher-order ones. Effects of the same order are likely to be similarly important. Based
on these assumptions, one identifies the main effects and considers only them, thus, obtaining a
2-factor experiment.
Screening for active (important) factors is common for a wide variety of researches [Dea+15].
It presumes an evaluation of a large amount of potentially high influential factors. After be-
ing detected, these factors are utilized in subsequent stages, i.e., in the benchmarking process.
Another modification of screening called two-stage group screening works as follows. The first
stage comprises three main steps. First, factors are partitioned into groups. Second, the frac-
tional factorial design is designed for these groups as if each group is a single factor, the group
factor. Finally, the design is analyzed and important factors are identified. Negligible factors
are, in turn, dropped. In the second stage, remaining factor groups are dismantled and the same
process starts for individual factors.
Pseudofactors are mostly used for asymmetric designs or if factors comprise a nonprime num-
ber of levels. The use of pseudofactors is pretty intuitive. A ten-level factor can be substituted
by two five-level factors. If we use an example from Subsection 2.2.1 in which we encountered
the sixteen-level factor (CPU frequency) and the thirty-two-level one (threads), we can substi-
tute the threads factor by two sixteen-level factors, thus, having a run size of sk = 163. We
can continue using pseudofactors until we end up with only two-level factors sk = 224 and ap-
ply reduction here or perform it straight after the first iteration, i.e., sk−q = 163−1. However,
as will be shown later, the pseudofactors approach is very coarse-grained. To find the min-
imum amount of configurations, needed to obtain a sufficient result, we may require to pick
configurations individually, thus, making this approach inapplicable.
Nonregular design
Nonregular designs are applicable to more complex structures of factor interaction. Compared
to regular designs, which have two or a prime number of levels and thus, have large “gaps”
between different run sizes (growing exponentially bigger with a number of factors), nonregular
designs are more flexible. This flexibility concerns the number of run sizes (i.e., the “gaps”
are smaller) and work with asymmetric designs. A drawback is that a complex alias structure
implies more difficulties in identification and interpretation of the main effects. For these reasons,
nonregular designs are mostly used to evaluate only the influence of the main effects, but not
their interactions.
Hamada et. al. [HW92] proposed an approach in which the interactions of main effects can
be estimated. The negligence of such interactions can lead to: a) misses of important factors,
b) false detection of negligible effects and c) incorrect recommendation of factor levels.
A common approach to treat nonregular designs is the transformation into a supersaturated
design (SSD). SSD is a class of factorial designs, which can be derived from nonregular design.
Its distinctive feature is an extremely small run size so that the estimation of all factorial effects
is not allowed [BCH13]. In SSDs only the main effects are estimated, thus, making the SSDs
simpler than classical nonregular designs.
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Another idea is to construct an optimal nonregular design or in other words, to minimize the
aliasing of high-order interactions on the main effects. The challenges in the construction are a)
an absence of a nonregular designs’ unified mathematical description and b) a size of the class,
which is considerably larger than the class of regular designs.
In order to determine whether a constructed design is good enough, one can go for either
a theoretical or a practical path. The practical path is mostly unfeasible because it means to
search among all possible designs. On the other hand, the theoretical path is extremely useful
for this purpose, due to a relatively low-cost operation to determine the optimality under the
generalized minimum aberration criterion or some other criteria.
One more idea is to use search designs instead of SSDs [Sri75]. These designs study an effect
of main-factors-plus-one, which imply the search of one influential two- or three-factor design
from all possible combinations.
2.3 Discussion
In Section 2.1 we outlined the class of researches we utilize to reach the software energy-awareness
goal: sweet-spot configuration researches. These researches have a distinctive feature: they
consist of two factors (CPU frequency and the number of threads) that, in turn, possess a high
number of levels (16 and 32 respectively). We have shown that the utilization of conventional
fractional factorial design approaches (both regular and nonregular) bases on decreasing the
number of factors. For the sweet-spot configuration researches and for multilevel two-factor
experiments in general, the reduction of factors is inapplicable, as it leads to an inappropriate
design. Therefore, we need another approach to diminish the number of configurations.
At this point, the usage of pseudofactors may seem to be a likely solution. However, let us
consider their utilization. The main problem here is a coarse granularity of this approach, which
affects genericity. The final fractional factorial design after using pseudofactors results into a
design’s form of 2k, thus, the smallest subset comprises four configurations, which is a best case
scenario. Suppose, we split each factor into halves until each has only two levels. For example,
DCT factors : (1, 2), (3, 4), . . . , (31, 32), (2.3)
DV FS factors : (1200, 1300), (1400, 1500), . . . , (2900, turbo). (2.4)
Four configurations imply a combination of two factors:
DV FS +DCT : (1200, 1), (1200, 2), (1300, 1), (1300, 2). (2.5)
Moreover, a considerable amount of asymmetric designs (e.g., with an odd number of levels)
cannot be transformed into 2k. Hence, the minimum possible subset is even bigger.
Various classes of algorithms have contrasting energy dependencies and thus, are described
by different mathematical models. To identify such models, we need a very precise selection
algorithm. Therefore, the generic process of configuration selection needs to be 1) iterative, 2)
adaptive and 3) fine-grained in order to pick the smallest sufficient amount of configurations
and to be able to adjust its behavior according to the current results. Unfortunately, the
utilization of the pseudofactors approach with the suchlike requirements is inefficient. As the
result, we find ourselves in the need to develop an unconventional fractional factorial design
that fulfills the mentioned prerequisites.
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This chapter comprises the researches of DVFS and DCT combination’s effect on the en-
ergy consumption of (de)compression (Section 3.2), DBMS query executions (Section 3.3),
(de/en)cryption (Section 3.4) and sorting (Section 3.5). We use these researches to illustrate pos-
sible use cases for the unconventional fractional factorial design and to support the motivation
on its necessity.
In the scope of this thesis, we conducted researches of (de/en)cryption and sorting. The
studies of (de)compression and DBMS queries execution were conducted previously.
For each type of algorithms, we assess the energy consumption and execution time depending
on the number of threads and CPU frequency. These are the only qualities that intersect all the
researches. Although the compression algorithms research is more extensive, e.g., it also assesses
the compression ratio and peak memory, we concentrate our attention on general parameters.
3.1 Hardware Setup
Our test system uses two Intel Xeon E5-2690 processors, each with 8 physical cores and up to 16
threads (Hyper-Threading). The core frequencies range from 1.2 to 2.9 GHz except 1.5, 2.1 and
2.6 GHz and with a turbo mode up to 3.8 GHz. All cores of one socket use the same frequency
and voltage configuration. In our experiments we use the same frequency for both sockets. The
system uses an Intel 520 series SSD. The total AC real power consumption of the system is
measured with a calibrated ZES Zimmer LMG450 power analyzer [09]. A detailed description
of the test system is presented in [Hac+15].
3.2 Compression Algorithms
This research has considerably aided in a formulation of the topic for this thesis. Initially, we
planned to make a separate publication on the energy-efficiency of compression algorithms. How-
ever, the results showed an unexpectedly weak novelty compared to the previously conducted
researches of sorting algorithms [Go¨t+14a] and DBMS query executions [Go¨t+14b]. Bench-
marking of various compression algorithms took about 30 days of execution and resulted into
the energy consumption of 273 MJ. Such amount of benchmarking motivated a research to
reduce its effort.
This work covers an evaluation of compression algorithms’ energy-efficiency using DVFS and
DCT. Furthermore, we analyzed dependencies between a CPU frequency, number of threads,
and execution time. We considered the computation on different data types, e.g., text, audio,
game and application data to produce generalizable results.
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3.2.1 Experiment details
On the Linux test system we have installed pigz1, plzip2, pbzip23 and NanoZip4. We have used
NanoZip with three maximum memory restrictions - the default case (512 MB), 5 GB and 50
GB. As input data for compression and decompression, we have chosen to use partial application
data, game data, audio files in FLAC/WAV format, and XML text extracted from Wikipedia -
a 100 MB file and its extended version of 1 GB. All data was read and written to the Intel 520
series SSD.
However, in our experimental setup the input and output of the (de)compression is cached by
the operating system in main memory. Therefore, the time and energy consumption is mainly
bound by the CPUs and main memory and we did not observe any significant impact from costly
I/O. With increasing amount of memory available in current servers, this is a common scenario.
In cases where I/O is the limiting factor, the energy efficiency techniques under investigation
(DVFS, DCT) would have less impact since they focus on the CPU.
We made the measurements based on the variation of two parameters:
1. CPU frequency: {1.2, 1.3, 1.4, 1.6, 1.7, 1.8, 1.9, 2.0, 2.2, 2.3, 2.4, 2.5, 2.7, 2.8, 2.9 GHz
and turbo mode}.
2. The number of threads: {1, 2, 4, 8, 16, 32}.
An optimal configuration is a combination of the CPU frequency and the number of threads,
which provides the best possible result in terms of energy consumption.
We used 10 repetitions for each configuration to reduce variance. We facilitated the same
configurations for decompression as well. Thus, in total we conducted 69.120 test runs (16
frequencies × 6 numbers of threads × 10 repetitions × 6 algorithms × 6 data types × 2 de-
/compression), which took 28 days (of execution time excluding maintenance times during this
time frame) and used 272,5 MJ of energy.
3.2.2 Compression algorithms
Plzip is a parallel (multi-threaded) implementation of the Lzlib algorithm for in-memory com-
pression [KKL11]. It can compress and decompress large files on multiprocessor machines much
faster than lzip, at the cost of a slightly reduced compression ratio. Note that the benefit of
using more threads is limited by file size; on files larger than a few GB, plzip can use hundreds
of processors, but on files of only a few MB, plzip is no faster than its serial counterpart lzip.
When compressing, plzip divides the input file into chunks and compresses as many chunks
simultaneously as worker threads are chosen, creating a multi-member compressed file. When
decompressing, plzip decompresses as many members simultaneously as worker threads are cho-
sen.
Pbzip2 is a parallel implementation of the bzip2 block-sorting file compressor. The pbzip2
program is intended for use on shared memory machines. It provides near-linear speedup when
used on multi-processor machines and 5-10% speedup on hyper-threaded machines. The out-
put is fully compatible with the regular bzip2 data so any files created with pbzip2 can be
uncompressed by bzip2 and vice-versa.
1http://zlib.net/pigz
2http://www.nongnu.org/lzip/plzip.html
3http://compression.ca/pbzip2
4http://nanozip.net
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Files to be compressed are split into pieces and each individual piece is compressed. The final
file may be slightly larger than if it was compressed with the regular bzip2 program due to this
file splitting. Files which are compressed with pbzip2 will also gain considerable speedup when
decompressed using pbzip2.
Pigz is a parallel implementation of gzip for modern multi-processor, multi-core machines. It
is a replacement for gzip that exploits multiple processors and multiple cores while compressing
data. Pigz uses the zlib and pthread libraries. For compression, pigz, like the other algorithms,
splits the file into pieces, too. But, in contrast to the earlier algorithms, pigz does not use
splitting to decompress in a parallel way. Instead, a single thread is used for decompression,
while the other threads are used to read and write from disk.
NanoZip is an experimental file archiver software. It consists of several original file com-
pression algorithms, put into a single file archiver program aiming for high data compression
efficiency. NanoZip algorithms are memory-frugal and recognize similarities between two data
blocks even if the distance between them is large. This effect is amplified in the parallel compres-
sion algorithms. These do not split the data into blocks but compress the input as a continuous
stream while utilizing multiple processors.
Each of the four aforementioned algorithms has its own file format, which is incompatible
to the other algorithms. However, some algorithms are better for compression, while other
algorithms are better for decompression. We selected these four algorithms, because, in a data
center, they are alternatives for the task of compression and decompression and our experiments
help in deciding, which algorithm to use.
3.2.3 Results of the experiments
Due to the scope of this thesis, only a subset of all results is shown. The complete data set
covering all measurements is available on the attached CD-ROM.
As expected, the compression time shows a common dependency in most programs. It de-
creases with the increase of frequency and with the number of threads. It is worth mentioning
that the impact of changing the number of threads is more significant than the variation of
frequency. From Figure 3.1, we can see that the change of CPU frequency has the highest
impact on a single-threaded execution, decreasing its effect on higher numbers of threads. For
some data types (e.g., for FLAC audio and game data) NanoZip behaves differently from the
typical execution. The minimum execution time is observed during 8-threaded runs. However,
in most cases the fastest execution is observed for the highest number of threads and the highest
frequency.
Unsurprisingly, the energy consumption is highly dependent on the runtime. It implies the
best energy-efficiency with 32-threaded execution for most cases. However, the optimal frequency
w.r.t. energy is neither the turbo mode, on which the runtime is the lowest, nor the highest
nominal frequency. For the different data types, it varies from 1700 to 2700 MHz. For NanoZip,
with the fastest execution using 8 threads, the optimal energy consumption remains on the same
frequency, leading to the conclusion that NanoZip’s runtime has an even stronger influence on
its energy-efficiency.
Decompression time and energy show a similar dependency as the compression cases, differing
only for pigz. It provides the fastest possible execution among all tested programs. Increasing
the thread count actually slows down the execution, because the synchronization overheads
exceed the actual runtime. Thereby, the fastest execution and the lowest energy consumption
can be observed during 4-, 8- or even single threaded runs (FLAC audio).
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Figure 3.1: Energy consumption of the compression process (pbzip2 over application data). The
lowest consumption is marked with a star
Other parameters play only a minor role (if any) for the energy-efficiency. The peak memory
rises with the increase of the number of threads. For NanoZip, it mostly remains virtually
unchanged on the highest allowed level, conjecturing a fixed-buffer allocation in the program.
An interesting case occurs while compressing 1 GB of XML data and game data with Nanozip
(under 5 and 50 GB limits). The smallest amount of utilized memory for the execution is
observed during 8-threaded execution. Moreover, the highest amount of allocated memory is
noticed during a single-threaded run.
We observed the fastest execution for pigz, the slowest for plzip. The compression ratio was
the highest for NanoZip and the lowest for pigz. An unexpected result occurs for the compression
ratio of NanoZip. Unlike for other algorithms with a constant size of the compressed file for a
particular input file, NanoZip has different compression ratios according to different numbers of
threads. The higher the number, the smaller is the compression ratio and, thus, the larger the
compressed file. Such behavior was observed for application and XML data. Game data has
a slightly different behavior: the best compression ratio is observed during 4 and 8-threaded
execution. Different ratios are likely to occur as a consequence of NanoZip’s execution behavior.
For each thread, it uses a different compressor and combines the results into a single file. The
likelihood of a repeating fragment occurrence is higher in the bigger file, thus, providing a worse
compression ratio.
Table 3.1 shows for each combination of input data type, compression and decompression
processes, the optimal algorithm, frequency and thread count w.r.t. energy-efficiency. It also
shows energy and time savings compared to the default configuration. Negative time savings
denote that the task took longer than in the default configuration. We assume the default
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configuration to be the maximum number of threads (32) and the highest nominal frequency of
the CPU (2900 MHz).
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app4 compress 3.85 -25.74 2200 32 pigz
cr audio1.flac compress 4.43 -23.21 1900 32 pigz
cr audio1.wav compress 11.92 -1.54 2200 32 pigz
enwik8 compress 3.16 -6.67 2700 32 pigz
enwik9 compress 7.68 -5.11 2400 32 pigz
game1 compress 6.26 -15.77 2200 32 pigz
app4 decompress 10.29 -7.84 2400 32 pbzip2
cr audio1.wav decompress 15.43 -3.88 2400 32 pbzip2
enwik8 decompress 15.21 10.26 2700 32 pbzip2
enwik9 decompress 16.18 -8.87 2200 32 pbzip2
game1 decompress 10.58 -15.61 2200 32 pbzip2
cr audio1.flac decompress no sweet-spot frequency can be found 1 pigz
Table 3.1: Optimal algorithm per data type regarding energy-efficiency
Pigz showed the best energy results w.r.t. data compression. At the same time, pbzip2
showed the smallest energy consumption while decompressing files. Unfortunately, there is no
possibility to use one algorithm for compression and another one for decompression as they use
different formats (e.g., tar.gz for pigz and tar.bz2 for pbzip2). Thus, if in a system the task of
compression is likely to be executed more often than decompression, we suggest using pigz, else
pbzip2.
Table 3.1 shows only one case of saving both time and energy: decompression of enwik8
(100 MB) by pbzip2. This result is due to the fast execution of the decompression process (0.39s
for the default configuration), which is the most influential parameter on energy consumption.
The difference in times of execution between the default and optimal configuration (2700 MHz,
32 threads) is only 0.04s, which are 10.26% savings compared to the default case. Thus, for
cases with very short executions (<0.5s) the energy consumption may stay virtually the same
because of variance at frequencies from 2000 to 2900 MHz with the highest number of threads.
From Table 3.1, we can see that optimal frequencies, on which energy can be saved compared to
the na¨ıve choice, exist for most cases. Moreover, they are different for various data types. In most
cases reducing energy consumption comes at the cost of runtime, but in a non-linear correlation.
Therefore, our results confirm the utility of an optimal frequency for compression algorithms
and motivate the use of determining optimal configurations in energy-aware applications.
This section illustrates a utilization of a na¨ıve fractional factorial design. The benchmarking
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time (ca. 30 days) and energy (273 MJ) and the number of runs (ca. 70,000) strongly motivate
the necessity in a reduction approach.
3.3 Database Queries
In this work [Go¨t+14b], the authors focus on minimizing the workload of databases by applying
a Sweet Spot Technique. This technique is derived from previously found optimal configurations
for various queries. This research is a perfect example to utilize a reduction technique.
3.3.1 Experiment description
The authors conducted benchmarking on a Linux test system with MonetDB (11.17.13) installed.
They patched the DBMS to disable result caching that increased energy consumption by writing
instructions to the disk. TPC-H, which is the industry standard benchmark, was used as input.
It includes 22 SQL SELECT queries, 21 of which were used. In order to avoid impreciseness of
energy consumption, the authors ran only one query at the same time.
We can distinguish 2 main varying factors - CPU threads (6 values - 1, 2, 4, 8, 16, 32) and
CPU frequency (16 values - from 1.2 to 2.9 GHz except 1.5, 2.1 and 2.6 GHz + turbo mode). To
decrease the impact of variance authors repeated each execution 8 times and excluded the first
repetition that warmed up the database.
3.3.2 Results of the experiments
Table 3.2 shows the optimal configuration together with the time and energy savings for every
investigated query. Savings are received comparing to the na¨ıve choice configuration - nominal
frequency (2.9 GHz) and the highest number of threads (32). Overall energy and time savings
for using the optimal configuration are 16.8% and 3.4% respectively. Moreover, the authors
calculated a single optimal configuration for all the queries (Figure 3.2), using which one could
save 12% of energy and 29.7% of time. The results for some queries (e.g., Query 2) were
insignificant due to the short execution and thus, large variance.
From the analysis of the received data the authors made several conclusions:
• No energy-efficient frequency exists for a low number of threads. Differences in energy
consumption are almost negligible. With the growth of thread count the influence of fre-
quency’s change decreases. Nevertheless, different sweet-spot frequencies exist for various
queries.
• The number of threads significantly affects energy consumption of the system. However,
for some queries (e.g., Query 9), the best energy-efficiency is observed for a single-threaded
mode, while increasing the number of threads slows down the execution and the energy-
efficiency deteriorates.
Based on the experiments and their results the authors derived a technique which helps
database administrators to increase the energy-efficiency of their systems:
1. Workload Recording. Calculate a probability of various queries’ occurrence with recording
a workload of a DBMS.
2. Query Benchmarking. Get time and energy consumption of the queries by benchmarking.
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Query Energy savings [%] Time savings [%] Frequency Threads
query 01 15.4 -22.0 1900 32
query 02 32.0 33.6 2400 16
query 03 9.4 -3.5 2800 16
query 04 8.6 1.8 2700 16
query 05 18.3 10.4 2700 16
query 06 19.7 1.1 2400 16
query 07 15.4 -3.6 2200 32
query 08 11.4 19.1 turbo 16
query 09 50.3 8.7 2800 4
query 10 8.6 3.9 2800 32
query 11 6.5 -9.9 2500 32
query 12 17.6 -12.5 2000 16
query 13 25.1 22.9 2700 16
query 14 22.9 -20.8 2500 8
query 16 12.1 21.3 turbo 1
query 17 51.2 25.2 2900 8
query 18 6.9 -0.4 2400 32
query 19 0.4 -29.1 2300 32
query 20 6.9 19.7 turbo 8
query 21 8.9 -14.7 2400 16
query 22 2.9 -5.4 2700 8
Table 3.2: Optimal configurations and their time and energy savings comparing with the na¨ıve
choice
3. Query Aggregation. Select an optimal configuration for all queries.
Benchmarking, that the authors mention in the paper, is a na¨ıve fractional factorial design.
They also mention that this process can be time-consuming and thus, advise to limit the con-
figuration space. However, they do not make any proposal for its design. As industry systems
can have a huge number of frequently used queries and an effort to benchmark all of them is
enormous, such space reduction becomes even more important. We calculated the benchmark-
ing effort spent for this research, it took almost 3 days of continuous execution (2.77 days) and
28,5 MJ of energy.
3.4 Encryption Algorithms
Encryption algorithms are widely used in todays software, protecting sensitive data from third-
parties access. A classification of encryption primitives by Menezes et al. [MVO96] is illustrated
in Figure 3.3.
For the scope of this thesis the highest importance play asymmetric- and symmetric-key
ciphers. Contemporary secure communication protocols (e.g., TLS, SSH) heavily use these
primitives. Asymmetric-key ciphers are used to provide authentication, establish a connection
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Figure 3.2: Average AC energy consumption over all queries. The lowest consumption is marked
with a star
and pass a symmetric secret key. Then both parties communicate with the data encrypted by
this symmetric-key. The reason for such configuration is the speed of encryption and decryption,
which is higher for symmetric-key ciphers by the order of magnitude [PP09].
Another widely spread encryption primitive is a cryptographic hash function or one-way hash
function. These functions are used for various tasks such as digital signatures and data integrity.
For providing not only data integrity, but also data origin authentication, they are calledmessage
authentication codes (MACs). When being used to detect a message’s alteration modification
detection codes.
In the scope of this thesis we are interested in resource intensive tasks. Therefore, we consider
symmetric-key ciphers as the most important. Another vital feature for us is parallelizability,
which makes symmetric-key stream ciphers inappropriate, since their encryption depends on
a current state of a cipher and hence, are unparallelizable. Thus, we have chosen to assess
symmetric-key block-ciphers (AES [MVM09], 3DES [BB12]) in Galois/Counter mode (GCM),
asymmetric-key ciphers (RSA [RSA78], Diffie-Hellman [DH76]). We have also chosen to measure
cryptographic hash functions such as SHA-2 [ST15] and Whirlpool [B+00].
3.4.1 Experiment details
Different classes of encryption primitives have their unique use cases and for this reason, we var-
ied a set up for each primitive specifically. For example, for symmetric ciphers we used following
input data: partial application data, game data and XML text extracted from Wikipedia, a
1GB file. We used the same data as in the compression algorithms study to have an oppor-
tunity to utilize obtained information in future work on algorithms interaction. We did not
perform encryption of audio data, as it is encrypted by very specialized algorithms tuned for
this purpose [PP09]. Moreover, we excluded a 100 MB text file from the evaluation as the
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Figure 3.3: Classification of encryption primitives
compression and decompression run too fast and the results are not representative. The fast
execution of the hash functions results in the need for even larger files and thus, we used a 4GB
file with Wikipedia articles. To parallelize the hash functions we used a concept of hash lists
that are lists of hashes obtained after a split of an input file and a subsequent utilization of the
hash function on each separate trimmed file. Thus, we divided the file size by the corresponding
number of threads and then united them in a list. The primary use case for asymmetric ciphers
is encryption and distribution of symmetric-keys. This can be explained by the fact that an
asymmetric encryption requires considerably more resources than a symmetric one. Thus, in
our use case the test system generated a 4096 bit asymmetric-key and (de/en)crypted a 128 bit
AES key.
We used DVFS and DCT with the same values as described in Section 3.2. We also used 10
repetitions for each configuration to reduce variance.
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3.4.2 Encryption algorithms
Advanced Encryption Standard
Advanced Encryption Standard (AES) or Rijndael is a widely used symmetric cipher. It was ap-
proved as a specification for encryption of electronic data by the U.S. National Institute of Stan-
dards and Technology (NIST). Moreover, it is mandatory in various industry standards [PP09]
such as TLS, IPsec, WIFI encryption standard IEEE 802.11i, SSH, etc.
In 2001, Rijndael cipher was declared as a new AES after several evaluation rounds that
helped to shrink the list of potential candidates. The requirements for the candidates were the
following:
• block cipher with 128-bit block size;
• support of 128, 192 and 256-bit key lengths;
• software and hardware efficiency.
The only difference between AES and Rijndael ciphers is in that the former has the block
size of 128 bits while the latter can vary its block and key size between 128, 192 and 256 bits.
Moreover, some modes of operations for block ciphers (e.g., GCM, see Block cipher modes of
operation) can operate only with 128-bit block size.
AES consists of so-called “layers”, each manipulating all 128 bits of a data path:
• Key addition layer. A 128-bit key or a subkey, derived from the main one is XORed to
the data path.
• Byte substitution layer. Each element of the data path is non-linearly transformed using
look-up tables with special mathematical properties.
• Diffusion layer. The plain text is dissipated over all state bits over of the cipher text.
Normally, it consists of two stages: shift rows and mix columns.
Each round (except the first one) consists of all 3 layers. The last round has a shorter diffusion
layer with only the shift rows operation performed, thus, making encryption and decryption
scheme symmetric.
Triple Data Encryption Standard
Triple Data Encryption Standard (3DES) is an alternative to AES. It consists of three phases
of DES Encryption with different keys:
y = DESk3(DESk2(DESk1(x))) (3.1)
3DES is a symmetric-key block cipher with the block size of 64 bits. Supported key sizes are
56, 112 and 168 bits. DES cipher, which is the original cipher was designed at the time when 56
key size was enough to make brute-force attacks unfeasible. With the increase of computational
powers the key size became an issue. 3DES increases the key size of DES, hence, protecting
against these attacks, without the necessity to design a new block cipher algorithm.
For each block of a plaintext, DES performs 16 rounds, which carry out the same operation.
In each round, the different subkey, which, in turn, is derived from the main 56 bit key, is
used. DES utilizes Feistel networks [Fei73] that provide a cryptographic strength (if designed
carefully) and have an advantage of having very similar encryption and decryption processes.
The difference is that the decryption process requires a reversed key schedule.
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Block cipher modes of operation
In several previous subsections, we described how AES and 3DES encrypt a single block of
plaintext. However, in practice we need to encrypt significantly longer data. For the encryption
of long plaintext, one can use various modes of operations: Electronic Code Book mode (ECB),
Cipher Block Chaining mode (CBC), Conventional Authenticated-Encryption mode (EAX),
GCM and many others [PP09; BRW04; MV05].
ECB is the simplest of encryption modes, which divides the plaintext into blocks, each sepa-
rately encrypted. The main disadvantage is the same ciphertext output for the same plaintext
blocks. It means that the data patterns are not protected and therefore, ECB is not recom-
mended to be used in cryptographic protocols.
CBC is a mode where each plaintext block is XORed with the previous ciphertext block
before being encrypted. The initialization vector is applied to the first block in order to make
each block unique. As every block depends on the previous block’s encryption, CBC mode
is unparallelizable. The decryption process, however, can be run in parallel, because only two
adjacent blocks are needed to recover a plaintext block and only the first block will be corrupted,
while decrypting with the incorrect initialization vector.
EAX is an Authenticated-Encryption with an Associated Data mode of operation, which
provides both confidentiality and authenticity. It has a two pass scheme, first of which provides
confidentiality and the second one authenticity. EAX has no restrictions on the block size which
makes it possible to be used with, e.g., 3DES. It uses Counter (CTR) mode for encryption and
One-key MAC for authentication over each block.
CTR turns a block cipher into a stream cipher blockwise. The input of the block cipher is a
counter that receives a different value every time the cipher computes a new key stream block.
CTR can be parallelized as it does not require any feedback. Different block cipher engines can
encrypt different counter values at the same time.
GCM is an encryption mode, which at the same time computes a MAC. As EAX, it also uses
the CTR mode. However, the CTR mode is accompanied with the computation of the MAC
value. The first initial counter is derived from an initialization vector and a serial number. Then
its value is incremented and XORed with the first plaintext block. For all subsequent blocks,
the counter is incremented and encrypted. Authentication is provided by a chained Galois field
multiplication [PP09].
RSA
The RSA crypto-scheme or Rivest-Shamir-Adlerman algorithm is the most widespread asym-
metric cryptographic scheme [PP09]. Its main applications in practice are:
1. encryption of small pieces of data, especially keys;
2. digital signatures.
It is several times slower than block ciphers like AES, which is the consequence of a significantly
larger amount of computations. Hence, its primary usage is a transfer of a key for a symmetric
cipher.
Encryption in RSA is done by modular exponentiation with c. For the plaintext block m:
mc mod n, (3.2)
where n is the maximum binary value m can have, c - public key.
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Decryption is done by modular exponentiation with d. For the ciphertext block mc:
(mc)d mod n = m, (3.3)
where d - private key.
In practice numbers m, c and d are very long, usually 1024 bits or more. RSA systems are
designed such as:
• It is computationally unfeasible to compute a private key from a public key.
• We cannot encrypt more than l bits in one RSA encryption, where l is the bit length of n.
• It should be relatively easy to encrypt with c and to decrypt with d. Hence, the RSA
system should have a method for fast exponentiation with very long numbers.
• For given n there should be many private-key/public-key pairs to make a brute-force attack
unfeasible.
Diffie-Hellman
Unlike RSA, which is an asymmetric crypto-system based on a one-way function of the integer
factorization problem, Diffie-Hellman key exchange (DHKE) is based on another function: dis-
crete logarithm problem. The basic idea is that exponentiation in Zp∗, p prime, is a one-way
function and that exponentiation is commutative:
k = (αx)y ≡ (αy)xmod p (3.4)
The value k is a joint secret that can be used between two parties. The set-up protocol of the
Diffie-Hellman key exchange works as follows:
1. Choose a large prime p.
2. Choose an integer α ∈ {2, 3, . . . , p− 2}.
3. Publish p and α.
p and α are sometimes called domain parameters. Knowing the domain parameters both
parties can generate a joint secret key. Both parties compute a public key by: kpub,A|B = αa|b
mod p, where a, b - chosen large primes by A and B party, respectively. Then, the parties
exchange their public keys. During the last stage A and B compute the secret key: kAB ≡ kbpub,A
mod p ≡ kapub,B mod p.
The initial version of DHKE is unable to protect against man-in-the-middle attack as it
does not provide authentication. However, its modification called the Unified Diffie-Hellman
(UDHKE) adds authentication, but unlike the DHKE, it requires two key pairs, where the
second one is used for authenticity assurances.
SHA-2 and Whirlpool
Hash functions are used in order to compute a message digest, a hash value, which is a short,
fixed-length bit-string. They can also be used as fingerprints of messages, i.e., a unique repre-
sentation of a message. Moreover, unlike symmetric- and asymmetric encryption systems, hash
functions do not use a key to perform this action.
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For the evaluation, we have chosen SHA-2 which is a contemporary widely used hash function.
To get the results comparable, we also consider a Whirlpool algorithm.
Secure Hash Algorithm 2 (SHA-2) is a family of hash functions, which consists of six hash
functions with different digest lengths: SHA-224, SHA-256, SHA-384, SHA-512, SHA-512/224
and SHA-512/256. At the preprocessing stage the message is padded so that the padded message
is a multiple of 512 or 1024 bits. Then the message is parsed into N m-bit message blocks and
when the initial hash value is set, this value depends on the message digest size. Afterwards, the
hash computation begins. This computation uses functions of exclusive-OR or bitwise OR and
provides identical results. Functions may have minor differences as their inputs and outputs have
different sizes depending on the digests length. SHA-2 also use sixty-four constant 32-bit words
for computation of SHA-256 and SHA-224 or eighty 64-bit words for other hash functions of the
family. NIST specified the 112-bit security provided by SHA-2 as the minimum requirement for
digital signatures since 2013.
Whirlpool is a 512-bit hashing function operating on messages shorter than 2256 bits. A
round function and a key schedule are designed according to a Wide Trail strategy [Dae95].
Therefore, its block cipher is similar to AES in the Miyaguchi-Preneel mode [MVO96]. The
block cipher consists of an 8 × 8 state matrix of bytes, overall 512 bits. If the message length
is not a multiple of 512, a padding method is applied. The encryption process consists of a
four round functions, which update the state over ten rounds. The four round functions are
the following: AddRoundKey (AK), MixRows (MR), ShiftColumns (SC) and SubBytes (SB).
During each round the new state is computed as S = AK ◦MR ◦ SC ◦ SB.
In this study we have chosen SHA-2 with a 512-bit digest and the Whirlpool function that
has the same length of the digest.
3.4.3 Results of the experiments
Table 3.3 shows the optimal configurations of various encryption algorithms, received by perform-
ing the na¨ıve fractional factorial design. From the table, we can see that encryption algorithms
proved to be CPU-bound, which is not surprising. Another expected observation is a strong
influence of the execution time on energy consumption, e.g., AES consumes less energy than
considerably slower 3DES. The same works for hash lists: SHA-2 is more energy-efficient than
Whirlpool. The energy savings up to 34% show that the sweet-spot configuration approach is
applicable to this class of algorithms. We can observe a relative sweet-spot stability of AES
around 2400 MHz. On the other hand, the optimal frequency is still different for each data type.
Therefore, we recommend benchmarking new algorithms and data types.
The AES decryption process has an extremely fast execution time, thus, is very hard to be
measure. Numerous executions, ca. 80%, resulted into broken results and a re-execution of these
experiments implies a significant overhead, that makes even a fractional factorial design costly.
For such scenarios, we should use another approach, e.g., stochastic. In this thesis, however, we
are interested in a solution for a general case. Development of the stochastic approach for rapid
executions is a very special scenario and even though it is unfeasible in the current thesis, this
task is a good candidate for the future work. Another possibility would be to test considerably
bigger files. Nevertheless, we can see the usability of the sweet-spot configurations approach for
decryption based on the decryption process of 3DES.
Asymmetric ciphers are also the candidates for the stochastic approach. In a common scenario
we are interested in an encryption of symmetric ciphers that have lengths of hundreds bits.
Even a utilization of 4096 bit RSA cipher takes approx. 400 ms on a commodity machine (IntelR
CoreTM i5-3337U CPU @1.80 GHz, 2.0 GB RAM) including the key generation. Thus, this
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app4 encrypt 34.3 -19.26 367.15 2286.99 2400 32 AES
enwik9 encrypt 15.54 -19.07 1031.99 5364.76 2500 32 AES
game1 encrypt 18.21 -24.91 626.33 4056.72 2300 32 AES
enwik4GB encrypt 24.55 -47.61 286.85 2274.79 2200 32 SHA2
app4 encrypt 12.75 -44.31 841.16 5094.26 2000 32 3DES
enwik9 encrypt 6.57 -31.54 2042.06 11285.89 2200 32 3DES
game1 encrypt 11.63 -21.22 1339.8 7275.43 2400 32 3DES
app4 decrypt 12.48 -3.07 376.31 1856.4 2800 32 3DES
enwik9 decrypt 3.22 -0.28 866.3 4271.43 turbo 32 3DES
game1 decrypt 9.07 -24.99 537.28 3772.26 2300 32 3DES
enwik4GB encrypt 13.08 -57.19 508.31 4235.42 1700 32 Whirlpool
Table 3.3: Energy savings by the utilization of optimal configurations w.r.t. energy-efficiency
for various encryption algorithms
scenario is a perfect use case for the stochastic approach. For all general cases (runtime ≥ 1 s)
we recommend to use benchmarking.
The overall time and energy effort for this research is 4 days and 38 MJ, respectively. However,
we do not assess the effort on recomputations of the broken results, other unrepresentative cases
(e.g., AES/3DES enwik8, AES decompression) that increase the effort. More test cases would
result into a bigger overall effort, thus, it is advisable to use a reduction technique.
3.5 Sorting Algorithms
Sorting is a widely used class of algorithms (as a benchmark) for performing diverse researches [Bai+91;
LKM11]. In [Go¨t+14a], the authors tried to find out the influence of sweet-spot frequencies on
the energy-efficiency of a data-processing task. Furthermore, the authors proposed an approach
to dynamically adapt software to increase the energy-efficiency of a system.
The algorithms, used for the evaluation (counting sort, radix sort, std::sort), are single-
threaded and therefore, are not showing the effect of DCT on the energy consumption. Hence,
we decided to parallelize them (parallel counting sort, parallel radix sort) or to replace them
with different algorithms (parallel quicksort instead of std::sort).
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3.5.1 Experiment details
We used OpenMP [Ope13] to parallelize counting, quick and radix sorting algorithms. The
sorting process was performed on 3 different integer array sizes - 200, 500 and 750 millions of
values. For radix sort, which appeared to be the fastest, we have also used array sizes of 1 and
1.5 billion. Arrays were pseudo-randomly generated for each run, however, this time was not
taken into account by the measurement system. Moreover, we used different configurations of
CPU threads and CPU frequencies for executions.
We can notice 2 main varying factors - CPU threads (6 values - 1, 2, 4, 8, 16, 32) and CPU
frequencies (16 values - from 1.2 to 2.9 GHz except 1.5, 2.1 and 2.6 GHz + turbo mode). We
repeated each execution 10 times in order to decrease variance.
3.5.2 Sorting algorithms
In [Go¨t+14a], the authors chose radix, count and std::sort because of the high speed of execution.
However, they operate only one variable - CPU frequency. In order to use this work as an example
of the reduction approach, we need to add a second parameter, the number of threads, as it is
the only sufficient parameter that may influence sorting’s energy-efficiency.
Parallel counting sort
Counting sort [Cor+09] is a non-comparative stable sorting algorithm, the time of which is
O(n+ k), where n is the number of elements to sort and k is a maximum value of the element.
Non-comparative means that it beats Ω(nlg n), which is the restriction of comparison-based
algorithms. Counting sort is stable: the numbers of the same value emerge in the output array
in the same order as they were in the input.
Counting sort determines a place for an element x by knowing how many elements are less or
equal than x.
In the parallel counting sort, each thread is responsible for n/p elements, where p is the
number of threads. The algorithm works as follows:
1. Each thread counts a number of its elements with each possible value.
2. Each thread computes a prefix sum of values’ counts.
3. The prefix sums are ’combined’ by computing the sums thread-wisely for each element.
4. Each thread places its elements into an output array.
Parallel radix sort
Radix sort [Cor+09] is a non-comparative sorting algorithm. The sequential version sorts an
array b times, where b is a number of bits an element contains. This number can be reduced
by grouping r bits together. Thus, the sorting is done b/r times. There are 2 variants of radix
sort: Least Significant Digit (LSD) and Most Significant Digit (MSD), which represent an order
of an execution. Radix sort utilizes a stable sorting algorithm (e.g., counting sort) as inner sort.
Stability is a very important feature for the inner sorting algorithm because after each iteration
the order of already sorted values for the previous bits must be preserved. The complexity of
radix sort is:
O((b/r)f(n, r)), (3.5)
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where f(n, r) is a complexity of the inner subroutine. As the complexity of counting sort is
O(n+ 2r), the overall complexity of radix sort is:
O((b/r)(n+ 2r)). (3.6)
The easiest way to parallelize radix sort is to make inner counting sort parallel [Ama+96].
Thus, the algorithm is similar to the algorithm described in parallel counting sort subsection, but
with a difference that it is utilized for each bit (group of bits) separately. Thus, the complexity
of parallel radix sort is:
O((b/r)(n/p+ 2r). (3.7)
Parallel quick sort
Quicksort [Cor+09] is a comparative sorting algorithm with costly worst-case, Θ(n2). Never-
theless, it is more efficient on average - Θ(nlg n). It also has an advantage of in-place sorting,
i.e., it is able to transform the input with a constant small amount of extra storage space.
Sequential quicksort applies divide-and-conquer paradigm. Here is a typical process for sorting
an array A[p..r]:
1. Partition the array into two subarrays A[p..q−1] and A[q+ 1..r] in such way that A[p..q−
1] ≤ A[q] ≤ A[q + 1..r]. Compute the index q as a part of this partitioning subroutine.
2. Sort subarrays by recursive calls to quicksort.
The parallelized version of quicksort is pretty straightforward. It executes recursive tasks of
sorting a subarray simultaneously on different threads. Partition process performs in O(lgn)
time. Assuming the ideal choice of pivots, the overall time is O(lg2n).
3.5.3 Results of the experiments
We assessed the sorting algorithms by two parameters: the execution time and energy consump-
tion. The execution time has a similar behavior (see Figure 3.4). For all 3 algorithms regardless
the array size, execution time was decreasing with the growth of the thread count and the fre-
quency. Thus, the fastest execution time is observed in the turbo mode with the maximum
number of threads - 32. As well as for compression and encryption algorithms, a change of the
number of threads influences the execution time greater than the change of frequency.
The value of the energy consumption has some differences comparing to the execution time.
It also decreases with an increase of the number of threads and CPU frequency. However, the
highest frequencies consume a way higher amount of energy per the same time interval, thus,
decreasing the vantage gained by a faster execution: the most energy-efficient configuration is
noticed on lower frequencies (e.g., 2700 MHz for quicksort over 750 million of integers). Figure 3.5
illustrates this argument.
Table 3.4 summarizes the results obtained by the benchmarking process. It provides the
information on the optimal configuration for each algorithm and array size. As we can see, all
algorithms showed the smallest energy consumption on the highest number of threads. The
optimal CPU frequency is different for each algorithm and it differs even per array size.
There are several explanations of these results. The first crucial factor is an execution time,
which influences standard deviation. Figure A.4 describes the standard deviation for each con-
figuration divided by the maximum energy consumption obtained in this configuration. This
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Figure 3.4: Execution time of counting sort over 200 million of integers. The fastest execution
is marked with a star
Figure 3.5: Energy consumption of quicksort over 750 million of integers. The lowest consump-
tion is marked with a star
division is done for the reasons of comparability as now we can contrast how big is the differ-
ence between deviations of various algorithms or array sizes. For instance, we can see that the
deviation decreases with the growth of the array and is generally higher for faster algorithms
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(e.g., radix sort). The second factor is the input array itself. We generated a random array
for each execution, therefore, execution time may vary for different initial states of arrays. The
utilization of the same array might reduce the variance. However, a task of continuous sorting
of the same array is impractical.
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Radix 200 22.3 -20.13 94.61 683.39 2200 32
Radix 500 33.61 -83.8 190.49 1503.17 2500 32
Radix 750 0.0 0.0 431.62 2408.97 2900 32
Radix 1000 9.36 -21.2 555.43 3257.11 2200 32
Radix 1500 4.56 -3.36 913.77 4208.33 2700 32
Count 200 22.37 -96.03 143.33 1242.96 2700 32
Count 500 18.34 -12.66 519.14 3383.05 1600 32
Count 750 28.22 -11.2 852.08 5115.5 1600 32
Quick 200 27.45 -97.37 370.97 3249.77 2800 32
Quick 500 15.15 -13.97 1314.28 9153.59 2500 32
Quick 750 35.82 -88.04 2041.13 13011.72 2700 32
Table 3.4: Energy savings of the benchmarked sorting algorithms by using the optimal configu-
ration comparing with the na¨ıve choice
From the results described by Table 3.4 and Figure A.4 we can derive a set of recommendations:
1. For processes faster than 1 sec. the sweet-spot configuration cannot be identified as the dif-
ference between “optimal” and na¨ıve executions is almost negligible. Thus, we recommend
utilizing the stochastic approach.
2. Sorting algorithms are CPU-bound and thus, the highest energy-efficiency is obtained at
the highest number of threads.
3. The smallest energy consumption is achieved by the fastest algorithm, in our case, by radix
sort.
In order to assess the influence of variance on the sweet-spot configuration, we conducted radix
sorting of arrays with the sizes of 1 and 1.5 billion. Figure A.5 and Table 3.4 show that even
though the variance is pretty low (≤ 3%), the optimal frequency still changes for different array
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sizes. Thus, we make another conclusion: the optimal configuration changes for different array
sizes for the same algorithm, therefore, we recommend to perform benchmarking to identify it.
Comparing our results with the outcomes the authors received in [Go¨t+14a], we notice that
parallel sorting algorithms have different sweet-spot frequencies comparing to single-threaded:
1600 MHz for counting sort, 2200-2900 MHz for radix sort vs 1800 and 2200 MHz respectively.
Another point is the difficulty in obtaining a single CPU frequency for the sweet-spot execu-
tion. In [Go¨t+14a], the authors observed the same optimal frequencies with minor deviations.
However, in our study the sweet-spot differs with an array size. Generally, we can recommend
choosing radix sort or a faster algorithm with the number of threads equaling the number of
logical threads of a machine. The optimal frequency may vary for various array sizes, thus, we
can recommend a fractional factorial design to find an optimal configuration. As in the previ-
ous researches, the testing phase demands considerable resources: 3.15 days of execution and
31,3 MJ of energy.
This chapter shows us that the sweet-spot configuration approach can be applicable for a wide
set of computational processes as they were found for all types of algorithms we have studied
until now. However, for very short tasks (execution time < 1 sec.), an optimal configuration is
hardly distinguishable. Thus, this approach is recommended for more heavyweight processes.
For the quickest scenarios, we may need another approach that can efficiently deal with broken
or random results.
We can also notice that a testing phase of the presented researches needs a considerable time
and energy effort, which may be excessive in real world scenarios. Hence, these studies are the
good candidates for a reduction approach. In the next chapter, we introduce our solution.
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4 Benchmark Reduction via adaptive Instance
SElection (BRISE)
4.1 General Description
The principle idea to reduce the number of runs whilst still identifying a near-optimal configura-
tion is to iteratively evaluate the need to perform further runs by predicting a possibly-optimal
configuration and then, by comparing its energy consumption with a na¨ıve choice. During the
full factorial design, all configurations are benchmarked and by comparing the resulted energy
consumption of each configuration, the optimal configuration can be identified. A more intelli-
gent approach is to cluster the dimensions of the configurations. For example, for the frequency
dimension, runs first will be performed for a subset of all 16 possible frequencies. The probability
of having already found a near-optimal solution based on this subset is evaluated by construct-
ing a polynomial regression model, which can be used to predict the expected values for the
frequencies omitted from the measurement. If this regression model has a high accuracy (e.g.,
R2 ≥ 0.99), the probability that no further runs are needed is high.
In consequence, to predict the energy consumed by a computational process in a particular
configuration, polynomial regression models are generated from a subset of all possible config-
urations for each setting. Setting here denotes a combination of configuration, algorithm and
action (if exists).
To selectively decrease the number of levels for all factors of a full factorial design we treat
configurations as data. Thus, we apply a data mining technique to perform selection and decision
processes. A technique we use here is adaptive instance selection [LM02] that results into the
name of our approach - Benchmark Reduction via adaptive instance SElection or BRISE, the
German word for “breeze”. Adaptive instance selection involves a custom selection algorithm
which uses the intermediate data to adjust its behavior. It works as follows:
In the beginning, three configurations which partition the frequencies and number of threads
are chosen as depicted in Figure 4.1a. Then, each iteration adds 3 further configurations to be
measured aiming to form a diagonal (from bottom-left to top-right), but omitting every second
frequency. We can see that initially a na¨ıve choice configuration doesn’t fit into the first diagonal.
However, it is important to measure this configuration as later its energy consumption will be
used to evaluate the near-optimal configuration. When no further points can be added to the
first diagonal, a second diagonal is started at the lowest frequency for a not yet selected thread
count. The case with two complete diagonals is illustrated in Figure 4.1b. The process of adding
further diagonals is repeated until a diagonal exists for each possible thread counts. When this
is the case, further diagonals are added analogously for the intermediate frequencies. Figure 4.1c
shows the case with 6 full diagonals for one half of the frequencies and 2 full diagonals for the
other half.
For every iteration, we build a regression model (see Appendix A.1). Our aim is to get the
highest possible accuracy for this model, therefore, we set a minimum allowable R2 score to 0.99.
We split the measured data into two subgroups: the first is used for training a regression model
and the second for testing. The initial training set is 5% and the testing set is 95%. Until we we
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(c) 6+2 diagonals
Figure 4.1: Examples of different configurations picked by the reduction technique depending on
the number of subsets
receive a regression model with a high accuracy (R2 < 0.99) or the training set is considerably
large (e.g., 70%), we rebalance the training and testing sets by transferring 1% of data from the
testing to training set. If the latter condition is satisfied, we decrease the minimum allowable
R2 score to 0.98 and continue building regression models. Thus, we are going to end up with a
less predictable model, but we assume it to be acceptable until the R2 score is higher than 0.85
(see the explanation later in this section).
If the former condition is the case, we use the obtained regression model to predict configu-
rations which were not yet measured. At this point, we have the regression model that works
well for the measured fraction. However, we do not know whether it is good enough for a full
experiment. Hence, we use a test of model’s adequacy. For energy-efficiency, such test is a
verification if there are any negative values in the set of predicted energy consumption. The
negative energy consumption is an absurd result, but on early stages a regression model can
make such prediction as it treats all the data it receives, i.e., CPU frequencies, thread counts
and respective energy consumptions as simple numerals. A failure in the test of adequacy means
that the regression model is still imprecise, even though it has a high accuracy for a fraction of
experiments. In this case, we continue the selection process, i.e., we add new configurations to
diagonals and measure them. Otherwise, we find the minimum predicted value from the list of
configurations, a possibly-optimal configuration.
At this point, we possess a regression model that has passed the test of adequacy (energy
consumption values for all configurations > 0) and the possibly-optimal configuration (minimum
energy consumption from the resulting set). However, we cannot state that this configuration
is optimal. We need to perform a further evaluation of this value. Therefore, we measure its
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actual energy consumption and compare it with the consumption of the na¨ıve choice. If we get
an energy gain, i.e., the predicted energy is smaller than the na¨ıve, we stop measurements as
the best possible prediction is found. Otherwise, we add the evaluated configuration into the
data set we use to fit the regression model and assume it as an iteration. This is the point
of adaptation, where we decide to use a single configuration instead of three prespecified by
the initial algorithm. Hence, the final subset of measured configurations is different for every
setting (see Figures 4.2a, 4.2b).
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(a) Pigz enwik9 compression
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(b) SHA-2 enwik4 encryption
Figure 4.2: Examples of different configurations picked by the reduction technique depending on
the setting. The lowest consumption is marked with a star
One may wonder if the described technique applies to various algorithms or works only for
a single one. For instance, different types of algorithms might result into a different selection
scheme to find an optimal configuration. To address this assumption we introduce dependencies
between an R2 score of a regression model and a conducted fraction of experiments.
Figures 4.3a, 4.4a and 4.5a describe these dependencies for compression with pbzip, com-
pression with NanoZip and decompression with pigz respectively. Dependencies for database
queries are depicted in Figures 4.3b, 4.4b and 4.5b. Figures 4.3c, 4.4c and 4.3d, 4.4d depict the
dependencies for encryption and sorting algorithms respectively.
The line with circles represents the R2 score computed for the respective fraction of configu-
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(a) Pbzip2 compression over application data (rep-
resentative for 65% of all cases)
(b) TPC-H Query 19 (representative for 76% of all
cases)
(c) 3DES decryption of game data (representative for
91% of all cases)
(d) Radix sort of 750 millions of integers (represen-
tative for 92% of all cases)
Figure 4.3: R2 score of a regression model from a number of test runs (best case)
rations (X-axis) for training and testing received from benchmarking. The fractions are varying
from 3.125% to 100% of all possible configurations with a step of 3.125% (3 configurations to
be measured specified number of times).
The line with boxes in Figures 4.3, 4.4 and 4.5 is used for comparison. It shows the score for
the same subset of data used for training as for the line with circles, but tested on all the data
we have received from benchmarking. This dependency is not available in a running system
using our approach, as it requires all runs to be performed. The reason for including this line
is the problem that a regression model, based on a subset of benchmark data, can have a very
high accuracy, but does not reflect reality, which is depicted as the line with boxes (failed test
of adequacy).
The results of the predictions mostly behave as depicted in Figures 4.3 (73%) and 4.4 (24%).
These cases are observed for all types of studied algorithms. In Figure 4.3, we can see examples
of the case which is close to the best. That is, we can receive a very precise regression model (ca.
98-99%) starting from some amount of conducted experiments. For smaller amounts of data,
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(a) Nanozip 512 MB compression over 1 GB XML
data (representative for 32% of all cases) (b) Query 3 (representative for 14% of all cases)
(c) AES encryption of game data (representative for
9% of all cases)
(d) Radix sort of 200 millions of integers (represen-
tative for 8% of all cases)
Figure 4.4: R2 score of a regression model from a number of test runs (acceptable case)
we receive an insufficient R2 even though the regression model would state that it is precise.
Figure 4.4 shows another highly probable example (representative for 24% of all cases) which
falls into the aforementioned scenario with some distinction. We can see that the R2 of the
partial models have lower scores. This implies having even weaker precision for more data.
Nevertheless, R2, in this case, stays in the area of 0.9 keeping an acceptable overall precision.
The R2 computed using the full factorial design, stays around 0.85 after the precision’s jump.
Figure 4.5 is an example of the worst case, when an experiment has no optimal configuration for
various reasons. This case was observed only in 3% of all cases for only two classes: compression
algorithms and DBMS queries. One example of an absence of the optimal configuration can be a
fast execution (e.g., decompression of FLAC audio files with pigz) that leads to very small energy
consumption values. Consequently, the dependency cannot be modeled by a regression model
and an R2 score decreases drastically starting from the small data amount. Therefore, the R2
for the overall data is insufficient. In such cases, we can conclude that no optimal configuration
can be determined.
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(a) Pigz decompression over FLAC audio (represen-
tative for 3% of all cases) (b) Query 10 (representative for 10% of all cases)
Figure 4.5: R2 score of a regression model from a number of test runs (worst case)
The threshold between the second and third (acceptable and unacceptable) types is approx.
R2 = 0.85, therefore, we picked 0.85 as the minimum acceptable accuracy to identify an optimal
configuration. The violation of the condition R2 ≥ 0.85 leads to the scenario when a sweet-spot
configuration is absent.
Thus, our approach can serve not only as a fractional factorial design application, but also
as a decision maker at variation points of a reconfigurable application. Assume, there is an
application that consists of multiple interchangeable parts with the same functionality. Some
implemetations may have a sweet-spot configuration while others are not energy-efficient. Our
approach determines either an energy-optimal configuration or an inapplicability of sweet-spots,
thus, signaling to switch an implementation. Figures 4.3, 4.4 and 4.5 also show us the genericity
of our approach as the different classes of algorithms have similar dependencies of R2. Hence,
we can use the same selection algorithm for any algorithm. The accuracies of regression models
for various classes of algorithms help us to answer RQ1 and RQ2. After a certain threshold, a
probability of predicting an optimal configuration is very high for the most studied cases (ca.
97%). Moreover, this threshold is situated considerably early (approx. 30%), thus, saving
about 70% of energy and time, if correctly identified. The similarities between various classes
of algorithms lets us suppose that the presented approach is able to work with virtually any
computational processes. Figure 4.6 depicts the approach as a flowchart.
4.2 Implementation
The BRISE system is implemented using Python 2.7 using the scikit-learn1 machine learning
library. We use polynomial multifactoral Ridge regression2 (Tikhonov regularization). Typical
linear regression model or Ordinary Least Squares suffers from multicollinearity, i.e., a high cor-
relation between predictor variables and thus, even small changes in the model may significantly
alter resulting coefficients. The Ridge regression imposes a penalty on a size of coefficients,
1http://scikit-learn.org
2http://scikit-learn.org/stable/modules/generated/sklearn.linear_model.Ridge.html
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therefore, addresses this problem. Thus, we decided to pick this regression model instead of the
simplest one.
As input, it uses already benchmarked data in a form of csv-files. The most important columns
BRISE needs are CPU frequency (FR), thread count (TR) and energy consumption (EN). Other
input parameters are data type (if exists), an index which indicates the maximum amount of
unsuccessful retries. Remaining parameters are used if we are interested in building a regression
model for an already conducted experiment: a number of measured configurations and additional
configurations, i.e., possibly-optimal configurations whose energy consumption are bigger than
a na¨ıve consumption.
Here, we describe a version of the implementation we used in this thesis. In this scenario,
BRISE communicates not with a test system, but with a csv-file containing already conducted
na¨ıve fractional factorial design. Thus, after picking configurations, the system rather than
measure the energy consumption in them, finds a corresponding result from already conducted.
Such decision leads to several design choices that can be omitted in a scenario with the test
system.
One of such choices is a list of picked indices. Firstly, we parse the csv-file and store its content
in a dictionary. After that, we extract important data (FR, TR and EN) from the dictionary into
a list. Next, we perform a target-feature split, where features are the columns that are going
to be used as input to the regression model, which in our case are FR and TR, while the target
is output, energy consumption. We provide a selection algorithm (pick indices strategy)
with a feature list and an amount of configurations it should pick, as an output we receive a
list of features picked for benchmarking. The selection algorithm is situated separately and can
be easily substituted. Then, we find the corresponding indices of picked features in the na¨ıve
fractional factorial design and pass them to the part of the application that works with a creation
of a regression model.
Before the explanation of this part, we would like to discuss a degree of the regression model.
We started with the smallest possible degree (II) and iteratively increased the maximum power
of a polynom in case of a weak R2 score. Scores obtained by the models with degrees lower than
V were insufficient. However, we did not use this degree, because of a probable instability and
thus, have chosen VI.
Machine learning part is a separate component that returns a regression model with the highest
R2 possible. We pick a subset of results using indices list and split corresponding results into
training and testing sets. The split is performed via cross validation.train test split that
receives target and features lists and a percent of data to be used in training (see Section 4.1).
This function creates random subsets of specified sizes. Then, we fit the regression model with
the train subset and test it to obtain the R2 score. If the R2 is sufficient (higher than the
minimum allowable R2), we save this regression model and create a csv-file with the subset of
measurements used for its creation. Otherwise, we retry the split ten times as its random nature
may result into inefficient training and testing sets and thus, an inaccurate regression model,
while the next attempt with the same parameters may be successful. If none of obtained models
has a high accuracy, we increase the amount of data used for training. If this measure is unhelpful
in building a high-quality regression model, we continue the addition of new configurations with
the help of the selection algorithm.
Now, we come to a decision-making part. We stop immediately if the R2 score is low, otherwise
we build a decision function for a full factorial design. Decision function takes a list of features as
an input and predicts target values for every feature. After that, we can simply find a minimum
value in the list of targets and determine a corresponding feature. Thus, we receive a possibly-
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optimal configuration that is tested on the adequacy and then, is checked in csv-file for an actual
value. If it fails the test this configuration is added to the additional configurations list and the
application is restarted.
There is also an unlikely but, nevertheless, possible scenario that a found near-optimal config-
uration has a higher energy consumption than some other configuration among the measured. It
can occur if a regression model is slightly imprecise and suggests maximum energy savings for a
possibly-optimal configuration that are, on the one hand, better than a na¨ıve choice and on the
other hand, weaker than other configurations among the measured. Thus, we check whether the
possibly-optimal configuration is the smallest among the measured energy consumption values
and pick the minimum. The minimum energy consumption and a configuration corresponding
to it is an output of the system.
The utilization of BRISE with the test system as an interaction partner simplifies some parts
of the implementation. For example, we do not need the list of picked indices as the csv-file
received from the test system contains only actually measured configurations and we simply
parse this file.
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5 Evaluation
To evaluate the proposed technique and to answer our third research question, we ran BRISE
on the data from the researches described in Chapter 3. First of all, we would like to clarify
some terms. First, when we use the word “savings” in general, we discuss savings of time and
energy using a sweet-spot configuration comparing to a na¨ıve choice. Second, as we speak about
savings of benchmarking effort, we consider a difference in benchmarking between using BRISE
and the na¨ıve fractional factorial design, which is considered to be 100% of the effort. Finally,
when we discuss a trade-off between using a near-optimal instead of an optimal configuration, we
subtract savings of time or energy for a BRISE result from the results described in Chapter 3.
For instance, if the energy-savings by an extensive benchmarking are 15% and BRISE saved
14%, the trade-off of using BRISE is 1 percentage point (pp).
Let us discuss the results for each type of algorithms separately. The results of the research
described in Section 3.2 are 11 optimal configurations for compression and decompression with
the respective optimal algorithm. Moreover, we state that for the decompression of FLAC
audio, single-threaded execution with pigz is the most energy-efficient. The overall energy
savings appeared to be 9.53% and the execution time increased by 9.17%. Table 5.5 shows the
comparison of energy and time savings for the near-optimal configurations chosen by BRISE
and relative changes to the savings determined by the optimal algorithms obtained by full
benchmarking.
From Table 5.5 we can see that 9 out of 11 cases were identified completely as with the na¨ıve
fractional factorial design. Two cases of compression and decompression of enwik8 (100 MB
XML file) resulted into the near-optimal configurations (compression: 2400 Mhz, 32 threads;
decompression: 2200 MHz, 32 threads) that still saved energy, 2.64% and 8.42% respectively, but
to a lower extent than with the optimal configurations (compression: 0.52 pp; decompression:
6.79 pp). The reason for a slightly inaccurate prediction is a relatively fast execution of an
action on such a short file. Therefore, a difference between the absolute values of the energy
consumption is smaller. Hence, the probability of having a less precise regression model is
higher. Nevertheless, BRISE identified the energy-saving configurations and the overall trade-
off of quality’s deterioration is only 1.39 pp while the energy- and time-savings on benchmarking
totaled 65.6% and 65.7%, respectively.
For FLAC decompression, BRISE provided another optimal algorithm, pbzip2. For pigz,
the execution stopped after testing only 6 configurations as the R2 score has already become
insufficient. This case is an outlier, which the system could not identify. However, this is a
predictable outcome as BRISE focuses on identification of sweet-spot configurations and pigz
FLAC decompression does not have one. We are even unable to compare the trade-off manually,
as we do not have an optimal configuration to compare with. Thus, we leave this row blank in
the table.
Table 5.1 depicts near-optimal configurations chosen by BRISE for TPC-H queries and their
relation with optimal configurations identified in [Go¨t+14b]. We can see that the near-optimal
configurations are the same as the optimal ones in 13 out of 21 cases. However, those con-
figurations that differed from sweet-spots have only minor impact on the energy-savings. For
instance, the highest energy trade-off was noticed for Query 12 and was 5.8 pp. However, the
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overall decrease in the energy savings is comparable with the trade-off for the compression algo-
rithms, only 1.29 pp. The savings of the effort on benchmarking are 64.1% and 63.5% of energy
and time, respectively. The execution time trade-off resulted in 1.14 pp, but showed the overall
speed-up of executions by 1.04% comparing to the na¨ıve choice.
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query 01 15.4 (±0) -22.0 (±0) 1900(1900) 32(32) 0.29
query 02 31.2 (-0.8) 32.4 (-1.2) 2700(2400) 16(16) 0.22
query 03 8.7 (-0.7) -7.4 (-3.9) 2900(2800) 8(16) 0.23
query 04 8.6 (±0) 1.8 (±0) 2700(2700) 16(16) 0.22
query 05 18.25 (-0.05) 29.0 (18.6) turbo(2700) 16(16) 0.22
query 06 15.7 (-4.0) -10.3 (-11.4) 2200(2400) 16(16) 0.33
query 07 15.4 (±0) -3.6 (±0) 2200(2200) 32(32) 0.31
query 08 11.4 (±0) 19.1 (±0) turbo(turbo) 16(16) 0.28
query 09 49.2 (-1.1) 4.0 (-4.7) 2700(2800) 16(4) 0.22
query 10 2.7 (-5.9) -11.8 (-15.7) 2400(2800) 32(32) 0.22
query 11 6.5 (±0) -9.9 (±0) 2500(2500) 32(32) 1.0
query 12 11.8 (-5.8) -31.96 (-19.46) 1700(2000) 16(16) 0.30
query 13 25.1 (±0) 22.9 (±0) 2700(2700) 16(16) 0.22
query 14 19.1 (-3.8) -5.6 (15.2) turbo(2500) 4(8) 0.35
query 16 12.1 (±0) 21.3 (±0) turbo(turbo) 1(1) 0.22
query 17 51.2 (±0) 25.2 (±0) 2900(2900) 8(8) 0.22
query 18 6.9 (±0) -0.4 (±0) 2400(2400) 32(32) 1.0
query 19 0.4 (±0) -29.1 (±0) 2300(2300) 32(32) 0.40
query 20 6.9 (±0) 19.7 (±0) turbo(turbo) 8(8) 0.34
query 21 3.9 (-5.0) -16.1 (-1.4) 2500(2400) 16(16) 0.44
query 22 2.9 (±0) -5.4 (±0) 2700(2700) 8(8) 1.0
15.40 (-1.29) 1.04 (-1.14) - - -
Table 5.1: Near-optimal compared to optimal configurations for various TPC-H queries w.r.t.
energy-efficiency
From table 5.1 we can see that for some queries (11, 18 and 22) the near-optimal configurations
were not found, although BRISE did not classified these queries as non-sweet-spots. This is an
unlikely case, which results from the following scenario:
1. BRISE built a regression model that passed the adequacy test.
2. A possibly-optimal configuration had a higher energy consumption than a na¨ıve choice.
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3. An addition of the possibly-optimal configuration did not change the prediction.
4. A timeout of 10 retries was reached.
This is an issue of the current version of the implementation, as BRISE continues the addition
of new configurations with a help of the selection algorithm, if the regression model fails the
adequacy test. In the described scenario we receive the adequate model, thus, the execution
stops after 10 unsuccessful retries. This problem is going to be solved in the next version of the
application. We have chosen to temporary use the full benchmarking for such cases, thus, the
size of a subset is 1.0 for queries 11, 18 and 22.
Table 5.2 shows the output of the system for encryption algorithms. The big amount of broken
results decreased the size of the output. Therefore, we have only 4 test cases and a choice of
the near-optimal configuration instead of an optimal has a higher impact on the overall savings
and trade-off. Moreover, an occurrence of the scenario mentioned in the previous paragraph
strongly influences the savings of benchmarking effort. Thus, for encryption algorithms we have
only 54% and 54.2% of the energy- and time-savings respectively. The trade-off (4.07 pp) is also
more costly than the one in previous and more stable examples. However, we have seen very
similar trade-offs for studies with more use cases (1.39 pp for compression algorithms and 1.29 pp
for database queries), thus, we expect the outcomes to approach these values with a growth of
the amount of use cases (e.g., more data types to use hash functions with).
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app4 encrypt 34.3 (±0) -19.26 (±0) 2400(2400) 32(32) AES 1.0
enwik9 encrypt 9.27 -6.27 -34.94 -15.87 2200(2500) 32(32) AES 0.35
game1 encrypt 8.19 -10.02 -48.14 -23.23 1900(2300) 32(32) AES 0.35
enwik4 encrypt 24.55 (±0) -47.61 (±0) 2200(2200) 32(32) SHA2 0.30
19.08 (-4.07) -37.49 (-9.78) - - -
Table 5.2: Optimal encryption algorithm per data type regarding energy-efficiency
Table 5.3 describes an output of BRISE for sorting algorithms and supports the claim we
have made while explaining the results for encryption algorithms. This study has a slightly
bigger output set (5 different array sizes) and thus, less influence by an inaccurate prediction.
The trade-off is 3.1 pp and the savings of effort are 61.7% of energy and 62.9% of time. These
results are more encouraging than the ones for encryption but are not that bright as the ones
for compression and database queries. Thus, we may expect an improvement of the results up
to approx. 1.5 pp for all cases with the growth of a number of successful experiments.
Table 5.4 describes the overall results comprising the utilization of BRISE on four types of
algorithms. Here, Full implies the benchmarking effort made on the respective type of research
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Radix 200 22.3 (±0) -20.13 (±0) 2200(2200) 32(32) 0.42
Radix 500 21.14 -12.47 -4.96 78.84 2400(2500) 32(32) 0.28
Radix 750 0.0 (±0) 0.0 (±0) 2900(2900) 32(32) 1.0
Radix 1000 9.36 (±0) -21.2 (±0) 2200(2200) 32(32) 0.34
Radix 1500 1.63 -2.93 8.77 12.13 turbo(2700) 32(32) 0.36
10.87 (-3.1) -7.5 (25.7) - - -
Table 5.3: Near-optimal compared to optimal configurations for sorting algorithms
with a na¨ıve fractional factorial design, BRISE means the reduced effort, ES - effort savings (of
benchmaring), SF - savings using full benchmarking and optimal configurations, SB - savings
using BRISE and near-optimal configurations and TO - a trade-off using BRISE instead of a
full benchmarking process. For each type of algorithm the first row represents the information
on energy while the second shows the time information. The part of the table that is marked
as Total, shows aggregated results that are calculated as a sum for columns Full and BRISE, a
weighted average for columns SF, SB and TO and for column ES the percentage is calculated
from the columns Full and BRISE. The reason for using the sum function for the physical
quantities such as days and Joules is based on common sence. We use the weighted average
based on a number of use cases because various researches have different sizes of output (e.g.,
5 output rows for sorting and 21 rows for database queries). For example, for compression
algorithms the weighted energy reduction is 9.53 × 11 and for encryption algorithms it is only
23.87× 4. Thus, the outliers have a smaller influence on the overall results.
The weighted average energy savings using the sweet-spot configurations totaled 15.14%. The
utilization of BRISE reduces the overall energy consumption required for benchmarking de-
creases by 63.9% (239 MJ less) and the required time decreases by 64% (24.6 days less; 13.8
instead of 38.4 days) while the loss of energy-efficiency for performing a computation compared
to using the optimal configuration is only wavg. 1.88 pp. Generally, the utilization of sweet-
spot configurations decreases energy consumption with the trade-off of higher execution time.
The energy gain of 15.14% also implies executions to be slower by 8.09%. The only example
of higher speed of execution is the study of database queries. The queries were optimized for
specific numbers of threads and thus, saved both time and energy in the sweet-spot configura-
tions. The overall increase of execution time with the reduction approach is 7.3%, which means
faster executions than in the optimal configurations by 0.79 pp. However, this increase is too
insignificant to be called as an advantage of BRISE. Based on the results of the evaluation, our
approach proves to be effectively tested on the four classes of algorithms.
To evaluate the measurements statistically, we collected standard deviations for all studied
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Full BRISE ES [%] SF [%] SB [%] TO [pp]
Compression 272.5 MJ 93.7 MJ 65.6 9.53 8.14 -1.39
27.99 days 9.60 days 65.7 -9.17 -12.15 -2.98
DBs 28.47 MJ 10.23 64.1 16.69 15.4 -1.29
2.77 days 1.01 days 63.5 2.18 1.04 -1.14
Sorting 31.4 MJ 12 MJ 61.7 13.97 10.87 -3.1
3.16 days 1.17 days 62.9 -33.2 -7.5 25.7
Encryption 41.9 MJ 19.3 MJ 54.0 23.87 19.08 -4.07
4.45 days 2.04 days 54.2 -27.71 -37.49 -9.78
Total 374.27 MJ 135.23 MJ 63.9 15.14 13.26 -1.88
38.37 days 13.82 days 64.0 -8.09 -7.3 0.79
Table 5.4: Overall results
algorithms for each measurement series (for all 16 frequencies, 6 thread numbers and 6 data
types). To make the standard deviations comparable, we divided them by the mean value (the
number of repetitions).
The results (see Appendix A.2) show that most of the experiments were relatively stable with
a relative standard deviation of < 10%. Compression algorithms showed the smallest relative
deviation (9 out of 12 < 2.5%). The relative deviations of the sorting algorithms show us
that they decrease with a growth of execution time. Note that figures show variances only of
successful experiments that we described in this thesis. The broken results have significantly
higher standard deviations and thus, are irrelevant.
Low variance shows us the adequacy of experiments in general. Having it at a high level
makes the results insufficient, like we received for the fast running experiments. Nevertheless,
BRISE have shown its applicability for different levels of variance, both low and moderate.
The last issue we would like to discuss in this chapter is how a concrete implementation can
influence the results. For this purpose we swapped our custom selection algorithm by Fedorov’s
exchange algorithm [Fed72]. We chose this algorithm as its implementation in R environment1
allows to pick a number of trials (i.e., configurations) to create a fractional factorial design. It
made the algorithm easy integrable into BRISE.
Fedorov’s exchange algorithm is a general algorithm to construct a fractional factorial design
which works with any number of factors. Such a wide applicability is definitely an advantage.
However, it also leads to a drawback of conventional fractional factorial design described in
Chapter 2, inapplicability (low-efficiency) with two-factors multi-level experiments.
Figures 5.1a and 5.1b illustrate the aforementioned theses via an alteration of the R2 score of
the regressions models using BRISE and Fedorov’s exchange algorithm, respectively.
From the figures we can see the different thresholds at which the system starts receiving
adequate models (with a high probability of predicting an optimal configuration). We have
already discussed the threshold of BRISE (approx. 30%) in Chapter 4 while the integration of
Fedorov’s exchange algorithm provides significantly less efficient results in terms of effort reduc-
tion. Regression model becomes acceptable (R2 ≥ 90%) at ca. 50% of measured configurations.
1http://www.inside-r.org/packages/cran/AlgDesign/docs/optFederov
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(a) BRISE (b) Fedorov’s exchange algorithm
Figure 5.1: R2 score of the regression model (pigz compression over game data) depending on
the chosen selection algorithms
Furthermore, the model turns into an efficient one (R2 ≥ 98%) after approx. 60% benchmarked
configurations. Thus, we support our claim on inapplicability or low-efficiency of conventional
fractional factorial designs for special types of experiments: two-factors multi-level designs.
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6 Conclusion and Future Work
With the increasing importance of energy-efficiency more and more energy researches are emerg-
ing. In this thesis, we aimed to decrease the effort necessary to perform a specific class of soft-
ware energy-efficiency researches, detection of sweet-spot configurations. This class comprises
empirical researches intending to find an optimal hardware and software configuration (CPU
frequency and thread count) w.r.t. energy consumption. The common way to find an optimal
configuration is to measure all possible combinations of these two factors, i.e., perform a full
factorial design. We found conventional approaches to reduce the number of experiments to be
inapplicable for sweet-spot configurations detection. They either reduce the number of factors
that is impossible with only two of them or lack granularity. Thus, to reduce the number of
experiments we developed a custom fractional factorial system called BRISE. It helped us to
answer the research questions we declared in Section 1.2:
• RQ1 (Benchmark reduction). BRISE reduces benchmarking effort up to 65% of energy
and time savings.
• RQ2 (Genericity). It can be equally applied to various types of algorithms, e.g., compres-
sion, encryption and sorting algorithms. BRISE is also applicable to reduce the benchmark-
ing effort for finding sweet-spot frequencies of database queries. Generally, the sweet-spot
configurations approach focuses more on CPU-bound processes, as DVFS and DCT have
a greater impact on the speed of execution and thus, energy savings. Hence, the impact
of the approach itself may be reduced. However, the main task of BRISE is to reduce
the effort on finding an optimal energy-saving configuration and it is not affected by the
amount of energy savings. Thus, we expect this approach to be valid for other types of
algorithms, both CPU- and I/O-bound. Moreover, with BRISE we are able to identify the
absence of sweet-spot configurations during very early stages of benchmarking.
• RQ3 (Effect). The average trade-off of picking a near-optimal configuration instead of an
optimal one is a decrease in energy-savings by 1.88 pp compared to the full benchmarking
process. However, the evaluation showed that for more extensive examples it reaches
1.3 pp. The utilization of near-optimal configurations saves on average 13.26% of energy.
There are some outcomes that influence the directions of future work. For example, we
identified that experiments with execution times of < 1 sec. provide problems for the test
system. Thus, either the test system has to be adjusted to effectively measure such processes or
we need an approach that can deal with random or broken data, e.g., a stochastic approach.
Another interesting topic may be the assessment of variance’s influence on the conducted
researches. Theoretically, the outliers should be eliminated by few hundreds of retries. However,
the number of outliers we received for sorting and encryption algorithms in the sets of only 10
repetitions induces us to investigate this claim.
One more thing is to identify and conduct a sweet-spot configuration research of an I/O-bound
algorithm. Initially, we hoped compression algorithms to be this case, but the configuration of
our test system led us to one more example of a CPU-bound algorithm, which we had already
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assessed. The assessment of the I/O-bound algorithm is important as it can result into different
energy dependencies comparing to CPU-bound algorithms. As we have seen in Chapter 5, the
savings of benchmarking effort are strongly influenced by a selection algorithm, which, in turn,
may be effective for a limited number of energy dependencies. Thus, benchmarking BRISE with
the I/O-bound algorithm is a relevant task.
A different but, nevertheless, promising direction is to assess interactions of various algorithms
and their impact on energy-efficiency that may have different outcomes comparing to the single-
algorithm cases we measured so far.
Summarizing, we reached a research objective of this thesis to effectively reduce the number
of benchmarking (up to 65%), whilst still providing appropriate energy savings (13.26% or
1.88 pp trade-off). Our approach can also be used as a part of an adaptive composite system
at a variation point as it can either find an optimal configuration w.r.t. energy consumption
in a time- and energy-efficient fashion or determine an absence of a sweet-spot configuration.
Depending on the received results the application can adjust its behavior, thus, reaching energy-
awareness.
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A.1 Regression Model
A typical polynomial regression model (pbzip2 decompression of application data):
EN = (TR0 ∗ FR0) ∗ 0.0 +
+ (TR1 ∗ FR0) ∗ (−1.71102949546) +
+ (TR0 ∗ FR1) ∗ 0.837224152206 +
+ (TR2 ∗ FR0) ∗ 52.4859056761 +
+ (TR1 ∗ FR1) ∗ (−7.92446970805) +
+ (TR0 ∗ FR2) ∗ 0.00629769836073 +
+ (TR3 ∗ FR0) ∗ 201.750788775 +
+ (TR2 ∗ FR1) ∗ (−0.240816693629) +
+ (TR1 ∗ FR2) ∗ 0.0092738934806 +
+ (TR0 ∗ FR3) ∗ (−1.3143717636e− 05) +
+ (TR4 ∗ FR0) ∗ (−35.0175452186) +
+ (TR3 ∗ FR1) ∗ 0.0389542113941 +
+ (TR2 ∗ FR2) ∗ (−0.000104904176608) +
+ (TR1 ∗ FR3) ∗ (−4.34718492713e− 06) +
+ (TR0 ∗ FR4) ∗ 8.495082512e− 09 +
+ (TR5 ∗ FR0) ∗ 1.94321566337 +
+ (TR4 ∗ FR1) ∗ (−0.00162444856074) +
+ (TR3 ∗ FR2) ∗ (−1.14777008892e− 06) +
+ (TR2 ∗ FR3) ∗ 3.93461774111e− 08 +
+ (TR1 ∗ FR4) ∗ 9.79780760727e− 10 +
+ (TR0 ∗ FR5) ∗ (−2.36745109289e− 12) +
+ (TR6 ∗ FR0) ∗ (−0.0326850343667) +
+ (TR5 ∗ FR1) ∗ 2.2330934242e− 05 +
+ (TR4 ∗ FR2) ∗ 4.67571724543e− 08 +
+ (TR3 ∗ FR3) ∗ (−2.76482104018e− 10) +
+ (TR2 ∗ FR4) ∗ (−3.18117350084e− 12) +
+ (TR1 ∗ FR5) ∗ (−8.91754244696e− 14) +
+ (TR0 ∗ FR6) ∗ 2.46605146904e− 16 +
+ 5586.43211977
A.2 Standard Deviations
Standard deviations of all studied algorithms divided by the maximum energy consumption to
make them comparable.
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Figure A.1: Standard deviation of compression algorithms divided by maximum energy con-
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Figure A.2: Standard deviation of TPC-H queries divided by maximum energy consumption
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