SLE κ (ρ) is a variant of SLE κ where ρ characterizes the repulsion (if ρ > 0) or attraction (ρ < 0) from the boundary. This paper examines the probabilities of SLE κ (ρ) to get close to the boundary. We show how close the chordal SLE κ (ρ) curves get to the boundary asymptotically, and provide an estimate for the probability that the SLE κ (ρ) curve hits graph of functions. These generalize the similar result derived by Schramm and Zhou for standard SLE κ .
Introduction
Schramm Loewner Evolution (SLE) is a random fractal curve in a simply connected domain connecting two boundary points. It is introduced by Oded Schramm [Sch00] as the candidates of the scaling limits of discrete statistical models. It is indexed by a nonnegative real κ ≥ 0. When κ ∈ [0, 4], SLE κ are continuous simple curves and they do not touch the boundary except at the end points; when κ > 4, they are still continuous curves but they touch the boundary and also touch themselves. We focus on the intersection of SLE paths (in the upper half-plane from the origin to ∞) with the boundary. When κ > 4, the curves touch the boundary and the Hausdorff dimension of the intersection is (2 − 8/κ) ∧ 1 which is derived by Alberts and Sheffield in [AS08] ; when κ ∈ [0, 4], the curves do not touch the boundary, Shramm and Zhou examined how close they get to the boundary asymptotically far away from the starting point in [SZ10] . SLE κ (ρ) is a variant of SLE κ process. Roughly speaking, the parameter ρ tells that there is an attraction (ρ < 0) or repulsion (ρ > 0) from the boundary. When ρ < κ/2 − 2, the corresponding SLE κ (ρ) curves will touch the boundary; when ρ ≥ κ/2 − 2, the curves do not touch the boundary except at the end points. In this paper, we generalize the conclusion on the Hausdorff dimension result in [AS08] to the intersection of SLE κ (ρ) process with the boundary for ρ < κ/2 − 2 and generalize the conclusion on the boundary proximity result in [SZ10] to SLE κ (ρ) process for ρ ≥ κ/2 − 2.
Note that the Hausdorff dimension for the intersection of SLE κ (ρ) with the real line has been derived in [MW14] with a weaker version of One-Point Estimate and Two-Point Estimate where there are error terms in the exponent. In our paper, we derive these estimates up to constant. In [SZ10] , the authors give the boundary proximity result as well as a precise two-point Green's function on the boundary. In our paper, we only generalize the boundary proximity result to SLE κ (ρ) process, but we do not get the corresponding Green's function for SLE κ (ρ).
The following quantity is special and we fix it throughout the paper:
Fix r > 0, for a function h : [r, ∞) → (0, ∞), we denote the region under its graph by Γ h := {x + iy : x ∈ [r, ∞), 0 < y ≤ h(x)}, and define
(1.2) Theorem 1.2. Fix κ > 0 and ρ ≥ κ 2 − 2. Let η be an SLE κ (ρ) process with a single force point located at 0 + . Fix r > 1, and suppose that h : [r, ∞) → (0, ∞) is continuous and satisfies 
The most important ingredient for the proofs of Theorems 1.1 and 1.2 is the following estimate. 1 Theorem 1.5. Fix κ > 0 and ρ > (κ/2 − 4) ∨ (−2). Let η be an SLE κ (ρ) process with a single force point located at
and Two-Point Estimate
where α is the same as in Equation (1.1) and the constants in ≍ and in are uniform over all x R ∈ [0 + , 1/2] and x > 0.
We conclude the introduction by explaining the relation to previous works. Theorem 1.1 has been derived in [MW14, Theorem 1.6] by the coupling between SLE paths and Gaussian Free Field. Theorem 1.5 has been obtained in [AK08] for standard SLE κ curves, and it has been obtained in [WW13, Proposition 7] for SLE κ (ρ) with κ ∈ [8/3, 4] by the construction of SLE paths from Brownian excursion soup and Brownian loop soup. In our paper, in the proof of Theorem 1.5, we use tools developed in a recent work by Greg Lawler [Law14] , and we prove it for all SLE κ (ρ) processes.
Outline.We will give preliminaries of SLE κ (ρ) process in Section 2. We prove Theorem 1.5 in Section 3. In fact, once we obtain One-Point Estimate and Two-Point Estimate (and their conditional versions), the proofs of Theorems 1.1 and 1.2 become standard. We will briefly explain these proofs in Section 4.
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Preliminaries
Loewner chain is a collection of compact hulls (K t ,t ≥ 0) associated with the family of conformal maps (g t ,t ≥ 0) obtained by solving the Loewner equation: for each z ∈ H,
where (W t ,t ≥ 0) is a one-dimensional continuous function which we call the driving function. Let T z be the swallowing time of z defined as sup{t ≥ 0 :
, the authors prove that (K t ,t ≥ 0) is almost surely generated by a continuous curve, i.e. there almost surely exists a continuous curve η such that for each t ≥ 0, H t is the unbounded connected component of H\η([0,t]).
SLE κ (ρ)
SLE κ (ρ) process is a generalization of SLE κ in which one keeps track of one additional marked point which we call the force point. Suppose that x R ≥ 0. We associate with the force point x R a weight ρ ∈ R. An SLE κ (ρ) process with force point x R is the Loewner chain driven by W t which is the solution to the following systems of SDEs:
We also say that SLE κ (ρ) process is driven by the pair (W t ,V t ,t ≥ 0). Fix κ > 0, ρ > −2, the solution to Equation SLE κ (ρ) process satisfies Scaling Invariance and Domain Markov Property: Fix κ > 0, ρ > −2, let (K t ,t ≥ 0) be the chordal Loewner chain corresponding to SLE κ (ρ) process with force point x R , and let (W t ,V t ,t ≥ 0) be the driving function.
• (Scaling Invariance) For any λ > 0, (λ −1 K λ 2 t ,t ≥ 0) has the same law as an SLE κ (ρ) process with force point x R /λ . In particular, if x R = 0 + , it is scaling invariant.
• (Domain Markov Property) Define f t := g t −W t as the centered conformal map, then for any finite stopping time τ, the curve (η(t) := f τ (η(t + τ)),t ≥ 0) is an SLE κ (ρ) process with force point V τ −W τ .
Lemma 2.1. Fix κ > 0, ρ > −2 and α is defined in Equation (1.1). Suppose that η is an SLE κ (ρ) process with a single force point located at x R ≥ 0. Let (g t ,t ≥ 0) be the corresponding conformal maps driven by (W t ,V t ,t ≥ 0).
(2.3) 
Proof. We may assume that x = 1. Suppose that (K t ,t ≥ 0) is the chordal Loewner chain corresponding to SLE κ (ρ) process with force point x R and that (W t ,V t ,t ≥ 0) is the driving function. Let K t := {z : z ∈ K t }, and by Schwarz Reflection, the conformal map g t can be extended to C\(K t ∪ K t ∪ R − ). Let O t be the image of the rightmost point of K t ∩ R under g t . Then Koebe 1/4 Theorem implies that
For the lower bound, it is sufficient to show that
If x R ∈ K t , then O t = V t and it holds. If x R ∈ K t , let u be a real between the rightmost point of K t ∩ R and x R , then, there exists someũ ∈ [u, x R ] such that
There exists someṽ ∈ [x R , 1] such that
Note that g ′ t (y) ∈ [0, 1] and y → g ′ t (y) is increasing, thus
Let u approach the rightmost point of K t ∩ R, we have that
This implies that, we always have
In [Law14] , the author has proved an estimate for SLE κ (ρ) process which is closely related to Equation (1.5). We rephrase that result using our notations in the present setting. Lemma 2.3. Assume the same notations as in Lemma 2.1 with ρ > (κ/2 − 4) ∨ (−2) and x R ∈ [0 + , 1). For 0 < ε < 1/2, we define σ (ε) := inf t ≥ 0 : 
SLE
Analogously, we can define an SLE κ (ρ L ; ρ R ) process with two force points (x L ; x R ) where x L ≤ 0 ≤ x R . It is the Loewner chain driven by W t which is the solution to the following systems of SDEs:
When ρ L > −2 and ρ R > −2, the solution exists for all times t ≥ 0, and the corresponding Loewner chain is almost surely generated by a continuous curve which is almost surely transient ([MS12, Section 2]).
weakly in law with respect to the local uniform topology to the driving triple
where α is the same as in Equation (1.1) with ρ = ρ R and β > 0 is the same as in Lemma 2.1 with ρ = ρ R , and the constants in ≍ are uniform over all
Proof. By Lemma 2.4, we know that the probability P[σ (ε) < ∞] is continuous in x L . Combining with Lemma 2.3, we obtain the conclusion.
Proof of Theorem 1.5
In this section, we fix κ > 0 and ρ > (κ/2 − 4) ∨ (−2). Let η be an SLE κ (ρ) process with a single force point located at x R ∈ [0 + , 1/2]. Let (g t ,t ≥ 0) be the family of conformal maps and (W t ,V t ,t ≥ 0) be the driving function. Define f t := g t −W t to be the centered conformal map.
Proof of Equation (1.5). From Lemma 2.2, we have that
Without loss of generality, we may assume 0 < ε < 1/16. By Equation (2.3), we have, uniform over x R ∈ [0 + , 1/2],
We can also prove a conditional version of One-Point Estimate.
Lemma 3.1. Suppose that T is any stopping time with dist(1, η([0, T ])) ≥ 2ε, then we have the upper bound
where the constant in is uniform over x R ∈ [0 + , 1/2] and is independent of T . Moreover, if we assume that V T −W T ≤ g T (1) −V T , we also have the lower bound
where the constant in is uniform over x R ∈ [0 + , 1/2] and is independent of T as long as
Proof. Let O t be the image of the rightmost point of K t ∩ R under g t . Without loss of generality, we may assume that ε
By Koebe 1/4 Theorem, we have
T is well-defined in the ball with center f T (1) and radius 4εg ′ T (1), and Koebe 1/4 Theorem implies that the image of the ball B(1, ε) under f T is contained in the ball with center f T (1) and radius 4εg ′ T (1). Apply Koebe 1/4 Theorem to f T , we have that the image of the ball B(1, ε) under f T contains the ball with center f T (1) and radius εg ′ T (1)/4. Define, for t ≥ 0,η
Then, Domain Markov Property implies thatη has the same law as SLE κ (ρ) with force point located at
.
Letσ be the stopping time forη that is defined in the same way as in Lemma 2.3. Then we have that
where the constants in ≍ are uniform over x R ∈ [0 + , 1) and are independent of T . From Lemma 2.2, we have that
, where the constants in ≍ are uniform over x R ∈ [0 + , 1/2]. This implies the upper bound. For the lower bound, under the assumption that
which implies the lower bound.
Lemma 3.2. For ε, δ , x > 0, we define stopping times
We have that
where the constant in is uniform over x R ∈ [0 + , 1/2] and x > 0.
Proof. Recall that α is defined in Equation (1.1) and β is defined in Lemma 2.1. Define
By [SW05, Theorem 6], we know that (M t ) t≥0 is a local martingale. Let φ (z) = xz/(1 + x)(1 − z) be the Möbius transformation of the upper half plane such that it maps the triple (0, 1, 1 + x) to (0, ∞, −1). Let η * be an SLE κ (ρ + 2; ρ) process with force points (φ (∞); φ (x R )), and we denote by P * its law. From [SW05] , we also know that the law of the image of η under φ weighted by M is the same as P * . Thus, we have
(By Lemmas 2.2 and 2.3)
Proof of Equation (1.6). Without loss of generality, we may assume that 0 < ε, δ ≤ x/16, ε < 1/16, and δ = 2 −n for some integer n. Let r be the integer such that 2 −r ≤ x < 2 −r+1 and by assumption we have n > r + 3. Define, for k ∈ N,
Given η([0, τ]) and on the event [τ < ∞], denote ℜη(τ) (resp. ℑη(τ)) by x 0 (resp. y 0 ), we have that Therefore, we obtain the upper bound:
Proof of Remark 1.4, lower bound. Denote Λ h κ,ρ (x) by Λ(x), and define the stopping time τ := inf{t ≥ 0 : η(t) hits Γ h }. We need to evaluate P[τ < ∞]. The event [Q > 0] implies that there exists some x > r such that dist(x, η) ≤ h(x). The readers can check that, it is possible to find a functionh satisfying the following conditions:
•h satisfies the same assumptions for h;
• There exists some ∆ > 0 such that the integral ∞ r+∆ (Λ(x)/x α )dx ≍ q, whereΛ is the same function as in Equation (1.2) defined forh;
• For any x ≥ r + ∆, the Euclidean balls with center x and radiush(x) are contained in the region Γ h .
By the same proof, we have that, with probability q, there exists some x > r + ∆ such that dist(x, η) ≤h(x); thus, with probability q, the curve η hits Γ h .
