Photometric measurements are prone to systematic errors presenting a challenge to lowamplitude variability detection. In search for a general-purpose variability detection technique able to recover a broad range of variability types including currently unknown ones, we test 18 statistical characteristics quantifying scatter and/or correlation between brightness measurements. We compare their performance in identifying variable objects in seven time series data sets obtained with telescopes ranging in size from a telephoto lens to 1 m-class and probing variability on time-scales from minutes to decades. The test data sets together include lightcurves of 127539 objects, among them 1251 variable stars of various types and represent a range of observing conditions often found in ground-based variability surveys. The real data are complemented by simulations. We propose a combination of two indices that together recover a broad range of variability types from photometric data characterized by a wide variety of sampling patterns, photometric accuracies and percentages of outlier measurements. The first index is the interquartile range (IQR) of magnitude measurements, sensitive to variability irrespective of a time-scale and resistant to outliers. It can be complemented by the ratio of the lightcurve variance to the mean square successive difference, 1/η, which is efficient in detecting variability on time-scales longer than the typical time interval between observations. Variable objects have larger 1/η and/or IQR values than non-variable objects of similar brightness. Another approach to variability detection is to combine many variability indices using principal component analysis. We present 124 previously unknown variable stars found in the test data.
are unresolved by single-dish telescopes 1 . Variable point-like objects are often embedded in light of a resolved non-variable source (active nucleus or a supernova in a galaxy; young stellar object embedded in a nebula) that complicate measurements of the variable object's brightness. The variations may be associated with a single catastrophic event (supernova), may be approximately (dwarf novae) or strictly periodic (eclipsing binaries) or aperiodic (active galactic nuclei) in nature. Our understanding of these events depends on the efficient and reliable detection of brightness variations.
Photometric measurements are prone to systematic errors that are difficult to characterize. This makes it challenging to distinguish true low-amplitude variability from the apparent one caused by systematic effects and measurement errors. Imaging artefacts such as cosmetic defects of a CCD, diffraction spikes from bright objects and cosmic ray hits as well as blending between images of nearby objects can corrupt photometry and mimic high-amplitude variability. Three different lines of attack on the problem of variable object detection are described in the literature: direct image comparison, ("transient detection"), lightcurve analysis using variability indices and periodicity search.
Transient detection techniques seek to identify changes between two sets of sky images taken at different times (epochs). The changes may be found by subtracting the images pixel-by-pixel after resampling them to a common coordinate grid and accounting for seeing changes (difference image analysis -DIA; Tomaney & Crotts 1996 , Alard & Lupton 1998 , Alard 2000 , Bramich 2008 , Becker et al. 2012 , Zackay & Ofek 2015 ; applications of the method include Bonanos et al. 2003 , Zheleznyak & Kravtsov 2003 , Sahay, Lebzelter & Wood 2014 , Zhang et al. 2015 . Large surveys such as OGLE (Udalski, Szymański & Szymański 2015) , PTF (Law et al. 2009 ), Pan-STARRS (Rest et al. 2014) and DES (Kessler et al. 2015) implement the image subtraction technique. Alternatively, one may extract astronomical objects (sources) from each image independently and compare the resulting source lists (Contreras Peña et al. 2014 , CRTS -Drake et al. 2009 ). The second-epoch images are often taken in pairs, triplets or even longer series with dithering to eliminate image artefacts that are usually associated with a given position on the image detector, not in the sky.
More sophisticated detection strategies may be applied if measurements are obtained at more than two epochs. Their obvious advantage over the simple two-epoch data comparison is the potential to average-out individual measurement errors and thus detect variability with a lower amplitude. One class of methods employs various "variability indices" characterizing the overall scatter of measurements in a lightcurve and/or degree of correlation between consecutive flux measurements (some recent examples: Munari et al. 2014 , Javadi et al. 2015 , Yao et al. 2015b , see the detailed discussion in Section 2). The other class of methods search for significant periodicity in flux variations (e.g. McCormac et al. 2014 , Kaluzny et al. 2014 , Chakrabarti et al. 2015 , Nardiello et al. 2015 , Soszyński et al. 2015 . While many types of variable stars show periodic or semi-periodic light variations, flux measurement errors are expected to be aperiodic, or associated with a known periodic process inherent to the observa-tions (diurnal or seasonal cycle, synodic month, periodic guiding errors, orbital period of a spaceborne telescope, etc.).
If a search is aimed at a specific variability type for which a lightcurve shape is generally known in advance (e.g. exoplanet transits or eclipsing binaries in general, Cepheids, RR Lyrae stars, novae), template fitting (e.g. Jenkins, Doyle & Cullers 1996 , Macri et al. 1999 , Prša et al. 2011 , Sesar et al. 2013 , Angeloni et al. 2014 , Hoffmann et al. 2016 ) with various trial periods/flare development time-scales can be performed. Simple cuts on lightcurve parameters (Henze, Meusinger & Pietsch 2008 , Graczyk & Eyer 2010 as well as advanced machine learning techniques (Feeney et al. 2005) can be used to select lightcurves of a known shape from a large photometric data set. A pre-selection based on colour can be used to reduce the number of candidates when searching for variables of a specific type (Kinemuchi et al. 2006 , Tisserand et al. 2013 , Zinn et al. 2014 , Ordoñez & Sarajedini 2016 , Moretti et al. 2016 .
Since period search and template-fitting algorithms are computationally expensive, a two-step approach can be applied. Candidate variable stars are pre-selected using a fastto-compute variability index (and/or colour) and only the lightcurves that passed this selection are subjected to period search (e.g. Akerlof et al. 2000 , Kourniotis et al. 2014 , Ferreira Lopes et al. 2015 , Fernández-Trincado et al. 2015 , Vivas et al. 2016 or template fitting (e.g. Shappee & Stanek 2011 , Hoffmann & Macri 2015 . If the total number of observed objects is low, both period search and lightcurve scatter-based selection criteria are applied independently of each other to conduct exhaustive search for both periodic and non-periodic variables (Sitek & Pojmański 2014 , Rebull et al. 2015 . Selection based on period search may be followed by even more computationally intensive steps like binary system modelling (Devor 2005) . Kim et al. (2014) used the period along with other variability features as an input for the random forest algorithm to select periodic variable star candidates in the EROS-2 database and simultaneously classify them.
The methods described above may efficiently select variable object candidates from a large set of photometric data. However, the final decision to designate an object as "variable star" rather than a "candidate" is usually made only after visual inspection of the object's lightcurve by a human expert (e.g. Pojmanski, Pilecki & Szczygiel 2005 , Graczyk et al. 2011 , Pietrukowicz et al. 2013 , Pawlak et al. 2013 , Palaversa et al. 2013 , Cusano et al. 2013 , Klagyivik et al. 2016 , Song et al. 2016 . If the number of observations is small, the original images are checked for the presence of obvious problems [image artefacts, cosmic ray hits, point spread function (PSF) wings of a bright nearby object] affecting photometry of a candidate variable (e.g. Dolphin et al. 2003 , Bernard et al. 2010 , Denisenko & Sokolovsky 2011 . While advanced image artifact rejection procedures exist (Fruchter & Hook 2002 , Desai et al. 2016 , visual image inspection remains an important data quality control tool as it may uncover unexpected problems (Melchior et al. 2016) .
Variable star detection may be considered in the framework of classical hypothesis testing (e.g. Wall & Jenkins 2003) : to establish that an object is variable, one needs to rule out the null hypothesis that it is constant given the observations (Eyer 2006) . One may compare a value of variability-detection statistic (Section 2) derived from the lightcurve to the distribution of this value expected for non-variable objects. The problem is that objects with corrupted measurements produce long tails in the aforementioned distributions. In the presence of badly measured objects one is forced to set a low threshold for accepting candidate variables (Section 5.6) and rely on additional information not captured by the variabilitydetection statistic to distinguish true variables from badly measured objects in the distribution tail.
Alternatively one may view the search for variable stars as a classification problem that may be approached with machine learning techniques. The task is to classify a set of objects characterized by their lightcurves, images associated with each lightcurve point and possibly additional pieces of information associated with each brightness measurement (object's position on the CCD frame, airmass, seeing, temperature, etc.). One needs to distinguish various classes of variable stars from the class of wellmeasured constant stars and classes of stars affected by various types of measurement errors (bad pixels, diffraction spikes, blending). Objects that do not belong to one of the known classes should also be identified. While considerable progress has been made in lightcurve-based automated classification of stars already known to be variable (Debosscher et al. 2007 , Paegert, Stassun & Burger 2014 , Kim & Bailer-Jones 2016 , an automated system that could reliably identify variable stars among non-variables remains to be developed.
In practice, the following approach to variable star detection is often adopted. (i) Objects affected by blending and image artefacts are flagged at source extraction stage. (ii) The lightcurves of the detected objects are constructed and may be refined using the available additional information (Section 3.7). (iii) The techniques described in the previous paragraphs are used to select promising variable star candidates based on their lightcurves. (iv) The list of candidates is examined by a human expert who performs the final classification and removes false variables from the list. In this work we explore the limits of the traditional approach outlined above and identify the best ways to select candidate variables.
We compare the performance of popular variability detection techniques on various real and simulated photometric data sets. We refer to any value that quantifies 'how variable' a given object is as a 'variability index'. The discussion is limited to variability indices based on lightcurve scatter (Sections 2.1-2.7) and correlation (Sections 2.8-2.17) while the period-search based techniques will be discussed elsewhere. We attempt to find a general-purpose variability detection technique able to recover a broad range of variability types including currently unknown ones (Shin, Sekora & Byun 2009) . Such a technique would also be useful for solving the opposite problem: reliable selection of non-variable objects that can be used as photometric standards (e.g. Ofek et al. 2012) or targets for searches of variations not intrinsic or not typical to the objects such as microlensing events (Udalski et al. 1994) , occultations of stars by distant Solar system bodies (Zhang et al. 2013) , tidal disruption events in nuclei of non-active galaxies (van Velzen et al. 2011 ) and failed supernovae (Kochanek et al. 2008) .
Publications focused on comparing performance of variability search techniques include Enoch et al. (2012) who compared planetary-transit detection algorithms, while de Diego (2010) and Villforth, Koekemoer & Grogin (2010) discussed a number of variability detection tests in the context of active galactic nuclei. Ferreira Lopes & Cross (2016) compared performance of some multi-band correlation-based variability indices. Vaughan et al. (2003) and Allevato et al. (2013) discussed properties of 'excess variance' (Section 2.6) and 'fractional variability amplitude', the variability measures often used in X-ray astronomy. Graham et al. (2013) compared the accuracy and performance of period finding algorithms. Findeisen, Cody & Hillenbrand (2015) compare various methods of extracting a characteristic time-scale from an irregular lightcurve. Nun et al. (2015) provide an extensive list of features useful for lightcurve characterization and classification. Preliminary results of our variability index comparison based solely on photographic lightcurves are presented by Sokolovsky et al. (2016) . This paper is structured as follows. Section 2 defines the variability indices we investigate. Section 3 describes the test data. Section 4 presents the technique for comparison of effectiveness of variability indices in selecting variable objects. Section 5 discusses the results of the comparison and Section 6 summarizes our findings.
VARIABILITY SEARCH METHODS
In this section we define the numerical parameters characterizing the 'degree of variability' of an object -the variability indices, discussed in detail in the following paragraphs. The scatter-based indices (Sections 2.2-2.7) consider only the distribution of measured magnitudes ignoring the time information available in a lightcurve. Some also take into account the estimated errors. The correlationbased indices (Sections 2.8-2.17) in addition to the measured magnitudes themselves consider the order in which the measurements were taken and some indices also take into account the time difference between measurements. The use of this additional information makes correlation-based indices more sensitive to low-amplitude variability, but on the downside, correlation-based indices are insensitive to variability on time-scales shorter than the sampling time (Kim et al. 2011b) . Table 1 summarizes the information used by each index. In the following sections we compare the effectiveness of these variability indices in selecting variable stars.
χ 2 test
A χ 2 test 2 is any statistical hypothesis test in which the sampling distribution of the test statistic is a χ 2 distribution when the null hypothesis is true. Given N magnitude measurements m i (assumed to be independent of each other) and their associated errors σ i (assumed to be Gaussian), the null hypothesis, H 0 , that an object does not change its brightness can be tested by computing the value
is the weighted mean magnitude. χ 2 is compared to the critical value χ 2 p,ν obtained from the χ 2 -distribution with ν = N − 1 degrees of freedom. The p-value indicates the statistical significance level at which H 0 can be rejected.
If measurement errors are estimated correctly, the majority of objects should have χ 2 values consistent with H 0 , since the majority of stars are not variable. A notable exception from this rule is millimagnitude-precision photometric observations such as the ones obtained by MOST (Walker et al. 2003) , CoRoT (Auvergne et al. 2009 ), Kepler (Borucki et al. 2010 ) and future photometric space missions (e.g. Ricker et al. 2014 , Rauer et al. 2014 , which are able to detect variability in the majority of field Table 5 .
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Scatter-based indices
stars, including variability caused by transiting Solar system-like planets (Hippke & Angerhausen 2015) . In practice, poor knowledge of σ i limits the applicability of the χ 2 test for variability detection in ground-based photometry. In this case, χ 2 may still be useful as a measure of scatter in a lightcurve compared to the expected measurement errors, but the cut-off value for discriminating variable objects from non-variable ones should be different from the one suggested by the χ 2 distribution. In the following we use the reduced χ 2 red = χ 2 /N − 1 (e.g. Andrae, Schulze-Hartung & Melchior 2010) to compare its value for lightcurves with different N. Villforth, Koekemoer & Grogin (2010) note that estimated photometric measurement errors are asymmetric and non-Gaussian when converted from flux to magnitude space. This violates the assumptions behind the critical value χ 2 p,ν calculations. The χ 2 test, in its textbook form, should be performed in flux space and only when the contribution from all sources of photometric errors has been properly accounted for.
Standard deviation, σ w
A detectable variable star, by definition, should have larger scatter of measurements in its lightcurve compared to non-variable stars that could be measured with the same accuracy. One way to characterize scatter of measurements is to compute the standard deviation,
or alternatively, if the estimated errors are assumed to reflect the relative accuracy of measurements, its weighted version
Assuming that m i are drawn from Gaussian distributions having variances σ 2 i and the same meanm, the choice of weights w i = 1/σ 2 i maximizes the likelihood of obtaining the set of measurements (m i ). Therefore, given a set of measurements (m i , σ i ), Equation (2) is the best estimate of the mean under the above assumptions.
We define σ as a square root from an unbiased estimator of the population variance [the Bessel correction, i.e. (N − 1) instead of N in the denominator of equation 3] as this is the definition often adopted in statistical software, notably in the GNU Scientific Library 3 . For the purpose of variable star search, the use of Bessel's correction has minimal practical consequences.
Standard deviation is relatively sensitive to outlier points. In many cases, lightcurve filtering (Section 3.7) might be needed before σ can serve as an efficient variable star selection tool. In the following paragraphs we describe ways of characterizing lightcurve scatter that are less sensitive to outliers.
Median absolute deviation (MAD)
The median absolute deviation 4 , MAD (Rousseeuw & Croux 1993 , Richards et al. 2011 , is a measure of scatter of observations m i defined as
For a Gaussian distribution
where Φ −1 (x) is the inverse of the cumulative distribution function for the Gaussian distribution. The MAD statistic is mostly insensitive to outliers ; its only disadvantage is that it is equally insensitive to real variations that occur only occasionally, like rare eclipses of an Algol-type binary that may show virtually constant brightness outside of the eclipses, The use of MAD is computationally more expensive than σ as the sorting needed to compute the median is a relatively slow, O(n log n), operation compared to calculating the average value, O(n). Here O(n log n) (O(n)) means that there is a constant C > 0 such that for any number of input measurements, n, the computation will be completed in less than Cn log n (Cn) steps. It should be noted that correlation-based indices discussed below in Sections 2.8-2.17 computationally depend on the order of data points and, therefore, require the input lightcurve to be sorted in time -an operation of O(n log n) complexity.
Interquartile range (IQR)
Another robust measure of scatter is the interquartile range 5 , IQR (Kim et al. 2014) , which includes the inner 50% of measurement values (i.e. excludes 25% of the brightest and 25% of the faintest flux measurements). To compute the IQR we first compute the median value that divides the set of flux measurements into upper and lower halves. The IQR is the difference between the median values computed for the upper and lower halves of the data set. For the normal distribution IQR = 2Φ −1 (0.75)σ ≃ 1.349σ, where Φ −1 (x) is the inverse of the cumulative distribution function for the Gaussian distribution. The IQR may be more appropriate than MAD (Section 2.3) for measuring the width of an asymmetric (skewed) distribution, such as the distribution of flux measurements of an eclipsing binary.
Robust median statistic (RoMS)
The robust median statistic, RoMS, was proposed by Enoch, Brown & Burgasser (2003) and successfully applied for variable star search by Rose & Hintz (2007) and Burdanov, Krushinsky & Popov (2014) . It is defined as
For a non-variable object, the expected value of RoMS is around 1 as the majority of the measurements should be within 1σ of the median value (if σ is estimated correctly).
Normalized excess variance, σ

NXS
Normalized excess variance, σ 2 NXS , is used in X-ray (Nikołajuk, Czerny & Gurynowicz 2009 , Ponti et al. 2012 , Hernández-García et al. 2015 , Yao et al. 2015a ) and optical (Simm et al. 2015) astronomy to characterize variability amplitude in the presence of changing measurement errors. It is defined as
Here we use the symbol σ 2 NXS for the normalized excess variance as this or similar symbols are widely used in the literature. Note that σ 2 NXS may be negative if the estimated errors σ i are larger than the actual scatter of measurements, m i . The fractional root mean square variability amplitude, F var , another commonly used X-ray variability measure, is simply a square root of the normalized excess variance: F var = √ σ NXS (Vaughan et al. 2003) if σ 2 NXS is positive. Lawrence & Papadakis (1993) note that in the presence of red noise, the expected value of σ 2 NXS depends on the length of a time series. The value of σ 2 NXS estimated from a lightcurve is related to the integral of the power spectral density (PSD) in the frequency range probed by the observations, however this relation is complex (Allevato et al. 2013 ) and depends on the PSD slope and sampling (window function).
Peak-to-peak variability, v
The peak-to-peak variation, v, can be characterized as
where (m i − σ i ) max and (m i + σ i ) min are the maximum and minimum values of the expressions m i − σ i and m i + σ i over the entire lightcurve. This variability index, with minor variations in its definition, is widely used in the radio astronomy community (e.g. Aller, Aller & Hughes 1992 , Ciaramella et al. 2004 , Hovatta et al. 2008 , Fan et al. 2011 , Majorova & Zhelenkova 2012 , Gorshkov, Konnikova & Mingaliev 2012 The peak-to-peak variation may be a sensitive variability indicator if we believe that a lightcurve is free from outliers (thanks to high data quality or successful filtering). While v can be computed for a lightcurve consisting of as few as two observations, the expected value of v for a non-variable source depends strongly on the number of measurements. Monte Carlo simulation is a practical way to estimate expected values of v for a non-variable object given a number of observations and their accuracy.
Lag-1 autocorrelation, l 1
Photometric observations are often planned so that the time span between consecutive flux measurements is smaller than the variability time-scale expected for the objects of interest. The simplest way to characterize the similarity of consecutive flux measurements is to compute the first-order autocorrelation coefficient (also known as 'serial correlation coefficient' or 'lag-1 autocorrelation') of a lightcurve (e.g. Kim et al. 2011a,b) :
It has been shown that, assuming that m i are independent measurements subject to identically distributed measurement errors, l 1 follows an asymptotically normal distribution with the expected value of = −1/N and the variance of ≃ 1/N, allowing one to assess if the obtained value of l 1 is consistent with the expected one under the above assumptions.
This simple method loses efficiency if a lightcurve is unevenly sampled since pairs of data points widely separated in time and weakly correlated or uncorrelated entirely contribute to the value of l 1 equally with the pairs of measurements taken close in time that may be well correlated. Welch & Stetson (1993) propose a variability index, I, characterizing the degree of correlation between n quasi-simultaneous pairs of measurements obtained in two filters b and v:
Welch-Stetson variability index I
where b i (v i ) are the measured magnitudes, σ b i (σ v i ) are the estimated errors andb (v) is the mean magnitude in filter b (v). Relying on the above assumption that a lightcurve contains pairs of measurements obtained close in time (compared to the expected variability time-scale) one can apply I to a single-band lightcurve by dividing it into two subsamples that would mimic measurements in two filters. One obvious way to accomplish this is to sort the lightcurve in time, number measurements (1, 2, 3 . . . ) and assign measurements having odd numbers to v subsample and even numbers to b subsample. In this case,b =v may be taken to be the mean of all N = 2n observations, rather than the means of two different samples each of size n.
If a single-filter lightcurve does not entirely consist of pairs of closely-spaced points, one would like to avoid forming pairs from measurements taken far apart in time (c.f. l 1 in Section 2.8). In that case, an additional parameter, ∆T max , defines the maximum time difference between two observations that are considered to be taken sufficiently close in time for forming a pair. The performance of the algorithm on a given unevenly sampled data set depends strongly on the choice of ∆T max . If ∆T max is too small, only few lightcurve points will form a pair and contribute to I rendering the index unusable. An optimal value of ∆T max would be large enough to form many measurement pairs in an unevenly sampled lightcurve but small enough to remain sensitive to a wide range of variability time-scales as I is sensitive to variations on time-scales from ∆T max to the overall duration of the lightcurve. A histogram of the interval between observations may be useful in selecting an appropriate ∆T max value for a given data set (Ferreira Lopes & Cross 2016) . In our tests we use ∆T max = 2 d for all the test data sets. Isolated data points that cannot be paired with others (for a given choice of ∆T max ) are omitted from the I computation. Fig. 1 and Table 2 show how an unevenly-sampled single-band lightcurve can be divided into subsamples to calculate I or J. A point is assigned to subsample b, v or counted as 'isolated' depending on the value of ∆T max and the order in which one considers the lightcurve: from the first point to the last one (direction indicated by the top arrow in Fig. 1 , the corresponding samples are named as lower case b and v) or the reverse direction (bottom arrow, capital B and V). Depending on the order, one may compute the 'forward' and 'reverse' values of an index that might differ from each other because the points are divided into pairs (assigned to b and v subsamples) in a different way (as illustrated by Fig. 1 ). In our implementation of the index, the 'forward' and 'reverse' values are averaged to have a single value describing a lightcurve. In the case of I (but not J), the 'forward' and 'reverse' values are equal if one allows a point to be counted in multiple pairs (enter two subsamples simultaneously).
The I and J indices are designed to detect variability on timescales much longer than the typical time difference between observations forming pairs. If, however, the variability time-scale is comparable to the sampling rate of observations, the measurements in pairs may appear anticorrelated (correlation coefficient l 1 ∼ −1, Section 2.8) rather than uncorrelated (l 1 ∼ 0), resulting in near-zero or negative value of I (J) and rendering the index insensitive to the variations. The actual value of detectable variability time-scale is determined by the data and will be very different for data sets including observations taken minutes apart and data sets that include only observations taken on different nights.
Stetson's J, K and L variability indices
A more robust variability index proposed by Stetson (1996) is:
where sgn is the sign function. Here the photometric data set is divided into n groups each consisting of two or more quasisimultaneous observations (in one or more filters) or a single, isolated measurement. A single-filter lightcurve can be divided into subsamples to mimic multi-band data in the same way as for the I index (Section 2.9), with the difference that isolated points can be kept in the analysis. Each group consisting of one or more points is assigned a weight w k . P k is defined as
The definition of P k can be generalized for groups containing more than two measurements by multiplying P k (for a pair) by an additional factor of
, where r i are the observations in the third filter or subsample. For simplicity, in the implementation of the Stetson indices used throughout this paper, we do not consider groups containing more than two points and do not allow a point to be counted as part of more than one group (see Fig. 1 and Table 2 ). Instead of using the weighted arithmetic mean to derivev, Stetson (1996) suggests to use an iterative re-weighting procedure to down-weight potential outlier points. After computingv as the weighted mean at the first step, weights of all points are multiplied by a factor
andv is re-computed with these new weights. The procedure is repeated until it converges. Many types of variable stars show continuous brightness variations (with notable exceptions, the Algol-type eclipsing binaries and flare stars, which remain at about constant brightness most of the time only occasionally showing large variations). Stetson (1996) suggests to supplement J, which is a measure of the degree of correlation between consecutive brightness measurements, with a robust measure of the kurtosis ('peakedness') of the magnitude histogram:
For a Gaussian magnitude distribution, K − −−− → N→∞ √ 2/π or will be less if there is an outlier point in the lightcurve making the overall magnitude distribution more 'peaked'. The two indices J and K can be combined to the index L (Stetson 1996) :
where ( w/w all ) is the ratio of the weights of all of the lightcurve points to a total weight that the star would have if it had been successfully measured on all images. This ratio is designed to reduce the combined variability index L value for stars with a small number of measurements for the reasons outlined in Section 3.7. The combined index is designed to maximize chances of detection for well-measured continuously variable stars. It is less effective for objects that show brightness variations only occasionally (Algoltype binaries, flare stars, transient events).
Stetson's variability indices with time-based weighting: J(time), L(time)
Zhang et al. (2003) and Fruth et al. (2012) suggested to weigh the pairs used to compute Stetson's J index (Section 2.10) according to the time difference between the observations used to form a pair:
where t i is the time of observation i and ∆t is the median of all pair time spans (t i+1 − t i ). This weighting scheme eliminates the need to choose a specific maximum allowed time difference (∆T max , Section 2.9) for forming a pair. (14), Section 2.10. The open circle is an 'outlier' 1 mag brighter than it should be to follow the sine curve. 
Stetson's variability indices with a limit on the magnitude difference in a pair: J(clip), L(clip)
The example presented in Fig. 1 shows that it is undesirable to form a pair that would include an outlier point. Considering the assumption that a lightcurve contains pairs of observations taken close in time (compared to the expected variability time-scale) one can discard from the calculation of I (Section 2.9) or J index (Section 2.10) pairs with magnitude difference between the points greater than a few times the measurement uncertainty. In our tests, we do not form pairs from measurements that differ by more than five times their combined uncertainty, no matter how close in time the two measurements are taken.
Consecutive same-sign deviations from the mean magnitude (CSSD)
Wozniak (2000) and Shin, Sekora & Byun (2009) suggested to use the number of groups, CSSD, containing three consecutive measurements that are brighter or fainter than the mean (or median) magnitude by at least a factor of cσ as a variability indicator. Typically, the value of c is set to 2 or 3. In the algorithm implementation tested in this work, we choose c = 3, replace σ with the MAD value scaled to σ (Section 2.3) and use the median as the baseline magnitude level, in order to make the index more robust against outliers. Following Shin, Sekora & Byun (2009) we normalize the number of groups by (N − 2), where N is the number of points in a lightcurve.
Excursions, E x
Plavchan et al. (2008) and Parks et al. (2014) point out that groundbased photometric time series can often be naturally divided into groups (scans) -dense series of observations separated by long gaps. If the variability time-scale is longer than the duration of an individual scan, average magnitudes will differ from scan to scan.
Combining observations within a scan to form a single estimate of brightness has an obvious advantage of giving a more accurate estimate (compared to an individual measurement) at the expense of degraded time resolution.
To compare mean magnitudes of the scans, one could perform the analysis of variance (ANOVA; e.g. Kenney & Keeping 1956 ). However, a lightcurve obtained with a ground-based telescope is likely to violate the assumptions behind the parametric form of this test. The variance of measurements may differ between the scans (if the observations combined in different scans were performed at different elevations or weather conditions). The distribution of measurements may be non-Gaussian due to outliers. It is tempting to use a non-parametric test (like Mood's median test) to compare scans without having a pre-conception about the measurement error distribution. However, when applied to a typical ground-based photometric data set, such a test would give the (mathematically correct) answer that the majority of stars are variable due to nightto-night photometric zero-point variations.
In the algorithm implementation tested here, we use the absolute difference between the median magnitudes of scans normalized by their combined MADs (Section 2.3) and averaged over all pairs of scans in a lightcurve to form the variability index E x . In practice, the exact way a lightcurve is split into scans has a strong impact on the usefulness of this variability test for a given data set. We divide the lightcurve in scans according to a predefined maximum time difference. This implies that each scan may have a different number of points. For each scan we compute the median and MAD scaled to σ (Section 2.3) of the observed magnitudes during this scan. The index E x is computed according to the equation:
where N scan is the number of scans,
Nscan is the number of two-scan combinations in the data set, median i and σ i corresponds to median and MAD scaled to σ of the ith scan and the same notation is used for the jth scan, respectively.
The von Neumann ratio η
The ratio of the mean square successive difference to the distribution variance was discussed by von Neumann (1941 Neumann ( , 1942 as an indicator of independence for a series of observations. It is defined as:
It remains useful even if the observations are drawn from a nonGaussian distribution as long as it is nearly-symmetric (Lemeshko 2006 , Strunov 2006 . The ratio η quantifies the smoothness of a time series. Shin, Sekora & Byun (2009) employed η as a variability indicator, noting that since photometric time series measurements do not follow a Gaussian distribution, in practice, the cut-off value for selecting variable objects cannot be determined a priori (as in the case of χ 2 , Section 2.1). One may use 1/η as a variability indicator to have larger values of the index corresponding to a greater likelihood of an object being variable as is the case with the other variability indices discussed here.
Excess Abbe value E A
Mowlavi (2014) discussed the Abbe value A = η/2 and the excess Abbe value
where A sub is the mean of A sub i values computed for all measurements m i obtained at times t i . Each A sub i is computed over the sub-
∆T sub ] (∆T sub < ∆T , the overall duration of time series). The choice of ∆T sub determines the minimum timescale of variability that may be detected by comparing A sub i to A. E A may be useful to identify unusual behaviour in well-sampled lightcurves. A large number of measurements (> 5 in our implementation) should be taken within the time interval ∆T sub from each point to accurately determine A sub i .
S B variability detection statistic
The χ 2 statistic applied to photometric time series data considers only the distribution of the measured magnitudes ignoring the information on when these measurements were obtained. Thus the χ 2 statistic cannot distinguish between the cases where small-scale deviations in one direction from the mean value are randomly distributed across the lightcurve from the cases where many of the same-sign deviations are concentrated around a specific time (the second case is less likely to occur by chance).
Figuera suggested a variability detection statistic that combines the advantages of scatter-based and correlation-based variability indices. It is based on the 'alarm' statistic used by Tamuz, Mazeh & North (2006) to assess the quality of fitting binary lightcurve models to observational data. Arellano Ferro et al. (2012) applied a similar statistic to detect the Blazhko effect in lightcurves of RR Lyrae stars. The variability detection statistic is defined as
where N represents the total number of data points in the lightcurve and M is the number of groups of consecutive residuals of the same sign from a constant-brightness light curve model, r i, j = |m i −m| ( j is the running number in the group containing k i same-sign deviations from the mean,m) and σ i, j are the uncertainties corresponding to r i, j . 
TEST DATA SETS
To compare the relative power of the indices (Section 2) in identifying variable objects we use seven photometric data sets containing a large number of known variable stars (Table 3 ). The data sets represent a range of sampling patterns and measurement accuracies. Due to the diversity of instruments and reduction strategies, the data sets are characterized by a variety of numbers of badly measured objects that contaminate the lists of candidate variables. Overall, the selected data sets should represent a range of observing conditions typically found in ground-based variability surveys.
The data sets used for our variability indices test were previously searched for variability and contain 1097 known variable objects. While preparing this publication we manually checked the lightcurves of all stars standing out in any of the variability indices plotted against the mean magnitude (Fig. 3 ). We were able to identify 124 variable stars that were missed in the original searches. New variable stars 6 were found in each one of the test data sets. This highlights the fact that variability detection techniques used in previous searches can be improved by adding (a combination of) the variability indices considered here (Section 2).
The Kourovka Planet Search (TF1, TF2)
As our test data we used observations of two dense sky fields in the Galactic plane conducted within the framework of the Kourovka Planet Search (Burdanov et al. 2016 ). The first field (TF1) was observed with the MASTER-II-Ural telescope at the Kourovka Astronomical Observatory of the Ural Federal University (ϕ = 57
• N, λ = 59
• E). The mean full width at half-maximum (FWHM) seeing at the site is 3 arcsec. The telescope consists of a pair of Hamilton catadioptric tubes (400 mm f /2.5) on a single equatorial mount Astelco NTM-500 without autoguiding. Each tube is equipped with 4098 × 4098 pixels Apogee Alta U16M CCD giving an image scale of 1.85 arcsec pixel −1 in a 2 × 2 deg 2 field. The field TF1 is centred at α J2000 =20:30:00 δ J2000 =+50:30:00 (Cygnus). The main observing set of TF1 was completed during short and bright nights from 2012 May to August. We obtained 3900 frames with an exposure time of 50 s in the R filter. The time interval between consequent frames was about 1.5 min. TF1 was observed for 90 h in the R band (36 nights) with an average duration of 2.5 h per observing run.
The second field (TF2) was observed with the RoweAckermann Schmidt astrograph (RASA) telescope (279 mm f /2.2) at the Acton Sky Portal private observatory (ϕ = 43
• N, λ = 71
• W). The telescope is equipped with a 3352 × 2532 pixels SBIG STF-8300M CCD which provides an image scale of 1.79 arcsec pixel −1 in a 1.2×1.6 deg 2 field. The typical seeing at the site is 2 arcsec. TF2 is centred at α J2000 =02:47:00 δ J2000 =+63:00:00 (Cassiopeia). The RASA telescope obtained about 8000 frames of TF2 in 2014 September-November during all available clear nights. Observations were performed in the R filter with 50 s exposure time. The time interval between the consequent frames is 1 min. The field was observed for 130 h (18 nights) with an average duration of 7.2 h per night.
Before processing the data, we had to filter out some of the images because not all of them were obtained in optimal weather conditions. We use the standard deviation of image pixel counts σ pix as an indicator of weather conditions. The value of σ pix varies smoothly from image to image in photometric nights. In the presence of clouds σ pix value of a particular image noticeably decreases (or increases if the clouds are lit by the moonlight).
We used the console version of the astrometry.net application (Lang et al. 2010) to set the correct World Coordinate System parameters in the FITS header of each image. IRAF package (Tody 1986 ) is then used to perform dark frame subtraction and division by the flat-field. Dark frames are taken before each observing night. Flat-field images are taken during the dawn. The phot/apphot task is used to perform aperture photometry in each frame with aperture size and sky background level adjusted for each image. The aperture radius is set to 0.8 FWHM of the stellar PSF in the frame. A total of 21500 and 8500 stars were measured in TF1 and TF2 fields, respectively. The astrokit software (Burdanov, Krushinsky & Popov 2014 ) is used to correct for the star brightness variations caused by changing atmospheric transparency. The program selects for each star an individual ensemble of reference stars having similar magnitudes and positions in the frame. We achieved photometric accuracy of 0.005-0.05 mag in the interval 11-16 mag for data from the MASTER-II-Ural telescope. For the RASA telescope data, we achieved precision of 0.006-0.08 mag in the magnitude interval 11-16 mag for the TF2 field. These lightcurve data were originally searched for variability by Popov et al. (2015) .
Krasnoyarsk SibSAU 400 mm telescope (Kr)
A 2.3 × 2.3 deg 2 field centred at α J2000 =22:50:00 δ J2000 =+52:00:00 (Lacerta) was observed with the 400 mm f /2.3 telescope of the Siberian State Aerospace University using the 3056 × 3056 pixels (2.7 arcsec pixel −1 ) unfiltered CCD camera FLI ML09000. The telescope is installed on top of the University building in the city of Krasnoyarsk. The turbulence caused by the building results in 7-8 arcsec seeing. The observing site is affected by light pollution. A total of 1171 30 s exposures of the field were obtained in 2012 August-October. After applying bias, dark and flat-field corrections using the MaxIm DL software the images were loaded into VaST 7 (Sokolovsky & Lebedev 2005 ) for photometric analysis.
7 http://scan.sai.msu.ru/vast/ After comparing results of aperture and PSF-fitting photometry performed using SExtractor (Bertin & Arnouts 1996) with PSFEx (Bertin 2011), we discovered that for the brightest stars in the field, the aperture photometry is about a factor of 2 more accurate than PSF photometry probably due to the insufficient accuracy of the reconstruction of PSF variations across the field. We applied six iterations of SysRem (Tamuz, Mazeh & Zucker 2005 , Macfarlane et al. 2015 to remove effects of these variations and bring scatter of PSF-photometry lightcurves for the bright stars to the level of scatter obtained with the aperture photometry. For the final analysis we used SysRem-corrected PSF-photometry lightcurves as they provide better measurement accuracy for the faint stars compared to fixed-aperture photometry. Only isolated objects with SExtractor flag = 0 and measured on at least 200 images were considered. The instrumental magnitude scale is calibrated to Cousins R = V−1.09 * (r−i)−0.22 (Jester et al. 2005 ) computed from UCAC4/APASS V, r and i magnitudes (Zacharias et al. 2013 , Henden et al. 2016 ) of 2644 stars in the field. These images were originally investigated by Lapukhin, Veselkov & Zubareva (2013) and Lapukhin, Veselkov & Zubareva (2016) who used VaST with SExtractor in the aperture photometry mode and identified variable objects using the σ-mag plot.
LCO 1 m Swope telescope (W1)
Observations of the Galactic super star cluster Westerlund 1 were obtained during 17 nights between 2006 June 14 and July 24 using the 1 m f /7 Henrietta Swope telescope at Las Campanas Observatory, Chile by Bonanos (2007) who identified 129 new variable stars in the field using image subtraction. A 1200 × 1200 pixels section of the 2048 × 3150 SITe CCD (0.435 arcsec pixel −1 ) corresponding to 8.7 arcmin field of view was read to increase cadence. The initial image processing steps including overscan-correction, linearity-correction and flat-fielding were performed in IRAF. We re-processed 242 I-band images (including some rejected from the original study due to poor seeing) with VaST, performing PSFfitting photometry using SExtractor and PSFEx. The magnitude scale was calibrated using I-band magnitudes of 1276 stars in the field measured by Bonanos (2007) . We considered only isolated objects (SExtractor flag = 0) detected on 100 images to minimize the effects of crowding. Three cycles of SysRem are applied to the data. From the list of Bonanos (2007) we select 78 objects showing detectable variability in the I-band and pass our selection criteria. We add two previously unknown variable objects found during our tests (Table 4 , Fig. 2 ).
The New Milky Way survey (And 1)
The New Milky Way survey 8 (Sokolovsky, Korotkiy & Lebedev 2014) hunted for bright (V < 13.5 mag) transients near the Galactic plane using a Canon EF f = 135 mm ( f /2) telephoto lens attached to an unfiltered 3352 × 2532 SBIG ST-8300M CCD camera (8.4 arcsec/pix, 8 × 6 deg 2 field). The observations were conducted in 2011-2013. We used 132 images of the field centred at α J2000 =23:00:00 δ J2000 =+50:00:00 (And 1) 9 reprocessed with VaST and SExtractor in the aperture photometry mode accepting blended stars for the analysis (SExtractor flag 3). Since the Table 4 , its variability type and period in days (if applicable).
CCD chip is blue-sensitive, APASS V-band magnitudes of 1200 UCAC4 stars within the field of view are used for magnitude calibration. Three cycles of SysRem were applied to the data in order to mitigate systematic effects caused by chromatic aberration of the lens and changing atmospheric extinction across the large field of view. We used three SysRem cycles as adding more cycles did not further improve (reduce) lightcurve scatter for the majority of objects in this data set. Lightcurves and images of all objects that stand out in index versus mag plots were visually inspected for variability. We identified 91 known and 33 previously unknown variable stars (Table 4 , Fig. 2 ). The list of detectable variable stars in the field may be incomplete as we accepted only those red objects showing slow irregular variability that are either matched with a known variable star or their variability can be confirmed from ROTSE-I/NSVS (Woźniak et al. 2004) or SuperWASP (Butters et al. 2010 ) archival data. This should safeguard us from mistaking for real variability any residual colour-related systematics not removed by SysRem. An example of such residual systematic variation is the dip around JD2456000 visible in the lightcurves of many red (SR and LB type) variables in the field (Fig. 2) . As the final check we repeat the processing using elliptical aperture of size and orientation that are individually tuned for each object (SExtractor parameter MAG AUTO). This allows us to recover the flux of defocused red stars at the cost of reducing photometric accuracy for the wellfocused point sources and make sure that for the selected variable star candidates the MAG AUTO lightcurve shape is not contradicting the one obtained with a circular aperture of a size fixed for all objects in a given image.
OGLE-II (LMC SC20)
The Optical Gravitational Lensing Experiment utilizes the dedicated 1.3 m Warsaw telescope at the Las Campanas Observatory, Chile, to conduct a photometric survey of dense stellar fields in the Magellanic Clouds and Galactic bulge (Udalski, Kubiak & Szymanski 1997 ). We extract data from the second phase of the experiment OGLE-II PSF I-band photometry database (Szymanski 2005) . For the variability index tests we select one field in the Large Magellanic Cloud, LMC SC20, which is least affected by crowding. To keep the number of selected sources below the limit of 50000 imposed by the database's web-interface and retrieve only high-quality lightcurves, we selected sources having the percentage of good measurements Pgood 98. In total, 30265 sources in this field satisfy the selection criteria each having from 262 to 268 photometric measurements. The data set contains 168 variable stars 20 of which (see Table 4 , Fig. 2) were not previously known. The new variable stars were identified by visual inspection of the lightcurves standing out in variability index versus mag plots. To make sure the detected variability is not caused by nearby bright variable stars, we visually checked PSF-fitting lightcurves of stars located within 20 arcsec of each of the new variables. Only stars brighter than the variable were considered and no limit on the percentage of good measurements was applied.
The use of a fixed centroid position when conducting photometry may introduce spurious long-term variability if the measured star has a detectable proper motion. If the DIA is used, the moving star will have a characteristic dipole shape in the residual image, resulting in detection of two spurious variable sources apparently changing brightness in opposite directions (Eyer & Woźniak 2001) . To make sure the variability of ogle 43681, ogle 63585 and ogle 72706 is not caused by the proper motion, we (i) check that there are no records in the OGLE-II DIA catalogue by Zebrun et al. (2001) within 3 arcsec of the new variables and (ii) manually check OGLE-II DIA lightcurves of nearby sources to make sure none of them show brightness trends mirroring the new variables.
Digitized photographic plates (66 Oph)
Photographic images of the sky obtained in late 19th and 20th centuries contain a wealth of information about historical positions (e.g. Laycock et al. 2010 , Vicente et al. 2010 , Robert et al. 2014 , Berezhnoi 2013 ) and brightness (e.g. Kolesnikova et al. 2008 , Tang et al. 2013 , Sokolovsky et al. 2014b ) of celestial objects. The efficient use of this information requires it to be converted to a digital form using purpose-built digitizing machines ( We use an Epson Expression 11000XL flatbed scanner operating at 2400 dpi resolution (1.4 arcsec/pix, 16 bits per pixel colour depth) to digitize a 1.26 × 1.26 deg 2 area centred at α J2000 =17:57:44.7 δ J2000 =+04:59:54 (66 Oph field; Kolesnikova et al. 2010 ) on 227 photographic plates obtained in 1976-1995 with the 40 cm astrograph. The digitized images were processed with VaST following the procedure described by Sokolovsky et al. (2014a) . APASS B-band photometry of 1600 UCAC4 stars in the magnitude range B=10-16 is used to calibrate the instrumental magnitude scale using the relation between aperture photographic and photoelectric magnitudes proposed by Bacher, Kimeswenger & Teutsch (2005) . We identify 23 variable stars including five not previously known (Table 4 , Fig. 2 ) by means of period search and visual inspection of lightcurves standing out in the magnitude versus σ w plot.
Lightcurve filtering
Often raw photometric data have to be pre-processed before computing the variability indices discussed in Section 2. This may include (i) removing outliers from a lightcurve (possibly by applying iterative σ-clipping or median filtering); (ii) removing systematic effects from a set of lightcurves by applying local zero-point corrections (e.g. Nascimbeni et al. 2014 ) and/or the SysRem algorithm, decorrelating each lightcurve with external parameters such as airmass, seeing, object position on a CCD, detector temperature (e.g. Pál 2009 , Bakos et al. 2010 , López-Morales et al. 2010 , Hartman et al. 2011 , Burton et al. 2012 , Guterman, Mazeh & Faigler 2015 , Baade et al. 2016 or detrending the lightcurves if one is interested only in fast variability (e.g. Kovács, Bakos & Noyes 2005 , Weingrill 2015 .
A smaller-than-expected number of detections is an indirect indication of many photometry problems including the object being close to an image edge, a cosmetic defect, a bright star, a detection or saturation limit. Objects systematically affected by any of these problems can be removed from the analysis by discarding lightcurves having less than a given number of points. The obvious disadvantage is that together with problematic objects, one may discard a transient object that appears only on a small number of images. The power of discarding lightcurves with a small number of measurements to improve the overall quality of a photometric data set might be the reason why 'variable star detection' and 'optical transient detection' are traditionally considered as two separate technical problems.
From all the data sets considered in this work we discard lightcurves having fewer than 40 points, unless indicated otherwise. We apply no σ-clipping to the test data, however we note that it can considerably improve performance of variability indices that are not robust to outliers. The SysRem algorithm is applied to the data sets described in Sections 3.2, 3.3 and 3.4. For the other data sets it does not lead to a noticeable reduction in lightcurve scatter.
Simulated data sets
The data sets described above (Section 3) include in total 1251 variable stars of various types, but this list still provides us limited coverage of a possible range of variability amplitudes and time-scales. We overcome this limitation by adding simulated variability to the test data. Following Enoch et al. (2012), we use lightcurves of nonvariable stars as realistic photometric noise models. This approach has an advantage over simple bootstrapping 10 in that it preserves the correlated nature of the noise. It naturally requires a set of constant stars to have multiple realizations of the noise process while the bootstrapping can be applied to an individual lightcurve.
From each set of lightcurves described above we remove the known variable stars and introduce artificial variability to the remaining stars that are presumed to be constant. Among these constant stars there are both well-measured ones and some affected by blending or other sources of large photometric errors. According to the simulation parameters, each star has a 1% chance to be variable with a random peak-to-peak amplitude uniformly distributed between 0 and 1.0 mag. The simulation is done in two versions: in version 1 all variables are assumed to be periodic while in the second version they are all assumed to be aperiodic.
We model periodic variability by adding a simple sine signal (e.g. Mislis et al. 2016 ) to the observed lightcurve of a constant star. The signal phase is chosen randomly for each simulated variable star. The frequency of the sine signal is drawn from a uniform random distribution in the range 0.05 -20 d −1 . This results in a large fraction of variables with periods < 1 d approximately resembling the period distribution typically found in the Galactic field.
To simulate non-periodic variability we sum-up 10000 sine waves with logarithmically spaced frequencies in the range 0.0001-1000 d −1 and having random phases. The amplitude of each sine wave is the square root of the power spectrum value. If the real and imaginary parts of the Fourier transform of the lightcurve are independent and vary according to the Gaussian distribution (Campante 2012) , the resulting power of the sine waves is varying according to the χ 
COMPARISON TECHNIQUE
To select the variability index that is the most efficient in identifying variable stars, we compute the indices defined in Section 2 for all lightcurves in the test data sets (Section 3). The variable objects have to be distinguished from two broad types of interlopers: nonvariable objects and objects with corrupted photometry. To quantify the performance of each index following Kim et al. (2011b) and Graham et al. (2014) , we compute the completeness C and purity P:
Number of selected variables Total number of confirmed variables (22) P = Number of selected variables Total number of selected candidates (23) as well as the fidelity F 1 -score 11 which is the harmonic mean of the two parameters:
F 1 reaches a maximum of 1.0 for a perfect selection when all confirmed variables and no false candidates pass the selection criteria while F 1 = 0 if no confirmed variables are selected. For each variability index, A, described in Section 2 we compute its expected valueĀ and dispersion σ A as functions of magnitude. The operation is performed for each data set that includes real (Section 3) and simulated (Section 3.8) variable objects. For each point in the magnitude versus index (mag-A) plot we use points within ±0.25 mag from it to computeĀ as a median of indices within the magnitude bin. If the bin contains < 40 points, its width is increased to include at least 40 points. The expected dispersion, σ A , is computed as the MAD scaled to σ (Section 2.3) for the points in the bin. After completing these computations for all the points in the magnitude-index plot, the estimated values ofĀ and σ A are smoothed with a simple running-average. The robust estimators ofĀ and σ A are necessary considering that a bin is likely to contain variable or badly measured objects that have variability index values not typical for constant stars.
Variable star candidates are selected as objects having a variability index value deviating by more than aσ A from the valueĀ expected at this magnitude, where a is a factor defining the variability detection threshold (Fig. 3) . This approach is similar to the one employed by Barclay et al. (2011) who selected periodic variable stars using a cut in false alarm probability (FAP)-period space. The authors used the median and MAD as robust estimators of the expected FAP value and its scatter as a function of a period. Unlike Villforth, Koekemoer & Grogin (2010), we compare the variability indices not at some specific cut-off level a common for all indices, but instead choose the optimal value of a individually for each index as described below.
For each index and data set we compute C, P and F 1 parameters as functions of a (Fig. 4) . For some optimal value of a, F 1 reaches the maximum, F 1 max , corresponding to a trade-off between the completeness and purity of the selected list of candidates. We consider the index with the highest value of F 1 max as the most efficient in selecting true variable stars in a given data set. By comparing results for various data sets (Sections 3 and 3.8), we draw general conclusions about which indices perform better under a wide range of observing conditions (Section 5). Since F 1 characterizes only the list of selected candidates and does not consider the rejected ones, we also report a fraction of objects that do not pass the selection (at the cut-off value corresponding to F 1 max ), R, as a supplementary measure of variability index performance. Fig. 3 presents the variability index-magnitude plots. The completeness, purity and F 1 -score as a function of the cut-off limit, aσ A , are presented in Fig. 4 . Table 5 lists the highest F 1 -score, 11 The three parameters are often referred to as 'recall' or 'sensitivity' or 'true positive rate', 'precision' and 'F-factor' for C, P and F, respectively. (Section 2.1), σ w (Section 2.2) and 1/η (Section 2.15) plotted as a function of magnitude for the Krasnoyarsk data set (Section 3.2). Variable stars are marked with 'x'. The curves represent the expected value of χ 2 red , σ w and 1/η for a given magnitude and the selection threshold corresponding to the best trade-off between the completeness and purity of the candidates list (F max ; see Section 4, Fig. 4) . The indexmagnitude plots for the other indices and data sets may be found online at http://scan.sai.msu.ru/kirx/var_idx_paper/ F 1 max and the corresponding fraction of rejected objects, R, for each index and data set described in Section 3. Tables 6 and 7 (available online) present this information for the simulated data sets discussed in Section 3.8.
RESULTS AND DISCUSSION
Overall performance comparison
While performance of each individual index varies considerably between the data sets, the correlation-based indices I (Section 2.9), J, L (including their time-weighted and clipped versions; Sections 2.10, 2.11, 2.12) and 1/η (Section 2.15) typically provide higher F 1 max values than scatter-based indices. Among the scatterbased indices the IQR (Section 2.4) and MAD (2.3) show the highest F 1 max values with RoMS (2.5), σ w (2.2) and χ 2 red (2.1) falling slightly behind due to their sensitivity to individual outlier measurements. The l 1 (2.8), S B (2.17), E x (2.14) and E A (2.16) perform well in some data sets, but not in the others and, therefore, cannot be recommended as general-purpose variability detection statistics. The indices σ 2 NXS (2.6) and v (2.7) typically reach smaller F 1 max values compared to the other scatter-based indices.
The CSSD index (2.13) in our implementation appears practically useless for variable objects detection. The requirement for three consecutive data points to be 2σ MAD brighter or fainter than the median brightness where σ MAD is the σ scaled from the lightcurve MAD (2.3) appears to be too strict. Indeed, Wozniak (2000) used individual measurement errors to compute CSSD while Shin, Sekora & Byun (2009) used the lightcurve σ to compute CSSD (similar to our implementation), but it was only one of the many lightcurve features used simultaneously for variability detection in that work.
The 1/η appears to be the best compromise index as it performs better than most of the other discussed indices in all tested data sets (real and simulated) judging both from F 1 max and R values. The 1/η index is sensitive only to variability on time-scales longer than the sampling time which causes it to miss fast variables in sparsely sampled data sets like LMC SC20 (3.5) and 66 Oph (3.6). If the data set has no measurements taken very close in time (compared to the fastest expected variability time-scale), the 1/η index sensitive to slow variations should be complemented with a scatter-based index such as the IQR (2.4) that would pick fast variables missed by 1/η.
Performance based on the number of points in a lightcurve
The results presented in Tables 5-7 allow us to identify indices that perform well in all the test data sets (Section 5.1). All the test data sets are well sampled containing hundreds to thousands of observations. The question remains how well these indices perform on lightcurves containing a smaller number of points? This is especially interesting considering that the alternative period searchbased methods of variability detection (not considered in this work) are ineffective for lightcurves having a small number of points. A rule of thumb is that 100 points randomly sampling a lightcurve (Graham et al. 2013 suggest 200 for CRTS sampling) are often sufficient to determine a variable star period. A smaller number of points may be sufficient if the sampling is favourable or the range of possible periods is constrained by prior knowledge of the variability type. If the number of observations is too small to attempt a periodicity search, variability indices are the best hope for identifying variable stars among such undersampled lightcurves.
To test this we use the OGLE-II LMC SC20 data set described in Section 3.5 that is characterized by quasi-random sampling (i.e. it includes a small number of measurements taken on the same night). We randomly select a subset of N observations from the LMC SC20 data to construct an artificial data set and test how many known variables can be recovered using the same technique as applied to the full data set (Section 4). The results of index comparison are presented in Fig. 5 . While σ w does not show a strong dependence on the number of points, the F 1max -score of 1/η and l 1 linearly increases with increasing number of points in a lightcurve. The IQR at N 15 shows F 1max values similar to σ w , but it shows larger F 1max values for a larger number of points. The reason for IQR being more efficient than σ w for large N is that the IQR is insensitive to outlier measurements. Stetson's J (and L) indices, MAD and RoMS also behave similarly to the IQR as these indices can characterize the lightcurve scatter while remaining relatively insensitive to outliers. The Welch-Stetson I index becomes useful only for a large number of points because only in this way there are lightcurve points obtained close enough in time to form pairs (unlike the J index, I cannot take into account the individual, unpaired measurements). S B does not show a strong dependence of its F 1max values on the number of points, while F 1max values of E A slowly increase with increasing N. Overall, we can conclude that the indices characterizing the lightcurve scatter perform well even on undersampled lightcurves while the indices that are purely correlationbased linearly increase their effectiveness with increasing number of lightcurve points.
Correlation between variability indices
Many of the variability indices considered above reflect the same information, just in a slightly different way. Consider, for example, the three versions of Stetson's J index described in Sections 2.10-2.12 which essentially differ from each other only in the relative weights assigned to various pairs of observations.
To quantify the degree of similarity between the indices we computed the Pearson product-moment correlation coefficient, r, for all possible pairs of indices using the full data sets (i.e. indices computed for variable and non-variable objects were considered together). The linear Pearson correlation coefficient of two variables measures the degree of linear dependence between the variables. It is defined as the ratio of the covariance of the two variables to the product of their standard deviations. It is a direct measure of how well two sample populations vary jointly. It ranges from −1 (total anticorrelation) to 1 (total correlation). A zero value corresponds to a lack of linear correlation (however, non-linear correlations may exist).
The majority of variability indices considered in Section 2 are strongly (r > 0.8) correlated with each other. The exceptions are l 1 , CSSD, 1/η, E A . This suggests that the correlated variability indices reflect mostly the same information. This is understandable considering that the indices quantifying the degree of correlation between consecutive brightness measurements are also sensitive to the overall lightcurve scatter (with the exception of l 1 ).
Principal Component Analysis
To further quantify the relative importance of the variability indices and to search for a possible linear combination of indices that may be a better variability indicator than any individual index we performed the principal component analysis (PCA; Pearson 1901) .
PCA is an unsupervised, non-parametric method that provides a linear orthogonal transformation of a data set into a new base, where the data variance (assumed to represent the useful information) is highlighted. The new set of (uncorrelated) 'optimal' axes is called the principal components (PCs). The original data can be expressed as a linear combination of the PCs. Usually, very few of the PCs (even two to three of them) are capable of describing the data in terms of variance without a significant loss of information. This dimensionality reduction/data compression is the reason why PCA is very effective in extracting information from huge data sets. However, the results should be interpreted with caution, since the data may not reflect uncorrelated physical phenomena. PCA is extensively used in astronomy, e.g. in applications on stellar spectra (Bailer-Jones, Irwin & von Hippel 1998 , Re Fiorentin et al. 2007 ), on galaxy spectra (Yip et al. 2004 , Karampelas et al. 2012 ), on spectroscopic imaging (Steiner et al. 2009 ), etc. It was suggested as a variability detection tool for photometric data sets containing quasi-simultaneous multi-colour observations (Eyer 2006 , Süveges et al. 2012 ).
The PCA implementation on an (n observations)×(m features) data set involves (i) the construction of either (usually) the data variance-covariance matrix or the correlation matrix, (ii) the calculation of the respective eigenvectors PCi (the principal components) and (iii) the calculation of the admixture coefficients α i , which are the data coordinates on the new axes.
Thus, each original observation x is decomposed on to the new set of axes PCi as
The first principal component PC1 summarizes the majority of the data variance (the most widespread information), PC2 summarizes the majority of the rest of the data variance, being uncorrelated to PC1, etc. It is expected that low-order PCs correspond to rare/weak processes, noise, etc. (Tso & Mather 2001) .
PCA was applied to each of the test data sets (Section 3). The variability indices of the sample's stars were normalized by their expected valueĀ and scatter σ A as a function of magnitude as discussed in Section 4. Since the indices represent different, albeit often correlated, characteristics and PCA is data-dependent, we performed a zero mean and unit variance standardization prior to the analysis. Additionally, the variance-covariance matrix of the data was used. PCA was implemented in IDL (PCOMP procedure).
We consider the first three PCs. For the Kr data set we find that PC1 is responsible for 56.5% of the data variance, PC2 for 8.2% and PC3 for 7.1%. The distribution of variance between the first principal components for the other test data sets is very similar. The admixture coefficients corresponding to the first principal components are presented in Fig. 6 . Variable objects tend to have large positive values of α 1 , while they may have any α 2 and α 3 values. This suggests that most of the information related to variability in general is encoded in PC1. The components PC2 and PC3 may encode lightcurve characteristics that differ for different variability types. Fig. 7 presents the relative contribution of the variability indices to the first three PCs. While many scatter and correlationbased indices provide comparable contribution to PC1, the indices l 1 and E A contribute less and the contribution of K, CSSD, σ 2 NXS is near zero. PC1 is dominated by the indices that generally perform better in identifying variable objects (Section 5). The indices l 1 , S B , χ 2 red contribute the most to PC2 while K, v and σ 2 NXS dominate PC3. The admixture coefficient α 1 may be used as a composite variability index since all variable objects tend to have large positive values of α 1 (Fig. 6) . It reaches the value of F 1 = 0.659 (Fig. 8) and R = 0.995 on par with the best variability indices for this field (Table 5 ), but does not provide an improvement over them. One possible use of α 1 is to investigate a new data set for which it is not known a priori which variability indices are most suitable. In this case, one could compute multiple indices and perform the PCA of them. The coefficient α 1 is by construction one of the best variability indices (that captures most of variability-related information) for this particular data set.
Limitations of the indices as variability indicators
Besides the random errors (caused by the background and photon noise 12 ) that are usually easy to estimate, photometric measurements are subject to systematic error (due to atmospheric and instrumental variation) that are hard to quantify. Since the overall measurement errors are not accurately known, it is not possible to Figure 6 . The admixture coefficients corresponding to PC1 (α 1 ), PC2 (α 2 ) for the Kr data set (Section 3.2). Variable stars are marked in red. Similar plots for PC3 (α 3 ) and the other data sets may be found at http://scan.sai.msu.ru/kirx/var_idx_paper/ Figure 7 . The first three principal components in the Kr data set (Section 3.2). The dashed line indicates zero contribution of an index to the PC. Similar plots for the other data sets may be found at http://scan.sai.msu.ru/kirx/var_idx_paper/ apply the χ 2 test (Section 2.1) to select (non-)variable objects. The absence of accurate error estimates can be substituted with the assumptions that (i) the majority of field stars are non-variable and (ii) stars of similar brightness in a given field are measured with about the same photometric accuracy. If these assumptions hold, the field stars may be used to measure the actual accuracy of a given set of photometric observations. The variability indices (Section 2) can be used to select objects showing larger-than-expected brightness variations.
Since source extraction is not perfect, in practice there are α 1 cut-off in σ C(F max )=0.706 P(F max )=0.875 F max =0.782 at 13.6σ C P F Figure 8 . Variable star selection completeness (C), purity (P) and F 1 -score (F; see Section 4) as a function of selection threshold for the admixture coefficient α 1 used as a composite variability index (Section 5.4) computed for the Kr data set (Section 3.2). Similar plots for the other data sets may be found online at http://scan.sai.msu.ru/kirx/var_idx_paper/ some objects measured with far worse accuracy than the majority, breaking the assumption (ii) above. The source extraction problems may be caused by blending and image artefacts. Neither scatter nor correlation-based indices are effective in distinguishing true variable objects from the ones with corrupted photometry, which ultimately limits the usefulness of variability indices. The number of bad measurements in a photometric data set has a higher impact on the efficiency of variability search than the choice of a particular variability index. This is illustrated by comparison of variability search results in the data sets TF1/TF2 (Section 3.1) and Kr (Section 3) obtained with similar equipment. The Kr data set in which bad measurements are aggressively removed provides systematically higher F 1 max scores than the TF1/TF2 data sets in which no flagging of bad measurements is applied (Table 5 ). The cost of removing 'suspicious' measurements that may be corrupted due to blending is that one may lose some variable stars that are blended, but have sufficiently high variability amplitude to be detected. The efficiency of variable star search with variability indices is determined by the ability to identify and discard bad measurements at the source extraction stage or assign appropriately high error bars to such measurements (and then use a variability index that takes errorbars into account, see Table 1 ). By computing the indices one may pre-select candidate variables from a photometric data set reducing the initial number of considered objects typically by an order of magnitude. An indexbased selection of candidates should be followed by a more sophisticated analysis such as period search and visual inspection of lightcurves and images to distinguish true variables from badly measured objects.
How to select a cut-off value?
The cut-off value, a, for variable objects selection, which provides a balance between the selection completeness and false positive rate (maximizing the F 1 -score; Section 4) varies greatly between indices and data sets (Fig. 4) . To select a for a new variability survey one may use known variable stars covered by that survey. One would often tolerate a large number of false-candidates in favour of a more complete variable objects selection, so a threshold set by maximizing the F 1 -score (while being useful for comparing variability indices with each other) may be considered too high in practice. Instead, it is possible to search for the value of a maximizing
where the parameter β > 0 determines how much importance we attach to completeness, C, relative of purity, P. For the test data sets described in Section 3, values of β as high as 50 are needed to have most of the known variables selected (with the majority of indices) above the cut-off limit that maximizes F β . For any variability index, the distributions of index values for variable and non-variable objects inherently intersect since (i) there is no lower limit on the possible amplitude of variability and (ii) there are often some objects with corrupted measurements resulting in elevated variability index values for them. The value of a should be chosen based on the false candidate rate that can be practically handled at the post-processing stage. For example, only a small number of false candidates are acceptable if selection based on variability indices is immediately followed by a visual inspection. A larger number of false candidates can be accepted if variability index-based selection is followed by a period search. If no list of known variables is available for the new survey data, one may start by setting, for example, a = 3 and gradually lowering the cut-off level until the number of false detections becomes unacceptable.
CONCLUSIONS
We compare 18 variability indices quantifying the overall scatter and/or degree of correlations between consecutive measurements in a lightcurve. The ability of these indices to distinguish variable stars from non-variable ones is tested on seven data sets collected with various ground-based telescopes and on simulated data incorporating actual lightcurves of non-variable objects as realistic models of photometric noise. We apply the PCA in search for an optimal combination of multiple variability indices.
We find that correlation-based indices are more efficient in selecting variable objects than the scatter-based indices for data sets containing hundreds of measurement epochs or more. The indices 1/η, L, MAD and IQR perform better than others in selecting candidate variables from data sets affected by outliers. We suggest using the 1/η index together with the IQR as the pair of indices applicable to a wide variety of survey strategies and variability types. The indices 1/η and IQR provide stable high performance, albeit not always the highest one for each of the investigated data sets. However, the overall quality of a photometric data set including the percentage of outlier measurements and number of badly measured objects has a higher impact on the efficiency of variability search than the choice of a specific (set of) variability index(es).
Another efficient approach to variability detection is to compute many scatter-and correlation-based variability indices and perform the PCA over them. The admixture coefficient of the first principal component can be used as the composite index most suitable for the particular data set under investigation. This 'composite index' will perform on par with the best individual variability indices in this data set, but it requires no a priori knowledge of which indices are the best for the data set under investigation.
We also find that in practice, all the discussed variability indices as well as their combinations are not sufficient on their own to automatically select variable stars from a large set of lightcurves. The reason is that both variable and non-variable stars are diverse groups: variables may have various lightcurve shapes, while nonvariable stars include both the majority of objects displaying just noise and objects with photometry corrupted by nearby objects, cosmetic defects of a CCD, etc. The investigated indices cannot distinguish the badly measured objects from real variables because the corrupted measurements not only increase the lightcurve scatter (compared to a non-variable object of similar brightness), but may also mimic correlated variability (due to night-to-night seeing variations, drift of the object's image across a cosmetic defect and so on). If all causes of measurement corruption in a particular data set can be identified and all such cases flagged at the source extraction stage, the discussed variability indices may efficiently distinguish variable objects standing out among the majority of non-variable stars.
At the same time, the variability indices are perfectly suitable to solve the inverse problem: identify well-measured constant stars in a photometric data set. The list of well-measured non-variable stars may be useful as photometric standards for calibration or targets for a search of variations not intrinsic to these objects such as microlensing events, occultations of stars by distant Solar system objects, etc.
The data sets used to test the variability indices were searched for variable objects previously. Despite that, we were able to identify 124 new variable stars during the tests. This highlights the fact that variability search techniques originally used to investigate the data sets can be improved by the application of the multiple variability indices tested here. The information about the new variables is summarized in Table 4 and their lightcurves are presented in Fig. 2 . The variability types are assigned according to the GCVS system 13 (Samus et al. 2009 ) and high-amplitude δ Scuti/SX Phoenicis stars are indicated as HADS.
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