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An n-by-n sign pattern A is a matrix with entries in {+,−, 0}. An
n-by-n nonzero patternA is a matrix with entries in {∗, 0}where ∗
represents a nonzero entry. A patternA is inertially arbitrary if for
every set of nonnegative integers n1, n2, n3 with n1 + n2 + n3 = n
there is a real matrix with pattern A having inertia (n1, n2, n3).
We explore how the inertia of a matrix relates to the signs of
the coefﬁcients of its characteristic polynomial and describe the
inertias allowed by certain sets of polynomials. This information
is useful for describing the inertia of a pattern and can help show
a pattern is inertially arbitrary. Britz et al. [T. Britz, J.J. McDonald,
D.D. Olesky, P. van den Driessche, Minimal spectrally arbitrary sign
patterns, SIAM J. Matrix Anal. Appl. 26 (2004) 257–271] conjec-
tured that irreducible spectrally arbitrary patterns must have at
least 2n nonzero entries; we demonstrate that irreducible inertially
arbitrary patterns can have less than 2n nonzero entries.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
A sign pattern is ann-by-nmatrixA = [Aij]withentries in {+,−, 0}. The set of all realmatriceswith
sign patternA is the qualitative classQ(A) = {A = [aij] ∈ Mn(R)|sign(aij) = Aij for all i, j}.Anonzero
pattern is an n-by-n matrix A = [Aij] with entries in {∗, 0} and Q(A) = {A = [aij] ∈ Mn(R)|aij /=
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0 if and only if Aij = ∗ for all i, j}. We use the term pattern when statements hold for both sign and
nonzero patterns.
The inertia of a set W of complex numbers is the ordered triple i(W) = (n1, n2, n3), where n1 is the
number of elements ofW with positive real part, n2 is the number of elements with negative real part,
and n3 is the number of elements with zero real part. For brevity, we say inertia of p(x), denoted by
i(p), when referring to the inertia of the set of roots of a polynomial p(x). A set of polynomials P allows
inertia i if there is some polynomial p(x) ∈ P such that i(p) = i. The inertia of a matrix A, denoted by
i(A), is the inertia of the set of eigenvalues of A. The inertia of a pattern A is i(A) = {i(A)|A ∈ Q(A)}.
We say a patternA allows inertia i if i ∈ i(A). A patternA is inertially arbitrary ifA allows each inertia
(n1, n2, n3), with n1 + n2 + n3 = n. We say a pattern A allows a polynomial p if p is the characteristic
polynomial of some matrix A ∈ Q(A). Throughout this paper, if p is the characteristic polynomial of a
matrix A, we denote p by pA. A patternA is spectrally arbitrary ifA allows every monic real polynomial
p(x) of degree n. If a pattern is spectrally arbitrary then it is also inertially arbitrary. A pattern A is
reducible if there is a permutation matrix P such that
PTAP =
[A1 A2
O A3
]
,
whereA1 andA3 are square matrices of order at least one. A pattern is irreducible if it is not reducible.
Theconceptsof spectrally and inertially arbitrarypatternswere introduced in [6] and theNilpotent–
Jacobian method involving the Implicit Function Theorem was used to demonstrate that certain
patterns were spectrally arbitrary. In [1] it was demonstrated that any irreducible spectrally arbitrary
sign patternmust have at least 2n − 1 nonzero entries and conjectured that no fewer than 2n nonzero
entries are possible. In [4], this 2n-conjecture was extended to include nonzero patterns and demon-
strated to be true for patterns of order at most four. In [5], the conjecture was conﬁrmed for patterns
up to order ﬁve. Regarding inertially arbitrary patterns, reducible nonzero patterns were found in [8]
which are inertially arbitrary and have less than 2n nonzero entries. As for irreducible patterns, it was
demonstrated in [2] that at least 2n nonzero entries are needed in an irreducible inertially arbitrary
pattern for each order n 4. In Section 4 of this paper, we demonstrate for n 5, there are irreducible
inertially arbitrarynonzeropatternswith2n − 1nonzero entries and forn 6 there are also irreducible
inertially arbitrary sign patterns with 2n − 1 nonzero entries.
In order to accomplish our goals we extend some known results from [2,9]. In Section 2, we explore
how the inertia of a real monic polynomial relates to the signs of some of the coefﬁcients of the
polynomial. In Section 3, we consider certain sets of polynomials and provide some inertias that each
set allows. Using these techniques along with the Implicit Function Theorem, it is shown that the
family of patterns provided in Section 4 allows any inertia (n1, n2, n3) with n1, n2 > 0. To show that
this pattern allows the remaining inertias with n1 = 0 or n2 = 0 alternate arguments are provided.
We end the paper by introducing another class of irreducible inertially arbitrary patterns of order n
with less than 2n nonzero entries.
2. Inertia conditions on polynomials
In this section we extend work of Kim et al. [9, Lemma 20] (rewritten in terms of the inertia of a
polynomial). In particular, we explore how the inertia of a real polynomial
p(x) = xn + r1xn−1 + · · · + rn−1x + rn (1)
relates to the signs of some of the coefﬁcients of p(x). We use the fact that if p is a polynomial of degree
nwith roots λ1, λ2, . . . , λn, then the coefﬁcient rk of x
n−k can be described by an elementary symmetric
function (see for example [7, p. 41])
Sk =
∑
1 i1<···<ik  n
λi1λi2 · · · λik . (2)
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In particular, rk = (−1)kSk . Note thatwhen considering Sk , if there is a summandλ1λ2 · · · λk withλ ∈{λ1, . . . , λk} for some λ with Im(λ) /= 0 but λ /∈ {λ1, . . . , λk}, then one can combine that summand
with the corresponding summand containing λ. We can repeat this operation until each summand is
real. We refer to this process as cancelling imaginaries.
The next lemma extends a result of Kim et al. [9]. In particular, parts (a), (b), (d), (e), as well as (c)
odd are from [9, Lemma20]. The proof in [9] describes p as a product of linear and irreducible quadratic
factors to analyze the sign of rk . By using elementary symmetric functions, we saymore about the sign
of rk (equivalently (−1)kSk) for other inertias:
Lemma 1. Let p be a real polynomial of degree n as deﬁned in (1).
(a) If i(p) = (0, n, 0), then rk > 0 for each k = 1, . . . , n.
(b) If i(p) = (n, 0, 0), then Sk > 0.
(c) If i(p) = (0, 0, n), then rk = 0 for each k odd, and rk  0 for each k even. Further, for k even, if rk = 0
then rj = 0 for j k.
(d) If i(p) = (1, n − 2, 1), then rn−1 < 0.
(e) If i(p) = (n − 2, 1, 1), then Sn−1 < 0.
(f) For 1 t  n − 1, if i(p) = (t, 0, n − t), then Sk > 0 for 1 k t, and Sk  0 for k > t.
(g) For 1 t  n − 1, if i(p) = (0, t, n − t), then rk > 0 for 1 k t, and rk  0 for k > t.
(h) If i(p) = (n1, n2, n3) and n3 is odd, then rn = 0 and (−1)n1 rn−1  0.
Proof. Parts (a), (b), (d), (e), as well as (c) for k odd, were proven in [9, Lemma 20]. Suppose i(p) =
(0, 0, n) and k is even. Using elementary symmetric functions, rk is equal to the sum of an even
number of roots multiplied together. Hence, after cancelling imaginaries, each summand in (2) will be
nonnegative. Thus rk  0. Further, rk = 0 if and only if p has less than k nonzero roots. It follows that
if rk = 0, then rj = 0 for j k.
For part (f), note that after cancelling imaginaries, each summand in Sk is nonnegative. For k t
there is at least one positive summand. Part (g) follows from (f) by replacing each λij in (2) with −λij
and recalling that rk = (−1)kSk .
For part (h), note that if n3 is odd then one of the roots of p is 0 and so rn = (−1)nSn = 0. In addition,
either Sn−1 equals 0 or has sign (−1)n2 . So, either rn−1 equals 0 or has sign (−1)(n−1)+n2 = (−1)n1 .

3. On the inertia of a set of polynomials
For a polynomial p(x) we write rk(p) to mean the coefﬁcient of x
n−k in the polynomial p(x), and
Sk(p) to mean (−1)krk(p). The degree of p is denoted by deg(p). Let S be a pattern of order n. It was
observed in [9, Theorem 1], that if
Pn = {p(x)| deg(p) = n and r2(p) > 0}
is a subset of the set of characteristic polynomials allowed by S , then S is inertially arbitrary. Further,
in [2], it was observed that if
Rn = {p(x)| deg(p) = n and rn−1(p) /= 0}
is a subset of the set of characteristic polynomials allowed by S , then, for n odd, S is inertially arbitrary
and for n even, S allows each inertia except possibly (0, 0, n). In the next result, we consider the
following sets of polynomials and provide lists of inertias that these subsets of Pn allow. Let
G1n = {p(x)| deg(p) = n and Sk(p) > 0, 1 k n − 2},
G2n = {p(x)| deg(p) = n and rk(p) > 0, 1 k n − 2}
and
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Hn = {p(x)| deg(p) = n, S1(p) = 0 and Sk(p) > 0 for k even with 1 k n − 2}.
Lemma 2. For n 3, G1n allows every inertia (n1, n2, n3) with n1 > 0, G
2
n allows every inertia (n1, n2, n3)
with n2 > 0, and Hn allows every inertia (n1, n2, n3) with both n1, n2 > 0.
Proof. Suppose n 3 and n1, n2, n3 are nonnegative integers with n1 + n2 + n3 = n. Let p(x) have
roots
α ± βi both with algebraic multiplicity n1/2,
−γ ± βi both with algebraic multiplicity n2/2,
0 ± βi both with algebraic multiplicity n3/2,
α with algebraic multiplicity n1/2 − n1/2,
−γ with algebraic multiplicity n2/2 − n2/2,
and 0 with algebraic multiplicity n3/2 − n3/2.
Then for α,β , γ > 0, we have i(p) = (n1, n2, n3). We will show that for suitable choices α,β , γ > 0,
the resulting polynomial pwith the above roots belongs to eitherG1n , G
2
n orHn, depending on the inertia
being considered.
For k evenand1 k n − 2, Sk canbeviewedas apolynomial inβ of degree k,where the coefﬁcient
of βk is positive. For k odd and 1 k n − 2, Sk can be viewed as a polynomial in β of degree k − 1,
where the coefﬁcient of βk−1 is
[αf1(k) − γ f2(k)],
for some nonnegative numbers f1(k) and f2(k). Note that for i = 1, 2, fi(k) = 0 if and only if ni = 0.
If n1 > 0, then let γ = 1 and ﬁxα large enough so that for each k odd, 1 k n − 2, the coefﬁcient
ofβk−1 of Sk is positive. By takingβ to be sufﬁciently large,we can ensure that Sk > 0 for 1 k n − 2.
Thus, in this case, G1n allows the inertia (n1, n2, n3) with n1 > 0.
If n2 > 0, then letα = 1 and ﬁx γ large enough so that for each k odd, 1 k n − 2, the coefﬁcient
of βk−1 of Sk is negative. By taking β to be sufﬁciently large, we can ensure that rk = (−1)kSk > 0 for
1 k n − 2. Thus, in this case, G2n allows the inertia (n1, n2, n3) with n2 > 0.
If n1, n2 > 0, then S1 = n1α − n2γ . Fix α and γ so that S1 = 0. By taking β to be sufﬁciently
large, we can ensure that Sk > 0 for k even and 1 k n − 2. Thus, in this case, Hn allows the inertia
(n1, n2, n3) with n1, n2 > 0. 
In the next section the following set of polynomials will be useful. Let
Un = {p(x)| deg(p) = n, r1(p) = 0 and r4(p) > 0}.
Corollary 3. For n 6, let A be a sign (or nonzero) pattern of order n that allows each polynomial in Un.
Then A allows all inertias except possibly (k, 0, n − k), (0, k, n − k), for all 1 k n.
Proof. Suppose A allows each polynomial in Un. Since xn−4(x2 + 1)2 ∈ Un,A allows inertia (0, 0, n).
For n 6,Hn ⊆ Un, hence Un allows each inertia (n1, n2, n3) with n1, n2 > 0 by Lemma 2. 
4. Inertially arbitrary patterns with 2n− 1 nonzero entries
In this section we describe an irreducible pattern of order n with less than 2n nonzero entries. In
particular, let
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W∗n =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∗ ∗ 0 0 0 · · · 0
∗ 0 ∗ 0 0 · · · ...
0 0 0 ∗ 0 . . . ...
0 ∗ 0 0 ∗ . . . ...
...
...
...
. . .
. . . 0
0 ∗ 0 · · · · · · 0 ∗
0 ∗ 0 · · · · · · 0 ∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and
Wn =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
+ − 0 0 0 · · · 0
+ 0 − 0 0 · · · ...
0 0 0 − 0 . . . ...
0 + 0 0 − . . . ...
...
...
...
. . .
. . . 0
0 + 0 · · · · · · 0 −
0 + 0 · · · · · · 0 −
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Wewill show thatW∗n is inertially arbitrary for n 5 andWn is inertially arbitrary for n 6. A pattern
A of order n is potentially nilpotent if there is a matrix A ∈ Q(A) such that An = 0 (in which case we
know that A allows inertia (0, 0, n)). Kim et al. [9] introduced a class of sign (and hence nonzero)
patterns of odd order which are inertially arbitrary but not potentially nilpotent. We will show that
Wn (and hence W∗n ) provides another such class of patterns for all n 6.
It was demonstrated in [5, Theorem 4.1, Case 6] thatW∗5 is not potentially nilpotent. Below we use
the same argument to show that W∗n is not potentially nilpotent for n 5. It follows that Wn is not
spectrally arbitrary.
Lemma 4. For n 5,W∗n is not potentially nilpotent, and hence Wn is not potentially nilpotent.
Proof. Suppose n 5 and A ∈ Q(W∗n ). Then
r4(pA) = r1(pA)a23a34a42 − a23a34a45a52.
Thus if r1(pA) = 0, then r4(pA) is nonzero. On the other hand, note that if A were nilpotent, then pA
would be xn. Thus W∗n is not potentially nilpotent. 
Since W∗n (resp. Wn) is not potentially nilpotent for n 5, it is also not spectrally arbitrary, and
henceW∗n (resp.Wn) does not allow everymonic polynomial of degree n. AlthoughWn is not spectrally
arbitrary, the Implicit Function Theorem can still be used to provide information about polynomials
allowed by Wn (see [2, Lemma 3.2] and [9, Lemma 5]). Using this technique we will show that Un
deﬁned in the last section is a subset of the polynomials allowed by Wn (and hence W∗n ).
Lemma 5. For n 5 and any r2, . . . , rn ∈ R, with r4 > 0, there exists A ∈ Q(Wn) such that pA(x) =
xn + r2xn−2 + · · · + rn−1x + rn.
Proof. For c > 0, since A ∈ Q(Wn) if and only if cA ∈ Q(Wn), and since
pcA(x) = xn + cr1xn−1 + c2r2xn−2 + · · · + cn−1rn−1x + cnrn,
it sufﬁces to show that the result holds for r1 = 0 and (r1, r2, . . . , rn) arbitrarily close to the originwith
r4 > 0. Let A ∈ Q(Wn) be a matrix of the form
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A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a −1 0 0 0 · · · 0
b 0 −1 0 0 · · · ...
0 0 0 −1 0 . . . ...
0 d1 0 0 −1 . . .
...
...
...
...
. . .
. . . 0
0 dn−4 0 · · · · · · 0 −1
0 dn−3 0 · · · · · · 0 −c
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3)
where a, b, c, d1, . . . , dn−3 are all positive real numbers. With d0 = 0,
pA(x) = xn + (c − a)xn−1 + (b − ac)xn−2 + (bc − d1)xn−3
+
n−4∑
k=1
(−1)k(dk(c − a) + acdk−1 − dk+1)xn−3−k (4)
+(−1)na(dn−3 − cdn−4).
Fix r1 = 0, and r4 > 0. Let c = a and d2 = r4. We seek positive numbers a, b, and d1, d3, d4, . . . , dn−3
such that
b − a2 − r2 = 0,
ab − d1 − r3 = 0,
a2d1 − d3 − r5 = 0,
(−1)3(a2d2 − d4) − r6 = 0,
...
...
...
(−1)n−4(a2dn−5 − dn−3) − rn−1 = 0,
(−1)na(dn−3 − adn−4) − rn = 0.
If ri = 0 for all i /= 4, 1 < i n, then a solution to the above system of equations is b = a2, d1 =
a3, di = a2di−2 for all i where 3 i n − 3, and a = 4√r4.
Let f1 = b − a2, f2 = ab − d1, fi = (−1)i−1(a2di−2 − di), for all iwhere 3 i n − 3, and fn−2 =
(−1)na(dn−3 − adn−4). Set a = (a, a2, a3, a5, a6, . . . , an−1) ∈ Rn−2. Then using the Implicit Function
Theorem, it is sufﬁcient to show that the Jacobian
∂(f1,...,fn−2)
∂(a,b,d1,d3,d4,...,dn−3) is nonzero when (a, b, d1, d3, d4,
. . . , dn−3) = a in order to complete the proof.
Let Jn−2 = ∂(f1,...,fn−2)∂(a,b,d1,d3,d4,...,dn−3) |a . Then
Jn−2 = det
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−2a 1 0 0 · · · · · · · · · 0
a2 a −1 0 ...
2a4 0 a2 −1 0 ...
−2a5 0 0 0 1 0 ...
2a6 0 0 a2 0 −1 . . . ...
...
...
...
. . .
. . .
. . .
. . . 0
(−1)n2an−2 0 0 0 (−1)na2 0 (−1)n+1
(−1)n+1an−1 0 0 · · · · · · 0 (−1)n+1a2 (−1)na
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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We note that Jn−2 is not zero by showing that the above matrix is row equivalent to a lower triangular
matrix with nonzero entries on the main diagonal. In particular, starting at the bottom row, multiply
each rowby1/aand thenadd it to the rowaboveuntil youget to the third row fromthe top.Multiply the
third row by 1/a2 and add it to the second row.Multiply the second row by−1/a and add it to the ﬁrst
row to obtain the lower triangularmatrixwithmain diagonal [−4a, a, a2, a,−a, a,−a, . . . , (−1)n+2a].
Thus forany r2, . . . , rnwithpositive r4 sufﬁciently close to0, thereexistpositivevaluesa, b, c, d1, . . . ,
dn−3 such that pA(x) = xn + r1xn−1 + r2xn−2 + · · · + rn−1x + rn with r1 = 0 and r4 > 0. 
Note that Corollary 3 and Lemma 5 imply that for n 6,Wn allows all inertias except possibly
(k, 0, n − k), (0, k, n − k), for all 1 k n. In the next three results, we will show thatWn allows these
inertias.
Given H is a nonempty subset of {1, . . . , n} and matrix A of order n, let A(H) denote the submatrix
of A obtained by removing rows and columns indexed by H. Also, letW(n)n denote the pattern obtained
from Wn by replacing the (n, n) entry by zero.
Lemma 6. Wn allows inertia (n, 0, 0), for all n 5.
Proof. For n 5, we ﬁrst show there is a matrix in Q(W(n)n ) with inertia (n, 0, 0) via an induction
argument. The following matrix in W(5)5 has inertia (5, 0, 0):⎡
⎢⎢⎢⎢⎣
1 −1 0 0 0
5 0 −1 0 0
0 0 0 −1 0
0 3 0 0 −1
0 1 0 0 0
⎤
⎥⎥⎥⎥⎦ .
Assume that n 6. Through induction, construct any A ∈ Q(W(n)n ) such that i(A({n})) = (n − 1, 0, 0).
Using equation (4) with c = 0, we see that det(A) > 0. Further det(A({n})) > 0. Thus det(A)
det(A({n})) > 0. By [9, Theorem 2(a)] there exists some positive diagonal matrix D such that i(DA) =
(n, 0, 0). Thus, there is a matrix in W(n)n with inertia (n, 0, 0).
NowpickA ∈ Q(W(n)n ) such that i(A) = (n, 0, 0). For  > 0, letA ∈ Q(Wn) be thematrix obtained
from A setting the (n, n) position to−. Since the eigenvalues of A are continuous functions of , there
exists some sufﬁciently small  such that i(A) = (n, 0, 0). Thus,Wn allows inertia (n, 0, 0) for all n 5.

Lemma 7. Wn allows inertia (0, n, 0), for all n 5.
Proof. Let λ1, . . . , λn be a collection of any n negative real numbers. We will show thatWn allows the
polynomial
p(x) = ∏
i
(x − λi),
and henceWn allows inertia (0, n, 0). By Lemma 1, r1, . . . , rn are all positive. We ﬁrst note that for the
above polynomial p(x),
r1rk−1 − rk > 0, (5)
for 3 k n − 1. This can be seen by using elementary symmetric functions:3
3 To clarify the heart of the argument, we are suppressing notation: for example
∑
λi sums over all i, 1 i n; also∑
λi1λi2 · · · λim sums over 1 i1 < · · · < im  n; and
∑
λ2i1λi2λi3 · · · λik−1 adds each summand such that 1 i2 < · · · <
ik−1  n and 1 i1  nwith i1 /= im for 2m k − 1.
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r1rk−1 − rk > r1rk−1 − krk
= (−1)k
(∑
λi
∑
λi1λi2 · · · λik−1 − k
∑
λi1λi2 · · · λik
)
= (−1)k∑ λ2i1λi2 · · · λik−1
> 0
since each λi is a negative real number.
Given matrix A of the form (3) the characteristic polynomial is deﬁned by (4). Let
c = a + r1,
b = ac + r2,
d1 = cb − r3,
d2 = r1d1 + r4,
d3 = r1d2 + acd1 − r5,
...
...
...
dn−3 = r1dn−4 + acdn−5 + (−1)n−1rn−1
be written as polynomials in a, where a is a root of the polynomial f (a) = (−1)n(adn−3 − acdn−4) −
rn. We will show that f has a positive root and that such a value of awill ensure that c, b, d1, . . . , dn−3
are all positive.
Note that as polynomials in a, d1 has leading term a
3, andd2 has leading term r1a
3. Further, it follows
that for k even, dk has leading term αa
k+1 for some positive α ∈ R, and for k odd, dk has leading term
ak+2. It follows that f (a) is a monic polynomial of degree n and hence for sufﬁciently large a, f (a) > 0.
But f (0) = −rn < 0. Therefore f has a positive root.
Next, we show that c, b, d1, . . . , dn−3 are all polynomials in a with positive coefﬁcients. Note that
c, b are polynomials in awith positive coefﬁcients. We will show dk is a polynomial in awith positive
coefﬁcients for all 1 k n − 3. For k even, by induction dk = r1dk−1 + a2dk−2 + r1adk−2 + rk+2, as
a polynomial in a, has constant termof the formβ + rk+2 for someβ > 0. For k > 2 odd, by induction,
dk = r1dk−1 + a2dk−2 + r1adk−2 − rk+2 has constant termof the form r1(β + rk+1) − rk+2 for some
β > 0. By (5) it follows that dk has only positive coefﬁcients whether k is even or odd. Thus, there exist
positive a, b, c, d1, . . . , dn−3 ∈ R for which i(A) = (0, n, 0). 
Lemma 8. If 1 k n − 1 and n 5, then Wn allows inertias (k, 0, n − k), and (0, k, n − k).
Proof. Suppose 1 k 4.Wemay assumeA ∈ Q(Wn)has form (3). Setting the values of (a, b, c, d1, d2)
as in the tables below demonstrates that W5 obtains each inertia (k, 0, 5 − k) and (0, k, 5 − k) with
1 k 4.
(a, b, c, d1, d2) i(A)
(2, 35, 1, 68, 204) (1, 0, 4)
(2, 15, 1, 20, 20) (2, 0, 3)
(2, 18, 1, 25, 30) (3, 0, 2)
(2, 18, 1, 24, 24) (4, 0, 1)
(a, b, c, d1, d2) i(A)
(1, 6, 2, 8, 12) (0, 1, 4)
(1, 10, 2, 15, 30) (0, 2, 3)
(1, 8, 2, 12, 20) (0, 3, 2)
(1, 12, 2, 18, 36) (0, 4, 1)
For n > 5, let di = ci−2d2 for all i, 3 i n − 3. By (4), any polynomial allowed by Wn will be of
the form p(x) = xn + r1xn−1 + · · · + r5xn−5. Thus, using the corresponding values of (a, b, c, d1, d2)
from the above tables, Wn allows inertias (k, 0, n − k) and (0, k, n − k), 1 k 4.
Suppose k 5. By Lemmas 6 and 7, Wk allows inertias (k, 0, 0) and (0, k, 0). Let A ∈ Q(Wk) be of
the form (3)with inertia (k, 0, 0) (respectively (0, k, 0)). Construct Â ∈ Q(Wn)with a, b, c, d1, . . . , dk−3
as in A and with di = ci−k+3dk−3 for k − 2 i n − 3. Then pÂ = xn−kpA. Thus Â will have inertia
(k, 0, n − k) (resp. (0, k, n − k)). 
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If two patterns A and B are related via transpose, negation, diagonal similarity or permutation
similarity, then A is inertially arbitrary if and only if B is inertially arbitrary. Thus we say two sign
patterns are equivalent if one can be obtained from the other via some combination of transpose,
negation, diagonal similarity and permutation similarity.We sayH is a subpattern of an n-by-n pattern
S ifH = S orH is obtained from S by replacing one or more nonzero entries by a zero. An irreducible
patternwhich is inertially arbitrary isminimal if no proper irreducible subpattern is inertially arbitrary.
Theorem 9. W∗n is aminimal inertially arbitrarynonzeropattern for all n 5andWn is aminimal inertially
arbitrary sign pattern for all n 6. Further, there is no inertially arbitrary sign patternwith nonzero pattern
W∗5 and for n 6, up to equivalence, the sign pattern Wn is the only inertially arbitrary sign pattern with
nonzero pattern W∗n .
Proof. By Corollary 3 and Lemmas 5–8, Wn (and hence W∗n ) is inertially arbitrary for n 6.
Suppose n = 5. By Lemmas 6–8,W∗5 allows inertias (k, 0, 5 − k) and (0, k, 5 − k) for each 1 k 5.
The following list of polynomials of degree 5 each have r1 = 0 and r4 > 0 with the listed inertia:
p(x) i(p)
x(x2 + 1)2 (0, 0, 5)
(x2 + x + 5/4)(x − 1)(x2 + 1) (1, 2, 2)
(x2 + 2x + 17)2(x − 4) (1, 4, 0)
x(x + 1)2(x − 1)2 (2, 2, 1)
(x + 2)3(x − 3)2 (2, 3, 0)
Thus, by Lemma 5,W∗5 allows each of the inertias in the above table. Note that for n = 5, Lemma 1(c)
forces r4 < 0 for inertias (1, 1, 3), (1, 3, 1) and (3, 1, 1), so that Lemma 5 cannot be used in this case.
But the matrices⎡
⎢⎢⎢⎢⎣
−3 −2 0 0 0
−1 0 −3 0 0
0 0 0 −1 0
0 1 0 0 −2
0 −1 0 0 2
⎤
⎥⎥⎥⎥⎦ and
⎡
⎢⎢⎢⎢⎣
−3 −3 0 0 0
−3 0 −3 0 0
0 0 0 −3 0
0 1 0 0 −3
0 1 0 0 −3
⎤
⎥⎥⎥⎥⎦
illustrate thatW∗5 allows inertias (1, 1, 3) and (1, 3, 1). Since (n1, n2, n3) ∈ i(W∗5 ) if and only if (n2, n1,
n3) ∈ i(W∗5 ), the pattern W∗5 is inertially arbitrary.
We next show W∗n is minimal. We need to consider subpatterns of W∗n . Observe that the nonzero
entries above the main diagonal must be nonzero, otherwise the pattern is reducible. Suppose A ∈
Q(U)where U is an inertially arbitrary subpattern ofW∗n . By diagonal similarity wemay assume A has
the form (3) where some of a, b, c, d1, . . . , dn−3 are possibly zero. We will consider the coefﬁcients of
the characteristic equation deﬁned in (4).
If dn−3 = 0 then A is reducible, thus dn−3 /= 0. Suppose dn−4 = 0. Then rn /= 0 and A can not have
an inertia (n1, n2, n3) where n3 is odd. Thus dn−4 /= 0.
Next observe that a /= 0, for otherwise rn = 0 and so A would necessarily be singular. Also, c /= 0
otherwise r1 = −a /= 0, in which case A cannot have inertia (0, 0, n) by Lemma 1(c). Also note that if
i(A) = (0, 0, n) then c = a and so r2 = b − a2. Thus we need b /= 0, otherwise r2 < 0 which violates
Lemma 1(c).
We know d1 /= 0, otherwise r3 = bc /= 0 and A cannot have inertia (0, 0, n) by Lemma 1(c).
Suppose d2 = 0. Then if i(A) = (0, 0, n)wewould have r4 = 0 and hence also rj = 0 for j > 4 and
j even by Lemma 1(c). This would inductively imply that dk = 0 for all even k, contradicting the fact
that dn−3 and dn−4 are nonzero.
Suppose dk = 0 for some k with 2 < k < n − 4. In fact, let k be the smallest such integer and
suppose i(A) = (0, 0, n). In this case c = a. Also note that rj = 0 for all j odd and rj  0 for all j
even by Lemma 1(c). For k odd, dk = 0 implies rk+2 = a2dk−2 and hence dk−2 = 0, contradicting
the minimality of k. Suppose k is even. Then dk = 0 implies rk+2 = −a2dk−2 in which case we must
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have dk−2 < 0. But then,we could inductively show that dj < 0 for even j k − 2. Hence r4 = d2 < 0,
contradicting the fact that r4  0. Thus dk /= 0 for 2 < k < n − 4.
Therefore A has the form (3) where a, b, c, d1, . . . , dn−3 are nonzero. Hence W∗n has no proper
irreducible subpattern which is inertially arbitrary. Therefore W∗n is minimally inertially arbitrary
for n 5. It follows that Wn is a minimal inertially arbitrary pattern for n 6.
To prove the ﬁnal claims, suppose A ∈ Q(A) where A is an inertially arbitrary sign pattern with
nonzero pattern W∗n . Let pA be as in (1). Considering r1 with Lemma 1(a) and (b), we know that a11
and ann can not both have the same sign. Thus via negation we can assume a11 > 0 and ann < 0. By
diagonal similarity, we can assume A is of the form (3) where a, c > 0 and b, d1, . . . , dn−3 are nonzero.
We will consider the coefﬁcients of the characteristic equation deﬁned in (4).
Suppose n = 5. Using Lemma 1(c), considering coefﬁcient r3, we know d1 > 0 and considering r5,
we know d2 > 0. But thenA does not allow inertia (1, 1, 3), (1, 3, 1) or (3, 1, 1): each of these inertias
require r5 = 0, in which case r4 < 0, contradicting Lemma 1(g). Thus there is no sign pattern with
nonzero pattern W∗5 which is inertially arbitrary.
Suppose n 6. By [3, Lemma5.1], we know that b > 0. Since (0, 0, n) ∈ i(A), it follows fromLemma
1(c) that (in this case c = a and hence) dk > 0 for 1 k n − 3. Thus A ∈ Q(Wn). Therefore, up to
equivalence, Wn is the only possible inertially arbitrary sign pattern with nonzero pattern W∗n . 
We end by introducing another inertially arbitrary pattern of order 2n which has 2n − 1 nonzero
entries. Let
Mn =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
+ 0 − 0 · · · · · · 0
0 0 − 0 ...
+ 0 0 − . . . ...
0 + 0 0 . . . . . . ...
...
...
...
. . .
. . . 0
0 + 0 0 −
0 + 0 · · · · · · 0 −
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and let M∗n be the nonzero pattern of Mn. One can observe that M∗n is not equivalent to W∗n by
considering the digraph structure of these patterns (see for example [5]). In particular, the 2-cycle in
the digraph ofW∗n is incident to a vertex with indegree n − 2, but the 2-cycle inM∗n is not incident to
a vertex with degree n − 2.
Theorem 10. M∗n is aminimal inertially arbitrary nonzero pattern for n 5, andMn is aminimal inertially
arbitrary sign pattern for n 6. Further, there is no inertially arbitrary sign pattern with nonzero pattern
M∗5 and for n 6, up to equivalence, the sign pattern Mn is the only inertially arbitrary sign pattern with
nonzero pattern M∗n.
Proof. If A ∈ Q(Wn) and B ∈ Q(Mn) then by positive diagonal similarity A is deﬁned by (3) and B is
equivalent to⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a′ 0 −1 0 · · · · · · 0
0 0 −1 0 ...
b′ 0 0 −1 . . . ...
0 d′1 0 0
. . .
. . .
...
...
...
...
. . .
. . . 0
0 d′n−4 0 0 −1
0 d′n−3 0 · · · · · · 0 −c′
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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for some positive a′, b′, c′, d′1, . . . , d′n−3.
Set a′ = a, b′ = b, c′ = c, d′1 = d1, . . . , d′n−3 = dn−3. Then we claim that B has the same charac-
teristic polynomial as A:
pA = det
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
λ − a 1 0 0 · · · · · · 0
−b λ 1 0 ...
0 0 λ 1
. . .
...
0 −d1 0 λ . . . . . .
...
...
...
...
. . .
. . .
. . . 0
0 −dn−4 0 . . . λ 1
0 −dn−3 0 · · · · · · 0 λ + c
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and
pB = det
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
λ − a 0 1 0 · · · · · · 0
0 λ 1 0
...
−b 0 λ 1 . . . ...
0 −d1 0 λ . . . . . .
...
...
...
...
. . .
. . .
. . . 0
0 −dn−4 0 . . . λ 1
0 −dn−3 0 · · · · · · 0 λ + c
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Considering cofactor expansion along the top row, note that pA = (λ − a)D1 + bD2 where D1 =
det[(λI − A)({1})] and D2 = det[(λI − A)({1, 2})]. But, det[(λI − B)({1})] = D1 and det[(λI − B)
({1, 3})] = D2. It follows that pB = (λ − a)D1 + bD2 = pA.
Thus B has the same characteristic polynomial as A and hence i(Wn) ⊆ i(Mn). Similarly, i(Mn) ⊆
i(Wn). In fact, it follows that
i(Mn) = i(Wn) and i(M∗n) = i(W∗n ). (6)
Thus by Theorem 9,Mn is inertially arbitrary for n 6 andM∗n is inertially arbitrary for n 5. Further,
by Theorem 9 and (6) there is no inertially arbitrary sign pattern with nonzero pattern M∗5 and for
n 6, up to equivalence, the sign patternMn is the only inertially arbitrary sign pattern with nonzero
pattern M∗n .
Using a similar argument to that in Theorem 9, one can show that M∗n is minimal for n 5, and
hence Mn is minimal for n 6. 
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