Electrical resistivity imaging has been successfully used to monitor near-surface hydrologic processes but use of standard measurement arrays may not provide the greatest data sensitivity to the imaged region. We present a method of experimental design based on the concept of informed imaging for creating an electrical resistivity imaging experiment to monitor flow beneath a recharge pond. Informed imaging is the integration of all available data about a site into the acquisition, inversion and interpretation of electrical resistivity data. Informed experimental design uses all available information to develop an a priori model of the subsurface conductivity structure that guides the selection of measurement arrays for an electrical resistivity imaging experiment given spatial and temporal constraints on the acquisition. Selection of arrays focuses on maximizing the amount of unique information acquired with each source pair. We apply the method to the selection of arrays for imaging the top 5 m of the subsurface beneath a recharge pond in Northern California, which is part of an aquifer storage and recovery project. Decreasing infiltration rates over time reduce the effectiveness of the recharge pond. We seek to monitor infiltration processes at the contact between a fines-rich sand layer and coarser sand layer in an effort to understand the hydrologic controls on infiltration. The performance of the arrays selected using informed experimental design relative to two standard arrays (Wenner and dipole-dipole) is validated on two synthetic subsurface conductivity models, which are representative of conductivity structures that may arise during an infiltration event. Performance is evaluated in terms of a singular value decomposition of the sensitivity matrix produced by the three types of arrays, as well as a measure of the region of investigation. Results demonstrate that arrays selected using informed experimental design provide independent information about the imaged region and are robust in the presence of noise, improving the ability to image changes in a conductivity structure that result from infiltration processes.
INTRODUCTION
Electrical resistivity imaging is a non-invasive geophysical method that can be used to generate continuous maps of the electrical conductivity (the inverse of resistivity) structure of the subsurface. Given the relationships between electrical conductivity and subsurface properties (reviewed in detail in Lesmes and Friedman 2005; Knight and Endres 2005) , these maps can be related to properties such as clay content, porosity, water saturation, or fluid chemistry. The ability of electrical resistivity imaging to identify spatial and temporal changes in such properties has led to increased application of the method to hydrological and environmental problems (see e.g., Daily 1992; Halihan et al. 2005) . In this study we consider the problem of designing a timelapse electrical resistivity imaging experiment to monitor infiltration at a recharge pond above a coastal aquifer south of Santa Cruz, California, USA. Specifically, our interest is in developing In this study, where we need to monitor infiltration beneath a recharge pond, we develop an approach that we refer to as informed experimental design. This efficient, practical approach can be used for a wide range of problems.
OPTIMIZED DESIGN
Optimized experimental design has been treated in a number of disciplines in Earth sciences (Rabinowitz and Steinberg 1990; Barth and Wunsch 1990) , as well as in applied mathematics and the physical and biological sciences. A detailed discussion of this topic can be found in the texts of Pazman (1986) and Pukelsheim (1993) . While a number of algorithms and approaches have been developed to address complexities unique to different measurement processes, the basic mathematical description is common to many applications and is concisely presented by Boyd and Vandenberghe (2004) . The work in this field has been extensive, so we limit this review to applications of relevance to this study, specifically applications to electrical resistivity imaging and electromagnetics.
The approach to optimized design for the acquisition of electrical resistivity or electromagnetic data has tended to focus on optimization algorithms for under-determined, ill-posed problems, which require large computation times. Haber et al. (2008) propose a number of design criteria that can be used to regularize the underdetermined problem to obtain a globally optimal design. Most studies, however, focus on a general linearization of Poisson's equation and use of the Jacobian, also referred to as the sensitivity matrix, or its inverse (e.g., Curtis 1999; Bardow 2006) , where the Jacobian is composed of the elements:
where ∂u i is the partial derivative of the potential field at discrete element i, relative to the model component ∂m j , where the model is defined in terms of the log-conductivity. These experimental design approaches generally use global optimization algorithms, such as genetic algorithms (Maurer and Boerner 1998; Furman et al. 2004) or statistical descriptions, such as Bayesian optimization approaches (Maurer et al. 2000; van den Berg 2003; Curtis 2004a,b) . While the above studies focus on four-electrode arrays, other studies have considered experimental design for multichannel systems or the use of novel search algorithms to speed the optimization (Xu and Noel 1993; Stummer et al. 2002; Stummer et al. 2004; Wilkinson et al. 2006a; Coles and Morgan 2009) . Alfouzan et al. (2010) compare the methods proposed by Stummer et al. (2004) and two methods proposed by Wilkinson et al. (2006a) ; they find the methods of Wilkinson et al. (2006a) provide greater resolution but are also time-intensive. More recent work by Loke et al. (2010) on one of the methods presented by Wilkinson et al. (2006a) has greatly improved the efficiency.
In addition to work focused on generally optimal solutions to the design problem, a number of studies have examined the 4-electrode array selection applied to a specific hydrologic or however, the conductivity distribution is unknown. Instead, we measure potential differences between a series of 'potential pairs', sampled for several sources. The conductivity structure is then estimated from the potential measurements associated with different arrays, where each array is a unique combination of a source pair and a potential pair. Using all selected arrays to acquire potential difference measurements is termed the acquisition of a single image. We refer to the acquisition of multiple images, in order to monitor changes in electrical conductivity, as a time-lapse imaging experiment.
To recover the conductivity structure from a collection of arrays (i.e., to solve the inverse problem for conductivity), we require a numerical solution to the forward problem in equation (1). The numerical solution, subject to appropriate boundary conditions, can be written as: (2) where D and G are the 2D or 3D divergence and gradient operators, S(m) is the gridded conductivity structure of the model space and u and q are the potential field and source vectors, respectively. We note that the measured potentials, which depend on the locations of the potential electrodes, are simply a subset of the potential field vector, q. Hence, the locations of the potential and source electrodes will affect the region of the subsurface sampled for each measurement. While the selection of electrode locations for the source pair and potential pair most often relies on one of a few standard, 4-electrode arrays (e.g., a Wenner array or dipole-dipole array), it has been shown that data sensitivity to the imaged region can be improved by using 'non-standard' electrode arrays (Furman et al. 2002) . The objective of our research is to determine electrode arrays that will maximize the sensitivity of the acquired data in the subsurface region of interest, taking advantage of multichannel systems and non-standard array configurations. Central to our approach is the concept we refer to as informed imaging, the incorporation of all prior knowledge about a site into each stage of the geophysical experiment, from acquisition to processing to interpretation of the data.
A number of studies in the geophysical literature have investigated the sensitivity of data acquired using different arrays to the subsurface conductivity structure and noise from the perspective of the forward problem (e.g., Spitzer 1998; Lehman 1994; Loke 1999; Furman et al. 2002; Oldenborger 2005) as well as the inverse problem (e.g., Dahlin and Loke 1998; Oldenburg and Li 1999; Friedel 2003; Zhou and Dahlin 2003; Dahlin and Bing 2004; Miller and Routh 2007) . Several of the studies demonstrate that a standard array might not produce data that have the highest sensitivity to the imaged region. Given the observed increase in sensitivity for some arrays, the question arises: how can data sensitivity be optimized through the selection of arrays used to acquire a single image of the subsurface conductivity structure? This is the general question of optimized experimental design. amount of water that can be diverted to the pond each winter to less than of the water agency's entitled amount. It is presumed at present that deposition of fine sediments and/or microbial activity clog the pore space in the few metres immediately below the pond, causing the observed decrease in infiltration rate. Furthermore, previous 1D electrical resistivity imaging studies suggest the top half-metre of the subsurface is always more saturated than the sediments below, indicating this region has a large impact on flow dynamics at the pond. Operators require a better understanding of the hydrologic processes controlling infiltration to improve operational efficiency of the recharge pond. As part of that effort, we propose to use electrical resistivity imaging to monitor infiltration in the top 5 m of the subsurface.
Our objective is to define a time-lapse imaging experiment consistent with the concept of informed imaging. In designing an imaging experiment for our particular site, we rely on existing hydrologic, geologic and geophysical data about subsurface properties and the infiltration process we wish to monitor. Information about the material properties of the subsurface is available from three 5-m cores and electrical resistance measurements made using a 2-m probe. Both data sources indicate that the top 0.5-1 m below the pond is a fines-rich sandy layer that grades into coarser sand. Information about the infiltration process is available as estimates of infiltration rates. Pond-scale estimates are obtained from a detailed LiDar model of the pond base and measured pond height (Schmidt et al. 2009 ). Sitespecific estimates of the infiltration rate are also obtained from 1D electrical resistance measurements on a 2-m probe (Pidlisecky and Knight 2011) . The largest observed infiltration rates are of the order of 1 m/day, falling off by an order of magnitude over the diversion season.
Given this prior knowledge, we design a shallow time-lapse imaging experiment to monitor infiltration at the contact between the fines-rich layer and the underlying coarser sand layer. We constrain the acquisition of each image such that the sampling window is sufficiently small to avoid effects of temporal smearing at early times (Day-Lewis et al. 2005; Wilkinson et al. 2010) . To meet the temporal constraints of monitoring experiments, we limit the number of measurements used to acquire a single image to 200, which can be collected in a short period of time with respect to observed infiltration rates. We then evaluate the feasibility of applying such an experiment in the field by using synthetic examples to evaluate the performance of the imaging experiment relative to the performance of arrays commonly used for such monitoring applications.
METHODOLOGY
The pseudo-code describing our method for applying the concepts of informed imaging to experimental design is included as Fig. 2 . We refer to the arrays determined through use of this method as informed imaging (II) arrays.
The first step of informed experimental design (1) is to develop an a priori estimate of the conductivity structure of the geophysical target (Cherkeva and Tripp 1996; Goes and Meekes 2004; Wilkinson et al. 2006b ). This problem-specific approach reduces the complexity of the design problem by disregarding general optimality and instead solves for an experimental design that is optimal for recovering an expected conductivity structure.
DESCRIPTION OF THE FIELD PROBLEM
The recharge pond of interest in this study is hydraulically connected to an unconfined coastal aquifer south of Santa Cruz, California, USA. The pond is located in an agricultural region where precipitation occurs primarily in the winter months while the summer is very dry. The water management agency that operates the pond has the right to divert 2000 acre-feet (2.5e6 cubic metres) of water from 1 November to 31 May each year, referred to as the 'diversion season'. When flow rates are sufficiently high, water is diverted from a nearby slough, filtered of sediments and pumped into the recharge pond. The water percolates into the unconfined aquifer below the pond, where it is stored and recovered in the summer to meet demand for irrigation. The purpose of the pond is two-fold: to provide additional water resources during peak delivery demands and to replenish the aquifer to slow salt water intrusion into the aquifer.
In the current operational model, shown schematically in Fig. 1 (after Haines et al. 2009) , water percolates through a 20-30 m thick unconsolidated sand package of relatively homogeneous medium to coarse-grained sand with possible isolated clay lenses. Below the sand package, a 3-15 m thick sand and gravel layer overlies a thick clay aquitard, which separates the unconfined aquifer from the underlying saturated sandstone. The pond is designed with the intent that all diverted water percolates downward from the pond and mounds above the aquitard, remaining available for extraction during the summer. However, decreasing infiltration rates over the diversion season limit the region of interest is a subset of the imaged region within which we wish the data to be most sensitive, or where we expect greatest variations in the conductivity structure over the entire timelapse imaging experiment. If desired, the region of interest can be set to the full imaged region.
In step (4), we use the a priori conductivity model developed in (1) and the design constraints identified in (2) to generate all possible unique electrode pairs, not including reciprocals that can be sources for the imaging experiment, indexed from 1 to K. We then calculate the magnitude of the current density, j k , generated by each source pair over the imaged region. The magnitude of the calculated current density vectors is integrated over the region of interest in step (5) as an approximate measure of how well a source pair illuminates the region of interest.
In (6), we filter source pairs based on the integrated magnitudes within the region of interest calculated in (5). This limits the total number of electrode pairs evaluated in subsequent steps, reducing computation time while preserving source pairs that provide a large amount of current to the region of interest. We filter out source pairs producing integrated current density magnitudes that are less than 20% the maximum summed value within region of interest. This is a very soft constraint on the design process; the threshold can be increased or decreased depending on the number of sources permitted by the constraints and the number of evaluations deemed acceptable for subsequent steps.
In (7), we begin to evaluate the amount of independent information contained in different source pairs to maximize the unique contribution of each source pair selected for the imaging experiment. For all source pairs not filtered out in (6), we calculate the magnitude of the dot product of the current density produced by each source i with itself and all other sources j. Each calculated dot product is summed over the region of interest. The absolute values of summed dot products, a ij , are then ranked in ascending order in (8).
In (9) we select as sources the electrode pairs i and j that produce the n/2 smallest values of a ij , where n is the total number of sources permitted in the final imaging experiment. Small values of a ij imply that the two sources sample the least amount of mutual information about the region of interest, according to the definition of sensitivity in Park and Van (1991) . In contrast to Park and Van (1991) we consider the inner product between two sources; not for a source and receiver. However, as Parasnis (1986) shows, sources and receivers are interchangeable in an electrical resistivity imaging measurement, meaning that either electrode pair evaluated could serve as the source without changing the information content of the measurement. Therefore, by minimizing a ij , we minimize the shared information content of sources. By selecting the smallest values of a ij , we maximize the unique information content for each source pair.
In (10), we turn our attention to the selection of potential pairs that will be used with each source pair to create the arrays used for the imaging experiment. Here we apply the constraints assoregion to be imaged. This model should incorporate all available geologic, hydrologic and geophysical data that give insight into the controls on the conductivity structure before the time-lapse imaging experiment begins.
In the next step, (2), we identify the spatial and temporal constraints imposed on the experiment. The spatial constraints include such factors as the total number of available electrodes, electrode-spacing, spatial extent of the measurements and access to surface and subsurface electrode locations. Temporal constraints limit the total time for acquiring a single image given the rate at which the physical system is changing. Within the temporal constraints we incorporate the instrument configuration, whether it is a single or multi-channel acquisition system, the settling time for changing source pairs and the time required for each measurement. For example, with a multi-channel system we can obtain multiple measurements per source pair, reducing the total time for the time-lapse imaging experiment.
In (3), we define the region of interest. In this context, the FIGURE 2
Pseudo-code describing the proposed methodology for informed experimental design.
predicted data, Δd, at each iteration in the solution of the nonlinear problem, from the approximate relationship:
The general least squares solution to equation (5) can be expressed as
Referring to the definition of the Jacobian given in equation (3), it becomes evident that the rows of the matrix describe the amount of information the data contain on the model conductivities for a single array. Considering the singular value decomposition of J T , or the eigenvalue or singular value decomposition of (J T J), we can immediately identify the independent information obtained in the acquisition of an image, as well as identify where measurements contain little or no independent information (Curtis 2004a) . Comparing the array decompositions, we can see the relative amount of unique information obtained by the arrays for each acquired image. This measure is fundamental to evaluating data quality for a time-lapse imaging experiment; a set of arrays producing data with greater information content will always have more independent rows of the Jacobian.
Region of investigation
While the independence of the rows of the sensitivity matrix is important in assessing the information content of acquired data, the estimated conductivity structure is also of interest. As the Jacobian only depends on the measurement geometry (Curtis 2004a) , it gives no indication of how robust the data will be in the presence of noise. Therefore, we also evaluate array performance from the inverse perspective. We do this using the 'depth of investigation' method, first proposed by Oldenburg and Li (1999) and then expanded by Oldenborger et al. (2007) . While originally designed to identify the depth range investigated by the acquired data, this method can be used more generally to determine the region of investigation, i.e., the region in which the inverted model is sensitive to, or dependent on, measured data. Outside the region of investigation, the data do not inform the values of the estimated model parameters, which tend toward the values in the reference model.
To find the region of investigation, data are inverted using two half-space reference models. While the model structure is the same for both models, the first has a relatively higher conductivity. At each point in the inverted imaged region, we calculate the R-value as follows: (7) where m h and m l are the inverted conductivity models estimated with reference models m refh and m refl , respectively. The R-value will be near zero when the inverted conductivity is the same regardless ciated with the instrument configuration. For each selected source k, we accept as potential electrodes the electrode pairs, j, that produce the m largest a kj values from (9), where m is the number of unique potential pairs per source pair k. We require that selected potential pairs, j, share no common electrodes with source pair k. In selecting the potential pairs in this manner, we maximize the sensitivity of our data over the region of interest according to the definition of sensitivity given by Spitzer (1998) , which expresses sensitivity as: (4) In this measure, sensitivity is maximized when the integrated dot-product of the two current density fields created by the source and potential pairs x and y over some region is the greatest. In our case, a discretized version of the above expression is summed over the region of interest and we accept as potential pairs those electrode pairs that maximize the expression for a given source pair. The combinations of selected source and potential pairs identified through this process define the II arrays.
MEASURES OF DATA SENSITIVITY
In order to assess the performance of the II arrays selected for monitoring infiltration at the recharge pond, we compare the data sensitivity of these arrays to the data sensitivity of two standard arrays. This analysis can be done as part of the informed experimental design process but in most cases will not be needed. We complete this comparison here as a way of demonstrating the validity and value of our approach.
The data sensitivity from the acquisition of a single image is considered both from the forward and inverse perspectives. From the forward perspective we evaluate the sensitivity of data acquired with each array independent of any inversion or regularization. This gives a direct measure of the information content of the data. We also consider the extent to which data from different arrays inform estimated conductivity models in light of measurement noise and the inversion process. Although the selection of II arrays focuses on increasing sensitivity within the region of interest, we evaluate the data sensitivity over the entire imaged region. We do this to ensure that the II arrays show comparable performance to standard arrays even if the defined region of interest (used to guide the experimental design) does not accurately capture the region where significant conductivity variations occur over the entire time-lapse imaging experiment.
Singular value decomposition of J
T J As a first measure, we assess the data sensitivity produced by the arrays used to acquire a single image throughout the entire imaged region. Using the method first proposed by Tripp et al. (1984) and more recently implemented by Curtis (2004a,b) , we examine the information content of an imaging experiment through the Jacobian, which gives the relationship between the model update, Δm, and the difference between acquired and implanted in the base of the pond. This spacing is determined as a compromise between fine spatial resolution, which is related to the electrode offsets used in the arrays, and keeping electrodes adequately spaced to limit noise in the measurements from nearby, highly-conductive electrodes. To acknowledge that imaging experiments that are part of a monitoring effort are nearly always temporally constrained, we limit the number of measurements to 200. We consider a multi-channel system capable of acquiring five potential pairs per source. Therefore, we use a total of 40 source pairs with five receiver pairs per source.
The region of interest is defined from -7.5-7.5 m in x and 0.25-1.5 m in z, maximizing sensitivity to the region in the model space that we associate with the contact between the finesrich and coarser sediment layers while minimizing boundary effects from numerical modelling during our evaluation of the various source electrode pairs. As described earlier, this boundary region is identified as the region of greatest interest for timelapse imaging because it is hypothesized that processes in the fines-rich layer at the interface control the infiltration rate.
We then evaluate the magnitude of the current density within the region of interest for all possible electrode locations and rank the dot-products for electrode pairs producing at least 20% of the maximum value of the summed magnitude of the current density. Again, filtering the possible electrode pairs based on the summed magnitudes of current density is a soft constraint used to reduce the number of evaluations in calculating the amount of mutually exclusive information between two electrode pairs. We accept 20 unique sources with five potential measurements per source, which provides the greatest number of unique sources while taking full advantage of the multi-channel capabilities of the acquisition system. We also use as arrays the reflections of the selected arrays across the x = 0 line, for a total of 200 measurements. Arrays that are reflected locations of source and potential pairs across the x-axis of the image region increase the symmetry of the measurements, thus minimizing the bias associated with the acquisition footprint. The 100 unique arrays (excluding reflections across the x = 0 line) are included as an appendix for reference.
The computation time for this example on a 48 GB, 2.5 GHz desktop computer was approximately three minutes. We note that the computation time for this algorithm is influenced by both the size of the region of interest and the number of electrodes being considered, giving the user much control over the run-time by scaling this size of the region of interest. A five-fold increase in the number of electrodes with the same region of interest presented here only increased the run time to 12 minutes. However, a five-fold increase in the number of electrodes combined with a twenty-fold increase in the number of grid cells within the region of interest increased the run time to 26 minutes.
ASSESSMENT OF II ARRAYS
We evaluate and demonstrate the performance of the II arrays, selected for monitoring infiltration at the recharge pond, using the two previously discussed measures of data sensitivity and of the reference model, indicating high sensitivity to the measured data. When the value of R is equal to 1, the inverted conductivity model is entirely dependent on the reference model.
INFORMED EXPERIMENTAL DESIGN: APPLICATION TO A RECHARGE POND
We follow the methodology outlined in Fig. 2 to identify the II arrays to be used to monitor infiltration at the recharge pond.
In the a priori model of the conductivity structure at the pond, shown in Fig. 3 , the imaged region is 20 m in length, 5 m in depth below a 0.5 m water layer. The model has four layers representing the state of the system when infiltration begins: a water column, a fines-rich layer at the surface, a transition region and the coarser underlying sediments. The conductivity of the water is 0.2 S/m; the conductivity of the sediments range from 0.05 S/m to under 0.02 S/m. Although the water column is actually deeper for much of the field season, it was determined that, in the numeric simulations, addition of more than half a metre of water did not affect measurement values. The conductivity value in each layer of the model is assigned based on conductivity values observed at the 1D electrical resistivity probes when sediments are partially saturated. Within this region there are 320 cells in the x-direction and 80 cells in the z-direction; above the imaged region the water layer is 320 cells in the x-direction and 8 cells in the z-direction. The full model space is expanded beyond the imaged region with smoothly increasing grid cell sizes from 0.0625-12 m on a side in the positive and negative x-directions and positive z-direction to pad the model space, reducing boundary effects. The same grid is used for the inversion of all the synthetic examples.
We limit possible electrode locations to a single line centred at z = 0.625, representing electrodes buried just below the surface as there are no boreholes in the base of the pond. A line of 41 point electrodes with uniform 0.25 m-electrode spacing is unchanged from the a priori model. The conductive layer representing the pond is used in generating the synthetic data as well as in calculating data misfit in the inversion (Loke and Lane 2004) . However this layer is not updated in the model and is, therefore, not included as part of the imaged region. Synthetic data for the II arrays and two standard array configurations are created using the forward modelling code described by Pidlisecky and Knight (2008) .
Singular value decomposition of J
T J Based on the synthetic data, we calculate the singular value decomposition of J T J for all three acquired images. The resulting singular values normalized by the largest singular value are plottwo synthetic examples. In both synthetic examples we consider cases where the 'true' subsurface conductivity model that arises due to infiltration differs from the a priori model given in Fig. 3 . This acknowledges the fact that our prior information can represent imperfect knowledge about the subsurface at the pond. The first example uses a very simple buried conductive structure as a first-order approximation of the conductivity variation we might expect to see at the pond, where relatively conductive water infiltrates resistive sediments. This example uses a simple structure to make the comparison of the performance of different arrays straightforward. In the second example we consider a conductivity structure that is more representative of an infiltration front that we might expect to find when monitoring an infiltration pond. While still a simplified model, the second example has a diffusive, curved front between the relatively conductive saturated zone and the relatively resistive dry sediments.
The performance of the II arrays is compared to the performance of two commonly used standard arrays: a Wenner array and a dipole-dipole array. For all types of arrays approximately the same number of measurements were collected for each imaging experiment. In the following synthetic examples 203 Wenner arrays with a-spacings from 1-5 were collected across the line of electrodes, shifting the array by one electrode for each measurement. Dipole-dipole imaging acquired 192 measurements with a-spacings of 1, 2, 4 and 6 and n-values from 2-5. Measurements were collected across the line of electrodes, shifting arrays by two electrodes at each measurement to increase the number of a-values that could be included in the imaging experiment.
We note that there are approximately 60 unique sources for the dipole-dipole array set and over 200 for the Wenner array data set; this is 1.5 times and over 5 times more sources than for the II arrays. As the settling time when switching sources is a major component of the measurement time for multi-channel systems, this represents a considerable time savings on data collection when using the II arrays. In monitoring applications, where imaging experiments are most frequently time-constrained, this means significantly more measurements can be acquired with II arrays than with standard array configurations. Moreover, the II arrays make use of all channels for every source. By contrast the dipoledipole arrays frequently leave some channels empty for a given source and the Wenner arrays never make use of the multi-channel capabilities, an inefficient use of such systems.
Example 1 Data simulation
As a first-order approximation of conductivity variation at the recharge pond we assume a simple geometry for the true subsurface conductivity: a conductive structure of infiltrating water with conductivity of 0.15 S/m, a partially saturated layer with conductivity of 0.05 S/m and a background conductivity of half that value, 0.025 S/m. The model conductivity structure within the imaged region used to simulate data is included as Fig. 4 . The spatial extents and grid spacing used to simulate data remain high-conductivity zone beyond the true extents. The overall effect is that the RMSE value with respect to the true model for the II arrays is very similar to that of the Wenner arrays. The R-contours for the II arrays also tend to be broader and flatter than for the Wenner arrays, suggesting that at each given depth the model ted on a log-linear scale in Fig. 5 . This plot shows that the singular values for the standard arrays are consistently smaller than those of the II arrays for the hundred largest singular values, indicating they contain less unique information about the imaged region. The singular values for the Wenner arrays do cross the values of the II arrays past this point. However, the trace of the singular value matrix, which approximates the area under the singular value spectrum, for the first 250 normalized singular values of the II arrays is more than 1.5 times that of the Wenner arrays and more than 4 times that of the dipole-dipole arrays.
Region of investigation
For the three acquired images, we invert the data using a 2D version of the RESINVM3D code developed by Pidlisecky et al. (2007) . This inversion uses a Gauss-Newton iterative method with standard L2 norm and a preconditioned conjugate gradient approach to finding the model update. The method regularizes the inversion both through the model smoothness constraint and by limiting the number of preconditioned conjugate gradient iterations. The regularization coefficients for model smallness, smoothness in x and smoothness in z are 0.001, 1 and 1, respectively. The reference models for the two inversions used to calculate the R-values for this example are both homogeneous halfspaces, with log-normal conductivity values of -3 and -5 and a layer above the imaged region that accounts for ponded water with a log conductivity value of -1.6. These values are consistent with background log conductivity values we would expect for partially-saturated, coarse sediments based on data collected from 1D surveys at the HSRP. The conductivity of the layer representing the pond is assumed known and, therefore, remains fixed throughout the inversion. Below this layer, the conductivity values in all grid cells are estimated by the inversion. In this case the model space is uniformly weighted and the data are weighted proportionally to the inverse of the absolute value of the standard deviation of observed data for all acquired images (Pidlisecky et al. 2008) . Following the presentation of Oldenburg and Li (1999) , we plot exp(m*), the exponential of the best fit subsurface logconductivity model with contours of R overlaid. The best-fit model for the II arrays, Wenner and dipole-dipole arrays had misfit errors of 2%, 5% and 2%, respectively. In all cases, the models used to calculate R are inverted to the same tolerance of 5% with a maximum of 10 iterations. From the inverse perspective, the sensitivity of the estimated model to the data shows similar results to the Jacobian decomposition. The best fit conductivity models for each of the three arrays with R-values overlaid on the plots are shown in Fig. 6 . The RMS error values for the conductivities of the best-fit models against the true conductivity values for this example are 0.0241, 0.0246 and 0.0313 for the II arrays, Wenner and dipole-dipole arrays, respectively. All the arrays locate the centre and lateral edges of the high conductivity region fairly accurately. While the Wenner and dipole-dipole arrays underpredict the conductivity in much of the high conductivity region, the II arrays extend the singular value spectrums for the three arrays again shows greater area under the spectrum for II arrays; this time the area is 1.5 times greater than that for the Wenner arrays and more than twice that for the dipole-dipole arrays.
The region of investigation analysis of data from this second example uses the same parameters used for the first, simpler, structure. However, the conductivity values for the two homogeneous half-space models are -2.5 and -4.0, respectively. As before, the values chosen for the two models are consistent with conductivity values of partially saturated sediments observed at the 1D resistivity probes. The same regularization parameters used in the previous section are applied here, except the smallness coefficient for the data acquired with dipoledipole arrays was increased to 0.01. Again, the models used to calculate R-values are inverted to the same tolerance, this time of 2%. The best-fit models for the II, Wenner and dipole-dipole arrays have misfit values of 1.4%, 1.5% and 1.9%, respectively, in this example.
The best estimates of the conductivity models for all three arrays are included as Fig. 9 with R-values overlaid. In this case the RMS error for the estimated conductivities of the best-fit models with respect to the true conductivity are 0.0407, 0.0102 and 0.0357 for the Wenner, dipole-dipole and II arrays, respectively. However, we note that errors from the dipole-dipole inversion are very sensitive to the starting model. The misfit for the second dipole-dipole inversion is 2.3%, only 0.4% more than the best-fit model. However, the RMS error for that model is nearly 500% greater than the model shown. This is consistent with depth of investigation (DOI) and singular value analysis results for the dipole-dipole array, in which the R-contours show the dipole-dipole array is only sensitive to a small region of the space is more consistently characterized along the x-direction. However, the R-contours show that the Wenner arrays have greater sensitivity to a slightly deeper portion of the imaged region than the II arrays. Both the II arrays and Wenner arrays recover conductivity contrasts in the imaged region better than the dipole-dipole survey.
Example 2 Data simulation
In the second example we consider a conductivity structure with a more diffusive front. We also increase the background conductivity of the model space to be 0.01 S/m, closer to the value of the top half-metre in the a priori model (0.05 S/m) and increase the conductivity of the water column to 0.3 S/m. We do this to simulate a situation closer to what is expected at later times during monitoring when all the sediments below the pond have become more saturated as a result of infiltration and warming ambient temperatures increase the temperature of the pond water, raising the bulk fluid conductivity and increasing the conductivity of the infiltration front. The conductivity model for this example is included as Fig. 7 . The grid and cell sizes remain unchanged from the previous example and data are generated using the same algorithm. We again consider three conductivity images acquired using Wenner, dipole-dipole and II arrays. This is consistent with the singular value analysis from the previous section, which suggests the Wenner arrays have similar if slightly decreased sensitivity to the imaged region.
For this example, we repeat the region of investigation analysis for the same image acquisitions after the data have been contaminated with 3% Gaussian noise to assess the robustness of the variimaged space. Nonetheless, all models capture a smoothly varying conductive region. The II arrays again have a slightly lower RMS error than the Wenner arrays. Within the imaged region, however, the Wenner arrays have very similar R-values to the II arrays, indicating it has almost the same sensitivity even though the shape of the recovered conductivity structure is different. experiments, one shallow and one deep, using arrays selected with this method were designed for acquisition of data targeting the shallow interface described in this paper and the water table during the 2009-2010 diversion season at an artificial recharge pond on the California coast.
We note that in this study we select a single set of arrays to be used for the entire imaging experiment. There is no reason, however, not to update continuously the array design as the experiment progresses. Further research is required to assess the benefits of using different imaging arrays that are designed to capture the evolving conductivity structure over the course of a time-lapse imaging experiment. Future studies are also needed to examine the increased data sensitivity that can be acquired by iteratively applying the method to update the experimental design as more information about the subsurface becomes available. In the spirit of informed imaging, it is clear that every acquired image potentially adds more information that could be used for 'real-time' experimental design. These investigations could further clarify the sensitivity of the method to the a priori model, identifying the minimum amount of prior information required for the method to perform adequately as well as the limit beyond which the method does not improve the quality of acquired data over those obtained with standard arrays.
ous imaging experiments in the presence of noise. The results are included as Fig. 10 . In all three acquired images we see only slight effects on the recovered conductivity structures; the recovered values in the very near-surface vary a bit more but the shapes and recovered conductivity values are very similar to the inverted models for noise-free data. The RMS error of the estimated conductivity for the best fit models in the case of noise decrease by 5% for the II arrays and increase by 12% and 16% for the Wenner and dipole-dipole arrays, respectively. This is consistent with the relatively small changes observed in the models. Furthermore, the dipole-dipole arrays are again very sensitive to the starting model; the RMS error again increases by approximately 500% from the best-fit model while the change in misfit calculated from the inversion is only 0.4%. By contrast, the change in the RMS error for the Wenner arrays and II arrays is far less, approximately 20% for a 1% change in the misfit. We note that for field data, in which the true conductivity structure is unknown, such a large error dependence on the starting model is a serious disadvantage.
In the case where we incorporate noise into the data, all three arrays more clearly reflect the asymmetry in the conductivity structure, which is not perfectly centred relative to the lines of electrodes, indicating all these array types are more sensitive to asymmetry in the imaged region when noise is introduced. Examining the R-values further reflects this sensitivity to the asymmetry in the model and shows that the portion of the model space that is informed by the data decreases in all three images. The II arrays still inform the model space to a larger degree, indicated by higher R-values where variations in the conductivity structure are greatest. This implies that image acquisition with II arrays is robust in the presence of noise, even when the a priori estimated conductivity structure used to generate the arrays differs significantly from the true conductivity structure of the subsurface.
CONCLUSIONS
This study was motivated by a need improve the understanding of processes responsible for the dramatic decrease in infiltration rates observed in a recharge pond. Faced with the challenge of designing an electrical resistivity imaging experiment, with spatial and temporal constraints on electrode locations, we asked the question: how can we use all prior information available at the site to design the electrode arrays?
We present a methodology for informed experimental design, the incorporation of prior information about a field site into the design process. We apply the methodology to the selection of arrays for monitoring infiltration in the top few metres beneath a recharge pond. When we compare the performance of the II arrays, selected with the informed design methodology, to two standard arrays, we find that the II arrays have greater data sensitivity to the imaged region and are robust in the presence of noise. We conclude that this computationally-inexpensive method allows us to design arrays that are more suitable than standard arrays for monitoring changes in the conductivity structure during an infiltration experiment. Subsequently, two imaging 
