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Abstract: In modern days robots have become an integral part of human life. Now a day’s humans and 
robots need to coincide, it is important to evolve more natural and easy communication mechanisms for 
human machine interaction. The communication mechanism needs to be easier for humans than 
machines. Hence a mechanism has been developed that operates by processing the gesture commands 
signal. The prototype uses object tracking algorithm to understand the gesture commands. 
The Spybot is programmed to understand the gesture command signals and make route according to 
hand gestures, sensed by video camera operating within a short range. The gesture commands can be 
used for controlling the Spybot functions such as movement of the robot or other operations of robot 
silently that can be implemented by raspberry pi unit. By means of application, a Spybot that captures 
images from target places silently and sends the capture data to the host computer. 
Keywords: Hand gestures; RGB; OPEN CV; image processing; Spybot; Raspberry pi; object tracking 
algorithm. 
I. INTRODUCTION 
This project composed of two types of interfaces:- 
1. Human – PC Interface  
2. PC – Robot Interface  
Human – PC Interface  
Noninvasive techniques for controlling are in high 
pace with the advancement of technology. A 
Webcam is connected to the PC. This webcam 
collects the data in the form of images and compute 
these data to get information. A person producing 
different gestures is captured by the webcam and PC 
process these images using various Image Processing 
algorithms. The processed images provide us the 
information what exactly the person want to direct 
through his gestures. Many works have already been 
done by Computer Vision experts that include 
Augmented Reality, Controlling PC mouse events 
through hand gestures that include selecting, 
opening, closing files. Both mouse and keyboard can 
replaced by virtual keyboard and mouse described by 
Tsang, W.-W.M which reduces hardware 
components of a PC. 
PC – Robot Interface  
Every Hand gesture signifies a pre-defined command 
.The gestures received by the PC are analyzed by the 
PC and the command corresponds to it is generated 
by the computer. In this case computer provides 
different directions to the robot for its movement. 
These commands are first transferred to the 
processor through serial communication. Then the 
processor transfers the data to the Robot through 
wireless communication using different 
communication modules. 
a) Challenges 
Real time Image/Video processing becomes a 
challenging task because it is highly environment 
dependent. The illumination of light highly affects 
the processing. Lack of proper lighting condition, 
focusing on mobile subjects, interferences in signals 
causes presence of various type of noise in the image 
which makes processing not only difficult but also 
slower. 
Presence of complex background makes 
segmentation, a tiresome task for computation. A 
Computer having high processing speed is preferable 
for this purpose. However, now-a- days many stand-
alone development boards like Beagle Board, 
ARM9, ARM11 are available which is compatible 
for porting Image processing projects on it and make 
portable Image Processing projects. In our project 
ARM 11 processor is being used. 
In our project, we have considered Raspberry pi unit 
as our processing device and we have developed all 
our applications which are compatible to this unit.  
b) Hardware Implementation  
1) 2 Mega Pixels Video Resolution Webcam: For 
capturing the gestures produced by the user.  
2) Wireless Webcam 2.4 GHz : For capturing the 
images while surveillance  
3) Raspberry pi unit: For programming, 
communication and controlling the motor.  
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4) USB to Serial Converter: To transmit data 
serially from the USB port of the PC. 
5) MAX232 IC Board: It is used for level 
conversion from RS232 to TTL. 
6) A434 RF TX/RX Modules: To transmit and 
receive the data through ZigBee 
communication. 
7) HT 12E and HT12D ICs: For encoding and 
decoding of data. 
8) L293D Motor Driver: For driving the motor 
providing sufficient power. 
9) 12V / 200 RPM DC Motors: To make the robot 
move.  
c) Applications  
It is seen that there has been rapid developments in 
the field of robot technology. Robots are being used 
in a variety of sectors. However, the use of robots 
must be easier for general users so that the scope of 
applications expand for intelligent robots in our day-
to-day life. 
i. In defense:  
Here it is used as a surveillance robot. This unit can 
be of help and used for surveillance of enemies in an 
area in defense fields or to spy on the enemies where 
the human presence is avoided or not recommended. 
The unit is small in size, easy to handle, portable to 
move and can reach inconvenient places easily. 
ii. In gesture-based wheel chairs:  
The unit can be configured onto a wheel chair for 
differently-abled persons with a camera on the hand 
rests. Signaling by hand finger count, they can travel 
easily from place to place. Thus it can be used for 
overcoming physical handicaps by helping in 
development of gesture-based wheel chairs, for 
control of home devices and appliances for persons 
with physical handicaps and/or elderly users with 
impaired mobility. 
iii. In healthcare environments:  
Information is accessed while maintaining total 
sterility. Touchless interfaces are especially useful in 
healthcare environments. For patient monitoring, this 
unit can be used for increasing the efficiency of 
surveillance. 
iv. In industries:  
The primary aims of these systems are to provide an 
automatic interpretation of scenes and to understand 
and predict the actions and interactions of the 
observed objects based on the information acquired 
by sensors. It can detect any unwanted movement 
and also if detect the absence of wanted supervision 
at a particular unit by continuous vigilance. It will 
help to collect the large data. Exploration of large 
complex data volumes and manipulation of high-
quality images through intuitive actions benefit from 
3D interaction, rather than constrained traditional 2D 
methods. 
v. In entertainment field: 
Gesture interfaces for gaming based on hand/body 
gesture technology is designed to achieve social and 
commercial success. 
II. OPEN CV SOFTWARE 
OpenCV is an open source library mainly used for 
developing real time image processing applications. 
It can be freely distributed under the open source 
BSD license. OpenCV was officially launched by 
Intel in the year 1999. 
 
Figure: 1 
Areas including the applications of OpenCV: 
1. Machine Learning 
 
2. Facial Recognition 
 
3. Gesture Recognition 
 
4. Augmented Reality 
 
5. Stereo Vision 
 
6. Hidden Language Enhancement 
 
7. Tracking Objects 
 
8. Object Identification 
 
9. Segmentation and Recognition 
 
OpenCV is written in C, C++. It has interfaces with 
Python, Java and Matlab. In the official site of 
OpenCV online documentations are available which 
contains the API for these Interfaces. 
In order to encourage the adaptation of this library 
wrappers for many other language like C#, Ch and 
Ruby have been developed OpenCV runs on 
Windows, Android, Mac, Linux, Blackberry and 
many more; however setup files are different for 
different Operating systems. 
III. DESIGN IMPLEMENTATION 
The implementation of the design is shown below 
step by step followed by the process explanation. 
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Figure 3: Flow chart of proposed system design 
Block diagram of proposed system: 
 
Fig 2: Block diagram of Hand Gesture based 
surveillance Robot (proposed system) 
a) Capturing The Image Through The Webcam 
Presently Laptops are available with high quality 
webcams embedded in it. We have used USB 
webcam for capturing better quality of image. It’s 
better if we get a camera having night vision   system 
in it for having proper view and calibration of the 
image. By varying the light focused on the subject 
varies its color components so proper care must be 
taken while fixing the color model and values. The 
movement of hand is hence recorded by here 
presented camera. This input video will be 
decomposed into multiple static images and is 
captured into multiple frames. 
b) Segmentation Of Hand, Removal Of 
Background And Noise 
Obtained color image is a three channel image 
composed of R [0-255], G [0-255], and B [0-255]. 
This colored image is first converted into Y-Cr-Cb 
model using function available in OpenCV library; 
refer OpenCV online documentation or Learning 
OpenCV by Gary Bradski and Adrian Kaehler [17]. 
This color space allocates each color with a set of 3 
numbers, similar to RGB space. 
The Y component denoting the intensity of the light. 
The Cb and Cr components here are the intensities of 
the blue and red components ratio to the green 
component. 
This color space makes use of human eye properties. 
The eye is likely to be more sensitive to light 
intensity variation and less to hue variations. 
To minimize the amount of information, the intensity 
component is stored with the Cb and Cr components. 
JPEG format use this method to remove unrequited 
in format. 
The values of skin color can be got easily through 
various databases available in the internet. In the 
program it has used the following range of values for 
thresholding the skin portion on the hand: 
Y: 20 -250 
Cb: 140-210 
Cr: 90-135 
In Thresholding, all the values present in this range 
are brightened while every pixels not lying out of 
this range are removed by darkening. This converted 
the image from three channels to single channel.  To 
increase invariance against illumination variability 
some methods operate in the HSV (hue saturation 
value). 
Crab or YUV color spaces, in order to approximate 
the “chromaticity” of skin (that is look into its 
absorption spectrum) rather than just looking into its 
apparent color value. They eliminate the luminance 
component first, thus to be removing the effect of 
shadows, now for illumination changes, as for 
modulations of orientation of hand’s skin surface 
with relation to the light source(s). To reduce noise 
different variety of morphological operations are 
carried out like smoothening, dilating, erosion. In our 
algorithm, Gaussian smoothing is carried out. 
The Gaussian smoothing operator is applied to blur 
the images. It removes noises and detail present in 
intensity variation form. It is like a mean filter but 
the kernel taken here is quite different. It is like the 
shape of Gaussian function bell-shaped hump. 
c) Gesture Recognition 
In the prototype developed the Spybot is controlled 
through the gesture command signals. These gesture 
command signals are generated using software 
platform i.e., MATLAB for video and image 
processing which enable human gesture recognition.  
For communicating information to digital machine 
human gestures are to be converted to signal 
representation. The process includes capturing 
analog data through sensors and sending the data to 
the actuators. In this project we are using a camera 
sensor for capturing the gesture signals and the 
gesture signals are made through hand. 
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The basic five gestures used in the prototype are 
shown in the below table. 
Mainly 5 gestures used for the spy bot are Forward, 
Backward, left, right and stop. 
GESTURES 
SPYBOT 
MOVEMNT 
Moving the finger 
towards top 
It moves forward 
Moving the finger 
towards bottom 
It moves 
backward 
Moving the finger 
towards left 
It turns to left 
Moving the finger 
towards right 
It turns to right 
Moving the finger 
towards center 
It stops 
 
 
 
Fig 2. Basic Gesture Commands (a) gesture to 
move the robot forward (b) gesture to move the 
robot backward (c) gesture to turn the robot left (d) 
gesture to turn the robot right (e) gesture to stop the 
robot. 
d) Gesture Signal Processing 
The gestures are capture by the camera .The input 
video or image which is a sequence of frames is 
divided into data blocks and each frame is analyzed 
to understand the meaningful information conveyed 
by each gesture .For example if the input gesture 
indicates the movement of hand from center to top of 
the screen then the signal is considered to be a move 
“forward command signal”. With the center portion 
of the screen as reference any movement in four 
directions is detected which are mentioned in the 
table above. These signals control the Spybot. 
In this prototype RED color is used to increase the 
focus of gesture command. The next step is 
highlighting the red component of the image. Since 
any signal contains some noise, this noise in the 
gesture image signal is filtered using a median filter 
a type of spatial filter. The spatial filters are optical 
devices that uses the principle of Fourier optics to 
alter the structure of beam of coherent light or other 
electromagnetic radiation. Once the image is filtered 
it is then converted to binary image shown below. 
The red color used for tracking the gesture is thus 
highlighted enough. The highlighted areas are now 
located by the computing centroids shown in the 
below figure. Based the position of these centroids 
the gesture information is analyzed. By using this 
process the information conveyed by gesture is 
interpreted and identified. 
We have used Raspberry pi 3 module as a processor. 
The Raspberry Pi 3 uses a Broadcom BCM2837 SoC 
with a 1.2 GHz 64-bit quad-core ARM Cortex-A53 
processor, with 512 KB shared L2 cache. 
The ARM Cortex-A53 is a micro architecture 
implementing the ARMv8-A 64-bit instruction set 
designed by ARM Holdings. The Cortex-A53 is a 
superscalar processor capable of dual-issuing some 
instructions. 
And coming to software we have used to software’s 
Putty 0.67 beta version and Matlab 2012b. 
Putty is an open source terminal emulator, serial 
console and network file transfer application. It 
supports several network protocols including SCP, 
SSH, Telnet, rlogin and raw socket connection. It can 
also be connected to serial port. Putty was originally 
written for Microsoft Windows, but it has been 
ported to various other operating systems. Official 
ports are available for some Unix-like platforms, 
with work-in-progress ports to Classic Mac OS and 
Mac OS X, and unofficial ports have been 
contributed to platforms such as Symbian, Windows 
Mobile and Windows Phone. 
Putty was written and is maintained primarily by 
Simon Tatham and is currently beta software. 
Programming: 
In the designed prototype Programming is divided 
into two 
i. Code for Raspberry pi unit using Python 
Language. 
ii. Code for hand gesture recognition in Matlab. 
IV. RESULTS AND DISCUSSIONS 
The following table shows you the results obtained: 
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Coordinate Values For Different Directions: 
DIRECTIONS X-axis Y- axis 
FRONT 391 73 
BACKWARD 456 476 
CENTRE 293 383 
LEFT 64 350 
RIGHT 519 313 
Images of Surveillance Robot: 
 
Figure: Image 1 of project after implementation 
 
Figure: Image 2 of project after implementation 
V. CONCLUSION 
This project proposed work here is an authoring 
method capable of creating and operation controlling 
motions of surveillance and industrial robots based 
on hand gestures. The proposed methodology 
adopted is user- friendly and eliminates intrusion and 
facilitates motion control of robots using finger 
signals, which is supplement only to language in the 
sense of means of communication. The proposed 
robot motion controlling method is expected to 
provide effective and implementable solutions for 
not only just industrial robots, but also for higher 
intelligence embedding robots like humanoids. 
In this research work, we have presented a real-time 
algorithm to track and recognize hand gestures for 
human-computer interaction with the surveillance 
robot in context. It has been proposed an algorithm 
based on hand recognition, then its tracking and 
posture recognition from extracted features of hand. 
The system’s performance evaluation results have 
concluded that this low-cost interface can be used by 
the researchers or industrial workers to substitute 
traditional machinery. The experiments have 
confirmed that with environmental factors in control 
it results in higher efficiency and, thus, better product 
development and application oriented concept. 
VI. FUTURE SCOPE 
By adding more gestures, we can handle all 
Computer operations like Cut, Copy, Paste and Undo 
etc. By integrating our system with voice recognition 
system we can embed it in ROBOTS. We can 
enhance our system to control PowerPoint 
application. We are also able to handle dynamic 
image processing and event handling accordingly.   
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