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Resumo
Neste trabalho temos como objectivo dar um contributo a` ana´lise de pro-
priedades diferenciais de famı´lias de polino´mios ortogonais sobre a circunfereˆncia
unita´ria. Em particular, centramos o nossso estudo nas famı´lias de polino´mios
ortogonais sobre a circunfereˆncia unita´ria e respectivas funcionais de ortogonali-
dade cujas func¸o˜es de Carathe´odory, F, verificam equac¸o˜es diferenciais de Riccati
com coeficientes polinomiais, zAF ′ = BF 2+CF +D. Designemos o conjunto das
funcionais deste tipo (equivalentemente, o conjunto das sucesso˜es de polino´mios
ortogonais relativamente a uma funcional deste tipo) de classe Laguerre-Hahn
sobre a circunfereˆncia unita´ria.
Apresentaremos caracterizac¸o˜es da classe Laguerre-Hahn sobre a circunfereˆn-
cia unita´ria em termos de:
- uma equac¸a˜o distribucional para a funcional de ortogonalidade (cf. cap. II);
- relac¸o˜es de estrutura de primeira ordem de coeficientes polinomiais (cf. cap. III);
- equac¸o˜es diferenciais vectoriais de segunda ordem (cf. cap. III);
- equac¸o˜es diferenciais matriciais de Sylvester (cf. cap. IV).
Ale´m disso, obteremos uma representac¸a˜o para sucesso˜es de polino´mios Laguerre-
-Hahn sobre a circunfereˆncia unita´ria em termos de famı´lias semi-cla´ssicas sobre
a circunfereˆncia unita´ria (cf. cap. IV).
Palavras-chave: polino´mios ortogonais, funcionais lineares hermitianas, medi-
das suportadas sobre a circunfereˆncia unita´ria, func¸o˜es de Carathe´odory, classe
semi-cla´ssica sobre a circunfereˆncia unita´ria, classe Laguerre-Hahn afim sobre
a circunfereˆncia unita´ria, equac¸o˜es diferenciais matriciais de Riccati, equac¸o˜es
diferenciais matriciais de Sylvester.
Abstract
In this work we aim at giving a contribution to the analysis of differential
properties of families of orthogonal polynomials on the unit circle. We focus our
study on the families of orthogonal polynomials on the unit circle and corres-
ponding functionals whose Carthe´odory functions, F , satisfy Riccati differential
equations with polynomial coefficients, zAF ′ = BF 2 + CF + D. We shall call
the set of such functionals (equivalently, the sequences of polynomials orthogonal
with respect to functionals of this kind) the Laguerre-Hahn class on the unit
circle.
We will give characterizations of the Laguerre-Hahn class on the unit circle
in terms of:
- a distributional equation to the functional of orthogonality (cf. chapter II);
- first order structure relations with polynomial coefficients (cf. chapter III);
- second order differential equations (cf. chapter III);
- matrix Sylvester differential equations (cf. chapter IV).
Moreover, we will obtain a representation of sequences of Laguerre-Hahn poly-
nomials on the unit circle in terms of semi-classical families on the unit cir-
cle (cf. chapter IV).
Key words: orthogonal polynomials, Hermitian linear functionals, measures on
the unit circle, Carathe´odory functions, semi-classical class on the unit circle,
Laguerre-Hahn class on the unit circle, matrix Riccati differential equations, ma-
trix Sylvester differential equations.
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Introduc¸a˜o
Enquadramento da dissertac¸a˜o e principais resultados obtidos
Esta dissertac¸a˜o enquadra-se na tema´tica da teoria geral de polino´mios or-
togonais sobre a circunfereˆncia unita´ria.
Segundo os autores de [2], historicamente, a teoria de polino´mios ortogonais
sobre a circunfereˆncia unita´ria esta´ ligada a` Ana´lise de Fourier e a` teoria de
func¸o˜es anal´ıticas positivas (ver [16, 26, 62]). Nas duas u´ltimas de´cadas tem-se
verificado um amplo interesse pelo estudo de temas da teoria geral de polino´mios
ortogonais sobre a circunfereˆncia unita´ria, dos quais destacamos: relac¸o˜es de
recorreˆncia de Szego˝, medidas de probabilidade sobre a circunfereˆncia unita´ria,
func¸o˜es de Carathe´odory, func¸o˜es de Schur, matrizes hermitianas de Toeplitz,
fracc¸o˜es cont´ınuas do tipo Perron-Carathe´odory (ver [33, 57, 58] e as refereˆncias
a´ı indicadas). Estes e outros temas da Teoria de Polino´mios Ortogonais Sobre a
Circunfereˆncia Unita´ria teˆm aplicac¸o˜es em diversos campos da Matema´tica tais
como a Teoria da Aproximac¸a˜o, a Teoria de Operadores, a Teoria de Proba-
bilidades, a Teoria de Processamento Digital de Sinal (ver [33, 39, 57, 58] e
as refereˆncias nelas contidas) e, mais recentemente, em Problemas de Riemann-
-Hilbert (ver [6, 48]).
O estudo que apresentamos nesta dissertac¸a˜o incide sobre func¸o˜es de Ca-
rathe´odory que verificam equac¸o˜es diferenciais do tipo Riccati com coeficientes
polinomiais
zAF ′ = BF 2 + CF +D . (1)
No sentido lato, designemos o conjunto de tais func¸o˜es de Carathe´odory de classe
Laguerre-Hahn sobre a circunfereˆncia unita´ria.
Comec¸amos por observar que existe uma bijecc¸a˜o entre a famı´lia das func¸o˜es
ix
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de Carathe´odory e a famı´lia das medidas suportadas sobre a circunfereˆncia uni-
ta´ria (cf. [57, pg. 29]), sendo que uma func¸a˜o de Carathe´odory F tem uma
representac¸a˜o integral em termos de uma medida de Borel positiva µ,
F (z) =
1
2pi
∫ 2pi
0
ξ + z
ξ − z dµ(θ), ξ = e
iθ.
Dada uma tal medida µ, defina-se uma funcional linear no espac¸o dos polino´mios
de Laurent por 〈u, z−n〉 = 1
2pi
∫ 2pi
0
z−ndµ(θ), z = eiθ, n ∈ Z . A sucessa˜o de
polino´mios ortogonais relativamente a µ (equivalentemente, relativamente a` fun-
cional u), {φn}, e´ definida por
1
2pi
∫ 2pi
0
φn(z)φk(1/z)dµ(θ) = Knδn,k, z = e
iθ, Kn > 0, ∀n, k ≥ 0 .
Considere-se ainda que cada φn e´ mo´nico, ou seja, φn = z
n+ termos de grau
inferior. A sucessa˜o {φn} verifica as relac¸o˜es de recorreˆncia de Szego˝, para n ≥ 1,φn(z) = zφn−1(z) + anφ∗n−1(z)φ∗n(z) = φ∗n−1(z) + anzφn−1(z) , (2)
onde φ∗n e´ definido por φ
∗
n(z) = z
nφn(1/z), n ≥ 0, φ0(z) = φ∗0(z) = 1, φ−1(z) =
φ∗−1(z) = 0, e an = φn(0) verificam |an| < 1, ∀n ≥ 1. Por outro lado, o resultado
rec´ıproco tambe´m e´ va´lido, ou seja, dada uma sucessa˜o de nu´meros complexos
(an) tal que |an| < 1, ∀n ≥ 1, os polino´mios definidos por (2) sa˜o ortogonais
relativamente a uma u´nica medida µ (cf. teorema de Favard, [17, 22]). Con-
sequentemente, a teoria de polino´mios ortogonais sobre a circunfereˆncia unita´ria
tambe´m pode ser vista como a teoria de equac¸o˜es vectoriais a`s diferenc¸as de
primeira ordem,
Yn = AnYn−1, Yn =
[
φn
φ∗n
]
, An =
[
z an
anz 1
]
, n ≥ 1 , (3)
sendo (an) uma sucessa˜o de nu´meros arbitra´rios tais que |an| < 1, ∀n ≥ 1. Esta
abordagem foi seguida por Golinskii e Nevai em [25], no estudo de relac¸o˜es entre
as matrizes An e a estrutura de medidas de ortogonalidade. Em [25] obteve-se
F (z) = lim
n→∞
Ω∗n(z)
φ∗n(z)
, |z| < 1 , (4)
onde {Ωn} e´ a sucessa˜o dos polino´mios associados de primeira espe´cie (cf. sec-
c¸a˜o I.4) ((4) foi tambe´m estabelecido por Geronimus, em [22], ao estudar a
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teoria de polino´mios ortogonais sobre a circunfereˆncia unita´ria e a sua ligac¸a˜o
com fracc¸o˜es cont´ınuas, na resoluc¸a˜o do problema de momentos trigonome´trico
(ver [54])). Ale´m disso, a utilizac¸a˜o das equac¸o˜es matriciais (3) permite-nos, por
exemplo, obter explicitamente a func¸a˜o de Carathe´odory associada a` medida que
corresponde a uma transformac¸a˜o nos paraˆmetros an, do tipo an 7→ λan, com
|λ| = 1 , ou do tipo an 7→ an+N , com N ∈ N , e que denotamos, respectiva-
mente, por µ(λan) e µ(an+N). As medidas µ(λan) sa˜o conhecidas na literatura
como medidas de Aleksandrov. Este tipo de medidas surge na teoria de func¸o˜es
anal´ıticas no disco unita´rio, e sa˜o medidas espectrais de operadores auto-adjuntos
(ver [56, 57, 58]). As medidas µ(an+N) foram estudadas por Peherstorfer em [50].
Sendo F a func¸a˜o de Carathe´odory associada a` medida µ(an), veremos que a
func¸a˜o de Carathe´odory associada a` medida de Aleksandrov µ(λan), Fλ, e que a
func¸a˜o de Carathe´odory associada a` medida µ(an+N), F
N , sa˜o func¸o˜es racionais
de F dadas por
Fλ(z) =
(λ− 1) + (1 + λ)F
(1 + λ) + (λ− 1)F , (5)
FN =
(ΩN − Ω∗N) + (φN + φ∗N)F
(ΩN + Ω∗N) + (φN − φ∗N)F
, (6)
onde {φn} e´ a sucessa˜o dos polino´mios ortogonais mo´nicos relativamente a µ(an)
e {Ωn} a sucessa˜o dos polino´mios associados de primeira espe´cie. Obteremos
tambe´m uma representac¸a˜o para as respectivas sucesso˜es de polino´mios ortogo-
nais (cf. secc¸o˜es I.7 e I.8).
Voltemos a` classe Laguerre-Hahn sobre a circunfereˆncia unita´ria. Esta classe
pode ser vista, por um lado, como uma extensa˜o da classe Laguerre-Hahn sobre a
recta real e, por outro, como uma extensa˜o das classes semi-cla´ssica e Laguerre-
-Hahn afim sobre a circunfereˆncia unita´ria.
No caso de ortogonalidade sobre subconjuntos da recta real a classe Laguerre-
-Hahn foi, em grande medida, estudada por Hahn, Maroni, Magnus, Marcella´n e
co-autores (ver [20, 28, 29, 35, 41, 42, 44, 45, 46, 47]). Neste caso, a classe
Laguerre-Hahn foi definida em termos de uma equac¸a˜o diferencial de Riccati
para a func¸a˜o formal de Stieltjes; quando o factor quadra´tico e´ nulo obtemos a
classe semi-cla´ssica (equivalentemente, a classe Laguerre-Hahn afim, pois estas
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duas classes coincidem (cf. [45])), definida em termos de uma equac¸a˜o diferencial
linear de primeira ordem com coeficientes polinomiais para a func¸a˜o formal de
Stieltjes, S, AS ′ = CS + D. Por sua vez, esta equac¸a˜o e´ equivalente a uma
equac¸a˜o de Pearson para a respectiva funcional de ortogonalidade, u, definida
no espac¸o dos polino´mios reais de varia´vel real, D(Au) + C1u = 0 onde D e´ o
operador de derivac¸a˜o e C1 e´ um polino´mio que depende de A e C. A classe semi-
-cla´ssica sobre a recta real e´ caracterizada em termos de relac¸o˜es diferenciais com
coeficientes polinomiais para as respectivas sucesso˜es de polino´mios ortogonais,
{Pn}, conhecidas na literatura como relac¸o˜es de estrutura (ver [44, 45, 46]),
AP ′n = EnPn +DnPn+1, n ≥ 1 , e em termos de equac¸o˜es diferenciais lineares de
segunda ordem com coeficientes polinomiais (ver [28, 29]), AnP
′′
n+BnP
′
n+CnPn =
0, n ≥ 1 ; em particular, se An e Bn na˜o dependerem de n, surgem as sucesso˜es
de polino´mios ortogonais cla´ssicos, ou seja, Jacobi, Laguerre, Hermite e Bessel.
Ainda no caso de ortogonalidade real, destacamos o trabalho de Magnus [36]
acerca de modificac¸o˜es (via um paraˆmetro) de pesos/medidas semi-cla´ssicas sobre
subconjuntos da recta real. Em [36] as sucesso˜es de polino´mios ortogonais rela-
tivamente a este tipo de medidas sa˜o caracterizadas por equac¸o˜es diferenciais do
tipo Painleve´ verificadas pelos respectivos coeficientes da relac¸a˜o de recorreˆncia.
Magnus comec¸ou por deduzir sistemas diferenciais para sucesso˜es semi-cla´ssicas
sobre subconjuntos de R: se {Pn} for ortogonal relativamente a uma func¸a˜o de
Stieltjes S que verifica AS ′ = CS + D, e cuja func¸a˜o peso da respectiva medida
e´ w, enta˜o, para n ≥ 2,
AY ′ =
[
Un − C/2 Θn
Θn−1 −Un − C/2
]
Y, Y =
[
Pn εn/w
Pn−1 εn−1/w
]
, (7)
sendo {εn} a sucessa˜o das func¸o˜es de segunda espe´cie, e Un,Θn polino´mios com
graus independentes de n. Estes sistemas diferenciais teˆm a propriedade de
Painleve´: as singularidades mo´veis do sistema (ou seja, as singularidades que
dependem de cada uma das soluc¸o˜es) sa˜o po´los (cf. [18]). Ao considerar o caso
de as singularidades do sistema (7), ou seja, os zeros do polino´mio A, depen-
derem de um paraˆmetro t, Magnus obteve equac¸o˜es de Painleve´ (P-IV) e trans-
formac¸o˜es de Schlesinger para os coeficientes da relac¸a˜o de recorreˆncia de {Pn};
em particular, obteve este tipo de equac¸o˜es para os coeficientes de sucesso˜es de
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polino´mios ortogonais relativamente a pesos tipo Freud, w(z, t) = e−x
2/4−tx2 (ver
tambe´m [5]).
No caso de ortogonalidade sobre a circunfereˆncia unita´ria a classe semi-cla´ssica
e a classe Laguerre-Hahn afim foram, em grande medida, estudadas por Marcella´n
e Tasis em [39, 61], e por Cachafeiro e Pe´rez em [15, 52] (ver tambe´m o trabalho
de Sua´rez, [59]).
Em [39, 61] foi apresentada, pela primeira vez, a definic¸a˜o de funcional her-
mitiana semi-cla´ssica; uma funcional linear u hermitiana e regular definida no
espac¸o linear dos polino´mios de Laurent foi designada por semi-cla´ssica se exis-
tirem polino´mios A,C tais que u verifica uma equac¸a˜o de Pearson D(Au) = Cu
(D e´ o operador de derivac¸a˜o, definido em II.1), e as respectivas sucesso˜es de
polino´mios ortogonais foram designadas por semi-cla´ssicas. Ale´m disso, mostrou-
-se que se u for uma funcional linear hermitiana verificando D(Au) = Cu, enta˜o:
i) a func¸a˜o de Carathe´odory associada a u verifica zAF ′ = (−iC − zA′)F + D ,
sendo D um polino´mio espec´ıfico que depende de A,C.
ii) a respectiva sucessa˜o de polino´mios ortogonais, {φn}, verifica relac¸o˜es de es-
trutura de coeficientes polinomiais de graus independentes de n, zAφ′n = Gnφn +
Hnφ
∗
n, n ≥ 1 , e {φn} verifica Anφ′′n + Bnφ′n + Cnφn = 0, n ≥ 1, onde An, Bn, Cn
sa˜o polino´mios de graus independentes de n.
Desde enta˜o teˆm sido publicados trabalhos onde se estabelecem propriedades
da classe semi-cla´ssica sobre a circunfereˆncia unita´ria ana´logas a`s estabelecidas
para o caso real, por exemplo, [2, 3, 9, 10, 14, 15, 21, 43], mas os resultados
rec´ıprocos de ii) permanecem em aberto.
Em [15, 52] a classe Laguerre-Hahn afim sobre a circunfereˆncia unita´ria foi
definida em termos de uma equac¸a˜o diferencial de primeira ordem com coeficientes
polinomiais para a se´rie formal G(z) =
+∞∑
n=−∞
cnz
n (cn sa˜o os momentos de uma
funcional linear hermitiana u),
A(z)G′(z) = C1(z)G(z) +H(z) . (8)
E´ estabelecida a equivaleˆncia entre (8) e uma equac¸a˜o distribucional para a res-
pectiva funcional u, D(Au) = Cu + zHL0, onde L0 e´ a funcional de Lebesgue
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na circunfereˆncia e C e´ um polino´mio que depende de A e C1. Ale´m disso,
sa˜o obtidas condic¸o˜es sobre os coeficientes de (8) e sobre os coeficientes de uma
equac¸a˜o diferencial linear para a respectiva func¸a˜o de Carathe´odory, F , zAF ′ =
C1F+D, com A,C1, D polino´mios, de modo a estabelecer o cara´cter semi-cla´ssico
da respectiva funcional u. Sa˜o dados exemplos de func¸o˜es de Carathe´odory que
verificam equac¸o˜es deste tipo e cujas funcionais na˜o sa˜o semi-cla´ssicas, mostrando-
-se assim que no caso da circunfereˆncia unita´ria a classe Laguerre-Hahn afim na˜o
coincide com a classe semi-cla´ssica.
Destacamos ainda o trabalho de Ismail e Witte [31], onde foram estudadas
transformac¸o˜es ana´logas a`s de [36], mas agora relativamente a pesos sobre a
circunfereˆncia unita´ria. Os autores comec¸aram por deduzir equac¸o˜es diferenciais
com coeficientes anal´ıticos para sucesso˜es de polino´mios ortogonais (ortonorma-
dos) sobre a circunfereˆncia unita´ria, {ϕn},
ϕ
′′
n(z) +M(n, z)ϕ
′
n(z) +N(n, z)ϕn(z) = 0 , (9)
sendo que para tal foram determinados operadores Ln,1 e Ln,2, Ln,1 =
d
dz
+
Un, Ln,2 = − ddz − Un−1 + Vn, com Un, Vn func¸o˜es anal´ıticas, e tais que
Ln,2
(
1
Zn
Ln,1
)
ϕn(z) =
Zn−1
z
γnϕn(z) ,
com Zn func¸o˜es anal´ıticas e γn ∈ C, ∀n ≥ 1. A partir da identificac¸a˜o de certos
coeficientes nas equac¸o˜es (9) obtiveram-se relac¸o˜es para an = ϕn(0), e, conse-
quentemente, equac¸o˜es do tipo Freud e tipo Painleve´. Em particular considerou-
-se o peso (semi-cla´ssico) modificado de Bessel sobre a circunfereˆncia unita´ria,
w(z, t) = 1
2piI0(t)
e
1
2
(z+z−1), onde I0 e´ a func¸a˜o de Bessel modificada, e estableceram-
-se equac¸o˜es diferenciais de Painleve´ para os respectivos coeficientes an (agora
an(t)) e tambe´m para rn(t) = an(t)/kn(t), sendo ϕn(z, t) = kn(t)z
n + · · · .
No sentido lato, a classe Laguerre-Hahn sobre a circunfereˆncia unita´ria por
no´s definida conte´m as classes referidas anteriormente: se B = 0 em (1), temos
a classe Laguerre-Hahn afim sobre a circunfereˆncia unita´ria; se B = 0 e C,D
forem polino´mios espec´ıficos em (1), temos a classe semi-cla´ssica sobre a circun-
fereˆncia unita´ria. A classe Laguerre-Hahn sobre a circunfereˆncia unita´ria tambe´m
conte´m a classe de funcionais de segundo grau sobre a circunfereˆncia unita´ria
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(ver [14]) e as transformac¸o˜es do tipo racional-linear de func¸o˜es de Carathe´odory
na classe Laguerre-Hahn (cf. [11]). Em particular, a classe Laguerre-Hahn e´
fechada para transformac¸o˜es associadas a medidas de Aleksandrov, ou seja, do
tipo (5); tambe´m e´ fechada para transformac¸o˜es do tipo (6).
Nesta dissertac¸a˜o, o nosso principal objectivo e´ o de apresentar caracterizac¸o˜es
da classe Laguerre-Hahn, em termos de relac¸o˜es diferenciais, e obter uma repre-
sentac¸a˜o para as respectivas sucesso˜es de polino´mios ortogonais. Salientamos
desde ja´ que as sucesso˜es semi-cla´ssicas teˆm um um papel fundamental, pois a re-
presentac¸a˜o de sucesso˜es de polino´mios ortogonais Laguerre-Hahn que obteremos
no cap´ıtulo IV e´ dada em termos de sucesso˜es semi-cla´ssicas.
Vejamos, de modo resumido, quais os principais resultados desta dissertac¸a˜o.
No cap´ıtulo II estabelecemos a equivaleˆncia entre a equac¸a˜o (1) e uma equac¸a˜o
distribucional para a respectiva funcional u, D(Au) = B1u2 + C1u+H1L0, onde
B1, C1, H1 sa˜o polino´mios definidos em termos de A,B,C,D e L0 e´ a funcional
de Lebesgue sobre a circunfereˆncia unita´ria. Deste modo, obtemos os resultados
ana´logos aos estabelecidos por Maroni em [45] no caso de ortogonalidade sobre
subconjuntos de R.
No cap´ıtulo III focamos a nossa atenc¸a˜o na caracterizac¸a˜o da classe Laguer-
re-Hahn sobre a circunfereˆncia unita´ria em termos de relac¸o˜es de estrutura de
primeira ordem e em termos de equac¸o˜es diferenciais de segunda ordem. As carac-
terizac¸o˜es que aqui apresentamos foram essencialmente motivadas pelos trabalhos
de Hahn [28, 29], onde se caracteriza a classe semi-cla´ssica no caso real atrave´s
de equac¸o˜es diferenciais de segunda ordem de coeficientes polinomiais. Dada
uma func¸a˜o de Carathe´odory F , sejam {φn}, {Ωn} e {Qn}, respectivamente, a
sucessa˜o dos polino´mios ortogonais mo´nicos, a sucessa˜o dos polino´mios associados
de primeira espe´cie e a sucessa˜o das func¸o˜es de segunda espe´cie relativamente a F ,
e considerem-se os vectores ψ1n = [φn −Ωn]T , ψ2n = [φ∗n Ω∗n]T , n ≥ 1. Mostramos
que F verifica zAF ′ = BF 2 + CF + D se, e somente se, {ψ1n} e {Qn} verificam,
para n ≥ 1, as relac¸o˜es de estruturazA(ψ1n)′ = Mn,1ψ1n +Nn,1ψ2nzAQ′n = (ln,1 + C/2 +BF )Qn + Θn,1Q∗n , (10)
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onde Mn,1, Nn,1 sa˜o matrizes de ordem dois de elementos polinomiais de graus
independentes de n, e ln,1,Θn,1 polino´mios de graus independentes de n (cf. teo-
rema III.1). Esta equivaleˆncia e´ um resultado central no nosso trabalho pois, por
um lado, as equac¸o˜es (10) sera˜o reinterpretadas, no cap´ıtulo IV, em termos de
equac¸o˜es matriciais de Sylvester, e tal permitir-nos-a´ obter uma representac¸a˜o
para a respectiva sucessa˜o de polino´mios ortogonais; por outro lado, tendo em
atenc¸a˜o as equac¸o˜es (10), vemos que as equac¸o˜es diferenciais que surgem natu-
ralmente na classe Laguerre-Hahn sobre a circunfereˆncia unita´ria sa˜o equac¸o˜es
diferenciais de ordem dois para {ψ1n} e para {Qn}. Assim, mostramos a equiva-
leˆncia entre zAF ′ = BF 2 + CF + D e as equac¸o˜es vectoriais de segunda ordem,
para n ≥ 1, A˜n,1 I(ψ1n)
′′
+ Bn,1(ψ1n)′ + Cn,1(ψ1n) = 02×1
A˜n,1(Qn)
′′
+ B˜n,1Q′n + C˜n,1Qn = 0 ,
onde Bn,1, Cn,1 sa˜o matrizes de ordem dois de elementos polinomiais, B˜n,1, C˜n,1 sa˜o
func¸o˜es anal´ıticas no disco unita´rio, A˜n,1 e´ um polino´mio e I e´ a matriz identidade
de ordem dois (cf. teorema III.2).
No cap´ıtulo IV establelecemos a ligac¸a˜o entre a classe Laguerre-Hahn sobre
a circunfereˆncia unita´ria (no sentido lato) e a teoria de equac¸o˜es diferenciais
matriciais de Sylvester. Tal como ja´ referimos, reinterpretamos as equac¸o˜es (10)
obtidas no cap´ıtulo III, o que nos permite estabelecer a equivaleˆncia entre zAF ′ =
BF 2+CF+D e dois sistemas de equac¸o˜es matriciais de Sylvester para as sucesso˜es
{Yn} e {Qn}, sendo Yn =
[
φn −Ωn
φ∗n Ω
∗
n
]
, Qn =
[
−Qn
Q∗n
]
, n ≥ 1 ,
zAY ′n = BnYn − YnC , (11)
zAQ′n = (Bn +BF +
C
2
I)Qn ,
com Bn matrizes de entradas polinomiais de graus independentes de n e C dada
por C =
[
C/2 −D
B −C/2
]
. Ale´m disso, utilizando as relac¸o˜es de recorreˆncia de
Szego˝ na forma matricial (3), deduzimos equac¸o˜es diferenciais de Sylvester para
as matrizes An, zAA′n = BnAn − AnBn−1, n ≥ 1. Estas relac¸o˜es sa˜o ana´logas
a`s equac¸o˜es obtidas por Ismail e Witte em [31], no caso da ortogonalidade so-
bre a circunfereˆncia, e a`s equac¸o˜es deduzidas por Magnus em [36], no caso de
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ortogonalidade sobre subconjuntos de R. Como consequeˆncia das equac¸o˜es an-
teriores, estabelecemos a seguinte caracterizac¸a˜o para sucesso˜es de polino´mios
ortogonais sobre a circunfereˆncia pertencentes a` classe semi-cla´ssica: se {φn} for
uma sucessa˜o de polino´mios ortogonais mo´nicos relativamente a uma medida (as-
sociada a um peso w), enta˜o uma condic¸a˜o necessa´ria e suficiente para que {φn}
seja semi-cla´ssica e´ a sucessa˜o dada por Y˜n =
[
φn −Qn/w
φ∗n Q
∗
n/w
]
, n ≥ 1 , verificar
sistemas diferenciais do tipo Sylvester
zAY˜ ′n = BnY˜n, Bn ∈M2×2(P), com tr(Bn) = nA . (12)
Obtemos assim uma extensa˜o do resultado de Magnus publicado em [36], acerca
de sucesso˜es semi-cla´ssicas na recta real. Por outro lado, aplicando o Lema de
Radon (cf. [32, 53]), obtemos que a soluc¸a˜o da equac¸a˜o de Sylvester (11) e´ dada
por Yn = Pn L−1 , ∀n ≥ 1 , onde Pn e L verificam, respectivamente,zA(z)L′(z) = C(z)L(z)L(z0) = I e
zA(z)P ′n(z) = Bn(z)Pn(z)Pn(z0) = Yn(z0) , n ≥ 1 .
Tendo em atenc¸a˜o a caracterizac¸a˜o de famı´lias semi-cla´ssicas previamente obtida,
mostraremos que um sistema fundamental de soluc¸o˜es do sistema anterior e´ dado
por Pn = e
∫ z
z1
C˜
tA
dt
[
φ˜n −Q˜n/w˜
(φ˜n)
∗ (Q˜n)∗/w˜
]
, onde {φ˜n} e´ uma sucessa˜o de polino´mios
ortogonais relativamente a um peso semi-cla´ssico w˜, {Q˜n} e´ a respectiva sucessa˜o
de func¸o˜es de segunda espe´cie, e C˜ e´ um polino´mio devidamente caracterizado.
Assim, mostramos que F , verificando zAF ′ = BF 2 + CF + D, e´ uma trans-
formac¸a˜o racional-linear de uma func¸a˜o de Carathe´odory F˜ semi-cla´ssica, sendo
F˜ associada a w˜, e e´ obtida uma factorizac¸a˜o para Yn, para todo o n ≥ 1, em
termos de uma famı´lia semi-cla´ssica (cf. teorema IV.8).
Notas pre´vias
Vejamos algumas notas acerca de temas de estudo referidos anteriormente.
Observemos que poder´ıamos ter considerado o sistema (12) sujeito a de-
formac¸o˜es do mesmo tipo que as consideradas em [31] e [36], e enta˜o fazer um
estudo ana´logo aos estudos a´ı realizados. Mais: poder-se-ia considerar o mesmo
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tipo de deformac¸o˜es para a classe Laguerre-Hahn, tendo em atenc¸a˜o as equac¸o˜es
de Sylvester (11) e a respectiva representac¸a˜o para Yn, Yn = Pn L−1 , n ≥ 1. Na˜o
fomos ta˜o longe, mas este tema fica proposto para um trabalho futuro.
Em [9] estendemos a noc¸a˜o de pares (de medidas) coerentes da recta real
(ver [30, 49]) a arcos de Jordan e curvas do plano complexo. No caso da cir-
cunfereˆncia unita´ria obtemos que, dado um par coerente (µ0, µ1), a funcional
linear associada a µ1 e´ uma transformac¸a˜o racional espec´ıfica da funcional linear
associada a µ0. Pode ver-se que as relac¸o˜es de estrutura com coeficientes poli-
nomiais para sucesso˜es de polino´mios ortogonais sobre a circunfereˆncia unita´ria,
assim como a “quase-ortogonalidade sobre a circunfereˆncia unita´ria”, teˆm aqui
um papel fundamental (cf. teoremas 3 e 4). Em particular, damos uma condic¸a˜o
suficiente para o cara´cter semi-cla´ssico de uma sucesssa˜o de polino´mios ortogonais
mo´nicos sobre a circunfereˆncia unita´ria, {φn}, que verifique, ∀n ≥ 1,
zA(z)φ′n(z) = Gn(z)φn(z) +Hn(z)φ
∗
n(z)
zA(z)(φ∗n)
′(z) = Sn(z)φn(z) + Tn(z)φ∗n(z) ,
onde Gn, Hn, Sn, Tn sa˜o polino´mios de graus independentes de n. Note-se que
estas relac¸o˜es de estrutura esta˜o presentes na classe Laguerre-Hahn afim (cf. co-
rola´rio III.1)).
O tema “quase-ortogonalidade” na˜o foi por no´s abordado nesta dissertac¸a˜o.
Notemos que, comparativamente com o caso real, poucos trabalhos teˆm sido
publicados respeitantes a este tema sobre a circunfereˆncia unita´ria (basta ter
em atenc¸a˜o o cap´ıtulo I de [8] e as refereˆncias a´ı citadas, em contraposic¸a˜o com
os trabalhos sobre a circunfereˆncia unita´ria, essencialmente [3, 21, 40]). Fica
tambe´m proposto para trabalho futuro o estudo de relac¸o˜es de quase-ortogonali-
dade na classe Laguerre-Hahn sobre a circunfereˆncia unita´ria.
Notac¸o˜es e nomenclatura
Adopta´mos o s´ımbolo  para indicar o final de uma demonstrac¸a˜o. Na ge-
neralidade omitiremos a demonstrac¸a˜o dos resultados ja´ conhecidos na literatura
(por exemplo, os resultados do cap´ıtulo I surgem, na sua maioria, sem demons-
trac¸a˜o). Nos casos em que desejemos evidenciar certas te´cnicas na demonstrac¸a˜o
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de um resultado conhecido esta sera´ apresentada, mas podendo acontecer que
a demonstrac¸a˜o apresentada na˜o seja exactamente a mesma que se encontra na
refereˆncia bibliogra´fica indicada; nestes casos, este facto sera´ referido.
Representaremos as sucesso˜es de nu´meros complexos por (·n) (pareˆntesis cur-
vos) e as sucesso˜es de func¸o˜es por {·n} (chavetas).
Considere-se {ϑn} uma sucessa˜o de func¸o˜es, com n ∈ N, e P uma propriedade.
Geralmente, ao longo do texto (especialmente no cap´ıtulo III) escreveremos
{ϑn} verifica P.
em vez de:
ϑn verifica P, para todo o n ∈ N .
Designaremos por matriz escalar uma matriz do tipo α I, onde α e´ um escalar
e I e´ a matriz identidade.
Por domı´nio entendemos um conjunto aberto e conexo do plano complexo, C.
Seguem-se algumas notac¸o˜es que utilizaremos ao longo do texto:
D = {z ∈ C : |z| < 1} - disco unita´rio ;
N = {1, 2, ...} ;
T = {z ∈ C : |z| = 1} ;
δn,m =
1 se n = m0 se n 6= m ;
adj(X) - adjunta da matriz X ;
R+ - conjunto das funcionais lineares hermitianas definidas positivas ;
R - conjunto das funcionais lineares hermitianas regulares ;
const - constante ;
det(X) - determinante da matriz X ;
[X ]i,j - elemento da matriz X na posic¸a˜o (i, j), i, j = 1, 2 ;
Mn×m(P) - espac¸o das matrizes tipo n×m, de elementos polinomiais ;
Λ′ - espac¸o dual alge´brico de Λ ;
P - espac¸o vectorial dos polino´mios de coeficientes complexos ;
Pn - espac¸o vectorial dos polio´mios de grau menor do que ou igual a n ;
Λ - espac¸o vectorial dos polino´mios de Laurent ;
Γ - func¸a˜o Gamma ;
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L0 - funcional de Lebesgue sobre a circunfereˆncia ;
J - matriz definida por
[
1 0
0 −1
]
;
I - matriz identidade de ordem dois ;
<e(f) - parte real da func¸a˜o f ;
SPOM - sucessa˜o de polino´mios ortogonais mo´nicos ;
tr(X) - trac¸o da matriz X ;
T(a,b;c,d) - transformac¸a˜o do tipo racional-linear dada por T (F ) =
a+ bF
c+ dF
.
CAPI´TULO I
Teoria geral de polino´mios ortogonais sobre a
circunfereˆncia unita´ria
Neste cap´ıtulo apresentamos os resultados ba´sicos da teoria geral de polino´-
mios ortogonais sobre a circunfereˆncia unita´ria que necessitaremos nos restantes
cap´ıtulos. Os resultados que apresentamos nas secc¸o˜es 1 a 5 sa˜o, na sua maioria,
devidos a Szego˝ ou a Geronimus (ver [23, 24, 60]). Na secc¸a˜o 6 apresentamos as
relac¸o˜es de recorreˆncia de Szego˝ na forma matricial; estas relac¸o˜es de recorreˆncia
sera˜o utilizadas nos cap´ıtulos III e IV. As secc¸o˜es 7 e 8 teˆm uma dupla finalidade:
por um lado, apresentar as func¸o˜es de Carathe´odory que correspondem a`s medidas
de Aleksandrov e a`s medidas de ortogonalidade dos polino´mios associados de
ordem N , sobre as quais reincidira´ o nosso estudo no cap´ıtulo II; por outro lado,
ao apresentarmos a demonstrac¸a˜o dos respectivos teoremas, evidenciar as relac¸o˜es
de recorreˆncia na forma matricial previamente apresentadas.
1. Funcionais hermitianas
Consideremos a circunfereˆncia unita´ria,
T = {z ∈ C : |z| = 1} = {eiθ : θ ∈ [0, 2pi[},
o espac¸o vectorial dos polino´mios com coeficientes complexos,
P = {pn : pn(z) =
n∑
k=0
akz
k, ak, z ∈ C, n = 0, 1, . . . },
e o espac¸o vectorial dos polino´mios de Laurent,
Λ = {Λm,n : Λm,n(z) =
n∑
k=m
akz
k, ak ∈ C, m, n ∈ Z}.
Consideremos u : Λ −→ C uma funcional linear cujos momentos sa˜o definidos
por
〈u, z−n〉 = cn, n ∈ Z.
1
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Assim, se P (z) =
∑n
k=m αkz
k, temos 〈u, P (z)〉 =
n∑
k=m
αkck. Associamos a` sucessa˜o
de momentos (cn) a matriz hermitiana de Toeplitz
M =

c0 c1 · · · cn · · ·
c1 c0 · · · cn−1 · · ·
...
...
. . .
...
cn cn−1 · · · c0
...
...
...
. . .

e denotamos por ∆n o menor principal de M de ordem n+ 1, ou seja,
∆n =
∣∣∣∣∣∣∣
c0 · · · cn
...
. . .
...
cn · · · c0
∣∣∣∣∣∣∣ , n ∈ N, ∆0 = c0, ∆−1 = 1 .
DEFINIC¸A˜O I.1 ([23, 60]). Uma funcional linear u : Λ→ C diz-se:
a) hermitiana se verificar c−n = cn,∀n ∈ N,
b) regular ou quasi-definida se ∆n 6= 0,∀n ∈ N,
c) definida positiva se ∆n > 0,∀n ∈ N.
Doravante utilizaremos a notac¸a˜o R para designar o conjunto constitu´ıdo
pelas funcionais lineares hermitianas regulares, e R+ para designar o conjunto
constitu´ıdo pelas funcionais lineares hermitianas definidas positivas.
Apresentamos, como primeiros exemplos de funcionais hermitianas, as fun-
cionais (normalizadas) de Lebesgue e de Dirac, respectivamente L0 e δa com
|a| = 1, definidas em termos dos seus momentos por
〈L0, z−n〉 =
1 se n = 00 se n ∈ Z \ {1} e 〈δa, z−n〉 = a−n, ∀n ∈ Z .
Ale´m disso, a funcional de Lebesgue e´ definida positiva e tem uma representac¸a˜o
em termos de um integral associado a` medida de Lebesgue suportada em T, ou
seja,
〈L0, z−n〉 = 1
2pi
∫ 2pi
0
z−ndθ, z = eiθ, ∀n ∈ Z .
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Uma funcional linear u hermitiana regular induz em Λ×Λ um produto interno
generalizado, definido por
〈·, ·〉u : Λ× Λ −→ C
〈P (z), Q(z)〉u = 〈u, P (z)Q(1/z)〉 .
DEFINIC¸A˜O I.2. Seja u uma funcional linear hermitiana e {φn} uma sucessa˜o
de polino´mios de varia´vel complexa tal que gr(φn) = n, n = 0, 1, ... . {φn}
designa-se por sucessa˜o de polino´mios ortogonais relativamente a u se ∀n,m ≥ 0,
〈φn(z), φm(z)〉u = 〈u, φn(z)φm(1/z)〉 = Knδm,n, Kn 6= 0 . (I.1)
Se cada φn for mo´nico, ou seja, φn(z) = z
n+termos de grau inferior, enta˜o {φn}
designa-se por sucessa˜o de polino´mios ortogonais mo´nicos e sera´ denotada por
SPOM.
OBSERVAC¸A˜O .
1. Nas condic¸o˜es da definic¸a˜o anterior, diremos tambe´m que {φn} e´ uma sucessa˜o
de polino´mios ortogonais sobre T.
2. Ao longo do texto referir-nos-emos a` ortogonalidade do tipo (I.1) como orto-
gonalidade hermitiana ou ainda ortogonalidade complexa.
TEOREMA I.1 ([60]). Seja u uma funcional linear hermitiana. u ∈ R se, e
somente se, existir uma sucessa˜o de polino´mios, {φn}, ortogonais relativamente
a u. Ale´m disso, {φn} e´ representada em termos dos momentos cn de u por
φ0(z) = 1 ,
φn(z) =
1
∆n−1
∣∣∣∣∣∣∣∣∣∣
c0 c1 · · · cn
...
...
...
cn−1 cn−2 · · · c1
1 z · · · zn
∣∣∣∣∣∣∣∣∣∣
, n ∈ N .
OBSERVAC¸A˜O . A sucessa˜o de polino´mios ortogonais e´ u´nica a menos de uma
constante. Assim, uma vez fixado o coeficiente do termo de maior ordem em zn,
para cada n ≥ 0, podemos afirmar que existe uma u´nica sucessa˜o de polino´mios
ortogonais relativamente a uma funcional linear regular.
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Se u for definida positiva, enta˜o 〈·, ·〉u dado por (I.1) define um produto interno
em Λ e, neste caso, veremos que u tem uma representac¸a˜o integral associada a
uma medida de Borel. O teorema seguinte pode ser encontrado em [23, 24, 60].
TEOREMA I.2. Seja u uma funcional linear hermitiana. Se u ∈ R+, enta˜o
existe uma medida de Borel positiva, µ, tal que
〈u, z−n〉 = 1
2pi
∫ 2pi
0
z−ndµ(θ), z = eiθ, ∀n ∈ Z .
OBSERVAC¸A˜O . No caso definido positivo, a condic¸a˜o de ortogonalidade (I.1)
vem dada por
1
2pi
∫ 2pi
0
φn(z)φm(1/z)dµ(θ) = Knδm,n, z = e
iθ, Kn > 0
e diremos que {φn} e´ ortogonal relativamente a` medida µ.
DEFINIC¸A˜O I.3 ([60]). Seja {φn} uma sucessa˜o de polino´mios ortogonais mo´-
nicos sobre T. Os paraˆmetros an = φn(0), n ≥ 0 , sa˜o designados por coeficientes
de reflexa˜o de {φn}.
LEMA I.1 ([23, 60]). Seja u uma funcional linear hermitiana, {φn} a SPOM
relativamente a u, e (an) a sucessa˜o dos coeficientes de reflexa˜o de {φn}. Enta˜o,
∀n ∈ N,
∆n
∆n−1
=
n∏
k=1
(1− |ak|2) e 1− |an|2 = ∆n∆n−2
∆2n−1
.
Logo,
a) u ∈ R se, e somente se, |an| 6= 1,∀n ∈ N .
b) u ∈ R+ se, e somente se, |an| < 1,∀n ∈ N .
2. Polino´mios de Bernstein-Szego˝
Consideremos um polino´mio Pk cujas ra´ızes na˜o esta˜o no interior do disco
unita´rio, com Pk(0) > 0, e seja qk(θ) = |Pk(eiθ)|2 .
A sucessa˜o de polino´mios ortogonais de Bernstein-Szego˝ define-se por
φn(z) =
zn, n = 0, 1, . . . , k − 1zn−kPk(z), n ≥ k .
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Verifica-se que {φn} e´ ortogonal relativamente a` funcional linear definida por
(ver, por exemplo, [8, 60])
〈u, zn〉 = 1
2pi
∫ 2pi
0
zn
dθ
|Pk(eiθ)|2 , z = e
iθ, n ∈ Z ,
ou seja, relativamente a` medida ν dada por
dν(θ) =
1
qk(θ)
dθ .
De facto, se m,n ≥ k, temos
1
2pi
∫ 2pi
0
φn(z)φm(1/z)
1
qk(θ)
dθ
=
1
2pi
∫ 2pi
0
zn−kPk(z)zk−mPk(z)
1
|Pk(eiθ)|2dθ
=
1
2pi
∫ 2pi
0
zn−mdθ = δm,n, z = eiθ .
Se m,n < k ou se (m < k e n ≥ k) ou (m ≥ k e n < k), temos, pelo teorema de
Cauchy (ver [1]),
1
2pi
∫ 2pi
0
φn(z)φm(1/z)
1
qk(θ)
dθ = δn,m .
3. Relac¸o˜es de recorreˆncia de Szego˝
3.1. O operador ∗m.
Comec¸amos por definir um operador, linear em Λ′, que utilizaremos ao longo
do nosso trabalho. Dado m ∈ N e f func¸a˜o anal´ıtica, f ∗m e´ dada por
f ∗m(z) = zmf(1/z).
Assim, se f(z) =
∑+∞
k=0 bkz
k, temos f ∗m(z) =
+∞∑
k=0
bkz
−k .
DEFINIC¸A˜O I.4. Seja P um polino´mios com gr(P ) = m. Enta˜o, P ∗m designa-
-se por polino´mio rec´ıproco de P . Se se verificar P (z) = ηP ∗m(z) , com |η| = 1,
enta˜o P designa-se por polino´mio auto-rec´ıproco.
OBSERVAC¸A˜O . Se gr(P ) = m omitiremos o ı´ndice m, ou seja, escreveremos
apenas P ∗.
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De seguida indicamos algumas propriedades que utilizaremos ao longo do
trabalho (ver [61]).
LEMA I.2. Seja P ∈ Pn. Enta˜o,
(P ∗m(z))∗m = P (z)
(zP ′(z))∗n = (P ′(z))∗n−1
z(P ∗n(z))′ = nP ∗n(z)− (P ′(z))∗n−1 (I.2)
(P
′′
(z))∗n−2 = (n− 1)nP ∗(z)− 2(n− 1)z(P ∗(z))′ + z2(P ∗(z))′′ (I.3)
onde m ∈ N.
Demonstrac¸a˜o: Escrevamos
P (z) = b0 + b1z + b2z
2 + · · ·+ bmzm, m ≤ n.
A primeira e a segunda equac¸a˜o sa˜o imediatas. A equac¸a˜o (I.2) encontra-se
demontrada em [61], e resulta das equac¸o˜es
P ∗n(z) = b0zn + b1zn−1 + · · ·+ bmzn−m ,
z(P ∗n(z))′ = nb0zn + (n− 1)b1zn−1 + · · ·+ (n−m)bmzn−m ,
(P ′(z))∗n−1 = b1zn−1 + 2b2zn−2 + · · ·+mbmzn−m .
Para deduzir (I.3) consideramos (I.2) para P ′, e obtemos
(P
′′
)∗n−1 = n(P ′)∗n − z ((P ′)∗n)′ ,
ou seja,
(P
′′
)∗n−1 = nz(P ′)∗n−1 − z (z(P ′)∗n−1)′ .
Se usarmos (I.2) na equac¸a˜o anterior obtemos
(P
′′
)∗n−1 = nz (nP ∗n − z(P ∗n)′)− z [nzP ∗n − z2(P ∗n)′]′ ,
ou seja,
(P
′′
)∗n−1 = n2zP ∗n − nz2(P ∗n)′ − z
[
nP ∗n + nz(P ∗n)′ − 2z(P ∗n)′ − z2((P ∗n)′′)
]
.
Logo,
(P
′′
)∗n−1 = n(n− 1)zP ∗n − 2z2(n− 1)(P ∗n)′ + z3(P ∗n)′′ .
Uma vez que (P
′′
(z))∗n−1 = z(P
′′
(z))∗n−2 , segue-se o requerido. 
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3.2. Relac¸o˜es de recorreˆncia de Szego˝ e teorema de Favard.
As sucesso˜es de polino´mios ortogonais sobre a circunfereˆncia verificam relac¸o˜es
de recorreˆncia conhecidas na literatura como relac¸o˜es de recorreˆncia de Szego˝.
TEOREMA I.3 ([60]). Seja {φn} uma SPOM sobre T. Enta˜o, {φn} verifica as
seguintes relac¸o˜es de recorreˆncia, equivalentes entre si, para n ∈ N ,
R1) φn(z) = zφn−1(z) + anφ∗n−1(z)
R2) φn(z) = (1− |an|2)zφn−1(z) + anφ∗n(z)
R3) φ
∗
n(z) = φ
∗
n−1(z) + anzφn−1(z)
R4) φ
∗
n(z) = (1− |an|2)φ∗n−1(z) + anφn(z)
com an = φn(0). Ale´m disso, se φn(0) 6= 0, ∀n ∈ N, {φn} verifica a relac¸a˜o de
recorreˆncia a treˆs termos
anφn+1(z) = (zan + an+1)φn(z)− zφn+1(0)(1− |an|2)φn−1(z), n ∈ N ,
φ0(z) = 1, φ1(z) = z + a1 .
OBSERVAC¸A˜O . Os polino´mios φ∗n sa˜o conhecidos, na literatura de polino´mios
ortogonais, como polino´mios reversos (cf. [60]).
De seguida enunciamos o teorema de Favard para o caso regular e para o caso
definido positivo (ver [17, 22, 33, 60]; em [4] encontram-se extenso˜es do teorema
de Favard).
TEOREMA I.4. Seja (an) uma sucessa˜o de nu´meros complexos tal que |an| <
1, ∀n ∈ N. Enta˜o, existe uma medida de Borel positiva, µ, com suporte em T, tal
que a sucessa˜o de polino´mios definida pela relac¸a˜o de recorreˆncia R1 e´ ortogonal
relativamente a µ.
Seja (an) uma sucessa˜o de nu´meros complexos tal que |an| 6= 1,∀n ∈ N. Enta˜o,
existe uma funcional linear hermitiana regular u tal que a sucessa˜o de polino´mios
definida pela relac¸a˜o de recorreˆncia R1 e´ a sucessa˜o de polino´mios ortogonais
relativamente a u.
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4. Func¸o˜es fundamentais
Nesta secc¸a˜o apresentamos definic¸o˜es de algumas func¸o˜es que sera˜o utilizadas
subsequentemente, assim como algumas das suas principais propriedades. Uti-
lizaremos a notac¸a˜o 〈uθ, .〉 para designar a acc¸a˜o da funcional linear u sobre
a varia´vel θ, com θ ∈ [0, 2pi]. Se H0(z) =
∑+∞
j=0 bjz
j, bj ∈ C, escreveremos
H0(z) = O(zν) se b0 = · · · = bν−1 = 0. Se H∞(z) =
∑+∞
j=0 bjz
−j, escrevere-
mos H∞(z) = O(z−ν) se b0 = · · · = bν−1 = 0.
4.1. Func¸a˜o de Carathe´odory.
Comec¸amos por apresentar a definic¸a˜o de func¸a˜o de Carathe´odory (ver, por
exemplo, [57, pg. 25]).
DEFINIC¸A˜O I.5. Seja F uma func¸a˜o anal´ıtica no disco unita´rio D = {z ∈ C :
|z| < 1}. F e´ uma func¸a˜o de Carathe´odory se F (0) = 1 e <e(F ) > 0 em D. A
func¸a˜o de Carathe´odory designa-se por trivial se for uma func¸a˜o racional cujos
po´los esta˜o em T e se for puramente imagina´ria em todos os pontos regulares
de T.
Se considerarmos uma medida de probabilidade, µ, suportada em T facilmente
se verifica que a func¸a˜o definida por
F (z) =
1
2pi
∫ 2pi
0
eiθ + z
eiθ − z dµ(θ)
e´ uma func¸a˜o de Carathe´odory. Veremos, no teorema seguinte, que o rec´ıproco
tambe´m e´ va´lido (cf. [57, pg. 29]) e, assim, e´ estabelecida uma relac¸a˜o biun´ıvoca
entre func¸o˜es de Carathe´odory e medidas de probabilidade suportadas em T.
TEOREMA I.5. (Representac¸a˜o de Herglotz) Se F for uma func¸a˜o de Cara-
the´odory, enta˜o F admite a representac¸a˜o
F (z) =
1
2pi
∫ 2pi
0
eiθ + z
eiθ − zdµ(θ) (I.4)
para uma u´nica medida de probabilidade µ suportada em T.
O seguinte resultado pode ser encontrada, por exemplo, em [51].
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LEMA I.3. A func¸a˜o de Carathe´odory (I.4) admite as expanso˜es assimpto´ticas
F (z) = 1 + 2
+∞∑
k=1
ckz
k, |z| < 1 (I.5)
F (z) = −1− 2
+∞∑
k=1
ckz
−k, |z| > 1 (I.6)
onde (cn) e´ a sucessa˜o dos momentos da medida associada a F , com c0 = 1.
Demonstrac¸a˜o: Uma vez que
eiθ + z
eiθ − z =

1 + 2
+∞∑
k=1
e−ikθzk, |z| < 1
−1− 2
+∞∑
k=1
eikθz−k, |z| > 1
(I.7)
(no sentido de convergeˆncia uniforme sobre compactos de |z| < 1 e |z| > 1,
respectivamente), se |z| < 1 temos que
1
2pi
∫ 2pi
0
eiθ + z
eiθ − zdµ(θ) =
1
2pi
∫ 2pi
0
1dµ(θ) + 2
+∞∑
k=1
(
1
2pi
∫ 2pi
0
e−ikθdµ(θ)
)
zk .
Assim, obtemos (I.5).
Se |z| > 1, ca´lculos ana´logos aos anteriores permitem-nos obter (I.6). 
No que se segue consideraremos u ∈ R cuja sucessa˜o de momentos e´ (cn).
Uma vez que para cada θ ∈ [0, 2pi[ e´ va´lida a expansa˜o assimpto´tica (I.7), temos,
formalmente,
1
2pi
〈uθ, e
iθ + z
eiθ − z 〉 = 1 + 2
+∞∑
k=1
ckz
k, |z| < 1 (I.8)
1
2pi
〈uθ, e
iθ + z
eiθ − z 〉 = −1− 2
+∞∑
k=1
ckz
−k, |z| > 1 . (I.9)
Esta observac¸a˜o motiva a seguinte definic¸a˜o.
DEFINIC¸A˜O I.6. Seja u ∈ R. A func¸a˜o F definida por
F (z) =
1
2pi
〈uθ, e
iθ + z
eiθ − z 〉, |z| 6= 1 (I.10)
designa-se por func¸a˜o formal de Carathe´odory (associada a u).
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OBSERVAC¸A˜O .
1. Se u for definida positiva podemos associar-lhe uma medida, µ, e, assim, a
func¸a˜o de Carathe´odory (I.10) e´ representada por (I.4).
2. De (I.8) e (I.9) temos que a func¸a˜o formal de Carathe´odory (I.10) verifica
F (1/z) = −F (z).
O lema que se segue foi estabelecido em [50], e da´-nos uma representac¸a˜o
para a medida associada.
LEMA I.4. Seja F uma func¸a˜o anal´ıtica em |z| < 1 com po´los simples em
zk ∈ C, |zk| = 1, k = 1, ..., n, e tal que limz→zk F (z)(z − zk) = γk e γk/zk ∈ R.
Ale´m disso, suponhamos que os limites limz→eiφ <e{F (z) −
∑n
k=1 γk/(z − zk)}
existem q.c. em [0, 2pi] e sa˜o Lp integra´veis em [0, 2pi], com p ∈]0,∞[. Enta˜o,
F (z) =
1
2pi
∫ 2pi
0
eiθ + z
eiθ − zdσ(θ) ,
com
dµ(θ) = (<eF (eiθ)− const )dθ −
n∑
k=1
piγk
zk
δzk , (I.11)
onde <eF (eiθ) = limz→eiθ <eF (z) , const =
n∑
k=1
γk
2zk
, e δzk denota a medida de
Dirac em zk.
Do lema anterior temos o corola´rio que se segue.
COROLA´RIO I.1. Seja F uma func¸a˜o de Carathe´odory e µ a medida associada.
Se F for racional, com po´los simples em zk ∈ C, |zk| = 1, k = 1, ..., n, e tal que
lim
z→zk
F (z)(z − zk) = γk com γk/zk ∈ R, enta˜o
dµ(θ) = −2 const dθ −
n∑
k=1
piγk
zk
δzk , (I.12)
onde const =
n∑
k=1
γk
2zk
.
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Demonstrac¸a˜o: Seja F (z) =
n0∑
k=1
γk
z − zk . Uma vez que
γk
z − zk = −
γk
2zk
(
zk + z
zk − z + 1
)
e, para zk = e
iθk , se tem que
<e
{
zk + e
iθ
zk − eiθ
}
= 0, ∀θ ∈ [0, 2pi] \ {θk},
enta˜o
<e(F (eiθ)) = −
n0∑
k=1
γk
2zk
.
Se utilizarmos a igualdade anterior em (I.11) obtemos (I.12). 
Salientamos o caso de F ser uma func¸a˜o formal de Carathe´odory associada
a uma funcional u ∈ R : se F for racional, enta˜o u e´ dada pela representac¸a˜o
distribucional
u = −2 constL0−
n∑
k=1
piγk
zk
δzk , const =
n∑
k=1
γk
2zk
. (I.13)
Esta e´ uma leitura funcional de (I.12).
4.2. Polino´mios associados de primeira espe´cie.
A definic¸a˜o, o lema, e o corola´rio seguintes podem ser encontrados em [23, 24].
DEFINIC¸A˜O I.7. Seja {φn} uma SPOM relativamente a u ∈ R. Os polino´mios
definidos por
Ω0(z) = 1 e Ωn(z) =
1
2pi
〈uθ, e
iθ + z
eiθ − z
(
φn(e
iθ)− φn(z)
)〉, n ∈ N ,
definem uma sucessa˜o de polino´mios ortogonais, ditos associados de primeira
espe´cie.
Do lema seguinte tem-se que {Ωn} e´ uma sucessa˜o de polino´mios ortogonais
mo´nicos que satisfaz uma relac¸a˜o de recorreˆncia, similar a` relac¸a˜o de recorreˆncia
verificada por {φn}.
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LEMA I.5. Seja {φn} uma SPOM relativamente a u ∈ R, e {Ωn} a sucessa˜o
dos polino´mios ortogonais associados de primeira espe´cie. Enta˜o, {Ωn} verifica a
relac¸a˜o de recorreˆncia
Ωn(z) = zΩn−1(z)− anΩ∗n−1(z), n ∈ N , (I.14)
Ω0(z) = 1, Ω1(z) = z − a1 ,
com an = φn(0). Ale´m disso, se an 6= 0,∀n ∈ N, {Ωn} verifica a relac¸a˜o de
recorreˆncia a treˆs termos
anΩn+1(z) = (zan + an+1)Ωn(z)− zan+1(1− |an|2)Ωn−1(z), n ∈ N ,
Ω0(z) = 1, Ω1(z) = z − a1 .
COROLA´RIO I.2. Seja {φn} uma SPOM relativamente a uma funcional linear
hermitiana u, e {Ωn} a sucessa˜o dos polino´mios de primeira espe´cie. Enta˜o,
verificam-se as seguintes equac¸o˜es:
φ∗n(z)Ωn(z) + φn(z)Ω
∗
n(z) = 2hnz
n, n ∈ N , (I.15)
onde hn =
1
2pi
〈uθ, φn(eiθ)φn(e−iθ)〉 =
n∏
k=1
(1− |ak|2) .
TEOREMA I.6 (Geronimus, [22]). Dada a sucessa˜o de paraˆmetros (an) tal que
|an| < 1, n ∈ N, sejam {φn} e {Ωn} definidas por R1 e (I.14), respectivamente.
Enta˜o, a func¸a˜o de Carathe´odory associada a {φn} e´ tal que∣∣∣∣F (z)− Ω∗n(z)φ∗n(z)
∣∣∣∣ = O(|z|n), |z| < 1, n→∞ .
Ale´m disso, a sucessa˜o definida por
Kn(z) = 1+
− 2a1z
1 + a1z
−
a2
a1
z(1− |a1|2)
1 +
a2
a1
z
−· · ·−
an+1
an
z(1− |an|2)
1 +
an+1
an
z
, n ∈ N ,
converge para F (z), sobre compactos de D .
4.3. Func¸o˜es de segunda espe´cie.
A definic¸a˜o seguinte pode ser encontrada em [23].
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DEFINIC¸A˜O I.8. Seja {φn} uma SPOM relativamente a u ∈ R. As func¸o˜es
definidas por
Q0(z) = F (z) e Qn(z) =
1
2pi
〈uθ, e
iθ + z
eiθ − zφn(e
iθ)〉, n ∈ N ,
sa˜o designadas por func¸o˜es de segunda espe´cie associadas a {φn}.
A deduc¸a˜o que apresentamos do teorema e do lema que se seguem e´ similar a`
de [51].
TEOREMA I.7 ([23, 24, 51]). Seja {φn} uma SPOM relativamente a uma
funcional linear hermitiana u, e {Ωn} e {Qn}, respectivamente, a sucessa˜o dos
polino´mios de primeira espe´cie e das func¸o˜es de segunda espe´cie. Enta˜o, para
n ∈ N,
Qn(z) = Ωn(z) + F (z)φn(z) (I.16)
Q∗n(z) = Ω
∗
n(z)− F (z)φ∗n(z) (I.17)
Qn(z) = zQn−1 − anQ∗n−1(z) (I.18)
Q∗n(z) = Q
∗
n−1(z)− anzQn−1(z) (I.19)
onde Q∗n(z) = z
nQn(1/z), ∀n ∈ N, Q0(z) = F (z), Q∗0(z) = −F (z).
Demonstrac¸a˜o: (I.16) segue-se da definic¸a˜o de {Qn}. (I.18) e (I.19) resultam
das relac¸o˜es de recorreˆncia de Szego˝ para {φn} e {Ωn}, e de (I.16) e (I.17), res-
pectivamente.
Deduza-se (I.17). Aplicando o operador ∗n, com n = gr(φn), a (I.16) obtemos
znQn(1/z) = z
nΩn(1/z) + z
nF (1/z)φn(1/z)
i.e.,
Q∗n(z) = Ω
∗
n(z) + F (1/z)φ
∗
n(z).
Sendo F (1/z) = −F (z), a u´ltima equac¸a˜o e´ dada por
Q∗n(z) = Ω
∗
n(z)− F (z)φ∗n(z),
e obtemos (I.17). 
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4.3.1. Expansa˜o assimpto´tica das func¸o˜es de segunda espe´cie.
As expanso˜es que apresentamos de seguida podem ser encontadas em [23, 51]
e em [57, pg. 226].
LEMA I.6. Seja {φn} uma SPOM relativamente a u ∈ R, {Qn} a sucessa˜o das
func¸o˜es de segunda espe´cie e (an) a sucessa˜o dos coeficientes de reflexa˜o de {φn} .
Enta˜o, ∀n ∈ N,
Qn(z) = 2hnz
n +O(zn+1), |z| < 1 (I.20)
Qn(z) = 2an+1hnz
−1 +O(z−2), |z| > 1 (I.21)
Q∗n(z) = 2an+1hnz
n+1 +O(zn+2), |z| < 1
Q∗n(z) = 2hn +O(z−1), |z| > 1
com hn =
∏n
k=1(1− |ak|2) .
Demonstrac¸a˜o: Fac¸amos apenas a deduc¸a˜o de (I.20) e (I.21), pois as restantes
equac¸o˜es deduzem-se de modo ana´logo. Atendendo a` definic¸a˜o de Qn, se |z| < 1
temos que
Qn(z) = 〈u, (1 + 2
+∞∑
k=1
ξ−kzk)φn(ξ)〉
= 〈u, φn(ξ)〉+ 2
+∞∑
k=1
〈u, ξ−kφn(ξ)〉zk .
Uma vez que 〈u, φn(ξ) ξ−k〉 = 0, k = 0, . . . , n−1, e 〈u, φn(ξ) ξ−n〉 = hn , obtemos
Qn(z) = 2hnz
n + 2
+∞∑
k=n+1
〈u, ξ−kφn(ξ)〉zk .
Assim, obtemos (I.20).
Se |z| > 1, atendendo a` definic¸a˜o de Qn temos que
Qn(z) = 〈u, (−1− 2
+∞∑
k=1
ξkz−k)φn(ξ)〉
= −〈u, φn(ξ)〉 − 2〈u, ξφn(ξ)〉z−1 − 2
+∞∑
k=2
〈u, ξkφn(ξ)〉z−k .
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Das relac¸o˜es de ortogonalidade
〈u, ξφn(ξ)〉 = 〈u, φn+1(ξ)〉 − an+1〈u, φ∗n(ξ)〉 = −an+1hn
〈u, φn(ξ)〉 = 0
obtemos
Qn(z) = 2an+1hnz
−1 − 2
+∞∑
k=2
〈u, ξkφn(ξ)〉z−k .
Assim, obtemos (I.21). 
5. Zeros de polino´mios ortogonais
A al´ınea i) do lema seguinte pode ser encontrada em [51]. Mais resultados so-
bre zeros de polino´mios ortogonais podem ser encontrados em [4] e nas refereˆncias
a´ı citadas.
LEMA I.7. Seja {φn} uma SPOM relativamente a u ∈ R, {Ωn} a sucessa˜o
de polino´mios associados de segunda espe´cie, e (an) a respectiva sucessa˜o dos
coeficientes de reflexa˜o. Tem-se que:
i) se an 6= 0, enta˜o φn e Ωn na˜o teˆm zeros em comum (equivalentemente, se existir
α ∈ C tal que φn(α) = Ωn(α) = 0, enta˜o an = 0);
ii) os polino´mios φ∗n e Ω
∗
n na˜o teˆm zeros em comum, ∀n ∈ N .
Demonstrac¸a˜o: i) Consideremos a equac¸a˜o (I.15),
φ∗n(z)Ωn(z) + φn(z)Ω
∗
n(z) = 2hnz
n, ∀n ∈ N .
Se α for um zero comum de φn e de Ωn, i.e., φn(α) = Ωn(α) = 0, fazendo z = α
na equac¸a˜o anterior obtemos α = 0, donde, an = 0 .
ii) (Por reduc¸a˜o ao absurdo) Se existir um zero comum a φ∗n e a Ω
∗
n ter-se-a´,
analogamente ao caso anterior, que α = 0, donde φ∗n(0) = 0. Logo, das relac¸o˜es
de recorreˆncia de Szego˝ R3 vem que φ
∗
n−1(0) = 0. Assim, tem-se que φ
∗
k(0) = 0,
para k = 1, ..., n, e de R1 segue-se que φn(z) = z
nφ0(z). Mas, enta˜o, φ
∗
n(z) = φ0,
ou seja, o polino´mio φ∗n e´ constante, o que contradiz o facto de ter algum zero.
Assim, estabelecemos o enunciado em ii). 
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6. Forma matricial para as relac¸o˜es de recorreˆncia
Dada u ∈ R, sejam {φn}, {Ωn} e {Qn}, respectivamente, as sucesso˜es dos po-
lino´mios ortogonais mo´nicos, dos polino´mios associados de primeira espe´cie e das
func¸o˜es de segunda espe´cie relativamente a u. Definam-se as seguintes matrizes,
para n ≥ 0,
ψ1n = [φn − Ωn]T , (I.22)
ψ2n = [φ
∗
n Ω
∗
n]
T (I.23)
Qn = [−Qn Q∗n]T (I.24)
Yn =
[
φn −Ωn
φ∗n Ω
∗
n
]
(I.25)
onde [·]T denota a tansposta. Doravante utilizaremos as matrizes
I =
[
1 0
0 1
]
, J =
[
1 0
0 −1
]
.
Observamos que se verificam as relac¸o˜es seguintes, para n ≥ 0,
(ψ1n)
∗ = J ψ2n e (ψ
2
n)
∗ = J ψ1n.
Comec¸amos por apresentar as relac¸o˜es de recorreˆncia de Szego˝ na forma ma-
tricial.
LEMA I.8. Seja u ∈ R, {ψ1n}, {ψ2n}, {Qn}, {Yn} as sucesso˜es definidas pe-
las relac¸o˜es (I.22), (I.23), (I.24) e (I.25), respectivamente, e (an) a sucessa˜o de
coeficientes de reflexa˜o de {φn}. Enta˜o:
a) ψ1n e ψ
2
n verificam, para todo o n ≥ 0 ,
ψ1n(z) = zψ
1
n−1(z) + anψ
2
n−1(z)
ψ2n(z) = anzψ
1
n−1(z) + ψ
2
n−1(z) ;
b) ϕn =
[
ψ1n
ψ2n
]
verifica, para todo o n ∈ N ,
ϕn = K1nϕn−1, K1n =
[
zI anI
anzI I
]
, (I.26)
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com condic¸o˜es iniciais ϕ0 =
[
1 − 1 1 1
]T
;
c) Qn verifica, para todo o n ∈ N ,
Qn = KnQn−1, Kn =
[
z an
anz 1
]
, (I.27)
com condic¸o˜es iniciais Q0 = [−F − F ]T ;
d) {Yn} verifica, verifica (I.27), para todo o n ∈ N , com condic¸o˜es iniciais Y0 =[
1 −1
1 1
]
.
Demonstrac¸a˜o: Basta utilizar as relac¸o˜es de recorreˆncia de Szego˝ para {φn} e
para {Ωn}. 
Salientamos que os vectores ψ1n, ψ
2
n sa˜o linearmente independentes, uma vez
que, de (I.15), se tem que
det[ψ1n ψ
2
n] = hnz
n, n ∈ N,
donde det[ψ1n ψ
2
n] 6= 0, z 6= 0,∀n ∈ N .
LEMA I.9. Seja u ∈ R, {Qn} a sucessa˜o de func¸o˜es de segunda espe´cie, e {ψ1n},
{ψ2n}, as sucesso˜es de vectores associados a u definidos por (I.22) e (I.23). Veri-
ficam-se as seguintes relac¸o˜es, para n ∈ N ,
[
(ψ1n)
′]∗n−1 = nJψ2n − zJ(ψ2n)′ (I.28)[(
ψ1n
)′′]∗n−2
= z2 J(ψ2n)
′′ − 2(n− 1)z J(ψ2n)′ + n(n− 1)Jψ2n (I.29)
(Q′n)
∗n−1 = nQ∗n − z(Q∗n)′ (I.30)[
(Qn)
′′]∗n−2
= z2(Qn)
′′ − 2(n− 1)zQ′n + n(n− 1)Qn . (I.31)
Demonstrac¸a˜o: Para demonstrar (I.28) utilizamos a equac¸a˜o (I.2) para {φn} e
para {Ωn}. Para obter (I.29) utilizamos as equac¸o˜es (I.3) para {φn} e para {Ωn}.
Para obter (I.30) e (I.31) derivamos (I.16) e (I.17) e utilizamos (I.2) e (I.3) para
{φn} e para {Ωn}, e a relac¸a˜o F (1/z) = −F (z). 
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7. Medidas de Aleksandrov
Seja {φn} uma SPOM sobre T, (an) a sucessa˜o de coeficientes de reflexa˜o
de {φn}, e λ um escalar tal que |λ| = 1. Definam-se os paraˆmetros
aλn = λan, n = 0, 1, . . . , (I.32)
{φn(z, λ)} a respectiva sucessa˜o de polino´mios ortogonais,
φ0(z, λ) = 1 e φn+1(z, λ) = zφn(z, λ) + a
λ
nφ
∗
n(z, λ), n ∈ N ,
e {Ωn(z, λ)} a sucessa˜o dos polino´mios associados. Temos a seguinte definic¸a˜o
(ver [57, pg. 222] e [25, secc¸a˜o 5]).
DEFINIC¸A˜O I.9. Seja µ uma medida, (an) a respectiva sucessa˜o de coeficientes
de reflexa˜o, e λ um nu´mero complexo tal que |λ| = 1. A medida µλ associada aos
coeficientes de reflexa˜o aλn dados por (I.32) designa-se por medida de Aleksandrov
associada a (an).
No que se segue consideraremos Fµ a func¸a˜o de Carathe´odory associada a µ e
Fµλ a func¸a˜o de Carathe´odory associada a` medida de Aleksandrov µλ. Os resulta-
dos que se seguem podem ser encontrados em [23, 25, 57]. A demonstrac¸a˜o que
apresentamos utiliza as relac¸o˜es de recorreˆncia de Szego˝ na forma matricial (I.27).
TEOREMA I.8. Seja µ uma medida de probabilidade na˜o trivial em T, (an) a
respectiva sucessa˜o de coeficientes de reflexa˜o, e (aλn) dada por (I.32). Enta˜o:
a) a SPOM {φn(·, λ)} e´ a soluc¸a˜o polinomial mais geral da equac¸a˜o a`s diferenc¸as
anyn+1 = (zan + an+1)yn − zan+1(1− |an|2)yn−1, n ∈ N , (I.33)
sob a condic¸a˜o que yn seja um polino´mios de grau n e y1/y0 = z − a, |a| < 1 .
Ale´m disso, |λ| = 1 e, para todo o n ∈ N,
φn(z, λ) =
1 + λ
2
φn(z) +
1− λ
2
Ωn(z) (I.34)
Ωn(z, λ) =
1− λ
2
φn(z) +
1 + λ
2
Ωn(z) . (I.35)
b) a func¸a˜o de Carathe´odory associada a µλ e´ definida por
Fµλ(z) =
(λ− 1) + (1 + λ)Fµ(z)
(1 + λ) + (λ− 1)Fµ(z) . (I.36)
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Demonstrac¸a˜o: Deduziremos apenas (I.34), (I.35) e (I.36).
Para obter (I.34) e (I.35) utilizamos as relac¸o˜es de recorreˆncia de Szego˝ na
forma matricial tipo (I.27) para Y λn ,
Y λn = KλnY λn−1, Y λn =
[
φλn −Ωλn
(φλn)
∗ (Ωλn)
∗
]
, Kλn =
[
z λan
λanz 1
]
. (I.37)
Uma vez que Kλn =
[
1 0
0 λ
][
z an
anz 1
][
1 0
0 λ
]
e
[
1 0
0 λ
]
=
[
1 0
0 λ
]−1
, temos
que (I.37) e´ dada por[
1 0
0 λ
]
Y λn = Kn
[
1 0
0 λ
]
Y λn−1, ∀n ≥ 0 .
Ou seja, a sucessa˜o
{
Yn =
[
1 0
0 λ
]
Y λn
}
verifica Yn = KnYn−1, ∀n ≥ 0 . Logo,
existe uma matriz invert´ıvel M tal que
YnM = Yn, ∀n ≥ 0 . (I.38)
Em particular, para n = 0, temos que
[
1 0
0 λ
][
1 −1
1 1
]
M =
[
1 −1
1 1
]
, ou seja,
M = 1
2
[
1 + λ λ− 1
λ− 1 1 + λ
]
.
Logo, de (I.38), temos
Y λn =
[
λ+1
2
φn +
1−λ
2
Ωn
λ−1
2
φn − 1+λ2 Ωn
λ+1
2
φ∗n +
1−λ
2
Ω∗n
1−λ
2
φ∗n +
1+λ
2
Ω∗n
]
,
donde se segue (I.34) e (I.35) e tambe´m
(φλn)
∗ =
1 + λ
2
φ∗n +
1− λ
2
Ω∗n (I.39)
(Ωλn)
∗ =
1− λ
2
φ∗n +
1 + λ
2
Ω∗n (I.40)
Para obter (I.36) utilizamos o teorema I.6, ou seja,
Fµλ(z) = limn→∞
(Ωλn)
∗
(φλn)
∗ ,
com (φλn)
∗ e (Ωλn)
∗ dados por (I.39) e (I.40), respectivamente. 
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OBSERVAC¸A˜O .
1. Nas pa´ginas 35 e 36 de [57] mostra-se que se λ for tal que |λ| = 1, enta˜o Fµλ
definida por (I.36) define uma func¸a˜o de Carathe´odory.
2. Na secc¸a˜o seguinte apresentaremos func¸o˜es de Carathe´odory de uma forma
mais geral que a anterior, dada em (I.36), ou seja, veremos func¸o˜es de Carathe´o-
dory do tipo
F˜ (z) =
−C(z) +D(z)F (z)
A(z)−B(z)F (z) ,
com A,B,C,D polino´mios.
Finalmente, obtemos a relac¸a˜o entre a func¸a˜o de Carathe´odory associada a
{φn} e a func¸a˜o de Carathe´odory associada a {Ωn}.
COROLA´RIO I.3. Seja {φn} uma SPOM sobre T, {Ωn} a sucessa˜o dos polino´-
mios associados de primeira espe´cie, e F, F1 as respectivas func¸o˜es de Carathe´o-
dory. Enta˜o, F1 = 1/F .
Demonstrac¸a˜o: Das relac¸o˜es de recorreˆncia para {Ωn} (cf. secc¸o˜es I.3.2. e
I.4.2.) observamos que os polino´mios associados de primeira espe´cie correspondem
ao caso λ = −1, donde se segue o resultado. 
8. Polino´mios associados de ordem N
Apresentamos a definic¸a˜o de polino´mios associados de ordem N sobre T. Estes
polino´mios foram estudados pela primeira vez por Peherstorfer, em [50].
DEFINIC¸A˜O I.10 (Peherstorfer, [50]). Seja {φn} uma SPOM sobre a T e
(an) a repectiva sucessa˜o dos coeficientes de reflexa˜o e N ∈ N. A sucessa˜o de
polino´mios ortogonais {φNn } definida por φNn (0) = an+N , n = 0, 1, . . . , designa-se
por sucessa˜o de polino´mios associados de {φn} de ordem N .
Em [50, pg.176] e´ estabelecido o teorema que se segue. A demonstrac¸a˜o que
apresentamos difere da apresentada em [50] e utiliza as relac¸o˜es de recorreˆncia
de Szego˝ na forma matricial dadas na secc¸a˜o 6.
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TEOREMA I.9. Seja F uma func¸a˜o de Carathe´odory, {φn} a SPOM relati-
vamente a F , e seja {Ωn} a respectiva sucessa˜o dos polino´mios associados de
primeira espe´cie. Enta˜o, para n = 0, 1, 2, . . . , verifica-se que:
φNn =
φn+N(Ω
∗
N + ΩN)− Ωn+N(φN − φ∗N)
2hNzN
, (I.41)
ΩNn =
−φn+N(ΩN − Ω∗N) + Ωn+N(φN + φ∗N)
2hNzN
, (I.42)
com hN =
∏n
k=1(1− |ak|2) , e {φNn } e´ ortogonal relativamente a` func¸a˜o de Cara-
the´odory definida por
FN =
(ΩN − Ω∗N) + (φN + φ∗N)F
(ΩN + Ω∗N) + (φN − φ∗N)F
. (I.43)
Demonstrac¸a˜o: Escrevamos
Yn =
[
φn −Ωn
φ∗n Ω
∗
n
]
, Y Nn =
[
φNn −ΩNn
(φNn )
∗ (ΩNn )
∗
]
,∀n ∈ N , Y N0 = Y0 =
[
1 −1
1 1
]
.
Temos as relac¸o˜es de recorreˆncia de Szego˝ na forma matricial
Y Nn = ANn Y Nn−1 , ANn =
[
z φNn (0)
φNn (0)z 1
]
, n ∈ N . (I.44)
Por outro lado, temos que
Yn+N = An+NYn+N−1 , An+N =
[
z an+N
an+Nz 1
]
, n ∈ N . (I.45)
Uma vez que φNn (0) = an+N , ∀n ∈ N , resulta, de (I.44) e de (I.45), que existe
uma matriz invert´ıvel MN tal que
Y Nn M
N = Yn+N , ∀n ≥ 0.
Logo, para n = 0, temos que MN = (Y N0 )
−1YN , e assim obtemos que
Y Nn = Yn+N (YN)
−1 Y N0 ,
de onde se segue que
2hNz
N φNn = φn+N(Ω
∗
N + ΩN)− Ωn+N(φN − φ∗N) ,
2hNz
N (φNn )
∗ = φ∗n+N(Ω
∗
N + ΩN) + Ω
∗
n+N(φN − φ∗N) , (I.46)
2hNz
N ΩNn = −φn+N(ΩN − Ω∗N) + Ωn+N(φN + φ∗N) ,
2hNz
N (ΩNn )
∗ = φ∗n+N(ΩN − Ω∗N) + Ω∗n+N(φN + φ∗N) . (I.47)
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Logo, temos (I.41) e (I.42).
Agora, pelo teorema I.6 temos
FN = lim
n→∞
(ΩNn )
∗
(φNn )
∗ .
De (I.46) e (I.47) resulta que
FN = lim
n→∞
φ∗n+N(ΩN − Ω∗N) + Ω∗n+N(φN + φ∗N)
φ∗n+N(Ω
∗
N + ΩN) + Ω
∗
n+N(φN − φ∗N)
,
ou seja,
FN =
(ΩN − Ω∗N) + (φN + φ∗N) lim
n→∞
Ω∗n+N
φ∗n+N
(Ω∗N + ΩN) + (φN − φ∗N) limn→∞
Ω∗n+N
φ∗n+N
.
Pelo teorema I.6 segue-se (I.43). 
CAPI´TULO II
Funcionais hermitianas tipo Laguerre-Hahn
Neste cap´ıtulo introduzimos o conceito de funcional linear hermitiana tipo
Laguerre-Hahn (ou de func¸a˜o de Carathe´odory tipo Laguerre-Hahn): seja u uma
funcional linear hermitiana regular definida no espac¸o dos polino´mios de Laurent
e F a correspondente func¸a˜o formal de Carathe´odory. No sentido lato, diremos
que a funcional u (ou F ) e´ do tipo Laguerre-Hahn se F verificar uma equac¸a˜o
diferencial
zAF ′ = BF 2 + CF +D, A 6= 0 ,
onde A,B,C,D sa˜o polino´mios. Ao conjunto das funcionais (ou func¸o˜es de Ca-
rathe´odory) deste tipo chamaremos classe Laguerre-Hahn sobre a circunfereˆncia
unita´ria.
Assim definida, a classe Laguerre-Hahn sobre a circunfereˆncia unita´ria pode
ser vista como uma extensa˜o da classe Laguerre-Hahn sobre a recta real, estudada
em [35, 41, 42, 45], uma vez que, sobre a circunfereˆncia unita´ria, a func¸a˜o de
Carathe´odory e´ a ana´loga da func¸a˜o de Stieltjes (cf. [55])).
Se B = 0 obtemos a classe Laguerre-Hahn afim sobre a circunfereˆncia unita´ria
(ver [10, 15, 52]); se B = 0 e C,D forem polino´mios espec´ıficos, obtemos a classe
semi-cla´ssica sobre a circunfereˆncia unita´ria (ver [10, 15]). A classe Laguerre-
-Hahn sobre a circunfereˆncia unita´ria tambe´m conte´m a classe das funcionais de
segundo grau sobre a circunfereˆncia unita´ria (ver [14]) e conte´m as transformac¸o˜es
do tipo racional-linear com coeficientes polinomiais de func¸o˜es de Carathe´odory
que esta˜o na classe Laguerre-Hahn (ver [11]).
Neste cap´ıtulo, o nosso principal objectivo e´ a caracterizac¸a˜o das funcionais
hermitianas Laguerre-Hahn em termos de uma equac¸a˜o distribucional. Mais con-
cretamente, estabeleceremos a equivaleˆncia entre zAF ′ = BF 2 +CF +D e uma
equac¸a˜o distribucional para a respectiva funcional u, D(Au) = B1u2+C1u+H1 L0,
23
24 II. FUNCIONAIS HERMITIANAS TIPO LAGUERRE-HAHN
onde L0 e´ a funcional de Lebesgue sobre a circunfereˆncia e B1, C1, H1 sa˜o polino´-
mios definidos em termos de A,B,C,D (cf. teorema II.5).
Este cap´ıtulo esta´ estruturado da forma seguinte.
Na secc¸a˜o 1 formalizamos algumas operac¸o˜es sobre o dual alge´brico do espac¸o
dos polino´mios de Laurent que sera˜o utilizadas nas secc¸o˜es seguintes.
Na secc¸a˜o 2 estudamos as funcionais semi-cla´ssicas sobre a circunfereˆncia uni-
ta´ria.
Na secc¸a˜o 3 definimos a classe Laguerre-Hahn sobre a circunfereˆncia unita´ria.
Estudamos as funcionais de segundo grau sobre a circunfereˆncia unita´ria na sub-
secc¸a˜o 1; na subsecc¸a˜o 2 estudamos a estabilidade na classe Laguerre-Hahn se-
gundo transformac¸o˜es do tipo racional-linear com coeficientes polinomiais; na
subsecc¸a˜o 3 apresentamos exemplos.
Na secc¸a˜o 4 estabelecemos uma caracterizac¸a˜o em termos de uma equac¸a˜o
distribucional para as funcionais hermitianas tipo Laguerre-Hahn.
A maioria dos resultados apresentados neste cap´ıtulo fazem parte de [10, 11].
1. Operac¸o˜es no espac¸o dual dos polino´mios de Laurent
Seja Λ o espac¸o vectorial dos polino´mios de Laurent de coeficientes em C (cf.
secc¸a˜o I.1) e Λ′ o seu dual alge´brico. Seja u ∈ Λ′ uma funcional linear hermitiana
e (un) a sucessa˜o dos momentos de u. Dados f, g ∈ Λ, definimos as funcionais fu
e Du, ambos elementos de Λ′, por
〈fu, p〉 = 〈u, fp〉, p ∈ Λ ,
〈Du, p〉 = −i〈u, zp′〉, p ∈ Λ ,
e, consequentemente,
〈D(gu), p〉 = −i〈u, zgp′〉, p ∈ Λ . (II.1)
Observe-se que se u for hermitiana, enta˜o Du tambe´m e´ hermitiana.
Considere-se a func¸a˜o geradora dos momentos associada a u (ver [45, pg. 5]),
Fu(z) =
+∞∑
n=0
unz
n, |z| < 1, Fu(z) = −
+∞∑
n=1
u−nz−n , |z| > 1 .
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Temos a seguinte relac¸a˜o (formal) entre a func¸a˜o de Carathe´odory associada a u,
Fu, e a func¸a˜o geradora dos momentos associda a u, Fu,
Fu(z) = Fu(z) + 1
2
, |z| 6= 1 . (II.2)
De seguida definimos o produto de duas funcionais hermitianas. Esta definic¸a˜o
e´ uma extensa˜o da definic¸a˜o dada em [45] para o caso real.
DEFINIC¸A˜O II.1. Sejam u, v ∈ Λ′ funcionais lineares hermitianas e Fu,Fv
as respectivas func¸o˜es geradoras dos momentos. O produto de u e v, uv, e´ a
funcional linear definida em termos dos seus momentos por
(uv)n =
∑
ν+k=n
sgn(ν)=sgn(k)=sgn(n)
uνvk, n ∈ Z , (II.3)
e que verifica
Fu(z)Fv(z) = Fuv(z) . (II.4)
OBSERVAC¸A˜O . A funcional linear (uv) definida em (II.3) e´ hermitiana pois,
para todo o n ∈ Z, temos
(uv)−n =
∑
ν+k=−n
uν vk =
∑
−ν−k=n
u−νv−k =
∑
l+m=n
ulvm = (uv)n .
Como consequeˆncia da definic¸a˜o anterior obtemos o seguinte resultado.
LEMA II.1. Seja u uma funcional linear hermitiana e Fu a respectiva func¸a˜o
formal de Carathe´odory. Enta˜o, verifica-se que
(Fu)
2 = 2Fu2 − 2Fu + 1 . (II.5)
Demonstrac¸a˜o: Se considerarmos u = v em (II.4) e utilizarmos (II.2) obtemos(
Fu + 1
2
)2
= (Fu)2 = Fu2 = Fu2 + 1
2
.
Logo, obtemos (II.5). 
Para finalizar, apresentamos um lema que utilizaremos nas pro´ximas sec-
c¸o˜es (ver [3]).
LEMA II.2. Seja u uma funcional linear hermitiana e P um polino´mio. Enta˜o,
a funcional linear (P (z) + P (1/z))u e´ hermitiana.
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Demonstrac¸a˜o: Denotemos por cn o momento de ordem n de (P + P )u, e
escreva-se R(z) = P (z) + P (1/z) . Temos que
cn = 〈Ru, z−n〉, n ∈ Z , (II.6)
ou seja, cn = 〈u,R(z)z−n〉 . Sendo u hermitinana, temos que
〈u,R(z)z−n〉 = 〈u,R(1/z)zn〉 .
Uma vez que R(1/z) = R(z), obtemos cn = 〈u,R(z)zn〉, ou seja,
cn = 〈Ru, zn〉 . (II.7)
De (II.6) e de (II.7) conclui-se que cn = c−n, ∀n ∈ Z. Logo, a funcional
(P + P )u e´ hermitiana. 
2. Funcionais hermitianas semi-cla´ssicas
DEFINIC¸A˜O II.2 ([61]). Seja u ∈ R. u designa-se por semi-cla´ssica se existir
um par de polino´mios A,B, com A 6= 0, tais que
D(Au) = Bu . (II.8)
A sucessa˜o de polino´mios ortogonais relativamente a u designa-se por sucessa˜o
de polino´mios ortogonais semi-cla´ssicos.
A deduc¸a˜o do resultado a) do lema que se segue pode ser encontrada em [61].
LEMA II.3. Seja u uma funcional semi-cla´ssica e u1, u2 as funcionais (quando
regulares) definidas por
u1 = u+
n0∑
k=1
λkδzk , λk ∈ R, |zk| = 1 , (II.9)
u2 = (P + P )u, P ∈ P . (II.10)
Enta˜o, u1 e u2 sa˜o semi-cla´ssicas.
Ale´m disso, se u verificar D(Au) = Bu, enta˜o:
a) u1 verifica D(A1u1) = B1u1 com
A1(z) = A(z)
n0∏
k=1
(z − zk), B1(z) = B(z)
n0∏
k=1
(z − zk) . (II.11)
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b) u2 verifica D(A2u2) = B2u2 com
A2 = Az
p(P + P ), B2 = z
p(P + P ) (B + ipzpA) + 2iAzp+1(P + P )′ (II.12)
onde p = gr(P ) + 1 .
Demonstrac¸a˜o: As funcionais u1 e u2 sa˜o hermitianas. Para verificar o cara´cter
hermitiano de u1 temos em atenc¸a˜o que λk ∈ R e |zk| = 1, k = 1, . . . , n0, e para
verificar o cara´cter hermitiano de u2 temos em atenc¸a˜o o lema II.2.
Para estabelecer (II.11) temos em atenc¸a˜o a definic¸a˜o do operador D e do
operador δzk , 〈δzk , (z − zk)〉 = 0, k = 1, ..., n0. Assim, conclui-se que u1 dada
por (II.9) e´ semi-cla´ssica.
Deduza-se (II.12). Por definic¸a˜o, D(Au) = Bu e´ equivalente a
−i〈Au, zf ′〉 = 〈Bu, f〉, ∀f ∈ Λ .
Se tomarmos f = zp(P + P )2zn na equac¸a˜o anterior obtemos
− i〈Au, pzp(P + P )2zn + 2zp+1(P + P )′(P + P )zn
+ zp(P + P )2nzn〉 = 〈Bu, zp(P + P )2zn〉 ,
ou seja,
− in〈Azp(P + P )2u, zn〉
= 〈zp(P + P )2Bu+ ipzpA(P + P )2u+ 2iAzp+1(P + P )′(P + P )u, zn〉 .
Uma vez que u2 = (P + P )u, a equac¸a˜o anterior e´ dada por
−in〈Azp(P + P )u2, zn〉 = 〈
(
zp(P + P ) (B + ipzpA) + 2iAzp+1(P + P )′
)
u2, z
n〉 .
Logo, se definirmos os polino´mios A2 e B2 como indicado em (II.12), obtemos
〈D(A2u2), zn〉 = 〈B2u2, zn〉, ∀n ∈ Z ,
donde se segue que D(A2u2) = B2u2, ou seja, o cara´cter semi-cla´ssico de u2. 
Como primeiro exemplo de funcional semi-cla´ssica apresentamos a funcional
de Lebesgue, L0 (cf. secc¸a˜o I.1). L0 verifica (II.8) com A(z) = 1, B(z) = 0. Ale´m
disso, do lema anterior resulta que as funcionais L0 +
n0∑
k=1
λkδzk , n0 ∈ N , tambe´m
sa˜o semi-cla´ssicas.
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COROLA´RIO II.1. Seja u ∈ R e F a respectiva func¸a˜o de Carathe´odory. Se
F for racional, enta˜o u e´ semi-cla´ssica.
Demonstrac¸a˜o: Tendo em atenc¸a˜o que a funcional L0 e´ semi-cla´ssica, o resul-
tado enunciado segue-se do corola´rio I.1, observac¸a˜o subsequente (cf. (I.13)) e do
lema anterior. 
Finalmente, vejamos a relac¸a˜o (no caso definido positivo) entre a equac¸a˜o
distribucional (II.8) para a funcional u e a equac¸a˜o diferencial para a parte abso-
lutamente cont´ınua da medida associada a u. A proposic¸a˜o que se segue pode ser
encontrada em [37, 61].
Proposic¸a˜o II.1. Seja u ∈ R+ e µ a medida associada a u, do tipo
dµ(θ) = w(θ)
dθ
2pi
+
m∑
k=1
λkδ(zk), |zk| = 1, λk > 0, k = 1, ...,m . (II.13)
Enta˜o, existem polino´mios A e B tais que u verifica D(Au) = Bu se, e somente
se,
dw(eiθ)/dθ
w(eiθ)
=
B(eiθ)− dA(eiθ)/dθ
A(eiθ)
(II.14)
com A(eiθ) = 0 nos pontos singulares de w e em zk, k = 1, ...m.
OBSERVAC¸A˜O .
1. Por continuidade anal´ıtica, (II.14) e´ equivalente a
dw(z)/dz
w(z)
=
−iB(z)− zA′(z)
zA(z)
.
2. Tendo em conta o lema II.3 e a proposic¸a˜o anterior, obtemos como exemplos
de medidas semi-cla´ssicas (cf. [61, pgs. 58 e 59]):
a) modificac¸o˜es racionais positivas de medidas semi-cla´ssicas;
b) modificac¸o˜es via adic¸a˜o de pesos (Deltas de Dirac) com massa positiva num
nu´mero finito de pontos de T.
Os polino´mios de Jacobi sa˜o um exemplo de uma famı´lia semi-cla´ssica so-
bre T. Sa˜o ortogonais relativamente a` medida (de Jacobi) definida por µα,β(θ) =
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µ′α,β(θ)dθ, com
µ′α,β(θ) =
(
sin
θ
2
)2α ∣∣∣∣cos θ2
∣∣∣∣2β , θ ∈ [0, 2pi] , α, β > −1/2 . (II.15)
Assim, a funcional (de Jacobi) associada a` medida µα,β tem a representac¸a˜o
integral
〈u, p〉 =
∫ 2pi
0
p(eiθ)
(
sin
θ
2
)2α ∣∣∣∣cos θ2
∣∣∣∣2β dθ
e verifica a equac¸a˜o distibucional D(Au) = Bu, com
A(z) = z2 − 1, B(z) = i ((α + β + 2)z2 + 2(α− β)z + α + β) .
3. Funcionais hermitianas tipo Laguerre-Hahn
DEFINIC¸A˜O II.3. Seja u ∈ R e F a respectiva func¸a˜o formal de Carathe´odory
na˜o racional. A funcional u (ou F ) designa-se por Laguerre-Hahn se existirem
polino´mios A,B,C,D, com A 6= 0 e B 6= 0, tais que F verifica uma equac¸a˜o
diferencial de Riccati
zA(z)F ′(z) = B(z)F 2(z) + C(z)F (z) +D(z) . (II.16)
A sucessa˜o de polino´mios ortogonais relativamente a u designa-se por sucessa˜o
de polino´mios ortogonais Laguerre-Hahn. Se B = 0, u (ou F ) designa-se por
Laguerre-Hahn afim, e a respectiva sucessa˜o de polino´mios ortogonais designa-se
por sucessa˜o de polino´mios ortogonais Laguerre-Hahn afim.
OBSERVAC¸A˜O . Das condic¸o˜es (II.16), (I.5) e (I.6) resulta que gr(D) ≤
max{gr(A)− 2, gr(B), gr(C)}.
3.1. Funcionais hermitianas de segundo grau.
Comec¸amos por apresentar a definic¸a˜o de funcional linear hermitiana de se-
gundo grau (ver [14, 47]).
DEFINIC¸A˜O II.4. Seja u ∈ R e F a correspondente func¸a˜o formal de Cara-
the´odory na˜o racional. A funcional u (ou F ) e´ de segundo grau se existirem
polino´mios B1, C1, D1, com B1 6= 0 , tais que
B1(z)F
2(z) + C1(z)F (z) +D1(z) = 0 . (II.17)
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DEFINIC¸A˜O II.5 ([14]). Seja u ∈ R e F a correspondente func¸a˜o formal de
Carathe´odory na˜o racional. A funcional u (ou F ) e´ de quadrado racional se for
de segundo grau verificando (II.17) com C1 = 0 .
OBSERVAC¸A˜O . Se F verifica (II.17) enta˜o
F (z) =
−C1(z)±
√
C21(z)− 4B1(z)D1(z)
2B1(z)
.
Assim, se F for na˜o racional, segue-se que D1 6= 0 e C21 − 4B1D1 6= r2, ∀r ∈ P.
Por outro lado, se F for na˜o racional e se C1 = 0, enta˜o na˜o existe um polino´mio
ρ 6= 0 tal que −D1/B1 = ρ2.
A demonstrac¸a˜o do teorema que se segue e´ ana´loga a` demonstrac¸a˜o da pro-
posic¸a˜o 2.2 de [47] (as equac¸o˜es (II.18) e (II.22) podem ser encontradas em [52]).
TEOREMA II.1. Seja F uma func¸a˜o de Carathe´odory de segundo grau que
verifica (II.17), B1F
2 + C1F +D1 = 0. Enta˜o, F verifica
A˘F ′ = C˘F + D˘ , (II.18)
com
A˘ = (C21 − 4B1D1)B1 6= 0 , (II.19)
C˘ = B1(−C1C ′1 − 2B1D′1 + 2B′1D1)− C1(B′1C1 − 2B1C ′1) , (II.20)
D˘ = −B1C1D′1 −D1(B′1C1 − 2B1C ′1) . (II.21)
Ale´m disso, temos que:
a) Se B′1C1 − 2B1C ′1 6= 0, enta˜o F e´ Laguerre-Hahn e verifica
AˆF ′ = BˆF 2 + CˆF + Dˆ , (II.22)
com
Aˆ = C21 − 4B1D1 6= 0 , (II.23)
Bˆ = B′1C1 − 2B1C ′1 6= 0 , (II.24)
Cˆ = −C1C ′1 − 2B1D′1 + 2B′1D1 , (II.25)
Dˆ = −C1D′1 . (II.26)
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b) Se B′1C1 − 2B1C ′1 = 0 e −C1C ′1 − 2B1D′1 + 2B′1D1 6= 0, enta˜o F e´ Laguerre-
-Hahn e verifica
AˆC1F
′ = −B1CˆF 2 + C1Dˆ −D1Cˆ, AˆC1 6= 0, B1Cˆ 6= 0 , (II.27)
se, e somente se, a func¸a˜o F na˜o for de quadrado racional.
c) Se B′1C1 − 2B1C ′1 = 0 e −C1C ′1 − 2B1D′1 + 2B′1D1 = 0 , enta˜o F e´ Laguerre-
-Hahn e verifica
D1AˆF
′ = −B1DˆF 2 − C1DˆF, D1Aˆ 6= 0, B1Dˆ 6= 0 . (II.28)
Demonstrac¸a˜o: Derivando B1F
2 + C1F +D1 = 0 obtemos
F ′(2B1F + C1) +B′1F
2 + C ′1F +D
′
1 = 0 . (II.29)
Por outro lado,
B1F
2 + C1F +D1 = 0⇔ (2B1F + C1)(1
2
F +
1
4
C1
B1
) +D1 − 1
4
C21
B1
= 0 .
Se multiplicarmos (1
4
C21
B1
−D1)− (2B1F + C1)(12F + 14 C1B1 ) = 0 por F ′ obtemos
(
1
4
C21
B1
−D1)F ′ − (2B1F + C1)(1
2
F +
1
4
C1
B1
)F ′ = 0 .
Se usarmos (II.29) na u´ltima equac¸a˜o vem que
(C21 − 4B1D1)F ′ + (B′1F 2 + C ′1F +D′1)(2B1F + C1) = 0 .
Logo,
(C21−4B1D1)F ′ = −(C1B′1+2B1C ′1)F 2−(C1C ′1+2B1D′1)F−D′1C1−2B′1FB1F 2 .
Utilizando (II.17) obtemos (II.22),
AˆF ′ = BˆF 2 + CˆF + Dˆ ,
com coeficientes (II.23)-(II.26) e Aˆ 6= 0 (pois F na˜o e´ racional).
De seguida analisamos os casos Bˆ 6= 0 e Bˆ = 0.
Caso Bˆ 6= 0. Se Bˆ 6= 0, segue-se a afirmac¸a˜o a).
Caso Bˆ = 0. Neste caso, (II.22) e´ dada por
AˆF ′ = CˆF + Dˆ . (II.30)
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Temos dois sub-casos: Cˆ 6= 0 e Cˆ = 0.
Sub-caso Cˆ 6= 0.
De (II.17) e de (II.30) obtemos
AˆC1F
′ = −B1CˆF 2 + C1Dˆ −D1Cˆ com B1Cˆ 6= 0 .
Uma vez que Aˆ 6= 0, segue-se que a equac¸a˜o anterior e´ uma equac¸a˜o de Riccati
se, e somente se, C1 6= 0, i.e., se a func¸a˜o F na˜o for de quadrado racional. Assim
fica estabelecida a afirmac¸a˜o b) e obtemos (II.27).
Sub-caso Cˆ = 0.
Uma vez que F 6= 1, enta˜o de (II.30) segue-se que Dˆ 6= 0. Ale´m disso, uma vez
que F e´ na˜o racional, de (II.17) tem-se que D1 6= 0. Logo, de (II.17) e de (II.30)
obtemos
D1AˆF
′ = −B1DˆF 2 − C1DˆF, com D1Aˆ 6= 0, B1Dˆ 6= 0 ,
ou seja, obtemos (II.28) e estabelecemos c).
Finalmente, para estabelecer a equac¸a˜o linear de primeira ordem para F ,
multiplicamos (II.22) por B1 e utilizarmos (II.17), obtendo
AˆB1F
′ = (−BˆC1 + CˆB1)F + DˆB1 − BˆD1 ,
ou seja, obtemos (II.18) com os coeficientes (II.19)-(II.21). 
OBSERVAC¸A˜O . A classe de funcionais Laguerre-Hahn afim e´ mais extensa que
a classe de funcionais de segundo grau, pois existem funcionais Laguerre-Hahn
afim que na˜o sa˜o de segundo grau. A funcional associada aos polino´mios de Jacobi
sobre a circunfereˆncia de paraˆmetros α, β tais que α = β = 1/2 e´ um exemplo de
uma funcional Laguerre-Hahn afim que na˜o e´ de segundo grau (cf. [52]).
O lema e o teorema que se seguem podem ser encontrados em [52].
LEMA II.4. Seja F uma func¸a˜o de Carathe´odory que verifica as equac¸o˜es
A1F
′ = C1F +D1 , (II.31)
A2F
′ = C2F +D2 . (II.32)
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Enta˜o, verifica-se uma e uma so´ das seguintes condic¸o˜es:
a) F e´ racional;
b)
A1
A2
=
C1
C2
=
D1
D2
.
Demonstrac¸a˜o: Se eliminarmos F ′ entre (II.31) e (II.32) obtemos
(C1A2 − C2A1)F = D2A1 −D1A2 .
Logo, ou
C1A2 − C2A1 6= 0 e D2A1 −D1A2 6= 0 ,
donde se segue que F e´ racional, ou
C1A2 − C2A1 = 0 e D2A1 −D1A2 = 0 ,
donde se segue que
A1
A2
=
C1
C2
=
D1
D2
. 
OBSERVAC¸A˜O . Se C1 = 0 (respectivamente C2 = 0) temos que C2 = 0
(respectivamente C1 = 0) e a condic¸a˜o b) e´ dada por
A1
A2
=
D1
D2
; se D1 = 0
(respectivamente D2 = 0) temos que D2 = 0 (respectivamente D1 = 0) e a
condic¸a˜o b) e´ dada por
A1
A2
=
C1
C2
.
TEOREMA II.2. Seja F uma func¸a˜o de Carathe´odory na˜o racional. Se F ve-
rificar
A2F
′ = C2F +D2 , A2 6= 0 , (II.33)
A3F
′ = B3F 2 + C3F +D3 , A3 6= 0 , B3 6= 0 , (II.34)
enta˜o F e´ de segundo grau e verifica
B1F
2 + C1F +D1 = 0 , (II.35)
com
B1 = A2B3 6= 0 , (II.36)
C1 = A2C3 − C2A3 , (II.37)
D1 = A2D3 −D2A3 . (II.38)
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Ale´m disso,
(C21 − 4B1D1)B1
A2
=
B1(−C1C ′1 − 2B1D′1 + 2B′1D1)− C1(B′1C1 − 2B1C ′1)
C2
=
−B1C1D′1 −D1(B′1C1 − 2B1C ′1)
D2
. (II.39)
Demonstrac¸a˜o: Se eliminarmos F ′ entre (II.33) e (II.34) obtemos (II.35), com
os coeficientes (II.36)-(II.38). Ale´m disso, pelo teorema anterior, F verifica uma
equac¸a˜o diferencial de primeira ordem, A˘F ′ = C˘F + D˘, com coeficientes dados
por (II.19)-(II.21),
A˘ = (C21 − 4B1D1)B1 ,
C˘ = B1(−C1C ′1 − 2B1D′1 + 2B′1D1)− C1(B′1C1 − 2B1C ′1) ,
D˘ = −B1C1D′1 −D1(B′1C1 − 2B1C ′1) .
Assim, F verifica a equac¸a˜o diferencial A˘F ′ = C˘F + D˘ e verifica (II.33). Uma
vez que F na˜o e´ racional, pelo lema anterior seguem-se as relac¸o˜es
A˘
A2
=
C˘
C2
=
D˘
D2
,
ou seja, obtemos (II.39). 
3.2. Estabilidade na classe Laguerre-Hahn.
TEOREMA II.3. Seja F1 uma func¸a˜o de Carathe´odory na˜o racional que verifica
A1F
′
1 = B1F
2
1 + C1F1 +D1 , A1 6= 0 , (II.40)
e seja F2 uma transformac¸a˜o racional-linear de F1 do tipo
F2 =
α1 − β1F1
−α2 + β2F1 , α1, α2, β1, β2 ∈ P , α1β2 − α2β1 6= 0 .
Enta˜o, F2 verifica
A2F
′
2 = B2F
2
2 + C2F2 +D2 , (II.41)
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com
A2 = −(α1β2 − α2β1)A1 6= 0 , (II.42)
B2 = (α2β
′
2 − α′2β2)A1 + α22B1 + α2β2C1 + β22D1 , (II.43)
C2 = (α2β
′
1 + α1β
′
2 − α′2β1 − α′1β2)A1 + 2α1α2B1
+(α1β2 + α2β1)C1 + 2β1β2D1 , (II.44)
D2 = (α1β
′
1 − α′1β1)A1 + α21B1 + α1β1C1 + β21D1 . (II.45)
Assim, se F2 for uma func¸a˜o de Carathe´odory e se
(α2β
′
2 − α′2β2)A1 + α22B1 + α2β2C1 + β22D1 6= 0 , (II.46)
enta˜o F2 e´ Laguerre-Hahn.
Demonstrac¸a˜o: Verifica-se que F2 =
α1 − β1F1
−α2 + β2F1 ⇔ F1 =
α1 + α2F2
β1 + β2F2
. Se subs-
tituirmos F1 =
α1 + α2F2
β1 + β2F2
em (II.40) obtemos
A2F
′
2 = B2F
2
2 + C2F2 +D2 ,
com os coeficientes dados por (II.42)-(II.45). Logo, se F2 for func¸a˜o de Ca-
rathe´odory e se se verificarem as condic¸o˜es α1β2 − α2β1 6= 0 e (II.46), temos,
respectivamente, A2 6= 0 e B2 6= 0, donde se segue que F2 e´ Laguerre-Hahn. 
OBSERVAC¸A˜O . Tal como ja´ referimos no cap´ıtulo I, em [50] sa˜o dadas
condic¸o˜es suficientes para que uma tranformac¸a˜o racional-linear do tipo indicado
de uma func¸a˜o de Carathe´odory seja ainda uma func¸a˜o de Carathe´odory.
3.3. Exemplos.
3.3.1. Polino´mios associados de primeira espe´cie.
COROLA´RIO II.2. Seja {φn} uma SPOM sobre T, {Ωn} a sucessa˜o de polino´-
mios associados de primeira espe´cie, e F, F2 as respectivas func¸o˜es de Carathe´o-
dory. Se F verificar zAF ′ = BF 2 + CF +D, A 6= 0, enta˜o F2 verifica
zAF ′2 = −DF 22 − CF2 −B . (II.47)
Assim, se D 6= 0, enta˜o F2 e´ Laguerre-Hahn.
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Demonstrac¸a˜o: Se {φn} for ortogonal relativamente a F , enta˜o {Ωn} e´ orto-
gonal relativamente a` func¸a˜o de Carathe´odory F2 = 1/F (cf. corola´rio I.3). Pelo
teorema II.3 temos (II.47) e a conclusa˜o segue-se. 
3.3.2. Polino´mios associados de ordem N .
COROLA´RIO II.3. Seja F uma func¸a˜o de Carathe´odory, {φn} a respectiva
SPOM, {Ωn} a sucessa˜o de polino´mios de primeira espe´cie, e {φNn } a sucessa˜o
de polino´mios associados de {φn} de ordem N . Sejam F, FN as func¸o˜es de
Carathe´odory associadas a {φn} e {φNn }, respectivamente. Se F verificar zAF ′ =
BF 2 + CF +D, A 6= 0, enta˜o FN verifica
AN
(
FN
)′
= BN
(
FN
)2
+ CNF
N +DN ,
com
AN = 4hNAz
N+1 ,
BN = {(ΩN + Ω∗N)′(φN − φ∗N)− (φN − φ∗N)′(ΩN + Ω∗N)} zA
+ (ΩN + Ω
∗
N)
2B − (ΩN + Ω∗N)(φN − φ∗N)C + (φN − φ∗N)2D ,
CN = 2 {φ′NΩN + (φ∗N)′Ω∗N − Ω′NφN − (Ω∗N)′φ∗N} zA
− 2(Ω2N − (Ω∗N)2)B + 2(φNΩN + φ∗NΩ∗N)C − 2(φ2N − (φ∗N)2)D ,
DN = {(ΩN − Ω∗N)′(φN + φ∗N)− (ΩN − Ω∗N)(φN + φ∗N)′} zA
+ (ΩN − Ω∗N)2B − (ΩN − Ω∗N)(φN + φ∗N)C + (φN + φ∗N)2D ,
e onde hN =
∏N
k=1(1− |ak|2) . Assim, se
zA {(ΩN + Ω∗N)′(φN − φ∗N)− (φN − φ∗N)′(ΩN + ΩN)∗}+ (ΩN + Ω∗N)2B
− (ΩN + Ω∗N)(φN − φ∗N)C + (φN − φ∗N)2D 6= 0 , (II.48)
enta˜o FN e´ Laguerre-Hahn.
Demonstrac¸a˜o: De (I.43) temos FN =
(ΩN − Ω∗N) + (φN + φ∗N)F
(ΩN + Ω∗N) + (φN − φ∗N)F
. Pelo teo-
rema II.3 temos
AN
(
FN
)′
= BN
(
FN
)2
+ CNF
N +DN ,
com AN = 2zA (ΩNφ
∗
N + Ω
∗
NφN) e os coeficientes acima indicados.
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Uma vez que ΩNφ
∗
N +Ω
∗
NφN = 2hNz
N , com hN =
∏N
k=1(1−|ak|2) (cf. (I.15)),
obtemos que AN = 4hNAz
N+1, donde AN 6= 0. Se (II.48), enta˜o BN 6= 0, donde
se segue o enunciado. 
4. Equac¸a˜o distribucional para funcionais hermitianas
tipo Laguerre-Hahn
4.1. Resultados auxiliares.
De seguida apresentamos lemas que utilizaremos nas secc¸o˜es seguintes. Uti-
lizaremos a func¸a˜o formal de Carathe´odory associada a u definida por (I.10) e,
sempre que necessa´rio, denota´-la-emos por Fu.
LEMA II.5. Seja u ∈ R e A,B polino´mios. Enta˜o,
〈B(ξ)u, ξ + z
ξ − z 〉 = Pu,B(z) +B(z)Fu(z) , |z| 6= 1 , (II.49)
A(z)F ′u(z) = −A′(z)Fu(z) +Qu,A(z) +
1
iz
〈D(Au), ξ + z
ξ − z 〉 , (II.50)
onde Pu,B e Qu,A sa˜o polino´mios com gr(Pu,B) = gr(B) e gr(Qu,A) = gr(A) − 1
definidos por
Pu,B(z) = 〈u, ξ + z
ξ − z (B(ξ)−B(z))〉 , (II.51)
Qu,A(z) = −A′(z)c0 − 〈u, 2ξ
gr(A)∑
k=2
A(k)(z)
k!
(ξ − z)k−2〉 , (II.52)
onde c0 = 〈u, 1〉.
Demonstrac¸a˜o: Em primeiro lugar deduzimos (II.49):
〈B(ξ)u, ξ + z
ξ − z 〉 = 〈u,
ξ + z
ξ − zB(ξ)〉
= 〈u, ξ + z
ξ − z (B(ξ)−B(z))〉+B(z)〈u,
ξ + z
ξ − z 〉
Uma vez que 〈u, ξ + z
ξ − z (B(ξ)−B(z))〉 e´ um polino´mio em z (de grau igual ao
grau de B), obtemos (II.49) com Pu,B dado por (II.51).
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Para obter (II.50) procedemos da seguinte forma:
A(z)F ′u(z) = 〈u,
2ξ
(ξ − z)2A(z)〉
= −〈u, 2ξ
(ξ − z)2 (A(ξ)− A(z))〉+ 〈u,
2ξA(ξ)
(ξ − z)2 〉
= −〈u, 2ξ
gr(A)∑
k=1
A(k)(z)
k!
(ξ − z)k−2〉+ 〈u, 2ξA(ξ)
(ξ − z)2 〉 .
Mas
gr(A)∑
k=1
A(k)(z)
k!
(ξ − z)k−2 = A
′(z)
ξ − z +
gr(A)∑
k=2
A(k)(z)
k!
(ξ − z)k−2 ,
donde,
A(z)F ′u(z) = −A′(z)〈u,
2ξ
ξ − z 〉 − 〈u, 2ξ
gr(A)∑
k=2
A(k)(z)
k!
(ξ − z)k−2〉+ 〈u, 2ξA(ξ)
(ξ − z)2 〉 .
Logo,
A(z)F ′u(z)
= −A′(z)Fu(z)− A′(z)c0 − 〈u, 2ξ
gr(A)∑
k=2
A(k)(z)
k!
(ξ − z)k−2〉+ 1
z
〈u, 2zξA(ξ)
(ξ − z)2 〉 .
Uma vez que
〈u, 2zξA(ξ)
(ξ − z)2 〉 = −〈A(ξ)u, ξ
∂
∂ξ
(
ξ + z
ξ − z
)
〉 ,
obtemos, utilizando a definic¸a˜o do operador D,
A(z)F ′u(z) = −A′(z)Fu(z) +Qu,A(z) +
1
iz
〈D(Au), ξ + z
ξ − z 〉 ,
com Qu,A dado por (II.52). 
OBSERVAC¸A˜O . Sendo α ∈ C e B, B˜ polino´mios, de (II.51) temos que
Pu,B+B˜ = Pu,B + Pu,B˜ ,
Pu,αB = αPu,B .
O lema seguinte e´ uma generalizac¸a˜o do teorema 3.4 de [3].
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LEMA II.6. Seja u uma funcional linear hermitiana. Se existirem polino´mios A,
B,C,H tais que D(Au) = Bu2 +Cu+H L0, onde L0 e´ a funcional de Lebesgue,
enta˜o
D(A+ A)u = (B +B)u2 + (C + C)u+ (H +H)L0 . (II.54)
Ale´m disso, a equac¸a˜o (II.54) e´ equivalente a` equac¸a˜o distibucional de coeficientes
polinomiais
D(A1u) = B1u2 + (C1 + isA1)u+H1 L0 , (II.55)
com A1, B1, C1, H1 dados por
A1(z) = z
s
(
A(z) + A(1/z)
)
, (II.56)
B1(z) = z
s
(
B(z) +B(1/z)
)
, (II.57)
C1(z) = z
s
(
C(z) + C(1/z)
)
, (II.58)
H1(z) = z
s
(
H(z) +H(1/z)
)
. (II.59)
onde s = max{gr(A), gr(B), gr(C), gr(H)} .
Demonstrac¸a˜o: Parte 1. Se D(Au) = Bu2 + Cu+H L0, enta˜o
〈D(Au), ξk〉 = 〈Bu2 + Cu+H L0, ξk〉, ∀k ∈ Z .
Aplicando conjugados, segue-se
〈D(Au), ξ−k〉 = 〈Bu2 + Cu+H L0, ξ−k〉, ∀k ∈ Z .
Logo, obtemos
〈D((A+ A)u), ξn〉 = 〈(B +B)u2 + (C + C)u+ (H +H)L0, ξn〉, ∀n ∈ Z ,
e (II.54) segue-se.
Parte 2. Mostremos a equivaleˆncia entre (II.54) e (II.55).
Se u verificar (II.54), enta˜o, ∀k ∈ Z ,
〈D((A+ A)u), ξk〉 = 〈(B +B)u2, ξk〉+ 〈(C + C)u, ξk〉+ 〈(H +H)L0, ξk〉 ,
ou seja,
− ik〈u, (A(ξ) + A(1/ξ))ξk〉 = 〈u2, (B(ξ) +B(1/ξ))ξk〉
+ 〈(C(ξ) + C(1/ξ))ξk〉+ 〈L0, (H(ξ) +H(1/ξ))ξk〉, ∀k ∈ Z .
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Se s = max{gr(A), gr(B), gr(C), gr(H)}, a u´tima equac¸a˜o e´ dada por
− ik〈u, ξs(A(ξ) + A(1/ξ))ξk−s〉 = 〈u2, ξs(B(ξ) +B(1/ξ))ξk−s〉
+ 〈u, ξs(C(ξ) + C(1/ξ))ξk−s〉+ 〈L0, ξs(H(ξ) +H(1/ξ))ξk−s〉, ∀k ∈ Z . (II.60)
Consideremos m = k− s e A1, B1, C1, H1 os polino´mios dados por (II.56)-(II.59).
Deste modo, a equac¸a˜o (II.60) e´ dada por, ∀m ∈ Z ,
−i(s+m)〈u,A1(ξ)ξm〉 = 〈u2, B1(ξ)ξm〉+ 〈u,C1(ξ)ξm〉+ 〈L0, H1(ξ)ξm〉 ,
ou seja, ∀m ∈ Z ,
−im〈u,A1(ξ)ξm〉 = 〈u2, B1(ξ)ξm〉+〈u, (C1(ξ)+isA1(ξ))ξm〉+〈L0, H1(ξ)ξm〉 .
Pela definic¸a˜o do operador D, a equac¸a˜o anterior e´ equivalente a
〈D(A1u), ξm〉 = 〈B1u2, ξm〉+ 〈(C1 + isA1)u, ξm〉+ 〈H1 L0, ξm〉, ∀m ∈ Z ,
e obtemos (II.55).
Reciprocamente, se u verificar (II.55), enta˜o, pela Parte 1, u verifica
D(A1 + A1)u = (B1 +B1)u2
+ (C1 + isA1 + (C1 + isA1))u+ (H1 +H1)L0 . (II.61)
Se tivermos em atenc¸a˜o que
A1 + A1 = ps(A+ A), B1 +B1 = ps(B +B), H1 +H1 = ps(H +H) ,
C1 + isA1 + C1 + isA1 = ps(C + C) + iz p
′
s(A+ A) ,
onde ps = z
s + z−s, de (II.61) obtemos que, ∀k ∈ Z ,
− i〈(A+ A)u, kps zk〉 = 〈(B +B)u2, ps zk〉+ 〈(C + C)u, ps zk〉
+ i〈(A+ A)u, zp′s zk〉+ 〈(H +H)L0, ps zk〉 . (II.62)
ou seja,
− i〈(A+ A)u, z (ps zk)′〉 = 〈(B +B)u2, ps z−k〉
+ 〈(C + C)u, ps zk〉+ 〈(H +H)L0, ps zk〉 ,∀k ∈ Z .
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De acordo com a definic¸a˜o de D, temos
〈D(A+ A)u, ps zk〉 = 〈(B +B)u2, ps zk〉
+ 〈(C + C)u, ps zk〉+ 〈(H +H)L0, ps zk〉 , ∀k ∈ Z .
Uma vez que
{
psz
k , k ∈ Z} e´ uma base de Λ, enta˜o u verifica (II.54). 
OBSERVAC¸A˜O . Do lema anterior conclui-se que se u verificar uma equac¸a˜o
distribucional com coeficientes polinomiais D(Au) = Bu2 + Cu + H L0, enta˜o u
tambe´m verifica uma outra equac¸a˜o distribucional com coeficientes polinomiais,
D(A1u) = B1u2+(C1+isA1)u+H1 L0 , em que os polino´mios A1, B1, C1 e H1 sa˜o,
a menos de um factor zµ, µ ∈ Z, auto-rec´ıprocos. Efectivamente, se escrevermos
s1 = gr(A), s2 = gr(B), s3 = gr(C), s4 = gr(H), temos que
A∗1 = z
s1−2sA1, B∗1 = z
s2−2sB1, C∗1 = z
s3−2sC1, H∗1 = z
s4−2sH1 ,
com s = max{gr(A), gr(B), gr(C), gr(H)} .
LEMA II.7. Seja u ∈ R e Fu a respectiva func¸a˜o de Carathe´odory. Se Fu
verificar
zAF ′u = BF
2
u + CFu +D , |z| 6= 1 ,
enta˜o u verifica
〈D(Au) + L(ξ)u− 2iB(ξ)u2, ξ + z
ξ − z 〉 = iH(z) , (II.63)
com
L = i (−zA′ + 2B − C) , (II.64)
H = B − 2Pu2,B + Pu,−zA′+2B−C − zQu,A +D . (II.65)
Demonstrac¸a˜o: Se usarmos (II.50) e (II.5) em zAF ′u = BF
2
u +CFu+D obtemos
−zA′Fu + zQu,A − i〈D(Au), ξ + z
ξ − z 〉 = 2BFu2 − 2BFu +B + CFu +D ,
i.e.,
(−zA′ + 2B − C)Fu − i〈D(Au), ξ + z
ξ − z 〉 = 2BFu2 +B +D − zQu,A . (II.66)
Por outro lado, de (II.49) temos as igualdades
(−zA′ + 2B − C)Fu = 〈(−ξA′(ξ) + 2B(ξ)− C(ξ))u, ξ+zξ−z 〉 − Pu,−zA′+2B−C ,
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BFu2 = 〈B(ξ)u2, ξ+zξ−z 〉 − Pu2,B .
Utilizando estas duas igualdades em (II.66) obtemos
〈(−ξA′(ξ) + 2B(ξ)− C(ξ))u− iD(Au)− 2B(ξ)u2, ξ + z
ξ − z 〉
= B − 2Pu2,B + Pu,−zA′+2B−C − zQu,A +D .
Se multiplicarmos por i obtemos
〈D(Au) + i (−ξA′(ξ) + 2B(ξ)− C(ξ))u− 2iB(ξ)u2, ξ + z
ξ − z 〉
= i (B − 2Pu2,B + Pu,−zA′+2B−C − zQu,A +D) .
Logo, obtemos (II.63) com L,H dados por (II.64) e (II.65), respectivamente. 
TEOREMA II.4. Seja u ∈ R e Fu a respectiva func¸a˜o de Carathe´odory. Se Fu
verificar
zAF ′u = BF
2
u + CFu +D , |z| < 1 , (II.67)
enta˜o u verifica a equac¸a˜o distribucional de coeficientes polinomiais
D(A1u) = B1u2 + (isA1 − L1)u+H1 L0 , (II.68)
onde s = max{gr(A), gr(B), gr(L), gr(H)},
A1(z) = z
s(A(z) + A(1/z)), B1(z) = z
s(2iB(z) + 2iB(1/z)) ,
L1(z) = z
s(L(z) + L(1/z)), H1(z) = z
s(iH(z) + iH(1/z)) ,
e L,H sa˜o definidos por (II.64) e (II.65), respectivamente.
Demonstrac¸a˜o: Se F verifica zAF ′u = BF
2
u + CFu + D, |z| < 1, enta˜o, pelo
lema (II.7), obtemos (II.63),
〈D(Au) + L(ξ)u− 2iB(ξ)u2, ξ + z
ξ − z 〉 = iH(z) .
Se aplicarmos conjugados e a transformac¸a˜o Z = 1/z a` equac¸a˜o anterior obtemos
〈D(Au) + Lu− 2iBu2, ξ + 1/z
ξ − 1/z 〉 = −iH(1/z)
i.e.,
〈D(Au) + Lu− 2iBu2,−1/ξ + 1/z
1/ξ − 1/z 〉 = iH(1/z) .
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Uma vez que
−1/ξ + 1/z
1/ξ − 1/z =
ξ + z
ξ − z ,
obtemos
〈D(Au) + Lu− 2iBu2, ξ + z
ξ − z 〉 = iH(1/z) . (II.69)
Somando (II.63) com (II.69) obtemos
〈D ((A+ A)u)+ (L+ L)u− (2iB + 2iB)u2, ξ + z
ξ − z 〉 = i(H(z) +H(1/z)) .
Agpra, se calcularmos os momentos da funcional linear hermitiana
D ((A+ A)u)+ (L+ L)u− (2iB + 2iB)u2
(utilizando, para tal, a expansa˜o assimpto´tica de
ξ + z
ξ − z em |z| < 1 e em |z| > 1)
obtemos
D ((A+ A)u)+ (L+ L)u− (2iB + 2iB)u2 = (iH + iH)L0 .
Do lema II.6 obtemos a equac¸a˜o funcional requerida. 
Se fizermos B = 0 em (II.67) obtemos o resultado para a classe Laguerre-Hahn
afim.
COROLA´RIO II.4. Seja u ∈ R. Se Fu verificar
zAF ′u = CFu +D , |z| < 1 ,
enta˜o u verifica a equac¸a˜o distribucional de coeficientes polinomiais
D(A1u) = (isA1 − L1)u+H1 L0 , (II.70)
onde
s = max{gr(A), gr(L), gr(H)}, A1(z) = zs(A(z) + A(1/z)) ,
L1(z) = z
s(L(z) + L(1/z)), H1(z) = z
s(iH + iH(1/z)) ,
L(z) = i (−zA′(z)− C(z)) , H(z) = Pu,−zA′−C(z)− zQu,A(z) +D(z) .
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4.2. Teorema de caracterizac¸a˜o: a equac¸a˜o distribucional.
Finalmente, estabelecemos o principal resultado deste cap´ıtulo.
TEOREMA II.5. Seja u ∈ R e Fu a respectiva func¸a˜o de Carathe´odory. A
funcional u verifica a equac¸a˜o distribucional de coeficientes polinomiais
D(Au) = Bu2 + Cu+ ξH L0 , (II.71)
onde L0 e´ a funcional de Lebesgue, se, e somente se, Fu verificar as equac¸o˜es
diferenciais de coeficientes polinomiais
zAF ′u = −
iB
2
F 2u + (−zA′ − iB − iC)Fu +
iB
2
− iPu2,B
+ zQu,A − iPu,C − 2izHI (II.72)
com I(z) =
{
1, |z| < 1
0, |z| > 1 .
Demonstrac¸a˜o: Seja u tal que D(Au) = Bu2 + Cu + ξH L0. Se substituirmos
D(Au) por Bu2 + Cu+ ξH L0 em (II.50) obtemos
zA(z)F ′(z) = −zA′(z)F (z) + zQu,A(z)− i〈Bu2 + Cu+ ξH L0, ξ + z
ξ − z 〉 ,
i.e.,
zA(z)F ′u(z)
= −zA′(z)Fu + zQu,A(z)− i〈Bu2, ξ + z
ξ − z 〉 − i〈Cu,
ξ + z
ξ − z 〉 − i〈ξH L0,
ξ + z
ξ − z 〉 .
De (II.49) segue-se
zA(z)F ′u = −zA′(z)Fu + zQu,A(z)− i {Pu2,B +B(z)Fu2}
− i {Pu,C + C(z)Fu} − i〈ξH L0, ξ + z
ξ − z 〉 . (II.73)
Uma vez que
〈ξH L0, ξ + z
ξ − z 〉 = 2zH(z)I(z) ,
enta˜o, em |z| < 1, (II.73) e´ equivalente a
zA(z)F ′u
= −iB(z)Fu2 +(−zA′(z)−iC(z))Fu+zQu,A(z)−iPu2,B(z)−iPu,C(z)−2izH(z)
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e, em |z| > 1, (II.73) e´ equivalente a
zA(z)F ′u = −iB(z)Fu2 + (−zA′(z)− iC(z))Fu + zQu,A(z)− iPu2,B(z)− iPu,C(z) .
Se utilizarmos (II.5) obtemos (II.72).
Reciprocamente, se Fu verifica, em |z| < 1,
zAF ′u = −
iB
2
F 2u + (−zA′ − iB − iC)Fu +
iB
2
− iPu2,B
+ zQu,A(z)− iPu,C(z) + E(z) ,
enta˜o, de (II.63), obtemos
〈V, ξ + z
ξ − z 〉 = 2zH(z)I(z), V = D(Au)−Bu
2 − Cu .
Considerando a expansa˜o assimpto´tica de
ξ + z
ξ − z em |z| < 1 e em |z| > 1, obtemos,
respectivamente,
〈V, 1 + 2
+∞∑
k=1
ξ−kzk〉 = 2zH(z) , |z| < 1 , (II.74)
〈V,−1− 2
+∞∑
k=1
ξkz−k〉 = 0 , |z| > 1 . (II.75)
Se escrevermos zH(z) = p1z + ...+ plz
l, enta˜o, de (II.74), obtemos
〈V, 1〉 = 0 ,
〈V, ξ−k〉 = pk , k = 1, ..., l , (II.76)
〈V, ξ−k〉 = 0 , k ≥ l + 1 , (II.77)
e de (II.75) obtemos
〈V, 1〉 = 0 , (II.78)
〈V, ξk〉 = 0, k ≥ 1 . (II.79)
Finalmente, de (II.76)-(II.79), conclui-se que V = ξH L0, e obtemos (II.71). 
Fazendo B = 0 em (II.71) e (II.72) obtemos o resultado seguinte para a classe
Laguerre-Hahn afim (ver [10, teorema 2] e ver tambe´m [52, pg. 74]).
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COROLA´RIO II.5. Seja u ∈ R e Fu a respectiva func¸a˜o de Carathe´odory. u
verifica D(Au) = Cu+ ξH(ξ)L0, se, e somente se, F verificar, para |z| 6= 1 ,
zA(z)F ′(z) = (−zA′(z)− iC(z))F (z) + zQu,A(z) − iPu,C(z) − 2izH(z)I(z) .
Obtemos a seguinte caracterizac¸a˜o para as funcionais hermitianas semi-cla´s-
sicas (ver [10]).
COROLA´RIO II.6. Seja F func¸a˜o de Carathe´odory formal associada a u ∈ R
verificando uma equac¸a˜o diferencial com coeficientes polinomiais
zA(z)F ′(z) = (−zA′(z)− iC(z))F (z) + P (z) (II.80)
em {z ∈ C : |z| 6= 1}. Uma condic¸a˜o necessa´ria e suficiente para que u seja
semi-cla´ssica e verifique a equac¸a˜o distribucional D(Au) = Cu e´ que o polino´mio
P de (II.80) satisfac¸a
P = zQu,A − iPu,C ,
sendo Qu,A e Pu,C dados por (II.52) e (II.51), respectivamente.
OBSERVAC¸A˜O . A func¸a˜o de Carathe´odory associada a` medida de Jacobi
dada por (II.15) verifica a equac¸a˜o diferencial (II.80) com
A(z) = z2 − 1, C(z) = i ((α + β + 2) z2 + 2(α− β)z + α + β) ,
P (z) = (α + β)cα,β0 (z
2 − 1) .
Se utilizarmos as relac¸o˜es para os momentos da medida de Jacobi (ver [37])
cα,β0 =
Γ(α + 1
2
)Γ(β + 1
2
)
piΓ(α + β + 1)
,
cα,β1 =
β − α
α + β + 1
cα,β0 ,
(α + β + k)cα,βk = 2(β − α)cα,βk−1 + (k − 2− α− β)cα,βk−2 , k ∈ Z ,
obtemos P = zQu,A − iPu,C .
CAPI´TULO III
Relac¸o˜es diferenciais na classe Laguerre-Hahn
Neste cap´ıtulo estabelecemos duas caracterizac¸o˜es para sucesso˜es de polino´-
mios ortogonais sobre a circunfereˆncia, associadas a func¸o˜es de Carathe´odory que
verificam equac¸o˜es diferenciais do tipo zAF ′ = BF 2 +CF +D, A,B,C,D ∈ P:
C1- em termos de relac¸o˜es de estrutura de primeira ordem;
C2- em termos de equac¸o˜es diferenciais (de coeficientes matriciais) de segunda
ordem.
Dada uma func¸a˜o de Carathe´odory, F , consideraremos os vectores associados
a F definidos por ψ1n = [φn − Ωn]T , ψ2n = [φ∗n Ω∗n]T , Qn = [−Qn Q∗n]T , n ≥ 0,
com {φn}, {Ωn} e {Qn}, respectivamente, a sucessa˜o de polino´mios ortogonais
mo´nicos, a sucessa˜o dos polino´mios de primeira espe´cie e a sucessa˜o das func¸o˜es
de segunda espe´cie relativamente a F (cf. secc¸a˜o I.6).
Para estabelecer a caracterizac¸a˜o C1 mostraremos a equivaleˆncia entre a e-
quac¸a˜o zAF ′ = BF 2 + CF +D, com A,B,C,D ∈ P, e
zA(ψ1n)
′ = Mn,1ψ1n +Nn,1ψ
2
n
zAQ′n = (ln,1 + C/2 +BF )Qn + Θn,1Q
∗
n , n ∈ N ,
onde Mn,1 e Nn,1 sa˜o matrizes de elementos polinomiais e ln,1,Θn,1 sa˜o polino´mios
de graus independentes de n. Estas relac¸o˜es de estrutura sa˜o uma generalizac¸a˜o
das relac¸o˜es de estrutura obtidas na secc¸a˜o 3 de [36] para a classe semi-cla´ssica
real (ver tambe´m [34]). A caracterizac¸a˜o C1 e´ um resultado central no nosso
trabalho, pois no cap´ıtulo IV reinterpretaremos estas relac¸o˜es de estrutura em
termos de equac¸o˜es matriciais de Sylvester, o que nos permitira´ obter uma repre-
sentac¸a˜o para as respectivas sucesso˜es de polino´mios ortogonais.
A caracterizac¸a˜o C2 foi motivada pelos trabalhos de Hahn [27, 28, 29], onde
se estuda a caracterizac¸a˜o de sucesso˜es de polino´mios ortogonais reais, {Pn},
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atrave´s de equac¸o˜es diferenciais lineares de segunda ordem com coeficientes poli-
nomiais. Em [28, 29] e´ estabelecida a equivaleˆncia entre uma equac¸a˜o do tipo
anP
′′
n + bnP
′
n + cnPn = 0, an, bn, cn ∈ P , n ∈ N , (III.1)
e relac¸o˜es de estrutura de coeficientes polinomiais para {Pn},
r(x)P ′n(x) = sn(x)Pn(x) + tn(x)Pn−1(x), r, sn, tn ∈ P , n ∈ N ,
sendo que, no caso de ortogonalidade real, estas relac¸o˜es de estrutura caracterizam
o cara´cter semi-cla´ssico de {Pn} (ver [7], por exemplo). Estes resultados esta˜o
relacionados com o estudo das singularidades da equac¸a˜o (III.1). Nas condic¸o˜es
enunciadas, tem-se que (cf. [27, 28]):
a) as singularidades de (III.1) sa˜o independentes de n;
b) os zeros do polino´mio an que dependem de n sa˜o singularidades aparentes da
equac¸a˜o (III.1).
Em [27] Hahn estabelece que a ordem mı´nima de uma equac¸a˜o diferencial linear
para uma sucessa˜o de polino´mios ortogonais sobre subconjuntos de R, {Pn}, pode
ser apenas dois ou quatro; mostra que as soluc¸o˜es da equac¸a˜o diferencial de ordem
quatro sa˜o constru´ıdas atrave´s das soluc¸o˜es de equac¸o˜es diferenciais de segunda
ordem.
Salientamos que no caso de ortogonalidade sobre a circunfereˆncia a caracte-
rizac¸a˜o de sucesso˜es semi-cla´ssicas, {φn}, atrave´s de equac¸o˜es diferenciais de se-
gunda ordem Anφ
′′
n + Bnφ
′
n + Cnφn = 0, n ∈ N, An, Bn, Cn ∈ P, e´ inexistente.
Relembramos que Tasis, em [61], estabeleceu que se {φn} for semi-cla´ssica (logo,
ortogonal relativamente a uma func¸a˜o de Carathe´odory F que verifica zAF ′ =
CF +D, com A,C,D ∈ P) enta˜o {φn} verifica Anφ′′n +Bnφ′n +Cnφn = 0, n ∈ N,
com An, Bn, Cn polino´mios de graus independentes de n, mas o rec´ıproco ficou
em aberto (cf. [2]).
Consideremos, enta˜o, a classe das func¸o˜es de Carathe´odory que verificam
zAF ′ = BF 2 + CF + D, com A,B,C,D ∈ P. Analogamente ao estabelecido
por Hahn para o caso de ortogonalidade sobre subconjuntos de R, tambe´m na
classe Laguerre-Hahn sobre a circunfereˆncia unita´ria se verifica que as respectivas
sucesso˜es de polino´mios ortogonais, {φn}, satisfazem equac¸o˜es diferenciais lineares
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de quarta ordem,
Snφ
(iv)
n + Tnφ
(iii)
n + Unφ
′′
n + Vnφ
′
n + Znφn = 0 , n ∈ N ,
onde Sn, Tn, Un, Vn, Zn sa˜o polino´mios (basta ter em atenc¸a˜o as relac¸o˜es de es-
trutura obtidas em C1). Mas, por outro lado, e tambe´m tendo em atenc¸a˜o a
caracterizac¸a˜o C1 anteriormente referida, vemos que no caso da classe Laguerre-
-Hahn sobre a circunfereˆncia unita´ria, no sentido lato, as equac¸o˜es diferenciais
que surgem naturalmente sa˜o equac¸o˜es diferenciais de ordem dois com coeficientes
matriciais para {ψ1n} e para {Qn} (ver lema III.1). Assim, para estabelecer a ca-
racterizac¸a˜o C2 mostraremos a equivaleˆncia entre zAF ′ = BF 2 + CF + D, com
A,B,C,D ∈ P, e
A˜n,1 I(ψ1n)
′′
+ Bn,1(ψ1n)′ + Cn,1(ψ1n) = 02×1 (III.2)
A˜n,1(Qn)
′′
+ B˜n,1Q′n + C˜n,1Qn = 0 , n ∈ N , (III.3)
onde Bn,1, Cn,1 sa˜o matrizes de elementos polinomiais, B˜n,1, C˜n,1 sa˜o func¸o˜es anal´ıti-
cas no disco unita´rio, A˜n,1 e´ um polino´mio e I e´ a matriz identidade de ordem dois.
Em particular, seguem-se as equac¸o˜es diferenciais de segunda ordem obtidas por
Tasis para a classe semi-cla´ssica sobre a circunfereˆncia em [61, pg. 73] (cf. coro-
la´rio III.2). Analogamente a`s equac¸o˜es deduzidas por Hahn no caso real, tambe´m
as equac¸o˜es (III.2) e (III.3) teˆm as suas singularidades independentes de n, e os
zeros do polino´mio A˜n,1 que dependem de n sa˜o singularidades aparentes das
equac¸o˜es.
Este cap´ıtulo esta´ estruturado da forma seguinte: na secc¸a˜o 1 estabelecemos
a caracterizac¸a˜o C1; na secc¸a˜o 2 estabelecemos a caracterizac¸a˜o C2.
Os resultados descritos encontram-se em fase de preparac¸a˜o para submis-
sa˜o (cf. [12, 13]).
1. Relac¸o˜es de estrutura de primeira ordem
Comec¸amos por estabelecer um resultado central deste trabalho. Ao longo
deste cap´ıtulo, I denota a matriz identidade de ordem dois.
TEOREMA III.1. Sejam u ∈ R, F a correspondente func¸a˜o de Carathe´odory,
{ψ1n}, {ψ2n} as sucesso˜es de vectores associados a u definidos por (I.22) e (I.23),
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respectivamente, e {Qn} a sucessa˜o de func¸o˜es de segunda espe´cie. As afirmac¸o˜es
seguintes sa˜o equivalentes:
a) F verifica a equac¸a˜o diferencial de coeficientes polinomiais
zAF ′ = BF 2 + CF +D .
b) {ψ1n} e {Qn} verificam
zA(ψ1n)
′ = Mn,1ψ1n +Nn,1ψ
2
n , (III.4)
zAQ′n = (ln,1 + C/2 +BF )Qn + Θn,1Q
∗
n (III.5)
onde Mn,1, Nn,1 sa˜o matrizes de elementos polinomiais de graus independentes
de n, dadas por
Mn,1 =
[
ln,1 − C/2 −B
D ln,1 + C/2
]
, Nn,1 = −Θn,1 I.
c) {ψ2n} e {Q∗n} verificam
zA(ψ2n)
′ = Nn,2ψ1n +Mn,2ψ
2
n , (III.6)
zA(Q∗n)
′ = (ln,2 + C/2 +BF )Q∗n + Θn,2Qn , (III.7)
onde Mn,2, Nn,2 sa˜o matrizes de elementos polinomiais de graus independentes
de n, dadas por
Mn,2 =
[
ln,2 − C/2 −B
D ln,2 + C/2
]
, Nn,2 = −Θn,2 I.
Demonstrac¸a˜o: Utilizaremos o seguinte esquema: a)⇔ b) e a)⇔ c).
a)⇔ b):
Em primeiro lugar deduzimos as equac¸o˜es (III.4).
Se substituirmos (I.16) em zAF ′ = BF 2 + CF +D obtemos
zA
(
Qn
φn
− Ωn
φn
)′
= B
(
Qn
φn
− Ωn
φn
)2
+ C
(
Qn
φn
− Ωn
φn
)
+D ,
ou seja,
zA
(
Qn
φn
)′
−BQn
φn
(
Qn
φn
− 2Ωn
φn
)
− CQn
φn
= zA
(
Ωn
φn
)′
+B
(
Ωn
φn
)2
− C
(
Ωn
φn
)
+D ,
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donde se segue{
zA
(
Ωn
φn
)′
+B
(
Ωn
φn
)2
− C
(
Ωn
φn
)
+D
}
φ2n = Θ˜n , (III.8)
com
Θ˜n =
{
zA
(
Qn
φn
)′
−BQn
φn
(
Qn
φn
− 2Ωn
φn
)
− CQn
φn
}
φ2n .
Uma vez que o primeiro membro de (III.8) e´ um polino´mio, segue-se que Θ˜n
tambe´m e´ um polino´mio. Da ana´lise assimpto´tica de Qn em |z| < 1 (cf. lema I.6)
deduz-se que
Θ˜n(z) = z
nΘ˜1n(z), Θ˜
1
n ∈ P,
e da expansa˜o assimpto´tica de Qn em |z| > 1 (cf. lema I.6) resulta que Θ˜1n tem
grau limitado,
gr(Θ˜1n) = max{gr(zA)− 2, gr(B)− 1, gr(C)− 1}, ∀n ∈ N.
Logo, a equac¸a˜o (III.8) e´ equivalente a{
zA
(
Ωn
φn
)′
+B
(
Ωn
φn
)2
− C
(
Ωn
φn
)
+D
}
φ2n = z
nΘ˜1n .
Usando (I.15), 2hnz
n = φnΩ
∗
n + Ωnφ
∗
n, na u´ltima equac¸a˜o obtemos{
zA
(
Ωn
φn
)′
+B
(
Ωn
φn
)2
− C
(
Ωn
φn
)
+D
}
φ2n = Θn,1(φnΩ
∗
n + Ωnφ
∗
n) ,
com Θn,1 = Θ˜
1
n/2hn . Consequentemente,{
zAΩ′n −
C
2
Ωn +Dφn −Θn,1Ω∗n
}
φn =
{
zAφ′n +
C
2
φn −BΩn + Θn,1φ∗n
}
Ωn .
Distinguiremos os casos seguintes (ver lema I.7):
i) φn e Ωn na˜o teˆm zeros comuns, ∀n ∈ N, i.e., φn(0) 6= 0,∀n ∈ N;
ii) Existe um nu´mero finito de ı´ndices k ∈ N tais que φk e Ωk teˆm zeros comuns,
i.e., φk(0) = Ωk(0) = 0 para um nu´mero finito de ı´ndices k;
iii) Existe n0 > 1 tal que φn(0) = 0, ∀n ≥ n0.
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Caso i): Se φn e Ωn na˜o tiverem zeros comuns, ∀n ∈ N, conclui-se que existe um
polino´mio ln,1 tal que, ∀n ∈ N ,zAφ′n + C2 φn −BΩn + Θn,1φ∗n = ln,1φnzAΩ′n − C2 Ωn +Dφn −Θn,1Ω∗n = ln,1Ωn , (III.9)
e obtemos (III.4). Ale´m disso, o grau de ln,1 e´ limitado,
gr(ln,1) = max{gr(A), gr(B), gr(C), gr(D)}, ∀n ∈ N.
Caso ii): Suponhamos que φ1(0) 6= 0, . . . , φk−1(0) 6= 0, e k e´ o primeiro ı´ndice tal
que φk(0) = 0. Enta˜o, φn e Ωn na˜o teˆm zeros em comum para n = 1, . . . , k − 1.
Do caso i), as equac¸o˜es (III.9) verificam-se para n = 1, . . . , k − 1. Agora escreve-
mos (III.9) para k − 1 e multiplicamos por z, para obterz2Aφ′k−1 + C2 zφk−1 −BzΩk−1 + zΘk−1,1φ∗k−1 = lk−1,1zφk−1z2AΩ′k−1 − C2 zΩk−1 +Dzφk−1 − zΘk−1,1Ω∗k−1 = lk−1,1zΩk−1 .
Substituindo agora
φk(z) = zφk−1(z), φ∗k(z) = φ
∗
k−1(z), zφ
′
k−1(z) = φ
′
k(z)− φk−1 ,
Ωk(z) = zΩk−1(z), Ω∗k(z) = Ω
∗
k−1(z), zΩ
′
k−1(z) = Ω
′
k(z)− Ωk−1 ,
nas equac¸o˜es anteriores obtemoszAφ′k + C2 φk −BΩk + zΘk−1,1φ∗k = (lk−1,1 + A)φkzAΩ′k − C2 Ωk +Dφk − zΘk−1,11Ω∗k = (lk−1,1 + A)Ωk ,
e obtemos as equac¸o˜es (III.4) para n = k com lk,1 = lk−1,1 + A e Θk,1 = zΘk−1,1.
Ale´m disso, se φk+1(0) = · · · = φk+k0(0) = 0, e φk+k0+1(0) 6= 0 para algum
k0 ∈ N, se utilizarmos o mesmo me´todo que anteriormente obtemos (III.4) para
n = k + 1, . . . , k + k0, com ln,1 e Θn,1 dados por
ln,1 = lk−1,1 + (n− k + 1)A, Θn,1 = zn−k+1Θk−1,1, n = k + 1, . . . , k + k0 .
Caso iii): Se φn(0) = 0, ∀n ≥ n0, enta˜o φn e Ωn sa˜o polino´mios do tipo Bernstein-
-Szego˝, ou seja,
φn(z) = z
n−n0+1φn0−1(z) , Ωn(z) = z
n−n0+1Ωn0−1(z) .
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Aplicando o mesmo me´todo que anteriormente conclui-se que as equac¸o˜es (III.4)
se verificam, para n ∈ N, e, para n ≥ n0, os polino´mios ln,1 e Θn,1 sa˜o dados por
ln,1 = ln0−1 + (n− n0 + 1)A, Θn,1 = zn−n0+1Θ1n0−1 .
Deduza-se agora (III.5). Se derivarmos (I.16), Qn = Ωn + φnF, obtemos
zAQ′n = zAΩ
′
n + zAφ
′
nF + zAF
′φn .
Se utilizarmos as relac¸o˜es de estrutura (III.4),zAφ′n = (ln,1 − C2 )φn +BΩn −Θn,1φ∗nzAΩ′n = (ln,1 + C2 )Ωn −Dφn + Θn,1Ω∗n ,
na equac¸a˜o anterior obtemos
zAQ′n = (ln,1 + C/2 +BF )(Ωn + φnF ) + Θ
1
n(Ω
∗
n − φ∗nF ) .
Da representac¸a˜o (I.16) e (I.17) resulta a equac¸a˜o (III.5). Fica assim estabelecida
a implicac¸a˜o a)⇒ b).
Para demonstrarmos b)⇒ a) utilizamos (I.16) e (I.17) em (III.5). Obtemos
zA (Ω′n + φ
′
nF + φnF
′) =
(
ln,1 +BF +
C
2
)
(Ωn + Fφn) + Θn,1(Ω
∗
n − Fφ∗n) .
Das equac¸o˜es (III.4) resulta{
zAF ′ −BF 2 − CF −D}φn = 0, ∀n ∈ N,
donde zAF ′ = BF 2 + CF +D .
a)⇔ c):
Analogamente ao efectuado na demonstrac¸a˜o de a) ⇒ b), se substituirmos
a equac¸a˜o (I.17) em zAF ′ = BF 2 + CF + D e procedermos do mesmo modo
que anteriormente, obtemos as equac¸o˜es (III.6). Ale´m disso, ln,2 e Θn,2 teˆm grau
limitado,
gr(ln,2) = max{gr(A), gr(B), gr(C), gr(D)} , ∀n ∈ N ,
gr(Θn,2) = max{gr(zA)− 2, gr(B)− 1, gr(C)− 1} , ∀n ∈ N .
Analogamente se deduz (III.7).
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Para demonstrar c) ⇒ a) utilizamos (I.16) e (I.17) em (III.7). De (III.6)
resulta {
zAF ′ −BF 2 − CF −D}φ∗n = 0 , ∀n ∈ N ,
donde zAF ′ = BF 2 + CF +D . 
Como consequeˆncia, obtemos o corola´rio seguinte (ver[10]).
COROLA´RIO III.1. Sejam u ∈ R, F a correspondente func¸a˜o de Carathe´o-
dory, {ψ1n}, {ψ2n} as sucesso˜es de vectores associados a u definidos por (I.22)
e (I.23), respectivamente, e {Qn} a sucessa˜o de func¸o˜es de segunda espe´cie. As
afirmac¸o˜es seguintes sa˜o equivalentes:
a) F verifica a equac¸a˜o diferencial de coeficientes polinomiais
zAF ′ = CF +D .
b) {ψ1n} e {Qn} verificam
zA(ψ1n)
′ = Mn,1ψ1n +Nn,1ψ
2
n ,
zAQ′n = (ln,1 + C/2)Qn + Θn,1Q
∗
n ,
onde Mn,1, Nn,1 sa˜o matrizes de elementos polinomiais de graus independentes
de n, dadas por
Mn,1 =
[
ln,1 − C/2 0
D ln,1 + C/2
]
, Nn,1 = −Θn,1 I .
c) {ψ2n} e {Q∗n} verificam
zA(ψ2n)
′ = Nn,2ψ1n +Mn,2ψ
2
n ,
zA(Q∗n)
′ = (ln,2 + C/2)Q∗n + Θn,2Qn ,
onde Mn,2, Nn,2 sa˜o matrizes de elementos polinomiais de graus independentes
de n, dadas por
Mn,2 =
[
ln,2 − C/2 0
D ln,2 + C/2
]
, Nn,2 = −Θn,2 I .
Demonstrac¸a˜o: Fazer B = 0 em (III.4)-(III.7). 
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2. Equac¸a˜o diferencial vectorial de segunda ordem
Nesta secc¸a˜o estabelecemos uma caracterizac¸a˜o da classe Laguerre-Hahn (no
sentido lato) em termos de equac¸o˜es diferenciais de segunda ordem. Utilizaremos
a notac¸a˜o [X ]i,j para indicar o elemento da matriz X na posic¸a˜o (i, j), i, j = 1, 2.
Pretendemos estabelecer o seguinte teorema.
TEOREMA III.2. Sejam u ∈ R e F a func¸a˜o de Carathe´odory corresponden-
te. Sejam {ψ1n}, {ψ2n} as sucesso˜es de vectores associados a u dados por (I.22)
e (I.23), e {Qn} a sucessa˜o de func¸o˜es de segunda espe´cie. As seguintes afirma-
c¸o˜es sa˜o equivalentes:
a) F verifica a equac¸a˜o diferencial de coeficientes polinomiais
zAF ′ = BF 2 + CF +D .
b) {ψ1n} e {Qn} verificam equac¸o˜es diferenciais de segunda ordem
An,1(ψ1n)
′′
+ Bn,1(ψ1n)′ + Cn,1(ψ1n) = 02×1 , (III.10)
A˜n,1Q′′n + B˜n,1Q′n + C˜n,1Qn = 0 , (III.11)
onde An,1,Bn,1, Cn,1 sa˜o matrizes de elementos polinomiais dadas por
An,1 = (zA)2Θn,1 I , (III.12)
Bn,1 = −zAΘn,1 (Mn,1 − (zA)′ I) + zA
(
zAN ′n,1 +Nn,1Mn,2
)
, (III.13)
Cn,1 = −Θn,1(zAM ′n,1 + Θn,1Θn,2 I)−
(
zAN ′n,1 +Nn,1Mn,2
)
Mn,1 , (III.14)
A˜n,1 ∈ P, B˜n,1, C˜n,1 sa˜o func¸o˜es anal´ıticas dadas por
A˜n,1 = (zA)2Θn,1 , (III.15)
B˜n,1 = [Bn,1]2,2 − 2zAΘn,1BF , (III.16)
C˜n,1 = [Cn,1]2,2 −Θn,1F (zAB′ −B(ln,1 + ln,2)) + zAΘ′n,1BF , (III.17)
os polino´mios Θn,1 e as matrizes Nn,1, Nn,2,Mn,1Mn,2 sa˜o dados no teorema III.1;
c) {ψ2n} e {Q∗n} verificam equac¸o˜es diferenciais de segunda ordem
An,2(ψ2n)
′′
+ Bn,2(ψ2n)′ + Cn,2ψ2n = 02×1 , (III.18)
A˜n,2(Q∗n)
′′
+ B˜n,2(Q∗n)′ + C˜n,2Q∗n = 0 , (III.19)
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onde An,2,Bn,2, Cn,2 sa˜o matrizes de elementos polinomiais dadas por
An,2 = (zA)2Θn,2 I , (III.20)
Bn,2 = −zAΘn,2 (Mn,2 − (zA)′ I) + zA
(
zAN ′n,2 +Nn,2Mn,1
)
, (III.21)
Cn,2 = −Θn,2
(
zAM ′n,2 + Θn,2Θn,1 I
)− (zAN ′n,2 +Nn,2Mn,1)Mn,2 , (III.22)
A˜n,2 ∈ P, B˜n,2, C˜n,2 sa˜o func¸o˜es anal´ıticas dadas por
A˜n,2 = (zA)2Θn,2 , (III.23)
B˜n,2 = [Bn,2]2,2 − 2zAΘn,2BF , (III.24)
C˜n,2 = [Cn,2]2,2 −Θn,2F (zAB′ −B(ln,1 + ln,2)) + zAΘ′n,2BF , (III.25)
os polino´mios Θn,2 e as matrizes Nn,1, Nn,2,Mn,1Mn,2 sa˜o dados no teorema III.1.
Para demonstrar o teorema III.2 utilizaremos os lemas que se seguem.
LEMA III.1. Seja u ∈ R e F a func¸a˜o de Carathe´odory correspondente. Sejam
{ψ1n}, {ψ2n} e {Qn} as sucesso˜es associadas a u dadas por (I.22), (I.23) e (I.24),
respectivamente. Se F verificar zAF ′ = BF 2 + CF + D, enta˜o: {ψ1n} veri-
fica (III.10) com coeficientes (III.12)-(III.14); {ψ2n} verifica (III.18) com coefi-
cientes (III.20)-(III.22); {Qn} verifica (III.11) com coeficientes (III.15)-(III.17);
{Q∗n} verifica (III.19) com coeficientes (III.23)-(III.25).
Demonstrac¸a˜o: Se F verifica zAF ′ = BF 2+CF+D, enta˜o, para todo o n ∈ N,
ψ1n e ψ
2
n verificam (III.4) e (III.6), respectivamente.
Passo 1. Derivando (III.4) obtemos
(zA)′(ψ1n)
′ + zA(ψ1n)
′′
= M ′n,1ψ
1
n +Mn,1(ψ
1
n)
′ +N ′n,1ψ
2
n +Nn,1(ψ
2
n)
′ ,
i.e.,
zA(ψ1n)
′′
= (Mn,1 − (zA)′) (ψ1n)′ +M ′n,1ψ1n +N ′n,1ψ2n +Nn,1(ψ2n)′ .
Passo 2: eliminac¸a˜o de (ψ2n)
′. Para eliminar (ψ2n)
′ multiplicamos a equac¸a˜o ante-
rior pelo polino´mio zA, o qual comuta com os coeficientes matriciais, e utilizamos
a relac¸a˜o de estrutura (III.6), obtendo
(zA)2(ψ1n)
′′
= zA (Mn,1 − (zA)′) (ψ1n)′ +
(
zAM ′n,1 +Nn,1Nn,2
)
ψ1n
+
(
zAN ′n,1 +Nn,1Mn,2
)
ψ2n .
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Passo 3: eliminac¸a˜o de (ψ2n). Para eliminarmos ψ
2
n multiplicamos a equac¸a˜o an-
terior por Θn,1,
(zA)2Θn,1(ψ
1
n)
′′
= zAΘn,1 (Mn,1 − (zA)′) (ψ1n)′
+ Θn,1
(
zAM ′n,1 +Nn,1Nn,2
)
ψ1n −
(
zAN ′n,1 +Nn,1Mn,2
)
(−Θn,1)ψ2n .
Se utilizarmos (III.4),
−Θn,1ψ2n = zA(ψ1n)′ −Mn,1ψ1n ,
obtemos que {ψ1n} verifica An,1(ψ1n)
′′
+ An,2(ψ1n)′ + Cn,1ψ1n = 0 com coeficientes
An,i dados por (III.12)-(III.14), para i = 1, 2, 3, respectivamente.
De modo ana´logo obtemos que: {ψ2n} verifica a equac¸a˜o (III.18) com coefi-
cientes (III.20)-(III.22); {Qn} verifica a equac¸a˜o (III.11) com coeficientes (III.15)-
(III.17); {Q∗n} verifica a equac¸a˜o (III.19) com coeficientes (III.23)-(III.25). 
OBSERVAC¸A˜O . As equac¸o˜es (III.11) e (III.19) podem escrever-se na forma
A˜nQ′′n + B˜nQ′n + C˜nQn = 02×1 (III.26)
com
A˜n = (zA)2
[
Θn,1 0
0 Θn,2
]
, (III.27)
B˜n =
[
[Bn,1]2,2 − 2zAΘn,1BF 0
0 [Bn,2]2,2 − 2zAΘn,2BF
]
, (III.28)
C˜n =
[
[Cn,1]2,2 + αn,1 0
0 [Cn,2]2,2 + αn,2
]
, (III.29)
onde
αn,1 = −Θn,1F (zAB′ +BC −B(ln,1 + ln,2 + C)) + zAΘ′n,1BF ,
αn,2 = −Θn,2F (zAB′ +BC −B(ln,1 + ln,2 + C)) + zAΘ′n,2BF .
Como consequeˆncia do lema anterior obtemos equac¸o˜es diferenciais de segunda
ordem de coeficientes polinomiais para as sucesso˜es de polino´mios ortogonais La-
guerre-Hahn afim e para a sucessa˜o dos polino´mios reversos. Trata-se de uma
extensa˜o a famı´lias Laguerre-Hahn afim de um resultado de C. Tasis para as
famı´lias semi-cla´ssicas sobre T (ver [61]).
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COROLA´RIO III.2. Seja {φn} uma SPOM sobre a circunfereˆncia, ortogonais
relativamente a uma func¸a˜o de Carathe´odory, F . Se F verificar zAF ′ = CF +D,
com A,C,D ∈ P, enta˜o {φn} e {φ∗n} verificam uma equac¸a˜o diferencial de segunda
ordem de coeficientes polinomiais, respectivamente,
(zA)2Θn,1φ
′′
n +Bn,1φ
′
n + Cn,1φn = 0 ,
(zA)2Θn,2(φ
∗
n)
′′
+Bn,2(φ
∗
n)
′ + Cn,2(φ∗n) = 0 ,
com coeficientes dados por Bn,1 = [Bn,1]1,1, Cn,1 = [Cn,1]1,1, Bn,2 = [Bn,2]1,1, Cn,2 =
[Cn,2]1,1, para todo o n ∈ N.
Demonstrac¸a˜o: Se fizermos B = 0 em (III.10) e em (III.18) obtemos
[Bn,1]1,2 = [Cn,1]1,2 = [Bn,2]1,2 = [Cn,2]1,2 = 0,
donde se seguem as equac¸o˜es requeridas. 
LEMA III.2. Sejam u ∈ R e {ψ1n}, {ψ2n} as sucesso˜es de vectores associados a u
definidos por (I.22) e (I.23), e {Qn} a sucessa˜o de func¸o˜es de segunda espe´cie.
{ψ1n} e {Qn} verificamAn,1(ψ1n)
′′
+ Bn,1(ψ1n)′ + Cn,1ψ1n = 02×1
A˜n,1Q′′n + B˜n,1Q′n + C˜n,1Qn = 0 ,
com An,1,Bn,1, Cn,1 matrizes de ordem dois de elementos polinomiais e A˜n,1,
B˜n,1, C˜n,1 func¸o˜es anal´ıticas, se, e somente se, {ψ2n} e {Q∗n} verificamAn,2(ψ2n)
′′
+ Bn,2(ψ2n)′ + Cn,2ψ2n = 02×1
A˜n,2(Q∗n)′′ + B˜n,2(Q∗n)′ + C˜n,2Q∗n = 0 ,
(III.30)
com
An,2 = z4A∗pn,1 J , (III.31)
Bn,2 = −2(n− 1)z3A∗pn,1 J − z2B∗pn,1 J , (III.32)
Cn,2 = n(n− 1)z2A∗pn,1 J + nzB∗pn,1 J + C∗pn,1 J , (III.33)
A˜n,2 = z4A˜∗pn,1 , (III.34)
B˜n,2 = −2(n− 1)z3A˜∗pn,1 − z2B˜∗pn,1 , (III.35)
C˜n,2 = n(n− 1)z2A˜∗pn,1 + nzB˜∗pn,1 + C˜∗pn,1 . (III.36)
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Ale´m disso, se An,1 for uma matriz diagonal, enta˜o An,2,Bn,2, Cn,2 sa˜o dados por
An,2 = z4A∗pn,1 ,
Bn,2 = −2(n− 1)z3A∗pn,1 − z2 JB∗pn,1 J ,
Cn,2 = n(n− 1)z2A∗pn,1 + nz JB∗pn,1 J + JC∗pn,1 J ,
com J =
[
1 0
0 −1
]
.
Demonstrac¸a˜o: Se aplicarmos o operador ∗n+p, com
p = max{gr([An,1]i,j), gr([Bn,1]i,j), gr([Cn,1]i,j), i, j = 1, 2}
a
An,1(ψ1n)
′′
+ Bn,1(ψ1n)′ + Cn,1ψ1n = 02×1
obtemos
A∗p+2n,1
[
(ψ1n)
′′
]∗n−2
+ B∗p+1n,1
[
(ψ1n)
′]∗n−1 + C∗pn,1(ψ1n)∗n = 02×1 .
Se utilizarmos (I.28) e (I.29) na equac¸a˜o anterior obtemos
z2A∗p+2n,1 J(ψ2n)
′′
+
{−2(n− 1)zA∗p+2n,1 J − zB∗p+1n,1 J} (ψ2n)′
+
{
n(n− 1)A∗p+2n,1 J + nB∗p+1n,1 J + C∗pn,1 J
}
ψ2n = 02×1 .
Uma vez que z2A∗p+2n,1 = z4A∗pn,1 , zA∗p+2n,1 = z3A∗pn,1 , zB∗p+1n,1 = z2B∗pn,1 , obtemos
An,2(ψ2n)
′′
+ Bn,2(ψ2n)′ + Cn,2ψ2n = 02×1
com An,2,Bn,2, Cn,2 dados, repectivamente, por (III.31)-(III.33).
Ale´m disso, se An,1 for uma matriz diagonal, multiplicamos equac¸a˜o anterior
por J e obtemos os coeficientes An,2,Bn,2, Cn,2 conforme indicado
A equivaleˆncia entre A˜n,1Q′′n + B˜n,1Q′n + C˜n,1Qn = 0 e
z4A˜∗pn,1(Q∗n)
′′
+
{
−2(n− 1)z3A˜∗pn,1 − z2B˜∗pn,1
}
(Q∗n)
′
+
{
n(n− 1)z2A˜∗pn,1 + nzB˜∗pn,1 + C˜∗pn,1
}
Q∗n = 0
estabelece-se de modo ana´logo. 
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LEMA III.3. Sejam u ∈ R, {ψ1n}, {ψ2n} as sucesso˜es de vectores associados
a u definidos por (I.22) e (I.23). Se {ψ1n} verificar a equac¸a˜o diferencial de se-
gunda ordem (III.10) com coeficientes (III.12)-(III.14) e {ψ2n} verificar a equac¸a˜o
diferencial de segunda ordem (III.18) com coeficientes (III.20)-(III.22), enta˜o
verificam-se as equac¸o˜es, ∀n ∈ N,
zAn,1(z)(ψ
1
n)
′(z) =Mn,1ψ1n(z) +Nn,1ψ2n(z) , (III.37)
zAn,2(z)(ψ
2
n)
′(z) = Nn,2ψ1n(z) +Mn,2ψ2n(z) , (III.38)
com An,1, An,2 ∈ P, Mn,1,Nn,1,Mn,2,Nn,2 matrizes de ordem 2 de elementos
polinomiais, e Nn,1,Nn,2 matrizes escalares.
Demonstrac¸a˜o: Passo 1. Consideremos as equac¸o˜es (III.10) e (III.18) escritas
na forma
Anϕ′′n + Bnϕ′n + Cnϕn = 04×1 , (III.39)
onde, para n ∈ N, ϕn =
[
ψ1n
ψ2n
]
e An,Bn, Cn sa˜o as matrizes em blocos dadas por
An = (zA)2
[
Θn,1I 02×2
02×2 Θn,2I
]
, Bn =
[
Bn,1 02×2
02×2 Bn,2
]
, Cn =
[
Cn,1 02×2
02×2 Cn,2
]
.
Fazendo n+ 1 em (III.39) obtemos, para n ∈ N,
An+1ϕ′′n+1 + Bn+1ϕ′n+1 + Cn+1ϕn+1 = 04×1 .
Se utilizarmos as relac¸o˜es de recorreˆncia (I.26) na equac¸a˜o anterior obtemos, para
n ∈ N,
An+1K1n+1ϕ
′′
n +
{
2An+1
(K1n+1)′ + Bn+1K1n+1}ϕ′n
+
{Bn+1(K1n+1)′ + Cn+1K1n+1}ϕn = 04×1 , (III.40)
onde K1n+1 =
[
zI an+1I
an+1zI I
]
.
Passo 2. (Eliminac¸a˜o de ϕ
′′
n.) Se multiplicarmos (III.40) a` esquerda pela matriz
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de blocos Θn,1Θn,2
[
Θn+1,2I 02×2
02×2 Θn+1,1I
]
obtemos, para n ∈ N,
Θn+1,1Θn+1,2K1n+1
[
Θn,2 I 02×2
02×2 Θn,1 I
]
Anϕ′′n
+ Θn,1Θn,2
[
Θn+1,2 I 02×2
02×2 Θn+1,1 I
]{
2An+1
(K1n+1)′ + Bn+1K1n+1}ϕ′n
+ Θn,1Θn,2
[
Θn+1,2 I 02×2
02×2 Θn+1,1 I
]{
Bn+1
(K1n+1)′ + Cn+1K1n+1}ϕn = 04×1 .
Se utilizarmos (III.39) para n na equac¸a˜o anterior obtemos
Aˆnϕ′n = Mˆnϕn , n ∈ N , (III.41)
com
Aˆn = −Θn+1,1Θn+1,2K1n+1
[
Θn,2I 02×2
02×2 Θn,1I
]
Bn
+ Θn,1Θn,2
[
Θn+1,2I 02×2
02×2 Θn+1,1I
]{
2An+1
(K1n+1)′ + Bn+1K1n+1} ,
Mˆn = Θn+1,1Θn+1,2K1n+1
[
Θn,2I 0
0 Θn,1I
]
Cn
−Θn,1Θn,2
[
Θn+1,2I 0
0 Θn+1,1I
]{
Bn+1
(K1n+1)′ + Cn+1K1n+1} .
Passo 3. (Obtenc¸a˜o das relac¸o˜es de estrutura.) Se multiplicarmos (III.41) pela
matriz adjunta de Aˆn obtemos
det(Aˆn)ϕ′n =Mnϕn , n ∈ N . (III.42)
Ale´m disso, para todo o n ∈ N, temos que det(Aˆn) e´ um polino´mio (com um
zero em z = 0) e, se escrevermos Mn =
[
Mn,1 Nn,1
Nn,2 Mn,2
]
, verifica-se que Nn,1
e Nn,2 sa˜o matrizes escalares. Assim obtemos, na forma matricial (III.42), as
equac¸o˜es (III.37) e (III.38). 
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LEMA III.4. Sejam u ∈ R e {Qn} a sucessa˜o de vectores associada a u definida
por (I.24). Se {Qn} verificar a equac¸a˜o diferencial de segunda ordem (III.26),
A˜nQ′′n + B˜nQ′n + C˜nQn = 02×1 ,
com A˜n, B˜n, C˜n dados, respectivamente, por (III.27), (III.28) e (III.29), enta˜o,
∀n ∈ N,
zAnQ′n =MnQn , (III.43)
onde An ∈ P e Mn e´ uma matriz de ordem 2 de elementos anal´ıticos.
Demonstrac¸a˜o: Passo 1. Fazendo n+ 1 em (III.26) obtemos, para n ∈ N,
A˜n+1Q′′n+1 + B˜n+1Q
′
n+1 + C˜n+1Qn+1 = 02×1 .
Se utilizarmos as relac¸o˜es de recorreˆncia (I.27) obtemos, para n ∈ N,
A˜n+1Kn+1Q′′n +
{
2A˜n+1K′n+1 + B˜n+1Kn+1
}
Q′n
+
{
B˜n+1K′n+1 + C˜n+1Kn+1
}
Qn = 02×1 ,
onde Kn+1 =
[
z an+1
an+1z 1
]
.
Passo 2. (Eliminac¸a˜o de Q′′n.) Se multiplicarmos a equac¸a˜o anterior a` esquerda
pela matriz Θn,1Θn,2
[
Θn+1,2 0
0 Θn+1,1
]
obtemos, para n ∈ N,
Θn+1,1Θn+1,2Kn+1
[
Θn,2 0
0 Θn,1
]
A˜nQ′′n
+ Θn,1Θn,2
[
Θn+1,2 0
0 Θn+1,1
]{
2A˜n+1K′n+1 + B˜n+1Kn+1
}
Q′n
+ Θn,1Θn,2
[
Θn+1,2 0
0 Θn+1,1
]{
B˜n+1K′n+1 + C˜n+1Kn+1
}
Qn = 02×1 .
Se utilizarmos (III.26) para n na equac¸a˜o anterior obtemos
AˆnQ′n = MˆnQn ,∀n ∈ N , (III.44)
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com
Aˆn = −Θn+1,1Θn+1,2Kn+1
[
Θn,2 0
0 Θn,1
]
B˜n
+ Θn,1Θn,2
[
Θn+1,2 0
0 Θn+1,1
]{
2A˜n+1K′n+1 + B˜n+1Kn+1
}
,
Mˆn = Θn+1,1Θn+1,2Kn+1
[
Θn,2 0
0 Θn,1
]
C˜n
−Θn,1Θn,2
[
Θn+1,2 0
0 Θn+1,1
]{
B˜n+1K′n+1 + C˜n+1Kn+1
}
.
Ale´m disso, verifica-se que Aˆn e´ uma matriz de entradas polinomiais,
Aˆn = −Θn+1,1Θn+1,2Kn+1
[
Θn,2 0
0 Θn,1
]
Bn
+ Θn,1Θn,2
[
Θn+1,2 0
0 Θn+1,1
]{
2A˜n+1K′n+1 + Bn+1Kn+1
}
,
sendo Bn a matriz (de entradas polinomiais) dada por (cf. (III.28))
Bn =
[
[Bn,1]2,2 0
0 [Bn,2]2,2
]
, n ∈ N .
Passo 3. (Obtenc¸a˜o das relac¸o˜es de estrutura.) Se multiplicarmos (III.44) pela
matriz adjunta de Aˆn, adj(Aˆn), e tivermos em atenc¸a˜o que det(Aˆn) e´ um poli-
no´mio que se anula em z = 0, para todo o n ∈ N , enta˜o obtemos as relac¸o˜es de
estrutura (III.43),
zAnQ′n =MnQn , n ∈ N ,
com zAn = det(Aˆn) e Mn = adj(Aˆn)Mˆn . 
De seguida estudamos os coeficientes das relac¸o˜es de estrutura obtidas ante-
riormente, (III.37), (III.38) e (III.43).
LEMA III.5. Sejam u ∈ R, {ψ1n}, {ψ2n} as sucesso˜es de vectores associados a u
definidos por (I.22) e (I.23), e ϕn =
[
ψ1n
ψ2n
]
, ∀n ∈ N. Se {ϕn} verificar
zAnϕ
′
n =M1nϕn (III.45)
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onde An ∈ P e M1n =
[
Mn,1 Nn,1
Nn,2 Mn,2
]
com Mn,1,Nn,1,Nn,2,Mn,2 matrizes de
ordem dois, enta˜o, ∀n ∈ N,
An = A1 , (III.46)
zA = zMn+1,1 − zMn,1 − an+1Nn,2 + an+1zNn+1,1 , (III.47)
an+1zA = zNn+1,2 + an+1zMn+1,2 − an+1zMn+1,1 −Nn,2 , (III.48)
an+1Mn+1,1 +Nn+1,1 − zNn,1 − an+1Mn,2 = 02×2 , (III.49)
an+1Nn+1,2 +Mn+1,2 − an+1zNn,1 −Mn,2 = 02×2 . (III.50)
Demonstrac¸a˜o: Fazendo n+ 1 em (III.45) obtemos, para n ∈ N ,
zAn+1ϕ
′
n+1 =M1n+1ϕn+1 .
Se utilizarmos as relac¸o˜es de recorreˆncia na forma matricial (I.26) obtemos
zAn+1
{(K1n+1)′ ϕn +K1n+1ϕ′n} =M1n+1K1n+1ϕn ,
com K1n+1 =
[
zI an+1I
an+1zI I
]
. Logo, temos
zAn+1K1n+1ϕ′n =
(
M1n+1K1n+1 − zAn+1
(K1n+1)′)ϕn ,∀n ∈ N .
Donde,
zAn+1ϕ
′
n =
(K1n+1)−1 (M1n+1K1n+1 − zAn+1K1n+1)ϕn ,∀n ∈ N . (III.51)
Da comparac¸a˜o entre (III.51) e (III.45) obtemos, ∀n ∈ N ,An+1 = An(K1n+1)−1 (Mn+1K1n+1 − zAn+1K1n+1) =M1n .
Logo, obtemos as igualdades, ∀n ∈ N ,
An = A1 ,
Mn+1K1n+1 − zAn+1K1n+1 = K1n+1M1n ,
donde se seguem as equac¸o˜es requeridas. 
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LEMA III.6. Seja u ∈ R e {Qn} a sucessa˜o de vectores associados a u definidos
por (I.24). Se
zAnQ′n =MnQn, ∀n ∈ N (III.52)
onde An ∈ P e Mn e´ uma matriz de ordem dois de elementos anal´ıticos, enta˜o
An na˜o depende de n.
Demonstrac¸a˜o: Ana´loga a` demonstrac¸a˜o do lema anterior. 
LEMA III.7. Para todo o n ∈ N , os coeficientes das relac¸o˜es de estrutura (III.37)
e (III.38) sa˜o dados por
An,1 = An,2 = A1 , (III.53)
Mn,1 =
[
ln,1 − γ/2 −β
δ ln,1 + γ/2
]
, (III.54)
Mn,2 =
[
ln,2 − γ/2 −β
δ ln,2 + γ/2
]
, (III.55)
Nn,1 = hn,1 I , (III.56)
Nn,2 = hn,2 I , (III.57)
onde A1, β, γ, δ, ln,1, ln,2, hn,1, hn,2 sa˜o polino´mios (A1, β, γ, δ, independentes de n).
Ale´m disso, relativamente a`s relac¸o˜es de estrutura (III.43), tem-se que, ∀n ∈ N ,
An = A1, [Mˆn]1,1 = [Mn,1]2,2 − [Mn,1]1,2F, [Mˆn]1,2 = [Nn,1]2,2
[Mˆn]2,1 = [Nn,2]2,2, [Mˆn]2,2 = [Mn,2]2,2 − [Mn,2]1,2F . (III.58)
Demonstrac¸a˜o: Pelo lema III.5 obtemos (III.53). Pelo lema III.3 obtemos que
as matrizes Nn,1 e Nn,2 sa˜o escalares, donde (III.56) e (III.57), para alguns
polino´mios hn,1, hn,2.
Deduzam-se agora (III.54) e (III.55).
Tendo em atenc¸a˜o que [Nn,1]1,2 = [Nn,1]2,1 = 0 ,∀n ∈ N , de (III.49) e de
(III.50) obtemos, ∀n ∈ N ,
[Mn+1,1]1,2 = [Mn,2]1,2 , [Mn+1,1]2,1 = [Mn,2]2,1 , (III.59)
[Mn+1,2]1,2 = [Mn,2]1,2 , [Mn+1,2]2,1 = [Mn,2]2,1 . (III.60)
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De (III.60) conclui-se que os elementos [Mn,2]1,2 e [Mn,2]2,1 na˜o dependem de n,
e escrevemos
[Mn,2]1,2 = −β , [Mn,2]2,1 = δ , ∀n ∈ N . (III.61)
Consequentemente, de (III.59) segue-se que
[Mn,1]1,2 = −β, [Mn+1,1]2,1 = δ , ∀n ∈ N . (III.62)
De (III.50) obtemos, ∀n ∈ N ,
[Mn+1,2]1,1 − [Mn,2]1,1 = an+1z[Nn,1]1,1 − an+1[Nn+1,2]1,1 ,
[Mn+1,2]2,2 − [Mn,2]2,2 = an+1z[Nn,1]2,2 − an+1[Nn+1,2]2,2 .
Tendo em atenc¸a˜o que Nn,1 e Nn,1 sa˜o matrizes escalares, segue-se que
[Mn+1,2]2,2 − [Mn+1,2]1,1 = [Mn,2]2,2 − [Mn,2]1,1 , ∀n ∈ N .
Assim, [Mn,2]2,2 − [Mn,2]1,1 na˜o depende de n, e escrevemos
[Mn,2]2,2 − [Mn,2]1,1 = γ , ∀n ∈ N . (III.63)
Analogamente, de (III.49) obtemos
[Mn+1,1]2,2 − [Mn+1,1]1,1 = [Mn,2]2,2 − [Mn,2]1,1, ∀n ∈ N .
Consequentemente, de (III.63) segue-se que
[Mn,1]2,2 − [Mn,1]1,1 = γ , ∀n ∈ N . (III.64)
Tendo em atenc¸a˜o as relac¸o˜es (III.61)-(III.64), obtemos as representac¸o˜es (III.54)
e (III.55).
Finalmente, para estabelecer (III.58) basta atender aos lemas III.1, III.2, III.4
(e a`s operac¸o˜es a´ı efectuadas com {Qn}). 
LEMA III.8. Sejam u ∈ R, F a func¸a˜o de Carathe´odory correspondente, {ψ1n},
{ψ2n} as sucesso˜es de vectores associados a u definidos por (I.22) e (I.23) e {Qn}
a sucessa˜o de func¸o˜es de segunda espe´cie. Se {ψ1n} verificar a equac¸a˜o diferencial
de segunda ordem (III.10) com coeficientes dados por (III.12)-(III.14) e {Qn}
verificar (III.11) com coeficientes dados por (III.15)-(III.17), enta˜o F verifica
zAF ′ = BF 2 + CF +D .
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Demonstrac¸a˜o: Pelo lema III.2, {ψ2n} e {Q∗n} verificam
An,2(ψ2n)
′′
+ Bn,2(ψ2n)′ + Cn,2ψ2n = 02×1 ,
A˜n(Q∗n)
′′
+ B˜n(Q∗n)′ + C˜nQ∗n = 0 .
Dos lemas III.3 e III.4 obtemos as relac¸o˜es de estrutura (III.37), (III.38) e (III.43).
Do lema III.7 temos as equac¸o˜es (III.53), (III.54) e (III.56).
Logo, conclui-se que F verifica a equac¸a˜o diferencial de Riccati de coeficientes
polinomiais zAF ′ = BF 2 + CF +D . 
2.1. Demonstrac¸a˜o do teorema III.2:
O lema III.1 estabelece a) ⇒ b) e estabelece a) ⇒ c). Pelo lema III.2
estebelece-se a equivaleˆncia entre b) e c). O lema III.8 estabelece b)⇒ a).

CAPI´TULO IV
Equac¸o˜es matriciais de Sylvester
O principal objectivo deste cap´ıtulo e´ a obtenc¸a˜o de uma representac¸a˜o para
as sucesso˜es de polino´mios ortogonais Laguerre-Hahn sobre a circunfereˆncia uni-
ta´ria.
Consideraremos uma func¸a˜o de Carathe´odory, F , verificando a equac¸a˜o dife-
rencial zAF ′ = BF 2 + CF + D, com A,B,C,D ∈ P, e as sucesso˜es {Yn}, {Qn},
dadas por Yn =
[
φn −Ωn
φ∗n Ω
∗
n
]
, Qn =
[
−Qn
Q∗n
]
, n ≥ 0, com {φn}, {Ωn} e {Qn},
respectivamente, a sucessa˜o de polino´mios ortogonais mo´nicos, a sucessa˜o dos
polino´mios de primeira espe´cie, e a sucessa˜o das func¸o˜es de segunda espe´cie relati-
vamente a F . O objectivo acima enunciado e´ cumprido atrave´s do estabelecimento
da ligac¸a˜o entre equac¸o˜es do tipo zAF ′ = BF 2 +CF +D e equac¸o˜es diferenciais
matriciais de Sylvester para {Yn},
zAY ′n = BnYn − YnC, n ∈ N,
onde Bn e C sa˜o matrizes de ordem dois de entradas polinomiais que dependem
dos coeficientes A,B,C,D. Saliente-se que as equac¸o˜es diferenciais matriciais de
Sylvester sa˜o casos particulares de equac¸o˜es diferenciais conhecidas na literatura
como equac¸o˜es diferenciais matriciais de Riccati,
W ′ = M2,1(z) +M2,2(z)W −WM1,1(z)−WM1,2(z)W , z ∈ G , (IV.1)
com coeficientes localmente integra´veis M1,1,M1,2,M2,1,M2,2 de dimenso˜es n ×
n, n × m,m × n e m × m, respectivamente, e onde G e´ um intervalo real na˜o
degenerado ou um domı´nio de C. Ale´m disso, salientamos tambe´m a seguinte
propriedade deste tipo de equac¸o˜es: a equivaleˆncia entre um problema de valor
inicial para (IV.1) e um problema de valor inicial para o sistema linear
Υ′ = M(z)Υ, Υ =
[
L
Pn
]
, M =
[
M1,1 M1,2
M2,1 M2,2
]
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com matrizes Pn ,L , sendo que W (z) = Pn(z)L−1(z). Este resultado e´ conhecido
na literatura como Lema de Radon (cf. [32, 53]). Para aplicac¸o˜es das equac¸o˜es
matriciais de Riccati ver [19, 32] e as refereˆncias a´ı indicadas.
Este cap´ıtulo esta´ estruturado da forma seguinte.
Na secc¸a˜o 1 comec¸amos por estabelecer a ligac¸a˜o com o cap´ıtulo precedente:
reinterpretamnos as relac¸o˜es de estrutura obtidas no teorema III.1, e estabelece-
mos a equivaleˆncia entre zAF ′ = BF 2 + CF + D e dois sistemas de equac¸o˜es
diferenciais matriciais de Sylvester, ∀n ∈ N,
zAY ′n = BnYn − YnC (IV.2)
zAQ′n = (Bn +BF +
C
2
I)Qn . (IV.3)
Ale´m disso, utilizando as relac¸o˜es de recorreˆncia de Szego˝ na forma matricial
Yn = AnYn, An =
[
z an
anz 1
]
, ∀n ∈ N,
deduzimos equac¸o˜es para as matrizes An, zAA′n = BnAn − AnBn−1, ∀n ∈ N.
Notemos que estas relac¸o˜es sa˜o ana´logas a`s deduzidas em [36], para o caso semi-
-cla´ssico de ortogonalidade real, e em [31, 38] para casos particulares de ortogo-
nalidade hermitiana.
Na secc¸a˜o 2 estabelecemos, como consequeˆncia das equac¸o˜es (IV.2) e (IV.3),
a seguinte caracterizac¸a˜o para sucesso˜es de polino´mios ortogonais sobre a cir-
cunfereˆncia pertencentes a` classe semi-cla´ssica: se {φn} for uma sucessa˜o de
polino´mios ortogonais relativamente a uma medida cujo peso denotamos por w,
enta˜o uma condic¸a˜o necessa´ria e suficiente para que {φn} seja semi-cla´ssica e´ que a
sucessa˜o definida por Y˜n =
[
φn −Qn/w
φ∗n Q
∗
n/w
]
, n ∈ N , verifique sistemas diferenciais
do tipo
zAY˜ ′n = BnY˜n, Bn ∈M2×2(P) , tr(Bn) = nA .
Este resultado generaliza um outro de Magnus para a ortogonalidade real publi-
cado em [36], ao caso da ortogonalidade complexa.
A secc¸a˜o 3 e´ dedicada ao estudo das equac¸o˜es de Sylvester (IV.2). Tendo em
atenc¸a˜o o Lema de Radon, obtemos a equivaleˆncia entre um problema de valor
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inicial para a equac¸a˜o de Sylvester (IV.2) e um problema de valor inicial para o
sistema linear
Υ′n =
1
zA
[
C 0
0 Bn
]
Υn, Υn =
[
L
Pn
]
,∀n ∈ N .
A soluc¸a˜o, Yn, e´ dada por
Yn = Pn(z)L−1(z), ∀n ∈ N ,
sendo Pn e L soluc¸o˜es dos sistemas zAP ′n = BnPn e zAL′ = CL, respectivamente.
O sistema diferencial zAL′ = CL e´ estudado na subsecc¸a˜o 3.1. O sistema diferen-
cial zAP ′n = BnPn e´ estudado na subsecc¸a˜o 3.2. Para cada n ∈ N estabelecemos
uma matriz fundamental de soluc¸o˜es de zAP ′n = BnPn dada por
Pn = e
∫ z
z1
C˜
tA
dt
[
φ˜n −Q˜n/w˜
(φ˜n)
∗ (Q˜n)∗/w˜
]
,
onde w˜ e´ um peso semi-cla´ssico, {φ˜n} e´ a respectiva sucessa˜o de polino´mios
ortogonais mo´nicos, {Q˜n} a sucessa˜o de func¸o˜es de segunda espe´cie, e C˜ um
polino´mio (que determinamos na subsecc¸a˜o 3.3). Esta matriz fundamental de
soluc¸o˜es permite-nos obter que a func¸a˜o de Carathe´odory F que verifica zAF ′ =
BF 2 + CF + D e´ uma transformac¸a˜o racional de F˜ , sendo F˜ a func¸a˜o de
Carathe´odory associada a w˜ (cf. teorema IV.7). Consequentemente, obtemos
uma representac¸a˜o para {Yn}, associada a F , em termos de uma famı´lia semi-
-cla´ssica.
Finalmente, na secc¸a˜o 4, apresentamos um exemplo da aplicac¸a˜o do Lema de
Radon e estudamos os polino´mios associados de primeira espe´cie dos polino´mios
de Jacobi sobre a circunfereˆncia unita´ria.
Os resultados descritos esta˜o em fase de preparac¸a˜o para submissa˜o (cf. [12]).
1. Teorema de caracterizac¸a˜o para o caso Laguerrre-Hahn
Comec¸amos por reinterpretar as equac¸o˜es obtidas no teorema III.1.
TEOREMA IV.1. Seja u ∈ R e F a respectiva func¸a˜o formal de Carathe´odory.
Sejam {Qn} e {Yn} as sucesso˜es de matrizes associadas a u dadas por (I.24)
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e (I.25), respectivamente. F verifica a equac¸a˜o diferencial de coeficientes polino-
miais
zAF ′ = BF 2 + CF +D (IV.4)
se, e somente se, ∀n ∈ N, Qn e Yn e verificam as equac¸o˜es
zAQ′n = (Bn + (BF + C/2) I)Qn (IV.5)
zAY ′n = BnYn − YnC , (IV.6)
onde
Bn =
[
ln,1 −Θn,1
−Θn,2 ln,2
]
, (IV.7)
C =
[
C/2 −D
B −C/2
]
, (IV.8)
com ln,1, ln,2,Θn,1,Θn,2 polino´mios de graus independentes de n.
Demonstrac¸a˜o: Apesar de o resultado enunciado ja´ ter sido demonstrado no ca-
p´ıtulo anterior (cf. teorema III.1), apresentamos uma demonstrac¸a˜o alternativa
de que (IV.5) e (IV.6) implicam (IV.4).
Atendendo a que
Qn = Yn
[
F
−1
]
, ∀n ∈ N,
resulta que (IV.5) e´ equivalente a
zAY ′n
[
F
−1
]
+ zAYn
[
F ′
0
]
= BnYn
[
F
−1
]
+ (BF + C/2)Yn
[
F
−1
]
.
De (IV.6) segue-se que
(BnYn − YnC)
[
F
−1
]
+ zAYn
[
F ′
0
]
= BnYn
[
F
−1
]
+ (BF + C/2)Yn
[
F
−1
]
,
i.e.,
(−YnC)
[
F
−1
]
+ zAYn
[
F ′
0
]
= (BF + C/2)Yn
[
F
−1
]
.
Logo, obtemos
Yn
(
zA
[
F ′
0
]
− C
[
F
−1
])
= (BF + C/2)Yn
[
F
−1
]
, n ∈ N .
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Uma vez que det(Yn(z)) 6= 0, z 6= 0, ∀n ∈ N , segue-se que
zA
[
F ′
0
]
− C
[
F
−1
]
= (BF + C/2)
[
F
−1
]
,
donde resulta zAF ′ = BF 2 + CF +D . 
COROLA´RIO IV.1. Nas condic¸o˜es do teorema anterior, as matrizes Bn verifi-
cam:
zAA′n = BnAn −AnBn−1 , n ≥ 2 , (IV.9)
tr(Bn) = nA , n ∈ N , (IV.10)
det(Bn) = det(B1)− A
n−1∑
k=1
lk,2 , n ≥ 2 , (IV.11)
sendo tr(Bn) e det(Bn) o trac¸o e o determinante de Bn, respectivamente, e
det(B1) = A
2h1
(
2zAa1 − h1(D +B) + C(|a1|2 + 1)
)
+BD − C2/4 (IV.12)
com a1 = φ1(0), h1 = (1− |a1|2) .
Demonstrac¸a˜o: Para estabelecer (IV.9) derivamos Yn = AnYn−1 e substitu´ımos
Y ′n = A′nYn−1 +AnY ′n−1 em (IV.6), zAY ′n = BnYn − YnC, donde obtemos
zAA′nYn−1 + zAAnY ′n−1 = BnYn − YnC , n ∈ N .
Se utilizarmos (IV.6) para n− 1 na equac¸a˜o anterior obtemos
zAA′nYn−1 +An (Bn−1Yn−1 − Yn−1C) = BnYn − YnC , n ≥ 2 ,
que, devido a` relac¸a˜o de recorreˆncia para Yn, e´ dada por
zAA′nYn−1 +An (Bn−1Yn−1 − Yn−1C) = BnAnYn−1 −AnYn−1C , n ≥ 2 ,
i.e.,
zAA′nYn−1 = (BnAn −AnBn−1)Yn−1 , n ≥ 2 .
Sendo Yn invert´ıvel, para todo o n ∈ N e z 6= 0, obtemos (IV.9).
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Para estabelecer (IV.10) utilizamos as equac¸o˜es que definem ln,1 e ln,2 (cf.
teorema III.1), 
zAφ′n + C/2φn −BΩn + Θn,1φ∗n = ln,1φn
zAΩ′n − C/2Ωn +Dφn −Θn,1Ω∗n = ln,1Ωn
zA(Ω∗n)
′ − C/2Ω∗n −Dφ∗n −Θn,2Ωn = ln,2Ω∗n
zA(φ∗n)
′ + C/2φ∗n +BΩ
∗
n + Θn,2φn = ln,2φ
∗
n .
Se multiplicarmos a primeira equac¸a˜o por Ω∗n, a segunda por φ
∗
n, a terceira por
φn e a quarta por Ωn, e as adicionarmos, obtemos, ∀n ∈ N ,
zA (φ′nΩ
∗
n + φn(Ω
∗
n)
′ + (φ∗n)
′Ωn + φ∗nΩ
′
n) = (ln,1 + ln,2) (φnΩ
∗
n + φ
∗
nΩn) ,
i.e.,
zA (φnΩ
∗
n + φ
∗
nΩn)
′ = (ln,1 + ln,2) (φnΩ∗n + φ
∗
nΩn) .
Se utilizarmos (I.15), φnΩ
∗
n + φ
∗
nΩn = 2hnz
n, obtemos o requerido.
Finalmente, estabelec¸a-se (IV.11). De (IV.9) obtemos, para n ≥ 2 ,
det(BnAn) = det(zAA′n +AnBn−1) .
Tendo em atenc¸a˜o que Bn e´ dada por (IV.7) e que An =
[
z an
anz 1
]
, resulta que
det(Bn) det(An) = z(1− |an|2) (det(Bn−1) + A ln−1,2) , ∀n ≥ 2 .
Uma vez que det(An) = z(1− |an|2) , enta˜o a u´ltima equac¸a˜o e´ equivalente, para
z 6= 0 , a
det(Bn) = det(Bn−1) + A ln−1,2 , ∀n ≥ 2 ,
donde se segue (IV.11). Ale´m disso, se calcularmos det(B1) fazendo n = 1 em
(IV.6) obtemos (IV.12). 
OBSERVAC¸A˜O .
1. As equac¸o˜es (IV.9) sa˜o equivalentes a`s equac¸o˜es (III.46)-(III.50).
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2. A equac¸a˜o (IV.9) e´ equivalente a`s equac¸o˜es, para n ≥ 2 ,
anln,1 −Θn,1 = −zΘn−1,1 + anln−1,2 (IV.13)
zln,1 − anzΘn,1 = zln−1,1 − anΘn−1,2 + zA (IV.14)
−zΘn,2 + anzln,2 = anzln−1,1 −Θn−1,2 + anzA (IV.15)
−anΘn,2 + ln,2 = −anzΘn−1,1 + ln−1,2 . (IV.16)
2. Teorema de caracterizac¸a˜o para o caso semi-cla´ssico
Comec¸amos por recordar alguns resultados relativos a sistemas diferenciais
lineares de primeira ordem (os dois teoremas que se seguem, assim como a
definic¸a˜o seguinte, podem ser encontrados, por exemplo, em [18]).
TEOREMA IV.2. Seja G um domı´nio de C, M uma matriz de ordem n cujas
entradas sa˜o func¸o˜es anal´ıticas em G, e X um vector de ordem n. Considere-se
o sistema diferencial homoge´neo
X ′(t) = M(t)X(t), t ∈ G , (IV.17)
com condic¸o˜es iniciais
X(t0) = X0, t0 ∈ G . (IV.18)
Enta˜o:
a) O conjunto das soluc¸o˜es de (IV.17) e´ um espac¸o vectorial de dimensa˜o n;
b) Existe unicidade da soluc¸a˜o de (IV.17) sujeito a (IV.18).
DEFINIC¸A˜O IV.1. Seja S o espac¸o vectorial definido pelas soluc¸o˜es de (IV.17).
Uma base de S designa-se sistema fundamental de soluc¸o˜es. Uma func¸a˜o matricial
X de ordem n cujas colunas formam um sistema fundamental de soluc¸o˜es designa-
-se por matriz fundamental do sistema.
TEOREMA IV.3. Seja X uma matriz fundamental do sistema diferencial li-
near (IV.17). Enta˜o,
det(X )′ = tr(M) det(X ) , (IV.19)
onde tr(M) designa o trac¸o de M.
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No teorema que se segue consideramos uma medida µ sobre T associada a um
peso w do tipo (II.13),
dµ(θ) = w(θ)
dθ
2pi
+
m∑
k=1
λkδ(zk), |zk| = 1, λk > 0, k = 1, ...,m.
Vejamos, de seguida, que o teorema IV.1 nos permite obter uma caracterizac¸a˜o
para sucesso˜es de polino´mios semi-cla´ssicos sobre T em termos de de sistemas
diferenciais. O resultado seguinte e´ uma extensa˜o do resultado estabelecido por
Magnus em [36], para sucesso˜es de polino´mios semi-cla´ssicas sobre a recta real,
e mostra-nos que a condic¸a˜o necessa´ria dada em [10] para que uma sucessa˜o de
polino´mios ortogonais mo´nicos sobre T seja semi-cla´ssica e´ tambe´m suficiente.
TEOREMA IV.4. Seja {φn} uma SPOM relativamente a uma medida µ do
tipo (II.13) cuja parte absolutamente con´ınua denotamos por w, {Qn} a sucessa˜o
das func¸o˜es de segunda espe´cie e Y˜n =
[
φn −Qn/w
φ∗n Q
∗
n/w
]
, n ∈ N. Enta˜o, µ e´
semi-cla´ssica e w e´ dado por
w = Ke
∫ z
z0
C
tA
dt
, K ∈ C , (IV.20)
se, e somente se, Y˜n verifica o sistema diferencial
zAY˜ ′n =
(
Bn − C
2
I
)
Y˜n , n ∈ N , (IV.21)
onde Bn e´ a matriz associada a` equac¸a˜o zAF ′ = CF + PA,C verificada pela
respectiva func¸a˜o de Carathe´odory.
Demonstrac¸a˜o: Se w e´ dada por (IV.20) enta˜o
w′
w
=
C
zA
. Do corola´rio II.6
temos que F verifica zAF ′ = CF + D para um polino´mio espec´ıfico D. Do
teorema IV.1 temos
zA
[
−Q′n/w
(Q∗n)
′/w
]
= (Bn + C/2 I)
[
−Qn/w
Q∗n/w
]
(IV.22)
e
zA
[
φn
φ∗n
]′
= (Bn − C/2 I)
[
φn
φ∗n
]
. (IV.23)
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Por outro lado, de
w′
w
=
C
zA
, obtemos
zA
[
−Qn/w
Q∗n/w
]′
= zA
[
−Q′n/w
(Q∗n)
′/w
]
− C I
[
−Qn/w
Q∗n/w
]
. (IV.24)
Se substituirmos (IV.22) em (IV.24) obtemos
zA
[
−Qn/w
Q∗n/w
]′
= (Bn − C/2 I)
[
−Qn/w
Q∗n/w
]
. (IV.25)
Finalmente, (IV.25) e (IV.23) sa˜o escritas como
zA
[
φn −Qn/w
φ∗n Q
∗
n/w
]′
= (Bn − C/2 I)
[
φn −Qn/w
φ∗n Q
∗
n/w
]
,
e obtemos (IV.21).
Reciprocamente, se Y˜n verifica um sistema diferencial tipo (IV.21), zAY˜
′
n =
(Bn − C2 I)Y˜n, pelo corola´rio IV.3 obtemos
det(Y˜n)
′ =
tr(Bn − C2 I)
zA
det(Y˜n) .
Uma vez que det(Y˜n) = 2hnz
n/w, a equac¸a˜o anterior e´ equivalente a
w′
w
=
nA− tr(Bn − C2 I)
zA
. (IV.26)
Por outro lado, do corola´rio IV.1 temos temos tr(Bn) = nA, donde tr(Bn− C2 I) =
nA− C. Logo, (IV.26) e´ dada por
w′
w
=
C
zA
,
ou seja, w e´ um peso semi-cla´ssico, dado por (IV.20). 
3. Representac¸a˜o das famı´lias de polino´mios ortogonais
Laguerre-Hahn
Na introduc¸a˜o a este cap´ıtulo referimos que as equac¸o˜es matriciais de Sylvester
sa˜o casos particulares de equac¸o˜es matriciais de Riccati. No teorema seguinte
vemos que toda a equac¸a˜o diferencial matricial de Riccati e´ localmente equivalente
a um sistema diferencial linear de primeira ordem. Este resultado e´ conhecido
desde o trabalho de Radon [53] (ver tambe´m [32]).
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TEOREMA IV.5 (Lema de Radon). Seja
W ′(t) = M21(t) +M22(t)W (t)−W (t)M11(t)−W (t)M12(t)W (t) (IV.27)
W (t0) = W0 (t ∈ C ou t ∈ R)
uma equac¸a˜o matricial de Riccati, onde M11 ∈ Rn×n,M12 ∈ Rn×m,M21 ∈ Rm×n
e M22 ∈ Rm×m sa˜o matrizes cujos elementos sa˜o func¸o˜es localmente integra´veis
definidas no intervalo [t0, tf ] ⊂ R. Enta˜o:
a) Se W for uma soluc¸a˜o de (IV.27) no intervalo [t0, tf ] ⊂ R e se L for uma
soluc¸a˜o do problema de valor inicial
L′ = (M11 +M12W )L, L(t0) = In (In e´ a matriz identidade de ordem n)
e P (t) := W (t)L(t), enta˜o o vector [L P ]T e´ uma soluc¸a˜o do sistema linear de
equac¸o˜es diferenciais [
L
P
]′
=
[
M11 M12
M21 M22
][
L
P
]
. (IV.28)
b) Se [L P ]T for uma soluc¸a˜o real do sistema diferencial (IV.28) tal que L(t) ∈
Rn×n e´ regular para t ∈ [t0, tf ], enta˜o
W : [t0, tf ] ⊂ R→ Rm×n, t 7→ W (t) = P (t)L−1(t)
e´ uma soluc¸a˜o real de (IV.27).
c) No caso de t pertencer a C e as matrizes M11,M12,M13,M14 serem matrizes
complexas, as afirmac¸o˜es a) e b) permanecem verdadeiras se substituirmos o in-
tervalo [t0, tf ] por um domı´nio arbitra´rio do plano complexo G ⊂ C, com t0 ∈ G.
OBSERVAC¸A˜O . Se M1,2 ≡ 0, a equac¸a˜o (IV.27) e´ designada por equac¸a˜o
matricial de Sylvester.
O Lema de Radon tem um papel muito importante no estabelecimento dos re-
sultados das secc¸o˜es que se seguem, uma vez que nos permite resolver as equac¸o˜es
de Sylvester (IV.6) atrave´s da resoluc¸a˜o de dois sistemas diferenciais lineares.
Ale´m disso, permite-nos estabelecer uma representac¸a˜o para a soluc¸a˜o de (IV.6)
(num certo domı´nio G).
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TEOREMA IV.6. Para n ∈ N, seja (IV.6) a equac¸a˜o diferencial de Sylvester
zAY ′n = BnYn − YnC ,
onde as matrizes Bn e C sa˜o dadas, respectivamente, por (IV.7) e (IV.8). Seja
G ⊂ C um domı´nio tal que os elementos das matrizes Bn/(zA) e C/(zA) sa˜o
localmente integra´veis em G, e z0 ∈ G. Se as matrizes Pn e L (L invert´ıvel)
verificarem zA(z)L′(z) = C(z)L(z)L(z0) = I (IV.29)
e zA(z)P ′n(z) = Bn(z)Pn(z)Pn(z0) = Yn(z0) , (IV.30)
enta˜o as soluc¸o˜es de (IV.6) teˆm a seguinte representac¸a˜o em G, ∀n ∈ N,
Yn = PnL−1 . (IV.31)
A soluc¸a˜o de (IV.6) e´ dada por
Yn(z) = Pn(z)EnL
−1(z) , (IV.32)
onde L e´ uma matriz fundamental do sistema (IV.29), Pn e´ uma matriz funda-
mental do sistema (IV.30), e
En = (Pn(z0))
−1Yn(z0)L(z0) , (IV.33)
a matriz das condic¸o˜es iniciais.
Demonstrac¸a˜o: Se {Yn} for soluc¸a˜o de (IV.27) com
M12 = M21 = 0,M11 = C/(zA),M22 = Bn/(zA),
enta˜o, de acordo com ii) do lema de Radon, se o vector [L Pn]T for soluc¸a˜o de
zA
[
L′
P ′n
]
=
[
C 0
0 Bn
][
L
Pn
]
,
obtemos que a soluc¸a˜o de (IV.6) e´ dada por
Yn = PnL−1 , ∀n ∈ N .
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Uma vez que a soluc¸a˜o geral de (IV.29) e´ dada por
L(z) = L(z)L(t0)−1 ,
onde L e´ uma matriz fundamental do sistema (IV.29), e a soluc¸a˜o geral de (IV.30)
e´ dada por
Pn(z) = Pn(z)(Pn(z0))−1Yn(z0) ,
onde Pn e´ uma matriz fundamental do sistema (IV.30), resulta que (IV.31) e´ dada
por (IV.32). 
Salientamos que a determinac¸a˜o da matriz fundamental de sistemas diferen-
ciais lineares com coeficientes na˜o constantes na˜o e´ trivial, no sentido de na˜o
existir um me´todo que deˆ explicitamente a matriz fundamental de soluc¸o˜es. De
seguida veremos algumas notas acerca da resoluc¸a˜o dos sistemas diferenciais lin-
eares correspondentes aos problemas de valor inicial (IV.29) e (IV.30). Consider-
aremos as hipo´teses do teorema IV.6 e z0 ∈ G.
3.1. Parte I.
Procuramos uma matriz fundamental de soluc¸o˜es do sistema diferencial cor-
respondente ao problema de valor inicial (IV.29), ou seja, procuramos L, de
ordem 2, que verifique
zA(z)L′(z) = C(z)L(z), C =
[
C/2 −D
B −C/2
]
(IV.34)
e tal que det(L(z0)) 6= 0. Note-se que e´ suficiente verificar-se det(L(z0)) 6= 0, para
algum z0 ∈ G, para que se verifique det(L(z)) 6= 0 , ∀z ∈ G.
LEMA IV.1. Se L for uma matriz fundamental de soluc¸o˜es de (IV.29), enta˜o
det(L(z)) = det(L(z0)) ,
para algum z0 ∈ G.
Demonstrac¸a˜o: Pelo corola´rio IV.3 (cf. (IV.19)) temos que
det(L)′ =
tr(C)
zA
det(L) .
Uma vez que tr(C) = 0, resulta que det(L)′ = 0, ou seja,
det(L) = const .
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Logo, podemos escrever det(L(z)) = det(L(z0)), para algum z0 ∈ G. 
Se designarmos as colunas de L(z) por L1(z), L2(z), resolveremos
zA(z)L′1(z) = C(z)L1(z) , (IV.35)
zA(z)L′2(z) = C(z)L2(z) . (IV.36)
LEMA IV.2. Seja C a func¸a˜o matricial dada por C =
[
C/2 −D
B −C/2
]
. Enta˜o,
verifica-se que:
a) C2(z) = β(z) I, com β = (C
2
)2 −BD e I a matriz identidade de ordem dois;
b) Os valores pro´prios de C sa˜o ±√β;
c) O espac¸o pro´prio associado ao valor pro´prio −√β e´ gerado por
V−√β =
[
D
C
2
+
√
β
]
; (IV.37)
d) O espac¸o pro´prio associado ao valor pro´prio
√
β e´ gerado por
V√β =
[
D
C
2
−√β
]
. (IV.38)
LEMA IV.3. Se L = [L1 L2] for soluc¸a˜o de (IV.34), enta˜o
zAL′1 =
√
βL1 + zAc1V−√β , (IV.39)
zAL′2 = −
√
βL2 + zAc2V√β , (IV.40)
onde c1, c2 sa˜o func¸o˜es.
Demonstrac¸a˜o: Se multiplicarmos a equac¸a˜o (IV.35) (a` esquerda) por C e aten-
dermos a que C2 = β, obtemos zA C L′1 = β L1, ou seja,
zA√
β
C L′1 =
√
β L1 . (IV.41)
Se somarmos (IV.35) com (IV.41) obtemos
zA√
β
(C +
√
β I)L′1 = (C +
√
β I)L1 ,
donde,
(C +
√
β I)
(
L′1 −
√
β
zA
L1
)
= 02×1 .
82 IV. EQUAC¸O˜ES DE SYLVESTER
Logo, L′1−
√
β
zA
L1 e´ um vector pro´prio de C associado ao valor pro´prio −
√
β, donde
L′1 −
√
β
zA
L1 = c1(z)V−√β ,
para alguma func¸a˜o c1.
De modo ana´logo, se subtrairmos (IV.41) a (IV.34), obtemos
(C −
√
β I)
(
L′2 +
√
β
zA
L2
)
= 02×1 ,
e concluimos que L′2 +
√
β
zA
L2 e´ um vector pro´prio de C associado ao valor pro´prio√
β, donde
L′2 +
√
β
zA
L2 = c2(z)V√β ,
para alguma func¸a˜o c2. Assim, obtemos (IV.39) e (IV.40). 
3.2. Parte II.
Procuramos uma matriz fundamental de soluc¸o˜es do sistema diferencial cor-
respondente ao problema de valor inicial (IV.30), ou seja, procuramos matrizes
Pn de ordem dois que verificam, para n ∈ N,
zAP ′n = BnPn . (IV.42)
No que se segue consideramos t1 ∈ C e C˜ uma func¸a˜o anal´ıtica tal que
∫ z
z1
C˜/2
tA
dt
esteja definida, para z ∈ G.
LEMA IV.4. P˜n verifica
zAP˜ ′n = (Bn −
C˜
2
I)P˜n (IV.43)
se, e somente se, Pn = e
∫ z
z1
C˜/2
tA
dt
P˜n verifica (IV.42).
Demonstrac¸a˜o: Seja P˜n uma soluc¸a˜o de (IV.43). Temos que
zA(e
∫ z
z1
C˜/2
tA
dt
P˜n)
′ =
C˜
2
e
∫ z
z1
C˜/2
tA
dt
P˜n + zAP˜
′
ne
∫ z
z1
C˜/2
tA
dt
.
Uma vez que P˜n verifica (IV.43), temos que
C˜
2
e
∫ z
z1
C˜/2
tA
dt
P˜n + zAP˜
′
ne
∫ z
z1
C˜/2
tA
dt
=
C˜
2
e
∫ z
z1
C˜/2
tA
dt
P˜n + (Bn − C˜
2
I)P˜ne
∫ z
z1
C˜/2
tA
dt
.
Assim, obtemos
zA(e
∫ z
z1
C˜/2
tA
dt
P˜n)
′ = BnP˜ne
∫ z
z1
C˜/2
tA
dt
,
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ou seja, Pn = e
∫ z
z1
C˜/2
tA
dt
P˜n e´ soluc¸a˜o de (IV.42). Analogamente se verifica que o
rec´ıproco tambe´m e´ va´lido. 
Tendo em atenc¸a˜o o teorema IV.4, doravante consideraremos C˜ um polino´mio
e procuraremos, para cada n ∈ N, uma soluc¸a˜o de (IV.43) dada por
P˜n =
[
φ˜n −Q˜n/w˜
(φ˜n)
∗ (Q˜n)∗/w˜
]
, (IV.44)
onde {φ˜n} e´ uma SPOM relativamente a uma medida µ˜ cuja parte absolutamente
cont´ınua denotamos por w˜, e {Q˜n} e´ a sucessa˜o de func¸o˜es de segunda espe´cie.
Logo, {Pn} sera´ dada por
Pn = e
∫ z
z1
C˜/2
tA
dt
P˜n , n ∈ N . (IV.45)
LEMA IV.5. Seja F uma func¸a˜o de Carathe´odory Laguerre-Hahn que verifica
zAF ′ = BF 2 + CF + D e {φn} a respectiva SPOM. Para cada n ∈ N, seja Pn
uma soluc¸a˜o do respectivo sistema (IV.30), zAP ′n = BnPn. Se {Pn} for definida
por (IV.45), enta˜o temos que:
Pn = A˜nPn−1, A˜n =
[
z a˜n
a˜nz 1
]
, n ∈ N , (IV.46)
zAA˜′n = BnA˜n − A˜nBn−1 , n ≥ 2 . (IV.47)
Os polino´mios que compo˜em a matriz Bn verificam, para todo o n ≥ 2 ,
λnΘn,1 = λnΘn−1,2 , (IV.48)
λnln,1 = λnln−1,2 , (IV.49)
λnΘn−1,1 = λnΘn,2 , (IV.50)
λnln,2 − λnln−1,1 = λnzA , (IV.51)
com an = φn(0), a˜n = φ˜n(0), λn = an − a˜n, ∀n ∈ N.
Demonstrac¸a˜o: Para estabelecer (IV.46) recordamos que P˜n verifica as relac¸o˜es
de recorreˆncia de Szego˝ na forma matricial
P˜n = A˜nP˜n−1, A˜n =
[
z a˜n
a˜nz 1
]
, n ∈ N ,
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sendo (a˜n) a sucessa˜o dos coeficientes de reflexa˜o de {φ˜n}. Consequentemente,
Pn dada por (IV.45) verifica (IV.46).
Para estabelecer (IV.47) utilizamos Pn = A˜nPn−1 em zAP ′n = BnPn, obtendo
assim
zAA˜′nPn−1 + A˜nzAP ′n−1 = BnA˜nPn−1 , n ≥ 2 .
Logo,
zAA˜′nPn−1 + A˜nBn−1Pn−1 = BnA˜nPn−1 ,
donde
(zAA˜′n + A˜nBn−1)Pn−1 = BnA˜nPn−1 .
Uma vez que det(Pn) 6= 0 , ∀n ∈ N , z 6= 0 , resulta que Pn e´ invert´ıvel, donde
zAA˜′n + A˜nBn−1 = BnA˜n , n ≥ 2 ,
conforme requerido.
Agora, de (IV.9) e de (IV.47) obtemos, para n ≥ 2 ,
zA(An − A˜n)′ = Bn(An − A˜n)− (An − A˜n)Bn−1 ,
i.e., [
0 0
λnzA 0
]
=
[
−λnΘn,1 λnln,1
λnln,2 −λnΘn,2
]
−
[
−λnΘn−1,2 λnln−1,2
λnln−1,1 −λnΘn−1,1
]
,
com λn = an − a˜n, ou seja, obtemos (IV.48)-(IV.51). 
Doravante utilizaremos a notac¸a˜o T(a,b;c,d) para indicar a tansformac¸a˜o do tipo
racional-linear dada por T (F ) =
a+ bF
c+ dF
.
TEOREMA IV.7. Seja F uma func¸a˜o de Carathe´odory Laguerre-Hahn que veri-
fica zAF ′ = BF 2+CF+D e {φn} a respectiva SPOM. Seja {Pn} uma soluc¸a˜o do
respectivo sistema diferencial (IV.30) tal que {Pn} e´ dada por (IV.45), e seja F˜ a
func¸a˜o de Carathe´odory associada a {φ˜n}. Enta˜o, existe uma u´nica transformac¸a˜o
do tipo racional-linear, T(a,b;c,d) , com a, b, c, d ∈ P e ad − bc 6= 0, tal que F =
T(a,b;c,d)(F˜ ).
Demonstrac¸a˜o: Para mostrar que F e´ uma transformac¸a˜o racional-linear de
F˜ comec¸amos por estabelecer que os coeficientes de reflexa˜o de {φn} e de {φ˜n}
diferem apenas num nu´mero finito de ı´ndices.
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Seja λn = an − a˜n, com an = φn(0), a˜n = φ˜n(0), ∀n ∈ N. Comec¸amos por
estabelecer que o conjunto Z = {n ∈ N : λn 6= 0} e´ finito.
Se Z fosse infinito, com Z = N, ter´ıamos que λn 6= 0 , ∀n ∈ N . De (IV.49),
obter´ıamos
ln,1 = ln−1,2, ∀n ≥ 2 .
Substituindo em (IV.13) resultaria
Θn,1 = zΘn−1,1 , ∀n ≥ 2 ,
donde
Θn,1 = z
nΘ1,1 ,∀n ∈ N .
Mas tal contradiz a limitac¸a˜o do grau de Θn. Ale´m disso, se considerarmos, sem
perda de generalidade, a situac¸a˜oan = a˜n, n = 1, 2, ..., n0an 6= a˜n, n ≥ n0 ,
para algum n0 ∈ N , chegamos a` mesma conclusa˜o. Logo, conclui-se que Z e´
finito e, assim, os coeficientes de reflexa˜o de {φn} e de {φ˜n} diferem apenas num
nu´mero finito de ı´ndices.
Para concluir que F e´ uma transformac¸a˜o racional-linear de F˜ do tipo indi-
cado, basta atender a` sua representac¸a˜o em fracc¸a˜o cont´ınua (cf. teorema I.6).
Para estabelecer a unicidade de T(a,b;c,d) comec¸amos por observar que a in-
versa de uma transformac¸a˜o T(a,b;c,d) , com ad − bc 6= 0 , existe e e´ dada por
T(a,−c;−b,d) . Logo, se T1 e T2 forem duas transformac¸o˜es do tipo racional-linear
tais que T1(F˜ ) = T2(F˜ ), a composic¸a˜o T
−1
2 ◦ T1 e´ tal que (T−12 ◦ T1)(F˜ ) = F˜ ,
donde se segue que T−12 ◦ T1 = id, i.e., T1 = T2. Fica, assim, estabelecida a
unicidade de T. 
OBSERVAC¸A˜O . A obtenc¸a˜o da transformac¸a˜o T(a,b;c,d) e´ equivalente a` de-
terminac¸a˜o dos polino´mios a, b, c, d. Conhecidos os ı´ndices n ∈ N para os quais
an 6= a˜n, os polino´mios a, b, c, d podem ser determinados utilizando as expanso˜es
de F e de F˜ em fracc¸a˜o cont´ınua (cf. teorema I.6).
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Pelo teorema IV.4, determinar uma soluc¸a˜o do tipo (IV.44), sendo C˜ ∈ P , e´
equivalente a obter o peso semi-cla´ssico w˜ = Ke
∫ z
z1
C˜
tA
dt
, K ∈ C. No entanto, no
que se segue veremos outro processo de determinac¸a˜o de w˜.
LEMA IV.6. Seja F uma func¸a˜o de Carathe´odory Laguerre-Hahn que verifica
zAF ′ = BF 2 + CF + D, (IV.6) as respectivas equac¸o˜es de Sylvester zAY ′n =
BnYn − YnC, (IV.29), (IV.30) os problemas de valor inicial associados a (IV.6),
e L, Pn as respectivas matrizes fundamentais, com Pn(z0) e Yn(z0) invert´ıveis. Se
Pn for definida por (IV.45), enta˜o:
a) as matrizes En dadas por (IV.33) verificam
det(En) = K1hn/h˜n ; (IV.52)
b) w˜ e´ dado por
w˜(z) = K2e
∫ z
z1
C˜
tA
dt
, (IV.53)
com
K1 = w˜(z0) det(L(z0))e
∫ z0
z1
C˜
tA
dt
, K2 = w˜(z0)e
∫ z0
z1
C˜
tA
dt
,
hn =
∏n
k=1(1− |ak|2) , h˜n =
∏n
k=1(1− |a˜k|2) .
Demonstrac¸a˜o: a) Se calcularmos os determinantes das matrizes En dadas
por (IV.33), En = (Pn(z0))
−1Yn(z0)L(z0), obtemos
det(En) =
det(Yn(z0)) det(L(z0))
det(Pn(z0))
.
Sendo Pn = P˜ne
∫ z
z1
C˜/2
tA
dt
, obtemos
det(En) =
det(Yn(z0)) det(L(z0))
det(P˜n(z0))e
∫ z0
t1
C˜
tA
dt
. (IV.54)
Uma vez que P˜n e´ dada por (IV.44), temos as equac¸o˜es
det(Yn(z0)) = φn(z0)Ω
∗
n(z0) + φ
∗
n(z0)Ωn(z0) ,
det(P˜n(z0)) =
φ˜n(z0)Q˜
∗
n(z0) + φ˜
∗
n(z0)Q˜n(z0)
w˜(z0)
,
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e, do corola´rio I.2, as equac¸o˜es
det(Yn(z0)) = 2hnz
n
0 , hn =
n∏
k=1
(1− |ak|2) ,
det(P˜n(z0)) =
2h˜nz
n
0
w˜(z0)
, h˜n =
n∏
k=1
(1− |a˜k|2) .
Se substituirmos det(Yn(z0)) e det(P˜n(z0)) acima indicados em (IV.54) obte-
mos (IV.52).
b) Aplicando determinantes a (IV.32), Yn(z) = Pn(z)EnL
−1(z), vem que
det(Yn) = det(Pn) det(En) det(L)
−1 . (IV.55)
De Pn = P˜ne
∫ z
z1
C˜/2
tA
dt
obtemos que det(Pn) = det(P˜n)e
∫ z
z1
C˜
tA
dt
e, uma vez que P˜n e´
dada por (IV.44), obtemos
det(P˜n) =
2h˜nz
n
w˜(z)
, com h˜n =
n∏
k=1
(1− |a˜k|2) ,
donde
det(Pn) =
2h˜nz
n
w˜(z)
e
∫ z
z1
C˜
tA
dt
.
Logo, a equac¸a˜o (IV.55) e´ equivalente a
2hnz
n =
2h˜nz
n
w˜(z)
e
∫ z
z1
C˜
tA
dt
det(En) det(L)
−1 (IV.56)
com hn =
∏n
k=1(1− |ak|2). Substituindo (IV.52) em (IV.56) obtemos
w˜(z) = K1
e
∫ z
z1
C˜
tA
dt
det(L(z))
, (IV.57)
com K1 = w˜(z0) det(L(z0))e
∫ z0
z1
C˜
tA
dt
. Se utilizarmos det(L(z)) = det(L(z0)) (cf.
lema IV.1) em (IV.57), obtemos (IV.53). 
3.3. Determinac¸a˜o do polino´mio C˜.
Resta-nos determinar o polino´mio C˜ que define o peso w˜ (e a partir do qual
se define a sucessa˜o {P˜n} em (IV.44)).
Proposic¸a˜o IV.1. Considerando as condic¸o˜es do lema anterior, seja F Laguer-
re-Hahn tal que zAF ′ = BF 2 + CF + D, seja C˜ um polino´mio que define um
peso w˜ dado por (IV.53), e F˜ a func¸a˜o de Carathe´odory associada a w˜. Seja
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T(α1,−β1;−α2,β2) a transformac¸a˜o racional-linear com αi, βi ∈ P, i = 1, 2, α1β2 −
α2β1 6= 0 , e tal que F = T (F˜ ) . Considere-se a equac¸a˜o diferencial linear de
primeira ordem verificada por F˜ ,
zAF˜ ′ = C˜F˜ + D˜ , D˜ ∈ P . (IV.58)
Enta˜o, verificam-se as relac¸o˜es seguintes,
B = (α2β
′
2 − α′2β2)zA+ α2β2C˜ + β22D˜ , (IV.59)
C = (α2β
′
1 + α1β
′
2 − α′2β1 − α′1β2)zA+ (α1β2 + α2β1)C˜ + 2β1β2D˜ , (IV.60)
D = (α1β
′
1 − α′1β1)zA+ α1β1C˜ + β21D˜ , (IV.61)
onde considera´mos, sem perda de generalidade, que α2β1 − α1β2 = 1.
Demonstrac¸a˜o: Do teorema IV.7 temos que F e´ uma transformac¸a˜o racional
de F˜ do tipo indicado.
Se C˜ ∈ P, pelo corola´rio anterior conclui-se que w˜
′
w˜
=
C˜
zA
, ou seja, o peso w˜
e´ semi-cla´ssico. Logo, (IV.58) segue-se pelo corola´rio II.6.
Deduzam-se as equac¸o˜es (IV.59)-(IV.61).
De F =
α1 − β1F˜
−α2 + β2F˜
obtemos F˜ =
α1 + α2F
β1 + β2F
. Se tivermos em atenc¸a˜o a
equac¸a˜o (IV.58), obtemos a seguinte equac¸a˜o para F (cf. teorema II.3),
zA(α2β1 − α1β2)F ′ = B2F 2 + C2F +D2 , (IV.62)
com
B2 = (α2β
′
2 − α′2β2)zA+ α2β2C˜ + β22D˜ ,
C2 = (α2β
′
1 + α1β
′
2 − α′2β1 − α′1β2)zA+ (α1β2 + α2β1)C˜ + 2β1β2D˜ ,
D2 = (α1β
′
1 − α′1β1)zA+ α1β1C˜ + β21D˜ .
Da compatibilidade entre as equac¸o˜es zAF ′ = BF 2 +CF +D e (IV.62) obtemos
zA(α2β1 − α1β2)
zA
=
B2
B
=
C2
C
=
D2
D
.
Se considerarmos, sem perda de generalidade, α2β1 − α1β2 = 1, obtemos
B = B2, C = C2, D = D2 ,
ou seja, obtemos as equac¸o˜es (IV.59)-(IV.61). 
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Tendo em atenc¸a˜o o lema anterior e o teorema IV.7, temos que: para cada
polino´mio C˜ (equivalentemente, para cada func¸a˜o F˜ ), existe uma u´nica trans-
formac¸a˜o T do tipo racional-linear tal que F = T (F˜ ); ale´m disso, a proposic¸a˜o
anterior permite-nos determinar C˜ atrave´s das equac¸o˜es (IV.59)-(IV.61). Mas
podemos ainda colocar a questa˜o: sendo C˜1 e C˜2 polino´mios e F˜1, F˜2 as respecti-
vas func¸o˜es de Carathe´odory tais que F e´ uma transformac¸a˜o racional de F˜i, para
i = 1, 2, determinar relac¸o˜es entre C˜1 e C˜2. No corola´rio seguinte damos resposta
a esta questa˜o.
COROLA´RIO IV.2. Considerando as condic¸o˜es do lema (IV.6), seja F Laguer-
re-Hahn tal que zAF ′ = BF 2 + CF + D. Sejam C˜1, C˜2 polino´mios que definem
pesos (semi-cla´ssicos) do tipo (IV.53) e sejam F1 e F2 as respectivas func¸o˜es de
Carathe´odory, na˜o racionais, verificando
zAF ′1 = C˜1F1 + D˜1 , (IV.63)
zAF ′2 = C˜2F2 + D˜2 . (IV.64)
Sejam T1 = T(α1,−β1;−α2,β2) , T2 = T(γ1,−η1;−γ2,η2) , as transformac¸o˜es do tipo ra-
cional-linear, respectivamente com α2β1 − α1β2 = 1, γ2η1 − γ1η2 = 1, e tal que
T1(F1) = F, T2(F2) = F. Enta˜o, verificam-se as relac¸o˜es seguintes,
(α2β
′
2 − α′2β2)zA+ α2β2C˜ + β22D˜ = (γ2η′2 − γ′2η2)zA+ γ2η2C˜ + η22D˜ , (IV.65)
(α2β
′
1 + α1β
′
2 − α′2β1 − α′1β2)zA+ (α1β2 + α2β1)C˜ + 2β1β2D˜
= (γ2η
′
1 + γ1η
′
2 − γ′2η1 − γ′1η2)zA+ (γ1η2 + γ2η1)C˜ + 2η1η2D˜ , (IV.66)
(α1β
′
1 − α′1β1)zA+ α1β1C˜ + β21D˜ = (γ1η′1 − γ′1η1)zA+ γ1η1C˜ + η21D˜ . (IV.67)
Demonstrac¸a˜o: Pela proposic¸a˜o anterior, sendo F = T1(F1), temos as equac¸o˜es
B = (α2β
′
2 − α′2β2)zA+ α2β2C˜ + β22D˜ ,
C = (α2β
′
1 + α1β
′
2 − α′2β1 − α′1β2)zA+ (α1β2 + α2β1)C˜ + 2β1β2D˜ ,
D = (α1β
′
1 − α′1β1)zA+ α1β1C˜ + β21D˜ .
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Por outro lado, se F = T2(F2), seguem-se as equac¸o˜es
B = (γ2η
′
2 − γ′2η2)zA+ γ2η2C˜ + η22D˜ ,
C = (γ2η
′
1 + γ1η
′
2 − γ′2η1 − γ′1η2)zA+ (γ1η2 + γ2η1)C˜ + 2η1η2D˜ ,
D = (γ1η
′
1 − γ′1η1)zA+ γ1η1C˜ + η21D˜ .
Logo, obtemos (IV.65)-(IV.67). 
Finalmente, enunciamos o principal resultado desta secc¸a˜o.
TEOREMA IV.8. Seja F uma func¸a˜o de Carathe´odory Laguerre-Hahn que veri-
fica zAF ′ = BF 2+CF+D, com A,B,C,D ∈ P, e seja {Yn} a sucessa˜o associada
a F dada por (I.25). Enta˜o, {Yn} admite a seguinte representac¸a˜o,
Yn =
[√
w˜φ˜n −Q˜n/
√
w˜√
w˜φ˜∗n Q˜
∗
n/
√
w˜
]
EnL
−1(z) , n ∈ N , (IV.68)
onde En sa˜o as matrizes definidas em (IV.33), {φ˜n} e´ a SPOM relativamente a
w˜ dado em (IV.53), {Q˜n} e´ a respectiva sucessa˜o das func¸o˜es de segunda espe´cie,
e L e´ uma matriz fundamental de soluc¸o˜es de (IV.29).
Demonstrac¸a˜o: A representac¸a˜o (IV.68) resulta de (IV.32) e da representac¸a˜o
(IV.45) para {Pn}. 
4. Exemplo
Consideremos {φn} a sucessa˜o de polino´mios ortogonais de Jacobi sobre T e,
por uma questa˜o de simplicidade de escrita, consideremos os paraˆmetros α = β
(cf. secc¸a˜o II.2). Seja {Ωn} a sucessa˜o de polino´mios associados de primeira
espe´cie. Denotemos por F˜ a func¸a˜o de Carathe´odory associada a {φn} e por F a
func¸a˜o de Carathe´odory associada a {Ωn}. A func¸a˜o F e´ Laguerre-Hahn e verifica
(cf. secc¸a˜o II.3)
z(z2 − 1)F ′ = −2αc0(z2 − 1)F 2 − 2α(z2 + 1)F , (IV.69)
onde c0 e´ o momento de ordem zero da medida de Jacobi. Aplicando o lema de
Radon, temos que determinar um sistema fundamental de soluc¸o˜es dos sistemas
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diferenciais seguintes,
z(z2 − 1)L′(z) =
[
−α(z2 + 1) 0
−2αc0(z2 − 1) α(z2 + 1)
]
L(z) (IV.70)
z(z2 − 1)P ′n = BnPn . (IV.71)
No que se segue consideraremos um domı´nio do plano complexo, G, que na˜o
contenha os pontos z = 0, z = 1, z = −1 (ou seja, os zeros do polino´mio z(z2−1)),
e consideraremos z0 ∈ G.
4.1. Soluc¸a˜o de (IV.70).
LEMA IV.7. A matriz fundamental de soluc¸o˜es do sistema (IV.70) e´ dada por
L(z) = z−α(z2 − 1)α
×
[
z2α(z2 − 1)−2α z2α(z2 − 1)−2α
1− 2αc0
∫ z
z1
t2α−1(t2 − 1)−2αdt 1− 2αc0
∫ z
t2
t2α−1(t2 − 1)−2αdt
]
com t1 6= t2.
Demonstrac¸a˜o: Se escreveremos L =
[
x y
u v
]
, o sistema (IV.70) e´ equivalente
a`s equac¸o˜es seguintes
x′ =
−α(z2 + 1)
z(z2 − 1) x , (IV.72)
y′ =
−α(z2 + 1)
z(z2 − 1) y , (IV.73)
u′ =
α(z2 + 1)
z(z2 − 1)u−
2αc0
z
x , (IV.74)
v′ =
α(z2 + 1)
z(z2 − 1) v −
2αc0
z
y . (IV.75)
Para obter a soluc¸a˜o de (IV.72) utilizamos a decomposic¸a˜o
−α(z2 + 1)
z(z2 − 1) =
α
z
+
−α
z − 1 +
−α
z + 1
,
e, logo,
x(z) = zα(z2 − 1)−α .
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A soluc¸a˜o de (IV.74) e´ dada pela soma da soluc¸a˜o geral da equac¸a˜o homoge´nea
associada,
uh(z) = z
−α(z2 − 1)α ,
com uma soluc¸a˜o particular da equac¸a˜o completa,
up(z) = −2αc0z−α(z2 − 1)α
∫ z
z1
t2α−1(t2 − 1)−2αdt ,
donde se obte´m
u(z) = z−α(z2 − 1)α
(
1− 2αc0
∫ z
z1
t2α−1(t2 − 1)−2αdt
)
.
Analogamente se obteˆm as soluc¸o˜es de (IV.73) e de (IV.75).
Ale´m disso, para que L seja uma matriz fundamental de (IV.70) num certo
domı´nio G, tem de existir z0 ∈ G tal que det(L(z0)) 6= 0. Uma vez que det(L(z))
e´ constante,
det(L(z)) = 2αc0
∫ t2
t1
t2α−1(t2 − 1)−2αdt ,
obtemos que det(L(z0)) 6= 0 se t1 6= t2. 
4.2. Soluc¸a˜o de (IV.71).
Vimos ja´ que se existir uma soluc¸a˜o de z(z2− 1)P ′n = BnPn da forma (IV.45),
Pn = e
∫ z
z1
C˜/2
tA
dt
[
φ˜n −Q˜n/w˜
φ˜∗n Q˜
∗
n/w˜
]
, zA = z(z2 − 1), com φ˜n ortogonal relativamente
a um peso w˜, e {Q˜n} a sucessa˜o das func¸o˜es de segunda espe´cie, enta˜o w˜ e´ dado
por w˜ = Ke
∫ z
z1
C˜
tA
dt
(cf. lema IV.6), para um polino´mio C˜.
Neste caso, temos que F e´ uma transformac¸a˜o racional de F˜ , F = 1/F˜ (cf.
secc¸a˜o I.7), com F˜ verificando (cf. secc¸a˜o II.4)
z(z2 − 1)F˜ ′ = 2α(z2 + 1)F˜ + 2αc0(z2 − 1) .
Assim, pela proposic¸a˜o IV.1, o polino´mio C˜ e´ dado por C˜ = 2α(z2 + 1), donde se
segue que w˜ =
(
z2−1
z
)2α
.
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Pelo teorema IV.8 temos a seguinte representac¸a˜o para Yn =
[
φn −Ωn
φ∗n Ω
∗
n
]
:
Yn K =
 ( z2−1z )α φ˜n −( z2−1z )−α Q˜n(
z2−1
z
)α
(φ˜n)
∗
(
z2−1
z
)−α
(Q˜n)
∗

× Enzα(z2 − 1)−α
[
1− 2αc0
∫ z
t2
t2α−1(t2 − 1)−2αdt −z2α(z2 − 1)−2α
−1 + 2αc0
∫ z
z1
t2α−1(t2 − 1)−2αdt z2α(z2 − 1)−2α
]
i.e.,
Yn K =
 φ˜n −( z2−1z )−2α Q˜n
(φ˜n)
∗
(
z2−1
z
)−2α
(Q˜n)
∗

× En
[
1− 2αc0
∫ z
t2
t2α−1(t2 − 1)−2αdt −z2α(z2 − 1)−2α
−1 + 2αc0
∫ z
z1
t2α−1(t2 − 1)−2αdt z2α(z2 − 1)−2α
]
onde K = 2αc0
∫ t2
t1
t2α−1(t2 − 1)−2αdt e En sa˜o as matrizes definidas em (IV.33),
En = (Pn(z0))
−1Yn(z0)L(z0).
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