Abstract-Sufficient bounds for structured and unstructured uncertainties for root-clustering in a specified second order subregion of the complex plane, for both continuous-time and discrete-time systems, are given using the Generalized Lyapunov Theory. Furthermore, for unstructured uncertainties, a still less conservative result is obtained by shifting the center or focus of the subregion along the real axis to the origin and by applying root-clustering to the "shifted eigenvalue" system matrix, which is obtained by shifting the eigenvalues of the system matrix correspondingly.
I. INTRODUCTION
We study the problem of how to guarantee the location of the eigenvalues of a perturbed system matrix in a specified (symmetric) second-order subregion of the complex plane. The perturbation may be structured or unstructured. The subregions discussed are, in the continuous-time case, subregions of the left-half complex plane (LHP) and in the discrete-time case subregions of the unit disk (UD) centered at the origin. Recently, Abdul-Wahab [ l ] and [2] discussed second-order subregions for discrete-time and continuous time systems, but the results have turned out to be erroneous. The errors have been pointed out by Yedavalli [3] for the continuoustime case and by Bakker and Luo [4] for the discrete-time case. More recently, Yedavalli [5] obtained results for first and secondorder subregions using Generalized Lyapunov Theory presented by Gutman and Jury [6] .
Conservatism of the paper of Yedavalli [5] is reduced in several ways. First, the norms used to compute the bound are taken at a later stage compared to the bounds of Yedavalli. Next, an important result is, for unstructured uncertainties, that the bound can be improved for subregions with center or focus at (a, 0). This improved bound is obtained by shifting the center or focus of the subregion along the real axis to the origin and computing the bound for the "shifted eigenvalue" matrix. Generally, a large a yields a large improvement. Finally, from Luo et al. [7] we are motivated to use the square root .of positive definite matrix Q (= S T S ) in the Lyapunov equations; the result can be improved by choosing the S-matrix appropriately. Using a personal computer, the optimal S-matrix can be found by an optimization program in Matlab (e.g., fminu.m [9] ). This paper is organized as follows. In Section I1 the robust stability analysis for state-space models of continuous-and discrete-time systems using the Generalized Lyapunov Theory [6] is described. In Section 111 we introduce bounds for both continuous and discrete-time systems with unstructured uncertainties. A motivation for "shifting" Manuscript received April 19, 1993; revised January 27, 1994 and May 18, 1994 is given, followed by the "shifting theorem." In Section IV, bounds for structured uncertainties are given. For both cases, the bounds can be improved by optimization programs. In Section V, the results are illustrated with examples, followed by two general remarks. We end the paper with conclusions in Section VI.
GENERALIZED LYAPUNOV ROOT-CLUSTERING THEORY
Let the perturbed continuous-time system be represented by
and let the perturbed discrete-time system be represented by
where the state vector is x ( t) or x ( IC) E W" , the time-invariant system matrix A E RnXn and the perturbation matrix E E R"'". If the structure of the perturbation is known, the substitution m E = C c , E t NO. 3, MARCH 1995 
PERTURBATION BOUNDS FOR UNSTRUCTURED UNCERTAINTIES
In this section new stability robustness bounds for systems with unstructured uncertainties based on the Generalized Lyapunov RootClustering Theory presented in Section I1 are given. It is shown that "shifting," for a large class of subregions, yields improved bounds. These results are organized in the "shifting theorem."
In the next theorem we give less conservative bounds on the norm of the perturbation matrix E so that the eigenvalues are located in the specified subregion. There is no knowledge assumed about the structure of the perturbation. Theorem 3.1: Suppose 1) The perturbed system is described by (2.1).
2) The eigenvalues of the nonperturbed system matrix A are located inside a subregion 02 defined by (2.3). 3) ST and S are full rank (invertible) matrices satisfying Q = 4) P is a symmetric positive definite matrix defined by (2.5).
Then the perturbed system matrix A + E has all the eigenvalues ST s. located in the subregion 0 2 described by (2.3), if
and where IIAll=the spectral norm of the matrix A (the largest singular value of A).
Proof: See Appendix. 
Shifting of Subregions
The bound p depends on the matrices A, P , and S and on the coefficients that describe the subregion. Consider the role of the system matrix in the bound (summarized in Fact 1). Of interest are subregions of the form
where (cy, U, w, U ) E R and 11 > 0, w > 0; f = 1, 2, and g = 0, 2. Examples are a circle, a left-parabola, an ellipse, a vertical strip, etc. The eigenvalues of system matrix A have to be located in this subregion. Next, for convenience, restrict the subregion to be a circular subregion of the LHP, with center (a, 0) and radius 1 satisfying cy < -1, f = 2 = g , U = 1 = v = w in (3.2) (for other subregions similar arguments hold). Then the eigenvalues of the matrix A have to be located within a distance 1 from (a, 0) and therefore satisfy (a -1) < Re(X(A)) < (cy + 1).
Because cy < -1 e cy + 1 < 0, taking norms IRe(X(A))I > Icy + 11.
From [20] 2 IRe(X(A))I > la + 11. We have shown that the bound is conservative when subregions with center or focus at (a, 0), cy sufficiently large, are considered. In the next theorem, it is shown that it is possible to shift the subregions (3.2) from (a, 0) to (0, 0) and to compute the bound for the "shifted eigenvalue" system matrix with Theorem 3.1. With the facts are given above, the improvement of the bound should be clear. Theorem 3.2 "Shifiing Theorem:" Root-clustering in a subregion Rz (3.2) of the complex plane for a system matrix A is equivalent to root-clustering in a shifted subregion R2 (3_.4) of the complex plane for a "shifted eigenvalue" system matrix A, where
(3.k)
Proof: Using (3.4~)
and for the real coordinate of the subregion, with (3.4b)
Thus, the bound on the perturbation E can be computed for the shifted subregion and "shifted eigenvalue" system matrix, being valid for the original subregion and system matrix. Remark3.2: Theorem 3.2 can also be proved using the General Lyapunov Equation; that is, when ( 3 . 4~) is substituted in the GLE of the shifted subregion (with coefficients (2.4) for this shifted subregion) after some standard manipulations it can be shown that for subregions that can be shifted the solution P of the GLE of the shifted subregion equals the solution P of the GLE of the original subregion.
Remark3.3: For convenience and motivated by fact that the coefficient c10 becomes zero in the bound (see (3.lb) and Fact 4), the subregion is shifted along the real axis to the origin. For some very specific cases, the best bound is not obtained by shifting exactly to the origin. In that case, one can find the "optimal shift" along the real axis which yields the best bound. Table I shows the results of this section for some second order subregions. When the regions satisfy (3.2), the parameters holding for the shifted subregions are presented. 
Iv. PERTURBATION BOUNDS FOR STRUCTURED UNCERTAINTIES
For structured uncertainties it is possible to obtain less conservative results. In the next theorem we obtain a perturbation bound for this case.
Theorem 4.1: The same assumptions as in Theorem 3.1 l p ) are made. The system is given by (2.1) with the perturbation as in (2.2). The eigenvalues of the perturbed system are located in the described subregion (2.3), if where and where IAl = { l a t J l } , with A = {a,,}, a n x n matrix.
Proof: See Appendix. Similar to Section 111, it is possible to work out this general result for different subregions. This is done in Table 11 . 
v. EXAMPLES FOR DIFFERENT SECOND ORDER SUBREGIONS

Root-Clustering in a Circle with Unstructured Uncertainties
same plant matrix as Yedavalli [5] The result will now be illustrated with an example. We take the The error bound then becomes p e , s=sOpt = 0.1098.
Comparing the bounds pe, s=s,,, with p e , S=I we see that optimization gives an improvement of 178%. Optimizing the Q matrix and using the method of Yedavalli, the same bound as p e , yed is obtained. The results of this example are illustrated in Fig. 1 , where the location of the roots. in the ellipsoidal subregion of the unit disk, with the maximum perturbation (X(A f p ( E 1 + Ez)), are shown.
Regarding this plot, it is important to note that the roots marked with a " x " are, in general, not the outermost points of a root locus determined by varying E from -p to p in X(A f €(E1 + Ez). MATLABTM programs for the optimization toolbox [9] . Furthermore, note that the optimal S matrix is not unique. For example, when S = c y S is substituted, the solution of P with (2.5) becomes (where Q = cy2& = cy2STS) P = a 2 P . Clearly, the bound [(3.1) or (4:1)] obtained for P and S equals the bound obtained for P and S. Remark5.2: It is important to note that the bounds derived are valid for time-invariant uncertainties. In the theorems given, however, only the location of the eigenvalues is guaranteed to remain in a specified subregion; this is true for each value of the uncertainty that satisfies the bound. So, when the bound is satisfied, at each time instant, by the time-varying uncertainties, then the eigenvalues remain in the subregion. For these time-varying uncertainties, however, this does not guarantee a certain corresponding performance. In engineering practice we are interested in performance; hence we presented bounds that guarantee, beside root-clustering in a subregion, also a corresponding performance. 
terion of Section 11. From assumption (2) it follows that there exist a positive definite solution P of the GLE (2.5). If the GLE of the perturbed system matrix A + E has a positive definite "solution" matrix are located in the specified subregion. Thus, the eigenvalues of the perturbed system are located in a2 if
Q E for that solution P then the eigenvalues of the perturbed system U Proof of Theorem 4.1: The first part of the proof is the same as the proof of Theorem 3.1. We continue with (A.1)
U S -T { C l o ( E T P + P E ) + C l l ( E T P A + A T P E ) + C~~( A + E )~P ( A + E ) +~~O ( ( ( A + E )~)~P
+ P ( A + E)') = -QE < 0.
+ C Z O ( ( E A ) T P + ( A E ) T P + P ( A E + E A ) ) + C I I E~P E + C Z O ( ( E~)~P + PE2)}S-' -I < 0. (A.3)
See also Yedavalli [5] . Substitution of (2.5) gives
Now the substitution E + eL E, is made (2.2). Abbreviating 
C~O ( E~P + P E ) + C~~( E~P A $ A~P E + E~P E ) P: = S-TP,S-l; P; = S-TP,,S-l + c z o ( (~T~T + E~A~ + ( E~)~) P + C~~P ( A E
+ E A + E') -Q < o P,
c~o ( E , T P + PE,) + c~I ( E , T P A + ATPE,) + C z O ( (~,~) T~ + P G A + ( A E , )~P + P A E , ) U CioS-T(ETP+ PE)S-' + C11FT(ETPA + A T P E + ETPE)S-'
+ c~o S -~P ( A E
+
