ABSTRACT. We study the spectral stability of periodic wave trains of the Korteweg-de Vries-Kuramoto-Sivashinsky equation which are, among many other applications, often used to describe the evolution of a thin liquid film flowing down an inclined ramp. More precisely, we show that the formal slow modulation approximation resulting in the Whitham system accurately describes the spectral stability to side-band perturbations. Here, we use a direct Bloch expansion method and spectral perturbation analysis instead of Evans function computations. We first establish, in our context, the now usual connection between first-order expansion of eigenvalues bifurcating from the origin (both eigenvalue 0 and Floquet parameter 0) and the first-order Whitham's modulation system: the hyperbolicity of such a system provides a necessary condition of spectral stability. Under a condition of strict hyperbolicity, we show that eigenvalues are indeed analytic in the neighborhood of the origin and that their expansion up to second order is connected to a viscous correction of the Whitham's equations. This, in turn, provides new stability criteria. Finally, we study the Korteweg-de Vries limit: in this case, the domain of validity of the previous expansion shrinks to nothing and a new modulation theory is needed. The new modulation system consists of the Korteweg-de Vries modulation equations supplemented with a source term: relaxation limit in such a system provides, in turn, some stability criteria.
INTRODUCTION
Coherent structures such as solitary waves, fronts, or periodic traveling waves usually play an essential role as elementary processes in nonlinear phenomena. It is both usual and useful to try first to analyze the behavior of these elementary structures with canonical models for pattern formation [8] . Here, for such a canonical equation, we try to relate side-band stability of periodic traveling waves with modulation-averaged equations.
We focus our attention on a scalar equation of the form
where δ 1 , δ 2 , and δ 3 are some constant real numbers. This kind of equation arises in many situations as a simplified asymptotic equation. For this purpose, when δ 1 < 0, it is often sufficient to set δ 2 = δ 3 = 0, that is, to consider a viscous Burgers' equation. In the limit case δ 1 = 0, if δ 2 ≠ 0, for some purposes one may also set δ 3 = 0 and work with the Korteweg-de Vries equation (KdV). However, for well-posedness issues, when δ 1 < 0, one cannot stop before a fourth-order term 1 and stop there only if δ 3 > 0. It is this latter case we are interested in here. For this reason, the equation we study incorporates nonlinearity, dispersion, and (insofar as we consider it with respect to constant states) dissipative instability with respect to low frequency perturbations, and stability to high frequencies.
We now perform some scaling transformations to make the structure of the equation clearer. First, up to changing (x, u) into (−x, −u), we may assume δ 2 ≥ 0. Then, if δ 1 , δ 2 Note that we have ruled out the relevant case δ 2 = 0, δ 1 > 0, δ 3 > 0, corresponding to the Kuramoto-Sivashinsky equation. Yet, in reference to this equation, we call equation (1.1) the Korteweg-de Vries-Kuramoto-Sivashinsky equation (KdV-KS). The above scaling was intended to shed light on the crucial role of the above δ 1 parameter. Moreover, with pattern formation in mind, we have also ensured that, about any constant state, the linearly most unstable mode has frequency ±1. Setting δ = 0, the most common form of the Korteweg-de Vries is recovered. 2 It should be clear now that the equation enters naturally in the description of weakly-nonlinear large-scale waves above a threshold where all constant states become unstable to low-frequency perturbations, a threshold corresponding to δ = 0.
Though the Kuramoto-Sivashinsky equation was first derived to study chemical reactions and flame stability [17, 18, 22, 23] , and though equation (1.1) (being of canonical nature) has been widely used to describe plasma instabilities, flame front propagation, and turbulence in reaction-diffusion systems, for a short time we now focus the discussion on a personal interest of the authors, namely, the evolution of nonlinear waves in fluid mechanics. A detailed description of these applications may be found in [6] ; here, we say only a few words about the threshold of stability. When using free-surface incompressible Navier-Stokes equations to analyze the evolution of a thin fluid flow down an incline plane of a given slope, a critical Reynolds number appears, above which, flows parallel to the incline become unstable. Above but close to this critical Reynolds number, equation (1.1) may be used to describe the dynamics, with δ being proportional to the deviation of the Reynolds number from its critical value [26] . When we model the same shallow-flow situation with the Saint-Venant equations instead, δ then corresponds to the deviation of the Froude number from its critical value [27] . We remark that the classic Kuramoto-Sivashinsky equation, not considered here, would instead correspond to modeling of a vertical film flow [6, 24] .
Related to the instability of constant states is the fact that, for any fixed δ > 0, a family of periodic traveling waves bifurcates from constant states through a Hopf bifurcation. This family is enclosed by a family of solitary waves (see [2, 7] for a detailed description of phase portraits 3 ). Since, by nature, all constant states are spectrally unstable, all solitary waves have unstable essential spectrum, and small and large periodic waves are expected to be unstable. Yet periodic waves of intermediate periods or some arrays of solitary waves are not a priori forbidden from being stable. For discussion of the latter case, see [15, 20] . As for the former, note that numerical studies [2, 7] indeed show that, for any δ, even up to the Kuramoto-Sivashinsky equation, in parameter space a full band of spectrally stable periodic wave trains does exist. Note also that, under precise assumptions of diffusive spectral stability, one may go from spectral stability to nonlinear stability under localized perturbation [2] (see also announcement of this work in [3] ).
To be more precise, let us say that the spectral stability we discussed above is under arbitrary bounded perturbations. Being related to co-periodic stability, the stability we discuss in the rest of this work-side-band stability-is of weaker nature. Many numerical works and even experiments have been focused on the even weaker requirement of stability under co-periodic perturbations. Yet, to be fully significant from a realistic point of view, these studies should be at least extended to an analysis of stability under close-to-coperiodic perturbations, 4 or, in the words of the analysis below, by an analysis of the low-Floquet stability (see the definition of the Bloch transform in (2.5), where the Floquet parameter is ξ). This is the well-known issue of side-band stability/instability. Determining side-band stability should indicate for which waves stability to co-periodic perturbations may be observed, whereas side-band instability yields, in any case, spectral instability. Obviously, a side-band analysis is required only where co-periodic spectrum intersects the imaginary axis, thus only when co-periodic stability is marginal; but due to translational and Galilean invariance, the former intersection is always nonempty, 0 being an eigenvalue of algebraic multiplicity larger than or equal to 2. The present work is restricted to the discussion of this side-band stability. Actually, the role of dynamics of small Floquet perturbations is far greater than that of deciding robustness of co-periodic predictions. For spectrally stable waves, it is expected and observed that the full nonlinear dynamic is driven by the evolution of the small Floquet part of the solution. This is because we expect that, for stable waves, the marginally stable part of the spectrum corresponds to the above mentioned modes, a two-dimensional space of co-periodic perturbations generated from translational and Galilean invariance. It is thus of principal importance to understand how this space bifurcates for low Floquet parameters. More generally, for spectrally stable periodic traveling waves, the general aim (thanks to a suitable parametrization of close-by periodic traveling waves) is to reduce at leading-order the nonlinear long-time dynamic about a periodic traveling wave to the nonlinear dynamic of parameters about a constant state-hence the importance of phase dynamics [9] (when only one parameter is involved) or (more generally) of modulation dynamics [25] . Note that the averaging modulation process associates low Floquet modes of the full solution to low Fourier modes of parameters. Therefore, one expects for stable waves that the long-time dynamic will be of slow modulation type: that is, in some local scale, the behavior of a periodic traveling wave type, but with parameters evolving on larger scales.
The purpose of deriving modulation-averaged systems (which we shall call Whitham's systems) is to propose approximate equations for the evolution of the parameters. The type of modulation system depends then on the desired degree of accuracy. Note that the dimension of the system is not naively deduced from the dimension of the equation, but is one of the family of periodic traveling waves (considered up to translation invariance). In our case, we will assume the generic situation where the family of periodic traveling is parameterized by phase shift, wave number k, and mean M (see assumption (A') below), so that we are looking for a system describing the slow evolution of (k, M).
Our goal is not to decide side-band stability but to relate it to properties of some modulation-averaged systems, and, when side-band stability is met, to elucidate where one can read both sets of parameters that are crucial for the description of the evolution of (k, M): namely, linear group velocities and diffusion coefficients. For this purpose, we derive on a formal level two kinds of modulation systems: at leading-order, a system involving only first-order derivatives of (k, M); and at second-order, correction of the previous system. We then validate these systems at the spectral level. We prove that the hyperbolicity of the firstorder Whitham's system is a necessary condition for side-band stability, and that, when hyperbolicity is met, Fourier eigenvalues of the system yield linear group velocities. Assuming strict hyperbolicity of the first-order system, we then prove that second-order expansions of low-Fourier eigenvalues of the second-order system yield second-order expansions of low-Floquet eigenvalues of the original system. This means that stability with respect to low-frequency perturbations in the second-order modulation system 5 is a necessary condition for side-band stability of the original system, and, when it is fulfilled, it comes with the desired diffusion coefficients. Moreover, when both hyperbolicity and diffusion conditions are satisfied in a strict sense, they imply side-band stability. Stated more briefly, when taken in a strong sense, co-periodic stability plus modulational stability yields sideband stability.
The role of hyperbolicity of the first-order Whitham's system is now well known [21] . Yet, instead of relying on the Evans function calculation [21] , we reprove it here by first showing regularity of critical eigenmodes with respect to Floquet parameter, and then directly inspecting low-Floquet expansions. The main advantages of this approach are that we can easily raise the order of approximation, and that this method also provides in a natural way relation among eigenfunctions (not only eigenvalues). Although we do not address the question here but rather postpone it to further work, recall that a final goal is to prove that the full nonlinear evolution may indeed be "reduced" to the evolution of the second-order system mentioned above. For this purpose, description of eigenfunctions is crucial.
For small δ, 6 the above scenario yields poor stability results. Indeed, a close inspection reveals that the fixed-δ low-Floquet expansions we discussed actually involve not only ξ but also ξ/δ, so that the low-Floquet stability mentioned above should be read in the δ → 0 limit as stability to perturbations corresponding to Floquet parameters ξ such that |ξ| ≤ c min({1, δ}), with c a small fixed constant. But, if we focus on the Korteweg-de Vries equation, there is room for improvement in this small-δ limit. In particular, from the Fenichel-type geometric singular perturbation analysis in [10] , we already know that profiles of periodic wave trains of (1.1) perturb for small δ in a regular way from some wave trains of the KdV equation. To show how the ratio δ/ξ enters in the way the small Floquet limit ξ → 0 interplays with the KdV limit δ → 0, we perform a modulation procedure where this ratio is fixed. This is accomplished by setting δ = εδ, whereδ is some fixed nonnegative number and ε is the inverse of the characteristic scale on which local parameters evolve, that is, ε ∼ |ξ|, where ξ is a Fourier parameter for the Whitham's system, a Floquet parameter for (1.1).
The new modulation procedure leads to a system of dimension three (and not two), reflecting the dimension of the family of periodic traveling waves for (KdV). Not all periodic wave trains of (KdV) provide traveling waves of (1.1). Indeed, a selection criterion rules out one dimension. Though we derived this system in a slightly different way, whenδ = 0, we recover the first-order Whitham's system of (KdV) [25] . Forδ ≠ 0, this system is modified by a relaxation term of the formδ × (selection criterion). Constant solutions of the full Whitham's system correspond to wave trains of (KdV) actually generating periodic waves for (1.1). Moreover, the relaxation limitδ → ∞ limit in the Whitham's system yields back the limit δ → 0 of the Whitham's system of the fixed-δ modulation.
The relaxation structure suggests that the natural conditions yielding sideband stability for small δ are the following:
• Hyperbolicity of the Whitham's system for (KdV);
• Dissipative nature of the relaxation term;
• Hyperbolicity of the limit δ → 0 of the Whitham's system for (1.1);
• Intertwining of linear group velocities.
We formulate these subcharacteristic conditions in a precise way in the section dedicated to them. Yet we do not enter into a precise analysis of their role. The first reason for this is that it is not clear to us whether or not a full coherent expansion may be obtained in a full region (ξ, δ) small, and it would be very unsatisfactory to discuss a result for moderate δ/ξ. The second reason is that, nevertheless, we hope in a further work to combine a detailed low-Floquet analysis with regular expansions of moderate-Floquet modes, and energy estimates for high-Floquet modes 7 in order to prove (for small δ) a full diffusive spectral stability for a band of periodic traveling waves. These subcharacteristic conditions should play a key role in the low-Floquet analysis, yet the present discussion does not reveal in what sense this will occur.
The organization of the rest of the paper follows the lines of the previous discussion. In Section 2, we state the main assumptions under which the fixed-δ analysis holds. In particular, we describe how periodic wave trains of (KdV-KS) are parameterized. In Section 3, keeping δ fixed, we discuss side-band stability and modulation-averaged equations. There we examine the regularity of eigenmodes with respect to Floquet parameter ξ, and perform expansions with respect to this parameter. Following this, we derive the Whitham's modulation systems, and show that modulation equations linearized about fixed parameters provide the correct expansion of critical eigenvalues, up to order one for the first-order Whitham's system, and up to second order for the second-order modulation system. In Section 4, to go beyond the restriction ξ/δ small in the KdV limit δ → 0, we introduce another set of modulation equations, which turns out to be the Whitham's modulation system for (KdV) supplemented by a source term of orderδ ∼ δ/|ξ|; we then discuss for this system the subcharacteristic conditions deduced from relaxation theory for hyperbolic systems.
PRELIMINARIES
Parametrization. We here begin discussing parametrization of periodic traveling waves. The final form of the latter is deferred until the end of the section.
We first look for periodic traveling waves u of (1.1), with speed c and period
Integrating once introduces a constant of integration q, and turns (2.1) into
Denote U(· ; b, c, q) the maximal solution of (2.2) such that
With a slight abuse of notation, H −1 ({0}) represents the set of all periodic traveling waves of (1.1). Fixing (b,c,q,X) ∈ H −1 ({0}), corresponding to some nontrivial wave, we make the following assumption on the (local) structure of
. By the Implicit Function Theorem and translational invariance, condition (A) implies that the set of periodic solutions in the vicinity of theX-periodic function U = U( · ;b,c,q) forms a smooth three-dimensional manifold
where O is an open subset of R 2 . The question of the parametrization of periodic wave trains is important here in order to derive modulation equations. In view of (2.2), one could wish to look for (X, q) or (c, q) as natural parameters for periodic wave trains. However, these parameterizations may not be admissible; in addition, from an averaging point of view, (X, M) (or (k, M) with k a wavenumber) where
dx is the mean value seems a more adequate choice. Moreover, for the present profile equation (2.1), Galilean invariance makes parametrization by M easier. If (U, c) is a solution, so is (U − M, c − 6M) for any M ∈ R, so that in some sense, as far as parametrization (and not spectral properties) is concerned, the mean value may be factored out. As a consequence, one may search first for periodic wave trains of (2.1) satisfying the additional constraint
tion of (2.1), with period X = k −1 , one recovers (locally in parameter space and up to translations) the full family of periodic wave trains, now denoted
To make the parametrization of practical use (particularly in combination with the Bloch transform), we still have to normalize wave profiles' periods to one so that, although we do not modify names, U(· ; k, M) will now denote a periodic function of period 1 and mean M such that a solution to (1.1) is given by
For later references, let us write explicitly that U(· ; k, M) is thus a solution, of period 1, of
For the discussed reasons, we strengthen (A) into the assumption below: (A') The map H is full rank at (b,c,q,X), and a parametrization by (k, M) is admissible.
Bloch transform. We will not need much about the Bloch transform, but it underlies our spectral expansions. The Bloch transform rewrites the Fourier transform in view of Floquet's theory. It groups together Fourier modes corresponding to the same Floquet parameter. Explicitly, the Bloch transformǧ of a Schwartz-class function g is given by 
A consequence is that we may write any g ∈ L 2 (R) as a "superposition" of functions x ֏ e iξxǧ (ξ, x) withǧ(ξ, ·) of period 1. This transform is well behaved with respect to a differential operator with periodic coefficients.
Let L be the linear operator arising from the linearization of (1.1) about a wavē U, in a co-moving frame
Thus L is the differential operator with coefficients of period 1:
The Bloch transform "diagonalizes" L, in the sense that
, where L ξ represents differential operators with coefficients of period 1, acting on periodic functions via
Thus the Bloch transform reduces L to operations on co-periodic functions.
Since the Bloch operator-valued symbols L ξ are relatively compact perturbations of the same operator L 0 with domain
, their spectrum consists entirely of discrete eigenvalues which, further, depend continuously on the Bloch parameter ξ. Then, by standard considerations relying on inverse formula and Parseval identity, we have
see [12] for details. As a result, the spectrum of L, which consists entirely of essential spectrum, may be decomposed into countably many continuous curves
Structure of the kernel.
In what follows, we focus only on low Bloch numbers. As a starting point, we need to determine the spectrum of L 0 . The purpose of the following lemma is to decide what can be deduced from assumption (A').
Lemma 2.1. The following assertions are equivalent:
The value 0 is an eigenvalue of L 0 of geometric multiplicity 1 and algebraic multiplicity 2. Moreover, the generalized 0-eigenspace is determined bȳ
where L * One should not be confused by the fact that constant functions appear in two different places for two different reasons. The relation to the adjoint stems from the fact that we deal with a conservation law. The other reason is related to ∂ MŪ = 1.
As a preliminary remark, note that, from the fact that L 0 has compact resolvents, one deduces that L 0 is a Fredholm operator 8 Let ϕ be a 1-periodic function satisfying L 0 ϕ = 0. The equation yields that ϕ is necessarily smooth. Then, there is a q ϕ such that, with obvious notation,
This means that there exist
Thus k ϕ = 0. However, differentiating the profile equation with respect to
Since ∂ M c = 6 and the wave is nontrivial, this gives M ϕ = 0, and our claim is proved.
Next, since ∂ MŪ = 1, we have already proved L 0 [1] = −6kŪ ′ . Thus 0 is necessarily an eigenvalue of algebraic multiplicity larger than 1. To see that it is exactly of algebraic multiplicity 2, it remains to prove that 1 does not belong to the range of L 0 . Yet, since (1.1) is a conservation law, the constant function 1 lies in the kernel of
would still stand, even for equations for which ∂ MŪ is not explicitly known. Now let us assume the announced structure of the kernels. This implies that the kernel of dH(Ū(0),Ū
is of dimension at most 1, and thus its range is of dimension at least 3. This gives assumption (A), but also the possibility of a parametrization of type (2.3) with β = (c, X), and hence also with β = (c, k). Now observe that, with this parametrization, . From now on, this will be denoted by ·, · .
MODULATIONAL STABILITY
We inspect now how the eigenvalues of L ξ may bifurcate from (λ, ξ) = (0, 0), and we then relate this with Whitham's averaged equations for small-Floquet perturbations of periodic wave trains. We first prove the regularity of the two eigenvalues bifurcating from the origin (λ, ξ) = (0, 0), and compute an expansion up to order 2 with respect to ξ. Then, we show that, up to first order, they are given by the dispersion relations of classical Whitham's modulations equations and, up to second order, are related to a viscous correction of Whitham's equations.
Regularity. Recall that assumption (A') induces the presence of a Jordan block at λ = 0 for the operator L 0 . A careful analysis of the regularity is thus needed. This is the purpose of the next lemma, inspired by a corresponding result in [13] .
Moreover, these two critical curves are differentiable at 0. Thus they expand as
Assume, moreover, (B) λ 0,1 ≠ λ 0,2 . Then the curves λ j are analytic in a neighborhood of 0. Up to a change of ξ 0 , there exist, for 0 < |ξ| < ξ 0 , dual right and left eigenfunctions (q j 
,
Proof. Since 0 is separated from the rest of the spectrum of L 0 , standard spectral theory for perturbations by relatively compact operators (see [14] ) provides ξ 0 , ε 0 , and continuous λ 1 , λ 2 such that, for
Moreover, this also yields analytic dual right and left spectral projectors associated to the spectrum in B(0, ε 0 ). Analytic dual bases of the right and left eigenspaces may then be obtained by dual bases for spectral spaces of the spectrum of L 0 in B(0, ε 0 ). We may choose such bases in the form (Ū ′ , 1) and ( * , 1), and obtain in this way the (v j ) and (ṽ j ) of the lemma.
We are thus left with the spectral analysis of
, but we will scale M ξ to blow up the double eigenvalue.
To do so, let us expand
Specifically,
Then, notice that ṽ 2 (0, ·), L (1) v 1 (0, ·) = 0. This may be seen either by direct inspection or by differentiating profile equation (2.4) with respect to k (see (3.7)). Therefore,
As a consequence, the scaling
their continuity provides the missing differentiability at 0. As m j (0) = λ 0,j , under assumption (B), eigenmodes ofM ξ are analytic in ξ in a neighborhood of 0. Undoing the scaling finishes the proof, except for the nonvanishing condition on β j,1 (0), j = 1, 2.
The only thing left is thus to explain why a right eigenvector ofM 0 cannot have 0 as first component. This follows from the structureM 0 = * −6k * * . ❐ Expansion of eigenvalues. Our next step is to obtain information about expansion of critical eigenmodes in a form suitable for comparison with modulationaveraged equations. We assume (A') and (B).
In terms of the previous lemma, for j = 1, 2, we seť
and are looking for terms in expansions
by inspection of (3.5)
For the sake of simplicity, we drop the j-dependence in the following computations.
Recall the notation of (3.2). The first nontrivial step is to write (3.6)
To simplify the equation, we use (3.7) 
(where d applied to profiles, phase velocity, and time frequency stands for the total derivative with respect to parameters (k, M), and where· denotes, as before, evaluation in (k,M)). We choose M 0 so that
This is possible, and determines M 0 , since ∂ Mc = 6 ≠ 0.
To go beyond this level of description, we need to make some normalizing choices. To prevent confusion, we temporarily mark again the j-dependence. For j = 1, 2, since k 0,j ≠ 0, we may impose, up to changing ξ 0 again, for |ξ| < ξ 0 ,
Moreover, up to changing parametrization by a k-dependent shift, we may also impose (N) ṽ 1 (0, ·), ∂ kŪ = 0. With these choices, since ṽ 1 (0, ·), ∂ MŪ = ṽ 1 (0, ·), v 2 (0, ·) = 0 also holds, we have that equations (3.9) and (3.10) imply
Incidentally, notice that, indeed, M 0 = ǔ 1 .
The next step in the expansion of (3.5) is to write
The solvability condition is found by taking the scalar product withṽ 2 (0, ·) ≡ 1, and reduces to (3.14) (3.3) ). Note that (3.10) and (3.14) form an eigenvalue problem in λ 0 and
is fixed, M 0 is determined by the previous relation. Since solvability conditions have been met, we may introduce, for any λ ∈ C, (3.17) orthogonal toṽ 1 (0, ·). In view of (3.14) and (3.8), this enables us to rewrite (3.13) in the compact form (3.18)
for any choice ofM 1 
thanks to normalization (3.11) . Notice that the absence of a k 1 parameter is also due to our normalization choices, and that a prioriM 1 is not ǔ 2 . Let us set
and (3.21)
In the expansion of (3.5), we now come to
The solvability condition for this equation yields
We stop here the analysis of the expansions and discuss now to which extent the obtained relations determine the parameters appearing in the expansions. We have that λ 0,1 and λ 0,2 are the eigenvalues of the matrix appearing in (3.15). Pick one j ∈ 1, 2, and drop the j-dependence. We have left some arbitrariness in the choice of k 0 , but we can normalize it to 1. Then M 0 is uniquely determined. We still have to explain why this is also true for M 1 and λ 1 . Since their coefficients in (3.21) are both nonzero, in view of (3.23), this amounts to proving that we cannot have simultaneously M 0 = 0 and
Therefore, k 1 and M 1 are uniquely determined.
The process described here may be carried out by induction up to any order. We have chosen to stop at the first order that may be nontrivial and stable, that is, at an order at which the expansions ofǔ 1 (ξ, ·) andǔ 2 (ξ, ·) are not collinear and the expansions of eigenvalues may have a negative real part (both for nonzero Floquet exponents).
Modulation systems.
We now derive formally the modulation-averaged equations to which we will compare the critical low-Floquet expansions.
Although we call Whitham's systems the obtained equations, we will not develop the approach proposed in [25] , as it is designed for Lagrangian systems. Instead, we follow a nonlinear WKB approach close to the one adopted in [21] by Serre. Let us stress that both [25] and [21] are only concerned with the formal derivation of a first-order modulation system. First order. We make the derivation as general as possible and therefore a priori not restricted to perturbation of a given wave; thus we are back to the original frame, instead of a co-moving one. We are looking for a formal expansion of a solution u of equation (1.1) according to the two-scale ansatz 
The compatibility condition ∂ T ∂ X φ 0 = ∂ X ∂ T φ 0 yields the first equation of a Whitham's modulation system (3.28)
We have disregarded in (3.27) the possibility of a phase shift dependent on (X, T ), since φ 1 already encodes this possibility. We will have to rule out similar problems of uniqueness in the following steps. As may be guessed from (3.27), many functions or operators of the previous subsections that were there evaluated at (k,M) will appear here evaluated at (k 0 (X, T ), M 0 (X, T )), and for operators they act here on the variable y only. When no confusion is possible, we will use for them the notation of the previous subsections without explicit dependence on (k 0 (X, T ), M 0 (X, T )), and with a subscript · 0 when needed. If we require that k 0 and M 0 are valued in the open set covered by both assumptions (A') and (B), this dependence in parameters is smooth. With this settled, we fix some of the uniqueness issues of the ansatz by adding the condition
(recall Lemma 3.1). The next step of the identification process gives, with Ω 1 = ∂ T φ 1 and
where
The solvability condition for L 0 reads
For concision's sake, we denote the averaged flux as
The first-order Whitham's modulation system (3.28), (3.31) is then written:
Before going on with the derivation process, we write down the eigenvalue problem corresponding to (3.32). Linearizing (3.32) about (k,M) 
Hence, applying Fourier transform, we receive the eigenvalue problem (3.34)
Second order. To proceed, for arbitrary
and g M (k, M; ·), the solutions of
Then, with (3.32), (3.7), and (3.8), equation (3.30) reads
for any choice ofM 1 . If we chooseM 1 to get
, and normalize parametrization according to (N), (3.37) is then reduced to (3.38)
Let us set M 1 = U 1 . Then (3.39)
and compatibility condition
Back to the identification process, we obtain
To write the second-order system in a compact form, let us introduce
Note that equations (3.28), (3.31), (3.40), and (3.42) are the first equations obtained in the formal expansion of a solution (κ, M) of (3.43)
according to the low-frequency ansatz
We call the system (3.43) a second-order Whitham's modulation system. Note that, in contrast with the present situation, going back to physical variables (x, t) would have been of no effect on the shape of system (3.32); hence, we have skipped the unscaling step there. We now write down the eigenvalue problem corresponding to (3.43). Linearizing (3.43) about (k,M) in the frame (k(x −ct), t) yields (3.45)
Hence, applying Fourier transform, the eigenvalue problem
(3.46)
Statements. We now look back at expansions of critical eigenmodes to validate at the spectral level the derived modulation systems. (1) 0 , M (1) 0 ) and (k (2) 0 , M (2) 0 ), and normalizing parametrization according to (N), we may normalize right eigenfunctions in such a way that, for j = 1, 2, (3.47)
(2) Normalize parametrization according to (N). 
and we may normalize corresponding eigenmodes
and eigenfunctions in such a way that, for j = 1, 2,
whereḡ is obtained via solutions of (3.35), (3.36) orthogonal toṽ 1 (0, ·).
Proof. We first remark that the singularity at ξ = 0 in (3.34) and (3.46) is artificial, as may be seen by dividing by ikξ and setting µ = λ/(ikξ). In this way, (3.34) is made independent of ξ, and in (3.46) we are looking for µ j (ξ).
The first point follows from a direct comparison of (3.15) and (3.34) and the possibility of prescribing k 0 in (3.12).
Problem (3.46) is a low-frequency perturbation of (3.34). To prove the second point, we fix j and expand µ j (ξ) and (k (j) 
is necessarily nonzero, we may normalize eigenvectors to impose k
This leads to
Yet, using (3.15) to rewrite λ 0,j k
1 ) solves (3.21) and (3.23), and hence by uniqueness of the solution, the theorem is proved, recalling (3.19). Proof. Coming back to the proof of Lemma 3.1, we know that λ 0,1 and λ 0,2 are the eigenvalues of
are proved, a direct examination ofM 0 (using (3.7)) shows thať
Hence comes the result. We are left now with the proof of (3.50). First, since expanding the duality relation ṽ 2 (ξ), v 1 (ξ) = 0 yields
Thus we may assume the first part of the claim is satisfied when (j, ℓ) = (2, 1). Now fix ℓ, and normalize v ℓ (ξ) according to
From this, the first part of the claim follows when j = ℓ. Now, let us denote
at first order in ξ, and using (3.7), provide
Therefore, there exist α and β such that
Sinceṽ 2 (0) lies in the left kernel of L 0 , we have β = 0. Normalizing parametrization according to (N), we deduce that
Then, the first part of the claim implies α = 0, and this finishes the proof.
❐ Actually, the previous proposition holds even if we assume only (A) instead of the stronger (A'). This requires us to write the first-order Whitham's system in an intrinsic way, not depending on the choice of the parametrization. The main achievement of [21] is precisely the proof that, for general conservation laws, a similar proposition holds if we assume only the non-degeneracy of the Poincaré return map (in the sense of (A)). There it is proved by a direct inspection of an Evans function.
We now state some easy consequences of the previous statements. We start with necessary conditions for side-band stability. Again, the first part of the next corollary (A') may be replaced with (A) (see [21] ). In the second part, we use a nonstandard terminology for Kawashima's conditions. Kawashima's conditions are a set dealing with stability of constant states for quasilinear (degenerate) hyperbolic-parabolic systems (see [16] ). Besides structural assumptions, the key conditions are: (1) there is a symmetrization of the hyperbolic part that makes the viscous part nonnegative (usually required via the existence of a dissipative convex entropy); (2) no hyperbolic mode lies in the kernel of the viscous part. According to the consequences of these conditions, we say that the weak Kawashima's condition is satisfied at a point if there the action of the viscous part on hyperbolic modes is nonpositive, and that the strong Kawashima's condition holds if this action is negative. To make this explicit for the second-order Whitham's system, let us complete the ((k (1) 0 , M (1) 0 ), (k (2) 0 , M (2) 0 )) appearing in Theorem 3.2 with a dual basis of left eigenvectors ((k (1) 0 ,M (1) 0 ), (k (2) 0 ,M (2) 0 )). Then, the weak Kawashima's condition at (k,M) is written
and the strong condition reads
Note that, if the first-order Whitham's system is strictly hyperbolic, the real parts may be omitted in the previous inequalities because the above scalar products are already real, and, even in the weakly hyperbolic case, we may choose eigenvectors to make them so.
Corollary 3.4. Assume (A'). (1) Assume the first-order Whitham's system is not weakly hyperbolic at (k,M).

Then there exists
(2) Assume the first-order Whitham' 
Proof. Thanks to Proposition 3.3, the first condition tells us that λ 0,1 ∉ R and λ 0,2 ∉ R. The result follows then from (3.1).
Thanks to Proposition 3.3, the second condition implies λ 0,1 ∈ R, λ 0,2 ∈ R, and thus (B) is satisfied. Thus through Theorem 3.2, the second condition also yields Re(λ We now make precise the claim that strong co-periodic stability plus strong modulational stability yields side-band stability.
Corollary 3.5. Assume (A') and the following conditions: 
Proof. Under these assumptions, (B) holds, Re(λ 
❐
We stop here the derivation of corollaries about spectral instability or stability criteria from our main results. Let us make a final comment about the fact that the coefficients of the second-order averaged system share an unsatisfactory property with those of many effective approximate systems whose derivation involves homogenization: namely, that they are written in an intricate way. It may then seem that these criteria are of no practical use. Yet let us mention that for the Kuramoto-Sivashinsky equation, the seminal work [11] already proposed a second-order modulation system, derived in a formal way, and that therein a numerical study of the first-and second-order necessary conditions for side-band stability was then performed. Up to the fact that such an approach does not capture all kinds of spectral instabilities, their conclusions are in good agreement with numerical studies of full stability [2, 7] .
Besides stability criteria, the main motivation of Theorem 3.2 is the will to provide foundations for a nonlinear validation of the slow modulation ansatz and the corresponding second-order Whitham's system as a description of the asymptotic behavior near the wave. In this respect, key relations are (3.48) and (3.47) . Their particular role is the counterpart of the fact that many quasilinear hyperbolic-parabolic systems are asymptotically equivalent near constant states. Indeed, at the linear level, asymptotic equivalence of two such systems is characterized by the fact that they share the same hyperbolic modes and the same second-order low-frequency expansions for their eigenvalues (see [19] ). Note that, in the mentioned expansions for the second-order Whitham's system, we find linear group velocities which are the characteristic speeds of the hyperbolic part (λ 0,j −c with the above notation), as well as diffusion coefficients, that is,
with the above notation.
THE KDV LIMIT
Recall that the authors' interest in the (KdV-KS) equation lies essentially in the δ-small region. Yet a quick look at formulas of the previous section suggests that a result such as Corollary 3.5 could only show stability for perturbations corresponding to Floquet parameters of size o(δ). Even at the formal level, something new is needed to try to capture the behavior corresponding to a full (ξ, δ)-small region.
Our goal now is precisely to provide another modulation procedure, and to infer from it stability conditions that are the natural candidates to decide stability in the full (ξ, δ)-small region.
Preliminaries. The δ-small limit is a singular perturbation of the KdV equation. Therefore, the very first step of our discussion is to obtain a parametrization of a family of periodic traveling waves of (KdV) that provides for (KdV) an analogue of condition (A'). This may then be related to the structure of the generalized co-periodic kernels of the operator describing the KdV evolution linearized about a given wave (in a way similar to Lemma 2.1). One should also prove using geometric singular perturbation analysis that wave profiles of (KdV-KS) emerge smoothly from wave profiles of (KdV). This is a nontrivial task, as may be guessed from the fact that dimensions of respective sets of periodic traveling waves do not match.
As the focus of the present section is on the formal derivation, we do not formulate precise statements answering these questions. The reader is referred to [10] , where a wave profile perturbation result is proved. One may also read [5] , where the full Bloch spectrum of the KdV waves is investigated in details (including explicit resolvent formulas). This latter work relies heavily on the integrability of the KdV equation.
Notably, the KdV waves we will deal with are explicit, being cnoidal waves. Yet we restrain from giving explicit formulas, and choose a parametrization convenient for the slow modulation discussion. We denote by U cn ( · ; k, M, e) the solution, of period 1, of (4.1)
Waves of (KdV) are recovered through
(where φ is an arbitrary phase shift). As for (KdV-KS), arbitrary profiles may be recovered from zero-mean profiles, since we can split profiles along
On wave profiles for (KdV-KS), we mark now the δ-dependence. They expand as
where E is some function described implicitly below [10] . Again, note that not all KdV waves generate KdV-KS waves; the relation e = M 2 /2 + E(k) implements this selection principle. Fix some wave parameters (k,M,ē) (a priori,ē is arbitrary) corresponding to a waveŪ cn with speedc cn , and introduce the KdV operator
Denote L ξ the corresponding Bloch symbol, which expands as
Then, the value 0 is an eigenvalue of L 0 of geometric multiplicity 2 and algebraic multiplicity 3. Moreover,
and
(where L * 0 denotes the formal adjoint of L 0 ), with pairing relations
(1)Ū ′ cn = 0. Now fix some wave parameters (k,M). To discuss further the spectral problem we are considering, let us mark the δ dependence on the operator L:
Denote L δ ξ the corresponding Bloch symbol. Our focus is thus on the critical spectral problems L δ ξ q = λq when (δ, ξ) is small. There are at least two natural asymptotic limits to investigate. [5] , and we may indeed expect to expand the spectrum of Lδ |ξ| ξ when (ξ,δ) is small. A relevant first-order modulation system should there be that of the KdV equation. In this area, formal expansions have already been performed and numerically evaluated [1] . They are in agreement with full stability numerical investigations [2, 7] .
First, if we setē
Second, the spectrum of L δ 0 is known, and we may also expect to expand the spectrum of L δ δξ when (ξ, δ) is small. Here, the relevant first-order modulation system is the limit when δ → 0 of the first-order Whitham's system of the previous section.
We insist on the fact that the dimensions of the two situations are different and that there is a priori no trivial way to relate them. Relying on a formal slowmodulation ansatz, we propose now intermediate modulation systems that fill this gap. They correspond to the situation where one fixes aδ and expands the spectrum of Lδ |ξ| ξ in ξ small. Then, the limitδ → 0 is related to the first zone, and the singular limitδ → ∞ brings us into the second area.
A modulation system. Let us fixδ. We insert the ansatz ((3.24), (3.25)) in Next, setting Ω 1 = ∂ T φ 1 and k 1 = ∂ X φ 1 gives One may easily check that R(k,M,ē) = R(k, 0,ē −M 2 /2). As a particular case, settingδ = 0 recovers the first-order Whitham's system for KdV waves [25] . At the opposite, KdV-KS waves correspond to constant solutions in the limitδ → ∞. Therefore, one reads on (4.5) the above mentioned selection principle R(k,M,ē) = 0, also writtenē =M 2 /2 + E(k). Going further, one may look at the relaxed version of system (4.5): Subcharacteristic conditions. Going onward, and exploiting system (4.5), we arrive at a supposition about the following set of subcharacteristic conditions:
CONCLUSION
We have studied the prescription power of modulation-averaged systems on the spectral stability of periodic wave trains. For its own interest and its canonical nature, we focused on the Korteweg-de Vries-Kuramoto-Sivashinsky equation. Yet, except for the KdV limit part, the arguments used are both general and robust.
We have first shown how to obtain modulation-averaged equations approximating evolution of local parameters in a slow modulation regime. We then related eigenmodes of the original equation with those of the modulation systems in the respective low-Floquet and low-Fourier regimes. Relations on eigenvalues are readily converted into stability criteria, whereas we hope that relations on eigenfunctions and eigenvectors could serve as the main spectral lemma in a nonlinear justification of the slow modulation ansatz. Note that numerical studies show that spectrally stable wave trains (in the diffusive sense discussed here) do exist [2, 7] , and this spectral stability may be converted in a nonlinear stability under localized perturbations [2] . However, up till now, nonlinear results are not precise enough to validate the full modulation scenario.
The universal nature of (KdV-KS) stems from the fact that it can be derived in a δ → 0 regime from many similar situations. Yet expansions discussed previously are not uniform with respect to δ. In the last part of this paper, we tried to explain how to fix this in the slow modulation ansatz. This revealed some subcharacteristic conditions we believe crucial for understanding the side-band stability in the δ → 0 limit. We do not expect to also deduce from modulation theory expansion of eigenfunctions uniformly in δ. Yet there is some hope of proving that modulation predictions are again correct at the eigenvalue level by working on dispersion relations, either from Evans functions (as in [21] ) or from critical Bloch matrices (as in the proofs of Lemma 3.1 and Proposition 3.3). Since the spectrum of periodic traveling waves of (KdV) is explicitly known [5] , we even expect to be able to combine low-Floquet arguments validating the subcharacteristic conditions with high-Floquet energy estimates, and with examination of regular expansions of intermediate-Floquet eigenvalues. Performing such combinations will allow us to obtain for small δ an analytic proof of diffusive spectral stability for a band of periodic traveling waves of (KdV-KS).
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