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ABSTRACT 
METABOLIC MODELING AND ENGINEERING OF GAS FERMENTATION IN BUBBLE COLUMN 
REACTORS 
 
SEPTEMBER 2017 
 
JIN CHEN 
 
B.S., BEIJING INSTITUTE OF TECHNOLOGY 
 
M.S., TSINGHUA UNIVERSITY 
 
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST 
 
Directed by: Professor Michael A. Henson 
 
Gas fermentation is an attractive route to produce alternative fuels and chemicals from 
non-food feedstocks, such as waste gas streams from steel mills and synthesis gas (mainly CO 
and H2) produced from municipal solid waste through gasification. While commercial 
development of gas fermentation technology is underway, many research problems must be 
addressed to further advance the technology towards economic competitiveness. A particularly 
important challenge is to develop integrated metabolic and transport models that describe gas 
fermentation in industrially relevant bubble column reactors. 
I have developed and evaluated a spatiotemporal metabolic model for bubble column 
reactors with the syngas fermenting bacterium Clostridium ljungdahlii as the microbial 
catalyst. My modeling approach involved combining a genome-scale reconstruction of 
C. ljungdahlii metabolism with multiphase transport equations that govern convective and 
dispersive processes within the spatially varying column. The reactor model was spatially 
discretized to yield a large set of ordinary differential equations (ODEs) in time with embedded 
linear programs (LPs). I used the MATLAB based code DFBAlab to efficiently and robustly solve 
the discretized model, which consisted of 900 ODEs and 600 LPs due to the use of lexicographic 
vii 
optimization. Column startup was dynamically simulated under different operating conditions. 
The resulting steady-state solutions were compared to analyze the effect of operating 
parameters on key measures of reactor performance including ethanol titer, ethanol-to-acetate 
ratio, and CO and H2 conversions. I showed that the bubble column configuration outperformed 
a traditional stirred tank reactor in terms of ethanol productivity when computationally 
evaluated at comparable operating conditions. In addition to providing new insights into 
bottlenecks to biochemical production in syngas bubble column reactors, the study established 
a new paradigm for formulating and solving genome-scale metabolic models with both time and 
spatial variations. 
I also performed in silico metabolic engineering studies using the genome-scale 
reconstruction of C. ljungdahlii metabolism and the OptKnock computational framework to 
identify gene knockouts that were predicted to enhance the synthesis of these native and non-
native products, introduced through insertion of the necessary heterologous pathways. The 
OptKnock derived strategies were often difficult to assess because increase product synthesis 
was invariably accompanied by decreased growth. Therefore, the OptKnock strategies were 
further evaluated using my spatiotemporal metabolic model of syngas fermentation. Unlike 
conventional flux balance analysis, the bubble column model accounted for the complex 
tradeoffs between increased product synthesis and reduced growth rates of engineered 
mutants within the spatially varying column environment. The two-stage methodology for 
deriving and evaluating metabolic engineering strategies was shown to yield new C. 
ljungdahlii gene targets that offer the potential for increased product synthesis under realistic 
syngas fermentation conditions. 
Clostridium autoethanogenum, an acetogenic bacterium, was developed by LanzaTech 
and shows high potential in production of ethanol and 2,3-butanediol from industry waste gas 
viii 
(mainly CO and CO2) via fermentation. I developed a spatiotemporal metabolic model using 
steady-state CO fermentation data collected from a laboratory-scale bubble column reactor at 
LanzaTech. The bubble column model provided good agreement with measured ethanol, 
acetate and biomass concentrations obtained at a single gas flow rate. To obtain satisfactory 
steady-state predictions over a range of gas flow rates, the upper bound of the proton exchange 
flux in the C. autoethanogenum genome-scale reconstruction was correlated with the gas flow 
rate as an indirect means to account for the effects of acetate secretion on extracellular 
pH.  These results demonstrate that the modeling method established in this thesis have strong 
potential to facilitate commercial-scale design of gas fermentation processes for production of 
biofuel and biochemicals.     
ix 
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CHAPTER 1 
INTRODUCTION 
1.1 Background 
The development of alternative, renewable sources of fuels and chemicals to reduce our 
dependence on petroleum has emerged as a paramount challenge for maintaining the economic 
security and environmental wellbeing of the United States. The most studied route to renewable 
liquid fuels and chemicals is biochemical conversion of lignocellulosic biomass by microbial 
organisms. As currently practiced, the biochemical route involves three steps: (1) chemical 
treatment of the biomass to make the complex sugar containing polymers more accessible to 
enzymatic degradation; (2) application of specialized enzyme preparations that hydrolyze the 
plant cell-wall polysaccharides to a mixture of simple sugars; and (3) fermentation of the 
biomass hydrolysate by microbes to synthesize the desired products [1, 2]. The cost of 
chemically and enzymatically degrading the cell wall currently limits the competitiveness of 
plant biomass as a renewable alternative to petroleum based fuels and chemicals [3, 4]. 
Furthermore, the biochemical route cannot be applied economically to waste streams that 
contain large quantities of non-carbohydrate materials which are not convertible into 
fermentable sugars. 
An alternative conversion route that is applicable to a wider range of biomass sources is 
fermentation of carbon monoxide (CO) rich gas streams [5, 6]. These sources include a wide 
variety of waste gas streams as well as synthesis gas (syngas; mainly comprised of CO and H2) 
produced through gasification of carbon-rich waste materials. As compared to the biochemical 
route, gas fermentation offers several important advantages including complete elimination of 
the chemical and enzymatic treatment steps, the ability to handle non-carbohydrate materials, 
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efficient capture of available energy and carbon, reduced catalyst inhibition, high product 
selectivity and robustness to the H2/CO ratio [5, 7].  
While industrial off gas is the waste stream with low cost and syngas can be produced 
relatively cheaply from a wide variety of biomass feedstocks [8, 9], the microbial catalyst and 
the syngas fermentation step arguably are the key bottlenecks in this route. Key considerations 
are the metabolic capabilities and performance of the microbial catalyst that converts the gas 
streams into the desired biochemical, gas-liquid mass transfer characteristics that determine the 
availability of soluble gas components for microbial conversion, and the bioreactor design that 
affects all aspects of the conversion process. 
1.2 Gas Fermentation for Production of Fuels and Chemicals 
A model syngas-consuming organism is Clostridium ljungdahlii, a rod-shaped anaerobic 
bacterium that was discovered in 1987 and found to have the ability to ferment CO and H2 into 
ethanol and acetate [10]. This discovery initiated a wave of research and development efforts 
aimed at understanding and optimizing syngas fermentation for ethanol production [11]. 
Several other bacteria including Clostridium autoethanogenum [12], Clostridium aceticum [13], 
Acetobacterium woodii [14] and Clostridium carboxidivorans [15] also have been studied for 
syngas fermentation. All these mesophilic bacteria synthesize ethanol through the reductive 
acetyl-CoA metabolic pathway, a non-cyclic, fermentative pathway which is active under 
anaerobic conditions [6]. Electrons required in the pathway are supplied by the syngas 
components CO and H2. Optimal growth conditions for C. ljungdahlii have been reported as 37°C 
and pH of 6.0 [5], but at least one study claims that ethanol synthesis was increased at lower pH 
values where growth was significantly reduced [16].  
 3 
One of the most challenging problems in gas fermentation is to establish culture 
conditions which offer favorable gas-liquid mass transfer characteristics such that the gas 
components are readily dissolved in the media and available for microbial conversion. A variety 
of reactor types including stirred tank reactors, trickle bed reactors, packed bed reactors, 
monolithic biofilm reactors, membrane-based reactors and bubble column reactors have been 
investigated [5]. While more advanced designs based on bubble column reactors are being 
developed for large-scale production [6], most academic research has been performed in stirred 
tank reactors with continuous liquid and syngas flows. Stirred tank reactors can have CO mass 
transfer coefficients over 100 h-1 through the use of specially designed impellers, high agitation 
rates and microspargers that create small gas bubbles [5, 17]. However, substantially enhanced 
syngas mass transfer can be achieved in bubble column reactors due to higher average mass 
transfer driving forces caused by favorable gas composition spatial profiles and longer gas-liquid 
contact times. Another potential strategy for increasing syngas solubility is the use of elevated 
operating pressures [18]. This approach has not been widely studied because gas compression 
at the industrial scale is costly. 
Commercial development efforts are currently focused on bubble column reactors due 
to their superior gas-liquid mass transfer characteristics and enhanced operational flexibility [6]. 
Figure 1.1 represents one type of the reactor configuration with co-current gas-liquid flows. 
Because the syngas feed is introduced into the bottom of the column, CO and H2 concentrations 
decrease as the gas flows up the column due to cellular consumption. Therefore, the column has 
spatially varying dissolved gas concentrations that affect cellular growth and product synthesis.  
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Figure 1.1. Schematic diagram of a bubble column reactor for gas fermentation. 
In principle, high dissolved CO concentrations throughout the column are desirable 
since CO is the primary carbon source for growth. Previous experimental studies [6, 19] have 
suggested that high dissolved CO levels can inhibit both CO and H2 uptake rates (Figure 1.2). 
Therefore, column optimization requires that dissolved CO concentrations are sufficiently high 
near the top of the column to promote growth, but CO concentrations near the bottom of the 
column should not be so high as to significantly inhibit gas uptake rates. The relative amounts of 
dissolved CO and H2 have a strong impact on the split between the desired product ethanol and 
the undesired byproduct acetate [20, 21]. While ethanol synthesis is promoted at high H2 
concentrations, the ratio of ethanol to acetate increases with increasing H2 concentration. 
Therefore, the objective is to establish desirable H2 and CO concentration profiles across the 
column such that the ethanol production is maximized and the acetate production is minimized. 
The design and operation of bubble column reactors to achieve a suitable compromise between 
these competing objectives has been proven to be a difficult challenge that has limited 
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commercial syngas fermentation technology. I believe that the development of model-based 
techniques for simulating and optimizing syngas bubble column reactors is essential to advance 
this technology.  
 
Figure 1.2. The effects of CO and H2 mass transfer and cellular uptake on biomass production 
and the distribution of metabolic products by C. ljungdahlii. The lines with arrows represent 
positive/activating effects and the lines with bars represent negative/inhibitory effects.  
1.3 Spatiotemporal Modeling of Microbial Metabolism 
Mathematical models of cellular metabolism are a complementary tool to 
experimentation for analyzing and engineering metabolic function. Over the past several 
decades, flux balance analysis (FBA) based on stoichiometric descriptions of cellular metabolism 
has emerged as the dominant approach for microbial metabolic modeling. FBA involves the 
formulation of stoichiometric equations describing the metabolic network followed by linear 
program solution of the underdetermined linear equation system subject to an assumed cellular 
objective such as growth rate maximization [22]. The advent of genome sequencing and 
bioinformatic technologies has allowed the reconstruction of large-scale metabolic networks in 
model organisms, which paved the way for the extension of FBA to genome-scale metabolic 
networks [23]. Recently the first genome-scale metabolic reconstruction of a CO fermenting 
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organism was introduced for C. ljungdahlii [24]. The iHN637 model accounts for 637 genes, 785 
reactions and 698 metabolites through an extensive network of central metabolism, including 
the pathways involved in carbon fixation and energy conservation. The model was shown to be 
capable of producing acetate, ethanol and 2,3-butanediol under conditions consistent with 
experimental data.   
Classical FBA methods assume time invariant and spatially homogeneous extracellular 
conditions and generate steady-state predictions consistent with well-mixed, continuous 
bioreactors [25]. Most microbial systems involve time and/or spatially dependent environments 
that should be incorporated within the metabolic description. The limitations of steady-state 
metabolic models have been addressed through dynamic extensions of stoichiometric models 
and classical FBA [26-29]. Dynamic flux balance models are obtained by combining 
stoichiometric equations for intracellular metabolism with dynamic mass balances on 
extracellular substrates and products under the assumption that intracellular metabolite 
concentrations equilibrate rapidly in response to extracellular perturbations [30]. The 
intracellular and extracellular descriptions are coupled through the cellular growth rate and 
substrate uptake kinetics, which can be formulated to include complex regulatory effects such 
as growth inhibition by metabolic byproducts. Dynamic flux balance modeling is now an 
established extension of FBA. While a few very simple unstructured growth models of syngas 
fermentation have been developed [19, 31], I am not aware of any dynamic models based on 
FBA and/or genome-scale metabolic reconstructions. 
In contrast to the dynamic case, the development of metabolic models that account for 
spatially varying environments has received little attention. Such problems are very common in 
natural and engineered microbial systems. For example, naturally occurring microbial biofilms 
typically exhibit strong spatial gradients due to differential nutrient availability at the biofilm 
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boundaries [32]. Spatial gradients are also present in the syngas bubble column reactors that are 
the focus of this study because dissolved CO and H2 concentrations decrease as the gas flows up 
the column due to cellular consumption (Figure 1.1). While spatiotemporal models that account 
for both spatial and temporal variations in the extracellular environment have been 
constructed, these studies utilized table lookups of precomputed FBA solutions [33-35] or 
heuristic lattice based descriptions of nutrient diffusion [33-35]. To our knowledge, the present 
study represents the first attempt to formulate and solve a spatiotemporal model that combines 
a genome-scale description of intracellular metabolism and fundamental transport equations for 
the extracellular environment.  
1.4 Metabolic Engineering of the Model Microorganism  
The model organism C. ljungdahlii remains the most widely studied anaerobic bacterium 
for CO and syngas fermentation through the Wood-Ljungdahl pathway (Figure 1.3), a non-cyclic, 
fermentative pathway which is active under anaerobic conditions [6]. Under most fermentation 
conditions, C. ljungdahlii produces acetate as the primary end product [31, 36]. This discovery 
initiated a wave of research efforts aimed at understanding and optimizing syngas fermentation 
for ethanol production [37]. However, media formulations and culture conditions have been 
optimized such that ethanol can be produced at high levels [38, 39]. For example, an ethanol 
titer of 48 g/L has been achieved in a continuous stirred tank reactor with cell recycle over a 560 
hour fermentation [38]. Small amounts of lactate and 2,3-butanediol (2,3-BD) synthesized 
through the Wood-Ljungdahl pathway (Figure 1.3) also have been observed during C. ljungdahlii 
fermentations [40]. 
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Figure 1.3. Wood-Ljungdahl pathway of acetogens and their metabolic end products (adapted 
from [6] by permission of the authors). 
Lactate 
 
 9 
Some anaerobic bacteria can convert CO into more valuable products including butanol, 
a superior liquid transportation fuel to ethanol [41], and butyrate, a platform chemical most 
commonly used for polymer production [42]. However, C. ljungdahlii lacks the native pathways 
required for butanol and butyrate synthesis [6] (Figure 1.3). These synthesis capabilities have 
been introduced into C. ljungdahlii through the expression of heterologous pathways from C. 
acetobutylicum [43, 44]. Researchers have developed genetic tools for C. ljungdahlii metabolic 
engineering (Table 1.1). In addition, the ClosTron, a universal Clostridium gene knockout system 
[45], has been recently proven applicable to C. autoethanogenum [46], which is very similar 
genetically to C. ljungdahlii. However, these experimental advances have not been paralleled by 
in silico metabolic engineering studies aimed at computationally identifying promising gene 
targets for enhanced synthesis of C. ljungdahlii byproducts. 
Table 1.1. Experimental studies on genetically modified C. ljungdahlii 
Genetic modification method Phenotypes Source 
Plasmid overexpression of butanol biosynthetic 
genes from C. acetobutylicum (thlA, crt, hbd, 
bcd, adhE and bdhA) 
Butanol: produced 0.15 g/L from 
syngas 
[43] 
Plasmid overexpression of butanol biosynthetic 
genes from C. acetobutylicum (thlA, crt, hbd, 
bcd, ptd, but, etfA and etfB); 
Deletion of acetate (pta) and ethanol (adhE1) 
production genes; 
Deletion of CoA transferase gene (ctf) 
Butyrate: produced 0 to 2 g/L 
from CO2/H2 
[44] 
Deletion of flagellar related gene fliA; 
Deletion of the genes for bifunctional 
aldehyde/alcohol dehydrogenases (adhE1, 
adhE2)  individually or together 
The fliA deletion mutant lacked 
flagella 
Ethanol: ~0 for the adhE1 
deletion mutant 
Acetate: increased for the adhE1 
deletion mutant compared with 
wild type 
[47] 
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1.5 Organization of the Thesis 
The remainder of the thesis was organized as follow. In Chapter 2, the spatiotemporal 
model framework was described and the detailed method formulation and solution were 
developed. In Chapter 3, the modeling method was implemented to study the effect of various 
design and operation conditions for syngas fermentation in bubble column bioreactor. In 
Chapter 4, both the optimization simulation toolbox OptKnock and the spatiotemporal modeling 
were utilized to investigate the possible genetic modification strategies to enhance the 
production of the desired metabolites. In Chapter 5, the experimental fermentation with a 4-L 
bubble column reactor was performed to validate the simulation prediction with the 
spatiotemporal modeling framework.  In Chapter 6, the main results and future work of the 
thesis was summarized. 
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CHAPTER 2 
SPATIOTEMPORAL MODELING OF MICROBIAL METABOLISM 
2.1 Introduction 
Microbial systems in which the extracellular environment varies both spatially and 
temporally are very common in nature and in engineering applications. While the use of 
genome-scale metabolic reconstructions for steady-state flux balance analysis (FBA) and 
extensions for dynamic FBA are common, the development of spatiotemporal metabolic models 
has received little attention. This chapter contains the formulation and solution of 
spatiotemporal metabolic modeling framework for syngas fermentation in bubble column 
bioreactors. The computational framework represents an important step towards solving 
spatiotemporal models that combine a genome-scale description of intracellular metabolism 
and fundamental transport equations for the extracellular environment. 
2.2 Methods 
2.2.1 Model Structure 
The class of spatiotemporal metabolic models considered below is sufficiently general to 
encompass a wide variety of potential applications including multiphase systems in which the 
liquid and gas phases move relative to each other. Assuming that spatial variations occur only in 
a single direction z, the model equations can be written as, 
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The first equation represents a mass balances on the i-th microbial species where Xi is 
the biomass concentration,  𝜇𝑖  is the growth rate obtained from the genome-scale metabolic 
model,  𝜇𝑑𝑖  is the death rate,  𝑢𝐿 is the liquid phase velocity, εL is the liquid volume fraction and 
𝐷𝑖𝑋 is the cellular diffusion coefficient that accounts for cell motility. The second equation 
represents a mass balance on the j-th liquid phase metabolite where  𝑣𝑖𝑗  is the net flux of 
metabolite j into the liquid phase from species i, 𝐷𝑗𝐿 is the liquid-phase metabolite diffusion 
coefficient, 𝑘𝑗  is the gas-liquid mass transfer coefficient, and Mj
* is saturation concentration in 
the liquid phase calculated from the associated gas-phase concentration using Henry’s law. The 
net flux  𝑣𝑖𝑗  is calculated as the difference between the synthesis rate obtained from the 
genome-scale metabolic model and the uptake rate calculated from Michaelis-Menten type 
kinetic expressions [48, 49]. The third equation represents a mass balance on the j-th gas phase 
component where uG is the gas phase velocity, 𝜀𝐺 is the gas volume fraction and DjG is the gas-
phase diffusion coefficient. Boundary conditions for these equations are problem specific and 
can account for the supply/removal of liquid and/or gas phase components at the domain 
boundaries. Although not discussed here, the general model formulation can be extended to 
include a moving boundary as would be required for biofilm formation. 
2.2.2 Model Solution 
Simulation of spatiotemporal metabolic models involves numerically solving a set of 
coupled nonlinear partial differential equations (PDEs) with embedded linear programs. The 
efficient and stable solution of such models is a challenging problem at the forefront of 
microbial metabolic modeling. Our solution approach is based on spatial discretization such that 
the PDEs are converted into a large set of ordinary differential equations (ODEs) in time with 
embedded LPs (Figure 2.1). The spatial domain is discretized with N node points using an 
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appropriate discretization method such as finite difference, finite volume or orthogonal 
collocation. If the original PDE model contains NX microbial species, NM liquid-phase metabolites 
and NP gas-phase components, then the discretization procedure will yield a dynamic FBA model 
with NX+NM+NP ODEs and NX LPs at each node point.  
 
Figure 2.1. Discretization of the biomass concentration PDE for a single species in Equation 2.2. 
The bubble column reactor is divided into sections along the length dimension. Each section is 
represented by an ODE that has an accumulation term, a source/sink term due to bacterial 
growth and death, and two convection terms (in/out).  
 Our approach for solving such large discretized models involves the use of DFBAlab [50], 
a MATLAB code that performs reliable and efficient dynamic FBA simulations. Widespread 
implementation of dynamic FBA has been hindered by numerical complications resulting from 
LPs becoming infeasible and having nonunique solution vectors. Infeasible LPs cause simulation 
failure as the right-hand side of the ODEs becomes undefined, and nonunique solution vectors 
cause this same right-hand side to be nonunique, producing an ODE system that integrators are 
unable to solve. These complications are addressed in [51].  
DFBAlab is a modified MATLAB implementation of our previously developed simulator 
[51]. DFBAlab reformulates the LP locally as an algebraic system, and it integrates a differential-
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algebraic equation system instead of ODEs with LPs embedded to increase speed.  Hierarchical 
fixed-priority preemptive (lexicographic) optimization is used to determine uniquely all fluxes 
which appear in the right-hand side of the ODEs (i.e. exchange fluxes). All other fluxes not 
optimized lexicographically (i.e. internal fluxes) may still be nonunique, but their values do not 
affect the right-hand side of the ODEs. With lexicographic optimization, the right-hand side of 
the ODEs is guaranteed to be unique, allowing efficient and reliable integration.  Finally, 
DFBAlab uses the Phase I LP of the simplex algorithm combined with lexicographic optimization 
to avoid infeasibilities.  
More specifically, DFBAlab reformulates the FBA LP as a Phase I lexicographic LP to 
obtain all information required by the right-hand side of the ODEs as a unique vector-valued 
solution with the following order of objectives: 
1. Minimize infeasibilities: If the first objective is equal to zero, the LP is feasible and all 
other objectives are consistent with the solution of the original FBA LP; otherwise, the 
objective is positive. If the original FBA LP is infeasible, the reformulated Phase I 
lexicographic LP still returns values for growth rate and exchange fluxes allowing the 
integration process to continue. This objective can be integrated to obtain a penalty 
function. This penalty function can provide useful insights on why and under what 
conditions the FBA model becomes infeasible.  
2. Maximize growth rate: this is the traditional FBA objective. 
3. Maximize/minimize all of the exchange fluxes appearing in the right-hand side of the 
ODEs. Each one of these objectives involves a linear combination of fluxes that can be 
minimized or maximized as appropriate. If there are n fluxes appearing in the right hand 
side of the ODEs, the vector-valued objective will require at most n+2 elements to 
obtain a unique right-hand side.  
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 DFBAlab is designed to solve ODE systems; however, it provides a flexible framework 
that enables the solution of PDEs if they can be transformed into ODEs. This is the case for the 
bubble column reactor model described in this chapter. Consider the PDE for the biomass 
concentration of a single species system (Equation 2.1) with the diffusion term omitted for 
simplicity, 
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This PDE can be easily converted into a set of ODEs by discretizing the spatial domain. Using a 
simple backward difference approximation of the convection term for illustration, the following 
ODE is obtained for each point j in the domain, 
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where ΔL = L/N and N is the number of discretization points. Here X0 and XN are the biomass 
concentrations at the reactor inlet and outlet, respectively. A more detailed explanation of the 
discretization approach can be found in Figure 2.1. A similar procedure can be followed to 
obtain ODEs corresponding to the PDEs for the substrate and product concentrations in 
Equation 2.1. The flexibility of DFBAlab allows for easy implementation and fast simulation of 
such discretized PDE systems.  
2.2.3 Simulation Codes 
All simulations were performed with MATLAB 8.5 (R2015a) using DFAlab for dynamic 
flux balance model solution and Gurobi 6.0 for linear program solution. DFBAlab is freely 
available from https://yoric.mit.edu/dfbalab for both education and non-profit research 
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purposes. Any entity desiring permission to incorporate this software or a work based on the 
software into commercial products or otherwise use it for commercial purposes should contact 
Dr. Paul Barton (pib@mit.edu). Simulation codes for the synthesis gas bubble column reactor 
can be obtained from https://www.ecs.umass.edu/che/henson_group/downloads.html. 
2.3 Results and Discussions 
An emerging route for the large-scale production of renewable fuels and chemicals is 
direct fermentation of waste gas streams and synthesis gas (syngas; mainly comprised of 
H2/CO/CO2) by specialized CO fermenting microbes. Because syngas can be produced relatively 
cheaply from a wide variety of biomass feedstocks [8, 9], the bottleneck in this route is the 
syngas fermentation step. Commercial development efforts are currently focused on bubble 
column reactors due to their superior gas-liquid mass transfer characteristics and enhanced 
operational flexibility [6]. Because CO and H2 concentrations decrease as the gas flows up the 
column due to cellular consumption, the column can have strong spatial gradients that affect 
cellular growth and product synthesis (Figure 2.1). The development of model-based techniques 
for simulating and optimizing these complex multiphase reactors is important to advance syngas 
fermentation technology.  
2.3.1 Bubble Column Model Solution 
The bubble column model was formulated by combining a genome-scale metabolic 
reconstruction of the syngas fermenting bacterium Clostridium ljungdahlii [24] with uptake 
kinetics for dissolved gases and reaction-convection-dispersion type equations for gaseous and 
dissolved substrates and synthesized metabolic byproducts. Our preliminary FBA calculations 
with the typical maximum growth objective showed that the primary metabolic byproducts for 
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growth on CO/H2 mixtures were ethanol, acetate and CO2. Therefore, the spatiotemporal 
metabolic model was comprised of 9 PDEs for the liquid-phase concentrations of C. ljungdahlii 
biomass, ethanol, acetate, CO, H2 and CO2 and the gas-phase concentrations of CO, H2 and CO2 
(see Chapter 3). The interested reader is directed to Chapter 3 for additional details about the 
bubble column model formulation.  
The convection terms were discretized using an upwind finite difference approximation 
with third-order accuracy due to its well established numerical accuracy and stability properties 
for convection dominated problems [52]. I found that the addition of axial dispersion terms to 
the liquid phase mass balances greatly improved numerical stability of the model, as has been 
well documented in other applications [52]. These dispersion terms were discretized using a 
central difference approximation with second-order accuracy. Because the upwind formula was 
not implementable at the reactor boundaries, a first-order backward difference approximation 
was used at these locations. The discretization procedure yielded a set of 9 ODEs at each node 
point. 
The lexicographic optimization objectives required by DFBAlab were specified to reflect 
the known or expected physiology of C. ljungdahlii (Table 2.1). I found that the ordering these 
objectives had no effect on predicted metabolic phenotypes and bubble column behavior. Each 
node point was represented by 9 ODEs for the biomass and biochemical species concen trations, 
3 algebraic equations for the local dissolved gas uptake rates and 6 LPs for lexicographic 
optimization. I typically employed 100 node points (900 ODEs, 600 LPs) to obtain a nearly 
converged solution using DFBAlab combined with the LP solver Gurobi and the stiff ODE solver 
ode15s. The effect of the number of node points on solution accuracy was investigated (see 
Section 2.3.2). 
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Table 2.1. Cellular objective functions used for C. ljungdahlii metabolism. 
Number Direction Objective Reason 
1 Maximize Growth rate Assumed primary objective 
2 Maximize CO uptake rate Maximize consumption of nutrient 
3 Maximize H2 uptake rate Maximize consumption of nutrient 
4 Minimize CO2 synthesis rate Minimize byproduct production 
5 Minimize Acetate synthesis rate Minimize byproduct production 
6 Minimize Ethanol synthesis rate Minimize byproduct production 
2.3.2 Spatiotemporal prediction of bubble column performance 
Our first goal was to investigate the efficiency of DFBAlab for simulating startup of the 
bubble column reactor with N = 100 node points, which yielded a total of 900 ODEs (9 per point) 
and 600 LPs (6 per point). Despite the substantial computational complexity of this discretized 
model, I found that a typical 1000 hour dynamic simulation for determining the steady-state 
solution required only about 8 minutes using DFBAlab. Time and spatially resolved predictions 
obtained for reactor startup with a simulation time of 250 hours are shown in Figure 2.2. 
Steady-state conditions were achieved approximately 225 hours after startup once the rate of 
biomass production equaled the rate of biomass removal from the top of the column. The gas 
and liquid phase CO and H2 concentrations decreased along the length of the reactor due to gas 
consumption, while the biomass, acetate and ethanol concentrations increased along the 
reactor due to liquid flow. The synthesis of CO2 was negligible under these nominal operating 
conditions. Because the feed gas was relatively rich in CO, the H2 conversion was 62% while the 
CO conversion was only 29%. As a result of H2 being depleted in the first half of the reactor, 
considerable acetate was produced in the second half of the reactor and the liquid product 
stream had considerably more acetate than ethanol (ethanol fraction ~40%). 
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Figure 2.2. Dynamic simulation of the bubble column reactor model at the nominal operating 
conditions (Table 2.2). The first two columns show time resolved predictions at node points in 
the middle and at the exit of the column, while the third column show spatially resolved 
predictions for the exit node point at the final time. 
 
Table 2.2. Nominal parameter values for the synthesis gas bubble column reactor. 
Parameter Symbol Value Source 
Reactor length L 25 m Specified 
Reactor cross-sectional area A 5 m2 Specified 
Superficial gas velocity uG 75 m/h Specified 
Liquid phase velocity uL 0.25 m/h Specified 
Liquid phase dispersion coefficient DA 0.25 m2/h Specified 
Temperature T 37 oC [10] 
Pressure at top of column PL 1.013x105 Pa Specified 
CO mole fraction in feed gas xC 0.6 Specified 
H2 mole fraction in feed gas xH 0.4 Specified 
CO2 mole fraction in feed gas xD 0 Specified 
CO Henry’s law constant HC 8x10-4 mol/L/atm [53] 
H2 Henry’s law constant HH 6.6x10-4 mol/L/atm [53] 
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CO2 Henry’s law constant HD 2.5x10-2 mol/L/atm [53] 
CO gas-liquid mass transfer coefficient km,C 80 h-1 [5] 
H2 gas-liquid mass transfer coefficient km,H 200 h-1 [54] 
CO2 gas-liquid mass transfer coefficient km,D 80 h-1 Specified 
Maximum gas volume fraction G,max 0.53 Fit to data 
Gas volume fraction saturation constant KG 540 m/h Fit to data 
Gas volume fraction G 0.0646 Calculated 
CO concentration at reactor entrance CGF 80.64 mmol/L Calculated 
H2 concentration at reactor entrance HGF 53.76 mmol/L Calculated 
CO2 concentration at reactor entrance DGF 0 mmol/L Calculated 
Initial biomass concentration X0 0.1 g/L Specified 
Initial gas phase CO concentration CG0 80.64 mmol/L Calculated 
Initial gas phase H2 concentration HG0 53.76 mmol/L Calculated 
Initial gas phase CO2 concentration DG0 0 mmol/L Calculated 
Initial liquid phase CO concentration CL0 1.642 mmol/L Calculated 
Initial liquid phase H2 concentration HL0 0.903 mmol/L Calculated 
Initial liquid phase CO2 concentration DL0 0 mmol/L Calculated 
 
To demonstrate that N = 100 node points were sufficient to obtain nearly converged 
solutions, I performed dynamic simulations for reactor startup with different N values and 
compared the resulting steady-state solutions obtained at t = 1000 hours (Figure 2.3). While 
converged solutions appeared to be obtained for 300 node points, this simulation required 
almost 50 minutes to complete. For the purposes of this study, I decided that 100 node points 
provided a suitable compromise between solution accuracy (less than 0.2% error compared to N 
= 300) and computational time (~8 minutes per simulation). All the remaining simulations were 
performed with N = 100.    
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Figure 2.3. Effect of the number of discretization node points (N) on biomass and ethanol 
concentration spatial profiles (top) and on biomass and ethanol concentrations exiting the 
reactor (bottom). The chosen value of N = 100 is indicated by the dashed lines. 
To demonstrate the power of our computational framework and to gain insights into 
bubble column reactor dynamics, I performed additional startup simulations with different 
parameter values. First I changed the feed composition from the nominal 60/40 CO/H2 mixture 
to a 50/50 CO/H2 mixture. The column exhibited similar dynamics for this H2 rich feed, as the 
biomass concentration still required approximately 200 hours to reach steady state (Figure 2.4). 
However, the increased H2 feed concentration produced a more favorable dissolved H2 profile 
along the column, resulting in an improved ethanol titer of 102 g/L and a substantially improved 
ethanol-acetate ratio of approximately 3 at the reactor outlet once steady state was reached. 
The amount of biomass produced was not noticeably changed. Due to the increased H2 content 
of the feed, the H2 conversion decreased to 60% and the CO conversion increased to 35%. 
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Figure 2.4. Dynamic simulation of the bubble column reactor model for a CO/H2 feed 
composition of 50/50. The first two columns show time resolved predictions at node points in 
the middle and at the exit of the column, while the third column show spatially resolved 
predictions for the exit node point at the final time. 
 
Next I performed a dynamic simulation with the CO gas-liquid mass transfer coefficient 
changed from the nominal value km,C = 80 h-1 to a substantially larger km,C = 300 h-1 which could 
result from syngas microsparging and column internal packing [5]. Consistent with our nominal 
values (Table 2.2), I set the H2 mass transfer coefficient to be 250% larger than the CO value and 
the CO2 mass transfer coefficient to equal the CO value. The large increases in gas-liquid mass 
transfer rates produced substantially faster column dynamics with the biomass concentration 
requiring only about 150 hours to reach steady state (Figure 2.5). Once the column reached 
steady state, the increased mass transfer rates also offered the benefit of increased ethanol titer 
(120 g/L), a higher ethanol-acetate ratio (3.5) and improved CO (33%) and H2 (86%) conversions 
compared to the nominal case.  
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Figure 2.5. Dynamic simulation of the bubble column reactor model for a CO mass transfer 
coefficient km,C =  300 h-1. The first two columns show time resolved predictions at node points in 
the middle and at the exit of the column, while the third column show spatially resolved 
predictions for the exit node point at the final time. The H2 and CO2 mass transfer coefficients 
were set to be 2.5 km,C and km,C, respectively. 
2.3.3 Comparison of Syngas Fermentation in Bubble Column and Stirred Tank Reactors 
Bubble column reactors are generally viewed as offering superior performance to 
conventional stirred tank reactors for syngas fermentation [5]. Advantages of bubble columns 
include the ability to achieve higher average gas-liquid mass transfer rates and to establish 
spatial gradients that allow inhibitory byproducts to be maintained at moderate levels 
throughout most of the column. To explore the relative merits of the two reactor configurations, 
I developed a continuous stirred tank reactor model following our previous work on dynamic 
FBA [48]. The PDEs in Equations 2.1 were replaced by time dependent ODEs for a well-mixed 
system with a constant dilution rate D = FL/VL, where FL is the liquid volumetric flow rate and VL 
is the liquid volume. I set FL = uLA and VL = (1-G)AL so that both reactors had the same liquid 
residence time. The syngas feed was supplied at the same pressure as for the bubble column (P 
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= 3.4 atm) so that the two reactors received the same amount of CO and H2 feed. The same 
dissolved gas uptake kinetics expressions were used for both reactor configurations. The CSTR 
model was solved using DFBAlab using the lexicographic optimization objectives in Table 2.1. 
 The startup dynamics of the bubble column reactor and the CSTR are compared in 
Figure 2.6. Interestingly, the bubble column achieved steady-state operation more rapidly than 
the CSTR. For example, the ethanol concentration at the top of the column reached steady state 
at approximately 225 hours while the ethanol concentration exiting the CSTR was clearly still 
increasing at 250 hours. While not previously reported to our knowledge, faster startup 
dynamics could be another advantage of the bubble column configuration.  
 
Figure 2.6. Comparision of startup dynamics for the bubble column and CSTR models of syngas 
fermentation. The first column shows dynamic predictions at the exit of the bubble column and 
the second column shows dynamic predictions for the CSTR. 
I performed additional steady-state comparisons over a wide range of CO gas-liquid 
mass transfer coefficients to explore possible advantages of the bubble column configuration 
that were associated with its unique ability to establish spatial concentration gradients. As 
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before, I set the H2 mass transfer coefficient to be 250% larger than the CO value and the CO2 
mass transfer coefficient to equal the CO value. The bubble column outperformed the stirred 
tank reactor over the entire range of mass transfer coefficients by producing higher biomass 
concentrations, higher ethanol titers and almost identical ethanol fractions (Figure 2.7). When 
combined with the ability to achieve higher mass transfer coefficients [5], the bubble column 
appears to be the preferred reactor configuration for large-scale industrial applications where 
the power requirements of high agitation rates can be prohibitive. 
 
Figure 2.7. Effect of the CO gas-liquid mass transfer coefficient km,C on the steady-state biomass 
and ethanol concentrations and the ethanol fraction, defined as ethanol/(ethanol+acetate), 
exiting the the CSTR and bubble column reactors. The H2 and CO2 mass transfer coefficients 
were set to be 2.5km,C and km,C, respectively. 
2.4 Conclusions 
Many natural and engineered microbial systems exist in non-homogeneous 
environments that require metabolic models that account for both temporal and spatial 
variations. As compared to heuristic approaches proposed to date [33-35], our spatiotemporal 
metabolic methodology involves combining genome-scale metabolic reconstructions with 
fundamental transport equations that govern the relevant convection and/or diffusional 
processes in the extracellular environment. The PDE model is spatially discretized and the 
resulting system of ODEs with embedded LPs is integrated using DFBAlab [50], a MATLAB code 
that performs reliable and efficient dynamic FBA simulations. I demonstrated the capabilities of 
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the method by solving a very large discretized model for a syngas bubble column reactor that 
consisted of 900 ODEs and 600 LPs. To our knowledge, the present study represents the first 
attempt to rigorously solve a spatiotemporal model that combines a genome-scale description 
of intracellular metabolism and fundamental transport equations for the extracellular 
environment. Our approach represents a general methodology that can be used to formulate, 
solve and analyze spatiotemporal metabolic models for other natural and engineered microbial 
systems. The results in this chapter have been published at BMC Systems Biology in 2016 [37]. 
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CHAPTER 3 
METABOLIC MODELING OF SYTHESIS GAS FERMENTATION IN BUBBLE COLUMN REACTORS 
3.1 Introduction 
Based on the spatiotemporal modeling framework described in the previous chapter, 
this chapter focuses on the following: (1) a detailed presentation of the bubble column model 
including experimentally derived parameters; and (2) an extensive investigation into the effects 
of process and cellular parameters on bubble column performance. 
3.2 Methods 
3.2.1 Model formulation 
In Chapter 2, the bubble column model was established by combining a genome-scale 
metabolic reconstruction of C. ljungdahlii with uptake kinetics for dissolved gases and reaction-
convection-dispersion type equations for gaseous and dissolved substrates and synthesized 
metabolic byproducts and in this Chapter the detailed model formulation and parameter effects 
would be introduced based on the bubble column model. The C. ljungdahlii iHN637 
reconstruction accounts for 637 genes, 698 metabolites, 690 intracellular reactions and 95 
exchange reactions that capture the primary metabolic pathways involved in synthesis gas 
fermentation [24]. The model has been shown to produce growth on several known substrates 
including CO and CO2/H2 mixtures as well as to provide good agreement with experimentally 
determined growth and acetate production rates on fructose. Our preliminary flux balance 
calculations with the typical maximum growth objective showed that the primary metabolic 
byproducts for growth on CO/H2 mixtures were ethanol, acetate and CO2.  
 28 
Uptake kinetics were specified for the dissolved gaseous substrates CO and H2 as well as 
for the dissolved gaseous byproduct CO2 that could be reassimilated. Uptake kinetics were 
assumed to follow inhibited Monod expressions of the form, 
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where vi is the uptake rate (mmol/gDW/h) of the i-th substrate, Si is the dissolved concentration 
(mmol/L) of the i-th gaseous substrate, vmax,i is the maximum uptake rate, Km,i is the saturation 
constant and KI is an inhibition constant. A combined term involving both the concentrations of 
ethanol (E) and acetate (A) was used to account for the known inhibitory effects of these two 
products on C. ljungdahlii growth [31, 55]. To reduce the number of model parameters, the two 
products were assumed to induce equal inhibition of all substrate uptake rates such that only a 
single KI value was needed to model inhibition of growth due to high ethanol and/or acetate 
concentrations. Equation (3.1) was used to establish bounds on the possible uptake rates with 
the actual uptake rates being determined by solution of the intracellular flux balance problem. 
Both vmax,i and Km,i were important parameters due to the large dissolved gas concentration 
gradients in the bubble column reactor (see Results).  
Table 3.1. Nominal dissolved gas uptake parameters. 
Substrate vmax (mmol/gDW/h) Km (mmol/L) Source 
CO 35 0.02 [19] 
H2 70 0.02 Specified 
CO2 35 0.02 Specified 
Substrate KI ( g/L) Source 
All 10 Specified 
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 Despite synthesis gas fermentation being an active research area, I found a dearth of 
literature for determining the parameter values needed to calculate uptake rates for the three 
possible substrates (CO, H2, CO2). Parameter values for the CO maximum uptake rate and 
saturation constant were obtained from a recent experimental study [19]. Based on our own 
limited experimental data (unpublished), I assumed that the H2 maximum uptake rate was 
double the CO value. Because data was lacking for determination of the remaining parameters, 
the CO2 maximum uptake rate and the H2 and CO2 saturation constants were taken to be equal 
to the corresponding CO values. The value of the inhibition constant was chosen based on our 
previous modeling efforts involving uptake inhibition by ethanol and other toxic byproducts 
(Hanly and Henson 2014). Due to the large uncertainties associated with these parameter values 
(Table 3.1), I explored the sensitivity of our model predictions to the dissolved gas uptake 
kinetics. 
The genome-scale reconstruction of intracellular metabolism and the substrate uptake 
kinetics were combined with reaction-convection-dispersion type equations for the bubble 
column transport processes. Because our focus was describing spatially varying cellular 
metabolism rather than detailed modeling of the potentially complex column hydrodynamics 
[56], I assumed ideal plug flow for the vapor phase and plug flow plus axial dispersion for the 
liquid phase. These assumptions represents reasonable simplifications given the gas superficial 
velocities within the bubbly flow regime (<5 cm/s; [56]) and the very small liquid velocities 
(<0.02 cm/s) used in our simulations. Convection and dispersion were assumed to occur only in 
the axial direction of the bubble column reactor such that spatial variations could be captured 
with a single variable z.  
The mass balance on C. ljungdahlii biomass had the form, 
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where X is the biomass concentration (g/L),  is cellular growth rates (h-1) obtained from the flux 
balance calculation, uL is the liquid phase velocity, L is the liquid phase volume fraction and DA is 
the axial dispersion coefficient of the liquid phase. A typical Danckwerts boundary condition was 
imposed at the reactor entrance (z = 0), while a zero slope boundary condition was applied at 
the reactor exit (z = L).  A uniform biomass concentration profile within the reactor was used as 
the initial condition.  
Mass balances on the dissolved gaseous substrates had the form, 
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where CL and HL are the liquid phase CO and H2 concentrations (mmol/L), vC and vH are the CO 
and H2 uptake rates (mmol/gDW/h) obtained from the flux balance calculation, km,C and km,H are 
the corresponding gas-liquid mass transfer coefficients, and C* and H* are the saturated liquid 
concentrations (mmol/L) calculated from the corresponding gas phase concentrations using 
Henry’s law at the specified temperature and pressure. Constant gas-liquid mass transfer 
coefficients were used for simplicity despite their known dependence on various factors 
including gas bubble size [57], which was not modeled in this study. The Danckwerts boundary 
conditions imposed at the reactor entrance assumed the form shown since dissolved gases were 
not fed to the reactor, while zero slope boundary conditions were applied at the reactor exit. 
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Uniform concentration profiles calculated from the initial gas phase concentrations using 
Henry’s law were imposed as initial conditions, which was consistent with the liquid phase being 
saturated with the feed gases prior to inoculation. 
Mass balances on the two substrates in the gas phase had the form, 
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        (3.4) 
where CG and HG are the gas phase CO and H2 concentrations (mmol/L), G = 1-L is the gas phase 
volume fraction, and uG is the superficial gas velocity. The gas concentrations at the reactor 
entrance CGF and HGF were calculated from the partial pressures of the feed gas using the ideal 
gas law. Uniform initial conditions were specified by setting CG0 = CGF and HG0 = HGF, which again 
was consistent with the liquid phase being saturated with the feed gases prior to inoculation. 
Mass balances on the two major metabolic byproducts ethanol and acetate had the 
form, 
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where EL and AL are the concentrations of liquid phase ethanol (g/L) and acetate (g/L), vE and vA 
are the corresponding fluxes (mmol/L) calculated from the flux balance model, and ME and MA 
are the corresponding molecular weight (g/mmol). Gas phase balances on ethanol and acetate 
were omitted under the assumption of low volatility at column conditions. Danckwerts 
boundary conditions were imposed at the reactor entrance and zero slope boundary conditions 
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were applied at the reactor exit as before. Uniform ethanol and acetate concentration profiles 
were used as initial conditions. 
Mass balances on liquid and gas phase carbon dioxide had the form, 
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where DL and DG are the concentrations of liquid phase CO2 (mmol/L) and gas phase CO2 
(mmol/L), vD is the CO2 flux (mmol/L) calculated from the flux balance model, km,D is the CO2 gas-
liquid mass transfer coefficient and D* is the saturated liquid CO2 concentration (mmol/L) 
calculated from the corresponding gas phase concentration using Henry’s law. For liquid phase 
CO2, Danckwerts and zero slope boundary conditions were applied at the reactor entrance and 
exit as before. The CO2 concentration at the reactor entrance DGF was calculated from the CO2 
partial pressure of the feed gas using the ideal gas law. This formulation allowed CO2 to be a 
feed component and/or a metabolic byproduct. A uniform liquid phase CO2 concentration 
profile calculated from the initial CO2 gas phase concentration using Henry’s law was imposed as 
an initial condition. A uniform initial condition for gas phase CO2 was specified by setting DG0 = 
DGF.  
The reactor was assumed to be isothermal, while the pressure profile was calculated 
from the liquid head as, 
 )()( zLgPzP LL                                                         (3.7) 
where L is the length of the column,  is the liquid phase density assumed to be equal to the 
density of water, and PL is the pressure (Pa) at the top of the of the column, which was assumed 
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to be atmospheric pressure. Accordingly, gaseous substrates were modeled to dissolve more 
readily in the lower portion of the column. Calculation of gas and liquid volume fractions in 
bubble column reactors is notoriously difficult, as the volume fractions are known to depend on 
a number of operating parameters [56]. The effect of the gas flow rate is known to be 
particularly important. Therefore, I fit gas flow rate versus gas volume fraction data [58] to a 
simple model [59] to derive the following relationship: 
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where G,max is the maximum achievable gas volume fraction and KG is a type of saturation 
constant.  
Parameter values for the bubble column reactor model were obtained from the 
literature to the extent possible (Tables 3.1 and 2.2). The reactor length and cross-sectional area 
were chosen to represent an industrial scale reactor with volume of 125,000 liters and a typical 
length-to-diameter ratio of 10 [56]. The liquid and superficial gas velocities were chosen to 
achieve a liquid residence time of 100 h, to maintain the gas flow in the homogeneous, bubbly 
regime (<5 cm/s) where dispersion effects would be small, and to achieve a high gas-to-liquid 
velocity ratio of 300 [56]. A small value of the liquid phase dispersion coefficient was specified to 
improve numerical stability of the model while ensuring that the liquid flow would be 
convection controlled. A feed stream with a 1.5:1 CO:H2 ratio and devoid of CO2 was used to 
model a CO-rich syngas mixture [5]. A very wide range of CO gas-liquid mass transfer coefficients 
that differ according to the reactor configuration, gas sparging method and agitation rate have 
been reported [5]. I conservatively selected the CO mass transfer coefficient to be consistent 
with a bubble column without microsparging and internal packing. Based on the limited 
literature available [54], I chose the H2 gas-liquid mass transfer coefficient to be 250% larger 
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than the CO value. The CO2 mass transfer coefficient was specified to be equal to the CO value 
due to lack of data. Due to the large variability associated with these parameter values, I 
explored the sensitivity of our model predictions to the mass transfer coefficients. The initial 
conditions were chosen to mimic a newly inoculated reactor with saturated liquid compositions 
and no spatial gradients.  
3.2.2 Model solution 
The bubble column reactor model consisted of a set of PDEs for multiphase transport 
processes with embedded linear programs that described intracellular metabolism. I spatially 
discretized the PDE model using third-order finite differences for the convection terms and 
second-order central differences for the diffusion terms. The resulting ODE system with 
embedded LPs was solved with DFBAlab [50], a MATLAB code specifically designed for large-
scale dynamic FBA simulations, combined with the LP solver Gurobi and the stiff ODE solver 
ode15s. DFBAlab requires the specification of lexicographic optimization objectives to avoid the 
common problem of non-unique exchange fluxes that render the ODE system impossible to 
integrate. The objectives were sequentially applied in the following order: (1) maximization of 
the growth rate; (2) maximization of the CO uptake rate; (3) maximization of the H2 uptake rate; 
(4) minimization of the CO2 synthesis rate; (5) minimization of the acetate synthesis rate; and (6) 
minimization of the ethanol synthesis rate. The ordering of these objectives had no effect on 
model predictions. I found that 100 spatial node points (900 ODEs, 600 LPs) provided a suitable 
compromise between solution accuracy and computation time. Additional details on the 
numerical solution procedure are available in Chapter 2. 
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3.3 Results and discussions 
3.3.1 Design and Operating Parameter Effects on Bubble Column Performance 
The model was used to predict the effects of important design and operating 
parameters on bubble column performance, as measured by the liquid and gas phase 
concentrations exiting the reactor under steady-state conditions. Each prediction was generated 
by simulating bubble column startup with N = 100 node points and a final time of 1000 hours to 
obtain the steady-state solution. Typically 5-10 simulations were performed for each parameter, 
and plots showing parameter trends were generated by linearly interpolating the cases ran 
(indicated by asterisks) within MATLAB. 
 
Figure 3.1. Effect of the feed CO mole fraction on steady-state concentrations in the exiting 
liquid and gas streams. The dashed lines indicate the nominal feed CO mole fraction used in the 
other simulations. 
I first investigated the impact of the feed composition by varying the CO mole fraction 
with the H2 mole fraction adjusted such that the mole fractions summed to unity. Experimental 
studies [60] have shown that ethanol synthesis is favored relative to acetate synthesis at high 
H2/CO feed ratios. I observed the same trend in our bubble column simulations (Figure 3.1). The 
ethanol titer reached a maximum of 120 g/L at a CO mole fraction of 0.45, which represents a H2 
rich feed. As the mole fraction was increased beyond this value, the ethanol concentration 
decreased and acetate synthesis began. The ethanol and acetate concentrations were 
approximately equal at a mole fraction of 0.55. Thereafter, the acetate titer increased rapidly, 
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the ethanol titer decreased rapidly, and CO2 synthesis began due to low dissolved H2 levels. 
Interestingly the acetate concentration decreased at CO mole fractions beyond 0.75, 
presumably due to reduced biomass production. A maximum biomass concentration of about 35 
g/L was achieved for a 50/50 CO/H2 mixture.  
Next I explored the impacts of the superficial gas velocity (uG) reactor performance. 
Increasing uG also caused the gas volume fraction G to increase according to Equation 3.8. High 
uG values offered the advantage of increased dissolved CO and H2 concentrations at the expense 
of reduced CO and H2 conversions in the gas phase (Figure 3.2). Due to enhanced dissolved H2 
concentrations, high uG values produced more favorable ethanol/acetate splits. For example, uG 
= 300 m/h produced an ethanol/acetate ratio of 10:1 but CO and H2 conversions of only 7% and 
19%, respectively. Conversely, low uG values produced more favorable conversions but high 
acetate concentrations as well as substantial CO2 synthesis.  
 
Figure 3.2. Effect of the superficial gas velocity on steady-state concentrations in the exiting 
liquid and gas streams. The vertical dashed lines indicate the nominal superficial gas velocity 
used in the other simulations. The horizontal dashed lines indicate the inlet gas concentrations 
of CO and H2. 
 Many experimental studies have argued that the efficiency of syngas fermentation is 
limited by gas-liquid mass transfer [61]. To explore this claim, I varied the CO gas-liquid mass 
transfer coefficients km,C to cover a range of values reported in the literature [5]. As with our 
nominal values, I set the H2 mass transfer coefficient km,H to be 250% larger than the CO value 
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and the CO2 mass transfer coefficient km,D to be equal to the CO value. As expected, the primary 
value of high mass transfer coefficients was increased dissolved CO and H2 concentrations, with 
CO much more strongly affected (Figure 3.3). Below our nominal value km,C = 80 h-1, acetate was 
the primary byproduct and no CO2 was synthesized. Above this nominal value, the acetate titer 
decreased rapidly and the ethanol titer increased rapidly such that the ethanol/acetate ratio 
was 5.75 at km,C = 500 h-1. Such high mass transfer coefficients can be achieved in bubble column 
reactors through the use of syngas microsparging and/or internal packing to increase gas-liquid 
contact [5]. Enhanced gas-liquid mass transfer also improved syngas consumption, with the CO 
and H2 conversions increased to 34% and 89%, respectively, at km,C = 500 h-1. 
 
Figure 3.3. Effect of the CO gas-liquid mass transfer coefficient km,C on steady-state 
concentrations in the exiting liquid and gas streams. The H2 and CO2 mass transfer coefficients 
were set to be 2.5km,C and km,C, respectively. The dashed lines indicate the nominal km,C value 
used in the other simulations. 
 Most column operating conditions investigated in this study produce low syngas 
conversions due to limited gas-liquid mass transfer and cellular uptake rates. For example, our 
nominal conditions resulted in 62% H2 conversion and 29% CO conversion. One method for 
increasing these conversions is partial recycle of unconsumed gas exiting the top of the column 
(Figure 1.1). I explored the effects of gas recycle by allowing a fraction  of the gas exiting the 
column to be recycled and mixed with the fresh syngas feed. While syngas conversion was 
improved as expected, gas recycling had the undesirable effect of substantially reducing the 
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ethanol titer and the ethanol/acetate ratio (Figure 3.4). This behavior seemed to be caused by 
decreasing dissolved H2 concentrations as the recycle ratio was increased.  
 
Figure 3.4. Effect of the gas recycle ratio on steady-state concentrations in the exiting liquid and 
gas streams. No gas recycle was used in the other simulations. 
3.3.2 Gas Uptake Parameter Effects on Bubble Column Performance 
The model was used to predict the effects of important gas uptake parameters on 
bubble column performance, as measured by steady-state concentrations at the column exit as 
before. Because our nominal CO and H2 maximum uptake rate values had substantial 
uncertainty, I varied these maximum rates to investigate their impact. Both uptake rate 
parameters had substantial effects on biomass production, with small rates insufficient to meet 
the ATP maintenance requirements of the cell and generating no growth (Figure 3.5). The 
maximum rate parameters also affected both the amount and distribution of metabolic 
byproducts. For a H2 maximum uptake rate vmax,H = 10 mmol/gDW/h, the model predicted that 
no ethanol would be synthesized regardless of the CO uptake rate. In this case, increasing 
amounts of acetate and CO2 were produced as the CO maximum uptake rate vmax,C was 
increased. For larger H2 maximum uptake rates, increasing amounts of ethanol were synthesized 
up to vmax,C = 25 mmol/gDW/h, at which point the ethanol titer began to drop while the acetate 
titer continued to increase. I also varied the saturation constants in the CO and H2 uptake rate 
expressions (Equation 3.1) to examine their impacts. The main effect of increasing the CO 
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saturation constant was to decrease the acetate titer and increase the ethanol titer by 
establishing more favorable ratios of the two gas uptake rates (results not shown). Decreasing 
the H2 saturation constant had the same effect. 
 
Figure 3.5. Effect of the CO and H2 maximum uptake rate parameters on steady-state biomass 
and byproduct concentrations at the top the column. The dashed lines indicate the nominal CO 
maximum uptake rate used in the other simulations. The nominal H2 maximum uptake rate was 
vmax,H  = 70 mmol/gDW/h. 
 Previous experimental studies [6, 19] have suggested that high dissolved CO levels can 
inhibit the uptake of CO and/or H2. To explore the impact of such inhibitory effects, I modified 
the uptake rate expressions as follows: 
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where KI,C and KI,H are parameters that account for CO inhibition of CO uptake and H2 uptake, 
respectively. Each parameter was varied independently to obtain three values that 
corresponded to no inhibition (KI,C = KI,H = 106 g/L), moderate inhibition and strong inhibition. As 
expected, inhibition of either CO or H2 uptake reduced steady-state biomass production 
throughout the column (Figure 3.6). CO inhibition had the interesting effect of substantially 
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reducing acetate synthesis but having very little impact on the exiting ethanol titer due to the 
establishment of more favorable intracellular CO/H2 levels. At the highest level of inhibition, no 
acetate was produced and the ethanol titer was over 60 g/L. Conversely, CO inhibition of H2 
uptake shifted the product distribution strongly towards acetate with no ethanol produced at 
the highest inhibition level.  
 
Figure 3.6. Effect of CO inhibition of CO uptake (left) and H2 uptake (right) on steady-state 
biomass and byproduct production throughout the column. The nominal case corresponds to no 
inhibition (KI,C = KI,H = 106 g/L). 
3.4 Conclusions 
Bubble columns are the preferred reactor technology for industrial production of fuels 
and chemicals from synthesis gas. A number of experimental studies have been performed to 
investigate the effects of the microbial catalyst, the column design parameters and the column 
operating conditions on syngas fermentation performance [5]. Because the effect of cellular and 
process parameters on column performance are complex, mathematical modeling provides a 
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complementary tool to experimentation for understanding, predicting and optimizing syngas 
fermentation reactors. I developed a spatiotemporal metabolic model for bubble column 
reactors by combining a genome-scale metabolic reconstruction of the syngas fermentating 
bacterium C. ljungdahlii with multiphase transport equations that govern convective and 
dispersive processes within the spatially varying column. To obtain a computationally tractable 
model, I performed spatial discretization to yield a large set of ordinary differential equations 
(ODEs) in time with embedded linear programs (LPs). Our initial attempts to solve the 
discretized model within MATLAB using a straightforward combination of built-in ODE solvers 
and the MOSEK LP solver proved unsuccessful. I found the recently developed MATLAB based 
code DFBAlab [50] to be a critical enabling tool, without which this study would not have been 
possible. Model translation into the DFBAlab format required minimal work. 
Column startup was dynamically simulated with different process parameters to 
generate steady-state column profiles for analysis of parameter trends. Because the liquid 
product stream was removed from the top of the column, I focused our analysis on liquid and 
gas phase concentrations at this point. Our analysis was limited to syngas feed streams 
containing only CO and H2. I predicted the following trends that could guide column design and 
operation for maximization of ethanol production: 
• A maximum ethanol titer of 120 g/L and no acetate production were achieved at a CO 
mole fraction of 0.45 (Figure 3.1). The ethanol concentration decreased rapidly, CO2 
synthesis occurred and acetate quickly became the dominant byproduct at higher CO 
mole fractions, suggesting that H2 augmentation of CO rich syngas feeds may be 
beneficial.  
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• High superficial gas velocities enhanced the ethanol titer and ethanol/acetate split at 
the expense of low CO and H2 conversions (Figure 3.2), indicating the possible benefit of 
recycling unconsumed gas to achieve higher conversions. 
• Partial recycling of unconsumed gas showed the potential to substantially improve CO 
and H2 conversions at the expense of increased gas compression costs (Figure 3.4). 
Because recycling had the negative effect of reducing the ethanol titer and the 
ethanol/acetate ratio due to depleted H2 levels, H2 augmentation may be necessary to 
achieve acceptable process economics. 
• Enhanced ethanol titer and ethanol/acetate split were achieved with increasing liquid 
velocity up to a critical value at which the column was washed out (results not shown). 
The development of reactor monitoring and control strategies would be necessary to 
stably operate near this critical value.  
• Increasing reactor length enhanced both the ethanol titer and the ethanol/acetate split 
(results not shown). Because taller reactors required more syngas feed compression, an 
economic analysis would be needed to determine the optimal length.  
• Efficient gas-liquid mass transfer was found to be critical to achieve high ethanol 
production and high conversions (Figure 3.3). A CO mass transfer coefficient of 500 h-1 
was predicted to produce an ethanol titer of 130 g/L, an ethanol/acetate ratio of 6, and 
CO and H2 conversions of 34% and 89%, respectively, for a syngas feed containing 60% 
CO. These results demonstrate the need for continued development of advanced bubble 
column designs that achieve very high gas-liquid mass transfer rates. 
The bubble column model also was used to investigate the effect of CO and H2 uptake 
parameters on reactor performance. The following trends were observed that could guide the 
engineering of bacterial syngas uptake kinetics for ethanol overproduction: 
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• Enhanced H2 uptake rates achieved either by increasing the maximum uptake rate or by 
reducing the uptake saturation constant substantially increased the ethanol titer and 
the ethanol/acetate ratio (Figure 3.5). Consequently, C. ljungdahlii engineering efforts 
should focus on increasing H2 uptake rates. 
• Ethanol and/or acetate inhibition of growth modeled as inhibition of the CO and H2 
uptakes reduced biomass production but increased the ethanol titer and the 
ethanol/acetate ratio (results not shown). Therefore, cellular engineering efforts aimed 
at reducing byproduct inhibition may have limited effectiveness.  
• Inhibition of CO uptake at high CO levels reduced biomass production but had almost no 
effect on the ethanol titer while reducing acetate synthesis (Figure 3.6). Conversely, CO 
inhibition of H2 uptake reduced growth and shifted the product distribution strongly 
towards acetate. Consequently, C. ljungdahlii engineering efforts should focus on 
alleviating CO inhibition of H2 uptake. 
The results in this chapter have been published at Biotechnology for Biofuels in 2015 [62].  
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CHAPTER 4 
IN SILICO METABOLIC ENGINEERING OF CLOSTRIDIUM LJUNGDAHLII FOR SYNTHESIS GAS 
FERMENTATION 
4.1 Introduction 
In this chapter, I utilized a genome-scale metabolic reconstruction of C. ljungdahlii 
metabolism [24] and the OptKnock optimization framework [63] to identify candidate gene 
knockout strategies for overproduction of the native products ethanol, lactate and 2,3-BD and of 
the non-native products butanol and butyrate. Because synthesis of these products is growth 
associated, predicted increases in product secretion rates were accompanied by decreases in 
the cellular growth rate. OptKnock is built upon metabolic flux balance analysis [64], which 
assumes the extracellular environment is time and spatially independent. By contrast, 
commercial synthesis gas fermentation is often performed in bubble column reactors that are 
both dynamic and spatially heterogeneous.  As a result, the effectiveness of the OptKnock 
derived strategies under realistic fermentation conditions was difficult to assess without further 
analysis. I subjected the OptKnock strategies to an additional screening step where our recently 
developed spatiotemporal metabolic modeling framework [62] was used to evaluate the 
strategies under bubble column operating conditions. Unlike standard flux balance analysis, the 
spatiotemporal model accounted for the complex tradeoffs between increased product 
synthesis and reduced growth rates of engineered mutants within the spatially varying column 
environment and yielded more realistic assessments of mutant performance. 
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4.2 Methods 
4.2.1 Determination of In silico Gene Knockout Mutants 
In silico metabolic engineering studies were performed with the C. ljungdahlii genome-
scale reconstruction iHN637 which accounts for 637 genes, 698 metabolites and 785 reactions 
[24]. The iHN637 model includes an extensive reaction network of central metabolism, including 
the pathways involved in carbon fixation and energy conservation. However, some details of 
important metabolic pathway in C. ljungdahlii are still unclear. For instance, the electron donors 
for formate dehydrogenase could be ferredoxin, hydrogen or ferredoxin and NADPH and the 
electron acceptors for the hydrogenase could be either ferredoxin and NAD or ferredoxin and 
NADP [65, 66]. The iHN637 reconstruction is based on the assumptions that ferredoxin is the 
electron donor of the formate dehydrogenase and that ferredoxin/NADP is the electron 
acceptor of the hydrogenase. These assumptions for the electron donors/acceptors may have a 
substantial impact on the ATP balance. Flux balance analysis (FBA) with a maximum growth 
objective [64, 67] was used to predict the growth rate, intracellular flux distribution and 
byproduct secretion rates for a given set of CO and H2 uptake rates under the assumption that 
the syngas contained no other components such as CO2. The nominal CO and H2 uptake rates 
used were 35 and 50 mmol/gDW/h, respectively, based on C. ljungdahlii maximum uptake rates 
published in the literature [68]. 
Knockout mutants derived using OptKnock (see below) were analyzed with FBA by 
setting the lower and upper flux bounds on the deleted reactions to zero, effectively removing 
these reactions from the metabolic network. The iHN637 reconstruction contains heterologous 
pathways for butanol and butyrate synthesis, but all reactions in these pathways have zero 
lower and upper flux bounds to represent the wild-type organism. Butanol and butyrate 
synthesizing mutants were simulated by relaxing the upper bounds on these fluxes, effectively 
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adding the forward reactions to the metabolic network. All FBA calculations were performed 
with the COBRA Toolbox 2.0 [69] in MATLAB 2015a with TOMLAB/CPLEX as the linear program 
solver. 
In silico knockout mutants were derived using the OptKnock method. OptKnock solves a 
bilevel mixed-integer linear programming problem with the inner linear program representing 
the standard FBA problem of growth rate maximization and the outer mixed-integer problem 
yielding the reaction deletions predicted to maximize the secretion flux of the target metabolite 
[63]. Several solution parameters must be specified prior to running OptKnock. First, the 
metabolite secretion flux to be maximized must be specified. This metabolite was chosen to be 
either ethanol, lactate, 2,3-BD, butanol or butyrate. Second, the substrate uptake rates must be 
specified. Consistent with our FBA calculations, we chose the nominal CO and H2 uptake rates to 
be 35 and 50 mmol/gDW/h, respectively. To examine the robustness of the metabolic 
engineering strategies, we also performed OptKnock analysis at eight other combinations of the 
CO and H2 uptake rates (20/25, 20/50, 20/75, 35/25, 35/75, 50/25, 50/50, 50/75). Third, a 
minimal acceptable growth rate must be specified. We specified the minimal growth rate to be 
25% of the wild-type growth rate obtained for the same CO and H2 uptake rates under the 
assumption that mutants with lower growth rates would perform poorly in our bubble column 
simulations. 
Fourth, a list of candidate reactions that may be deleted in the OptKnock analysis must 
be specified. Essential reactions required for growth were excluded from this list to reduce the 
number of integer variables in the mixed-integer programming problem. We defined a reaction 
as essential if the growth rate was less than 0.0001% of the wild-type growth rate when this 
reaction was removed from the network. Using the COBRA toolbox, we found 331 reactions to 
be essential for growth (see Section 4.3.1). Exchange reactions also were excluded from the 
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OptKnock analysis because they do not represent actual intracellular or transport reactions. The 
three transport reactions for ethanol, acetate and CO2 were also excluded from the OptKnock 
analysis because transport occurs via passive diffusion and does not require gene encoded 
transporters [70, 71]. Following removal of the essential, exchange and transport reactions, the 
remaining list consisted of 375 reactions. Finally, the maximum number of reactions that can be 
deleted must be specified. We chose this number to be four or less since a larger number of 
deletions usually reduced the growth rate markedly and increased OptKnock computation time 
substantially. The gene knockouts corresponding to the reactions deleted by OptKnock were 
directly determined from the gene-enzyme-reaction associations in the metabolic 
reconstruction. 
4.2.2 Spatiotemporal Analysis of In silico Gene Knockout Mutants 
The synthesis of each metabolic byproduct considered in this study was growth 
associated. Therefore, OptKnock derived mutants were predicted to have higher product 
secretion rates but lower growth rates than the wild-type strain. In practice, the production rate 
of the desired metabolite depends both on the number of cells (i.e. the biomass concentration) 
and on the product yield per cell (i.e. the synthesis rate). This tradeoff cannot be explicitly 
examined using FBA because the biomass and product concentrations are not predicted. 
Dynamic flux balance analysis (DFBA) can account for this tradeoff in well-mixed environments 
such as stirred tank bioreactors by including extracellular mass balance equations on key 
variables including the biomass and product concentrations [72]. However, commercial syngas 
fermentations are commonly performed in multiphase bubble column reactors due to their 
higher gas-liquid mass transfer rates [5]. Bubble columns exhibit strong spatial variations as gas 
components are consumed, biomass is produced and byproducts are synthesized at different 
local rates along the length of the reactor. 
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We recently develop a general framework for metabolic modeling in time and spatially 
varying environments [37] and utilized the framework to develop a spatiotemporal metabolic 
model of a typical syngas bubble column reactor [62]. Unlike FBA and DFBA, the spatiotemporal 
model can account for the complex tradeoffs between increased product synthesis and reduced 
growth rates of engineered mutants within the spatially varying column. Therefore, we 
subjected the OptKnock derived mutants to an additional screening step where the 
spatiotemporal metabolic model was used to evaluate mutant performance under bubble 
column operating conditions. The column model was developed by combining the C. ljungdahlii 
genome-scale reconstruction with substrate uptake kinetics and reaction-convection-dispersion 
type equations for the gas and liquid phases. For simplicity, the CO and H2 uptake rates were 
assumed to be equally inhibited by all metabolic byproducts. While there is experimental 
evidence that high dissolved CO concentrations can inhibit H2 uptake [62], we have neglected 
this effect in the current study. The syngas feed and liquid media were assumed to be 
introduced to the bottom of the column at different velocities. Unconsumed gas and the liquid 
stream containing biomass and metabolic byproducts were removed from the top of the 
column. The interested reader is referred to our previous publication [62] for detailed 
descriptions of the model equations and the numerical solution procedures. 
Dynamic simulations were performed for a fermentation time of 1000 hours to ensure 
that a steady-state solution had been obtained. Reactor performance was assessed using the 
liquid and gas phase concentrations exiting the top of the column. Nominal model parameters 
and operating conditions for wild-type C. ljungdahlii are shown in Table 2.2. Mutant strains 
generated by OptKnock were evaluated by setting the lower and upper flux bounds on the 
deleted reactions to zero within the metabolic reconstruction before running the bubble column 
simulation. Liquid velocity was a crucial operating parameter that determined the liquid 
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residence time in the column and had a strong impact on biomass and product concentrations. 
Due to their lower growth rates, the in silico mutants exhibited washout behavior at lower liquid 
velocities than the wild-type strain. Consequently, each strain had a unique liquid velocity where 
metabolite productivity was maximized and strains were compared over a range of liquid 
velocities (0.01 to 0.6 m/h). We also compared strains over a range of syngas feed compositions 
(0.4 to 0.8 for CO mole fraction in feed gas), with a nominal composition of 60% CO and 40% H2, 
to examine robustness of the engineered mutants. 
4.3 Results and Discussion 
4.3.1 Reaction Essentiality Analysis 
We first determined the set of essential reactions for the C. ljungdahlii growth rate to be 
less than 0.0001% of the wild-type growth rate when the reaction was removed from the 
network. Using the nominal CO and H2 uptake rates of 35 and 50 mmol/gDW/h, FBA was 
performed for every single reaction deletion and the resulting growth rate was compared to the 
wild-type value (0.202 h-1). We found that 201 of the total 637 genes and 331 of the total 785 
reactions were essential for growth [73]. These essential reactions along with the 97 exchange 
fluxes (which included 21 of the essential reactions) and the three transport reactions for 
ethanol, acetate and CO2 were removed for OptKnock analysis, resulting in a set of 375 
candidate reactions.  
4.3.2 Ethanol Overproduction 
Existing technologies for microbial ethanol production are dominated by starch based 
processes [74], with cellulose based processes largely in the development stage [75]. The 
continued development of technologies which utilize CO rich gases offer many potential 
advantages [16], including feedstock versatility and reduced environmental impact. We used 
OptKnock to determine reaction deletions that would maximize the ethanol flux. The analysis 
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was performed with the nominal CO and H2 uptake rates and a minimal growth rate (0.0505 h-1) 
corresponding to 25% of the wild-type value. 
Table 4.1 compares the OptKnock solutions for 1-4 deleted reactions to the wild-type 
results (0 deletions) obtained with FBA. A single deletion was predicted to yield complete 
elimination of acetate synthesis and a corresponding increase in the ethanol flux.  Due to the 
linear pathway between acetyl-CoA and acetate, the OptKnock solution was to eliminate either 
the phosphotransacetylase (PTAr) catalyzed reaction producing acetyl-phosphate or the acetate 
kinase (ACKr) catalyzed reaction producing acetate (see Table 4.2). Either deletion was predicted 
to almost double the ethanol flux but to reduce the growth rate by 35% due to the loss of ATP 
production in the ACKr reaction. 
Table 4.1. OptKnock derived reaction deletion strategies to maximize ethanol synthesis 
Number of 
deletions 
Enzymes for the deleted 
reactions 
vethanol  
(mmol/gDW/h) 
𝝁 
(1/h) 
vacetate  
(mmol/gDW/h) 
0 - 
  
 6.02 0.202 7.09 
1 ACKr 
 
  11.9 0.132 0 
2 ACKr ACALD 
 
 13.2 0.0559 0 
3 ACKr ACALD GLUDy  13.3 0.0517 0 
4 ACKr ACALD GLUDy PSP_L 13.3 0.0507 0 
 
Table 4.2. Relevant reactions for in silico genetic modification of C. ljundahlii 
Enzyme Enzyme full name Reaction definition 
ABTA 4-aminobutyrate transaminase 4-Aminobutanoate + 2-Oxoglutarate --> L-
Glutamate + Succinic semialdehyde 
ACACT1r acetyl-CoA C-acetyltransferase 2 Acetyl-CoA --> Acetoacetyl-CoA + Coenzyme A 
ACALD acetaldehyde dehydrogenase Acetyl-CoA + H + NADH --> Acetaldehyde + 
Coenzyme A + NAD 
ACKr acetate kinase Acety-phosphate + ADP --> Acetate + ATP 
ACOAD1z acyl-CoA dehydrogenase (butanoyl-
CoA) 
Crotonoyl-CoA + Ferredoxin (oxidized form 4:2) 
+ 2NADH --> Butanoyl-CoA + Ferredoxin 
(reduced form 4:2) + 2NAD 
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ALCD2x alcohol dehydrogenase (ethanol) Acetaldehyde + H + NADH --> Ethanol + NAD 
ALCD2yi alcohol dehydrogenase (ethanol, 
NADP) 
Acetaldehyde + H + NADPH --> Ethanol + NADP 
ALCD4 alcohol dehydrogenase (butanol) Butanal + H + NADH --> Butanol + NAD 
ATPS4r ATP synthase (four protons for one 
ATP) 
ADP[c] + 4H[e] + Phosphate [c] <==> ATP[c] + 
3H[c] + H2O[c] 
BTCOARx butyryl-coA reductase (NADH) Butanoyl-CoA + H + NADH --> Butanal + 
Coenzyme A + NAD 
BTDD-RRx (R,R)-butanediol dehydrogenase 
(NADH) 
Acetoin + H + NADH --> 2,3-butanediol + NAD 
BTOHt Butanol transport by diffusion Butanol [e] <==> Butanol [c] 
BUTKr butyrate kinase ADP + Butanoyl phosphate --> ATP + Butyrate 
BUTt butyrate transport (diffusion) Butyrate [e] <==> Butyrate [c] 
ECOAH1 3-hydroxyacyl-CoA dehydratase (S)-3-Hydroxybutanoyl-CoA --> Crotonoyl-CoA + 
H2O 
FDH7 Formate Dehydrogenase(Ferredoxin 
dependent) 
CO2 + Ferredoxin (reduced form 4:2)+ H <==> 
Ferredoxin (oxidized form 4:2) + Formate 
FRNDPR2r ferredoxin:NAPD reductase Ferredoxin (reduced form 4:2) + H + NADH + 
2NADP <==> Ferredoxin (oxidized form 4:2) + 
NAD + 2NADPH 
FTHFLi formate-tetrahydrofolate ligase ATP + Formate + 5,6,7,8-Tetrahydrofolate --> 
10-Formyltetrahydrofolate + ADP + Phosphate 
GLUDy glutamate dehydrogenase (NADP) L-Glutamate + H2O + NADP <==> 2-
Oxoglutarate + H + NADPH + Ammonium 
GLYCDx Glycerol dehydrogenase Glycerol + NAD --> Dihydroxyacetone + H + 
NADH 
HACD1 3-hydroxyacyl-CoA dehydrogenase 
(acetoacetyl-CoA) 
Acetoacetyl-CoA + H + NADH --> (S)-3-
Hydroxybutanoyl-CoA + NAD 
LDH_D D-lactate dehydrogenase Pyruvate + H + NADH --> D-Lactate + NAD 
ME2 malic enzyme (NADP) L-Malate + NADP --> CO2 + NADPH + Pyruvate 
PBUTT phosphate butyryltransferase Butanoyl-CoA + Phosphate --> Butanoyl 
phosphate + Coenzyme A 
PIt2r phosphate reversible transport via 
symport 
H[e] + Phosphate[e] <==> H[c] + Phosphate[c] 
PPDK Pyruvate,phosphate dikinase ATP + Phosphate + Pyruvate --> AMP + H + 
Phosphoenolpyruvate + Diphosphate 
PTAr phosphotransacetylase Acetyl-CoA + Phosphate --> Acetyl phosphate + 
Coenzyme A 
PSP_L phosphoserine phosphatase (L-
serine) 
H2O + O-Phospho-L-serine --> Phosphate + L-
Serine 
RNF Ferredoxin:NAD oxidoreductase (2 
protons translocation) 
Ferredoxin (reduced form 4:2)[c] + 3H[c] + 
NAD[c] <==> Ferredoxin (oxidized form 4:2)[c] + 
2H[e] + NADH[c] 
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THRAr Threonine Aldolase L-Threonine <==> Acetaldehyde + Glycine 
TRPt2r L-tryptophan reversible transport via 
proton symport 
He] + L-Tryptophan[e] <==> H[c] + L-
Tryptophan[c] 
 
If two deletions were allowed, OptKnock combined the ACKr deletion with elimination 
of the acetaldehyde dehydrogenase (ACALD) catalyzed reaction (see Table 4.2). Compared to a 
single deletion, a small incremental increase of 10% in ethanol flux was accompanied by a large 
incremental decrease of 58% in growth rate. Elimination of the ACALD reaction resulted in the 
activation of an alternative pathway for acetaldehyde synthesis: acetyl-CoA  citrate  acetate 
 acetaldehyde. Acetaldehyde is a precursor for ethanol production which could be produced 
in two ways: directly from acetyl-CoA by ACALD as in the single-deletion pathway or from 
acetate by AOR as in the double-deletion pathway. ACALD uses NADH and AOR uses ferredoxin 
as reducing equivalents. The use of ferredoxin instead of NADH was predicted to reduce the 
amount of ATP that could be produced through the RNF/ATPase complex (referred to RNF and 
ATPS4r in Table 4.2). Therefore, the double-deletion pathway produced a much lower growth 
rate than the single-knockout pathway but was able to divert flux to ethanol. If three deletions 
were allowed, OptKnock combined the ACKr and ACALD deletions with elimination of the NADP-
dependent glutamate dehydrogenase (GLUDy) reaction (see Table 4.2). Compared to the two 
deletion strategy, negligible changes in the growth rate and ethanol flux were observed, 
indicating an unimportant role for GLUDy. Similarly, the four deletion strategy did not improve 
ethanol flux. We ran OptKnock for 1-4 deletions over a range of CO and H2 uptake rates and 
found that the deleted reactions did not change with the uptake rates (results not shown).  
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Figure 4.1. Effect of liquid velocity on ethanol productivity (left) and syngas CO mole fraction on 
ethanol titer (right) predicted with the bubble column model for the single deletion mutant 
(solid line), the double deletion mutant (dash-dotted line) and the wild-type strain (dashed line). 
We compared the ethanol production performance of the four in silico mutants in Table 
4.1 to the wild-type strain using our syngas bubble column model. The mutants with 2, 3 and 4 
deletions performed similarly, so results are shown only for the wild-type strain, the single 
deletion mutant and the double deletion mutant (Figure 4.1). Because the wild-type and mutant 
strains had different growth rates, steady-state ethanol productivities (kg/h) were compared as 
a function of the liquid phase velocity in the column.  Here the nominal feed gas composition of 
60% CO and 40% H2 was used. The wild-type strain (dashed lines) exhibited a maximum ethanol 
productivity of 30 kg/h at a liquid velocity of 0.20 m/h. At this optimal velocity, the wild-type 
strain was predicted to produce an ethanol titer of 30 g/L, an acetate concentration of 55 g/L 
and a biomass concentration of 17 g/L. While our model accounted for the toxic effects of 
ethanol and acetate, the high byproduct concentrations predicted suggested that these 
inhibitory effects were underestimated. Washout of the wild-type strain was predicted at a 
liquid velocity of 0.5 m/h.  
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The single deletion mutant (solid lines) exhibited a higher maximum ethanol 
productivity of 49 kg/h at a lower liquid velocity of 0.15 m/h. At this velocity, the mutant 
produced an ethanol titer of 66 g/L and a biomass concentration of 10 g/L with no acetate 
synthesis. Therefore, the reduced growth rate of the mutant was more than compensated by its 
substantially increased ethanol flux. The mutant exhibited washout at a liquid velocity of 0.37 
m/h.  No other metabolic byproducts such as lactate and 2,3-butanediol were produced by 
either strain under any conditions. These simulation results suggested that the single deletion 
mutant could have better performance than the wild-type strain under realistic fermentation 
conditions. By contrast, the double deletion mutant (dash-dotted line) performed very poorly 
because its reduced growth was not adequately compensated by increased ethanol synthesis. 
This mutant exhibited a maximum ethanol productivity of 5 kg/h at the liquid velocity of 0.10 
m/h. At this velocity, this mutant produce only 11 g/L ethanol and 0.9 g/L biomass as well as 19 
g/L lactate.  
To investigate robustness of the wild-type and single deletion strains, we performed 
bubble column simulations for different syngas feed compositions ranging from 40% CO and 
60% H2 to 80% CO and 20% H2. Here the liquid velocity was fixed at the optimal value for each 
strain:  0.20 m/h for wild-type strain and 0.15 m/h for the single deletion mutant. The wild-type 
strain (dashed lines) was predicted to be sensitive to the gas composition, with the ethanol 
concentration decreasing rapidly and the acetate concentration increasing as the CO mole 
fraction was increased. By contrast, the single deletion mutant (solid lines) exhibited good 
robustness with the ethanol titer remaining above 63 g/L and no acetate produced for all feed 
compositions studied. Therefore, the single deletion mutant strain offered high ethanol 
production as well as no acetate synthesis, which would simplify ethanol recovery, and 
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robustness to the feed composition, which would allow good performance even for H2 lean 
syngas feeds. 
4.3.3 Lactate Production 
Lactate is a valuable product in the food, pharmaceutical and cosmetic industries as a 
general purpose ingredient and as a precursor for small molecules (e.g. propylene glycol) and 
polymers (e.g. acrylic polymers) [76, 77]. Existing microbial technologies for large-scale lactate 
production include monosaccharides and disaccharides based and polymeric substrates based 
processes [76]. C. ljungdahlii possesses the native metabolic pathways required for lactate 
synthesis, but only trace amounts of lactate (~0.01 g/L)  have been observed in experiments 
[40]. The C. ljungdahlii metabolic reconstruction representing the wild-type strain did not 
produce lactate when FBA was performed over a wide range of CO and H2 uptake rates. 
Therefore, we used OptKnock to determine reaction deletions that would result in lactate 
synthesis. 
If allowed only a single deletion was allowed, OptKnock was unable to find any reaction 
that could be eliminated to produce lactate (Table 4.3). For two deletions, OptKnock returned 
the same two reactions that were eliminated to overproduce ethanol; namely the ACKr and 
ACALD catalyzed reactions (Table 4.3; option 1). These results demonstrated the existence of 
alternative optima as the two engineered metabolic networks produced the same growth rate 
but different flux distributions [78, 79]. One flux distribution was characterized by only ethanol 
synthesis (Table 4.1), while the other distribution was characterized by only lactate synthesis 
(Table 4.3). The existence of such alternative optima was attributable to the incomplete nature 
of the network as well as lack of regulation in the model. The actual product distribution 
obtained would have to be determined by experimentally testing the double deletion mutant. 
Since ethanol has been most commonly observed in experiments with the wild-type strain [80, 
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81], we assumed that the two deletions were more likely to result in ethanol overproduction 
than lactate production. 
Table 4.3. OptKnock derived reaction deletion strategies to maximize lactate synthesis 
Number of 
deletions 
Enzymes for the deleted reactions vlactate  
(mmol/gDW/h) 
𝝁 
(1/h) 
0 -    0 0.202 
1 FDH7    0 0.202 
2 (option 1) ACKr ACALD   10.856 0.0559 
2 (option 2) ABTA THRAr   0 0.202 
3 ACKr ALCD2x ALCD2yi  10.847 0.0560 
4 ACKr ALCD2x ALCD2yi GLUDy 10.909 0.0518 
 
To generate an alternative double deletion mutant, OptKnock was rerun with the ACALD 
reaction excluded from the set of possible deletions. In this case, OptKnock returned the ABTA 
and THRAr reactions for elimination but no lactate was produced (Table 4.3, option 2). When 
three deletions were allowed, lactate was produced by eliminating the ACKr, ALCD2x and 
ALCD2y reactions. By deleting these three reactions responsible for ethanol and acetate 
synthesis, an in silico mutant that produced only lactate was identified. The mutant was 
predicted to have substantially reduced growth compared to the wild-type strain due to loss of 
ATP production. When four deletions were allowed, OptKnock added deletion of the GLUDy 
catalyzed reaction to the ACKr, ALCD2x and ALCD2y reactions to produce an in silico mutant 
with a negligible increase in lactate flux and a negligible decrease in growth rate.  
The bubble column model was used to further evaluate the in silico mutant with ACKr, 
ALCD2x and ALCD2y reactions eliminated (Figure 4.2). At an optimal liquid velocity of 0.1 m/h, 
the triple deletion mutant was predicted to have a lactate productivity of 15 kg/h and a lactate 
titer of 30 g/L despite a very low biomass concentration of 0.9 g/L.  Due to its very low growth 
rate, the mutant was predicted to washout at a liquid velocity of 0.24 m/h. Varying the syngas 
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feed composition from 40% CO/60% H2 to 80% CO/20% H2 at the optimal liquid velocity of 0.1 
m/h had only a small effect on the lactate titer and biomass concentration (Figure 4.2), 
suggesting that the mutant was robust to the syngas source. 
 
Figure 4.2. Effect of liquid velocity on lactate productivity (left) and syngas CO mole fraction on 
lactate titer (right) predicted with the bubble column model for the triple deletion mutant. 
4.3.4 2,3-butanediol Production 
2,3-butanediol (2,3-BD) is an important commodity chemical used for various industrial 
applications, including the production of the solvent gamma-butyrolactone (GBL) and the 
synthetic rubber polybutadiene [82, 83]. While sugar based platforms for 2,3-BD production 
have been developed [82], syngas based technologies offer the potential for lower costs and less 
environmental impact. Similar to lactate, only small amounts of 2,3-BD (~0.2 g/L) have been 
observed in C. ljungdahlii fermentation experiments [40]. When FBA was performed over a 
range of CO and H2 uptake rates, the C. ljungdahlii reconstruction did not produce any 2,3-BD. 
Therefore, we sought reaction deletions that would result in appreciable 2,3-BD synthesis. If 
allowed only 1 or 2 deletions, OptKnock was unable to find any reactions that could be 
eliminated to produce 2,3-BD (Table 4.4). 
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If three deletions were allowed, OptKnock predicted that elimination of the ALCD2x, 
FRNDPR2r and ME2 catalyzed reactions would result in mixed fermentation products consisting 
of some 2,3-BD but mostly acetate and ethanol (Table 4.4). The three deleted reactions 
corresponded to NADH-dependent ethanol dehydrogenase (ALCD2x), ferredoxin NADP 
reductase (FRNDPR2r) and NADP-dependent malic enzyme (ME2). Deletion of the ALCD2x and 
FRNDPR2r reactions recovered the cofactor NADH, which was used to drive the 2,3-BD synthesis 
reaction: acetoin + H + NADH  2,3-BD + NAD. Deletion of the ME2 reaction blocked the cycle 
involving pyruvate, L-malate and oxaloacetate so that pyruvate could be used to produce 
acetolactate for 2,3-BD synthesis: pyruvate  acetolactate  acetoin  2,3-BD (see Figure 1.3). 
The enzyme FRNDPR2r has a similar function as the RNF complex (see Table 4.2 for the reaction 
formula), which has been shown experimentally to be essential for C. ljungdahlii autotropic 
growth [65, 84]. The C. ljungdahlii metabolic reconstruction also predicts the RNF complex to be 
essential for growth (result not shown). While FRNDPR2r is used for energy generation in both C. 
ljungdahlii [24] and C. autoethanogenum [46], there is no evidence that FRNDPR2r is essential 
for C. ljungdahlii growth. 
Table 4.4. OptKnock derived reaction deletion strategies to maximize 2,3-BD synthesis 
Number of 
deletions 
Enzymes for the deleted reactions v2,3-BD 
(mmol/gDW/h) 
𝝁 
(1/h) 
vacetate  
(mmol/gDW/h) 
vethanol 
(mmol/gDW/h) 
0 -    0 0.202 7.09 6.02 
1 TRPt2r    0 0.202 7.09 6.02 
2 GLYCDx PPDK   0 0.201 7.09 6.02 
3 ALCD2x FRNDPR2r ME2  0.536 0.175 7.21 5.41 
4 ALCD2x FRNDPR2r ACKr LDH_D 1.99 0.076 0 9.22 
 
If four deletions were allowed, OptKnock eliminated the ALCD2x, FRNDPR2r, ACKr and 
LDH_D catalyzed reactions to produce a mixed fermentation product consisting of 2,3-BD and 
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ethanol. Compared to the triple deletion mutant, the 2,3-BD flux was substantially increased by 
271% while the growth rate was decreased by 57%. As before, deletion of the ALCD2x reactions 
recovered the cofactor NADH for 2,3-BD synthesis, while deletion of the ACKr reaction blocked 
acetate synthesis. Elimination of the LDH_D reaction blocked the conversion from pyruvate to 
lactate so that pyruvate could be used for 2,3-BD synthesis. 
Due to their different growth rate and 2,3-BD synthesis tradeoffs, we further evaluated 
the effectiveness of the triple and quadruple deletion mutants with bubble column simulations 
(Figure 4.3). For the triple deletion mutant (dashed line), the optimal liquid velocity was 0.25 
m/h, where the model predicted that the 2,3-BD productivity was 3.5 kg/h, the 2,3-BD titer was 
2.8 g/L, the ethanol titer was 17 g/L, the acetate concentration was 34 g/L and the biomass 
concentration was 10 g/L. In comparison, the quadruple deletion mutant (solid line) exhibited a 
maximum 2,3-BD productivity of 6.8 kg/h at its optimal liquid velocity of 0.15 m/h, where the 
2,3-BD titer was 9 g/L, the ethanol titer was 21 g/L and the biomass concentration was 2.5 g/L. 
For maximization of 2,3-BD production, the quadruple deletion mutant was predicted to 
perform better than the triple deletion mutant. When evaluated for syngas feed compositions in 
the range 40% CO/60% H2 to 80% CO/20% H2, the quadruple deletion mutant was predicted to 
produce appreciable 2,3-BD levels over the entire composition range (Figure 4.3). 
 
 60 
Figure 4.3. Effect of liquid velocity on 2,3-BD productivity (left) and syngas CO mole fraction on 
2,3-BD titer (right) predicted with the bubble column model for the triple deletion mutant 
(dashed line) and the quadruple deletion mutant (solid line). 
4.3.5 Butanol Production 
Butanol is an important next generation biofuel that offers superior properties 
compared to ethanol, including a lower vapor pressure and higher energy content [41]. 
However, current fermentation technologies to produce butanol depend on substrates such as 
starch and sugars [85], which are expensive and compete with food usage [86]. Genetic 
engineering of anaerobic bacteria such as C. ljungdahlii to convert syngas into butanol is a 
promising alternative. Low butanol levels (0.15 g/L) have been achieved experimentally by 
expressing butanol biosynthetic genes from C. acetobutylicum into C. ljungdahlii [3] (Table 1.1). 
Using the genome-scale reconstruction and OptKnock, we computationally explored C. 
ljungdahlii metabolic engineering for butanol production. First, the biosynthetic pathway from 
acetyl-CoA to butanol was added to the model by activating the reactions catalyzed by ACACT1r, 
ACOAD1z, HACD1, ECOAH1, BTCOARx and ALCD4 as well as the transport reaction BTOHt (see 
Table 4.2). These reactions were activated by simply relaxing their upper flux bounds, which 
were zero in the original reconstruction for the wild-type strain. Then OptKnock was used to 
determine reaction deletions for butanol production. 
Table 4.5. OptKnock derived reaction deletion strategies to maximize butanol synthesis 
Number of 
deletions 
Enzymes for the deleted reactions vbutanol 
(mmol/gDW/h) 
𝝁 
(1/h) 
0 -    0 0.202 
1 FTHFLi    0 0.202 
2 ACKr FRNDPR2r   5.88 0.142 
3 ACKr FRNDPR2r GLUDy  5.96 0.132 
4 ACKr FRNDPR2r GLUDy PIt2r 5.97 0.131 
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In the absence of targeted deletions, the model predicted that incorporation of the 
seven aforementioned reactions was not sufficient for butanol production (Table 4.5). 
Moreover, OptKnock was unable to determine any single reaction deletion that resulted in 
butanol synthesis. When allowed two deletions, OptKnock predicted that removal of the ACKr 
and FRNDPR2r catalyzed reactions resulted in high butanol flux with only 30% reduction of the 
growth rate compared with the wild-type strain. Deletion of the ACKr reaction blocked the 
acetate synthesis pathway, while deletion of the FRNDPR2r reaction recovered NADH required 
for butanol synthesis: butanal + H + NADH  butanol + NAD (see Table 4.2).  For three 
deletions, OptKnock included the GLUDy catalyzed reaction with the other two deleted 
reactions. This mutant was predicted to have a slightly increased butanol flux (1.4%) but an 
appreciably decreased growth rate (-7.0%) compared to the double deletion mutant. OptKnock 
predicted that the addition of a fourth deleted reaction would have little effect on the butanol 
flux and the growth rate. 
When incorporated in the syngas bubble column model, the double deletion mutant 
produced butanol as the only byproduct (Figure 4.4). A maximum butanol productivity of 54 
kg/h was predicted to be achieved at a liquid velocity of 0.15 m/h, where the butanol titer was 
72 g/L and the biomass concentration was 15 g/L. When the liquid velocity was fixed at 0.15 
m/h, butanol production was predicted to be reasonably insensitive to the syngas feed 
composition (Figure 4.4). While such high butanol titers are unlikely to be achieved in practice 
due to their inhibitory effects, the simulations revealed that the promising butanol synthesis 
capabilities of the double deletion mutant predicted with FBA were preserved under bubble 
column operating conditions. 
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Figure 4.4. Effect of liquid velocity on butanol productivity (left) and syngas CO mole fraction on 
butanol titer (right) predicted with the bubble column model for the double deletion mutant 
with inserted butanol biosynthesis pathway. 
4.3.6 Butyrate Production 
Butyrate is a valuable bulk chemical that can be utilized as food supplement [87] and as 
a precursor to cellulose acetate butyrate, a thermoplastic with a wide range of applications [88]. 
While microbial technologies exist to convert sugars to butyrate [42], the development of 
alternative technologies that utilize syngas as a feedstock would be beneficial. An engineered C. 
ljungdahlii mutant has been shown experimentally to produce low butyrate titers (<2 g/L) from 
CO2 and H2 [44]. We sought alternative metabolic engineering strategies for butyrate production 
with C. ljungdahlii through computational analysis. First, the biosynthetic reactions catalyzed by 
ACACT1r, ACOAD1z, HACD1, ECOAH1, PBUTT and BUTKr and the transport reaction BUTt (see 
Table 4.2) were activated in the genome-scale reconstruction by relaxing their upper flux 
bounds to allow butyrate synthesis. 
Table 4.6. OptKnock derived reaction deletion strategies to maximize butyrate synthesis 
Number of 
deletions 
Enzymes for the deleted reactions vbutyrate 
(mmol/gDW/h) 
𝝁 
(1/h) 
0 -    0 0.202 
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1 ACKr    6.64 0.183 
2 ACKr FRNDPR2r   6.79 0.168 
3 ACKr FRNDPR2r GLUDy  6.91 0.157 
4 ACKr FRNDPR2r GLUDy PIt2r 6.92 0.155 
 
Insertion of the butyrate synthesis pathway alone was not sufficient to achieve butyrate 
flux (Table 4.6). OptKnock predicted that deletion of the acetate synthesis reaction catalyzed by 
ACKr resulted in a high butyrate flux with only a 9% reduction in growth rate. When allowed two 
deletions, OptKnock added deletion of the FRNDPR2r catalyzed reaction to achieve a small 
increase (2.3%) in butyrate flux at the expense of a relatively large decrease in the growth rate (-
8.2%) compared to the single deletion mutant. In silico mutants with three and four deletions 
offered no advantages compared to the single deletion mutant. Unlike butanol synthesis (see 
Table 4.5), deletion of the FRNDPR2r reaction was not necessary for butyrate synthesis because 
the BUTKr reaction generated ATP for cellular growth. 
When evaluated using the syngas bubble column model, the single deletion mutant was 
predicted to produce butyrate as the only byproduct (Figure 4.5). A maximum butyrate 
production of 74 kg/h was obtained for a liquid velocity of 0.2 m/h, where the butyrate titer was 
74 g/L and the biomass concentration was 17 g/L (Figure 4.5). As before, the performance of this 
mutant was predicted to be insensitive to the syngas feed composition.  Although such high 
butyrate titers are unlikely to be achieved in practice, the simulations demonstrate the 
promising performance of the single deletion mutant. Due to its reduced growth rate, the 
double deletion mutant was predicted to have inferior butyrate production capabilities over a 
range of liquid velocities and syngas compositions (results not shown).  
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Figure 4.5. Effect of liquid velocity on butyrate productivity (left) and syngas CO mole fraction on 
butyrate titer (right) predicted with the bubble column model for the single deletion mutant 
with inserted butyrate biosynthesis pathway. 
The OptKnock derived single deletion mutant is similar to the C. ljungdahlii mutant 
shown experimentally to produce low butyrate titers (<2 g/L) from CO2 and H2 [44]. Both 
mutants rely on insertion of butyrate synthesis pathway and knockout of acetate synthesis 
(ACKr in simulation and PTAr in experiment). The experimentally tested mutant also had a 
second deletion to eliminate ethanol synthesis, which has not predicted in our simulations, and 
a third deletion of the CoA transferase catalyzed reaction that converts butyrate to butyryl-CoA, 
which is not contained in the genome scale model. Because the triple deletion mutant was 
tested under very different fermentation conditions than our in silico single deletion mutant, the 
experimental and computational results are not directly comparable. However, the similarity of 
these two mutants points to the utility of OptKnock for identifying promising C. ljungdahlii 
mutants. 
4.4 Conclusions 
I computationally developed and evaluated metabolic engineering strategies for the 
anaerobic bacterium Clostridium ljungdahlii to convert synthesis gas (CO and H2 mixtures) to 
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valuable native and non-native metabolic byproducts. The proposed framework involved a two-
step process: (1) reaction deletion strategies for redirecting flux towards the desired product 
were determined by applying the OptKnock method [63] to a genome-scale metabolic 
reconstruction of C. ljungdahlii metabolism [24]; and (2) the in silico mutants were evaluated 
using a spatiotemporal metabolic model of an industrially relevant bubble column reactor [62] 
that explicitly accounted for the tradeoffs between increased product synthesis rates and 
reduced growth rates predicted for all engineered mutants. Table 4.7 summarizes the results 
obtained for the native products ethanol, lactate and 2,3-butanediol and the non-native 
products butanol and butyrate in terms of the reactions inserted for the synthesis of non-native 
products, the reactions deleted by OptKnock to maximize product synthesis, the genes 
associated with the inserted/deleted reactions and the maximum productivities predicted for 
each mutant using the bubble column model. The detailed reaction associated with each 
enzyme is shown in Table 4.2. The native product 2,3-butanediol was predicted to be the most 
difficult metabolite to synthesize due to its high NADH demand and relatively low yield. 
Table 4.7. Summary of in silico metabolic engineering strategies for C. ljundahlii conversion of 
syngas into targeted products 
Target 
product 
Strategy Enzymes for the 
inserted and deleted 
reactions 
Genes for the inserted and 
deleted reactions 
Predicted 
maximum 
productivity 
Ethanol Deletion ACKr CLJU_c12780 49 kg/h 
Lactate Deletion ACKr, ALCD2x, ALCD2yi CLJU_c12780, CLJU_c11880, 
CLJU_c16510, CLJU_c16520, 
CLJU_c24860 
15 kg/h 
2,3-BD Deletion ALCD2x, FRNDPR2r, 
ACKr, LDH_D 
CLJU_c11880, CLJU_c16510, 
CLJU_c16520, CLJU_c37240, 
CLJU_c12780, CLJU_c32190 
6.8 kg/h 
Butanol Insertion ACACT1r, ACOAD1z, 
HACD1, ECOAH1, 
BTCOARx, ALCD4, 
BTOHt 
thlA, crt, hbd, bcd, adhE, 
bdhA, etfA/B from C. 
acetobutylicum [43] 
54 kg/h 
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Deletion ACKr, FRNDPR2r CLJU_c12780, CLJU_c37240 
Butyrate Insertion ACACT1r, ACOAD1z, 
HACD1, ECOAH1, 
PBUTT, BUTKr, BUTt 
thlA, crt, hbd, bcd, ptb, buk, 
etfA/B cfrom C. 
acetobutylicum [44] 
74 kg/h 
Deletion ACKr CLJU_c12780 
 
All results reported in this chapter were computationally derived through in silico 
analyses with the metabolic reconstruction and the bubble column model which incorporated 
the reconstruction. Therefore, the model predictions should be interpreted as qualitative and 
experimental testing will be necessary to validate the in silico results. Such validation studies are 
now possible given the C. ljungdahlii genetic engineering tools already available [43, 44]. As new 
tools are developed, the in silico results reported in this paper can be used to guide 
experimental designs aimed at engineering C. ljungdahlii for different applications. The results in 
this chapter have been published at Metabolic Engineering in 2016 [37]. 
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CHAPTER 5 
EXPERIMENTAL TESTING OF A SPATIOTEMPORAL METABOLIC MODEL FOR CARBON 
MONOXIDE FERMENTATION WITH CLOSTRIDIUM AUTOETHANOGENUM 
5.1. Introduction 
This chapter was based on the following: (1) the experimental studies which I performed 
at our industrial collaborator LanzaTech Inc. and (2) the simulation works of the experimental 
system. Other than C. ljungdahlii, the microorganism studied in this chapter is C. 
autoethanogenum, another acetogenic anaerobic bacterium, which has been found to be 
effective and robust in fermenting CO into ethanol and acetate through the Wood-Ljungdahi 
pathway [12, 16, 89-93]. Using an iterative selection process, researchers at LanzaTech 
developed an improved strain of C. autoethanogenum [94, 95] which provides a substantially 
increased biofuel yield [95]. In the remainder of the chapter, the bubble column reactor model 
is first described with an emphasis on novel features compared to our previous chapters. Then 
the experimental data obtained at three different feed gas flow rates and the three steady-state 
operating points used for model testing are discussed. Finally, model-data comparisons are 
presented along with a discussion of the key model features needed to obtain satisfactory 
predictions over a range of gas flow rates.  
5.2. Methods 
5.2.1 Fermentation Process Modeling 
The spatiotemporal metabolic modeling framework previously developed by UMass [62, 
65] was used to formulate a bubble column model for CO fermentation with C. 
autoethanogenum as the microbial catalyst. The model accounted for CO and CO2 gas-liquid 
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mass transfer, cellular consumption of CO and CO2, and cellular production of biomass, ethanol, 
acetate, 2,3-butanediol, lactate and CO2. The bubble column reactor configuration used for 
modeling and experiments is depicted in Figure 5.1. The gas and liquid streams flowed counter 
currently with gas and liquid introduced into the bottom and top of the column, respectively. 
The liquid stream removed from the bottom was split into the product stream and a recycle 
stream to which fresh media was added. The gas feed stream consisted of CO and CO2 as carbon 
sources and N2 as an inert component. As discussed in previous publications [62, 65], the model 
equations were formulated assuming gas phase transport involved only convection while liquid 
phase transport involved convection and axial dispersion. This simple representation allowed 
gas-liquid mass transfer coefficients, gas and liquid velocities, and gas and liquid volume 
fractions to be treated as constant across the column. Furthermore, liquid-phase concentrations 
were assumed to be independent of column position due to the low reaction rates compared 
with high convective mass transfer caused by the high liquid recycle rate. 
 
Figure 5.1. Schematic diagram of the bubble column reactor. 
For dissolved CO, the mass balance had the form of a reaction-convection-dispersion 
equation, 
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𝜕𝑐𝑙,𝐶𝑂(𝑧,𝑡)
𝜕𝑡
= 𝑣𝐶𝑂𝑐𝑋 +
 𝑘𝐿𝑎𝐶𝑂(𝑐𝑙.𝐶𝑂
∗ −𝑐𝑙.𝐶𝑂)
𝜀𝑙
−
𝑢𝑙
𝜀𝑙
𝜕𝑐𝑙,𝐶𝑂
𝜕𝑧
+ 𝐷𝑙
𝜕2𝑐𝑙,𝐶𝑂
𝜕𝑧2
 (5.1) 
𝑢𝑙𝑐𝑙,𝐶𝑂(𝐻, 𝑡) − 𝜀𝑙𝐷𝑙
𝜕𝑐𝑙,𝐶𝑂
𝜕𝑧
(𝐻, 𝑡) = 𝑢𝑙𝑐𝑙,𝐶𝑂(0, 𝑡)𝑄𝑅/(𝑄𝑅 + 𝑄𝑀) ,  
𝜕𝑐𝑙,𝐶𝑂
𝜕𝑧
(0, 𝑡) = 0, 𝑐𝑙,𝐶𝑂(𝑧, 0) =
𝑐𝑙0,𝐶𝑂 
where: 𝑐𝑙,𝐶𝑂 and 𝑐𝑙.𝐶𝑂
∗  represent the CO concentration and the CO saturation concentration, 
respectively, in the liquid phase (mmol/L);  𝑣𝑐𝑜 is the CO uptake rate (mmol/gDW/h) which is a 
function of CO concentration based on the kinetic model equation (see Equation 5.10); 𝑐𝑋 is 
biomass concentration (g/L);  𝑘𝐿𝑎𝐶𝑂 is CO volumetric mass transfer coefficient (1/h); 𝜀𝑙  is the 
liquid phase volume fraction;  𝑢𝑙 is liquid superficial velocity (m/h), which is calculated from the 
liquid recycle flow rate and represents the mass transfer by advection; 𝐷𝑙 is the dispersion 
coefficient (m2/h); and 𝑧 represents the position in the column (m), which takes values from 0 to 
H. A Danckwerts boundary condition was imposed at the top of the reactor (z = H) due to the 
introduction of liquid, while a zero slope boundary condition was applied at the bottom (z = 0) 
of the reactor. Here 𝑄𝑅 and 𝑄𝑀 are the liquid recycle rate (L/h) and the media feeding rate (L/h), 
respectively. The initial dissolved CO concentration 𝑐𝑙0,𝐶𝑂 (mmol/L) was calculated from the 
initial CO gas phase concentration using Henry’s law. The dissolved CO2 mass balance had an 
analogous form, 
 
𝜕𝑐𝑙,𝐶𝑂2(𝑧,𝑡)
𝜕𝑡
= 𝑣𝐶𝑂2𝑐𝑋 +
 𝑘𝐿𝑎𝐶𝑂2(𝑐𝑙.𝐶𝑂2
∗ −𝑐𝑙.𝐶𝑂2)
𝜀𝑙
−
𝑢𝑙
𝜀𝑙
𝜕𝑐𝑙,𝐶𝑂2
𝜕𝑧
+ 𝐷𝑙
𝜕2𝑐𝑙,𝐶𝑂2
𝜕𝑧2
 (5.2) 
𝑢𝑙𝑐𝑙,𝐶𝑂2(𝐻, 𝑡) − 𝜀𝑙𝐷𝑙
𝜕𝑐𝑙,𝐶𝑂2
𝜕𝑧
(ℎ𝐻, 𝑡) = 𝑢𝑙𝑐𝑙,𝐶𝑂2(0, 𝑡)𝑄𝑅/(𝑄𝑅 + 𝑄𝑀) , 
𝜕𝑐𝑙,𝐶𝑂2
𝜕𝑧
(0, 𝑡) = 0 , 
𝑐𝑙,𝐶𝑂2(𝑧, 0) = 𝑐𝑙0,𝐶𝑂2 
For gas-phase CO and CO2, the mass balances had the form, 
 
𝜕𝑐𝑔,𝐶𝑂(𝑧,𝑡)
𝜕𝑡
=
− 𝑘𝐿𝑎𝐶𝑂(𝑐𝑙,𝐶𝑂
∗ −𝑐𝑙,𝐶𝑂)
𝜀𝑔
−
𝑢𝑔
𝜀𝑔
𝜕𝑐𝑔,𝐶𝑂
𝜕𝑧
 (5.3) 
𝑐𝑔,𝐶𝑂(0, 𝑡) = 𝑐𝑔𝑓,𝐶𝑂,  𝑐𝑔,𝐶𝑂(𝑧, 0) = 𝑐𝑔0,𝐶𝑂 =
𝑃𝐶𝑂(𝑧)
𝑅𝑇
= 𝑦𝐶𝑂
𝑃0+𝜌𝑔(𝐻−𝑧)𝜀𝑙
𝑅𝑇
 
 
𝜕𝑐𝑔,𝐶𝑂2(𝑧,𝑡)
𝜕𝑡
=
−𝑘𝐿𝑎𝐶𝑂2(𝑐𝑙,𝐶𝑂2
∗ −𝑐𝑙,𝐶𝑂2)
𝜀𝑔
−
𝑢𝑔
𝜀𝑔
𝜕𝑐𝑔,𝐶𝑂2
𝜕𝑧
 (5.4) 
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𝑐𝑔,𝐶𝑂2(0, 𝑡) = 𝑐𝑔𝑓,𝐶𝑂2,  𝑐𝑔,𝐶𝑂2(𝑧, 0) = 𝑐𝑔0,𝐶𝑂2 =
𝑃𝐶𝑂2(𝑧)
𝑅𝑇
= 𝑦𝐶𝑂2
𝑃0+𝜌𝑔(𝐻−𝑧)𝜀𝑙
𝑅𝑇
 
where: 𝑐𝑔,𝐶𝑂 and 𝑐𝑔,𝐶𝑂2 are the gas phase concentrations (mmol/L) of CO and CO2; 𝜀𝑔 is termed 
the gas holdup which is the gas phase volume fraction, where 𝜀𝑔 + 𝜀𝑙 = 1; 𝑢𝑔 is the gas 
superficial velocity (m/h); the partial pressures PCO and PCO2 were calculated using the mole 
fraction (𝑦𝐶𝑂  and 𝑦𝐶𝑂2 ) of gas phase CO and CO2; 𝑐𝑔𝑓,𝐶𝑂  and 𝑐𝑔𝑓,𝐶𝑂2 are the CO and CO2 
concentrations (mmol/L) in the feed gas, which were calculated from the partial pressures PCO 
and PCO2 of the feed stream using the ideal gas law; and 𝑐𝑔0,𝐶𝑂 and 𝑐𝑔0,𝐶𝑂2 are the initial gas 
concentration (mmol/L) at different column positions, which were calculated with the ideal gas 
law using the partial pressures that varied with position. 
The liquid-phase mass balances were formulated under the assumption that the liquid 
phase was well mixed due to high recycle rates: 
 
𝑑𝑐𝑋
𝑑𝑡
= 𝜇𝑐𝑋 − 𝐷𝑐𝑋 (5.5) 
𝑐𝑋(0) = 𝑐𝑋0 
 
𝑑𝑐𝐴
𝑑𝑡
= 𝑀𝐴𝑣𝐴𝑐𝑋 − 𝐷𝑐𝐴 (5.6) 
𝑐𝐴(0) = 𝑐𝐴0 
 
𝑑𝑐𝐸
𝑑𝑡
= 𝑀𝐸𝑣𝐸𝑐𝑋 − 𝐷𝑐𝐸 (5.7) 
𝑐𝐸(0) = 𝑐𝐸0 
 
𝑑𝑐𝐵𝐷
𝑑𝑡
= 𝑀𝐵𝐷𝑣𝐵𝐷𝑐𝑋 − 𝐷𝑐𝐵𝐷 (5.8) 
𝑐𝐵𝐷(0) = 𝑐𝐵𝐷0 
 
𝑑𝑐𝐿𝑎𝑐
𝑑𝑡
= 𝑀𝐿𝑎𝑐𝑣𝐿𝑎𝑐𝑐𝑋 − 𝐷𝑐𝐿𝑎𝑐 (5.9) 
𝑐𝐿𝑎𝑐(0) = 𝑐𝐿𝑎𝑐0 
where: 𝑐𝑋, 𝑐𝐴, 𝑐𝐸, 𝑐𝐵𝐷 and 𝑐𝐿𝑎𝑐 are the concentrations (g/L) of biomass, acetate, ethanol, 2,3-
butanediol and lactate respectively; 𝜇 is the specific cell growth rate (1/h); 𝑣𝐴, 𝑣𝐸, 𝑣𝐵𝐷 and 𝑣𝐿𝑎𝑐 
are specific production rates (mmol/gDW/h) calculated from the GEM FBA problem; 𝑀𝐴, 𝑀𝐸, 
𝑀𝐵𝐷  and 𝑀𝐿𝑎𝑐  are molecular weights (g/mmol); 𝐷  is the dilution rate (1/h), which was 
calculated from the media feeding rate; and 𝑐𝑋0 , 𝑐𝐴0 , 𝑐𝐸0 , 𝑐𝐵𝐷0  and 𝑐𝐿𝑎𝑐0  are initial 
concentrations (mmol/L) in the reactor. 
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A lower bound on the CO consumption rate 𝑣𝐶𝑂 for the FBA problem was determined 
from a Monod kinetic equation with substrate inhibition [19]: 
 𝑣𝐶𝑂 = −
𝑣𝑚𝑎𝑥,𝐶𝑂𝑐𝑙,𝐶𝑂
𝐾𝑚,𝐶𝑂+𝑐𝑙,𝐶𝑂+𝑐𝑙,𝐶𝑂
2 /𝐾𝐼,𝐶𝑂
 (5.10) 
where 𝑣𝑚𝑎𝑥,𝐶𝑂 is the maximum specific CO uptake rate (mmol/gDW/h), which is defined as 
negative in the GEM; 𝐾𝑚,𝐶𝑂  is the CO saturation constant (mmol/L); and 𝐾𝐼,𝐶𝑂  is the CO 
inhibition constant (mmol/L). These parameters were estimated from CSTR experiments 
performed at LanzaTech and are proprietary; therefore, the uptake parameters are reported as 
nondimensionalized constants with the dimensionless form shown in equation (5.11):  
         𝑣𝐶𝑂
′ = −
𝐶𝑙,𝐶𝑂
′
𝐾𝑚,𝐶𝑂/√𝐾𝑚,𝐶𝑂𝐾𝐼,𝐶𝑂+𝐶𝑙,𝐶𝑂
′ +𝐶𝑙,𝐶𝑂
′ 2/(𝐾𝐼,𝐶𝑂/√𝐾𝑚,𝐶𝑂𝐾𝐼,𝐶𝑂)
 = −
𝐶𝑙,𝐶𝑂
′
𝐾𝑚,𝐶𝑂
′ +𝐶𝑙,𝐶𝑂
′ +𝐶𝑙,𝐶𝑂
′ 2/𝐾𝐼,𝐶𝑂
′
     (5.11) 
where 𝑣𝐶𝑂
′ = 𝑣𝐶𝑂/𝑣𝑚𝑎𝑥,𝐶𝑂 and 𝑐𝑙,𝐶𝑂
′ = 𝑐𝑙,𝐶𝑂/√𝐾𝑚,𝐶𝑂𝐾𝐼,𝐶𝑂, the nondimensionalized parameters 
𝐾𝑚,𝐶𝑂
′ = √𝐾𝑚,𝐶𝑂/𝐾𝐼,𝐶𝑂 and 𝐾𝐼,𝐶𝑂
′ =√𝐾𝐼,𝐶𝑂/𝐾𝑚,𝐶𝑂 = 1/𝐾𝑚,𝐶𝑂
′ . 
The production rates of biomass, CO2, acetate, ethanol, 2,3-butanediol and lactate were 
obtained from the GEM, which accounted for 1,102 metabolites and 1,103 reactions in C. 
autoethanogenum primary metabolism. This GEM was developed by LanzaTech in collaboration 
with the University of Auckland and is currently considered proprietary. The complete bubble 
column model consisted of the GEM, the CO uptake kinetics (10) and the extracellular equations 
(5.1)-(5.9). As detailed in previous publications by UMass [62, 65], these equations were 
spatially discretized and the resulting system of ordinary differential equations obtained from 
the extracellular equations and linear programs obtained from the GEM were solved using the 
MATLAB code DFBAlab [50]. The interested reader is referred to previous publications [62, 65], 
for detailed descriptions of the numerical solution procedure.  
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5.2.2 Fermentation Process Experiment 
The strain used for this work was an in-house strain of Clostridium autoethanogenum 
DSM 10061 which was improved by LanzaTech through an iterative selection process [95]. 
Growth medium used in bubble column fermentations was modified PETC medium based on 
previous studies [40, 96]. 
The fermentation process was performed in a bubble column (Figure 5.1) with working 
volume of 4 L. To improve liquid-phase mixing and facilitate pH and temperature control, a 
pump was used to recirculate the fermentation broth. The feed gas blended from pure gases to 
mimic typical steel mill waste gas [97] containing approximately CO (50 vol%), CO2 (20 vol%) and 
N2 (30 vol%) was continuously fed into the bubble column through a gas sparger at the bottom 
of the column. Temperature and pH were controlled at 37 °C and pH = 5. An antifoam agent was 
continuously added into the bubble column to prevent foam formation and overflow which may 
have damaged the analytical instruments. Special attention was given to avoid CO inhibition [19, 
31] and reactor washout. Other operating conditions, including the start-up procedure, can be 
found elsewhere [95].  
At the beginning of each fermentation, the operating conditions including gas flow rate, 
dilution rate and liquid recirculation rate were adjusted to facilitate cell growth. For example, 
the dilution rate (defined as the flow rate of liquid feeding/reactor volume) was initially set to 
zero (batch operation) to avoid washout. After the cell concentration reached a target value, 
fresh medium was continuously fed with the dilution rate gradually increasing to 1.5 day-1. The 
gas flow rate was initially set to a small value (30 ml/min), as high CO concentration have a 
strong inhibitory effect on cell growth [19, 31], and then gradually increased to the target value 
(e.g. 500 ml/min). Steady state was assumed to be reached when the standard deviations of the 
liquid-phase ethanol concentration (measured by high performance liquid chromatography, 
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HPLC) were less than 0.1 g/L over a 24 hour period. Steady-state performance of the bubble 
column was evaluated at three different gas flow rates (500, 600 and 700 ml/min). The gas 
volume fraction (average gas holdup) was measured with a self-designed inverse U-tube 
manometer [98] and the inlet/outlet gas compositions where measured via gas chromatograph. 
The standard HPLC and GC analytical methods used can be found elsewhere [40, 96]. 
5.3. Results and Discussion 
5.3.1 Bioreactor operation and experimental results 
Gas fermentation was performed in the bubble column reactor for 30 days. Figure 5.2(a) 
shows the time evolution of the liquid phase components, including biomass, ethanol, acetate 
and 2,3-butanediol. Lactate is not shown because HPLC analysis revealed negligible 
concentrations. In the initial batch operation mode, the feed gas was gradually increased from 
30 ml/min to 500 ml/min to avoid CO inhibition. Batch-mode operation was then switched to 
continuous mode and operating variables such as the gas flow rate and liquid recycle rate were 
adjusted as necessary to promote cellular growth. Stable operation was achieved on day 10 with 
a gas flow rate of 500 ml/min and liquid recycle rate of 6,000 ml/min, as the standard deviation 
of ethanol concentration during this 24 hour period was less than 0.1 g/L. The first steady state 
(SS1) was achieved on days 10-13 and the data on day 13 was used to calculate steady-state 
values under these operating conditions. 
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Figure 5.2. (a) Biomass and metabolite concentrations and (b) CO consumption/CO2 production 
as a function of time at various flow rates in the bubble column. 
The second steady state (SS2) was reached at day 20 at a gas flow rate of 600 mL/min, 
and the third steady-state (SS3) was reached at day 28 at a gas flow rate of 700 mL/min. 
Fluctuations in metabolite concentrations between days 22 and 26 were a result of sampling 
requirements and operational disturbances. For model validation, this study will only focus on 
the experimental data collected at the three steady states (SS1, SS2, SS3). Steady-state data 
collected at these three gas flow rates were averaged over 24 hour periods to generate the 
experimental results listed in Table 5.1. All other operating variables were held constant across 
these steady states. The biomass, ethanol and 2,3-butanediol concentrations increased at higher 
gas flow rates whereas the acetate concentration was reduced. The maximum ethanol 
(a) 
(b) 
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productivity was 18.7 g/L/day and the minimum acetate productivity was 10.2 g/L/day was 
achieved at a gas flow rate of 700 ml/min. 
Table 5.1. Experimental fermentations at three steady states with different gas flow rates 
Key operation condition and performance SS1 SS2 SS3 
Gas flow rate (ml/min) 500 600 700 
Biomass (g/L) 3.51 3.90 4.40 
Acetate (g/L) 9.20 8.27 6.79 
Ethanol (g/L) 8.02 10.64 12.47 
2,3-butanediol (g/L) 0.47 0.88 0.93 
CO consumption (mmol/L/h) 142.8 166.1 188.5 
CO2 production (mmol/L/h) 92.9 111.4 128.9 
CO specific uptake rate (mmol/gDW/h) 40.7 42.6 42.9 
CO utilization 57.9% 57.5% 53.5% 
Gas holdup 30.9% 35.6% 37.8% 
Selectivity (g Ethanol/g Acetate) 0.87 1.29 1.84 
Other operation conditions were held constant: Dilution rate: 1.5/day; Inlet gas composition: 50% CO, 
20% CO2 and 30% N2; Liquid recycle rate: 6000 ml/min; Liquid volume: 2600 ml; pH: 5; Temperature: 37 
℃. 
Gas-phase CO and CO2 concentrations in the inlet and outlet streams were measured 
and used to calculate the CO consumption and CO2 production rates reported in Figure 5.2(b). 
CO consumption and CO2 production both increased with higher gas flow rates, which could be 
attributed to higher biomass production since the CO specific uptake rate was almost constant 
(see Table 5.1). Utilization of CO in the feed gas decreased with higher gas flow rates due to 
reduced gas residence times in the column. The gas holdup (𝜀𝑔) at each steady state was 
measured by manometer (Figure 5.3) and was calculated as: 
 𝜀𝑔 = ℎ/𝐻𝑚 (5.12) 
where ℎ is the height difference of water in the manometer and 𝐻𝑚 is the height difference of 
the manometer installation points. As shown in Table 5.1, 𝜀𝑔 increased with higher gas flow 
rates, which is consistent with many literature studies [99]. The most interesting experimental 
finding was that the biomass and ethanol concentrations increased and the acetate 
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concentration decreased as the gas flow rate was increased. These trends were rationalized by 
noting that higher gas flow rates caused increased gas holdup, which resulted in increased CO 
consumption that favored the reduced byproducts of ethanol and 2,3-butanediol over acetate. 
 
Figure 5.3. Schematic diagram of the manometer used to measure gas holdup. 
5.3.2 Modeling steady-state column behavior at a single gas flow rate 
To validate our computational model and to gain insights into fermentation behavior, 
we performed dynamic simulation for bubble column startup at a gas flow rate of 500 ml/min. 
The model parameters used are listed in Table 5.2. The reactor length, reactor cross-sectional 
area, superficial gas velocity, liquid-phase velocity, temperature, pressure at the top of column, 
CO, CO2 and N2 mole fractions in the feed gas and gas holdup were measured during the 
experiment. The CO and CO2 Henry’s law constants at 37 ℃ were obtained from the NIST 
standard reference database [53]. The dispersion coefficient was a parameter related to reactor 
configuration and was estimated with Taylor’s method [100]. The CO volumetric mass transfer 
coefficient was a parameter related to reactor configuration, bubble size and gas holdup and has 
a wide range of reported values for different bubble column reactors [5]. In this study, 𝑘𝐿𝑎𝐶𝑂 
was estimated from steady-state data to obtain agreement with the measured biomass 
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concentration at a gas flow rate of 500 ml/min (12.3 m/h). The CO2 value 𝑘𝐿𝑎𝐶𝑂2 was assumed 
to be equal to 𝑘𝐿𝑎𝐶𝑂. Due to the proprietary nature of the uptake kinetic parameters, only the 
nondimensionalized parameter 𝐾𝑚,𝐶𝑂
′ = √𝐾𝑚,𝐶𝑂/𝐾𝐼,𝐶𝑂 (see equation 5.11) is reported in Table 
5.2. 
Table 5.2.  Model parameters for simulation of steady-state SS1 
Parameter Symbol Value 
Reactor length H 1.06 m 
Reactor cross-sectional area A 0.002436 m2 
Superficial gas velocity ug 12.3 m/h 
Liquid phase velocity ul 158.5 m/h 
Liquid phase dispersion coefficient Dl 4.5 m2/h 
Temperature T 37 ℃ 
Pressure at top of column P0 1.013x105 Pa 
CO mole fraction in feed gas yCO 50% 
CO2 mole fraction in feed gas yCO2 20% 
N2 mole fraction in feed gas yN2 30% 
CO Henry’s law constant HCO 8x10-4 mol/L/atm 
CO2 Henry’s law constant HCO2 2.5x10-2 mol/L/atm 
Volumetric mass transfer coefficient for CO kLaCO 523 h-1 
Volumetric mass transfer coefficient for CO2 kLaCO2 523 h-1 
Gas holdup g 30.9% 
Nondimensionalized uptake kinetic parameter 𝐾𝑚,𝐶𝑂
′  0.19 
 
Figure 5.4(a) shows startup dynamic profiles predicted by the computational model for a 
simulation time of 250 h. Consistent with our experiments, ethanol and acetate were predicted 
to be the main metabolic byproducts, 2,3-butanediol was produced at low levels and lactate 
production was negligibly small. Because the startup dynamics in experiment were complicated 
due to the need to avoid CO inhibition and reactor washout, the dynamic simulation results and 
experimental data could not be directly compared. Therefore, this study focused on comparison 
of predicted and measured steady-state behavior. A steady state was predicted to be achieved 
in approximately 180 hours, at which time the predicted biomass concentration (3.50 g/L) and 
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selectivity (0.86 g ethanol/g acetate) agreed well with experimental results (Table 5.1). The 
model overpredicted the concentrations of acetate (11.17 g/L) and ethanol (9.57 g/L) by 
approximately 20% due to the underprediction of CO2 production, suggesting the need to 
further improve the C. autoethanogenum GEM. 
Predicted spatial profiles for gas-phase and dissolved CO and CO2 concentrations are 
shown in Figure 5.4(b). The axial gas-phase CO concentration decreased along the column due 
to cell consumption. In the liquid phase, the axial CO concentration decreased along most of the 
column due to CO consumption and reduced CO pressure in the gas phase. However, the CO 
concentration increased in upper portion of the column due to recycling of CO-rich liquid. Gas-
phase CO2 accumulated in the bottom portion of the column, and then was reduced in the rest 
of the column due to recycling of CO2-depleted liquid.  Liquid-phase CO2 exhibited analogous 
behavior. Thus, these non-monotonic concentration profiles were attributable to 
countercurrent column operation. Spatially resolved predictions only were generated with the 
model and could not be measured in the experiment. 
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(a) 
(b) 
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Figure 5.4. Dynamic simulation of the bubble column reactor startup at a gas flow rate of 500 
ml/min (see Table 5.2 for details). (a) Time resolved biomass and metabolite concentration at 
the exit of the column. (b) Spatially resolved CO and CO2 concentration predictions in the gas- 
and liquid-phases at steady state. 
5.3.3 Modeling steady-state column behavior over a range of gas flow rates 
As shown in the previous section, the bubble column model generated satisfactory 
predictions at a gas flow rate of 500 ml/min. The ability of the model to predict column 
performance at the two other gas flow rates (600 and 700 ml/min) was investigated next. The 
model accurately predicted the biomass and ethanol concentrations at the three gas flow rates, 
but CO2 production was underpredicted (not shown) and the decreasing trend of the acetate 
concentration with increasing gas flow rate was not captured (Figure 5.5). As a result, the model 
predicted almost constant selectivity for the three gas flow rates, while experimentally the 
selectivity more than doubled from 500 to 700 ml/min (see Table 5.1). We sought to determine 
the cause of this discrepancy and to adapt the model to accurately predict the selectivity over a 
range of gas flow rates. 
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Figure 5.5. Comparison of biomass and byproduct concentrations determined from 
experimental data and simulation results. 
The experimental data in Table 5.1 shows that the CO specific uptake rate was 
essentially constant over the three gas flow rates, while the selectivity increased strongly with 
higher flow rates. By contrast, the CO uptake rate completed determined the ethanol and 
acetate secretion fluxes, and therefore the selectivity, in the GEM due to use of FBA with a 
maximum growth objective. Consequently, the GEM in its current form predicted very little 
change in the selectivity for the three flow rates and was incapable of capturing the 
experimental trends. Specific proton flux (SPF), the total rate a cell produces/consumes protons 
through membrane transport mechanisms, has been developed to account for the effects of 
extracellular pH and generate GEM flux predictions that coincide with experimental 
observations [101, 102]. We developed and implemented a variant of the SPF approach to 
improve agreement between our model predictions and fermentation data. 
 In our experiments, the pH of the liquid phase was maintained constant by addition of 
base and/or acid. The proton mass balance [103] in the extracellular environment was 
calculated by, 
 
𝑑𝑐
H𝑒𝑥𝑡
+
𝑑𝑡
= 𝑣𝐻𝑐𝑋 − 𝑞𝑏𝑎𝑠𝑒 + 𝑞𝑎𝑐𝑖𝑑 = 0            (5.13) 
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where: 𝑐𝐻𝑒𝑥𝑡+ is the total extracellular proton concentration (mmol/L); 𝑣𝐻 is the proton flux 
(mmol/gDW/h) exchanged between the cell and the extracellular environment; and 𝑞𝑏𝑎𝑠𝑒 and 
𝑞𝑎𝑐𝑖𝑑 are the consumption rates (mmol/L/h) of base and acid. The calculated 𝑣𝐻 was always 
positive in our column simulations, indicating that H+ was secreted by C. autoethanogenum into 
the extracellular medium. This prediction was consistent with our experimental observation that 
only base was added at the three steady states (𝑞𝑏𝑎𝑠𝑒 > 0, 𝑞𝑎𝑐𝑖𝑑 = 0). We found the primary 
transport reaction that contributed to the total proton flux in the GEM was, 
 Acetate + H+ ⇔  Acetate𝑒𝑥𝑡 +  H𝑒𝑥𝑡
+              (5.14) 
At higher gas flow rates, both the base consumption and acetate production rates decreased, 
indicating decreased specific proton efflux through the cell membrane. 
Thus we developed a method to vary the proton flux in the GEM to match our 
experimental observations at the three gas flow rates. We varied the upper bound of proton 
exchange flux (𝑣𝐻
𝑈𝐵) in the GEM for the following reasons: 
1. Using FBA, we found that the proton flux (𝑣𝐻) could be adjusted if the upper bound 
(𝑣𝐻
𝑈𝐵) was below a specified value that depended on the CO uptake rate, which was 
varied little across the three experiments. 
2. We found the selectivity S𝐸𝑡ℎ𝑎𝑛𝑜𝑙/𝑎𝑐𝑒𝑡𝑎𝑡𝑒 calculated from the GEM was very sensitive to 
𝑣𝐻
𝑈𝐵 , suggesting 𝑣𝐻
𝑈𝐵  was a good candidate parameter to improve the model 
predictions. 
3. Adjustment of bounds on the specific proton flux reaction has been accepted as an 
effective means to improve the accuracy of cellular growth and byproduct secretion rate 
predictions [101]. 
Because the gas flow rate was the only input variable that changed across the three steady 
states and the superficial gas velocity 𝑢𝑔 was used to represent the gas flow rate in the model, 
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we sought to determine a relationship between the superficial gas velocity 𝑢𝑔 and 𝑣𝐻
𝑈𝐵such that 
the experimentally determined selectivities could be predicted. At each steady state, the GEM 
was manually adjusted by varying 𝑣𝐻
𝑈𝐵 until the selectivity in Table 5.1 was closely matched. 
When these three 𝑣𝐻
𝑈𝐵values were plotted versus 𝑢𝑔 (Figure 5.6), a linear relationship with 
correlation coefficient ~0.99 described by the following equation was obtained, 
  𝑣𝐻
𝑈𝐵 = −0.284𝑢𝑔 + 6.46      (5.15) 
With this simple empirical function, we could determine the proper proton flux in the 
bubble column model as a function of the gas flow rate. We expect this correlation to be specific 
to the column and operating conditions employed in the current study. A potentially more 
general approach based on intrinsic variables would need to be developed with experimental 
data collected at various operation conditions and validated on multiple systems/scales. 
 
Figure 5.6. Linear correlation between the upper bound of the specified proton flux and the 
superficial gas velocity, and the resulting relationship between the selectivity and the superficial 
gas velocity. 
5.3.4 Predicting steady-state column performance with the adapted model 
I examined the prediction accuracy of the adapted model with the SPF correlation in 
equation (5.15) for the three gas flow rates investigated experimentally. At each steady state, all 
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model parameters were held constant at the values listed in Table 5.2 except the gas velocity 𝑢𝑔 
and the gas holdup 𝜀𝑔, which were determined from experiment. When the SPF correlation was 
incorporated into the bubble column model, substantially improved selectivity predictions were 
obtained compared to the original model lacking the correlation. The adapted column model 
also was used to compare predicted biomass concentrations and ethanol and acetate titers to 
experimentally determined values (Figure 5.7). The model generated accurate biomass 
predictions and captured increased ethanol and decreased acetate titers with increased gas flow 
rates. However, the ethanol and acetate titers were overpredicted with errors <20% due to the 
consistent underprediction of CO2 production (not shown). Furthermore, the ethanol titer 
prediction for a gas flow rate of 500 ml/min was slightly less accurate than that shown in Figure 
5 due to the SPF correlation. These results motivate further refinement of the GEM carbon 
balance, which is outside the scope of this study. 
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Figure 5.7. Comparison of biomass and byproduct concentrations determined from experiment 
data and simulation results with the adapted model with SPF correlation. 
5.4. Conclusion 
Due to the complex effects of cellular and process variables on the performance of 
bubble column reactors and the high cost and time intensive nature of gas fermentation 
experiments, high fidelity column models open new avenues for optimizing process designs and 
operating conditions. Towards this end, we developed a spatiotemporal metabolic model of a 
laboratory-scale bubble column reactor by combining a genome-scale reconstruction (GEM) of 
Clostridium autoethanogenum metabolism with gas uptake kinetics and liquid- and gas-phase 
transport equations. The model was simplified by assuming the high liquid recycle rate 
compared to the cellular growth rate would allow the biomass and liquid byproduct 
concentrations to be treated as spatially homogeneous. To the extent possible, model 
parameters were derived from experiments including LanzaTech’s internal data compiled from 
massive CSTR experiments. 
 To develop and test the computational model, we performed CO fermentation 
experiments with the acetogen C. autoethanogenum in a bubble column bioreactor with a 
working volume of 4 L. Three steady states achieved at inlet gas flow rates of 500, 600 and 700 
ml/min were characterized according to their CO consumption, biomass production and 
ethanol, acetate, 2,3-butanediol and lactate synthesis performance. We found that the highest 
ethanol productivity (18.7 g/L/day) and lowest acetate productivity (10.2 g/Lday) was obtained 
at a gas flow rate of 700 ml/min when 53.5% of inlet CO was converted. The model generated 
satisfactory predictions of the biomass concentration and ethanol/acetate selectivity at 500 
ml/min. However, the ethanol and acetate titers were overpredicted due to underprediction of 
CO2 production. 
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 When the model was run at the other two gas flow rates, the predicted ethanol/acetate 
selectivity was almost constant while experimentally determined selectivities showed a strong 
increasing trend with increasing gas flow rates. To achieve accurate predictions over a range of 
gas flow rates, we determined the upper bound for the proton flux reaction (𝑣𝐻
𝑈𝐵) in the GEM 
that fit the experimentally determined selectivity at each steady state and then correlated 𝑣𝐻
𝑈𝐵 
with the gas velocity. Incorporation of this correlation into the GEM produced an adapted 
bubble column model that generated accurate predictions of the biomass concentration and 
ethanol/acetate selectivity across the three steady states. The adapted model still overpredicted 
the ethanol and acetate titers, informing possible modification of the C. autoethanogenum GEM 
to improve the carbon balance. With continued improvement of the computational model to 
include more complex phenomenon such as gas phase hydrodynamics, we believe that a 
satisfactorily validated model could be utilized to optimize the design and operation of large-
scale gas fermentation reactors for enhanced biofuel and biochemical production. The results in 
this chapter have been submitted as a manuscript to Biochemical Engineering Journal.  
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CHAPTER 6 
CONCLUSIONS AND FUTURE WORK 
6.1 Conclusions 
I have presented a novel spatiotemporal metabolic modeling framework for gas 
fermentation in bubble column bioreactors. The general methodology for spatiotemporal 
metabolic modeling was based on combining genome-scale reconstructions with fundamental 
transport equations that govern the relevant convective and dispersion processes in time and 
spatially varying environments. The solution procedure involved spatial discretization of the 
partial differential equation model followed by numerical integration of the resulting system of 
ordinary differential equations with embedded linear programs using DFBAlab, a MATLAB code 
that performs reliable and efficient dynamic FBA simulations. Furthermore, column startup was 
dynamically simulated with different process and kinetic parameters to generate steady-state 
column profiles for analysis of parameter trends. The influencing factors included CO mole 
fraction, superficial gas velocity, superficial liquid velocity, reactor length, gas recycle ratio, 
maximum H2 uptake rate, product inhibition constant and CO uptake inhibition constant. Our 
computational study demonstrated that mathematical modeling provides a complementary tool 
to experimentation for understanding, predicting, and optimizing syngas fermentation reactors. 
Next, by applying the OptKnock method to the genome-scale metabolic reconstruction 
of C. ljungdahlii metabolism, I computationally developed and evaluated the reaction deletion 
strategies redirecting flux towards the desired products. Furthermore, the in silico mutants 
predicted from OptKnock method were evaluated using the spatiotemporal metabolic model of 
an industrially relevant bubble column reactor that explicitly accounted for the tradeoffs 
between increased product synthesis rates and reduced growth rates predicted for all 
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engineered mutants. The two-stage methodology for deriving and evaluating metabolic 
engineering strategies was shown to yield new C. ljungdahlii gene targets that offer the 
potential for increased product synthesis under realistic syngas fermentation conditions. 
Finally the gas fermentation experiments were implemented with the acetogen C. 
autoethanogenum in a bubble column bioreactor with working volume of 4 L. Three steady 
states achieved at inlet gas flow rates of 500, 600 and 700 ml/min were characterized according 
to their CO consumption, biomass production and ethanol, acetate, 2,3-butanediol and lactate 
synthesis performance. Next the spatiotemporal metabolic model was formulated and 
evaluated using steady-state CO fermentation data collected from the laboratory-scale bubble 
column reactor. The spatiotemporal model was composed of a genome-scale reconstruction of 
C. autoethanogenum metabolism and multiphase convection-dispersion equations that 
governed transport of CO, secreted byproducts and biomass. The model provided good 
agreement with measured ethanol, acetate and biomass concentrations obtained at a single gas 
flow rate. To obtain satisfactory steady-state predictions over a range of gas flow rates, the 
upper bound of the proton exchange flux in the genome-scale reconstruction was correlated 
with the gas flow rate as an indirect means to account for the effects of acetate secretion on 
extracellular pH.   
In conclusion, the modeling method established and validated in this thesis has strong 
potential to facilitate commercial-scale design of gas fermentation processes for production of 
biofuel and biochemicals.  
6.2 Future Work 
In the matter of modeling work, this first generation model was based on the simplifying 
assumptions of ideal plug flow for the vapor phase and plug flow plus axial dispersion for the 
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liquid phase. However, industrial bubble column reactors are complex multiphase processes in 
which spatial variations in the gas superficial velocity, volumetric holdup and interfacial area can 
have profound effects on fermentation performance. In future, a second-generation bubble 
column model need account for the effects of the gas phase hydrodynamics on cellular growth, 
nutrient update and byproduct synthesis rates in a temporarily and spatially resolved manner. 
The mass and momentum balances of the second-generation model will allow the calculation of 
local gas metabolite concentrations, superficial velocity, volumetric holdup and interfacial area 
as well as local concentrations of biomass and liquid phase metabolites.  
For the genome-scale models of C. ljungdahlii and C. autoethanogenum, it would be 
necessary to test and refine them based on the further experimental data of the genotype and 
phenotype studies. As the boost in the throughput of experimental techniques and the progress 
of data integration methods, the model refinement could be enhanced to increase the 
correctness of the genome-scale model. 
In addition, the experimental work in this thesis only focused on the influence of gas 
flow rate on the fermentation performances. In future experiments of the gas fermentation in 
the bubble column, a wider spectrum of operation conditions could be investigated, such as 
liquid recirculation rate, dilution rate and gas composition. By sampling more experimental data 
in a larger space, the model could be further improved through fitting and validation, thus will 
be more reliable in guiding the designs and operations of commercial gas fermentation process.  
As to the in silico metabolic engineering studies, the experimental testing would be 
necessary to validate the in silico reaction deletion strategies. Such validation studies are now 
possible given the development of genetic engineering tools for the clostridia species. As new 
tools are developed, the in silico results reported in this thesis can be used to guide 
experimental designs aimed at engineering C. ljungdahlii for different applications. 
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