Abstract-Accurate estimation of MIMO frequency selective fading channels is important for reliable communication. In this letter, a new channel estimator which relies on aperiodic complementary sets of sequences is proposed. Theoretical analysis and Monte-Carlo simulation have shown that it achieves the minimum possible Cramér-Rao lower bound. A low-complexity hardware implementation of the estimator is also provided.
I. INTRODUCTION
C HANNEL state information is required for coherent detection at the receiver, which gives rise to the need for accurate channel estimation. Training-based channel estimation is widely used in most existing communication systems because it offers less complexity and better performance, compared to the blind approach. Among various training sequences in literatures, the complementary pair [1] has a special place in single-input single-output channel estimation [2] [3] . In this letter, we propose to use aperiodic complementary sets of sequences [4] for multiple-input multipleoutput (MIMO) frequency selective channel estimation, due to their low complexity and capability to achieve the minimum possible Cramér-Rao lower bound (CRLB).
Notation: · T is the matrix transpose, · −1 is the matrix inverse, · F represents the Frobenius norm, E[·] is the mathematical expectation, · is the sample average, I m denotes the m × m identity matrix, 0 m×n is the m × n zero matrix, ∝ means proportional to, x is the estimator of x, t∈ [m, n] implies t is an integer such that m t n, [·] i,j , i, j 0 is the {i, j} th entry of a matrix, tr [·] is the trace of a matrix, N T and N R are the numbers of transmit and receive antennas, respectively, and N x is the length of each training sequence.
II. DEFINITION AND CONSTRUCTION OF APERIODIC COMPLEMENTARY SETS OF SEQUENCES Let
] be a sequence of ±1's, and r ai,ai (k) =
is the aperiodic autocorrelation of the sequence a i [4] . A set of p sequences {a i } 
. More details can be found in [4] . A collection of aperiodic complementary sets of sequences
are mutually uncorrelated if every two aperiodic complementary sets of sequences in the collection are mates of each other.
In this letter, we take p = 2. The aperiodic complementary sequence pair {a 0 , a 1 } with N = 2 M , M 1, can be constructed by the following recursive method [5] 
with a III. SYSTEM AND CHANNEL MODELS We consider the block fading model for frequency selective MIMO channels, where the channel response is fixed within one block and changes from one block to another, randomly. This is a suitable model for indoor MIMO channels due to the low mobility [6] . In what follows, we consider an L + 1 tap channel impulse response (CIR) with the tap index
, and the signal index at the receiver k∈[0,
be the CIR matrix of the MIMO frequency selective channel, where
in which h nr,nt (l) is the l th tap of the CIR between the n th r receive antenna and the n th t transmit antenna. Using matrix notation, the signals received by N R antennas, corresponding to the training symbols transmitted from N T antennas, can be written as where the training matrix X, whose dimension is
in which
T . Clearly x nt (n) is the training symbol transmitted from the n th t transmit antenna at time n, y nr (k) is the signal received by the n th r receive antenna at time k, polluted by the zero-mean and unit variance additive complex Gaussian noise component e nr (k), and ρ is the expected received signal-to-noise ratio (SNR) at each receive antenna. Each subchannel is normalized to have unit power, i.e.,
IV. CONSTRUCTION OF OPTIMAL TRAINING SEQUENCES
When the elements of E in (3) are uncorrelated (spatiotemporal white noise) and Gaussian, and H is considered as an unknown deterministic matrix, then the maximum likelihood estimator (MLE) of H is the same as the least square estimator (LSE), given by [7] 
This estimator achieves the CRLB, therefore is efficient, and the total mean square error (
In order to achieve the minimum possible total MSE under the training power constraint, the training sequences should satisfy the condition XX T ∝ I [7] [8]. To satisfy this condition, the training sequence from each antenna has to be orthogonal not only to its temporal shifts within L taps, but also to the training sequences from other antennas and their shifts within L taps. Since X has a blockToeplitz structure, it is hard to find such training sequences [7] 1 . However, we can construct two training matrices such that X 1 X T 1 + X 2 X T 2 ∝ I, by using aperiodic complementary sets of sequences of Sec. II, where the indices [·] 1 and [·] 2 correspond to the preamble and postamble parts of the twosided training configuration, respectively, as shown in Fig. 1 . The frame structure is the same for all Tx antennas. The "Gap" of L 0's is required to separate the training and data symbols. In addition, L 0's are needed between two consecutive frames to avoid the inter-frame interference.
If N T is odd, we can add one virtual antenna to make it even. So, in what follows, we assume N T is even, without loss of generality. Let {a 0 , a 1 } be a pair of complementary 1 The ZCZ sequences [9] , mentioned by one reviewer, are developed based on periodic correlations, which are not the focus of this letter. 
sequences generated by (1) . Note that the complementary property will not change if we append some 0's to the beginning or end or both sides of the complementary pair. We define four row vector of length The training symbol assignment is given in Table I , where x nt,1 and x nt,2 are shown in Fig. 1 , Π is the forward shift permutation matrix of order N x [10, p. 27], and xΠ p shifts the sequence x cyclically to the right by p elements.
When using both preamble and postamble symbols, (3) can be written as
where γ is set to Nx N ρ, as a compensation for inserting q 0's into the original ±1 complementary sequences, to keep the SNR at each receive antenna equal to ρ. Based on (5) and the independence of E 1 and E 2 , the LSE of H is given by
According to (4) and Table I , it is easy to show that
. This demonstrates the optimality of our design and simplifies (7) to matrix nr H that includes the CIR of all the subchannels between N T transmit antennas and the n th r receive antenna, as follows
where s nr H=
. Based on (8) and (9), we can write the estimator for nr H as 
where y nr,1 (k) and y nr,2 (k) are the signals received by the n th r receive antenna at time k, and correspond to the preamble and postamble, respectively. According to (10) , clearly the structure of the estimator is identical for all the receive antennas, so we focus on the n th r antenna in the sequel. Based on the definitions of S 1 and Y nr,t , we see Fig. 2 ] and the fast Golay correlator (FGC) [5, Fig. 1 ]. The efficient hardware scheme to implement (10) is shown in Fig. 2 , where " " is the complex adder, " " is the multiplier with one complex input and one real input, "z −D " is the delay unit of length D, the "Extractor" discards the first and the last N − 1 elements and keeps the middle part, and nr h t is the t th row of nr H, t = 1, 2. If one virtual antenna is added to make N T even, the last L + 1 values in nr h 2 should be discarded, as they do not contain useful information.
Regarding the hardware complexity, according to Fig. 2 , there are 4M + 2 = 4 log 2 N + 2 " " units on each receive antenna. However, there are 4(N − 1) + 2 " " units if (10) is implemented by the conventional method.
VI. SIMULATION RESULTS AND CONCLUSION
In Fig. 3 we have shown the minimum possible CRLB, normalized by E[ H , versus different SNR levels ρ, for three different scenarios. For each scenario, the simulated total MSE of the channel estimator in (8) , H − H 2 F , normalized by H 2 F , is also plotted in Fig. 3 . As the simulation results demonstrate, the proposed estimator achieves the minimum CRLB. Moreover, the proposed fast hardware implementation makes it suitable for, but not limited to, practical MIMO-OFDM and MIMO-UWB systems.
