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Introduction
This paper aims to take an explicit account of spatial interdependencies in dynamic panel data (DPD) models to explain German internal migration flows since re-unification. While research in the field of spatial econometrics has evolved rapidly within the last years (see Florax & Van der Vlist, 2003 , Anselin, 2007 , applications to dynamic processes for panel data are still at an experimental stage. Nevertheless, a proper handling of spatial autocorrelation besides controlling for time dynamic adjustment processes may have important implications from a statistical as well as theoretical perspective. 1 Regarding the latter point, different scholars have already pointed out the likely role played by spatial autocorrelation in analyzing migration (see e.g. Cushing & Poot, 2003 , and LeSage & Pace, 2008 . Spatial autocorrelation measures the correlation of values for an individual variable, which are strictly attributable to the proximity of those values in geographic space. Depending on its source, spatial interdependences may either be captured through a spatial lag term of the dependent variable, the explanatory variables and/or the error term. In this paper we take a general perspective and apply both the spatial lag as well as the unconstrained spatial Durbin model, which augments the spatial lag approach by additionally controlling for spatially lagged terms of the exogenous variables.
Concerning the proper choice of the estimation strategy, Kukenova & Monteiro (2009) point out that so far none of the available estimators allows to consider a dynamic spatial lag panel model with additional endogenous right hand side variables beside the spatial/time lag of the endogenous variable. 2 Given the potential source of right hand side endogeneity -defined as correlation for any regressor with the error term of the model -this is a clear shortcoming for empirical application. The authors therefore propose an estimation strategy that starts from the standard Blundell-Bond (1998) system GMM approach (SYS-GMM) and augments the latter estimator by valid instruments for the spatial lag variable -both for the equations in levels and first differences.
The main advantage of this estimation approach is that it stays within the flexible SYS-GMM framework (which is now available for many econometric software packages) combined with an explicit treatment of spatial issues. Using a Monte Carlo simulation exercise, Kukenova & Monteiro (2009) show that this augmented SYS-GMM can consistently estimate the spatially augmented specifications for standard data settings (large N, small T ). First applications of a spatial dynamic panel model estimated by GMM are given in Bouayad-Agha & Vedrine (2010) as well as Elhorst et al. (2010) . The latter authors also show, how to effectively combine the GMM approach with alternative estimation techniques to increase the estimator's overall performance.
Of vital importance in the context of migration flow modelling is also the appropriate specification of a spatial weighting matrix in order to identify the underlying spatial -or in this context -spatial network autocorrelation structures (see Black, 1992) . Different to the design of weight matrices in standard models of spatial dependence, the framework for modelling network flows requires to shift attention from a two-dimensional space for n regions and n × n origin-destination pairs to a four dimensional space with n 2 × n 2 origin-destination linkages. As Fisher & Griffith (2008) point out, the geographical space in which flow origins on the one hand, and flow destinations on the other hand are located, may both be a source of spatial dependence in the level of flows originating and/or terminating in regions nearby. Proximity can be defined as first-order origin or destination related contiguity, specified by a spatial weighting matrix of the form that it explicitly accounts for the cumulative impact of origin and destination interaction effects.
The contribution of this paper is thus twofold: First, given its importance for mapping spatial dependencies in empirical models of origin-destination flow data, throughout the analysis we will put a special focus on the specification of spatial weighting matrices for internal migration flow data. We then use the derived spatial variables for a time-space analysis of German migration dynamics. While time dynamic models are by now standard, the analysis augments the existing body of empirical research by an explicit account of space. Of particular interest is, whether the effect of regional labour market signals, which are typically found to be an important driving force of internal migration flows in standard model specification, also hold for spatially upgraded versions. Second, given the novelity of econometric tools for a joint handling of time-space dynamic processes, the paper also explores ways, how to efficiently estimate these complex relationships.
The remainder of the paper is organized as follows: In the next section we outline our empirical estimation strategy, starting from a short description of the neoclassical migration model. We then demonstrate how network dependency structures can be translated into a spatial weighting matrix for empirical estimation and discuss different methods to spatially upgrade dynamic panel data estimators. After a brief overview of the data used for estimation and some stylized facts of migration flows between German states in section 3, section 4 then estimates the different spatial dynamic panel models by means of SYS-GMM. These include spatial lag and spatial Durbin model specifications as well as standard SYS-GMM to spatially filtered variable as a benchmark case. We also report the performance of mixed spatial filtering-regression techniques. Section 5 concludes.
Econometric Model Specification

Neoclassical Migration: A Benchmark Model
In this section we briefly outline the neoclassical migration model as a starting point for our empirical analysis. According to the neoclassical framework, a representative agent decides to move between two regions if this improves his welfare position relative to not moving. Relevant factors for this decision are the expected incomes in the home (origin) and alternative (destination) region net of 'transportation' costs for the case of moving. Expected income in turn can be expressed a function of the wage rate and the probability of being employed, where the latter is inversely related to the regional unemployment rate. This underlying idea has been formally elaborated in Harris & Todaro (1970) and may be summarized in terms of a stylized equation for net in-migration flows between region i and region j (NM ij ) conditional on a set of explanatory variables as 3
where W R denotes the real wage rate, UR is the unemployment rate, C are the costs of moving and S is a set of additional economic and non-economic variables that may work as pull or push factors for regional migration flows. We expect that an increase in the home region's real wage rate ceteris paribus leads to higher net in-flows, while a real wage rate increase in region j results in lower net in-migration flows to region i. By contrast, an increase in the unemployment rate in region i relative to j has negative effects on net in-migration to i. Costs of moving between the two regions are typically expected to be an impediment to migration and are thus supposed to be negatively correlated with net migration.
For empirical application eq.(1) is typically specified in a log-linear form. In addition to the explanatory factors in the stylized migration equation, we also account for likely information lags in the transmission process from the explanatory to the endogenous variable, as well as assume that migration flows themselves adjust with a lag structure. The inclusion of the time lagged endogenous variable has proven to be an important factor in the adjustment path of German migration flows (see e.g. Alecke et al., 2010) and may reflect different channels through which past flows affect current migration (e.g. since migrants serve as communication links for friends and relatives left behind), which in turn has a potential impact on prospective migrants who want to live in an area where they share cultural and social backgrounds with other residents (see e.g. Chun, 1996, for a detailed discussion). We restrict explanatory variables to enter as inter-regional differences resulting in a triple-indexed model specification (ij, t), where the index ij for each exogenous variable denotes regional difference between region i and region j, t is the time index: 4
The error term is assumed to have the typical one-way error component structure (μ ij +ν ij,t ). Net migration is defined as in-minus out-migration for each period as nm ij,t = (inm ij,t − outm ij,t ). Next to the core labour market variables in terms of real wages ( wr) and unemployment rates ( ur) we include growth in real labour productivity (Δ ylr), the labour participation rate (q), a human capital index ( hc) and the annual growth in land prices (Δ p l ) as control variables. To account for differences in the standards of living, we explicitly deflate real wages by regional consumer prices (see e.g. Roos, 2006 , for details).
Network Dependency Structures in Migration Flows
In the majority of empirical applications, migration flows between an origin and a destination region are typically assumed to be independent of other migration flows associated with different origin destination pairs. However, as Chun (2008) points out, an individual migration decision may be seen as a result of choice processes in space, which is likely to be influenced by other migration flows at the macro level. In this sense, outflows from a particular origin may be correlated with other outflows that have the same origin and geographically proximate destination regions given unobservable characteristics of origins and destinations in the sample. The associated dependency among flow data is measured in terms of network autocorrelation. If empirical model building does not account for such network autocorrelation effects in mapping migration flows, results are likely to be biased and may lead to unreliable conclusions (see e.g. LeSage & Pace, 2008).
In order to properly account for any form of spatial autocorrelation, we will analyse migration flows in the context of network structures, where individual flows are assumed to be related to one another. The relationship among network flows can then be arranged in a spatial weighting matrix. However, while a standard spatial weighting matrix typically has an n × n dimension for an underlying tessellation containing n spatial regions, the dimension of a network weighting matrix becomes (n 2 × n 2 ) -or analogously [(n 2 − n) × (n 2 − n)] in a system of n region if we abstract from non-zero flows within each region, which is typically true for interregional migration data.
Formally, we follow LeSage & Pace (2008) and define M to be an n × n square matrix of interregional migration flows in a closed system from each of the n origin regions to each of the n destination regions, where the columns represent different origins (o i ) and the rows represent destinations (d j ) with i, j = 1, . . . , N as
Taking an origin-centric perspective, we can then construct a stacked (n 2 × 1) vector m = vec(M), whose first n elements reflect flows from origin 1 to all n destinations and whose last n elements represent flows from origin n to destinations 1 to n. The resulting research task is to specify a spatial weight matrix for the vector m to capture spatial connectivity between origin-destination flows. In this context, Fisher & Griffith (2008) point at the need to shift attention from a two-dimensional space for n regions and n × n origin (i), destination (j) pairs {i, j|i = j; i, j = 1, . . . , n} to a four dimensional space with n 2 × n 2 origin-destination linkages {i, j, r, s|i = j, r = s; i, j = 1 . . . , n; r, s = 1, . . . , n}. An appropriate spatial weighting matrix (W * ) should then be able to jointly capture a set of origin related interaction effects (W o ) and a set of destination interaction effects (W d ) as
The elements w o of the origin-based spatial weights matrix W o can be defined as
where c(i, r) is the element of a conventional (n × n) link matrix with c(i, r) = ⎧ ⎨ ⎩ 1 if i = r and i and r are spatially linked to each other, 0 otherwise.
In this framework, the spatial link between origins i and r may either be measured in terms of a common border or equivalently by defining a threshold distance and oper-ationalize it in a binary way for i and r to be linked. The spatial weights matrix W o thus specifies an origin-based neighborhood set for each origin-destination pair (i,j). According to Fisher & Griffith (2008) each element w o (i, j; r, s) defines an origin-destination pair (r,s) as being a neighbor of (i,j) if the origin regions i and r are contiguous spatial units and j = s. In similar veins the specification of the destination based spatial weights matrix W d consists of the following elements w d as
where c(j, s) = ⎧ ⎨ ⎩ 1 if j = s and j and s are spatially linked to each other, 0 otherwise.
The full weighting matrix W * can be used in its binary -or alternatively -rowstandardized form, where the latter elementsw * are subject to the following transformation asw * (ij; r, s) =
Applied to the field of migration research Chun (2008) argues that the use of the full weighting matrix W * associated with simultaneous origin-and destination-related interaction effects can be motivated by theoretical concepts such as the 'intervening opportunities' and 'competing destinations' model. In this logic the specification of W o -linking network flows from spatially linked origins to one particular destinations -is supposed to mirror the effect of intervening opportunities in the path of migratory movements from an origin to a pre-selected destination: Here, movements of people in space are modelled upon the idea that the number of migration flows between two regions is determined by the availability of different intervening opportunities (such as the number of available jobs etc.) existing between the origin and the destination. Under the assumption that migrants move as short a distance as possible, the intervening opportunities model then provides a behavioral argument of spatial search in sequential form, where the spatial arrangement of regions -predominately around an origin -has great influence on the number of potential intervening opportunities (for details see e.g. Freymeyer & Ritchey, 1985 , Chun, 2008 . Thus, given that intervening opportunities exist in regions that are located between an origin and destination, migration flows to one particular des-tination from a number of origins, which are spatially close to each other, are likely to be correlated.
Likewise, the specification of the destination-related weighting matrix W d in eq.(7) and eq.(8) can be motivated by competing destinations effects from the perspective of a particular origin region (see e.g. Fotheringham, 1983 , Hu & Pooler, 2002 . The basic idea of the competing destinations approach is to model human behavior as a spatial choice process based on the assumption that the actual choice occurs through hierarchical information processing since migrants are supposed to be only able to evaluate a limited number of alternative at a time. Hence, prospective migrants tend to simplify the alternatives by categorizing all alternatives into clusters, where the probability that one destination in a certain cluster will be chosen is related to the other regions in that cluster. This clustering effect in turn requires that spatial proximity of destinations has an influence on the destination choice of migrants from one particular origin. The competing destinations approach reflects a two-stage decision process, where the attractiveness of all defined groups of destinations is evaluated and a particular group is chosen in a first step. In the second step then the individual destination will be selected out of this group.
For empirical application it is reasonable to assume that both effects are in order and operate simultaneously so that the aggregated weight matrix W * may be an appropriate choice for analyzing the range of cumulative network effects in migration flows. Recent research results on closely related modes of network modelling e.g. given in Guldmann (1999) among others generally support this view. 5 Throughout the rest of the paper we will thus use the combined weight matrix W * in order to capture network autocorrelation effects in German migration flows. Further details about the empirical operationalization in the specification of the spatial weighting matrix will be given in section 3.
Spatial Upgrading of Dynamic Panel Data Models
Given the likely importance of space and time interdependences in migration flows, in this section we propose an estimation strategy, which is able to account for spatial dependence in a dynamic panel data model. As Bouayad-Agha & Vedrine (2010) point out, estimation methods for the simultaneous treatment of space and time interrelations must deal with three main and potentially linked problems: First, serial dependence at each point in time; second, spatial dependence at each point of time; and finally, unobservable effects specific to space and time periods. Recently, different approaches to deal with these problems have been proposed: Elhorst (2005) Building upon recent advances in using GMM methods for DPD processes, Bouayad-Agha & Vedrine (2010) as well as Kukenova & Monteiro (2009) suggest extensions to the Arellano-Bond (1991) and Blundell-Bond (1998) estimators by additional moment conditions for the inclusion of spatially lagged variables. The latter GMM approach has the advantage that it can easily deal with any type of right hand side endogeneity in terms of correlation of regressors with the composed error term. Using Monte Carlo simulations, Kukenova & Monteiro (2009) show that in the presence of endogenous covariates, the bias of the spatial lag (ρ) remains relatively low for GMM estimators, while the endogeneity bias arising from correlated regressors may grow large, if it is not corrected. In this general setup, the spatially augmented SYS-GMM estimator in the spirit of Blundell-Bond (1998) clearly dominates in terms of unbiasedness for many variables. Given their supportive finite sample properties, in the following we focus on SYS-GMM based methods in estimating a spatial dynamic panel model.
We start from a fairly general space-time dynamic specification, which accounts for time lags, spatial lags and time-spatial lags of the endogenous and exogenous variables as
where the endogenous y i,t and exogenous variable x i,t vary in the cross-section i = 1, . . . , N and time series t = 1, . . . , T ) dimension. w i,j are elements of a spatial weight matrix W , which we assume, is equal for all variables. The model contains two error components, namely a time-fixed unobservable effect μ i for each cross-section unit and a time-varying error term ν i,t . The parameter ρ, φ, γ m and λ measure the degree of spatial dependence in the model. Given that eq.(10) is a combination of a time and spatial autoregressive model, we need to ensure that the resulting process is stationary. As Kukenova & Monteiro (2009) point out, the stationarity restrictions in this model are stronger than the individual restrictions imposed on the coefficients of a pure spatial 11 or time dynamic model. Here, covariance stationarity requires that the summation of the time autoregressive parameter α and the spatial lag coefficients ρ and ω satisfies the following condition:
where ω min and ω max are the smallest and highest characteristic root of the spatial weight matrix W . The spatial effects are then assumed to lie between 1 ωmin and 1 ωmax . 6 By adding restrictions to the parameters of the model, we can derive commonly known spatial model specifications with additional time dynamics such as the: -spatial Durbin model (SDM) with λ = 0 and spatial Durbin error model (SDEM) with ρ = 0 and φ = 0.
The difference between the two specifications is that besides spatial lags of the exogenous variables the SDEM allows only for spatial dependency in the error term ν i,t , while the SDM includes spatial lags of the dependent variable as well. In both model specifications, the additional spatial structure may be seen as a 'catch all' variable for cross-sectional dependence, which has not been captured by the spatial lags of the exogenous variables. The main difference between them is that the SDEM allows to a address the source of spatial dependence more carefully. In a hierarchical manner, further restrictions to both the SDM and SDEM can be imposed yielding the spatial lag (or autoregressive) model (SAR) with λ = 0 and m=1 γ m = 0 as a restricted form of the SDM → SAR and spatial error model (SEM) with ρ = 0, φ = 0 and m=1 γ m = 0 as restricted form of the SDEM → SEM.
For the remainder of this paper we concentrate on specifications based on the spatial lag (SAR) and spatial Durbin model (SDM) approach. 7 Especially the latter model may be seen as a general modelling framework, which allows to test for the validity of different restrictions (see also Mur & Angulo, 2006 , Elhorst, 2010 .
Similar to the concept of the lagged endogenous variable in time series analysis, the estimated spatial lag coefficients characterize a contemporaneous correlation between one cross-section observation and geographically proximate further units for the same variable. The spatial lag coefficient of the dependent variable, for instance, measures the effect of the weighted average of the neighborhood of cross-section i as n j=1 w ij × y j,t . 8 Additionally, the inclusion of spatial lags of exogenous variables allows for the possibility of spatial spillovers from these variables to the endogenous regressor in the model.
With respect to the included time and spatial lags of the endogenous variables in eq.(10), we can distinguish between 'space-time recursive', 'dynamic' and 'simultaneous' combinations (see Anselin et al., 2007) . In the following we restrict our analysis to the 'time-space simultaneous' model, which sets φ = 0 but includes a time and spatial lag of the dependent variable. As Parent & LeSage (2009) point out, the latter restriction imposes ω = −ρ × α = 0. We do not put any restrictions on the space-time dynamics of the exogenous variables included in our model. The choice of combination of time and spatial lags of the dependent variable has important implications for the formulation of valid moment conditions in the course of GMM estimation (see Bouayad-Agha & Vedrine, 2010).
Another important implication for empirical estimation of a DPD model is that the spatial lag term of the endogenous variable is correlated with the model's composed error term (see e.g. Kukenova & Monteiro, 2009 ). From an econometric point we thus have to treat this term as endogenous (in analogy to the time autoregressive component in the DPD context). The solution of GMM based estimators is then to obtain an estimate for ρ by means of appropriate instrumental variables in the context of the Arellano-Bond (1991) or Blundell-Bond (1998) SYS-GMM estimator. While the latter model only estimates the DPD model after first differencing to get rid of the unobservable individual effects μ i , the latter approach tries to retain the level information of the variables by appropriate instrument selection.
Focusing on the Blundell-Bond (1998) SYS-GMM estimator, consistent instruments can be derived from the so-called 'standard' and 'stationarity' moment conditions. The former condition builds upon the seminal contribution in Anderson & Hsiao (1981) extended to the GMM framework by Arellano & Bond (1991) , and estimate an aspatial DPD model as in eq.(2) transformed into first differences based on the following moment condition
which employs sufficient lags of the endogenous variable in levels (starting from y i,t−2 ) to serve as own instruments for Δy i,t−1 in the first differenced equation (for details see Arellano & Bond, 1991) . Additionally, the model can be augmented by appropriate instruments in first differences for the equation in levels, making use of the stationarity moment condition as (see e.g. Arellano & Bover, 1995 , Ahn & Schmidt, 1995 , and Blundell & Bond, 1998 :
The latter moment condition rests on certain assumptions about the initial period observation y i,0 for panel data settings with only few time periods. Both in the pure panel time-series as well time-space panel literature the importance of the initial condition has been stressed (see e.g. Parent & LeSage, 2009 ). Rather than taken the initial period observation as given (see e.g. Elhorst, 2005 , for an ML estimator with exogenous y i,0 ), the literature typically assumes mean stationarity of y i,0 based on the following assumption for its data generating process
(for further details see e.g. Hsiao, 2003). 9 Further instruments beside those derived from sufficiently long time lags for the endogenous variable may also be derived from each explanatory variable x, where the set of valid instruments for each variable depends on its correlation with respect to the error term. The consistenty of moment conditions based on y and x can generally be tested with the help of overidentification tests such as Hansen's (1982) J-Statistic and the Difference-in Hansen's J-Statistic. The latter also allows to test on the validity of the level equation in the addition to the first difference equation ofthe Arellano-Bond (1991) GMM estimator. Augmenting the instrument set by transformations of x i,t , then the following moment conditions apply for the first differenced equation:
-If x i,t is weakly endogenous (predetermined),
-If x i,t is strictly endogenous,
For the level equation of the SYS-GMM estimator in eq. (14) we may formulate valid moment conditions as:
-If x i,t is weakly or strictly endogenous
The SYS-GMM estimator then jointly employs both eq.(13) and eq.(14) for estimation. Though labeled 'system' GMM, the estimator in fact treats the (stacked) data system as a single-equation problem since the same linear functional relationship is believed to apply in both the transformed and untransformed variables as:
Turning to the spatially augmented SYS-GMM specification, equivalent moment conditions can be defined for the spatial lag of each variable, conditional upon the underlying correlation of x and y. Since Kukenova & Monteiro (2010) have shown that the spatial lag of the dependent variable is endogenous, a natural means for estimation of the SYS-GMM estimator in eq.(14) is to build internal instruments using time lags for both the equation in first differences as well as levels. Moreover, as Bouayad-Agha & Vedrine (2010) point out, we can make use of spatially weighted exogenous x i,t variables to instrument i =j w ij × y i,t−s . The latter attempt aims at identifying the exogenous part of the spatial lag variability by means of a spatially weighted model. Assuming strict exogeneity of current and lagged values for x i,t , then the full set of potential moment conditions for the spatial lag of y i,t−1 is given by
-Level equation:
One has to note that the consistency of the SYS-GMM estimator relies on the validity of these moment conditions. Moreover, in empirical application we have to carefully account for the 'many' and/or 'weak instrument' problem typically associated with GMM estimation, since the instrument count grows as the sample size T rises. We thus put special attention to this problem and use restriction rules specifying the maximum number of instruments employed as e.g. proposed by Bowsher (2002) and Roodman (2009) .
Accounting for spatial lags of the endogenous and exogenous variables finally leads to the SDM representation of the neoclassical migration model from eq.(2)
One finally has to note, that the regression parameters of the explanatory variables from eq.(25) cannot be interpreted directly as elasticities. As LeSage & Pace (2009) point out, unlike the parameters from a linear regression model, in models containing spatial lags of the explanatory or dependent variables the interpretation becomes richer and more complicated given that spatial regression models expand the information set to include information from neighboring regions/observations. The authors propose a categorization based on the average direct, indirect and total effect for each regressor. The latter effect measures both the direct effect in terms of the impact of changes in the ith observation for a variable x, as well as the indirect effect, which arises from spatial spillovers of changes in the observations for all neighbouring regions j. Since we are moreover dealing with a time dynamic specification, in order to get long-run total effects as a combination of time and space interdependencies, we additionally have to correct for α. Taking the spatial lag model (SAR) as an example, the average total long-run effectM(x) total,LR of a variable x can then be calculated as
where S x (W ) = (I n − α − ρW ) −1 β x and ι n is a constant term vector of ones and I n is an n-dimensional identity matrix for the number of observations. Different from the spatial lag model, in the case of the spatial Durbin model total long-run impacts arising from changes in a variable x exhibit a greater deal of heterogeneity due to the presence of the additional term (W × γ x ) in the calculation of the total effects with S x (W ) given by S x (W ) = (I n − −ρW ) −1 (I n β x + W γ x ). Thus, while the SAR has a common global multiplier of all β x , total effects over space and time have in the SDM have to be calculated taking all the individual parameters γ x of the explanatory variable spatial lag terms into account (for details see e.g. LeSage & Pace, 2009, Elhorst, 2010).
Data and Stylized Facts
German interregional migration data tracks the movement of all residents in Germany. For the empirical analysis we use data for the 16 German states between 1991 and 2006. All monetary variables are denoted in real terms. A full description of the data sources is given in Table 1 . We also take account for the time series properties of our data sample. Based on the Im-Pesaran-Shin (2003) and Pesaran (2007) panel unit roots test we find that for all variables we can reject the null hypothesis of non-stationarity for a wide range of different testing set-ups (detailed test statistics are reported in Alecke et al., 2010) .
Turning to the stylized facts of German internal migration, figure 1 displays scatter plots for in-and outmigration flows of German states for 1991, 1996, 2001 and 2006. The interpretation of the figure is straightforward: The closer data points are to the diagonal (45-degree line), the more balanced are their net migration patterns: For data points on the diagonal net migration is equal to zero, while the area above (below) the diagonal indicate positive (negative) net migration flows. Data points closer to the origin inhibit smaller gross migration volumes and vice versa. The figure additionally accounts for Note: All variables in logs. For Bremen, Hamburg and Schleswig-Holstein no consumer price inflation rates are available. We took the West German aggregate for these states, this also accounts for Rhineland-Palatine and Saarland until 1995. In order to construct time series for the price of building land (p l ) no state level data before 1995 was available. Here we used the 1995-1999 average growth rate for each state to derive the values for 1991-1994. For Hamburg and Berlin only very few data points were available. Here we took the price per qm in 2006 and used national growth rates to construct artificial time series. Starting in 1991, figure 1 shows that all East German states are clearly below the 45-diagonal line indicating population losses with Saxony being hit the most. This underlines that alongside economic transformation the East German states have witnessed a substantial loss of population through East-West net out-migration West German states are either on or above the diagonal line indicating net migration inflows. This strong migration response to German re-unification is less present in 1996, where all state values are much closer to the diagonal. However, in 2001 a second wave of increased East-West out-migration can be observed. 10 Towards the sample end in 2006 interregional migration flows among German states again seem to be more balanced than in the early 1990s and around 2001.
Analyzing migration flows in the context of network structures allows to identify the (most) significant flows among the full migration matrix for a given time period. As Kipnis (1985) figure 2 , the distinct East-West net out-migration trend becomes even more visible. Though the latter trend is also shown for migratory movements in 2001, now flows are much more directed towards the southern states in Germany. This may potentially be a response to their much better economic performance throughout the late 1990s compared to other (Western) states such as North-Rhine Westphalia.
Searching for empirical support of the theoretical network concepts in terms of the intervening opportunities and competing destinations model, figure 2 shows the following picture: Taking net migration flows for Saxony-Anhalt (ST) in 2001 as an example, we see that the state has a large net outflow to Bavaria (among the 10 % most significant flows). However, not only Saxony-Anhalt also the Eastern (Brandenburg, Saxony, Thuringia) and Western states (Lower Saxony) in the geographical neighborhood of Saxony-Anhalt have significant outflows directed to Bavaria. If we take the common border criteria as a measure of spatially linked regions, the spatial autocorrelation pattern inhibit in these flows is well captured by the origin-related weighting matrix in the definition eq.(5) and eq.(6) reflecting the intervening opportunities approach of migration modelling. Likewise, if we look at the 10 % significant outflows of Brandenburg (BRA) for 2001, these are both directed to the southern states Bavaria and Baden-Wurttemberg, which themselves share a common border. The underlying network paradigm can now be described in terms of a destination-based weighting scheme according to eq.(7) and eq.(8) reproducing the migrant's choice process in line with the competing destination model. Analogously, we can identify a range similarly directed origin-destination flows in accordance to the intervening opportunities and competing destinations framework.
The graphical presentation of major migration flows in figure 2 already provides a first indication of importance to properly account for spatial dependence. As a more formal test we use the Moran's I statistic to detect spatial autocorrelation for values of a particular variable. 11 . Inference for spatial autocorrelation is carried out on the basis of the asymptotically normal standardized Z(I)-value. The results of the test statistic together with the corresponding Z(G)-value of the Getis-Ord G-statistic for the dependent variable (net migration flows) are given in table 2.
To compute the test statistics we also need an operationalization of the spatial weighting matrix W * . We compare the empirical performance of two types of matrices: 1.) Spatial links are defined by a common border between states, 2.) An optimal distance criterion based on a maximization procedure of the Getis & Ord (1992) G i (d)-statistic (details are given in the appendix). Distance between to states is thereby calculated as the road distance in kilometers between a population weighted average of major city pairs for each pairwise combination of regions. A detailed list of the cities included in the sample and the resulting distance matrix are given in the appendix. We also allow that the optimal distance (d) potentially varies with each year of the sample period from 1991 to 2006. As the table shows, for both types of weighting matrices we identify significant spatial autocorrelation effects among net migration flows for all years. Similar results were also obtained for the exogenous variables.
We can give the Moran's I statistic a graphical interpretation to clarify to spatial association among individual values for each variable (see Ward & Gleditsch, 2008) . Using a scatter plot for a standardized variabley (withy = [y −ȳ]/sd(y)) against its average neighborsy s the distribution of observations in the four quadrants around the mean of y andy s captures a picture of the spatial association of the variable y. If there is no spatial clustering the individual values of y s should not systematically vary with y. On the contrary, for positive spatial association observations above (below) the means of y should correlate with high (low) values for y s . Fitting a regression line to this scatter plot, its slope coefficient shows the value for Moran's I correlation given the original variable y and the weighting matrix W * . In figure 3 we present such scatter plots for our 
Empirical Results
The regression results for the aspatial benchmark model from eq.(2) and subsequent spatial extensions are shown in table 3. Beside the spatial lag specification of the extended SYS-GMM approach we also report regression results from standard SYS-GMM estimation after variables have been spatially filtered using a method proposed by Getis (1995) . Spatial filtering treats the spatial dependence in the data as a nuisance parameter and as entirely independent of the underlying 'spaceless' model to be estimated. 12 For both the aspatial, spatial filtered and spatial lag regression models we report the estimated variable coefficients together with two important types of post estimation tests: A primary concern in model applications including an IV/GMM approach is to carefully check for the instrument consistency of the chosen specification -e.g. given that in the unrestricted GMM framework the number of IVs may become large relative to the total number of observations. We therefore guide instrument selection based on the widely applied Sargan 24.5 (7) 19.0 (7) 23.4 (8) 17.1 (8) 18.6 (8) The aspatial migration equation in column I of table 3 serves as a general benchmark for the spatially augmented specifications. For most variables we find statistically significant coefficients in line with the theoretical predictions of the neoclassical migration model, e.g. a real wage increase in region i relative to region j leads to increased net in-migration flows, while a relative increase in the regional unemployment rate has the opposite effect. Turning to the post estimation tests, the reported J-and C-Statistic based instrument diagnostic tests for the aspatial model in table 3 report the outcome of a downward testing approach to reduce the number of included instruments in such a way that both critical J-and C-Statistic criteria are satisfied (with P-value for J crit. > 0.05, C crit. > 0.05).
The applied downward testing approach thereby has two distinct features: First, we reduce the total number of IVs by using collapsed rather than uncollapsed instruments as suggested in Roodman (2009) . Second, based on the collapsed IV specification we finally reduce the number of instruments using a C-statistic based algorithm, which is able to subsequently identify those IV subsets with the highest test results (see Mitze, 2009 , for details). This gives us a model with a total of 15 overidentifying restrictions, which passes the Hansen J-Statistic criteria. We use this instrument set as benchmark for the spatially augmented regression specifications. Next to the J-Statistic, the aspatial benchmark model in column I also passes the C-Statistic criterion for the chosen IV set in the level equation, which supports our modelling strategy to use the generally more efficient SYS-GMM approach compared to standard GMM in first differences. However, contrary to the IV diagnostic tests the results for tests of spatial dependence in the residuals (both Moran's I and Wald GMM) clearly reject the null of independent observations for each individual year as well as for the joint sample period.
The latter poor result for the aspatial model calls for an explicit account of the spatial dimension in our DPD model context. We start with the spatial filtering approach and estimate the model in eq.(2) both on the grounds of a common border and optimal distance based weighting schemes in column II and III of table 3 respectively. The estimated regression coefficients show some significant changes relative to the aspatial specification. First, the estimated coefficient of the lagged endogenous variable is substantially reduced though still significant. On the contrary, the parameter for regional wage rate differentials turns out to be higher. However, if we calculate the implied long-run elasticity for this variable in table 4 we see that due to the two opposed effect the long-run elasticity of regional real wage rate differentials with respect to net migration flows remains roughly in line with the aspatial benchmark for the spatial filtered specifications (see table 4 ).
However, interestingly the effect of unemployment rate differentials though being still negative turns out statistically insignificant in the estimated models based on the Getis filtering approach. The results are broadly in line with recent findings for internal US migration rates reported in Chun (2008) : Here the author finds that the magnitude of the unemployment rate coefficient drops significantly, when moving from an aspatial to a spatial filtered (origin constrained) migration model. One way to interpret this result is that unemployment rate differences in the aspatial model also capture the omitted variable effect of other relevant economic and social factors, which arise through network structures in migration flows (as for instance outlined in the competing destinations model). If we appropriately account for network effects, the variable loses predictive power. One likely example is the provision of cultural goods, which is typically negatively correlated with the unemployment rate, but may well be an alternative spatially heterogeneous attractor of migration flows -especially for highly educated prospective migrants.
Looking at the post estimation tests, the optimal distance based weighting matrix shows a much better performance compared to the common border specification as already found for the filtering exercise of the endogenous variable reported in table 3. For the spatial filtering approach in column III only some few years still show significant spatial autocorrelation patterns when applying Moran's I to the model's residuals, while the border based approach in column II is less effective. However, both filtered specifications do not pass the joint Moran's I test as well as fail to pass the standard J-and C−Statistic based IV diagnostic tests based on the same set of IVs as the aspatial benchmark (the latter results are rather robust to changes in the IV set).
If we look at the estimation results of the dynamic spatial lag regression approach in column IV and V they are both qualitatively and quantitatively much in line with the spatial filtering approach. Total long-run effects for each explanatory variable are also reported in table 4. One advantage of the spatial regression compared to the spatial filtering approach is that we can additionally give an interpretation for the parameter estimate for the spatial lag variable (ρ): 14 Here the positive coefficient sign hints at positive spatial autocorrelation effects in German migration flows, giving rise to spillover effects motivated by theories of intervening opportunities and competing destinations.
With respect to the post estimation test for spatial autocorrelation in the residuals the results for the spatial lag model mirror the findings of the spatial filtering approach that the optimal distance weighting matrix is much better equipped to filter out spatial dependences from the model. However, again the models fail to pass the J-and C-Statistic criterion based on the IV set of the aspatial benchmark augmented by IVs for the spatial lag variable. 15 In column VI and VII we therefore try to reduce the number of instruments for the spatial lag variable using the C-Statistic based downward testing approach. In column VII we manage to reduce the number of instruments so that both the J-and C-Statistic criterion is passed. However, this reduces the estimated coefficient for the spatial lag variable (ρ) and leads to a higher degree of remaining spatial autocorrelation in the model's residuals indicated by Moran's I values. As the long-run total effects for the spatial lag model from column VII in table 3 show for instance, differences in the wage rate and regional labour productivity have a higher impact compared to the aspatial benchmark specification, when accounting for spatial dependencies in the model. The latter result may hint at the potential role played by spatial spillover effects from other variables besides the dependent one. We thus test for the improvement in the empirical results if we estimate the unconstrained spatial Durbin model according to eq.(25). The regression results are shown in table 5. Here we only focus on weighting matrices derived from optimal distances. The results show, that most of the spatial lags of the explanatory variables turn out to be significant: For instance, a rise in the unemployment rate differential in neighbouring regions shows to have a positive effect on the region's net inmigration rate. The opposite holds for changes in labour productivity growth and the labour participation rate in neighbouring regions.
We see that the spatial Durbin model in column VIII is also very successful in capturing spatial dependence in the migration equation. As first specification the model passes the joint Moran's I test for spatial autocorrelation over the full sample period as well as the GMM-based Wald test to detect spatially autocorrelation in the error terms. However, given the large number of instruments employed, the model is not able to pass the essential IV diagnostic tests. If we reduce the number of instruments, we come back to the old problem that the model passes the J test, but at the same time the performance in terms of capturing the existing spatial dependence in the model significantly worsens. Taken together, this may hint at a certain trade-off between IV consistency and effective spatial modelling for both the spatial filtering as well as spatial regression approaches (both the spatial lag as well as spatial Durbin model).
As a final exercise we test for the impact on the empirical results if we combine the spatial filtering and spatial regression approach in the following way:
Here we use unfiltered values for the endogenous variable and account for spatial autocorrelation in terms of the spatial lag variable W t Y t , moreover we use spatially filtered exogenous variables X * . The empirical specification in column XI and XII have the potential advantage that they reduce the number of instrument counts and multicollinearity among regressors since no spatial lags besides the dependent variable are included. If the researcher's primary interest is to get an interpretation of spatial spillovers from the parameter coefficient of the endogenous variable, while at the same time retain well-behaved residuals, this mixed filtering-regression approach may be a feasible strategy.
Although the mixed model with the IV set from the benchmark specification first fails to pass the J-and C-Statistic criteria it is remarkably good in terms of capturing spatial dependence in the structural parameters of the model. As the annual Moran's I values show only in very few year there some evidence of remaining spatial autocorrelation. Moreover, as it was the case for the spatial Durbin model, the mixed filtering-regression specification passes the joint Moran's I test for spatial autocorrelation over the full sample period. Finally, in column XII we are able to reduce the IV set in such a way that the model also passes the standard IV diagnostic tests for the given J-and C-Statistic criteria.
Additionally, this improvement in the standard tests for instrument validity goes in line with a good performance in properly capturing spatial dependence: Only rarely the annual Moran's I identifies remaining spatial autocorrelation in the residuals, which is among the best empirical track record among all rival specification. The model also passes the Moran's I based test statistic for the whole sample period as well as the GMM-based Wald test for spatial autocorrelation in the model's error term. Finally, the model also passes the stability condition from eq.(11) requiring |α+ρ| < 1, while model specifications with larger instrument sets as in column VII (though performing well in capturing spatial dependence) may face problems with respect to this criteria. Summing up, the obtained regression results for our migration model show that both time and space are important dimensions to account for in our empirical analysis. Applying different estimation techniques in a GMM framework, we observe a general trade-off between essential IV diagnostic tests and remaining spatial dependence in the residuals. As best alternative from the perspective of standard IV and spatial dependence diagnostic tests serves a mixed filtering-regression approach, which allows to quantify the effect of spillovers from spatially linked migration flows, as well as shows a good model fit in terms of essential IV diagnostic tests and well-behaved residuals.
Conclusion
In this paper we have explored the potential role of spatial autocorrelation in the analysis of interregional migration flows for Germany since re-unification. Though there is a huge body of literature dealing with structural determinants of German internal migration, no test for the role of time-space dynamic processes has been done. Starting from a standard aspatial specification of the neoclassical migration model in a dynamic panel data context, we show that spatial autocorrelation is highly present. The paper then discuss how to properly account for the identified spatial patterns in applied work: We basically follow an estimation strategy, which augments the standard Blundell-Bond (1998) system GMM estimator by spatial lags of the endogenous and explanatory variables. This estimator has recently been shown to perform both well in Monte Carlo simulations (see e.g. Kukenova & Monteiro, 2009 ) as well as empirical applications (see e.g. Bouayad-Agha & Vedrine, 2010). We apply extended SYS-GMM to a spatial lag as well as an unconstrained spatial Durbin model approach. An alternative way to account for spatial interdependence is to apply spatial filtering techniques, which intend to remove spatial dependence embedded in a set of variables.
In order to apply the spatial regression and filtering techniques we construct a set of binary spatial weighting matrices (both based on common borders as well as optimal geographical distances derived from a threshold measure) for our migration flow data. The latter requires to shift attention from a two-dimensional space for n regions and n × n origin-destination pairs to a four dimensional space with n 2 × n 2 origin-destination linkages. Based on these network autocorrelation structures we then set up a framework for specifying a combined spatial weights matrix that that is able to simultaneously capture both origin-as well destination related interaction effects.
The regression results show that the different spatial techniques are able to remove a large part of spatial dependences from our model's residuals. In terms of the spatial extension of the SYS-GMM estimator the spatial Durbin model shows the best performance in capturing spatial dependences among migration flows. However, since it employs a large number of instruments, we observe a trade-off between instrument consistency (measured by the Hansen J-Statistic overidentification tests) and effective spatial modelling. Finally, applying a mixed spatial filtering-regression approach to reduce the number of instrument counts, this specification passes both standard IV diagnostic tests as well as Moran's I and Wald GMM based tests for remaining spatial autocorrelation in the residuals. The latter approach may give rise to further improvements in terms of consistent and efficient estimation of dynamic spatial panel data models and is in line with earlier findings such as Elhorst et al. (2010) , who propose a mixture of different estimation techniques in complex models with space-time dynamics.
Appendix
A Spatial Filtering
Similar to the idea of filtering seasonality out of time series data spatial filtering techniques convert variables that are spatially autocorrelated into spatially independent variables and a residual -purely spatial -component. Among the commonly applied spatial filtering techniques is the Getis (1990 Getis ( , 1995 as well as the Griffith (1996 Griffith ( , 2003 Eigenvector spatial filtering approach. A recent empirical comparison of both filtering techniques has shown that both approaches are almost equally equipped for removing spatial effects from geographically organized variables (see e.g. Getis & Griffith, 2002) . For the remainder of the paper we rely on the Getis approach, which has been applied in variety of empirical research contexts (see e.g. Badinger & Url, 1999 , Badinger et al., 2004 , Iara & Traistaru, 2003 , Battisti & Di Vaio, 2008 , and Mayor & Lopez, 2008 . The idea of the spatial filtering approach is based on the consideration of a spatial vector S:
which takes the place of both the spatial weights matrix W and the spatial lag coefficient ρ for variable Y and allows the conversion of the dependent variable into its non-spatial equivalence as Y * = (Y − S). Once the filtering exercise has computed a set of non-spatial variables the second step regression task can be performed under the independence assumption yielding unbiased estimation results for the underlying model. To derive the set of spatially 'cleaned' variables the Getis approach uses the local statistic G i (d) by Getis & Ord (1992) defined as:
The G i (d)-statistic calculates the ratio between the sum of the y j values included within a distance d from region i and the sum of the values in all the regions excluding i. It thus measures the concentration of the sum of values in the considered area and would increase their result when high values of variable y are found within a distance d from i. For empirical application one has to note that the use of this approach is limited by the nature of the G i (d)-statistic which requires all variables to have a natural origin and be positive. Thus, as Getis & Griffith (2002) point out, some typical variables such as those represented by standard normal variates or percentage changes cannot be used. Moreover, the matrix of spatial weights has to be binary (not row-standardized). Getis i & Ord (1992) additionally deduce the expressions of the expected value for G i (s) and its variance under the spatial independence hypothesis as:
where
Assuming a normal distribution we can finally derive the test statistic Z(G) i from the above expressions as as: 16
V ar(G i (d))
.
According to Getis (1995) the filtered variables can then be computed from the G i (d)statistic in the following way: Since its expected value E[G i (d)] represents the value in location i when the spatial autocorrelation is absent, the ratio G i (d)/E[G i (d)] is used in order to remove the spatial dependence included in the variable. The spatially uncorrelated component of variable y can then be derived as:
The difference between the original y and the filtered variable y * is a new variablë y = (y − y * ) that represents purely spatial effects embedded in y.
As Badinger & Url (1999) point out, the choice of an appropriate distance d is essential for filtering. The optimal distance can thereby be interpreted as the radius of an area where spatial effects maximize the probability of deviations between observations and expected values. One option to set up this radius is in terms of border regions. Alternatively, using geographical distance between regions, Getis (1995) suggests to choose the d-value which maximizes the absolute sum of the normal standard variate of the G i (d)-statistic: 16 The underlying null hypothesis of Z(G)i states that the values within a distance d from i are a random sample drawn without replacement from the set of all possible values.
Finally, Getis (1995) outlines four criteria to assess the effectiveness of the spatial filter in removing spatial dependence. First, there should be no spatial correlation in y * . Second, if y is a variable with spatial dependence embedded in it, thenÿ is a spatially autocorrelated variable. Third, in any regression model where all variables have been filtered using an appropriate distance d, residuals are not spatially associated. Fourth, theoretically motivated explanatory variables in a regression equation should be statistically significant after spatial dependence has been removed.
As a first indication of the appropriateness of the Getis filtering approach table A.3 reports the results of the Moran's I test statistics applied to the filtered variables (except those being tested spatially independent, namelyq and Δp l ). As the table shows for the dependent variable (nm * ) the optimal distance based weighting scheme is much more successful in eliminating spatial dependences compared to the border based alternative. Note: ***, **, * = denote significance levels at the 1%, 5% and 10% level respectively. For both endogenous and exogenous variables we use information in levels and the exogenous variables are filtered in their original form.
The optimal distance values are: wr = 300km, ur = 400km, yrl = 225km, q = 225km, hc = 450km, p l = 350km and kept constant over the sample periods. A sensitivity analysis with time-varying d-values did not change the results significantly. We do not report filtering results for q and Δp l * since those variable do not show significant autocorrelation effects.
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