
























1Einfluss der Musikinstrumente auf die Gu¨te der Einsatzzeiterkennung






Erkennung der Toneinsa¨tze in Musikaufnahmen ist der erste und sehr wichtige
Schritt bei der Musiktranskription. Es existieren bereits sehr viele Algorithmen,
die diesem Ziel dienen. Bei den meisten davon werden die Algorithmusparame-
ter mittels genetischer Verfahren so optimiert, dass diese Algorithmen fu¨r alle Mu-
sikinstrumente durchschnittlich die besten Erkennungsraten liefert. Dabei sind die
Klangeigenschaften von Instrumenten verschiedener Instrumentenarten sehr unter-
schiedlich, so dass es sinnvoll ist, optimale Parametereinstellungen in Abha¨ngigkeit
von Instrumentenklassen zu bestimmen. Bei Musikstu¨cken, die von mehreren In-
strumenten gespielt werden, ist dieses Problem allerdings komplizierter.
Ziel dieses Berichtes ist, einen einfachen Algorithmus zur Einsatzzeiterkennung
auf Tonabfolgen verschiedener Musikinstrumente zu testen, um zuna¨chst grobe Zu-
sammenha¨nge zwischen Einstellungen von Algorithmusparametern und Instrumen-
tenart zu bestimmen. Wegen großer Unterschiede zwischen echten und syntheti-
schen Musikto¨nen bezu¨glich ihrer Klangeigenschaften wird großer Wert auf die Er-
zeugung von Tonabfolgen mittels echter Tonaufnahmen gelegt. Dazu wird in dieser
Arbeit ein Verfahren vorgestellt.
1 Einleitung
Diese Arbeit ist eine Vorstudie fu¨r das Projekt ”Versuchsplanung in der Signalana-
lyse“, das im Rahmen des SFB 823, Teilprojekt C2, unterstu¨tzt wird. Ziel des Pro-
jektes ”Versuchsplanung in der Signalanalyse“ ist es, Algorithmen zur Audiosignal-
verarbeitung mittels Methoden der Versuchsplanung zu optimieren (vgl. dazu Bauer
et al., 2011).
Im zweiten Kapitel wird der benutzte Algorithmus zur Einsatzzeiterkennung kurz
eingefu¨hrt. In Kapitel 3 wird zum einen ein neues Verfahren zur Erstellung der
Musikstu¨cke mittels Echttonaufnahmen vorgestellt. Zum anderen wird erkla¨rt, nach
welchem Prinzip die experimentellen Tonabfolgen generiert werden.
Im vierten Kapitel wird der erste Teil der Vorstudie ausgefu¨hrt, mit dem Ziel,
zwei Verfahren der Einsatzzeiterkennung fu¨r unterschiedliche Musikinstrumente zu
testen und dabei den Einfluss einiger freier Parameter sowie des Instrumentes auf
die Einsatzzeiterkennungsrate zu beobachten. Im zweiten Teil der Vorstudie werden
2unterschiedliche Kombinatonsmo¨glichkeiten von diesen zwei Verfahren in Bezug
auf die Erkennungsrate bei verschiedenen Musikinstrumenten bewertet (s. Kapitel
5). Das sechste Kapitel fasst die Arbeit zusammen, wobei anhand der Ergebnisse
der durchgefu¨hrten Vorstudie die endgu¨ltigen Einstellungen des Algorithmus zur
Einsatzzeiterkennung festgelegt werden.
2 Algorithmus der Einsatzzeiterkennung: kurze Vorstellung
Der benutzte Algorithmus basiert auf zwei in Bauer et al. (2010) vorgeschlagenen
Verfahren: Bei dem ersten Verfahren wird die Steigung der Amplitude und bei dem
zweiten Verfahren die Vera¨nderung der spektralen Struktur eines Audiosignals als
Indikatoren fu¨r Toneinsa¨tze verwendet. Der Parameter M gibt an, welcher der bei-
den Indikatoren benutzt wird. Das Audiosignal wird gefenstert, wobei die La¨nge (L)
des Fensters und der prozentuale Anteil der U¨berlappung (U) als zwei Parameter in
den Algorithmus eingehen. In jedem Fenster werden zwei Merkmale erhoben: Dif-
ferenz zwischen Amplitudenmaxima (M1) bzw. Korrelationskoeffizient zwischen
den Spektren (M2) des aktuellen und des vorherigen Fensters. Die Vektoren fu¨r M1
bzw. M2 werden dann jeweils auf das Intervall [0,1] skaliert.
Der vierte Parameter ist der Schwellenwert (S) aus dem Intervall [0,1]. Allen
Fenstern, in denen M1 (bzw. M2) den Schwellenwert u¨bersteigt, wird 1, sonst 0
zugeordnet. Sollten Sequenzen von 1-Werten vorkommen (d.h. mehrere Nachbar-
fenster haben den Wert 1), wird in demjenigen Fenster ein Toneinsatz vermerkt, der
den maximalen Wert von M1 (bzw. M2) aufweist (lokale Maxima werden gesucht).
Der Vektor der Toneinsa¨tze E entha¨lt dann nur fu¨r diejenige Fenster eine 1, in denen
die Toneinsa¨tze gescha¨tzt wurden (s. Beispiel in Tabelle 1).
Tabelle 1 Berechnung des Vektors E fu¨r den Schwellenwert S=0.3
Fensternummer 1 2 3 4 5 6 7
M1-Wert 0.34 0.67 0.13 0.09 0.56 0.67 0.98
(M1 > S)? 1 1 0 0 1 1 1
E 0 1 0 0 0 0 1
Anschließend werden die genauen Stellen der Toneinsa¨tze bestimmt, wobei
Fenster, in denen der Vektor E den Wert 1 hat, betrachtet werden. Hier werden
zwei Methoden der Einsatzzeitscha¨tzung vorgeschlagen und verglichen. Bei der ers-
ten Methode gelten die Endzeitpunkte der Fenster mit dem Wert E=1 als die Ton-
einsa¨tze. Als Motivation, warum das Ende der jeweiligen Fenster genommen wird,
gilt, dass die Einsa¨tze natu¨rlicherweise etwas spa¨ter erkannt werden, als sie statt-
finden (wie z.B. beim menschlichen Ohr). Der Toneinsatz gilt in dieser Arbeit als
richtig erkannt, falls er ho¨chstens 50 ms (2205 Samples bei einer Samplingrate von
44100 Hz) von dem wahren Einsatzzeitpunkt entfernt ist (s. Dixon, 2006). Diese
3Tatsache motiviert die zweite Methode der Toneinsatzscha¨tzung: Toneinsa¨tze sind
die Mittelzeitpunkte der Fenster mit dem Wert E=1. Es wird erwartet, dass diese
Methode bei großer Fensterla¨nge eine bessere Erkennungsgu¨te liefert als die erste
Methode.
Die Erkennungsgu¨te wird dann mit Hilfe des F-Werts berechnet, der sowohl die
Anzahl der richtig erkannten Einsa¨tze als auch die Anzahlen von fa¨lschlicherweise
und nicht erkannten Einsa¨tzen beru¨cksichtigt (s. Dixon, 2006). Der F-Wert liegt
immer zwischen 0 und 1, wobei 1 einer perfekten Erkennungsrate entspricht.
3 Musikdatenbank
3.1 Erzeugung der WAVE-Files aus MIDI-Files mittels echter
To¨ne
Wenn Algorithmen der Audiosignalverarbeitung optimiert werden sollen, stellt
sich immer die Frage einer geeigneten Musikdatenbank. Diese Datenbank soll
Aufnahmen enthalten, zu denen die Information u¨ber die interessierenden Ereig-
nisse (wie z.B. Einsatzzeiten, Musikinstrumente, Tonho¨hen usw.) vorhanden ist.
Eine Mo¨glichkeit ist, MIDI-Files, die diese Information enthalten, mittels frei
verfu¨gbarer Software zu WAVE-Files zu konvertieren (z.B. MIDI to WAVE Ma-
ker1). Der Vorteil ist, dass die Arbeit mit MIDI-Daten viel Flexibilita¨t bietet: man
kann einige Musikinstrumente ohne Mu¨he entfernen oder zu anderen Instrumenten
umwandeln lassen, Tempo und Lautsta¨rke beliebig einstellen usw. Der Nachteil ist
aber, dass bei der Konvertierung mittels dieser Software lediglich synthetische To¨ne
benutzt werden, die sich in vielen Eigenschaften von den echten To¨nen unterschei-
den.
Eine andere Mo¨glichkeit besteht darin, Bibliotheken echter Musikaufnahmen zu
finden, fu¨r welche die interessierenden Merkmale manuell notiert wurden (z.B ma-
nuelle Erkennung der Toneinsatzzeiten). In diesem Fall ist einerseits damit zu rech-
nen, dass solche Bibliotheken nicht in großem Umfang vorhanden sind, und ande-
rerseits muss auf die oben erwa¨hnte Flexibilita¨t verzichtet werden. Einen optimalen
Ausweg wu¨rde eine Software bieten, die MIDI-Files zu WAVE-Files mittels echter
To¨ne konvertiert.
Um so ein Programm zusammenzustellen, werden Aufnahmen von echten To¨nen
als Grundlage gebraucht. Das erste große Problem ist dann die Gewinnung der To¨ne
der gewu¨nschten La¨nge aus den Originaltonaufnahmen. Wenn man na¨mlich einen
Ton (besonders bei Blasinstrumenten) an einer beliebigen Stelle abschneidet, ruft
dies unerwu¨nschte Audiogera¨usche hervor. Der Ton muss also (wie auch bei echten
Instrumenten) abklingen und darf nicht abgeschnitten werden.
Das zweite Problem ist die Zusammensetzung der Einzelto¨ne zu einer Tonab-
folge, insbesondere die Bindung der To¨ne. Sollten die To¨ne in einer Tonabfolge
1 http://www.computerbild.de/download/MIDI-To-WAV-Maker-913121.html, Stand: 01.01.2012
4ohne akustische Unterbrechung erklingen, mu¨sste beru¨cksichtigt werden, aus wel-
chem Tonabschnitt der Originaltonaufnahme der jeweilige Ton geschnitten werden
soll. Weiter sollten diese Tonabschnitte so miteinander verknu¨pft werden, dass die
Schnittstellen von keinen unerwu¨nschten Audiogera¨uschen begleitet werden.
Außer diesen beiden genannten Problemen gibt es eine Reihe von anderen Ur-
sachen, die zwangsla¨ufig dazu fu¨hren, dass ein generiertes Musikstu¨ck niemals ei-
ner echten Aufnahme a¨hnelt. Da das Ziel dieser Arbeit nicht die Erzeugung von
a¨sthetisch klingenden Musikstu¨cken ist, sondern von solchen, die fu¨r das Trainieren
der Algorithmen zur Audiosignalverarbeitung geeignet sind, wird hier ein Vorgehen
implementiert, das diesem Ziel dient.
Echte Tonaufnahmen wurden der kommerziellen Tonbibliothek RWC music da-
tabase entnommen (Goto et al., 2003). Diese Datenbank bietet To¨ne verschiedener
Musikinstrumente in mehreren Ausfu¨hrungen an: zu jeder Tonsta¨rke (Forte, Mez-
zoforte und Piano) gibt es jeweils mehrere Spielweisen (z.B. Normal, Staccato und
Vibrato). Außerdem sind fu¨r jedes Musikinstrument die To¨ne von mindestens zwei
Exemplaren dieses Instruments aufgenommen worden.
Fu¨r diese Arbeit wurden folgende Musikinstrumente beru¨cksichtigt: Klavier, Gi-
tarre, Geige, Flo¨te, Klarinette und Trompete (s. Abschnitt 3.2).
Realisierung
Hier werden einige Lo¨sungen zu den entstandenen Problemen bei der Realisierung
der Software zur Erzeugung der WAVE-Files mittels echter Tonaufnahmen disku-
tiert.
Bezu¨glich des Abschneidens der To¨ne werden verschiedene Vorgehensweisen
verfolgt. Der Grund dafu¨r ist, dass die Saiten- bzw. Zupfinstrumente in der Regel
langsamer als z.B. die Blasinstrumente abklingen. Im Laufe der Experimente haben
sich zwei Abschneidetechniken herauskristallisiert: Typ 1 und Typ 2. Bei der Typ
1-Technik wird die Amplitude des Tonsignals ab dem gewu¨nschtem Endzeitpunkt
mit der Funktion 2−1.5·10−5x gefaltet und bei der Typ 2-Technik mit der Funktion
500
√
χ2(x), wobei χ2(x) die Dichte der Chi-Quadrat-Verteilung mit dem Freiheits-
grad 2 ist. In beiden Fa¨llen darf der Ton maximal 3 in der MIDI-Datei vorgeschrie-
bene Tonla¨ngen (nach dem Endzeitpunkt) abklingen. Die Technik Typ 1 wird fu¨r
Klavier und Gitarre und die Technik Typ 2 fu¨r Trompete, Flo¨te, Klarinette und Gei-
ge verwendet.
Weiterhin wird unterschieden, wie lange ein Ton klingen soll. Bei einer Ton-
dauer von weniger als 150 Millisekunden wird der Ton aus der Staccato-Bibliothek
genommen, sonst aus der Normal-Bibliothek. Der Nutzer muss sich allerdings vor-
ab fu¨r die Tonsta¨rke entscheiden, d.h. ob die To¨ne aus der Mezzoforte-, Forte- oder
Piano-Bibliothek genommen werden. Allerdings wird die Lautsta¨rke bei der Kon-
vertierung in Abha¨ngigkeit von MIDI-File-Eingaben variiert, indem die Tonampli-
tude entsprechend umskaliert wird.
5Bei Geige und Gitarre tritt das Problem auf, dass manche To¨ne auf mehreren Sai-
ten gespielt werden ko¨nnen. Geige hat beispielsweise vier Saiten: G32, D4, A4 und
E5, wobei G3 die tiefste und E5 die ho¨chste Saite ist. Sollte ein Ton auf zwei Saiten
spielbar sein, wird dieser von der ho¨heren Saite genommen. Beispielsweise wird fu¨r
den Ton D4, der sowohl auf der Saite G3 als auch auf der Saite D4 vorkommt, die
Seite D4 ausgewa¨hlt. Fu¨r Gitarre ist das Vorgehen analog.
Zu bemerken ist, dass es unmo¨glich ist, Tonbindungen (bzw. Legato) automatisch
zu modellieren. Auch bei professioneller kommerzieller Software fu¨r die Musiker-
zeugung - Vienna Symphonic Library 3 - muss der Anwender bei jedem einzelnen
Ton selbst entscheiden, aus welcher Tonbibliothek dieser kommen soll (es gibt dann
zusa¨tzlich Bibliotheken von Legato-To¨nen). Auf Legato-Modellierung wird aus die-
sem Grund bei der vorliegenden Realisierung ganz verzichtet.
Das Programm zur Konvertierung von MIDI-Files in WAVE-Files mittels ech-
ter To¨ne wurde mit Hilfe der Programmiersprache R (R Development Core Team,
2008) implementiert.
3.2 Erzeugung der Tonabfolgen
Da das Ziel dieser Vorstudie ist, Einflu¨sse verschiedener Instrumente auf die Ton-
einsatzerkennungsrate zu ermitteln, wird angestrebt, dass sich die Musikstu¨cke le-
diglich in der Instrumentenbesetzung unterscheiden. Fu¨r diesen Zweck sollten sol-
che Musikstu¨cke gefunden werden, die theoretisch von allen interessierenden In-
strumenten gespielt werden ko¨nnen. In Tabelle 2 sind die betrachteten Instrumente
sowie deren Tonumfa¨nge als Notenintervalle bzw. als zugeho¨rige MIDI-Codierung
vorgestellt. Dabei beziehen sich die Angaben zu den Tonumfa¨ngen lediglich auf
die vorhandenen Daten. Zum Teil ko¨nnen mit einzelnen Instrumenten tiefere oder
ho¨here To¨ne erzeugt werden.
Tabelle 2 Instrumente und in der Datenbank vorhandene To¨ne







Wie aus Tabelle 2 errechnet werden kann, besteht der gemeinsame Tonumfang
aus lediglich 17 To¨nen: C4 bis E5. Da es sehr unwahrscheinlich ist, fu¨r diesen To-
2 Wir benutzen hier die englische Notation fu¨r die Tonho¨he
3 http://vsl.co.at/, Stand 01.01.2012.
6numfang mehrere Musikstu¨cke zu finden, werden Tonabfolgen zufa¨llig generiert.
Die Simulationseinstellungen sind Tabelle 3 zu entnehmen. Auspra¨gungen der Va-
riablen Lautsta¨rke und Note sind auf die MIDI-Kodierung abgestimmt. Bei der ers-
ten Tondauereinstellung werden langsame Abfolgen simuliert mit durchschnittlich
2 Schla¨gen pro Sekunde (oder 120 bpm4) und bei der zweiten schnelle Abfolgen mit
5 Schla¨gen pro Sekunde (oder 300 bpm). Es wurden insgesamt pro Musikinstrument
und Tondauereinstellung 5 Tonabfolgen mit 100 Toneinsa¨tzen zufa¨llig generiert. Bei
der Tondauereinstellung mit 120 bmp dauern die Tonabfolgen durchschnittlich 50
Sekunden und bei der schnelleren Tondauereinstellung mit 300 bpm durchschnitt-
lich 20 Sekunden.
Tabelle 3 Einstellungen fu¨r die zufa¨llige Generierung der Tonabfolgen
Variable Verteilung
Lautsta¨rke Gleichverteilung auf [70,90]
Note Gleichverteilung auf [60,76]
Tondauer 1. absolute Werte einer Normalverteilung
mit µ = 0.5, σ = 0.2
2. absolute Werte einer Normalverteilung
mit µ = 0.2, σ = 0.1
4 Erster Teil der Vorstudie
4.1 Zusammenfassung der Einflussgro¨ßen
Bevor mit der Auswertung begonnen wird, werden die betrachteten Einflussgro¨ßen
mit ihren Einstellungen aufgelistet. Dabei handelt es sich nur um einen groben Ver-
suchsplan, der lediglich auf die Richtung des Zusammenhanges zwischen diesen
Einflussgro¨ßen und der Erkennungsrate hindeuten soll, aber auf keinen Fall ein Op-
timum liefern kann. Die Einflussgro¨ßen sind also die Folgenden:
1. Musikinstrument (Geige, Flo¨te, Gitarre, Klarinette, Klavier und Trompete),
2. Tondauer (120 bpm und 300 bpm),
3. Fensterla¨nge L (512, 1024, 2048 und 4096 Samples),
4. U¨berlappung U (0% und 50%),
5. Merkmal (M1: Amplitude, M2: Spektrum),
6. Zeitberechnungsmethode (Fensterende, Fenstermitte) .
Es werden alle mo¨glichen Kombinationen dieser 6 Einflussgro¨ßen auf 100 To-
nabfolgen getestet. Um den Parameter S (Schwellenwert) nicht beru¨cksichtigen zu
4 bpm ( beats per minute): Schla¨ge pro Minute
7mu¨ssen, werden fu¨r jedes Experiment S-Werte aus dem Intervall von 0.1 bis 0.9
(mit dem Schritt 0.1) ausprobiert und nur das beste Ergebnis zuru¨ckgegeben. Die
Verteilung der zugeho¨rigen F-Werte u¨ber die Tonabfolgen fu¨r die jeweiligen Ein-
stellungen wird mit Hilfe von Boxplots veranschaulicht.
4.2 Auswertung
In diesem Abschnitt werden Ergebnisse der Simulation dargestellt. Es werden hier
nur die Abbildungen vorgestellt, die fu¨r die Analyse wichtig sind und neue Infor-
mation liefern. Alle anderen Abbildungen befinden sich im Anhang.
Klavier und Gitarre
Als erstes werden die Ergebnisse fu¨r Klavier-Stu¨cke ausgewertet. In Abbildungen
1 bzw. 2 sind die Verteilung der F-Werte fu¨r die langsamen Stu¨cke (mit 120 bpm)
und Zeitberechnungsmethode Fenstermitte bzw. Fensterende dargestellt. Folgendes
ist dabei zu betrachten:
1. Die amplitudenbasierte Methode ist sowohl ohne als auch mit U¨berlappung bes-
ser als die spektralbasierte Methode.
2. Fu¨r L=512 und L=1024 verschlechtert die U¨berlappung die Ergebnisse und fu¨r
L=2048 und L=4096 verbessert sie sie.
3. Die Zeitscha¨tzungsmethode Fensterende weist bessere Ergebnisse fu¨r L=512 bis
L=2048 mit geringerer Varianz auf. Dagegen schneidet die Zeitscha¨tzungsmethode
Fenstermitte fu¨r L=4096 besser ab.
4. Fu¨r alle Fensterla¨ngen kann man eine Parameterkombination finden, die akzep-
table Ergebnisse liefert (F-Wert gro¨ßer als 0.9).
Weiter ist in Abbildung 3 die Verteilung der F-Werte fu¨r die schnellen Klavier-
Stu¨cke zu sehen (mit 300 bpm und Zeitberechnungsmethode Fenstermitte). Dabei
kann keine Tendenz beobachtet werden (sowohl fu¨r die Zeitberechnungsmethode
Fenstermitte als auch fu¨r Fensterende (s. Abbildung A1)).
Deutlich zu erkennen ist aber, dass die Gu¨te der Einsatzzeiterkennung von dem
Tempo des Musikstu¨ckes abha¨ngt. Langsame Tonabfolgen (mit 120 bpm) (Abbil-
dungen 1, 2) weisen deutlich bessere F-Werte auf als schnelle Tonabfolgen (mit 300
bpm) (Abbildungen 3, A1). Dies gilt fu¨r alle nachfolgenden Instrumente und wird
nicht weiter erwa¨hnt.
Die beschriebenen Besonderheiten von Klavier-Stu¨cken stimmen mit denen der
Gitarre-Stu¨cke u¨berein (vgl. Abbildungen A2, A3, A4, A5). Dies verdeutlicht die
Na¨he der beiden Instrumente zueinander. Klavier und Gitarre geho¨ren beide zu der
Klasse der Saiteninstrumente. Die Gitarre ist ein Zupfinstrument und bei Klavier























































Abb. 2 Verteilung der F-Werte fu¨r Klavier, Tempo: 120 bpm, Zeitberechnung: Fensterende
Flo¨te, Klarinette und Trompete




























































Abb. 4 Verteilung der F-Werte fu¨r Flo¨te, Tempo: 120 bpm, Zeitberechnung: Fenstermitte
Dabei ist fu¨r die langsamen Tonabfolgen Folgendes zu sehen (vgl. dazu auch
Abbildung A6):
1. Die spektralbasierte Methode ist sowohl ohne als auch mit U¨berlappung besser
als die amplitudenbasierte Methode (mit wenigen Ausnahmen).
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2. Fu¨r L=512 verschlechtert die U¨berlappung die Ergebnisse, und fu¨r L=1024 bis
L=4096 verbessert sie sie.
3. Die Zeitscha¨tzungsmethode Fenstermitte scheint fu¨r alle Fensterla¨ngen bessere
Ergebnisse zu liefern als die Methode Maximum.
4. Nur fu¨r die Fensterla¨ngen L=512 und L=1024 (und bei der Zeitberechnungs-
methode Fenstermitte auch fu¨r L=2048) kann man eine Parameterkombination
finden, die akzeptable Ergebnisse liefert.
Fu¨r schnelle Tonabfolgen ist eine unerwartete Tendenz zu beobachten: ampli-
tudenbasierte Einsatzzeiterkennung zeigt bessere Erkennungsraten als die spektral-
basierte und zwar mit und ohne U¨berlappung (vgl. Abildungen 5, A7). Fu¨r Fens-
terla¨ngen L=1024 und L=2048 sind im Vergleich zu anderen La¨ngen-Einstellungen
relativ gute Ergebnisse zu vermerken. Zwischen den Zeitscha¨tzungsmethoden Fens-
























Abb. 5 Verteilung der F-Werte fu¨r Klavier, Tempo: 300 bpm, Zeitberechnungsmethode: Fenste-
rende
In Bezug auf die langsamen Tonabfolgen stimmen die oben diskutierten Ergeb-
nisse fu¨r die Musikinstrumente Trompete und Klarinette mit denen fu¨r Flo¨te u¨berein
(vgl. Abbildungen A8, A9, A12, A15). Bei den schnellen Tonabfolgen dagegen ist
bei Trompete eine a¨hnliche Tendenz wie bei Flo¨te zu betrachten (die amplituden-
basierte Einsatzzeiterkennung ist besser als die spektralbasierte), wa¨hrend bei Kla-
rinette das umgekehrte (und somit erwartete) Verhalten vorliegt (vgl. Abbildungen
A10, A11, A14, A15).
Die A¨hnlichkeiten zwischen Flo¨te, Klarinette und Trompete erkla¨ren sich durch
ihre Zugeho¨rigkeit zu derselben Instrumentenfamilie der Blasinstrumente.
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Geige
Die Geige geho¨rt zu der Instrumentenklasse der Streichinstrumente. In Abbildung
6 ist die Verteilung der F-Werte fu¨r die langsamen Geigen-Stu¨cke veranschaulicht
(Zeitscha¨tzungsmethode Fensterende). Dabei kann Folgendes beobachtet werden

































Abb. 6 Verteilung der F-Werte fu¨r Geige, Tempo: 120 bpm, Zeitberechnungsmethode: Fenster-
mitte
1. Die spektralbasierte Methode ist im Bereich der guten Erkennungsraten sowohl
ohne als auch mit U¨berlappung besser als die amplitudenbasierte Methode.
2. Fu¨r L=512 verschlechtert die U¨berlappung die Ergebnisse und fu¨r L=1024 bis
L=4096 verbessert sie sie.
3. Nur fu¨r die Fensterla¨ngen L=512 und L=1024 kann man eine Parameterkombi-
nation finden, die akzeptable Ergebnisse liefert.
Bei den schnellen Tonabfolgen ist zu erkennen, dass die amplitudenbasierte Ein-
satzzeiterkennung bessere Erkennungsraten zeigt als die spektralbasierte und zwar
mit und ohne U¨berlappung (vgl. Abbildungen A17, A18)




Es werden sechs Musikinstrumente betrachtet, wobei diese bezu¨glich der Ergeb-
nisse in zwei Klassen aufgeteilt werden ko¨nnen. Klavier und Gitarre werden dem-
nach einer Klasse mit folgenden Besonderheiten zugeordnet: Amplitudenbasierte
Einsatzzeiterkennung ist besser als die spektralbasierte, und fu¨r alle Fensterla¨ngen
ko¨nnen Parametereinstellungen gefunden werden, die akzeptable Ergebnisse liefer-
ten. Alle drei Blasinstrumente (Flo¨te, Klarinette und Trompete) sowie Geige wer-
den der zweiten Klasse zugeordnet: Spektralbasierte Einsatzzeiterkennung ist bes-
ser als die amplitudenbasierte und nur fu¨r kurze Fensterla¨ngen (L=512 und L=1024)
ko¨nnen Parametereinstellungen gefunden werden, die akzeptable Ergebnisse liefern.
5 Zweiter Teil der Vorstudie: Kombination der Merkmale M1
und M2
5.1 Definition der Kombinationsmethoden
Im ersten Teil der Vorstudie wurden die Merkmale M1 (amplitudenbasierte Einsatz-
zeiterkennung) und M2 (spektralbasierte Einsatzzeiterkennung) unabha¨ngig vonein-
ander betrachtet. Nun werden Mo¨glichkeiten einer Kombination untersucht. Hier
werden allerdings nicht alle Fensterla¨ngen, sondern nur die kurzen Fenster (L=512
und L=1024) beru¨cksichtigt. Weiterhin werden nur die langsamen Stu¨cke (mit 120
bpm) sowie nur die Zeitberechnungsmethode Fenstermitte beru¨cksichtigt. Zur Erin-
nerung: Die Merkmalsvektoren M1 und M2 werden jeweils auf das Intervall [0,1]
skaliert (s. Kapitel 2). Die vier vorgeschlagenen Merkmalskombinationen werden
in Tabelle 4 vorgestellt.
Fu¨r zwei Kombinationsmethoden - Additiv und Multiplikativ - wird ein weiterer
Parameter A auf dem Intervall [0,1] definiert, der den Anteil des jeweiligen Merk-
mals an der gesamten Summe bzw. das Produkt regelt. Somit wird diese Summe
bzw. Produkt auch im Intervall [0,1] liegen. Das Gleiche gilt auch fu¨r die Kombina-
tionsmethoden Maximum und Minimum. Das sich ergebende Merkmal Komb wird
im Weiteren mit dem Schwellenwert S verglichen, und der Einsatzzeitvektor E wird
genau so bestimmt, wie im Kapitel 2 bereits veranschaulicht.
Tabelle 4 Ansa¨tze zur Merkmalskombination
Methode Zusammensetzung
Additiv Komb = A ·M1+(1−A) ·M2
Multiplikativ Komb = M1A ·M21−A
Maximum Komb = max(M1,M2)
Minimum Komb = min(M1,M2)
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Genauso wie im ersten Teil der Vorstudie wurde hier der Parameter S im In-
tervall [0.1,0.9] in 0.1 Schritten variiert und fu¨r jede Tonabfolge wurde nur die
beste Erkennungsrate beru¨cksichtigt. Jede Parametereinstellung (wie Fensterla¨nge,
U¨berlappung und Merkmalskombination) wird auf 5 langsamen Tonabfolgen aus-
gewertet (s. Abschnitt 3.2) und die zugeho¨rigen Verteilungen der F-Werte werden
mittels Boxplots im folgenden Abschnitt veranschaulicht. Fu¨r die Kombinationsme-
thoden Additiv und Multiplikativ wurde lediglich der Wert A=0.5 ausprobiert.
5.2 Auswertung
In Abbildungen 7 sind die Erkennungsraten der verschiedenen Kombinationsmetho-
den am Beispiel von Klavierstu¨cken veranschaulicht. Abbildungen fu¨r die anderen
Instrumente befinden sich im Anhang (Abbildungen A20, A21, A22, A23). Dabei
ist zu sehen, dass die Verteilungen der F-Werte von Klavier und Gitarre wieder
sehr a¨hnlich sind und sich von denen der Blasinstrumente und Geige unterscheiden.
Auffa¨llig ist aber fu¨r alle Instrumente, dass die Kombinationsmethode Multiplikativ









































Abb. 7 Verteilung der F-Werte fu¨r Klavier bei verschiedenen Kombinationsmethoden, Tempo:
120 bpm, Zeitberechnung: Fenstermitte
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Weiter gilt fu¨r alle Musikinstrumente: Keine der benutzten Kombinationsme-
thoden schla¨gt die beste Methode fu¨r das jeweilige Instrument (amplituden- bzw.
spektralbasierte Methode). Die Methoden Additiv und Maximum sind durchgehend
besser als die Methoden Multiplikativ und Minimum. Die Schlussfolgerungen aus
diesen Beobachtungen werden im na¨chsten Kapitel zusammengefasst.
6 Zusammenfassung
In dieser Vorstudie wurde der Einfluss von verschiedenen Faktoren auf die Erken-
nungsgu¨te eines Algorithmus zur Einsatzzeiterkennung bei Audiosignalen unter-
sucht. Das Hauptziel dieser Vorstudie ist, systematische Variationen einiger dieser
Faktoren zu analysieren, um sich dann fu¨r deren beste Einstellung zu entscheiden.
Somit soll die Parameterdimension des benutzten Algorithmus zur Einsatzzeiterken-
nung reduziert werden, um ihn weiter in einer ausfu¨hrlicheren Studie zu optimieren.
Zu solchen Parametern geho¨ren Zeitberechnungsmethoden und Merkmalskombina-
tionsmethoden.
Ein weiteres Ziel der Vorstudie ist, erste Erkenntnisse u¨ber den Einfluss von Mu-
sikinstrumenten auf die Erkennungsgu¨te des Verfahrens zu bekommen. Zu diesem
Zweck werden Tonabfolgen generiert, die sich lediglich durch die Instrumentbeset-
zung unterscheiden. Die Besonderheit von diesen Tonabfolgen ist, dass sie mittels
echter To¨ne erstellt wurden.
Im ersten Teil der Vorstudie wurde festgestellt, dass fu¨r Klavier und Gitarre die
amplitudenbasierte Einsatzzeiterkennung besonders gute Ergebnisse liefert, wobei
fu¨r die vier anderen Instrumente (Flo¨te, Klarinette, Trompete und Geige) die spek-
tralbasierte Methode besser abgeschnitten hat. Ein weiterer Schluss ist, dass die
Zeitberechnungsmethode Fenstermitte im Allgemeinen bessere Erkennungsraten als
die Methode Fensterende liefert, weshalb die erste Methode fu¨r den endgu¨ltigen
Algorithmus u¨bernommen wird. Es werden vier Fensterla¨nge-Einstellungen unter-
sucht und zwar 512, 1024, 2048 und 4096 Samples. Allerdings stellt sich heraus,
dass Blasinstrumente und Geige fu¨r die Fensterla¨nge 4096 Samples keine akzep-
tablen Ergebnisse liefern. Also wird diese Einstellung fu¨r die weitere Studie nicht
beru¨cksichtigt. Außerdem konnte beobachtet werden, dass das Tempo einer Tonab-
folge einen entscheidenden Einfluss auf die Ergebnisse hat: fu¨r schnelle Stu¨cke (mit
300 Schla¨gen pro Minute) ko¨nnen keine akzeptablen Erkennungsraten verzeichnet
werden, wohingegen fu¨r die langsamen Stu¨cke (mit 120 Schla¨gen pro Minute) teil-
weise Erkennungsraten in der Na¨he von 1 (Optimum) vorkommen.
Im zweiten Teil der Vorstudie werden verschiedene Merkmalskombinationsme-
thoden untersucht, wobei zwei Methoden besonders positiv auffallen: Additiv und
Maximum. Da die Methode Additiv von einem weiteren Parameter abha¨ngt (dem
Anteil des jeweiligen Merkmals an der Gesamtsumme), wird sie fu¨r die weitere
Studie bevorzugt. Durch die systematische Variation dieses Parameters ist eine Ver-
besserung der Erkennungsgu¨te mo¨glich.
15
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Abb. A18 Verteilung der F-Werte fu¨r Geige, Tempo: 300 bpm, Zeitberechnungsmethode: Fenste-
rende
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Abb. A20 Verteilung der F-Werte fu¨r Flo¨te bei verschiedenen Kombinationsmethoden, Tempo:

















































Abb. A21 Verteilung der F-Werte fu¨r Klarinette bei verschiedenen Kombinationsmethoden , Tem-
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Abb. A22 Verteilung der F-Werte fu¨r Trompete bei verschiedenen Kombinationsmethoden, Tem-






































Abb. A23 Verteilung der F-Werte fu¨r Geige bei verschiedenen Kombinationsmethoden, Tempo:
120 bpm, Zeitberechnung: Fenstermitte
 
 
 
