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A.bstract--MacCormack's explicit predictor-corrector scheme is extended for incompressible flow 
on marker-and-cell grids. Cell-centered velocities ar  first constructed by taldng a normal velocity 
component from one of two possible cell faces foreach coordinate direction. The predictor phase then 
proceeds in the usual manner employed for cell-centered grids. Central differencing isused for diffusion 
terms, and one-sided ifferencing (in the same direction as the face-to-center velocity transfer) is 
used for advective terms. At the end of the predictor phase, cell-centered velocity increments are 
transferred back to the cell faces f~om which the normal velocity components were taken, and the 
presJure is adjusted to enforce conservation ofmass. The corrector phase follows the same pattern, 
but the directions for the face-to-center velocity tranRfer and the one-sided lifere~clng are the reverse 
of those in the predictor. The extended MacCormack method requires only one control volume to be 
defined for each grid cell. This affords the convenience of a cell-centered scheme with the tight mass 
conservation of a stagsered grid. Computed results are presented for a straight channel, a driven 
cavity, a bac~tep, and a circular cylinder. 
1. INTRODUCTION 
MacCormack's  method [1,2] is a predictor-corrector, finite-difference scheme that  has been used 
for compressible flow and other applications for over twenty years. There exist both explicit 
and implicit versions of  the algorithm; but the explicit predates the implicit by more than a 
decade, and it is considered one of the milestones of  computat ional  fluid dynamics. Both versions 
facilitate the solution of  hyperbolic and parabolic equations by marching forward in time. 
The popular ity of  MacCormack's explicit method is due in part to its simplicity and ease of 
implementation. The predictor and corrector phases each use forward differencing for first-order 
t ime derivatives, with alternate one-sided differencing for first-order space derivatives. This is 
especially convenient for systems of equations with nonlinear advective terms, because it avoids 
the need for the Jacobian matrices associated with one-step explicit schemes, such that of Lax 
& Wendroff  [3]. In order to use conventional time-marching, however, there must appear a time 
derivative in each of the equations to be solved. 
Unlike compressible flow, the continuity equation for incompressible flow contains no time 
derivative; i.e., the flow must satisfy the time-independent constraint 
V .u  = O, (1) 
where u is the vector velocity (u, v) and V is the gradient operator. Al though t ime-marching is
inappropriate for (1), it is still applicable for the incompressible momentum equation 
Ut -{-U" VU "-- vV2u -/)-1 Vp, (2) 
as long as the pressure gradient Vp  can be specified for each time step. In Equation (2), the 
subscript t indicates a time derivative, p is the density, and v is the kinematic viscosity. The 
correct pressure gradient is that which enforces the condition 
V.ut  = 0. (3) 
This insures that a flow which satisfies Equation (1) initially, will do so forever. 
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If the flow has a steady state, and only that state is of interest, then the discrete solution of (2) 
may be calculated in such a way that (1) is satisfied only when ut = 0 and vice versa. Likewise, 
the correct pressure gradient will be achieved only for the steady state, at which time (3) will 
also be satisfied. Artificial compressibility [4], the ad hoc addition of a pressure time-derivative 
to Equation (1), is often used to maintain a form suitable for time-marching. Thus, when Pt = 0 
and ut -- 0 then, in principle, Equations (1) and (3) will be satisfied as well. 
If the flow has no steady state, or if the developing flow is of interest, then the discrete solution 
of (2) must be calculated in such a way that Equation (1) is satisfied at each instant. This 
requirement leads to a Poisson equation for pressure, whose solution must be computed for each 
time step or predictor-corrector phase, depending on whether a one- or two-step scheme is used. 
Since MacCormack's method is formally second-order accurate in time, it should be suitable for 
time-dependent i compressible flow, as long as the errors in (1) and (3) are small enough to be 
insignificant in the development of vorticity. 
In the present work, Equations (1) and (2) are discretized for marker-and-cell (MAC) grids 
in two dimensions. MAC grids are staggered grids with pressure defined at the cell centers and 
velocity at the midpoints of the cell faces [5]. This arrangement is convenient for maintaining 
precise conservation of mass; but it usually demands that Equation (2) be discretized on the cell 
faces instead of at the cell centers, and that a separate control volume be set up for each face. 
By using a predictor-corrector scheme, however, one can avoid defining multiple control volumes 
for a single cell. At the beginning of the predictor phase, the normal (contravariant) velocity 
component for a given face is temporarily transferred to the center of either of two adjacent cells, 
where the momentum equation i s discretized and velocity increments computed. This done, the 
increments are transferred back to the cell faces from which the contravariant velocities were 
taken, and there they are adjusted for conservation of mass. The procedure for the corrector 
phase is exactly the same, except he velocity transfer is made in the opposite direction; i.e., 
from the cell face to the other cell center. When both phases are complete, the contravariant 
increments from the predictor and corrector a e then averaged for each cell face, and the discrete 
solution is advanced by one time step. 
Spatial discretization of the cell-centered momentum equation can be done in many different 
ways, but the MacCormack scheme has been chosen here. MacCormack uses central differenc- 
ing for diffusion (viscous) terms and one-sided ifferencing for advective terms, with alternate 
directions taken for the latter in the predictor and corrector phases. This fits in nicely with the 
alternating directions of face-to-center velocity transfer for MAC grids. 
Since the proposed algorithm is an explicit scheme, a projection method is used to calculate the 
pressure gradient and enforce conservation ofmass. This means that the pressure gradient is omit- 
ted in the calculation of the cell-centered velocity increments, which produce mass-conservation 
(continuity) violations when they are transferred back to the cell faces. A pressure gradient is 
then introduced (on the faces) to correct he face-centered velocities and eliminate the continuity 
violations; i.e, 
u = u' - (4)  
where the prime denotes the uncorrected velocity, At is the time increment and 
= pat  (5) 
P 
The pressure itself is given by the solution of a Poisson equation 
= v .  u ' ,  (6)  
which is obtained by taking the divergence of (4) and combining the result with (1). The pressure 
has to be calculated in this manner at the end of each predictor/corrector phase to insure mass 
conservation throughout each time step, and to prevent he accumulation of continuity violations 
over many time steps. 
The foregoing is a nutshell description of the incompressible MacCormack flow-solver, earlier 
versions of which have been employed by Bernard [6], Kapitza [7], and Holland [8]. 
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2. CURVILINEAR COORDINATES 
In order to calculate the two-dimensional flow in regions with irregular boundaries, it is nec- 
essary to use boundary-fitted grids [9], and transform the governing equations from Cartesian 
coordinates (z, y) to the curvilinear coordinates ,f,(z,y) and r/(x,y). Using the chain rule for 
derivatives, it is easy to show that, so long as x~n = zn~ and y~ = Yn~,, then for an arbitrary 
function ~b, 
¢~ _ j -x  (x~ ¢. - x. Ce), 
where J is the Jacobian of the transformation 
(7) 
(s) 
J " -xey  ~ - x.y~, (9) 
and the subscripts ~ and ~} indicate derivatives. When Equations (7) and (8) are inserted into 
the Cartesian expression for u.  V¢, the transformed advection term becomes 
u .V¢  = j -1 (UCe + VCn), (lO) 
where upper-case U and V are the contravariant components ofvolumetric flux (per unit depth), 
which axe normal to the curves of constant ~ and constant ~}, respectively. They are related to 
the lower-case Cartesian velocity components (u, v) by 
U = yn u - z .  v, (11) 
V = z e v - Ye u .  (12)  
These will simply be called flux components hereafter. 
With the Gauss divergence theorem and some additional effort, one can also show that the 
Cartesian expression for V • u transforms to 
V.u -  J -1 (U~--k Vu), (13) 
from which it then follows that 
0 0 (14) 
in which the subscripts z and y indicate derivatives. 
The expressions given by (7)-(14) are sufficient for converting (1), (2), and (4) from Cartesian 
to curvilinear coordinates in two dimensions. In particular, Equations (1) and (2), respectively, 
give way to 
u~+v. =0, 
u, + j-1 (Uue + Vun) = ~,V2u - p-1 Vp, 
(15) 
(16) 
with the Laplacian now given by (14), and the Cartesian components of the gradient by (7) 
and (8). The Poisson equation (6) then becomes 
J V~¢ -- U~ + V,', (17) 
where the primes denote flux components hat do not necessarily satisfy (15). 
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3. SPATIAL DISCRETIZATION 
Regardless of their shape and orientation in the zy-plane, let the grid cells be uniformly square 
with A~ = A T = 1 in the O;-plane (Figure 1). This permits the introduction of integers i and j as 
cell indices, and as discrete coordinates for grid nodes (intersections ofgridlines) in the ~rtplane. 
Thus, cell (i, j)  has its upper right-hand (northeast) corner at ~ -- i and T; -- j in the ~-plane. 
Cartesian coordinates of the grid nodes will be represented by z(i,j) and y(i,j) without an 
overbar, and those of the cell centers by ~(i,j) and ~9(i, j) with an overbar. Cell-centered coordi- 
nates are obtained by averaging the coordinates of the four surrounding nodes, e.g., 
1 
~(i,j) = ~[z( i , j )  +z(i -  1, j )+  z( i , j -  1) + x(i- 1, j -  1)]. (18) 
Subscripts and superscripts e, w, n, and s will be used to denote quantities evaluated on the 
east, west, north, and south faces, respectively, with e indicating the cell center. For example, 
the flux components hrough the east and north faces are 
• • (19) Ue --y~Be--X~Ve 
v. =4v . -y~u. .  (20) 
Since the flux through a given face is proportional to the length of that face, nodal coordinates 
must be used for evaluating the coordinate derivatives that appear in the discrete fluxes, e.g., 
m~ = z( i ,  j )  - z ( i -  1, j ) ,  
• ~ = x(i ,  j )  - ~(i ,  j - 1). 
(21) 
(22) 
Henceforth, x and y without an overbar will be used for discrete derivatives of nodal coordinates 
as well as for the nodal coordinates themselves. 
When the gradient of a function is to be evaluated on a cell face, the derivatives of the func- 
tion and the coordinates must be discretized with cell-centered quantities. For example, the 
components of the discrete gradient evaluated on the east face are 
¢~ = j;1 (g ¢; _ ~; ¢~), 
¢; = j : ,  (~  ¢~ - ~ ¢~), 
(23) 
(24) 
where Je is the discrete Jacobian 
J o=(~ y,-" - x,-" o~). (25) 
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Henceforth, $ and ~ u~th an overbar will be used for discrete derivatives of cell-centered coordi- 
nates as well as for the cell-centered coordinates themselves. Here one may assume that d2(i, j)  
is defined at the center of cell (i, j )  in the first place, so the central-difference approximations for 
its ~- and ~derivatives on the east face are 
¢~ = ¢(i  + 1;j) - ¢( i , j ) ,  (26) 
¢~ = 4 [¢( i , j  + 1) + ¢(i + 1, j  + 1) - ¢( i , j  - 1) - ¢(i  + 1, j  - 1)]. (27) 
To insure that ~ = x,e and ~¢~ = #~e in the discrete gradient, the derivatives of cell-centered 
coordinates must be approximated with similar expressions, e.g., 
e~ = £(i + 1,j)  - £( i , j ) ,  (28) 
_ , ° 
~; = ~ [z(,, 3 + 1) + $(i -I- 1, j  + 1) - $( i , j  - 1) - £(i + 1,j  -- 1)]. (29) 
When coordinate derivatives are needed in the cell-centered Jacobian, 
:o = ~; 9; - x; ~, (30) 
these can be approximated with nodal coordinates in the central-difference expressions, 
1 . 
z~ = ~ [x(,, j)  + z ( i , j  - 1) - z(i - 1,j) - z ( i  - 1 , j  - 1)], (31) 
¢ 1 
z. = ~[x( i , j )  + z(i - 1,j) - z ( i , j  - 1) - z(i - 1, j  - 1)]. (32) 
The discrete continuity equation now becomes 
U. - Ut. + Vn - Va - O, (33) 
and Equation (4) gives way to the discrete flux adjustment 
U. = U~ - a. ~ + 7. ~b~, (34) 
v. = v" - ~. ~ + v. ~', (35) 
where 
--1 ¢ - ~. = J; (x~ x; + y; #;), (36) 
]~n "- Jn 1 (X~ ~ Jr" 9~ #~), (37) 
-~ • • ~) ,  (38) 
7. = JZ' (x~ e~ + 9~' #~). (39) 
The discrete Laplacian for any function ¢ is now given by 
and this is the form used in the left-hand side of the discrete Poison equation, 
Jc V2¢ = U• - U~ q- V~ - V•. (41) 
MacCormack uses alternating one-sided ifferencing to diseretize advection terms. For this kind 
of operation it is expedient to introduce the shift indices (r, s), which are integers that can have 
values of 0 or 1. Using these, the discrete, one-sided advection terms become 
U ¢ e = Ue(i - 1 + r , j )  [¢( i+ r , j )  - ¢(i  - 1 + r,j)], (42) 
V¢ n = Vn( i , j  - 1 + s) [¢(i , j  + s) - ¢ ( i , j  - 1 + s)l. (43) 
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Thus, forward differencing is used for U¢~ when r = 1, and for V¢~ when s = 1. Backward 
differencing is used otherwise. 
Close examination of (42) and (43) reveals that when the discrete continuity equation (33) is 
satisfied, then 
U ¢~ + V ¢, = (U ¢)~ + (V ¢),,  (44) 
so that the nonconservative form of the advection operator is precisely equivalent to he conser- 
vative form. When Equation (33) is not satisfied exactly, then the discrete operation is equivalent 
to 
U¢~ + V¢~ = (U¢)e + (V¢) ,  - ¢(U e + V,) ,  (45) 
which eliminates spurious ources and sinks that would otherwise be created by violations of (33). 
In order to calculate cell-centered velocity increments from the discrete momentum equation, 
one needs a closure relation between the face-centered fluxes Ue( i , j )  and Vn( i , j ) ,  and the cell- 
centered Cartesian velocities u(i,  j )  and v ( i , j ) .  If one-sided ifferencing in alternate directions 
can be used for the advective terms, then it may also be possible to use flux components from 
alternate cell faces to define u(i,  j )  and v(i ,  j ) .  Assuming that the same pair of Cartesian velocities 
defines the fluxes on two of the four cell faces, and vice versa, then 
U,( i  - r , j )  = y~(i - r, j)  u( i , j )  - x~(i  - r, j)  v( i , j ) ,  
V, , ( i , j  - s) = z~( i , j  - s) v ( i , j )  - y~( i , j  - s) u ( i , j ) .  
(46) 
(47) 
Solving Equations (46) and (47) for u(i, j )  and v(i, j )  produces 
u( i , j )  = z~( i , j  - s) Ue(i - r, j)  + z~(i  - r, j)  Vn( i , j  - s) (48) 
z~( i , j  - s) y;( i  - r , j )  - z~(i - r , j )  y~( i , j  - s) ' 
y~( i , j  - s) Ue(i - r , j )  + y~(i - r , j )  Vn( i , j  - s) (49) 
v( i , j )  = z~( i , j  - s) y ; ( i  - r, j)  - zg( i  - r, j)  y~( i , j  - s)" 
Following the standard procedure for MAC grids, only the face-centered fluxes will be kept 
from one time step to the next. When the ceil-centered velocities are needed in the momentum 
equation, they will always be obtained from the fluxes by means of Equations (48) and (49). 
Flux increments on the cell faces will always be obtained from the resulting cell-centered velocity 
increments via the relations 
AUe( i  -- r , j )  = y~(i - r, j)  Au( i , j )  -- x~(i  -- r, j)  Av( i , j ) ,  
n i " AV. ( i , j  - s) = x '~( i , j  - s) Av( i , j )  - ye ( ,~ - s) au( i , j ) .  
(50) 
(51) 
In summary, Equations (48) and (49) transfer flux components from the cell faces to the cell 
centers, and Equations (50) and (51) transfer velocity increments from the cell centers back to
the cell faces. 
4. PREDICTOR-CORRECTOR SCHEME 
Each time step is divided into a predictor phase and a corrector phase. Let the superscript m 
denote values of flow variables at the end of the mth time step. At the beginning of the predictor, 
the shift indices (r, s) are assigned values from one of four possible combinations: (0,0), (0,1), 
(1,0), (1,1). To prevent instability caused by directional bi s, each of these pairs must be assigned 
once in every four time steps in the predictor. 
First, the cell-centered velocities um( i , j )  and Vm(i,j) are constructed from the face-centered 
f luxes Um( i  - r , j )  and Vnm(i, j  - s) using Equations (48) and (49). These velocity components 
are inserted into the discrete momentum equation, with the pressure gradient omitted, i.e., 
Aura 
J~=~jX72u '~ U"u~ V" - -  - -  U~, .  (52) 
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The resulting velocity increments Aum(i,j) and Avm(i,j) are next inserted into (50) and (51) 
to obtain the face-centered flux increments AUem(i - r , j )  and AVnm(i,j - s). These are added 
to the existing fluxes, producing the non-mass-conserving fluxes 
U" = U 7 + AUT, (53) 
v" = v. ~ + Av.  ~. (54) 
The fluxes U~ and Vn e are now used in the right-hand side of the discrete Poisson equation (41), 
whose solution is 
rm = P~ A----A, (55) 
p 
where prn is the pressure acting during the predictor phase. The last step is to use rrn in (34) 
and (35) to compute the mass-conserving fluxes 
t O~ {Am~e u + = u; - ~ ,~ ,~ + ~ (¢-)~ (56) 
v.+ = v" - ~. (¢~)~ + v .  (¢~)~. (57) 
This completes the predictor phase, and the plus (+) superscript indicates quantities to be used 
in the corrector phase. 
The corrector phase begins by reversing the directions for one-sided ifferencing and for veloc- 
ity/flux transfer. This is done by resetting the shift indices, 
r + = 1 - r, (58) 
s + = 1 - s. (59) 
The new shift indices are used in place of r and s throughout the corrector phase, which starts 
with the fluxes given by (56) and (57), and follows the same pattern as the predictor in obtaining 
new flux increments AU + and AV +. These are added to existing values to create non-mass- 
conserving fluxes U~' and Vn" in the following manner: 
U: 1 = 1 (U7 + U + + AU+), (60) 
1 m V" = ~ (V~ + V + + AV+). (61) 
The fluxes U~ ~ and I/.' I are used in the right-hand side of the discrete Poisson equation (41), whose 
solution this time is 
¢+ = p+ At 
9~a ' (62) 
where p+ and ¢+ are the values of p and ¢ acting during the corrector phase, and the factor 2 
appears in the denominator because they act for only half a time step. 
The last step in the corrector is to use (34) and (35) to compute the final mass-conserving 
fluxes 
~+~ = ~" - ~ (~+)~ + ~ (~+)~, (63) 
V~ +I -" Vn n - ~n (~'[-)~ "Jr~n (~+)~. (64) 
This completes the corrector, as well as the entire procedure for advancing the discrete solution 
by one time step. Note that the manner in which U:' and 1/," are defined insures that any 
continuity violations left over from the predictor, or from previous time steps, will be included 
in the non-mass-conserving fluxes to be corrected by (63) and (64). The average pressure acting 
between time levels rn and m + 1 is 
p,.+l/~ = p(¢m + 2¢+) 1 
2At = 5 (p~ + p+)" (85) 
Thus, the pressure pra+l/2 lags the fluxes U m+l and V m+l by half a time step. 
C/~i,~24:5/6-K 
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5. BOUNDARY CONDIT IONS 
Boundary conditions must be specified for all terminal cell faces (Figure 2), i.e., for all cell 
faces that lie on the outer perimeter of the grid, or on the perimeters of internal regions excluded 
from the grid. Both nodes of a terminal face must coincide with an inlet, outlet, slip, no-slip, or 
symmetry boundary. 
Inlets and outlets may have normal flux distributions that are either fixed or changing in 
time. The time-dependent distributions can either be specified in advance, or computed with the 
following variant of the discrete radiation condition proposed by Orlanski [10]. 
Suppose the east face is a terminal inlet/outlet face with unknown normal flux U. Let the 
governing equation for U be 
u, + c u~ = o, (66) 
where c is the propagation velocity for changes in U. The discrete value for c has to be obtained 
from the previously computed flow through the cell immediately to the west of the terminal cell. 
Thus, in the predictor phase starting at time level m, the discrete propagation velocity c m is 
given by 
c~ = - IU-~J,_1 " (67) 
The superscript m-  I /2 means that the quantity in brackets is evaluated halfway between 
time steps m and m - I, and the subscript i - 1 means that it is evaluated at the center of cell 
( i -  l, j ) .  Using central-difference approximations in space and time, the discrete equation for 
c m is then 
crnAt  Uem(i - 1 , j )  - Um- l ( i  - 1,j) + U~( i  - 2, j)  - U~- l ( i  - 2 , j )  (68) 
A~ = Uem(i _ 2, j )  + Uem-t ( i  - 2, j)  - U~n(i  - 1, j)  - Uem-t ( i  - 1,j)" 
Equation (68) defines the radiation Courant number C~ = cmAt/~ for the predictor. The 
object here is for the east face of cell (i,j) to transmit information only to the right (outward), 
so C~ is set equal to zero if the right-hand side (RHS) of (68) is negative, i.e., 
= max[O, RHS (68)]. (69) 
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To avoid numerical instability that might be caused by C~ > 1, a second constraint is imposed: 
C~R - min[1, RHS (69)]. (70) 
Equations (69) and (70) keep the radiation Courant number between zero and unity, and the 
value for U¢(i,j) at the end of the predictor phase becomes 
U+( i , j )  = (1 - C'~) u'~Ci,j) + C'~ UT(i - 1,j). (71) 
In the corrector phase, the discrete quation for the radiation velocity is 
c+ zx___2t = u ,+( i -  1, j )  - uy ( i -  1, j )  + u,+(i - 2 , j )  - uy ( i  - 2 , j )  (72) 
A~ U~+(i - 2, j )  + U~( i  - 2, j )  - Ue+(i - 1, j )  - Up( i  - 1,j)"  
Equation (72) defines the radiation Courant number C + for the corrector, which is also con- 
strained to lie between zero and unity. In keeping with the MacCormack scheme, the value for 
Ue(i, j)  at the end of this phase (and at time level rn + 1) is 
1 
U~m+l(i,j) = ~ [U~(i , j )  + (1 - C +) U+(i , j )  + C + U+(i - 1,j)]. (73) 
At the end of each of the predictor and corrector phases, the individual fluxes given by the 
radiation scheme have to be adjusted so that the total flowrate through all the radiation-boundary 
faces remains unchanged throughout the time step. This is done with a uniform correction factor 
which is the sum of fluxes before the radiation calculation, divided by the sum of fluxes afterwards. 
Now suppose that the south face of cell (i, j) coincides with a no-slip boundary. A Taylor-series 
expansion for the cell-centered velocity in cell (i, j - 1) gives the velocity u, on the south face of 
cell (i,j): 
_~ At f  
u,( i , j )  = u( i , j  - 1) + u, + unn T -I- • .. = O. (74) 
With the following difference approximations for u~ and u~n, 
-3  u(i , j  - 1) + 4 u(i , j )  - u( i , j  + 1) (75) 
un = 2A• ' 
u( i , j  - 1) - 2 u(i , j )  + u( i , j  + 1) (76) u~n = 
A02 
Equation (74) then yields the approximation 
I u ( i , j  + 1) - 2 u ( i , j ) .  u( i , j  - 1) ~ 
On the south face, the expressions for ul and u~ now become 
(77) 
.~ = o, (78) 
3u(i , j )  - ½ u( i , j  + 1) (79) 
un = A0 
Equations (78) and (79) are used in (40) to obtain ~ J V2u for cell (i, j). 
If the south face of cell (i, j) coincides with any boundary other than a no-slip wall, then the 
condition imposed in the discrete Laplaeian (40) is 
#. u,; --r. u~ =o, 
or if the same is true for the east face, then 
(8o) 
,~. -~ - "r, ~ = o. (81) 
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Figure 3. Computed results for strmght channel. 
Equations (80) and (81) represent zero normal derivatives of u, and these give approximate 
conditions of zero shear stress tangent o the south and east faces, respectively, so long as 
,.lul > 1, (82) 
/ /  
where r is the streamline radius of curvature. 
Zero normal derivatives, similar to those given for u by (80) and (81), are imposed for the 
pressure on all terminal cell faces, regardless of the type of boundary. This results in a well- 
behaved approximation for the pressure gradient if nflow equals outflow, and if the computed 
pressure in one reference cell is subtracted from that in all cells after each time step. 
Semi-terminal cell faces are those which have one node in common with a terminal face. In 
Figure 2, the east face of cell (/, j) is a terminal face, and its north and south faces are semi- 
terminal faces. The general expression for the discrete Laplacian (40) requires approximations for 
4( on both the north and south faces, which ordinarily would be obtained by central differencing, 
e.g., 
1 
~ -- ~ [~(i + 1, j )  + ~( i  + 1, j  + 1) - O(i - 1, j )  - ~( i  - 1 , j  + 1)]. (83) 
On semi-terminal faces, however, derivatives of this kind are approximated with one-sided iffer- 
encing, i.e., 
1 
~ = ~ [~(i,j) + ~(i , j  + 1) - ~(i - 1,j) - ~b(i - 1,j + 1)]. (84) 
I 
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Figure 4. Final computed streamlines for driven cavity. 
This avoids the direct involvement of boundary conditions, which are specified for terminal faces 
but not for semi-terminal faces [11]. One-sided differencing is used on all semi-terminal faces for 
derivatives that would otherwise require cell-centered quantities in regions outside or excluded 
from the grid. 
6. COMPUTED RESULTS 
Computed flow results will now be presented for a straight channel, a driven cavity, a backstep 
and a circular cylinder. Inflow and outflow distributions are first specified along the grid bound- 
aries, with U e and V ~ set to zero on the interior (non-terminal) cell faces. A mass-conserving, 
irrotational initial flow is then obtained by solving (41) for ~b and using the result in (34) and (35). 
The Poisson equation is solved iteratively with a preconditioned conjugate-gradient scheme de- 
veloped by Kapitza and Eppel [12]. 
The discrete solution is advanced through time by the extended MacCormack scheme. The 
time step is limited approximately b  the stability condition, 
]g] q- IV] At < 1 (85) j 
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which is useful so long as advection dominates diffusion. At very low Reynolds number, viscous 
terms must Mso be included in stability considerations. 
Since a different pair of shift indices is used in each successive predictor phase, there is always 
some change in the flow from one time step to the next. This change is small in the steady state, 
but not small enough to be used for its identification. The values and locations of maximum and 
minimum velocities are the best indicators of convergence for the algorithm used herein. When 
these remain unchanged in the third significant figure for a hundred or more time steps, then 
the flow is "steady." The MscCormack scheme finds no steady state if none exists, because the 
changing shift indices continually perturb the flow. This makes it unnecessary to perturb the 
flow externally in order to initiate vortex shedding and other periodic phenomena. 
The first computational example is a straight channel, for which the steady state is parallel 
flow with a parabolic velocity distribution. Ordinarily one might use a grid with rectangular 
cells for this problem, but the simplicity of the flow offers an opportunity to test the proposed 
algorithm with a grossly non-rectangular grid (Figure 3). The initial flow is from left to right, with 
parabolic inflow and ,-iform outflow. The flow distribution through left boundary is fixed, and 
that through the right boundary changes with time according to the discrete radiation condition. 
The upper and lower boundaries are no-slip walls. The final streamlines axe essentially straight, 
as they should be, and the computed parabolic flow distribution is independent of the Reynolds 
number. The non-dimensional contour interval is 0.05 in Figure 3, and the slight deviation from 
parallel flow (near the middle of the bottom boundary) is grid-induced. The magnitude of the 
uniform premure gradient (not shown) varies directly with viscosity. For Reynolds numbers up to 
1000 with a non-dimensional time step of 0.01 (based on the average velocity and channel depth 
in the zy-plane), convergence is achieved in 500 time steps or less. 
The next example is the ubiquitous driven cavity (Figure 4), discretized with a uniform 40 x 40 
square grid (not shown). The four no-slip sides have unit length, and the velocity tangent to the 
top is fixed at unity (left to right). The non-dimensional time step is 0.02, and final streamlines 
are presented for Reynolds numbers from 400 to 5000 (based on unit velocity and unit depth). 
The non-dimeusional contour interval is 0.002 in Figure 4, and the number of time steps for 
convergence varies from 1500 at Re = 400 to 5700 at Re = 5000. Horizontal velocities along the 
vertical centerline (Figure 5) compare favorably with those computed by Ghia et al. [13]. 
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Figure 6. Computed results for flow past a backstep. 
The third example is a backstep in a channel whose downstream depth in the zy-plane is twice 
the step height h. The 200 × 20 grid (Figure 6) has uniform square cells in the primary zone 
of recirculation, and nonuniform horizontal spacing near the left (inflow) and right (outflow) 
boundaries. The no-slip condition is imposed on the upper and lower boundaries and the discrete 
radiation condition is used on the outflow boundary. The fixed inflow distribution is parabolic. 
The non-dimensional time step is 0.025, based on the average inflow velocity and the downstream 
depth, and the Reynolds number (using the same reference quantities) lies between 100 and 1000 
for the calculations discussed here. 
Steady-state streamlines are shown with a non-dimensional contour interval of 0.05 in Figure 6, 
and computed reattachment lengths zR (measured ownstream from the step) are compared with 
experimental results of Armaly et al. [14] in Figure 7. The number of time steps to convergence 
climbs rapidly with the Reynolds number, and Figure 8 shows how the reattachment length 
changes with time for Re = 200 and Re = 600. According to Armaly et al., the flow is laminar 
up to Re = 1200, but it becomes noticeably three-dimensional around Re = 400. This may be 
the reason for the discrepancy between the computed and observed values of zR/h  for the higher 
Reynolds numbers in Figure 7. 
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Figure 9. Curvilinear grid for circular cylinder in a ~1.  
The last example is a circular cylinder in a channel whose depth in the zy-pl~ne is six times 
the cylinder diameter. The 80 x 40 curvilinesr grid for this case is shown in Figure 9. The flow 
is from left to right, with a uniform inflow distribution. The upper and lower channel boundazies 
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are slip walls, and the discrete radiation condition governs the outflow distribution. The entire 
surface of the cylinder is a no-slip boundary. 
Figure 10 shows the time development ofstreamlines computed with a Reynolds number of 100 
and a non-dimensional time step of 0.025 (based on the inflow velocity u0 and the diameter D of 
the cylinder). The wake is initially symmetric, but this degenerates spontaneously into periodic 
asymmetry after 400 time steps. The onset of vortex shedding occurs between 600 and 800 time 
steps, and the Karman vortex street is well established after 1200 time steps. 
Figure 11 shows computed streamlines after 3000 time steps for Reynolds numbers from 35 
to 800. No vortices are shed between Re = 45 and Re = 50, but the velocities in the wake are 
periodic nonetheless. The Strouhal number S is generally used as a non-dimensional measure of 
wake periodicity, where 
S = D f ,  (86) 
Uo 
and f is the frequency with which the wake swings back and forth. Strouhal number is plotted 
against Reynolds number in Figure 12, which reveals that the computed values are consistently 
higher than those measured by Roshko [15] and Williamson [16]. The overprediction is not 
surprising, however, because the ratio of channel depth to cylinder diameter is much smaller 
in Figure 9 than it was in the experiments. Other calculations [17] with a depth/diameter ratio 
of 4.0 produce a Strouhal number of 0.21 for a Reynolds number of 100. This is noticeably larger 
than the value of 0.185 achieved for Re = 100 here with a depth/diameter ratio of 6.0. Since 
the computed Strouhal number evidently decreases as this ratio increases, the predicted values 
would presumably lie closer to the measurements if the channel depth were increased further in 
the calculations. 
7. CONCLUSION 
The extended MacCormack scheme offers a convenient means of making incompressible flow 
calculations on curvilinear MAC grids. It retains much of the simplicity of cell-centered algo- 
rithms, because velocity information is always transferred from cell faces to cell centers in the 
discretization of the momentum equation, and it thereby avoids the need to define separate 
control volumes for cell-centered and face-centered quantities. Since this is accomplished with 
a predictor-corrector scheme, the procedure is formally second-order accurate in time, which 
makes it attractive for transient flow as well as steady flow. The test cases presented herein have 
demonstrated that the algorithm can produce credible time-dependent and steady-state r sults 
on nonuniform grids with marked skewness. 
Convenience of implementation and robust performance notwithstanding, the extended Mac- 
Cormack scheme does have two obvious drawbacks. One of these is its fuzzy convergence to 
the steady state. The continual alternation of direction in the discrete advective terms, and in 
the face-to-center velocity transfer, always produces mall but noticeable changes in the flow 
variables. Even in the steady state, for one or more cells on the grid, there may be as much 
as a 2 or 3 percent (maximum) local change from one time step to the next. This change may 
be reversed in the next time step, but it nevertheless precludes the common practice of using 
vanishing residuals to identify the steady state. The best alternative found so far has been to 
monitor the magnitudes and locations of extreme (positive and negative) values. These are much 
better indicators of convergence than are the relative changes in local variables, which are often 
largest where the variables themselves are smallest. 
The other drawback is the stability condition given approximately by Equation (85). This 
limits the allowable size of the time increment and, consequently, the rate of convergence to 
the steady state (when one exists). Since the extended MacCormack scheme (with a conjugate- 
gradient Poisson solver) is fully vectorizable, one can partially compensate for the limited time 
step by clever programming; but it would be nice to accelerate the convergence of the algorithm 
itself, independently of machine considerations. By using multigrid, Holland [8] has made some 
progress in this direction for simple geometries with uniform grids; but much remains to be done 
to achieve a general curvilinear version of the present scheme with multigrid. Another alternative 
for speeding convergence might be to develop an implicit scheme along the lines of MacCormack's 
implicit method. 
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In closing, it is worth noting that the present a~gorithm is limited neither to two dimensions 
nor to MacCormack's particular discretization of the advective terms. Kapitza [7] has begun 
work on a three-dimensional atmospheric model using the discretization of the continuity and 
momentum equations proposed herein. As for the MacCormack discretization, it can be replaced 
(in the predictor and corrector phases) by any desired spatial approximation, without changing 
the face-to-center logic for velocity ransfer. 
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