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In this paper we introduce a new family of measures of divergence for the analysis of the
degree of departure from a model with a constant hazard function and also for comparing
if two models have proportional hazard rates. Our family of measures is based on the
family of divergences introduced by Burbea and Rao (see [J. Burbea, C.R. Rao, On the
convexity of higher order Jensen differences based on entropy functions, IEEE Transactions
on Information Theory 28 (1982) 961–963]). Some well-known sets of data are reanalyzed
using the new families of test statistics and confidence intervals introduced in this paper.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Let X be a nonnegative random variable representing the lifetime of individuals in some population. Usually X is assumed
to be continuous. Sometimes, for example, when lifetimes are grouped or when ‘lifetime’ refers to an integer number of
cycles of some sort, it may be desired to treat X as a discrete random variable. Suppose X can take the values x1, . . . , xk with
0 ≤ x1 ≤ x2 ≤ · · · ≤ xk and let the probability function
pj = Pr(X = xj), j = 1, 2, . . . , k,
that is, pj represents the probability that an individual fails at time xj and we denote p = (p1, . . . , pk)T . The survival function
is then
S(x) = Pr(X ≥ x) = ∑
{j:xj≥x}
pj
and the Hazard function at xi is now defined by
θi = Pr(X = xi/X ≥ xi) = pi
/
k∑
j=i
pj, i = 1, . . . , k− 1.
Models with a constant hazard function are important and have a particularly simple structure, i.e., θi = λ, i =
1, . . . , k− 1. In relation to the Hazard function it is possible to consider the following probability vector
v = (v1, . . . , vk−1)T =
(
θ1
τ
, . . . ,
θk−1
τ
)T
,
where τ =∑k−1i=1 θi which for a model with a constant Hazard function is given by
v0 =
(
v01, . . . , v
0
k−1
)T = (1/(k− 1), . . . , 1/(k− 1))T .
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Bhattacharya [1] proposed a measure to represent the degree of departure from a model with a constant hazard function
based on the information contained in the vector v and using the Kullback-divergence. In the same paper he also introduced
a measure to represent the degree of departure from proportional hazard rates when two systems are present and grouped
data are considered, also based on the Kullback-divergence. Later Bhattacharya [2] proposed another measure to represent
the degree of departure from a model with a constant hazard function based on information contained in the vector v and on
the basis of the well-known φ-divergence measures. He presented a test statistic for testing if a model has a constant Hazard
function; the asymptotic distribution of this test statistic is a linear combination of chi-square random variables. This fact
is interesting because in most of the statistical problems test statistics based on Kullback-leibler divergence in particular,
and on φ-divergence measures in general, have an asymptotic chi-square distribution. Therefore in some problems, for
instance in goodness-of -fit there is an advantage in considering test statistics based on φ-divergences instead other family
of divergence measures, i.e., Rφ-divergences in [19]. In the problem considered in this paper this advantage disappears
because the family of test statistics considered in [1,2] does not have an asymptotic chi-square distribution. This is the
main motivation in considering Rφ-divergences in this paper in order to get test statistics for testing if the hazard function
is constant or the models have proportional hazard rates.
The family of Rφ-divergences was introduced in [19] and studied later in [4,5,3]. This family of divergence measures
is defined for two different models characterized by the probability distributions v1 = (v11, . . . , v1,k−1)T and v2 =
(v21, . . . , v2,k−1)T with vij = θij/τi, τi =∑k−1l=1 θil and θij the Hazard function at xj, j = 1, . . . , k− 1, for the model i, i = 1, 2, by
Rφ(v1, v2) = Hφ
(v1 + v2
2
)
− 1
2
(
Hφ(v1)+ Hφ(v2)) , (1)
where
Hφ(vi) =
k−1∑
j=1
φ
(
vij
)
, i = 1, 2,
is the φ-entropy associated with the probability distribution vi = (vi1, . . . , vi,k−1)T , i = 1, 2 and φ : (0,∞)→ R a continuous
concave function with φ(0) = limt→0 φ(t) ∈ (−∞,∞). Some interesting properties of φ-entropies can be seen in [23,22,
16]. The convexity of the Rφ-divergences holds if the function φ(x) is concave and φ′′(x)−1 is convex. Some properties of
this family of divergences can be seen in the cited papers of Burbea and Rao [4,5] and Pardo and Vajda [18]. Important
applications of the Rφ-divergences in estimation and testing can be found in [17,14].
An important family of Rφ-divergences is obtained if we consider the entropies of degree a due to [8]
φa =
{
(1− a)−1(xa − x), a 6= 1
−x log x a = 1. (2)
Rao [19] used the family of φa-entropies in genetic diversity between populations. For a = 2, the associated Rφ-divergence
is proportional to the square of the euclidean distance
Rφ2(v1, v2) =
1
4
k−1∑
i=1
(v1i − v2i)2 .
Another important family of Rφ-divergences is obtained if we consider the Bose–Einstein entropy introduced in [4] or
Fermi–Dirac entropy, [10].
Based on Rφ(v1, v2) defined in (1), in this paper we introduce a class of measures to represent the degree of departure
from a model with a constant hazard function, as well as, another class of measures to represent the degree of departure from
the proportional hazards rate model when two systems are present. In Section 2 we study the measure of departure from
the constant hazard model and the asymptotic distribution of the new family of test statistics based on Rφ-divergence when
the model has no constant Hazard function and when the model has constant Hazard function. Based on these asymptotic
results we present some families of test statistics for testing if the model has constant Hazard function and some confidence
intervals. In Section 3 we study the measure of departure from proportional hazard models when two systems are present
based on (1) and we find the asymptotic distribution of the corresponding statistics. Finally in Section 4 we present some
conclusions about the results obtained in Sections 2 and 3.
2. Measure of departure from constant hazard model
The degree of departure from a model with a constant hazard function is defined on the basis of the Rφ-divergence
measures by
Rφ(v, v0) =
k−1∑
l=1
φ
(
vl + (1/(k− 1))
2
)
− 1
2
[
k−1∑
l=1
φ (vl)+
k−1∑
l=1
φ
( 1
k− 1
)]
.
As usual we denote pˆ = (pˆ1, . . . , pˆk)T with pˆj = nj/n, where nj denotes the observed frequency for the ith point and we
assume that (n1, . . . , nk) is a realization of a multinomial sampling with parameters (n, p1, . . . , pk)where n =∑kj=1 nj is the
number of individuals of which we are analyzing the lifetime. We denote by Rφ(vˆ, v0) the new family of statistics based on
Rφ-divergence obtained replacing (p1, . . . , pk) by (pˆ1, . . . , pˆk) in θj, j = 1, . . . , k− 1.
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Theorem 1. Let φ : (0,∞)→ R be a continuous concave function with φ (0) = limt→∞ φ (t) ∈ (−∞,∞). If the model has not
constant Hazard function, i.e., v 6= v0, the asymptotic distribution of Rφ(vˆ, v0) verifies
√
n
(
Rφ(vˆ, v0)− Rφ(v, v0)) L−→
n→∞N(0,σφ),
where
σ2φ =
k−1∑
i=1
a2i
θi(1− θi)
k∑
j=i
pj
,
ai = 12τ2
[
k−1∑
l=1
θl
(
φ′(vl)− φ′
(
vl + 1/(k− 1)
2
))]
+ 1
2τ
(
φ′
(
vi + 1/(k− 1)
2
)
− φ′(vi)
)
i = 1, . . . , k− 1 and τ =
k−1∑
l=1
θi.
Proof. The result can be obtained applying the well-known delta method. For more details see [13]. 
Remark 2. If we consider the family of Rφ-divergences defined in (2), we get for a = 1
ai = 12τ2
[
k−1∑
l=1
θl log
vl + 1/(k− 1)
2vl
]
+ 1
2τ
log
vi + 1/(k− 1)
2vi
, i = 1, . . . , k− 1.
2.1. Confidence intervals and tests of hypotheses based on asymptotic distribution
If we denote by σˆ2φ the expression of the variance given in Theorem 1 in which we have replaced pi’s with their estimators
pˆi’s, the term σˆφ/
√
n is an approximative standard error for Rφ(vˆ, v0)where zα is the quantile of order 1−α for the standard
normal distribution and(
Rφ(vˆ, v0)± zα/2σˆφ/
√
n
)
(3)
is an approximate 100 (1− α) percent confidence interval for Rφ(v, v0) 6= 0. If the lower end of such interval is positive we
can conclude that the model has no constant Hazard function.
Similarly, a test of
H0 : Rφ(v, v0) = r0, with r0 6= 0, (4)
i.e., that the Rφ-divergence, Rφ(v, v0), is of a certain magnitude r0, can be based on the family of statistics
T1φ =
√
n
(
Rφ(v, v0)− r0
σˆφ
)
, (5)
which has approximately a standard normal null distribution for large n on the basis of Theorem 1 and Slutsky’s theorem.
The α-level two-side test, rejects the null hypothesis iff
∣∣∣T1φ∣∣∣ > zα/2 and the power of this test in t 6= r0, is given by the
formula,
βφ,n (t) = 1− Φn
(
zα/2 −
√
n (t − r0)
σˆφ
)
+ Φn
(
−zα/2 −
√
n (t − r0)
σˆφ
)
,
for a sequence of distribution functions Φn(x) tending uniformly to the standard normal distribution Φ (x). We can observe
that the test is consistent in the sense of [7], i.e., βφ,n (t) tends to one when n→∞.
It is interesting to clarify, in a convenient way, the meaning of the test given in (4). We consider the probability
distribution η∗ in such a way that η∗ is sufficiently close to the model which has constant Hazard function v0. We can get
the Rφ-divergence between η∗ and v0, Rφ(η∗, v0) = r1. Now if we test
H0 : Rφ(v, v0) = r1,
we will be able to admit that the model has constant hazard function if we accept H0, i.e., if r1 belongs to the confidence
interval given in (3). From a practical point of view, it is not a realistic situation to be able to fix the value r1, because, in
general, it is very difficult to fix that value. In the case that it was possible to fix r1 another problem is presented. Two
different people could choose different values r1 and one could accept and the other one could reject that the model has
constant hazard function with the same data. There is an interesting situation when our acceptance region verifies that
V ≡ Rφ(vˆ, v0)− σˆφ zα/2√
n
< 0, (6)
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because in this case we will be able to accept the hypothesis that the model has constant hazard function, or if it is not so,
that the degree of departure from the model with constant hazard function is light. We can observe that this situation is
independent of the value r1 because we do not need this value to get the acceptance region (i.e., the corresponding confidence
interval). On the other hand if V > 0 and “not too small” it is very difficult to take a decision.
Example. We consider a data set originally analyzed in [12]. These data are times of failure of 369 radio transmitters. These
failures are classified as confirmed on arrival at the maintenance center (Type I) or unconfirmed (Type II) We are interested
in studying if each model has constant hazard function.
In the following table we present the expressions of σˆ2φa and Rφ(vˆ, v0), as well as the corresponding confidence interval
for the family of Rφ-divergences defined in (2) for a = 1 for the two types of failure.
σˆ2φ1
Rφ1 (vˆ, v0) 95% confidence interval Standard error
Type I 0.01643 0.0227 (0.020559, 0.02492) 0.00112 9
Type II 0.03947 0.0215 (0.01402, 0.028979) 0.0038157
We can see that the confidence intervals based on the Rφ1 -divergence do not contain the value zero and hence the
hypothesis of constant hazard function in both models cannot be assumed.
2.2. Asymptotic distribution with v = v0
At the beginning of the section we have seen that based on the confidence interval (3) (acceptance region of the test given
in (4)) we are able to see if the model has constant hazard function, when the relation (6) holds. But we must not forget that
the proof of Theorem 1 has been done under the hypothesis Rφ(v, v0) 6= 0. When Rφ(v, v0) = 0, i.e., v = v0, we have σ2φ = 0
and hence it is not possible to use Theorem 1 to analyze if the model has a constant hazard function. This problem not
only appears when we use Rφ-divergence measures but also with the measures based on ϕ-divergences. In [2] the problem
of getting the asymptotic distribution of measures based on ϕ-divergences when the variance is zero was studied. In this
situation we will consider the classical approach given by the delta method to present a test for testing v = v0. This test is
very important for all the situations in which we do not have a convincing conclusion from the test given in (4). In order to
have an answer in a convenient way it is necessary to be able to test H0 : v = v0. If v = v0, σ2φ = 0 then the first order term
of Taylor’s expansion is null and we must use the second order term to get the asymptotic distribution of the test statistic
based on Rφ(vˆ, v0) for testing
H0 : v = v0. (7)
The asymptotic distribution of the test statistic Rφ(vˆ, v0), under the null hypothesis given in (7) is obtained in the following
theorem.
Theorem 3. Let φ : (0,∞)→ R be a twice continuously differentiable concave function with φ (0) = limt→∞ φ (t) ∈ (−∞,∞)
and let the second derivative φ′′ (1/(k− 1)) be negative. Under the hypothesis (7), i.e., if v = v0 we have,
Sφ(vˆ, v0) = 2n Rφ(vˆ, v0)−φ′′ (1/(k− 1))
L−→
n→∞
r∑
s=1
βsZ
2
s
where the β′s s are the nonnull eigenvalues of the matrix CΣ θ, Zs, s = 1, . . . , r are i.i.d. normal random variables with mean zero
and variance 1, r is the rank of the matrix Σ θCΣ θ, and C is the matrix whose elements csm with s,m ∈ {1, . . . , k− 1} are
csm =

1
2τ3
[
1
τ
k−1∑
l=1
θ2l − θs
]
if s 6= m
1
2τ3
[
1
τ
k−1∑
l=1
θ2l + (τ − θs)
]
if s = m
(8)
and
Σθ = diag
(
θi(1− θi)/
k∑
j=i
pj
)
i=1,...,k−1
. (9)
Proof. Under the null hypothesis given in (7) the first term in the Taylor expansion is zero and we must consider the second
term. Then we have
Rφ(vˆ, v0) = 12
k−1∑
s=1
k−1∑
m=1
∂2Rφ(v, v0)
∂θs∂θm
(
θˆs − θs
) (
θˆm − θm
)
+ o
(∥∥∥θˆ− θ∥∥∥2) .
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It is clear that
∂2Rφ(v, v0)
∂θs∂θm
= 1
2
1
τ4
k−1∑
l=1
θ2l
(1
2
φ′′
(1
2
(
vl + 1
k− 1
))
− φ′′(vl)
)
+ 1
2τ2
(
φ′ (vm)− φ′
(1
2
(
vm + 1
k− 1
)))
− 1
τ3
k−1∑
l=1
θl
(
φ′(vl)− φ′
(1
2
(
vl + 1
k− 1
)))
+ 1
2τ3
θs
(
φ′′ (vs)− φ′′
(1
2
(
vs + 1
k− 1
)))
+ 1
2τ2
(
φ′ (vs)− φ′
(1
2
(
vs + 1
k− 1
)))
for s 6= m and
∂2Rφ(v, v0)
∂θ2s
= 1
2
1
τ4
k−1∑
l=1
θ2l
(1
2
φ′′
(1
2
(
vl + 1
k− 1
))
− φ′′(vl)
)
+ 1
τ2
(
φ′(vs)− φ′
(1
2
(
vs + 1
k− 1
)))
− 1
τ3
k−1∑
l=1
θl
(
φ′(vl)− φ′
(1
2
(
vl + 1
k− 1
)))
+ 1
2τ3
θs
(
φ′′ (vs)− φ′′
(1
2
(
vs + 1
k− 1
)))
− 1
2τ2
(
φ′′ (vs)− φ′′
(1
2
(
vs + 1
k− 1
)))
for s = m. After a little algebra, it is obtained for v = v0 that
∂2Rφ(v, v0)
∂θs∂θm
=

− 1
2τ3
φ′′
( 1
k− 1
)[1
τ
k−1∑
l=1
θ2l − θs
]
s 6= m
− 1
2τ3
φ′′
( 1
k− 1
)[1
τ
k−1∑
l=1
θ2l + (τ − θs)
]
s = m.
Then
∂2Rφ(v, v0)
∂θs∂θm
= −φ′′
( 1
k− 1
)
csm
where csm is given in (8). It is well known that n o
(∥∥∥θˆ− θ∥∥∥2) = op(1), then
Sφ((vˆ, v0))
L−→
n→∞
r∑
s=1
βsZ
2
s
where the βs’s are the nonnull eigenvalues of the matrix CΣ θ, Zs, s = 1, . . . , r are i.i.d. normal random variables with mean
zero and variance 1 and r is the rank of the matrix Σ θCΣ θ (see [6]). 
Remark 4. If we consider the family of Rφ-divergences defined in (2), we get for a = 1, that
Sφ(vˆ, v0) = 2n(k− 1)Rφ(vˆ, v0) L−→
n→∞
k−1∑
j=1
βjZ
2
j
where the β′js are the nonnull eigenvalues of the matrix CΣ θ, Zs, s = 1, . . . , r are i.i.d. normal random variables with mean
zero and variance 1, r is the rank of the matrix Σ θCΣ θ, C is the matrix given in (8) and Σ θ is given in (9).
2.3. Tests of hypotheses based on asymptotic distribution
To test the null hypothesis given in (7), we consider the test statistic Sφ(vˆ, v0)whose asymptotic probability distribution
under H0 is a linear combination of chi-square distributions. Hence for large n, when Sφ(vˆ, v0) = s, one must reject H0 at a
level α if
Pr
(
r∑
j=1
βjZ
2
j > s
)
≤ α (10)
where the Zj’s j = 1, . . . , r are i.i.d. normal random variables with mean zero and variance 1, the βj’s are the non-null
eigenvalues of the matrix CΣ θ obtained by replacing pij by their estimators pˆij and r is the rank of the matrix Σ θCΣ θ.
On the basis of Theorem 1 the power function at v∗ = (v∗1, . . . , v∗k−1) 6= v0 is given by
β∗φ,n(v
∗) = 1− Φn
(√
n
σˆφ
( s
2n
− Rφ(vˆ, v0)
))
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where s verifies (10), for a sequence of distribution Φn(x) tending uniformly to the standard normal distribution Φ (x). We
can observe that the test is consistent in the sense that β∗φ,n (t) tends to one when n→∞.
In order to test H0 : v = v0, we have to calculate a probability of a linear combination of chi-squared distributions
and one could think that it is very difficult, but after reading the papers of Rao and Scott [20], Modarres and Jernigan [15]
and Kuonen [11] that feeling disappears. They give some ideas to overcome this situation. In fact, a variety of problems
in statistical inference and applied probability requires either percentiles or probabilities from the distribution of a
combination of chi-squared random variables. (cf. [9]).
Corollary 1 of [20], proposes to consider the test statistic
S1φ(vˆ, v0) =
Sφ(vˆ, v0)
β∗
≤
r∑
s=1
Z2s
where β∗ = max {β1, . . . ,βr}. As the distribution of the random variable ∑rs=1 Z2s is chi-squared with r degrees of freedom,
if we reject the null hypothesis H0 : v = v0, if
S1φ(vˆ, v0) ≥ χ2r,α,
we obtain an asymptotically conservative test statistic. In this approximation we only need the largest eigenvalue or a
consistent estimate of it.
Another approach to the asymptotic distribution of the test statistic Sφ(vˆ, v0) is the modified test statistic
S2φ(vˆ, v0) =
Sφ(vˆ, v0)
β
whose asymptotic distribution is approximately chi-squared with r degrees of freedom, where β = 1
r
∑r
i=1 βi. In this case
we can observe that its expectation is given by
E
[
S2φ(vˆ, v0)
]
= r = E
[
χ2r
]
(11)
and its variance by
Var
[
S2φ(vˆ, v0)
]
= 2r + 2
r∑
i=1
(βi − β)2
β
2 = 2r
(
1+ CV [β]2
)
> Var
[
χ2r
]
= 2r, (12)
where CV[β] is the coefficient of variation of the βi’s. The equality only holds if all the βi’s are the same. Note that, if we
denote by Λ = diag(β1, . . . ,βr),we get
E
[
r∑
i=1
βiZ
2
i
]
=
r∑
i=1
βi = trace(Λ) = trace(CΣ θ)
and
trace(CΣ θ) =
k−1∑
i=1
1
2τ3
[
1
τ
k−1∑
l=1
θ2l + (τ − θs)
]
.
θi(1− θi)
k∑
j=i
pj
. (13)
Then to use the statistic S2φ(vˆ, v0) it is not necessary to compute the eigenvalues βi, i = 1, . . . , r, because we only need β (or
a consistent estimate of β) and this value is given by trace(CΣ θ)/r. The expression of the trace(CΣ θ), see (13), only depends
on the unknown parameters pij and if we have an estimate of the pij we have an estimate of the traceg(CΣ θ). When we
consider the test statistic S2φ(vˆ, v0) as a chi-squared distribution with r degrees of freedom, under H0 : v = v0, we tend to
underestimate the upper percentage points of the true asymptotic distribution, since
Var
[
S2φ(vˆ, v0)
]
≥ Var
[
χ2r
]
.
It is clear that this effect will be small if the coefficient of variation of βi’s is not too large. Then we have to be careful with
this approximation.
Better approximations are possible if there is more information available on the β′is. If
∑r
i=1 β2i (or a consistent estimate
of it) is also known we can consider the test statistic
S3φ(vˆ, v0) = β−1(1+ β∗)−1Sφ(vˆ, v0),
whose asymptotic distribution, see [21], is approximately chi-squared with ν degrees of freedom, where
ν = r
1+ β∗ and β
∗ =
r∑
i=1
(βi − β)2
rβ
2 = CV [β]2 .
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In this case we have
E
[
S3φ(vˆ, v0)
]
= r
1+ β∗ = E(χ
2
ν) and Var
[
vˆ, v0
] = 2r
1+ β∗ = Var
[
χ2ν
]
. (14)
It is easy to establish that
r∑
i=1
β2i =
k−1∑
i=1
1
2τ3
(
1
τ
k−1∑
l=1
θ2l + (τ − θs)
)
.
θi(1− θi)
k∑
j=i
pj

2
. (15)
Then, again, to get estimates of
∑r
i=1 β2i only it is necessary to estimate the pi’s and with this procedure we do not need to
get the eigenvalues (or estimates of them) βi, of the matrix CΣ θ.
This third approximation is clearly the best and we recommend to use it.
3. Measures of departure from proportional hazard model
Now we consider two item systems. Let n =∑kj=1 nj be the number of individuals of which we are analyzing the lifetime
from the first system and m = ∑kj=1 mj from the second system where nj (mj) denote the failure frequency for the jth time
point for system 1 (2). We assume that the time to failure X is the same for the two systems (0 ≤ x1 ≤ x2 ≤ · · · ≤ xk). Let
pj (qj) the probability that an item from system 1 (2) fails at time xj. Let θi (ηi) the hazard function at time xi for system 1 (2)
which is given by
θi = pi
/
k∑
j=i
pj,
(
ηi = qi
/
k∑
j=i
qj
)
, i = 1, . . . , k− 1.
The corresponding probability vectors associated with the hazard functions θi and ηi are
v = (v1, . . . , vk−1)T = (θ1/τ, . . . , θk−1/τ)T
and
u = (u1, . . . , uk−1)T = (η1/κ, . . . ,ηk−1/κ)
where τ = ∑k−1i=1 θi and κ = ∑k−1i=1 ηi. then v = u if and only if θi = cηi, for all i for a constant c, that is if {θi} and {ηi} are
proportional hazard functions. The Rφ-divergence given by
Rφ(v,u) =
k−1∑
l=1
φ
(
vl + ul
2
)
− 1
2
[
k−1∑
l=1
φ (vl)+
k−1∑
l=1
φ (ul)
]
represents the degree of departure from the proportional hazard rates. Hence if Rφ(v,u) = 0 we have proportional hazard
rates.
Theorem 5. Let n and m be the number of individuals of which we are analyzing from two systems and φ : (0,∞) → R a
continuous concave function with φ (0) = limt→∞ φ (t) ∈ (−∞,∞). Under the assumption
λ = lim
m,n→∞
m
m+ n
if the models do not have proportional hazard rates the asymptotic distribution of Rφ(vˆ, uˆ) verifies
√
n
(
Rφ(vˆ, uˆ)− Rφ(v,u)) L−→
n→∞N(0,σ
∗
φ),
where
σ∗2φ = λ
k−1∑
i=1
t2i
θi(1− θi)
k∑
j=i
pj
+ (1− λ)
k−1∑
i=1
s2i
ηi(1− ηi)
k∑
j=i
qj
,
ti = 12τ2
[
k−1∑
i=1
−θiφ′
(
θi
τ
+ ηi
κ
2
)]
+ 1
2τ
φ′
(
θi
τ
+ ηi
κ
2
)
+ 1
2τ2
k−1∑
i=1
θiφ
′
(
θi
τ
)
− 1
2τ
φ′
(
θi
τ
)
si = 12κ2
[
k−1∑
i=1
−ηiφ′
(
θi
τ
+ ηi
κ
2
)]
+ 1
2κ
φ′
(
θi
τ
+ ηi
κ
2
)
+ 1
2κ2
k−1∑
i=1
ηiφ
′
(
ηi
κ
)
− 1
2κ
φ′
(
ηi
κ
)
.
Proof. The proof can be done applying the delta method. For more details see [13]. 
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Remark 6. If we consider the family of Rφ-divergences defined in (2), we get for a = 1
ti = − 12τ2
[
k−1∑
i=1
θi
(
log
(
θi
τ
+ ηi
κ
2
)
− 1
)]
+ 1
2τ
(
− log
(
θi
τ
+ ηi
κ
2
)
− 1
)
+ 1
2τ2
k−1∑
i=1
θi
(
− log
(
θi
τ
)
− 1
)
− 1
2τ
(
− log
(
θi
τ
)
− 1
)
si = − 12κ2
[
k−1∑
i=1
ηi
(
log
(
θi
τ
+ ηi
κ
2
)
− 1
)]
+ 1
2κ
(
− log
(
θi
τ
+ ηi
κ
2
)
− 1
)
+ 1
2κ2
k−1∑
i=1
ηi
(
− log
(
ηi
κ
)
− 1
)
− 1
2κ
(
− log
(
ηi
κ
)
− 1
)
.
Similarly to Section 1, we can construct confidence intervals. If we denote by σˆ∗2φ the expression of the variance given in
Theorem 5, in which we have replaced pi’s and qi’s with their estimators pˆi’s qˆi’s respectively, λwith its estimator λˆ = mm+n ,
the term σˆ∗φ
√
n+m√
nm
is an approximative standard error for Rφ(vˆ, uˆ) where zα is the quantile of order 1 − α for the standard
normal distribution and(
Rφ(vˆ, uˆ)± zα/2σˆ∗φ
√
n+ m√
nm
)
is an approximate 100 (1− α) percent confidence interval for Rφ(vˆ, uˆ) 6= 0. If the lower limit of such an interval is positive
we can conclude that the models do not have proportional Hazard rates.
Example. We consider the same example as before. We are going to analyze if the models Type I and Type II have
proportional hazard rates. In the following table we present the expressions of σˆ∗2φa and Rφ(vˆ, uˆ), as well as the corresponding
confidence interval for a = 1 for the two types of failure.
σˆ∗2φ1 Rφ1 (vˆ, uˆ) Confidence interval Standard error
0.0077834 0.0093 (−0.01111, 0.02971) 0.010414
We can see that the confidence interval based on the Rφ1 -divergence contains the value zero and hence the the hypothesis
of proportional hazard models can be assumed.
4. Conclusions
On the basis of the Rφ-divergence measures we have defined new measures for comparing the degree of departure from a
model with constant hazard function and also for comparing if two models have proportional failure rates. These measures
are based on failure rates directly, hence is a natural procedure for comparison among failure rates from different data sets
with the same number of groups. An example illustrates the application of these measures to real data sets.
References
[1] B. Bhattacharya, Measures of departure from constant failure rate models and proportional hazards rate models for grouped data, Biometrical Journal
41 (2) (1999) 187–196.
[2] B. Bhattacharya, Csiszar divergence from constant failure rate model for grouped data, Communications in Statistics (Theory and Methods) 30 (6)
(2001) 1131–1141.
[3] J. Burbea, J-divergences and related topics, Encyclopedia Statistics Science 44 (1983) 290–296.
[4] J. Burbea, C.R. Rao, On the convexity of some divergence measures based on entropy functions, IEEE Transactions on Information Theory 28 (1982)
489–495.
[5] J. Burbea, C.R. Rao, On the convexity of higher order Jensen differences based on entropy functions, IEEE Transactions on Information Theory 28 (1982)
961–963.
[6] J.J. Dik, M.C.M. Gunst, The distribution of general quadratic forms in normal variables, Statistica Neerlandica 39 (1985) 14–26.
[7] D.A.S. Fraser, Nonparametric Methods in Statistics, John Wiley & Sons, New York, 1957.
[8] M.E. Havrda, F. Charvat, Quantification method of classification processes: Concept of structural α-entropy, Kybernetika 3 (1975) 30–35.
[9] D.R. Jensen, H. Solomon, A Gaussian approximation to the distribution of a definite quadratic form, Journal of the American Statistical Association 67
(1972) 898–902.
[10] J.N. Kapur, Measures of uncertainty, mathematical programming and physics, Journal of the Indian Society Agricultural and Statistics 24 (1972) 47–66.
[11] D. Kuonen, Saddlepoint approximations for distributions of quadratic forms in normal variables, Biometrika 86 (1999) 929–935.
[12] W. Mendelhall, R.J. Hader, Estimation of parameters of mixed exponentially distributed failure time distributions from censored life test data,
Biometrika 45 (1958) 504–520.
[13] M.L. Menéndez, On Burbea-Rao divergence measures in constant and proportional Hazard models, Technical Report 2007/025, Department of Applied
Mathematics. E.T.S.A.M. Technical University of Madrid. 2007.
[14] M.L. Menéndez, J.A. Pardo, L. Pardo, Rao’s statistic for the analysis of uniform association in cross-classifications, Communications in Statistics (Theory
and Methods) 30 (12) (2001) 2655–2681.
[15] R. Modarres, R.W. Jernigan, Testing the equality of correlation matrices, Communications in Statistics (Theory and Methods) 21 (8) (1992) 2107–2125.
126 M.L. Menéndez / Journal of Computational and Applied Mathematics 224 (2009) 118–126
[16] L. Pardo, Statistical Inference Based on Divergence Measures. Statistics: Textbooks and Monographs, Chapman & Hall/CRC, New York, 2006.
[17] M.C. Pardo, On Burbea-Rao divergences based goodness-of-fit tests for multinomial models, Journal of Multivariate Analysis 69 (1999) 65–87.
[18] M.C. Pardo, I. Vajda, About distances of discrete distributions satisfying the data processing theorem of information theory, IEEE Transactions on
Information Theory 43 (4) (1997) 1288–1293.
[19] C.R. Rao, Diversity and dissimilarity coefficients: An unified approach, Journal Theoretical Population Biology 21 (1982) 24–43.
[20] J.N.K. Rao, A.J. Scott, The analysis of categorical data from complex data surveys: Chi-squared tests for goodness-of-fit and independence in two-way
table, Journal of the American Statistical Association 76 (1981) 221–230.
[21] F.E. Satterthwaite, An approximate distribution of estimates of variance components, Biometrics 2 (1946) 110–114.
[22] I. Vajda, Theory of Statistical Inference and Information, Kluwer Academic Publishers, Dordrecht, 1989.
[23] I. Vajda, K. Vasek, Majorization, concave entropies and comparison of experiments, Problems Control and Information Theory 14 (1985) 105–115.
