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Abstract
We study the absolute storage capacity of the q-state Potts-glass neural network
which determines how many memory patterns can be really retrieved. By using
theoretical analysis combined with a characteristic of the distribution of local
field, a general formula for estimating the storage capacity is proposed, and
dynamical simulations for q = 2 and q = 3 are presented for comparison.
Compared with the previous theory, it is found that in the case of q = 2 our
estimate is in good agreement with the simulation result, while for the case of
q = 3 it provides a lower boundary of the storage capacity instead. The result
may provide useful information for possible applications of neural networks.
PACS numbers: 05.50.+q, 07.05.Mh, 05.45.−a
Mathematics Subject Classification: 0705.Mh, 0510.Ln, 0570.Fh
1. Introduction
Neural networks with associative memory can be classified as two-state and multi-state
networks, depending on whether the state q of the neurons is larger than 2. Among them,
the Hopfield model [1] and the q-state Potts-glass model [2] are the two typical well-known
versions. In the theory of these kinds of networks, the storage capacity, defined by α = p/N ,
where p is the number of the memory patterns to be stored and N is the size of the neural
network, is one of the most important issues. Over the past two decades, many studies have
been devoted to this problem. For the Hopfield model, the problem was first studied by
Hopfield on the basis of numerical simulations [1]. He suggested that the network can provide
associative memory with a critical storage capacity αc  0.1–0.2. After that Amit et al [3]
analyzed the statistical storage capacity by means of the mean field approach and gave the
estimate about αc  0.14. They found when the storage capacity is above this value, many
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metastable states behaving like spin-glass states exist around the memory patterns with a very
small Hamming distance. For this reason, the retrieval states often fall into these metastable
states, resulting in the failure of associative memory. However, as has been pointed out in
[4], strictly speaking, the replica method’s prediction for the storage capacity of the Hopfield
model is approximately 0.05, rather than the numerical result 0.14. Meanwhile, in some
cases the network usually needs to retrieve the memory patterns exactly, i.e. in order that all
the memory patterns are exactly the fixed point attractors of the network. Therefore, many
discussions have focused on the absolute storage capacity [5–9], among which one of the most
important results is given by the signal-to-noise method that reads αc = 1/ (2 ln N) [5, 6].
Furthermore, there are some other similar results, such as αc = 1/(2 ln N − ln ln N) in [7],
αc = (N + 2(ln N + 3))/ (2N(ln N + 3)) in [8], αc = 1.033/ (2 ln N) + 1.327/ (2 ln N)2 in [9].
On the other hand, for the q-state Potts-glass model, the statistical storage capacity is about
αc = 0.138q(q − 1)/2 [2, 10], and the absolute storage capacity, which also has been studied
by using the signal-to-noise method recently, is proved to be αc = q2/ (8 ln N) [11, 12].
Based on the above literatures, to estimate the absolute storage capacity, theoretically
the signal-to-noise method is often used. However, this method has several limitations in
practice. First, in the processing procedure of this method, the approximate analytic equation
of the standard normal distribution is required; hence different analytic equations may provide
different results, just as shown in [5–9]. Second, the formulas given by this method are valid
only for N → ∞, while N is usually a large value but finite when designing these networks
for applications. Besides, to our best knowledge, the direct dynamical simulations to test the
accuracy of the results of the signal-to-noise theory are still lacking. In fact, in the following
we will show a large deviation of the theory from the simulation results when N varies from
100 to 2000, even for the Hopfield model.
It is also very interesting to see what will happen to the q-state Potts-glass model with a
general value of q. Motivated by this, in this paper we investigate the absolute storage capacity
for both the Hopfield model and the q-state Potts-glass model. Instead of using the signal-to-
noise method, here we adopt another strategy: first we analyze in detail the distribution of the
local fields (DLF) with the increase of the storage capacity, then a relation between the DLF
and the absolute storage capacity αc is revealed. Based on this relation, a general formula
for estimating αc is expected. It is worth mentioning that by adopting this strategy one will
neither have to adopt the approximate analytic equation, nor assume the limit of N → ∞.
More importantly, the strategy is directly related to the network dynamics, which can be easily
tested by the simulations.
The rest of this paper is organized as follows. In section 2, we briefly review the Hopfield
model and the q-state Potts-glass model. In section 3, we show the DLF of the memory patterns
at several α values for both models and give the relation between the DLF and the absolute
storage capacity αc. In section 4, the detailed derivations of the formulas for estimating αc and
the dynamical simulations are presented. Finally, we summarize our results in the last section.
2. Models
We first consider the Little–Hopfield model [1, 13], which is an attractor neural network




Jij sj (t); si(t + 1) = sgn(hi(t)), i, j = 1, . . . , N, (1)
where hi(t) is the instantaneous local field of the ith neuron at time t, si(t) is the state of the
ith neuron that may be +1 or −1, si(t + 1) = 1 for hi  0 and si(t + 1) = −1 for hi < 0,
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respectively, after applying the function sgn. The element Jij of the synaptic matrix J, which
represents the contributions of a signal induced by sj to the local field that acts on the ith














i , i = 1, . . . , N;μ = 1, . . . , p
}
is a set of p memory patterns to be stored.
The q-state Potts-glass model is also an attractor neural network but consists of q-state
(q  2) neurons instead. Each neuron can be modeled with a Potts spin σi (subscript i indicates
the ith neuron) which takes the value 1, . . . , q that may represent the color or the shade of gray
of a pixel in a pattern. Thus, the Potts-glass model can be used to deal with the multi-class






J klij mσi,kmσj ,l, (3)
where mσi,k is the element of an operator who obeys the Potts symmetry constraints [17] and
is defined as mσi,k = qδσi ,k − 1 with δσi ,k = 1 for σi = k and δσi ,k = 0 for σi = k; J klij is
the element of the synaptic matrix J, which represents the contributions of a signal fired by





i , i = 1, . . . , N;μ = 1, . . . , p
}
be the memory patterns to be stored; then the coupling










The dynamical evolution of this model is as follows: the state σi of the ith neuron in the next
time step is set to be the state that minimizes the induced local field. The stable states of the
system are the configuration {σi, i = 1, . . . , N} where every neuron is in a state that gives a
minimum value to hσi . So the dynamical equations can be represented by









J klij mσi,k(t)mσj ,l(t). (5)
It should be noted that the properties of the Potts-glass model with q > 2 are very
different from that of the Little–Hopfield model [2, 18], such as the space states, the local
field and the dynamics, however, the case of q = 2 is equivalent to the Little–Hopfield model.
This fact is due to the Potts symmetry constraints [17] on the special case of q = 2 in the
Potts-glass model. Under these constraints, the dynamics of the Potts-glass model with q = 2
is equivalent to that of the Little–Hopfield model, i.e. equation (5) for q = 2 is equivalent to
equation (1), which has also been verified in [2, 18].
3. The DLF of memory patterns
For an attractor neural network with associative memory, the central task is to store memory
patterns as the fixed point attractors of the network. In the case of the Little–Hopfield model,
that is, it should satisfy
ξ
μ
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J klij mσi,kmξμj ,l
⎞
⎠  0. (7)
In equation (7), the first term corresponds to the contribution of σi = ξμi (the memory patterns)
to the local field, while the second term corresponds to the case of σi = ξμi . Note that
equations (6) and (7) define the fixed point condition of the Little–Hopfield model and the
Potts-glass model, respectively, and the fixed point condition of the Potts-glass model with
q = 2 is equivalent to that of the Little–Hopfield model.
From above equations we know that when the storage capacity α is small, the network
works well on storing memory patterns as the fixed point attractors. But for large α, it fails due
to the emergence of the cross-interference between the memory patterns. Therefore, with the
increase of α, there exists a critical storage capacity αc, i.e. the absolute storage capacity, which
determines how many patterns can be really stored in the networks (all the p memory patterns
are exactly the fixed point attractors below this storage capacity). In order to understand this
point, let us first start with analyzing the DLF with the increase of α. To be concrete, we will




j for the Little–Hopfield model, and consider the









for the Potts-glass model. Here
we focus on h̄σμi just for simplifying our analysis in the next section. Although the two DLFs
have different expressions, we will show that they have similar behaviors with the increase of
α, especially when q = 2, the two DLFs are equivalent.
Figure 1 shows the DLF at several values of α. The left and right column are for the
results of the Little–Hopfield model (figures 1(a)–(c)) and the Potts-glass model with q = 3
(figures 1(d)–(f )), respectively. Here and throughout this section, we take N = 1000 in our
numerical calculations. The final results are obtained by averaging over ten sets of random
memory patterns, and for each set we use parallel update to iterate the evolution equations to
get the local field and finally make a count of them. As can be seen for the Little–Hopfield
model at small α, e.g., α = 0.03, the DLF is divided into two parts and both of them are
Gaussian-like distribution with means around +1 (right) and −1 (left). We denote the right
and the left parts by P+ and P−, respectively. It should be noted that an obvious gap between
the two parts can also be observed. This gap is important because it means that the fixed point
condition in equation (6) is satisfied. As α becomes larger, the gap becomes narrower. When
α exceeds a certain threshold value, the gap disappears. Then the overlap between the two
parts emerges, which implies for some memory patterns the fixed point condition is no longer
satisfied. Another detail which must be mentioned is that for all α values, the areas of P+ and
P−, denoted by S+ and S−, respectively, are close; i.e. S+/S−  1.
Now let us turn to the case of the q-state Potts-glass model. Figures 1(d)–(f ) show
their DLF defined by equation (3), with q = 3 and α = 0.05, 0.1 and 0.15. Similar to
the DLF of the Little–Hopfield model, the DLF of the Potts-glass model separates into two
parts and the overlap between them appears when α exceeds a certain threshold value, despite
some differences in detail. The differences are that for the Potts-glass model with q = 3,
S+/S−  1/2 and the means of the two Gaussian-like distributions become about +4 and −2.
We also perform the calculations for q = 2, 4, 5 in the same way. For q = 2 the characteristics
of the DLF are basically the same as the results of the Little–Hopfield model for the same
α, i.e. S+/S−  1 and the means of the two Gaussian-like parts are +1 and −1, while in the
cases of q = 4 and 5, S+/S−  1/3 and 1/4 correspondingly, meanwhile the means of the
two Gaussian-like parts change to +9 and −3 for q = 4; +16 and −4 for q = 5, respectively.
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Figure 1. The DLF of memory patterns for the Little–Hopfield model and the Potts-glass model
(q = 3) with N = 1000 for several α values: (a)–(c) are the results for the Little–Hopfield model
with α = 0.03, 0.06 and 0.12, respectively; (d)–(f ) are the results for the Potts-glass model with
α = 0.05, 0.1 and 0.15, respectively. The hollow squares and the solid squares represent the
classes of P+ and P−. The solid (color) lines are the analytical results given by equation (9) for
the Little–Hopfield model and equation (13) for the Potts-glass model with the same α.
(This figure is in colour only in the electronic version)
Therefore, based on the calculations, it seems that for the Potts-glass model with general q,
S+/S−  1/(q − 1) and the means of the two separate parts are about (q − 1)2 and −(q − 1).
Combining these analysis, we may find that whether for the Little–Hopfield model or for
the q-state Potts-glass model, the DLF is closely related to the absolute storage capacity αc.
Thus, deriving αc by making use of this relation seems to be possible. In the next section we
demonstrate that this is indeed the case.
4. The storage capacity



















j are assumed to be uncorrelated with each other,
then according to the central limit theorem, the second term in equation (8) can be regarded
as a Gaussian distribution with mean 0 and variance about p/N = α. So the distribution
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(a) (b)
Figure 2. The absolute storage capacity αc versus ln N obtained with different methods: (a) for
the Little–Hopfield model and (b) for the Potts-glass model with q = 3. The symbols are connected
with lines for guiding the eyes (solid lines for the results in this paper and dashed lines for the
previous results).
where P+ (P−) corresponds to the distribution of hξμi having positive (negative) value. In
figures 1(a)–(c) we also plot the curves given by equation (9) for a comparison with the
numerical results. As can be seen it agrees with the numerical results perfectly. In the
previous section it has been shown that the absolute storage capacity αc is defined as that for
α < αc all the p memory patterns are exactly the fixed point attractors of the network, that
is, there exists a gap between P+ and P−. So the critical point of α at which the gap just
disappears determines the value of αc. Then a mathematical definition for αc is that just one
hξμi falls into the wrong area, i.e. the one originally belonging to the area of P+ (P−) falls into
that of P− (P+). Taking into account that P+ and P− are symmetric with respect to the origin

























) = 1, (10)
where the coefficient Np2 represents the condition S+/S− = 1. Substituting equation (9) into
equation (10) and integrating it, we get
N2αc[1 − erf(1/
√
2αc)] = 2, (11)




−ξ 2 dξ is a Gauss error function. From equation (11) the absolute
storage capacity αc with a fixed N for the Little–Hopfield model can be determined. In
figure 2(a) we plot αc as a function of ln N for the Little–Hopfield model, where the solid one
represents the result of the dynamical simulation and the rest are the results by the existing
theories, among which the squares are for the formula αc = 1/ (2 ln N) of the signal-to-noise
method and the open dots are for the formula of equation (11) of our method. The simulation
is carried out in the following way: for a fixed N, as α increases we choose all the p random
memory patterns as the inputs of network to test whether the memory patterns are still the
fixed points of the network, finally calculate the probability that how many memory patterns
6
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satisfy the fixed point condition. To calculate the probability, for each α we take 10 000 sets
of random memory patterns for average. When this probability is less than (Np − 1) /pN ,
the corresponding value of α is exactly the absolute storage capacity αc. From figure 2(a)
one can see that the theoretical formula proposed in this paper is in good agreement with the
simulation, but the result given by the signal-to-noise method deviates a lot, especially for
large N. We also compare the above results with that proposed in [7–9]. All of them show
large deviations from the simulation. Therefore, for the Little–Hopfield model, formula (11)
provides a better estimate of the absolute storage capacity.































































where As = 1q
∑q
k=1 mξνi ,kmσμi ,k , Bs = 1q
∑q
l=1 mξνj ,lmξμj ,l . Obviously, for the q-state Potts-
glass model the problem becomes more complicated with a new additional parameter q. Thus,
a discussion of h̄σμi for different cases of σ
μ
i and ν is required.
First let us consider the case of σμi = ξμi . Then, if μ = ν, we get ξμi = σμi = ξνi .
So mξμi ,k = mσμi ,k = mξνi ,k . Under this condition and given mσi,k = qδσi ,k − 1, we can
calculate As and Bs and have As = Bs = q − 1; thus, for σμi = ξμi with μ = ν, we obtain
h̄σμi = 1N N(q − 1)2 = (q − 1)2; otherwise if μ = ν, then provided that mξνi ,k , mξμi ,k , mξνj ,k
and mξμj ,k are uncorrelated with each other, one can find that both As and Bs have the value of
q − 1 with probability 1/q for ξμi = ξνi and the value of −1 with probability (q − 1)/q for
ξ
μ
i = ξνi ; therefore, applying the central limit theorem, h̄σμi can be described by a Gaussian
distribution with mean 0 and variance about (q − 1)2α provided N is large enough. Note that
the mean and the variance can be calculated from the probability of As and Bs having the above
values. So combining with the discussions of μ = ν and μ = ν, the distribution of h̄σμi for
the Potts-glass model under σμi = ξμi can be described by a Gaussian distribution with means
(q − 1)2 and variance about (q − 1)2α.
Now let us consider the case of σμi = ξμi . Under this condition, by following the same
discussions, we can get that here the distribution of h̄σμi is also a Gaussian distribution but
with mean −(q − 1) and variance about (q − 1)2α instead. Thus, a complete form of the


































represent the probability in the case of σμi = ξμi and σμi = ξμi ,
respectively. Here we denote the first and second terms on the right-hand side as P+ and P−
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just the same as that in the Little–Hopfield model. It can be seen that equation (13) agrees
with the numerical results very well in figures 1(d)–(f ). Thus the absolute storage capacity
αc can be defined mathematically as the fact that just q h̄σμi fall into wrong areas. Taking into
account the symmetry between P+ and P−, that is, when one of h̄σμi in the area of P+ falls into
the wrong area (the area of P−), there should be q − 1 h̄σμi of P− falling into the area of P+,
and meanwhile p memory patterns have Npq h̄σμi totally (note that for the Potts-glass model
with q = 2 there are 2Np h̄σμi , while for the Little–Hopfield model there are Np hξμi ), αc can




























where (q−1)(q−2)2 is the center boundary of P+ and P−. Substituting equation (13) into
equation (14) and integrating it, the absolute storage capacity αc of the Potts-glass model










For q = 2, it reduces to equation (11) of the Little–Hopfield model. This reduction is
reasonable because αc is only determined by the change of the DLF with the increase of α,
and this change between the Potts-glass model with q = 2 and the Little–Hopfield model is
the same despite some detailed difference. Again it verifies the fact that the Potts-glass model
with q = 2 is equivalent to the Little–Hopfiled model on the performance of storage capacity,
which has also been checked by our dynamical simulations. The simulation is carried out in
the same way as that in the Little–Hopfield model. Therefore, it would be desirable to see the
results of the Potts-glass model with q > 2. In figure 2(b) we plot αc as a function of ln N
for the Potts-glass model with q = 3. The open squares are for the formula αc = q2/(8 ln N)
of the signal-to-noise method, the open dots are for the result of formula (15) of our method
and the solid dots represent the result from the dynamical simulations. Compared with the
simulations, the signal-to-noise method gives an upper boundary, and formula (15) provides
a lower boundary for estimating αc. Therefore, for the Potts-glass model with q = 3, in
combination with the results of the signal-to-noise method and formula (15), we may be able
to provide a region to estimate the absolute storage capacity αc.
Finally, we would like to point out that our approach to derive αc is only applicable
to the attractor neural networks with the Hebbian learning rule, such as the Hopfield model
and the Potts-glass model as discussed here. In addition, our results of the absolute storage
capacity αc for these two models are insensitive to the details of the dynamics of the network,
i.e. being parallel or serial. First, as can be seen in deriving equations (11) and (15), the
dynamics’ details are irrelevant. Indeed αc is only determined by N and q (see equations (11)
and (15)). Moreover, the final results of the dynamical simulations are not affected by the
dynamics details, either, because to measure αc numerically, we only need to test whether the
memory patterns are still the fixed point attractors. Although the flow from a state to another
is governed by the dynamics details, this fact does not affect the results of the test.
5. Summary
In summary, by analyzing the DLF with the increase of the storage capacity, we have revealed
the relation between the DLF and the absolute storage capacity αc, based on which a general
formula N2αc[1 − erf(q/
√
8αc)] = 2 that can be used to estimate αc of the Potts-glass model
with general q is derived. We have also performed the dynamical simulations to test our theory.
8
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Compared with the results by the signal-to-noise method, for the Little–Hopfield model and
the Potts-glass model with q = 2, we have shown that the estimate of our formula is in better
agreement with the simulation. For the Potts-glass model with q = 3, we have provided a
lower boundary for the storage capacity. Although the simulations of q > 3 have not been
presented here, it is believed that the formula proposed in this paper can still present a lower
boundary of the storage capacity as the distinction between the network with q = 3 and q > 3
is not essential. However, why our method only gives a lower boundary remains to be open
which deserves further study.
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