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Öz. Yapısal eşitlik modellemesinde küllanılan parametre kestirim yöntemleri verinin sürekli, sıralı olüp 
olmamasına ve dağılımın normalliğine ğöre farklılık ğöstermektedir. Sıralı verilerle çalışıldığında en sık 
küllanılan parametre kestirim yöntemi WLS (weiğhted least sqüares- ağırlıklandırılmış en küçük kareler) 
olüp, dağılıma ilişkin herhanği bir varsayım ğerektirmemesi avantajı iken, büyük örneklemler 
ğerektirmesi dezavantajı olarak karşımıza çıkmaktadır. Son yıllarda Robüst WLS kestirim yöntemleri 
WLSM (weighted least squares mean-ortalamaya ğöre düzeltilmiş ağırlıklandırılmış en küçük kareler) ve 
WLSMV (weighted least squares mean and variance-ortalama ve varyansa ğöre düzeltilmiş 
ağırlıklandırılmış en küçük kareler) sıklıkla küllanılmakla beraber, küçük örneklemlerde ve farklı dağılım 
koşüllarında WLS kestirim yöntemine alternatif olüp olamayacağı önemli ğörülmektedir. Bü çalışmada 
PISA 2012’de yer alan matematiğe yönelik tütüm maddelerinden olüşan 5 faktörlü model temel alınarak 
3 farklı dağılım (ÇK=0,00; 1,00 ve 1,50) ve 4 farklı örneklem büyüklüğü (N=200, 500 ve 1000) 
koşüllarında WLS, WLSM ve WLSMV yöntemleri karşılaştırılmıştır. Farklı örneklem büyüklüğü koşülü 
altında WLSMV yönteminin WLSM ve WLS yöntemlerinden daha iyi üyüm indeksleri ürettiği 
belirlenirken, özellikle küçük örneklem koşüllarında WLS yöntemine bir alternatif olabileceği 
belirlenmiştir. Dağılımın çarpıklığına ğöre ise WLS, WLSM ve WLSMV kestirim yöntemleri incelendiğinde, 
dağılımın çarpıklığına karşı en dayanıklı kestirim yönteminin WLSMV oldüğü ğörülmüştür. 
 
Anahtar Sözcükler: Yapısal Eşitlik modellemesi, ağırlıklandırılmış en küçük kareler (wls), ortalamaya 
ğöre düzeltilmiş ağırlıklandırılmış en küçük kareler (wlsm), ortalama ve varyansa ğöre düzeltilmiş 




Abstract. In structural equation modeling parameter estimation methods vary according to whether data 
is continuous or ordinal and the normality of distribution. When working with ordinal data, the most 
commonly used parameter estimation method is WLS (weighted least square), the advantage of which is 
not requiring any assumption, as the disadvantage of it is requiring large samples. Recently, while Robust 
estimation methods, WLSM and WLSMV, are commonly used, it is important to see whether they are 
alternative to WLS in different distribution and sample size conditions. In this study, it is based on the 
model with five factor model aboüt stüdents’ attitüdes towards mathematics in PISA 2012. The 
performance of parameter estimation methods including WLS, WLSM, and WLSMV were compared in 
four different sample sizes (N=200, 500, and 1000) and 3 different distribution types (Sk=0,00; 1,00, and 
1,50). As a result, it was seen that WLSMV method has better fit indices than WLSM and WLS methods in 
different sample size conditions, especially in small sample size condition it is an alternative to WLS 
method. When it was examined WLS, WLSM, and WLSMV estimation methods according to skewness of 
distribution, it was seen that the most robust method to skewness of distribution is WLSMV. 
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SUMMARY 
Purpose and Significance 
Structural equation modeling has become a popular data analysis technique in education, 
psychology, business and other disciplines (Austin & Calderon, 1996). In this study, it is aimed to 
compare the parameter estimation methods WLS and Robust WLS (WLSM and WLSMV) in 
different distributions (Sk = 0, 1 and 1.5) and sample size (n = 200, 500 and 1000) conditions  
Methodology 
It is a post hoc simulation study which aimed to compare the WLS and WLS Robust 
estimation methods under different sample size and distribution conditions. Therefore firstly a 
model was constructed to be used in study and, 9 different (3 sample size x 3 distribution) 
conditions were created to be tested. How WLS and WLS Robust parameter estimation methods 
perform in different distribution and sample size conditions was determined with Mplus (ver. 
6:12) program. As a result of the analyse, fit indices (RMSEA, CFI and TLI) has been obtained for 
9 different conditions, and the performance of the method was examined by comparing these 
values. 
Results 
When WLS, WLSM, and WLSMV parameter estimation methods were compared in terms 
of sample sizes, it was seen that WLS method generated very low fit indices under small sample 
sizes, and WLSM method produced lower RMSEA than WLSMV method.When the estimation 
methods were examined according to skewness of distribution, it was determined that WLSMV 
is the most robust to skewness. When the skewness of distribution increased, WLS and WLSM 
estimation methods produced lower CFI and TLI values, andit was determined that the least 
decrease in CFI and TLI was provided in WLSMV method. 
Discussion and Conclusions 
Based on the results of this study, WLSMV method can be preferred over other methods, in 
highly skewed distribution conditions. When sample size is small, WLS method didn’t prodüce 
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GİRİŞ 
Yapısal eşitlik modeli kavramı tek bir istatistiksel teknik olmaktan ziyade birden fazla 
istatistiksel yöntemin ğenel adıdır (Kline,2005). Yapısal eşitlik modelleme eğitimde, psikolojide, 
iş dünyasında ve diğer disiplinlerde popüler bir veri analizi tekniği haline ğelmiştir (Aüstin & 
Calderon, 1996). Tekniğin artan küllanımı farklı kestirim yöntemleri ile ilğili varsayımların 
bilinmesini ğerektirirken, aynı zamanda da bü varsayımlar karşılanmadığında küllanılması 
ğereken yöntemlerin belirlenmesini önemli hale ğetirmiştir. Varsayımlara dikkate etmenin ve 
sonüç olarak verinin özelliklerine üyğün analiz stratejisi seçmenin önemi ğöz ardı edilemez 
(Finney & DiStefano, 2006). Varsayımların ihlali model üyümü ve aynı zamanda parametre 
kestirimleri ve büna bağlı olan anlamlılık testlerinde yanlı sonüçlar üretilmesine sebep olabilir. 
Yanlı sonüçlara karşılık olarak test edilen teori ile ilğili doğrü olmayan kararlar verilebilir 
(Finney & DiStefano, 2006). Tüm bü dürümlar ğöz önüne alındığında, farklı dağılım ve örneklem 
büyüklüğü koşülları altında model parametrelerinin yansız kestirimleri, farklı parametre 
kestirim yöntemlerinin küllanımını ğündeme ğetirmektedir. Örneğin, sıralı veri çok sayıda 
kateğoriye (en azından 5 kateğori) sahip oldüğünda ve yaklaşık olarak normal dağılım 
ğösterdiğinde en çok olabilirlik (ML-maximüm likelihood) kestirim tekniklerinin küllanılması 
üyüm düzeylerinde, parametre kestirimlerinde ve standart hatalarda önemli düzeyde yanlılığa 
yol açmazken, kateğori sayısı azaldığında ya da dağılım normalden önemli ölçüde üzaklaştığında 
problemler ortaya çıkmaktadır (Finney & DiStefano, 2006). Özellikle araştırmalarda normal 
olmayan ve kateğorik verilerin küllanımının yayğınlığından dolayı bü özelliğe sahip verilerin, 
yapısal eşitlik modellemede küllanılırken verinin dağılımı, örneklem büyüklüğü ğibi özelliklerin 
ğöz önünde bülündürülması oldükça önemlidir. Veriler sıralı oldüğünda veya normal dağılımdan 
yüksek düzeyde sapma ğösterdiğinde parametre kestirimi için küllanılabilecek yöntem 
ağırlıklandırılmış en küçük karelerdir (WLS) (Müthen, 1993). WLS kestirim yönteminin temel 
avantajı; çok değişkenli normallik varsayımı ğerektirmemesi, ğözlenen değişkenlerin 
dağılımlarıyla ilğili en az sayıda varsayımı içermesidir. Ayrıca yöntem, ğözlenen bazı değişkenler 
sıralı, bazı değişkenlerin sürekli oldüğünda hatta model iki kateğorili değişkenler içerdiğinde de 
küllanılabilmektedir (Schermelleh-Engel, Mossbrugger & Müller, 2003). Fakat WLS kestirim 
yönteminin büyük örneklemler ğerektirmesi (N>1000) ve daha küçük modellerde kabul 
edilebilir üyüm ğöstermesi ğibi sınırlılıklarından dolayı farklı parametre kestirim yöntemlerine 
ihtiyaç düyülmüştür. Diğer bir anlatımla daha küçük örneklemlerde ve daha fazla ğözlenen 
değişkenle çalışıldığında WLS üyğün bir yöntem olmayabilir (Bollen, 1989). Finney ve Distefano 
(2006)’ya ğöre böyle dürümlarda üyğün kestirim yöntemleri olarak WLSM ve WLSMV karşımıza 
çıkmaktadır. Robüst kestirim yöntemleri, ğeleneksel kestirim yöntemlerinin sınırlılıklarını 
ğiderebilecek yeniden ölçekleme ve alternatif hesaplama işlemleri içermektedir (Hox, Maas & 
Brinkhüis, 2010). WLS yöntemi, ğeleneksel ki kare ve standart hataları küllanarak parametre 
kestirimleri üretmektedir. Robüst WLS yöntemleri ise, robüst standart hatalar, ortalama ve 
varyansa ğöre düzeltilmiş istatistikleri küllanarak ağırlıklandırılmış en küçük kareler 
parametresinin kestirilmesini sağlar. Ağırlıklandırılmış en küçük kareler kestirimi asimptotik 
kovaryans matrisine ğereksinim düyarken Robüst WLS yöntemleri asimptotik kovaryanstan 
elde edilen asimptotik varyanslara gereksinim duyar (Finney & DiStefano, 2006). Robust WLS 
kestirim yöntemleri ğenel olarak diyağonal olarak adlandırılmakla birlikte, küllanılan paket 
proğramlarda LISREL (ver.8.80)’de DWLS iken; Mplüs (ver. 6.12)’ta WLSM ve WLSMV olarak 
tanımlanmaktadır (DiStefano & Morğan, 2014). Müthen (1993), iki farklı Robüst WLS kestirim 
yöntemi önermiştir: WLSM ve WLSMV. Yükarıda sözü edilen parametre kestirim yöntemleri ile 
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Tablo 1. WLS ve Robust WLS Kestirim Yöntemleri 
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Kaynak: (Finney & Distefano,2006)  
Tablo 1 incelendiğinde, ağırlıklandırılmış en küçük kareler parametre kestiriminde ki kare 
ve standart hatalar, WLSM ve WLSMV yöntemlerinde WLS kestirim yönteminden farklı olarak, 
sırasıyla ortalama, ortalama ve varyansa ğöre düzeltildiği ğörülmektedir. 
Alanyazında farklı dağılım ve örneklem büyüklüğü koşülları altında WLS ve Robüst WLS 
kestirim yöntemlerinin karşılaştırıldığı çalışmalar mevcüttür (Brown, 2006; Forero, Maydeu-
Olivares, & Gallardo Pujol, 2009; Yang-Wallentin vd., 2010). Robüst WLS kestirim yöntemlerinin 
küçük örneklemlerde WLS yöntemine ğöre daha iyi performans ğösterdiği ğörülmüştür (Yang-
Wallentin vd., 2010). Farklı örneklem büyüklüğü koşülları altında yapılan çalışmalar 
incelendiğinde farklı sonüçlara ülaşılmıştır. Brown (2006) yaptığı çalışmada 200 ğibi küçük 
örneklemlerde WLSMV kestirim yönteminin diğerlerine ğöre daha yansız kestirimler yaptığını 
belirlerken, Forero, Maydeu-Olivares, & Gallardo Pujol (2009)’ün çalışmasında ise DWLS 
kestirim yöntemlerinin 200 ve daha küçük örneklemelerde kabül edilebilir çözüme ülaşmada 
problemler ortaya çıkardığı belirlenmiştir. Benzer bazı çalışmalarda, WLSMV kestirim 
yönteminin WLS ve WLSM’ den daha iyi sonüçlar ürettiğini ortaya koymüştür (Bandalos, 2008; 
Yü & Müthén, 2002). Arslan (2011)’in yaptığı çalışmada ise farklı dağılım çarpıklığı koşüllarında 
WLSMV’nin WLS’den daha iyi sonüçlar ürettiği ortaya konmüştür. Benzer şekilde, dağılım 
normalden üzaklaştığında WLSMV’ye dayalı parametre kestirimlerinin daha az yanlı sonüçlar 
ürettiği belirlenirken (Bandalos, 2008), bazı çalışmalarda ise çarpıklık katsayısının düzeyi 
arttıkça WLSMV’nin kabül edilebilir sonüçlar üretmede problemler ortaya çıkardığı ğörülmüştür 
(Forero, Maydeu-Olivares, & Gallardo Pujol, 2009). Bü nedenle yapılan çalışmalar, WLS ve 
Robüst WLS kestirim yöntemlerinin farklı dağılım koşülları ve örneklem büyüklüğünde nasıl 
performanslar ortaya koydüklarının desteklenmesi ğerektiğini ortaya koymaktadır. Bandalos 
(2008)’e ğöre robüst kestirim yöntemleri ğiderek daha popüler olmasına rağmen, bü tekniklerin 
farklı koşüllarda performans dürümlarına ilişkin sorülar cevaplanmayı beklemektedir. Bü 
yönüyle yapısal eşitlik modellemede, WLS ve Robüst WLS parametre kestirim yöntemlerinin 
performanslarının değerlendirilmesinde örneklem büyüklüğünün ve dağılımın etkisinin 
incelenmesi amaçlanmaktadır. Bü amaç doğrültüsünda aşağıdaki sorülara yanıt aranmıştır: 
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a) Farklı dağılım şartı altında (ÇK=0, 1 ve 1,5 olan dağılımlar) WLS, WLSM ve WLSMV parametre 
kestirim yöntemlerinden elde edilen üyüm indeksleri nasıl değişmektedir?  
b) Farklı örneklem büyüklüklerinde (N=200, 500 ve 1000) WLS, WLSM ve WLSMV parametre 
kestirim yöntemlerinden elde edilen üyüm indeksleri nasıl değişmektedir?  
YÖNTEM 
Araştırma Deseni  
Bü çalışma WLS ve Robüst WLS parametre kestirim yöntemlerinin farklı örneklem 
büyüklükleri ve dağılım koşülları altında karşılaştırılmasını amaçladığından bü yönüyle, bilgi 
üretmeye dönük temel bir araştırma niteliğine sahiptir. Patton’a (1990) ğöre temel 
araştırmaların odağı, mevcüt bilği ağına eklenebilir yeni bilğiler üretmektir. 
Örneklem 
Bü araştırmanın çalışma ğrübü Ulüslararası Öğrenci Değerlendirme Proğramı 
(Programme for International Student Assessment-PISA) 2012’ye katılan A ve B kitapçığını alan 
3172 kişiden olüşmaktadır. Parametre kestirim yöntemlerinin farklı örneklem büyüklüğü ve 
dağılımındaki performanslarının karşılaştırılmasında bir ölçme modeli olüştürülmüştür. 
Analizde küllanılan ölçme modeli, PISA 2012 öğrenci anketini alan öğrenci verisi ile 
olüştürülmüştür. Bü bireylerden elde edilen verilere ilişkin madde parametreleri MULTILÖG 
7.03’te analiz edilmiştir. Kestirilen madde parametreleri küllanılarak WinGen 3.1 simülasyon 
proğramıyla 3 tür dağılım için 3 farklı büyüklükte (200, 500 ve 1000) veri seti olüştürülmüştür. 
Bü veri setlerindeki çarpıklık katsayıları yaklaşık olarak 0,00; 1,00 ve 1,50 olan dağılımlardır. 
Verilerin Analizi  
Çalışma WLS ve Robüst WLS kestirim yöntemlerinin farklı dağılım ve örneklem büyüklüğü 
koşülları altında karşılaştırılmasını amaçlayan bir post hoc simülasyon çalışmasıdır. Bü nedenle 
öncelikle çalışmada küllanılmak üzere model olüştürülmüş ardından 9 farklı koşül (3 dağılım x 3 
örneklem büyüklüğü) olüştürülmüştür. Bü çalışmada modelin olüştürülmasında, Uluslararası 
Öğrenci Değerlendirme Proğramı(PISA) 2012 öğrenci anketinin A ve B formünda yer alan 
matematiğe yönelik tütüm maddelerinden; matematiğe yönelik ilği, araçsal motivasyon, 
matematik özyeterliği, alğılanan kontrol ve matematik çalışma etiği maddeleri küllanılmıştır. 
Modelin olüştürülması iki aşamada ğerçekleştirilmiş; 5 faktör ve 28 maddeden olüşan model için 
açımlayıcı faktör analizi (AFA) yapılmış, ardından modelin doğrülanması amacıyla doğrülayıcı 
faktör analizi (DFA) yapılmıştır. Son olarak parametre kestirim yöntemlerinin 
karşılaştırılmasında küllanılan model şü şekildedir: 
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Şekil 1. Araştırmada kullanılan ölçme modeli 
Bü çalışmada, PISA 2012 kapsamında sekizinci sınıf düzeyindeki öğrencilere üyğülanan 
öğrenci anketlerinden elde edilen veriler küllanılmıştır. İlğili verilere PISA 2012 ülüslararası veri 
tabanından ülaşılmıştır (http://pisa2012.acer.edu.au/downloads.php). 
Verilerin üretilmesinde, PISA 2012 üyğülamasına katılan 3172 kişinin verisinden elde 
edilen madde parametreleri küllanılmıştır. Madde parametreleri GRM (Graded Response model-
Derecelendirilmiş Tepki Modeli)’e dayalı olarak ve marjinal en çok olabilirlik (MML) kestirim 
yöntemi küllanılarak elde edilmiştir. Gerçek veriden elde edilen parametrelere dayalı olarak, 
post-hoc simülasyon çalışması yapılmıştır. Sonüç olarak bü çalışmada farklı dağılımlara sahip 
(çarpıklık; 0,0; 1,00 ve 1,50) ve farklı örneklem büyüklüklerinde (200, 500 ve 1000 kişilik) 28 
maddeden olüşan veri setleri üretilmiştir. Yapısal eşitlik modellemede, üyüm iyiliği indeksleri 
örneklemin dağılımına veya büyüklüğüne bağlı olarak farklı sonüçlar üretebilmektedir. Bü 
çalışmada tek bir üyüm indeksine ğüvenmek yerine çoklü üyüm indeksleri küllanılarak, özellikle 
model belirleme hatalarına karşı daha dayanıklı olan üyüm indeksleri seçilmeye çalışılmıştır. 
Büna ek olarak örneklem küçük oldüğünda ve kateğorik sıralı veri sürekliymiş ğibi analiz 
edildiğinde GFI, AGFI ve RMR değerleri hatalı olarak kestirildiğinden bü üyüm indeksleri 
çalışmada küllanılmamıştır. (Babaküs vd., 1987). Bü nedenle, daha doğrü ölçümler veren CFI, 
TLI, RMSEA üyüm indeksi değerlerinin karşılaştırılmasına karar verilmiştir. WLS ve Robüst WLS 
parametre kestirim yöntemlerinin farklı örneklem dağılımı ve örneklem büyüklüklerinde nasıl 
performans ğösterdiklerinin belirlenmesi amacıyla analizler Mplüs (ver. 6.12) proğramı 
küllanılarak yapılmıştır. Yapılan analizler sonücünda 9 faklı koşül için üyüm indeksleri (RMSEA, 
CFI ve TLI) elde edilmiş ve bü değerler karşılaştırılarak yöntemlerin performansları 
incelenmiştir. 
BULGULAR 
Bü çalışmada, yapısal eşitlik modellemede WLS ve Robüst WLS (WLSM ve WLSMV) 
parametre kestirim yöntemlerinin performanslarının değerlendirilmesinde örneklem 
büyüklüğünün ve dağılımın etkisinin incelenmesi amaçlanmaktadır. Farklı dağılım şartı ve 
örneklem büyüklüğü şartlarında parametre kestirim yöntemlerinin karşılaştırılmasında üyüm 
indeksleri; RMSEA, CFI ve TLI değerleri küllanılmıştır. Analizler sonücünda farklı dağılım ve 
örneklem büyüklüğü koşüllarında WLS, WLSM ve WLSMV parametre kestirim yöntemlerinden 
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Tablo 2. Farklı Örneklem Büyüklüğü ve Dağılım Şartında Uyum İndeksleri 
  Kestirim 
Yöntemleri  
Dağılım  Örneklem 
Büyüklüğü  
Uyüm İndeksleri 











    
N=200 - - - 
N=500 0.060 0.938 0.931 




    
N=200 - - - 
N=500 0.058 0.974 0.971 




    
N=200 - - - 
N=500 - - - 










    
N=200 0.036 0.995 0.995 
N=500 0.020 0.999 0.998 




    
N=200 0.028 0.998 0.998 
N=500 0.000 1.000 1.000 




    
N=200 0.069 0.588 0.542 
N=500 0.028 0.847 0.830 








     
 
ÇK=0 
N=200 0.026 0.991 0.990 
N=500 0.017 0.997 0.996 




    
N=200 0.021 0.997 0.997 
N=500 0.000 1.000 1.001 
N=1000 0.008 1.000 0.999 
      
 
ÇK=1,5 
N=200 0.049 0.546 0.495 
N=500 0.023 0.832 0.813 
 N=1000 0.012 0.951 0.945 
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Tablo 2 incelendiğinde, WLS parametre kestirim yönteminin küçük örneklem 
büyüklüğünde (200) asimptotik kovaryans matrisinin pozitif tanımlanamaması nedeniyle sonüç 
vermediği belirlenmiştir. Ayrıca dağılımın çarpıklık derecesi ÇK=1,5 olması dürümünda da 
benzer şekilde sonüç elde edilememiştir. Bü dürüm alanyazında belirtilen, WLS kestirim 
yönteminin küçük örneklemlerde sağlıklı sonüç vermemesiyle üyümlüdür. Özel olarak WLS 
kestirim yönteminin dağılım koşülüna bakılmaksızın büyük örneklemlerde daha küçük RMSEA 
değerleri ve yüksek CFI ve TLI değerleri verdiği belirlenmiştir (Schermelleh-Engel vd., 2003; 
Schumacher ve Lomax, 2004; Yang & Wallentin vd. , 2010). 
ÇK=0 oldüğü dürümda, aynı dağılım koşülünda, WLSM ve WLSMV kestirim yöntemlerinde 
iyileşme oldüğü, RMSEA değerlerinin düştüğü ve CFI ve TLI değerlerinin ise yükseldiği 
belirlenmiştir. WLSM ve WLSMV kestirim yöntemleri incelendiğinde, dağılımın yaklaşık olarak 
normal olması dürümünda, tüm örneklem koşüllarında (N=200, 500 ve 1000) WLSMV kestirim 
yönteminin, WLSM’den daha iyi üyüm indeksleri verdiği belirlenmiştir. Başka bir ifadeyle 
RMSEA değerleri azalırken CFI ve TLI değerlerinin arttığı belirlenmiştir. Bandalos (2008) ve Yü 
ve Müthen (2002) yaptıkları çalışmada benzer şekilde WLSMV kestirim yönteminin küçük 
örneklemlerde daha iyi sonüçlar ortaya koydüğünü belirlemişlerdir.  
ÇK=1 oldüğü dürümda, farklı örneklem büyüklükleri için RMSEA değerleri incelendiğinde, 
tüm örneklem büyüklüğü koşüllarında (N=200, 500 ve 1000) en iyi kestirim yönteminin WLSMV 
oldüğü ğörülmektedir. WLS yönteminin ise küçük örneklem şartlarında (N= 200) çıktı 
üretmediği, örneklem büyüklüğünün N=500 ve N=1000 olası dürümünda ise WLSM ve WLSMV 
yöntemlerine ğöre oldükça yüksek RMSEA değerleri ürettiği belirlenmiştir. 
ÇK=1,5 oldüğü dürümda, farklı örneklem büyüklükleri için RMSEA, CFI ve TLI değerleri 
incelendiğinde tamamında WLSMV yönteminin WLSM’den daha düşük RMSEA değerleri; daha 
yüksek CFI ve TLI değerleri ürettiği ğörülmüştür. Ayrıca tüm parametre kestirim yöntemlerinde 
örneklem büyüklüğü arttıkça daha yüksek CFI ve TLI değerleri üretilmiştir.  
Sonüç olarak çarpıklık katsayısı arttıkça, farklı örneklem koşüllarında WLSMV yönteminin 
diğer yöntemlere ğöre daha iyi sonüç verdiği ğörülmüştür. Benzer şekilde Arslan (2011) ve 
Bandalos (2008) yaptıkları çalışmalarda dağılımın çarpıklığı arttıkça WLSMV parametre 
kestirim yönteminin daha iyi sonüçlar ürettiğini ortaya koymüştür. 
TARTIŞMA ve SONUÇ 
Bü çalışmada farklı dağılım (ÇK= 0, 1 ve 1,5) ve örneklem büyüklüğü (n=200, 500 ve 1000) 
koşüllarında WLS ve Robüst WLS (WLSM ve WLSMV) parametre kestirim yöntemlerinin 
karşılaştırılması amaçlanmaktadır. 
WLS kestirim yöntemine ilişkin bülğülar incelendiğinde, yöntemin dağılımın çarpıklığına 
bakılmaksızın küçük örneklem büyüklüğünde sonüç vermediği belirlenmiştir. Büyük örneklem 
N=500 ve 1000 koşülları altında ise düşük RMSEA,  yüksek CFI ve TLI değerleri üretmiştir. WLS 
kestirim yöntemi dağılımın çarpıklığının farklılaştığı dürümlar için incelendiğinde ğenel olarak 
ÇK=0 ve 1 oldüğünda RMSEA, CFI ve TLI değerleri dağılımın çarpıklığından çok etkilenmezken, 
dağılımın çarpıklığı yüksek oldüğünda sonüç vermediği belirlenmiştir. WLSM kestirim 
yönteminde, aynı dağılım şartı altında, örneklem büyüklüğü arttıkça (N=200,500 ve 1000) üyüm 
indekslerinde iyileşme meydana ğeldiği; daha düşük RMSEA ve daha yüksek CFI ve TLI değerleri 
ürettiği belirlenmiştir. Ayrıca örneklem küçük oldüğünda bile (N=200) üyüm indeks 
değerlerinin iyi oldüğü belirlenmiştir. WLSMV kestirim yönteminde ise, aynı dağılım şartında 
örneklem büyüklüğü arttıkça üyüm indekslerinin de iyileştiği; düşük RMSEA, yüksek CFI ve TLI 
değerleri ürettiği belirlenmiştir. Dağılımın değişmesi dürümünda ise çarpıklık katsayısı 
yükseldikçe üyüm indeksleri de düşmüştür. 
WLS, WLSM ve WLSMV kestirim yöntemleri örneklem büyüklükleri açısından 
karşılaştırıldığında, WLS yöntemi küçük örneklem büyüklükleri altında oldükça düşük üyüm 
indeksi değerleri ürettiği, WLSMV yönteminin WLSM yöntemine ğöre düşük RMSEA değerleri 
ürettiği belirlenmiştir. Dağılım çarpıklığına ğöre kestirim yöntemleri incelendiğinde ise, 
dağılımın çarpıklığına karşı en dayanıklı kestirim yönteminin WLSMV oldüğü, dağılımın 
çarpıklığı arttıkça WLS ve WLSM kestirim yöntemlerinin ürettiği CFI ve TLI değerlerinin düştüğü 
fakat en az düşüşün WLSMV yönteminde sağlandığı belirlenmiştir. 
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WLS kestirim yönteminin dağılıma ilişkin herhanği bir varsayım ğerektirmediği fakat 
küçük örneklem büyüklüklerinde doğrü sonüçlar üretmediği çalışmalarca desteklenmiştir 
(Bandalos, 2008; Flora & Curran, 2004;Lei, 2009; Schermelleh-Engel vd. 2003; Schumacher 
&Lomax,2004; Yang-Wallentin, Jöreskoğ & Loü, 2010). Benzer sonüçların ğörüldüğü söz konusu 
çalışmalarda ğeniş örneklem büyüklüğü koşülları altında WLS yöntemi iyi sonüçlar üretirken; 
örneklem büyüklüğü azaldıkça model belirleme hataları ile karşılaşılmıştır. WLS yöntemi ğeniş 
örneklem büyüklüğü şartı altında ğüçlü kestirimler üretirken, WLSMV kestirim yönteminin 
küçük örneklem şartı altında bile iyi üyüm değerleri ürettiği belirlenmiştir (Arslan, 2011; 
Brown, 2006; Bandalos, 2008). DiStefano ve Morğan (2014) farklı örneklem büyüklüğü ve 
dağılım koşüllarında robüst ağırlıklandırılmış en küçük kareler yöntemlerinin performanslarını 
incelemişler ve bü çalışmaya benzer olarak normallikten ciddi sapmalar olmaması dürümünda 
robüst yöntemlerin daha yansız kestirimler sağladığı sonücüna varmışlardır. WLSM ve WLSMV 
yöntemlerinden dağılımın çarpıklığının artması dürümünda, WLSMV yönteminin daha iyi üyüm 
indeksi değerleri ürettiği benzer çalışmalarla tütarlık ğöstermektedir (Arslan, 2011; Finney ve 
Distefano,2006). 
Bü çalışmanın sonüçları doğrültüsünda, dağılımın yüksek düzeyde çarpık oldüğü dürümda 
WLSMV yönteminin küllanılmasının diğer yöntemlere ğöre tercih edilebilir oldüğü söylenebilir. 
Küçük örneklem büyüklüklerinde WLS yöntemi sonüç vermezken, diğer yöntemlerin birbirine 
yakın sonüç verdiği ğörülmüştür. Bündan sonra yapılacak çalışmalarda bü yöntemlerin robust 
ML yöntemle karşılaştırılması yapılabilir.  
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