1. The problem of testing the significance of a difference between two proportions is one which receives early attention in text-books on mathematical statistics, and it might be thought to be one of the questions whose final solution lies behind us. It is a problem whose simplicity makes it easy to examine the logical cogency of the methods put forward for its solution, but, on examination, it is evident that they have not yet been rounded off satisfactorily. The origin of the present paper lies partly in an investigation commenced in 1938
and discussed at the time in College lectures, and partly in recent correspondence in Nature in which G. A. Barnard (1945a, b) and R. A. Fisher (1945a) have taken part.* This correspondence has suggested that in a problem of such apparent simplicity, starting from different premises, it is possible to reach what may sometimes be very different numerical probability figures by which to judge significance.
2. Such a difference in levels of significance in the solution of an everyday problem is obviously puzzling to the users of statistical methods who are accustomed to accept the technique as an established procedure and have not the opportunity for a critical examination of the conditions under which probability theory is brought to bear as a guide to action.
For the question here at issue is a fundamental one of why and how our judgement is influenced by the calculation of a probability, and the dilemma raised by the Barnard-Fisher correspondence can only be answered in terms of our views on the practical function of the theory. We may all agree that in practice we use probability figures derived from an analysis of numerical data to help us to make up our minds on the next step, whether in experimental research or executive action. But what form of presentation of the probability set-up is likely to result in the greater number of sound decisions is likely to be always a matter for differences of opinion.
3. All that I can do is to approach the problem of the 2 x 2 table from the viewpoint which appears most helpful to me. In the preceding paper Mr Barnard has elaborated the views expressed in his letters to Nature. Such discussion is, I believe, desirable, even though controversial issues are raised. For the value of the whole elaborate structure of the modern theory of mathematical statistics depends at least in part on the sense in which the individual statistician appreciates the meaning of the probability model he is using when drawing the practical conclusions from his analysis of data. I have used the words 'in part', for it is true that the analytical process of applying the statistical technique to experimental data may in itself be enormously illuminating even without paying any close regard to a final probability figure. Such is the case, for example, with the technique of analysis of variance, where the mere process of breaking up a total sum of squares into parts with which different sources of variability can be associated, brings with it a reward in clear thinking even without the application of a probability test.
4. There is a very wide variety in the types of situation in which probability theory is introduced to help in reaching a decision as to further action.
(A) At one extreme we have the case where repeated decisions must be made on results obtained from some routine procedure carried out under controlled conditions. (B) At the other is the situation where statistical tools are applied to an isolated investigation of considerable importance in which many of the issues involved in the conclusion can hardly be assessed in numerical terms.
Two situations of this kind, in which the statistical technique involved is that of testing
the significance of a difference between two proportions, may be illustrated from problems arising in the 'proof' of armour-piercing shot or shell.
6. Example. of type A. In the proof of small anti-tank, armour-piercing shot it might be decided to set aside, as a standard, a batch of shot whose quality has been established by special trials; against this standard, later batches can be compared. The variable measured is the proportion of shot which fail to perforate a plate of specified thickness when fired with a given striking velocity. The use of standard shot is necessary for calibration purposes, because there are inevitable changes in toughness from one proof plate to another and only a limited number of shot can be fired at a single plate. Then the situation might be summed up as follows:* Aim of proof. To ensure that as few batches as possible are passed into service which are less effective than the standard.
Method of proof. Twelve rounds of the standard and twelve of the batch under test to be fired, round for round, against a single test plate and a record kept of the number of failures in each group, say a and b.
Routine sentencing rule. This should lay down a ready means of determining, from a knowledge of a and b, whether to class the new batch as inferior to the standard or not.
Assumptions accepted in using rule. That the two samples of twelve shot have each been randomly selected from the much larger batches. That against the particular plate used, a proportion Pi of the standard and P2 of the new batch would fail to give satisfactory perforation at the specified striking velocity. That while Pi and P2 would be different for other plates, if P2 >P1 for one plate, it will be so for all other plates. The objective is to segregate batches of shot for which P2 > Pi* * It has been somewhat, simplified for illustrative purposes, e.g. complete control of the striking velocity is not in practice possible.
calibre are under consideration; they may be of different design or made by different firms.
Since the cost of producing and testing a single round of this kind runs into many hundreds of pounds, the investigation is a costly one, yet the issues involved are far reaching. Twelve shells of one kind and eight of the other have been fired; two of the former and five of the latter failed to perforate the plate. In what way can a statistical test contribute to the decision which must be taken on further action?
8. In dealing with Example A the guiding principle followed in seeking help from the theory of probability can be very simple. We can set as our object a rule which:
(i) will result in an increasing chance of detecting that P2 >P1I the larger the difference;
(ii) willleaveonlyasmallchanceofsegregating thenewbatchwronglywhen, infact, P2-(Pi Diagrammatically the rule would consist in segregating the new batch when the point (a, b) falls within some such area as that shown shaded in Fig. 1 . In this problem involving a routine pro-12 cedure, it is the long-run frequency of different consequences of the proof sentencing which is of 10-importance, and probability theory is introduced to \\ (a.)
provide a measure of expected frequency. This 8 method of introducing the theory of probability into this proof problem is not necessarily the only one b 6-that could be adopted in fixing a routine procedure, but it is a simple one and, since simplicity has the 4 V merit of appealing to the user's understanding, it has great advantages.
9. When dealing with Example B a very con-C 2 siderable number of factors must be weighed in 0 the balance, and the result of a statistical test of Fig. 1 significance could never be the over-riding one.
There will be other information as to the effect of changes in shell design, possibly from shell of different calibre; information as to the uniformity in quality of output of the firm or firms concerned; questions of cost and of general policy. He would be a bold man who would attempt to express these in numerical terms. Whereas when tackling problem A it is easy to convince the practical man of the value of a probability construct related to frequency of occurrence, in problem B the argument that 'if we were to repeatedly do so and so, such and such result would follow in the long run' is at once met by the commonsense answer that we never should carry out a precisely similar trial again.
10. Nevertheless, it is clear that the scientist with a knowledge of statistical method behind him can make his contribution to a round-table discussion, provided he has acquired a grasp of the practical issues. Starting from the basis that individual shell will never be identical in armour-piercing qualities, however good the control of production, he has to consider how much of the difference between (i) two failures out of twelve and
(ii) five failures out of eight is likely to be due to this inevitable variability. There may be a number of ways of sizing up the position involving different assumptions or hypothetical constructs; he may follow one or several of these. statements as to how probability theory should be used as a guide to judgement, but ultimately it is likely that the method of application which finds greatest favour will be that which through its simplicity and directness appeals most to the common scientific user's understanding. Hitherto the uwer has been accustomed to accept the function of probability theory laid down by the mathematicians; but it would be good if he could take a larger share
in formulating himself what are the practical requirements that the theory should satisfy in application.
( Step 1. We must first specify the set of results which could follow on repeated application of the random process used in the collection of the data; this may be termed the experimental probability set.
Step 2. We then divide this set by a system of ordered boundaries or contours such that as we pass across one boundary and proceed to the next, we come to a class of results which makes us more and more inclined, on the information available, to reject the hypothesis tested in favour of alternatives which differ from it by increasing amounts.
Step 3. We then, if possible, associate with each contour level the chance that, if Ho is true, a result will occur in random sampling lying beyond that level.
This rather crude statement of procedure will be developed in more detail in discussing the problems that arise in connexion with the 2 x 2 table.
16. Notes on these points. Step 2. For a given hypothesis under test there may be a number of ways of deriving a system of contours, and only in certain cases can there be said to be complete agreement on which is the 'best'. Practical expediency will often carry weight in the choice. It is widely accepted that the choice cannot be made without paying regard to the admissible hypotheses alternative to H.,, whether this process is given formal precision or taken as a broad guide.
In our first papers (Neyman & Pearson, 1928 a, b) we suggested that the likelihood ratio criterion, A, was a very useful one to employ in determining a family of contours which would be ordered in relation to our confidence in the hypothesis tested when set against the background of admissible alternatives. Thus
Step 2 preceded Step 3. In later papers (Neymnan & Pearson, 1933 , 1936 and 1938 we started with a fixed value for the chance, e, of
Step 3 and determined the associated contour, taking account of what we termed the power of a test with regard to the alternative hypotheses. The family of Step 2 followed on giving decreasing values to e. However, although the mathematical procedure may put
Step 3 before 2, we cannot put this into operation before we have decided, under
Step 2, on the guiding principle to be used in choosing the contour system. That is why I have numbered the steps in this order.
(c)
Step 3 If we follow in turn the steps defined above to determine the method of interpretation of such data, the requirements of the appropriate tests are seen to follow very simply, although mathematical or computational difficulties arise in implementing them. On taking
Step 1 we can separate out at once the three types of problem which Barnard has differentiated;* these I shall call Problems I, II and III. They are distinguished by the sample space having 1, 2 and 3 dimensions respectively. From the mathematical point of view it might seem more logical to take them in the reverse order, adding first one and then a second restriction to the 3-dimensioned case of Problem III. For a simple exposition, I think the reverse procedure of building up from I to III is preferable and this has been adopted in the following sections.
(iV) PROBLEM I
18. This may be described as the test of the significance of the difference between two treatments after these have been randomly assigned to a group of N = m + n individuals (Barnard terms it the 2 x 2 independence trial). To use the terminology of a particular application, we may say that we are observing the presence or absence of 'reaction X'. The first treatment is applied to m and the second to n of the N individuals; as a result a/m and b/n show reaction X.
19. In this case the random process has been applied within the group of N individuals, and its repetition would simply involve other random reassignments of the two treatments among the N. No assumption is made as to how the N individuals were selected from some larger universe. The repetition may be hypothetical, in the sense that it often could not take place, e.g. if reaction X = death. Indeed, repetition under the same essential conditions is frequently impossible in practice. But this correspondence between the frequency of results upon hypothetical repetition and the probability distribution of the counterpart mathematical model forms an accepted part of the process of reasoning whereby (following * Statisticians had, of course, all been more or less conscious of these differences, but, at any rate in my own case, it was discussion with Mr Barnard which made it easy to see the problem in its full clarity.
the present approach) we use probability theory as a basis for inference. The hypothesis tested is that while some individuals show reaction X and some do not, the result would be the same whichever treatment were applied asfar as these N individuals are concerned. Thus, For this probability distribution, it is known (K. Pearson (1899) and Kendall (1943, p. 127 
Variance of a = oa2= m2n1) (4) 21. For the particular case N=20, r=7, mn=12, n=8, the terms in the distribution of Pl{a 1 20,7, 12} are shown as ordinates in Fig. 2 and given in the accompanying Table 2 . The experimental probability set consists of the eight alter- 22. Next consider step 2. The purpose of the investigation is to test the hypothesis that the difference between a/i 2 and (r-a)/8 has resulted simply from a random partition of 20 individuals, of whom r will show reaction X in whichever treatment group they are included. The experiment gives r = 7. The contour levels fall between the 8 points of the set as shown in Fig. 2 ; the further a lies towards the right, the more inclined we shall be to accept the alternative hypothesis that a/1 2> (r -a)/8 because treatment 1 is more effective than treatment 2. The further a lies to the left, the more we shall incline towards the reverse alternative. To complete Step 3, we have only to calculate the sums of the tail terms of the hypergeometric series, as shown in Table 2 for the special case. provisionally to adopt a new technique.
24. An experiment falling under this head has the advantage that the random process introduced is under complete control. The analysis will give an answer in probability terms whether the N individuals have been randomly selected from a larger whole or not. But this answer is limited in the sense that it relates only to the N; if we wish to draw conclusions about a wider population or populations, then a random selection of the N or, separately, of both its parts m and n is needed. Thus we come to Problems II and III.
25. Approximation to the hypergeometric terms. When dealing with small numbers, the calculation of the tail terms of the series may not be laborious, but it soon becomes so when r is large. An obvious approximation is that obtained by using an integral under the normal curve with the mean and standard deviation of equations (3) and (4) to represent the sum of the hypergeometric terms. As usual when approximating to the sum of the terms for x = a, a + 1, a + 2, .. ., etc., of a discrete probability distribution by the integral under a continuous curve, we take this integral from the point x = a -. Thus Fig. 3 shows the normal curve 1 (6) with d and ora as in equations (5), and the approximation to the sum of the hypergeometric terms for a = 6 and 7 is rc p p(x) dx, px5.5 represented by the area marked with cross-hatching. The approximations for different levels are shown in Table 2 , and are seen in this case to be quite adequate for the purpose of the test. Further comparisons are made in the Appendix, and it appears that provided m and n are fairly nearly equal, as they are likely to be in most planned experiments of the Problem I type, the normal approximation is surprisingly good. Yates (1934) has suggested a method of further correction.
26. The correction for continuity. In the 2 x 2 table connexion, the improvement obtained by taking the normal integral (i) from x = a -i if a > a-or (ii) from x = a + i if a < -a (so that we are summing for the lower tail), was pointed out by Yates (1934) and has often been termed 'Yates's correction for continuity'. It is, however, the natural adjustment to make on the basis of the Euler-Maclaurin theorem, when approximating to a sum of ordinates by an integral and without wishing to detract from the value of Yates's suggestion in this particular problem, it should be pointed out that the adjustment was used by statisticians well before 1934, when employing a normal or skew curve to give the, sum of terms of a binomial or hypergeometric series.* (V) PROBLEM II 27. This may be described as the test of whether the proportion of individuals bearing a character A is the same in two different populations, from each of which a random sample has been drawn, i.e. the test of the hypothesis that
* The method was in use in the Department of Applied Statistics when I joined the staff in 1921,
and may have been current many years before that.
IO-2 where p is some common but unspecified proportion. Barnard describes this as the case of the 2 x 2 comparative trial. Here m individuals have been drawn at random from the first population and n from the second, and it is found that a/m and b/n, respectively, bear the character A. The conditions are assumed to be such that if the random procedure of selection were repeated, the appropriate probability distributions for a and b would be given by the terms of binomial expansions. Table 3 shows the observed results. Table 3 No. with No.Toa In this problem there have been two applications of a random selection process, not one as for Problem I, and the experimental probability set consists of the (m + l) (n + l) alternative values of the doublet (a, b) (O < a < m, 0 < b < n) which can be represented in the lattice diagram shown in Fig. 3 for the special case m = 12, n = 8. It might, of course, be argued that in the hypothetical repetition of the selection process m and n need not remain constant, but this, I think, would introduce an unnecessary complication into the probability set-up. 
The procedure which I have adopted in the sections which follow is frankly one of expediency. I have not considered in detail how to choose a family of significance contours satisfying requirements formulated in advance, but have taken those suggested by the customary large-sample procedure which gives contours of the form ABC, A'B'C' drawn in Fig. 3 . These will, I believe, make the power of the test to detect a difference more nearly dependent on the ratio of the odds given by (c) than on either of the expressions (a) or (b).
E. B. Wilson (1941) chooses the expression (a). This point, however, needs further investigation. It should be noted that a similar problem, in the case where the sampling distributions follow the Poisson law, was discussed very fully by Przyborowski & Wilenski (1939) .
29. Besides involving a 2-dimensional instead of a 1-dimensional experimental probability set, Problem II differs from Problem I in that we need an answer which is independent of the unknown common probability p of the null hypothesis. In Problem I the part of p was played by the fraction r/N given by the data. We are concerned now with what Neyman and I (Neyman & Pearson, 1933) have termed a composite hypothesis, and were it possible would like the contour levels to bound regions which are 'similar to the sample space with regard to the parameter p' (loc. cit. p. 313) (i.e. are independent of p). The following considerations show the lines along which a first attack of the problem can proceed.
30. If Ho is true and equation (7) (ii) The relative probability, given r, of the observed partition into a and b = r -a; this is independent of p and is identical with the expression Pl{a I N, r, m} of equation (1), i.e. is
proportional to a term of the hypergeometric series (2).
* It will be seen that P1{ } has been used to denote a hypergeometric probability and P2{ } a binomial probability. It is clear that the amount by which the probability falls below e will be a function of p, and that in taking Step 3 we are only associating with each significance level L6 an upper limit, e, to the probability of rejecting Ho when it is true.
33. We have still, of course, to determine the most appropriate system of significance levels and to set out a ready means of finding an upper limit, e, associated with the level on which an observed doublet (a, b) falls.t Mr Barnard has broken new ground in (i) defining for this Problem II one systematic method of determining a family of levels L. based on-certain clearly defined principles;
(ii) determining the true upper bound to the associated probability e which, in the case of small samples at any rate, may be considerably below that which has hitherto been used.
Since, however, much tabling is needed before his theoretical advance can be followed by a practical working rule available for samples of any sizes, m and n, I think it is worth while describing the cruder handling of the lattice diagram which I had discussed in 1938-9 * There would be a similar series of boundaries, L', below the diagonal a/m = b/n, such as A'B'G' This view has also been supported by Yates (1934) . As I understand it, Fisher would refer the observation (a, b) to a linear set (as in my Problem I), however the data have been collected; this attitude follows readily if we discard the requirement that the probability distribution used in the test must be related to the frequency distribution that would be generated by repeated application of the random sampling process employed in the experiment. It will be seen that with Fisher's approach there is a gain in simplicity in handling the analysis; it must remain a matter of opinion whether there is a loss in the relevance of the probability construct to the question at issue. It is, of course, only when handling small samples or in cases where (a, b) lies close to one of the corners (0, 0) or (in, n) of the lattice that this need for choice between probability constructs is thrust upon us. and we turn naturally, as in so many other statistical problems, to the approximation using the normal curve. In fact, except when r or s are very small or m and n very different in magnitude, the normal curve with mean and standard deviation given by equations (3) and (4) provides a surprisingly good approximation to the relative probability distribution of a for fixed r, viz. Pl{a j N, r, m} (see Appendix). Define use as the deviate of the standardized normal curve for which 6= f I(2)e-"du, (end2)2 (13) Then we can draw across the lattice diagram a significance level Le above and another L' below* the diagonal a/m = b/n such that (i) all points (a, b) for which (a + s ) a < _ be (14) lie beyond, i.e. above, L.;
(ii) and all points (a, b) for which
lie beyond, i.e. below, Le.
If we wish to take special action either when a/m is significantly less than b/n or significantly greater, then we shall use both levels L1 and Lo; if only, however, when a/m < b/n, then we use L6. The corresponding probability levels would be obtained by making e for the second case twice its value for the first. Fig. 4 shows the 247 relative probabilities Pl{a I N, r, mn} for the case n = 18, n = 12. The unbroken, stepped lines are two contour levels determined in this way. Purely for convenience in drawing, the level with e = 005 and u0.0 O = 1 6445 has been put above the diagonal and that with e = 0-01 and uO.01 = 2-3263 below.
36. If the normal approximation to the hypergeometric series were correct, it would follow that along every diagonal, r = constant, the sum of the relative probabilities for points above L6 would satisfy the inequality (11). Hence the inequality (12) for the complete area of the lattice above L. would hold, whatever the value of the common p. A similar result would hold for the area below LE. Of course, the normal approximation will not hold precisely, particularly when r or s are small, but here we shall generally be on the safe side, in the sense that the hypergeometric distribution is flat-topped with abrupt ends so that the fr of equation (11) will be considerably less than e, and often zero.
37. It is interesting to examine the results set out in Fig. 4 with the help of the detailed calculations given in Table 4 . Columns (2) and (3) give, for constant r, the mean and standard deviation of P.{a 1 30, r, 18}, while columns (4) (for L0.05) and (8) (for L'.01) give the cut-off points defined by the normal approximation, i.e. al=1 a--Uo.oX05 x a and a2 = a+ + -UOxl a ( 16) The sums of the relative probabilities Pl{a j 30, r, 18} for a < a, and a > a2 are given in Cl 0% ~~~~~ C', Cl CC U)~~~~~O ONC' co -- and finding e from the normal integral of equation (13). In this way the nominal chance e will be a little nearer the true upper limit than the figures in Table 5 suggest,* but not enough to modify the criticism expressed above.
* It will be seen from Table 4 that no point (a, b) gives a fr in cols. (5) and (9) of exactly 005 or 001, respectively, so that no points actually lie on LO.05 or Loo1 40. Method 2.. The introduction of the correction of I for continuity is certainly ap-2 propriate in using the normal approximation to the hypergeometric series in Problem I, but I think it is not helpful in Problem II where we are concerned with a 2-dimensional experimental probability set. If instead of obtaining significance levels L, and L6 as in paras. 35-37, we obtain them from inequalities similar to (14) and (15) (21) will lie closer to e than when the 2-correction is used. The position will be the same for L,. has, whatever be p, (i) an expectation of zero, (ii) a unit standard deviation.* The shape of the distribution will, of course, depend on p, but, faut de mieux, we may not in the long run do too badly by assuming it to be normal. It is, of course, the weighted combination of a number of hypergeometric series whose shape depends on r.
41. Consider the result of applying this Method 2 to the case m = 18, n = 12 already discussed. The procedure for determining the 005 and 0 01 significance levels will be exactly as under Method 1, except that the continuity correction of ! is omitted. The resulting levels are shown as dashed, stepped lines in Fig. 4 .t They fall, on the whole, inside the significance levels obtained by Method 1. Now turn to Table 4 , where cols. (6) and (10) show the cut-off points a half unit further in towards the diagonal a/m = b/n. Cols. (7) and ( 11) give the values of fir; some of these are considerably above the nominal values of e = 0 05 and 0-01, others are still well below. But from the approach to Problem II that has been adopted, this is immaterial since the experimental probability set is the 2-dimensioned one of the lattice diagram and is not restricted to the diagonal r = constant on which the observed point (a, b) may happen to lie. What we are concerned with is the summed chance given by expression (21) and the value of this is given for eleven values of p in cols. (4) and (5) of Table 5 . It will be seen that this true chance does sometimes exceed the nominal values of 0-05 and 0 01, * Provided cases where r or 8 are zero, making the expression (22) indeterminate with u = 0/0, are excluded. Mr Barnard has pointed out that one way of avoiding this exclusion would be to lay down that, when u = 0/0, we assign to the ratio a value chosen at random from a population (say normal) with zero mean and unit variance.
(8) and (9)) the true chance, while it sometimes exceeds the nominal value, is always considerably nearer it than using the significance levels of Method 1.
It is clear that no final conclusions can be based on two numerical examples, but it
seems that the test of the null hypothesis in Problem II should be carried out as follows:
(a) When m, n, r or s are small, with the help of tables prepared on Barnard's lines, based on an ordered classification of the points in the lattice diagram, and giving the true upper bound of the chance that a point (a, b) falls on or beyond the level on which the observed result lies. The particular basis of his classification may, of course, be modified.
(b) When m, n, r and 8 are large, by assuming that the u of equation (22) It is supposed that the probability that an individual selected at random will possess character A is p(A) and that he will not possess it is p(A) = 1 -p(A). The corresponding probabilities for character B are p (B) and p(B) = 1 -p (B) . Four alternative combinations of the characters may occur, which may be denoted by AB, AB, AB and AB. The various probabilities are set out in Table 6A . If the null hypothesis, Ho, specifying the independence of A and B is true, then p(AB) = p(A) xp (B) , p(AB) = p(A)p(B), etc. (29) To test the hypothesis, we have a random sample of N observations with frequencies of occurrence of the combinations AB, AB, etc., which may be classified in the 2 x 2 scheme of Table 6 B. The sampling conditions are such that the probabilities of Table 6A are the same for all individuals selected, or, in conventional terms, the sample is drawn from an infinite population. Barnard calls this problem that of the double dichotomy. Oxn, lx(n-1), 2x(n-2), ..., (m-l)xl, mxO. (31) 47. We are again testing a composite hypothesis and should like to determine a family of critical surfaces to b6 used as significance levels, dividing the points within the tetrahedron in such a way that the chance of the sample point (a, b, c, d)* lying outside a given surface
Le is equal to a, whatever the values of the unknown probabilities p(A) and p (B) . But again, as in Problem II, owing to the discontinuity in the set of points, there are no 'similar * In view of the condition (30), the point can be defined by three co-ordinates, e.g. as (a, b, c),
(a, b, m) or (a, r, in). In view of the form of equation (32), the last system of co-ordinates will be used. (ii) The probability of drawing r individuals with character A in a random sample of N,
i.e. the probability that (a, r, m) falls on the vertical section of the tetrahedron on which r = constant. This is the (r + 1 )th term in the expansion of
(iii) The probability, given m and r, of the observed partition within the 2 x 2 table. This term represents the relative probability associated with the points lying along a straight line m = constant, r = constant; it is, of course, the same expression as has arisen in Problems However, (33) cannot be satisfied in general, and all that is possible is to define a family of significance contours such that the chance of a sample point falling beyond any one of them, say Le, is < e. By using the normal approximation to the sum of the hypergeometric tailterms with the correction for continuity as described in paras. 35-39 for Problem II, we shall be very much on the safe side, i.e. the formal level of e is likely to be much above the true chance of falling beyond the level, whatever bep(A) orp (B) . The presence of the two binomial terms in equation (32) instead of the single term in equation (8.3), makes it likely that the overestimation of e will be greater in Problem III than in II. It is to be expected, therefore, that any any rate when neither m, n, r or s are too small, the better approximation will be obtained by referring the u of equation (22) to the normal probability scale.
50. The handling of Problem III is discussed briefly by Barnard on p. 136 above.
There is clearly room for further investigation. The general nature of the approximation involved is of course that which arises in every X2 test for goodness of fit or for independence in an h x k table, where we replace a distribution consisting of a finite set of probabilities at discrete points in multiple space by a continuous distribution for which integration outside ellipsoidal contours is straightforward.
(iX) GENERAL COMMENT 51. The duties of the statistician lie at many levels. He may be required merely to apply an established technique of analysis to an assembly of numerical data and this application may result in a statement, based on probability theory, of a 'level of significance' or a 'confidence interval', which will be used by others. Or he may be called on to share in planning the investigation or experiment which is to provide the data and then to draw conclusions from their analysis which will lead to further action. In this final role he needs to bring into play faculties which are no monopoly of his calling, the qualities of sound judgement which are the characteristics of a well trained, scientific mind. In the weighing of evidence, the result of the statistical analysis, expressed in one or more conventional probability figures, is only one factor in the summing up; as important, may be, is the question of whether the mathematical model is a fair counterpart to the happenings in the observational field. In addition, there will often be much information coming from outside the range of the immediate investigation, yet hardly expressible in numerical terms, which must influence decision.
52. It is perhaps hard experience gained in certain fields of war-time research, where decisions had to be reached on statistical data far less ample than could be wished, which has forced my own attention to this question: What weight do we actually give to the precise value of a probability measure when reaching decisions of first importance? One subject for examination falling under this inquiry is clearly the logical basis of the reasoning process by which judgement is influenced as a result of the application of a test of significance. This was the theme on which this paper opened. The approach illustrated in the pages which followed is a personal one and is set down, with no claim to be the best, in order to provoke thought and discussion. There appears no short route to a right answer in this matter; each individual who hopes to use his own judgement to the full in drawing conclusions from the statistical analysis of sampling data, must decide for himself what he requires of probability theory.
53. In the approach which I have followed and illustrated on the analysis of data classed in a 2 x 2 table, the appropriate probability set-up is defined by the nature of the random process actually used in the collection of the data. Consideration of this point forms the initial step in the determination of the appropriate test. On this score, what I have termed Problems I, II and III are differentiated. The difference is fundamental and lies at the bottom of the dilemma to which the Barnard-Fisher correspondence in Nature drew attention. It can be illustrated on the following data, given in Table 7 , where I shall suppose that the effect we are interested in is that making a significantly greater than b. the null hypothesis is true, is 0-0241,* or, using a common phrase, we can speak of the result being significant at the 2-5 % level.
55. On the other hand, if a sample of 18 has been drawn randomly from one population and a sample of 12 independently from a second and we wish to test whether p1(A) = p2(A), then it seems to be an artificial procedure to restrict the experimental probability set to the 11 points on the line r = 20, i.e. to the values of a: 8, 9, ..., 18. A repetition of the double sampling process could give us a result (a, b) falling at any of the 19 x 13 = 247 points in the lattice diagram of Fig. 4 . There will be a number of ways of defining a family of significance levels for this 2-dimensioned set; if we adopt that discussed in paras. 40-41, which Table 7 Frequency of results 56. These two probabilities, 2-5 and 1.5 %, are not the same, but there is no inconsistency in their difference. The character of the two investigations is different and to treat Problem II as though it were Problem I seems to call for a probability set-up which is unnecessarily artificial, when a simpler one is available. Admittedly by getting what seems to me a closer relation between the probability set-up and the experimental procedure, we have sacrificed some simplicity in handling the 2 x 2 57. Consider again the heavy shell problem described in para. 7 above. If we are to introduce probability theory, it seems to me that we should regard the problem as one in which we have a sample of m = 12 from the possible output of shell made to one design or by one firm and of n = 8 from the possible output of a second. This sampling may be hypothetical in that these may be 'pilot' shell, the first off production; nevertheless, this construct is * For the normal curve approximation, using the correction for continuity, we find U= (15-I-12.0)/1*2865= 1I943.
The proportionate area under the normal curve beyond this deviation is 0026.
t Table 5 , col. (5) shows the largest value of this chance to be 00120 for p = 0-3. This figure cannot be much exceeded for other p's though I have not determined the precise maximum. I give 0-015 as a safe-side limit.
clearly less artificial than one in which, on the null hypothesis, we regard the experiment as though it were made on twenty shells, to twelve of which has been randomly assigned the label 'Made by firm X' and to the other eight, 'Made by firm Y'. 58. It is clear that in the heavy shell problem there may be many reasons to doubt whether the rounds fired can be regarded as a random sample from future output. That is why I have emphasized that the exploration which the statistician makes in private will not necessarily be presented in figures at the conference table. In this example, the proportions of successful perforations were 2/12 and 5/8; these put us on the line, r = 7, of the lattice diagram for which the hypergeometric probabilities were shown in Fig. 2 . The sum of the terms with a < 2 is 5 2 % (normal approximation, using the -correction, 5 6 %). This is the chance of getting as great or a greater positive difference, b -a, if Ho were true, treating the case as Problem I. Barnard's method has not yet been extended to cover this case, but if we were to use the large sample method for handling Problem II, described in my paras. 40-41, we should find from equation (22) 59. Were the action taken to be decided automatically by the side of the 5 % level on which the observation point fell, it is clear that the method of analysis used would here be of vital importance. But no responsible statistician, faced with an investigation of this character, would follow an automatic probability rule. The result of either approach would raise considerable doubts as to whether the performance of the first type of shell was as good as that of the second, but without the whole background of the investigation it is impossible to say what the statistician's recommendation as to further action would be.
60. In the example of the proof of anti-tank shot discussed in para. 6, the chance of perforation, p, while varying from plate to plate and batch to batch, will almost certainly not range through the whole interval 0-1. The striking-velocity of the shot would also probably be adjusted so that for average proof-plate and batches, p was near 2. Then the discriminating level (or levels*) set across the 13 x 13 lattice diagram would be fixed paying regard to the likely variation in p; thus a fairly close upper limit could be calculated to the true probability of (a, b) falling beyond the level if the fresh batch were of the same quality as the standard. This is the upper limit of the risk of segregating the batch wrongly. 61 . Precisely similar problems arise for consideration in even more difficult form in the analysis of data arranged in a h x k table, where h or k or both are > 2. It has become common practice to speak of the solution of this problem in terms of 'fixed marginal totals', but it may be questioned whether the restriction in the experimental probability set implied is generally appropriate. The frequencies in a h x k table may have been obtained by many different sampling procedures for, as in the 2 x 2 problem, a single form of tabular presentation will follow from a variety oftypes ofinvestigation. For most of these, a repetition of the random process of selection would give results with either one or both sets of marginal totals changed.
62. For convenience in solution we may, of course, start by considering the distribution of our test criterion, on the null hypothesis, within the sub-set of results for which the margins Table 9 . Case of unequal partition. Chances that a< a, and a > a, (A) 
