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Abstract
We study three types of order convergence and related concepts
of order continuous maps in partially ordered sets, partially ordered
abelian groups and partially ordered vector spaces, respectively. An
order topology is introduced such that in the latter two settings under
mild conditions order continuity is a topological property. We present
a generalisation of the Ogasawara theorem on the structure of the set
of order continuous operators.
1 Introduction
In this paper we deal with three types of order convergence, introduce an
appropriate topology and relate these concepts. Moreover, we study the
according four types of order continuity of maps and obtain properties of the
corresponding sets of order continuous maps. We investigate these concepts
in partially ordered sets, in partially ordered abelian groups as well as in
partially ordered vector spaces, where we intend to give the results as general
as possible.
The first concept of order convergence which we will deal with (o1-
convergence) is motivated by the usual order convergence in vector lattices,
see e.g. [AlBu85, Chapter 1, Section 4] or [AbSi05, Definition 1.1]. For
bounded nets, a definition of o1-convergence can also be found in [Per67,
Chapter 1; Definition 5.1.]. In partially ordered vector spaces, o1-convergence
is considered e.g. in [GaKa08a] and [Imh12, Definition 1.7.].
The second and the third concept of order convergence (o2-convergence,
o3-convergence) are given in vector lattices in [AbSi05, p. 288] and [AbSi05,
Definition 1.2], respectively. After introducing these concepts in partially
ordered sets, we will show that o3-convergence coincides with the conver-
gence given in [Wol61, Definition 1] in partially ordered sets, and with the
convergence introduced in [Vul67, Definition II.6.3.] in lattices. Our defini-
tion is inspired by [Imh12, Definition 1.8.], where the concept is considered
in partially ordered vector spaces.
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Operators in vector lattices that are continuous with respect to o1-
convergence are frequently studied, see e.g. [AlBu85, Definition 4.1], [Mey91,
Definition 1.3.8]. Operators on vector lattices that preserve o2-convergence
or o3-convergence are considered in [AbSi05]. Our aim is to introduce a con-
cept of topology in partially ordered sets such that o1-, o2- and o3-continuity,
respectively, coincide with the topological continuity under mild conditions.
Therefore we introduce an order topology τo, which generalises the concept
of order topology in partially ordered vector spaces given in [Imh12]. Note
that τo is a special case of a σ-compatible topology on partially ordered
sets considered in [Flo55]. We will show that τo coincides with the topology
defined in lattices in [Vul67, Definition II.7.1] as well as in [Dob84].
Note that another concept of topology, the so-called order bound topol-
ogy, is introduced in partially ordered vector spaces in [Nam57, p. 20], see
also [AlTo07, Def. 2.66]. In [Nam57, Theorem 5.2] it is shown that each
regular operator between partially ordered vector spaces is continuous with
respect to the order bound topology. As there clearly exist examples of
regular operators that are not o1-continuous, the concept of order bound
topology is not suitable for our purpose.
The results in this paper are organised as follows. In Section 2 we in-
troduce and characterise net catching sets and define τo in partially ordered
sets. The three concepts of order convergence are defined in Section 3 in
partially ordered sets. We link the concepts to the ones in the literature,
show that the three concepts differ, investigate their relations and show that
they imply τo-convergence. We prove that closedness with respect to τo is
characterised by means of order convergence. Further properties of order
convergence concepts such as monotonicity and a Sandwich theorem will be
established.
In Section 4 we investigate maps that are continuous with respect to
the order convergences and τo-convergence, respectively, and relate these
concepts. We show that o3-convergence in a lattice can be characterised by
o2-convergence in a Dedekind complete cover.
In Section 5 we characterise the concepts of order convergence and net
catching sets in partially ordered abelian groups. Section 6 contains the
Riesz-Kantorivich theorem in the setting of partially ordered abelian groups.
In Section 7, we give sufficient conditions on the domain and the codomain
of an order bounded map between partially ordered abelian groups that
guarantee the equivalence of the four concepts of continuity. Under the
same conditions, we show a generalisation of Ogasawara’s theorem that can
be found in [AlBu85, Theorem 4.4], i.e. we prove that the set of all order
bounded additive continuous maps is an order closed ideal in the lattice-
ordered abelian group of all order bounded additive maps.
In Section 8, we show that the scalar multiplication in partially ordered
vector spaces is linked appropriately to the oi-convergences if and only if the
space is Archimedean and directed. Examples are given which show that
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the order convergences differ in this setting. In Section 9 we show that the
results of Section 7 are also valid for linear operators on partially ordered
vector spaces.
Next we fix our notation. As usual, on a non-empty set P a binary
relation ≤ is called a partial order if it is reflexive, transitive and anti-
symmetric. The set P is then called a partially ordered set. For x, y ∈ P
we write x < y if x ≤ y and x 6= y. For U, V ⊆ P we denote U ≤ V if for
every u ∈ U and v ∈ V we have u ≤ v. If V = {v} for v ∈ P , we abbreviate
U ≤ {v} by U ≤ v (and similarly v ≤ U). For x ∈ P and M ⊆ P define
M≥x := {m ∈ M ; m ≥ x} and M≤x := {m ∈ M ; m ≤ x}. A set M ⊆ P is
called majorising in P if for every x ∈ P the set M≥x is non-empty.
For x, y ∈ P the order interval is given by [x, y] := {z ∈ P ; x ≤ z ≤ y}.
P is called directed (upward) if for every x, y ∈ P the set P≥x ∩ P≥y is non-
empty. Directed downward is defined analogously. A set M ⊆ P is called
full if for every x, y ∈M one has [x, y] ⊆M . For a subset of P , the notions
bounded above, bounded below, order bounded, upper (or lower) bound and
infimum (or supremum) are defined as usual. For a net (xα)α∈A in P we
denote xα ↓ if xα ≤ xβ whenever α ≥ β. For x ∈ P we write xα ↓ x if xα ↓
and inf{xα; α ∈ A} = x. Similarly we define xα ↑ and xα ↑ x.
P is said to have the Riesz interpolation property if for every non-empty
finite sets U, V ⊆ P with U ≤ V there is x ∈ P such that U ≤ x ≤ V . We
call P a lattice if for every non-empty finite subset of P the infimum and the
supremum exist in P . A lattice P is called Dedekind complete if every non-
empty set which is bounded above has a supremum, and every non-empty
set which is bounded below has an infimum. We say that a lattice P satisfies
the infinite distributive laws if for every x ∈ P and M ⊆ P the following
equations hold
x ∧
(∨
M
)
=
∨
(x ∧M),
x ∨
(∧
M
)
=
∧
(x ∨M)
(where in the first equation it is meant that if the supremum of the left-hand
side of the equation exists, then also the one on the right-hand side, and
both are equal). If P is a lattice which satisfies the infinite distributive laws,
then for M,N ⊆ P the formulas(∨
M
)
∧
(∨
N
)
=
∨
(M ∧N) (1)(∧
M
)
∨
(∧
N
)
=
∧
(M ∨N)
are satisfied, see [Vul67, Chapter II.4].
The following statement is straightforward.
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Lemma 1.1. Let P be a partially ordered set and A ⊆ B ⊆ P such that A
is majorising in B. If the supremum of B exists, then the supremum of A
exists and satisfies supA = supB.
We call M ⊆ P order dense in P if for every x ∈ P one has
supM≤x = x = infM≥x.
Clearly, every order dense subset of P is majorising. The next statement is
shown for partially ordered vector spaces in [Waa11, Stelling 1.2.7], for sake
of completeness we give a shorter proof here.
Proposition 1.2. Let M ⊆ N ⊆ P . If M is order dense in N and N is
order dense in P , then M is order dense in P .
Proof. Let p ∈ P . Clearly, p is a lower bound of M≥p. To show that p is
the greatest lower bound of M≥p, let z ∈ P be another lower bound of M≥p.
To obtain p ≥ z, it is sufficient to show that N≥p ⊆ N≥z, since then the
order density of N in P implies p = inf N≥p ≥ inf N≥z = z. Let n ∈ N≥p.
Then M≥n ⊆ M≥p, hence z is a lower bound of M≥n. As M is order dense
in N , we obtain n = infM≥n ≥ z. Therefore N≥p ⊆ N≥z. We have shown
p = infM≥p. A similar argument gives p = supM≤p.
Let P and Q be partially ordered sets and f : P → Q a map. f is
called monotone if for every x, y ∈ P with x ≤ y one has that f(x) ≤ f(y),
and order reflecting if for every x, y ∈ P with f(x) ≤ f(y) one has that
x ≤ y. Note that every order reflecting map is injective. We call f an order
embedding if f is monotone and order reflecting. f is called order bounded
if every order bounded set is mapped into an order bounded set.
In the next statement, for sets U ⊆ P and V ⊆ Q we use the notation
f [U ] for the image of U under f , and [V ]f for the preimage of V .
Proposition 1.3. Let f : P → Q be an order embedding and M ⊆ P .
(i) If the infimum of f [M ] exists in Q and is an element of f [P ], then the
infimum of M exists in P and equals the unique preimage of inf f [M ],
i.e. [{inf f [M ]}]f = {infM}.
(ii) Assume that f [P ] is order dense in Q. Then the infimum of M exists
in P if and only if the infimum of f [M ] exists in Q and is an element
of f [P ].
Analogous statements are valid for the supremum.
Proof. For (i), assume that the infimum of f [M ] exists inQ and is an element
of f [P ]. Since f is injective, there is a unique p ∈ P with f(p) = inf f [M ].
It is sufficient to show that p = infM . As f is order reflecting, p is a lower
bound of M . For any other lower bound l ∈ P of M the monotony of f
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implies f(l) to be a lower bound of f [M ]. Thus f(l) ≤ inf f [M ] = f(p).
Since f is order reflecting, we conclude l ≤ p. This proves p to be the
greatest lower bound of M , i.e. p = infM .
In order to prove (ii), assume that the infimum of M exists in P . We
show that f(infM) is the infimum of f [M ]. The monotony of f implies
f(infM) to be a lower bound of f [M ]. Let l ∈ Q be a lower bound of f [M ].
Since f [P ] is order dense in Q, we know that l = sup{q ∈ f [P ]; q ≤ l}.
In order to prove l ≤ f(infM) it is sufficient to show that f(infM) is an
upper bound of {q ∈ f [P ]; q ≤ l}. For q ∈ f [P ] there is p ∈ P such that
f(p) = q. If furthermore q ≤ l, we conclude f(p) = q ≤ l ≤ f [M ]. Since f
is order reflecting, p is a lower bound of M . This implies p ≤ infM , and
the monotony of f shows q = f(p) ≤ f(infM). We have therefore proven
f(infM) to be an upper bound of {q ∈ f [P ]; q ≤ l}. This implies f(infM)
to be the infimum of f [M ].
The statements about the supremum are shown analogously.
Let G be a partially ordered abelian group, i.e. (G,+, 0) is an abelian
group with a partial order such that for every x, y, z ∈ G with x ≤ y it follows
x+z ≤ y+z. Note that G+ := G≥0 is a monoid (with the induced operation
from G). We call the elements of G+ positive. G+ is called generating
1 if
G = G+ −G+. Note that G is directed if and only if G+ is generating. We
say that G is Archimedean if for every x, y ∈ G with nx ≤ y for all n ∈ N
one has that x ≤ 0. A directed full subgroup I of G is called an ideal. A
subgroup H of G is full if and only if H ∩G+ is full.
G has the Riesz decomposition property if for every x, y ∈ G+ and w ∈
[0, x + y] there are u ∈ [0, x] and v ∈ [0, y] such that w = u + v. Observe
that G has the Riesz decomposition property if and only if G has the Riesz
interpolation property, see e.g. [Goo86, Proposition 2.1]. If G is a lattice,
then G is called a lattice-ordered abelian group. Note that every lattice-
ordered abelian group satisfies the infinite distributive laws, see [Goo86,
Proposition 1.7], and hence the equations (1). For further standard notions
in partially ordered abelian groups see [Goo86].
Let G, H be partially ordered abelian groups. We call a group homo-
morphism f : G→ H additive and denote the set of all additive maps from
G to H by A(G,H). As usual, on A(G,H) a group structure is introduced
by means of f + g : G → H, x 7→ f(x) + g(x), where the neutral element is
0: x 7→ 0. A translation invariant pre-order on A(G,H) is defined by f ≤ g
whenever for every x ∈ G+ we have f(x) ≤ g(x). If G is directed, then ≤ is a
partial order on A(G,H). Note that an element in A(G,H) is positive if and
only if it is monotone. We denote the set of all monotone maps in A(G,H)
by A+(G,H). An element of the set Ar(G,H) := A+(G,H) −A+(G,H) is
called a regular map. Finally, we denote the set of all order bounded maps
1As usual, for M,N ⊆ G we define M −N := {m − n; (m,n) ∈M ×N}.
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in A(G,H) by Ab(G,H). Clearly, Ar(G,H) ⊆ Ab(G,H). If G is directed,
then A(G,H), Ab(G,H) and Ar(G,H) are partially ordered abelian groups.
On a real vector space X, we consider a partial order ≤ on X such that
X is a partially ordered abelian group under addition, and for every λ ∈ R+
and x ∈ X+ one has that λx ∈ X+. Then X is called a partially ordered
vector space. Note that X is Archimedean if and only if 1
n
x ↓ 0 for every
x ∈ X+. If a partially ordered vector space X is a lattice, we call X a vector
lattice. For standard notations in the case that X is a vector lattice see
[AlBu85].
If X is an Archimedean directed partially ordered vector space, then
there is an essentially unique Dedekind complete vector lattice Xδ and a
linear order embedding J : X → Xδ such that J [X] is order dense in Xδ.
As usual, Xδ is called the Dedekind completion of X.
For partially ordered vector spaces X and Y , L(X,Y ) denotes the space
of all linear operators. We set L+(X,Y ) = A+(X,Y )∩L(X,Y ), Lr(X,Y ) =
Ar(X,Y ) ∩ L(X,Y ) and Lb(X,Y ) = Ab(X,Y ) ∩ L(X,Y ). If X is directed,
L(X,Y ), Lb(X,Y ) and Lr(X,Y ) are partially ordered vector spaces.
2 Order topology in partially ordered sets
In this section, let P be a partially ordered set. We will introduce the order
topology τo on P using net catching sets, which we define next.
Definition 2.1. A subset U ⊆ P is called a net catching set for x ∈ P if for
all nets (xˆα)α∈A and (xˇα)α∈A in P with xˆα ↑ x and xˇα ↓ x there is α ∈ A
such that [xˆα, xˇα] ⊆ U .
Proposition 2.2. Let U ⊆ P and x ∈ P . The following statements are
equivalent.
(i) U is a net catching set for x.
(ii) For all nets (xˆα)α∈A and (xˇβ)β∈B in P with xˆα ↑ x and xˇβ ↓ x there
are α ∈ A and β ∈ B such that [xˆα, xˇβ] ⊆ U .
(iii) For all subsets Mˆ ⊆ P being directed upward and Mˇ ⊆ P being
directed downward with sup Mˆ = x = inf Mˇ there are mˆ ∈ Mˆ and
mˇ ∈ Mˇ such that [mˆ, mˇ] ⊆ U .
Proof. It is clear that (ii)⇒(i). In order to show (i)⇒(iii), let Mˆ and Mˇ be
as in (iii). We endow Mˇ with the reversed order and define A := Mˆ×Mˇ with
the component-wise order on A. For α = (mˆ, mˇ) ∈ A let xˆα := mˆ and xˇα :=
mˇ. This defines nets (xˆα)α∈A and (xˇα)α∈A with xˆα ↑ x and xˇα ↓ x. Thus
(i) shows the existence of (mˆ, mˇ) = α ∈ A such that [mˆ, mˇ] = [xˆα, xˇα] ⊆ U .
It remains to show (iii)⇒(ii). Let (xˆα)α∈A and (xˇβ)β∈B be as in (ii). Define
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Mˆ := {xˆα;α ∈ A} and Mˇ := {xˇβ ;β ∈ B} and observe that Mˆ is directed
upward and Mˇ is directed downward with sup Mˆ = x = inf Mˇ . From (iii)
we conclude the existence of mˆ ∈ Mˆ and mˇ ∈ Mˇ such that [mˆ, mˇ] ⊆ U .
There are α ∈ A and β ∈ B such that mˆ = xˆα and mˇ = xˇβ, which implies
[xˆα, xˇβ] = [mˆ, mˇ] ⊆ U .
Definition 2.3. A subset O of P is called order open if O is a net catching
set for every x ∈ O. A subset C of P is called order closed if P \C is order
open. Define
τo(P ) := {O ⊆ P ; O is order open}.
The following is straightforward.
Proposition 2.4. τo(P ) is a topology on P .
The topology τo(P ) (or, shortly, τo) is referred to as the order topology
on P . As usual, for a net (xα) in P converging to x ∈ P with respect to the
topology τo we write xα
τo−→ x.
Remark 2.5. Our definition of the order topology is a straightforward gen-
eralisation of the topology given in [Dob84] on complete lattices. For this,
compare [Dob84, Proposition 1] with 2.2 (iii).
On the other hand, note that a net catching set is a generalisation of
a concept in partially ordered vector spaces introduced in [Imh12, Defini-
tion 3.3]. By [Imh12, Theorem 4.2], the order topology coincides with the
topology studied in [Imh12].
3 Order convergence in partially ordered sets
In this section, let P be a partially ordered set. We will introduce three
types of order convergence and relate them to τo-convergence.
Definition 3.1. Let x ∈ P and let (xα)α∈A be a net in P . We define
(i) xα
o1−→ x, if there are nets (xˆα)α∈A and (xˇα)α∈A in P such that xˇα ↓ x,
xˆα ↑ x and xˆα ≤ xα ≤ xˇα for every α ∈ A.
(ii) xα
o2−→ x, if there are nets (xˆα)α∈A and (xˇα)α∈A in P and α0 ∈ A such
that xˇα ↓ x, xˆα ↑ x and xˆα ≤ xα ≤ xˇα for every α ∈ A≥α0 .
(iii) xα
o3−→ x, if there are nets (xˆβ)β∈B and (xˇγ)γ∈C in P and a map
η : B × C → A such that xˆβ ↑ x, xˇγ ↓ x and xˆβ ≤ xα ≤ xˇγ for every
β ∈ B, γ ∈ C and α ∈ A≥η(β,γ).
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Remark 3.2. Note that the o1-convergence is inspired by the classical or-
der convergence in vector lattices, see e.g. [AlBu85]. The concepts of o2-
convergence and o3-convergence are adopted from [AbSi05], where these
convergences are considered in vector lattices. In Proposition 5.6 below the
precise link will be given. The o3-convergence in partially ordered vector
spaces is defined in [Wul17, Section 1.4]. Note furthermore that the order
convergence concepts studied in [Vul67, II.6.3] for lattices and in [Wol61,
Definition 1] for partially ordered sets are equivalent to the o3-convergence.
This will be established in Proposition 3.5 below.
To establish the link to the order convergence concepts given in [Wul17]
and [Wol61], we need the following notion.
Definition 3.3. Let M be a set. A net (xα)α∈A is called a direction if for
arbitrary α ∈ A there is β ∈ A such that α < β.
The next lemma gives a link between directions and nets.
Lemma 3.4. Let M be a set and let (xα)α∈A be a net in M . If A ×
N is ordered componentwise, (xα)(α,n)∈A×N is a direction and a subnet of
(xα)α∈A.
Proof. Clearly (xα)(α,n)∈A×N is a direction. The map ϕ : A × N → A,
(α, n) 7→ α is monotone and ϕ[A×N] is majorising in A. Since xα = xϕ(α,n)
for every (α, n) ∈ A× N, the net (xα)(α,n)∈A×N is a subnet of (xα)α∈A.
In the subsequent proposition, the statement in (iii) is the convergence
given in [Vul67, Definition II.6.3], and the concept in (iv) is the convergence
considered in [Wol61, Definition 1].
Proposition 3.5. Let x ∈ P and let (xα)α∈A be a net in P . Then the
following statements are equivalent.
(i) xα
o3−→ x,
(ii) there are nets (xˆβ)β∈B and (xˇβ)β∈B in P and a map η : B → A such
that xˆβ ↑ x, xˇβ ↓ x and xˆβ ≤ xα ≤ xˇβ for every β ∈ B and α ∈ A≥η(β),
(iii) there are directions (xˆβ)β∈B and (xˇγ)γ∈C in P and a map η : B×C → A
such that xˆβ ↑ x, xˇγ ↓ x and xˆβ ≤ xα ≤ xˇγ for every β ∈ B, γ ∈ C
and α ∈ A≥η(β,γ).
(iv) there are sets Mˆ, Mˇ ⊆ P and κ : Mˆ × Mˇ → A such that Mˆ is directed
upward, Mˇ is directed downward, sup Mˆ = x = inf Mˇ and for every
mˆ ∈ Mˆ , mˇ ∈ Mˇ and α ∈ A≥κ(mˆ,mˇ) we have mˆ ≤ xα ≤ mˇ.
Proof. It is clear that (ii) implies (i) and that (iii) implies (i). To show that
(i) implies (ii), we assume that there are nets (xˆβ)β∈B and (xˇγ)γ∈C in P and
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a map η : B × C → A such that xˆβ ↑ x, xˇγ ↓ x and xˆβ ≤ xα ≤ xˇγ for every
β ∈ B, γ ∈ C and α ∈ A≥η(β,γ). For (β, γ) ∈ B×C we define yˆ(β,γ) := xˆβ and
yˇ(β,γ) := xˇγ . Observe that (yˆδ)δ∈B×C is a subnet of (xˆβ)β∈B and, similarly,
(yˇδ)δ∈B×C is a subnet of (xˇγ)γ∈C . Thus yˆδ ↑ x and yˇδ ↓ x. Furthermore, for
(β, γ) ∈ B × C and α ∈ A≥η(β,γ) we have yˆ(β,γ) = xˆβ ≤ xα ≤ xˇγ = yˇ(β,γ).
We next show that (i) implies (iii). Let (xˆβ)β∈B , (xˇγ)γ∈C and η : B ×
C → A be as in Definition 3.1. According to Lemma 3.4 we consider the
directions (xˆβ)(β,n)∈B×N, (xˇγ)(γ,m)∈C×N and define η˜ : (B × N) × (C × N),
((β, n), (γ,m)) 7→ η(β, γ) to obtain (iii).
To show that (i) implies (iv), set Mˆ := {xˆβ;β ∈ B} and Mˇ := {xˇγ ; γ ∈
C} and observe that Mˆ is directed upward, Mˇ is directed downward and
sup Mˆ = x = inf Mˇ is satisfied. To construct κ, note that for (mˆ, mˇ) ∈
Mˆ × Mˇ there is (β, γ) ∈ B × C such that mˆ = xˆβ and mˇ = xˇγ . Hence we
can define κ(mˆ, mˇ) := η(β, γ) and obtain for α ∈ A≥κ(mˆ,mˇ) = A≥η(β,γ) that
mˆ = xˆβ ≤ xα ≤ xˇγ = mˇ.
Finally we establish that (iv) implies (i). Define B := Mˆ , C := Mˇ ,
where C is endowed with the reversed order of P . For β ∈ B and γ ∈ C
set xˆβ := β and xˇγ := γ, moreover define η := κ, which yield the desired
properties.
The following proposition gives the general relationships between the
different concepts of order convergence. The further discussion below will
show that all the concepts differ.
Proposition 3.6. Let x ∈ P and let (xα)α∈A be a net in P . Then
(i) xα
o1−→ x implies xα
o2−→ x,
(ii) xα
o2−→ x implies xα
o3−→ x, and
(iii) xα
o3−→ x implies xα
τo−→ x.
Proof. As (i) and (ii) are straightforward, it remains to show (iii). For this,
let O ∈ τo be a neighbourhod of x. The convergence xα
o3−→ x means that
there are nets (xˆβ)β∈B and (xˇγ)γ∈C in P and a map η : B×C → A such that
xˆβ ↑ x, xˇγ ↓ x and xˆβ ≤ xα ≤ xˇγ for every β ∈ B, γ ∈ C and α ∈ A≥η(β,γ).
Since O is a net catching set for x, Proposition 2.2 shows the existence of
β ∈ B and γ ∈ C such that [xˆβ , xˇγ ] ⊆ O. Hence for α ∈ A≥η(β,γ) we have
xα ∈ [xˆβ , xˇγ ] ⊆ O.
Remark 3.7. (a) Observe that every net (xα)α∈A with xα ↓ x ∈ P satisfies
xα
o1−→ x, and due to Proposition 3.6 also xα
τo−→ x.
(b) Let M ⊆ P , let (xα)α∈A be a net in M and let i ∈ {1, 2, 3}. Note that
if xα
oi−→ x ∈ M in M , then also xα
oi−→ x in P . An analogue is valid for
τo-convergence. Note furthermore that the converse statements are not true,
in general. This is shown in Example 8.4 below, where M is even an order
dense subspace of a vector lattice P .
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Remark 3.8. Let (xα)α∈A be a net in P and x ∈ P . We have xα
o2−→ x if and
only if there is α ∈ A such that the net (xβ)β∈A≥α satisfies xβ
o1−→ x.
In general, o2-convergence does not imply o1-convergence.
Proposition 3.9. Let x ∈ P have the property that for every p ∈ P≥x there
is a q ∈ P such that p < q. Then there is a net (xα)α∈A in P and such that
xα
o2−→ x, but not xα
o1−→ x.
Proof. Let x ∈ P have the above property. Consider A := P≥x and define a
partial order  on A, where on A \ {x} the induced order from P is taken.
Moreover, define for every y ∈ A that y  x. Observe that A is directed
upward. Set xα := α for every α ∈ A. First we show xα
o2−→ x. We define
α0 := x and xˆα := xˇα := x for every α ∈ A and obtain xˆα ≤ xα ≤ xˇα for
every α ∈ Aα0 = {x}.
It remains to show that xα
o1−→ x does not hold. Assuming the contrary,
there is a net (xˇα)α∈A with xˇα ↓ x and xα ≤ xˇα for every α ∈ A. By
the assumption, there is α ∈ A such that α > x and β ∈ A such that
β > xˇα ∈ A. Observe that β ≥ xˇα ≥ xα = α > x, hence β  α and thus
β > xˇα ≥ xˇβ ≥ xβ = β, which is a contradiction.
Remark 3.10. (a) Assume P to be directed upward and downward, (xα)α∈A
to be a net in P such that {xα; α ∈ A} is bounded, and p ∈ P . Then
xα
o1−→ p if and only if xα
o2−→ p.
One implication follows from Proposition 3.6. To show the other one,
let xα
o2−→ p. Thus there are nets (xˆα)α∈A and (xˇα)α∈A and α0 ∈ A such
that xˆα ↑ p, xˇα ↓ p and xˆα ≤ xα ≤ xˇα for all α ∈ A≥α0 . Since P is
directed upward and {xα; α ∈ A} is bounded, there is an upper bound pˇ of
{xα; α ∈ A} ∪ {xˇα0}. For α ∈ A define yˇα := xˇα if α ≥ α0 and yˇα := pˇ
otherwise. This defines a net (yˇα)α∈A with yˇα ↓ p and xα ≤ yˇα for every
α ∈ A. Similarly we can define a net (yˆα)α∈A to obtain xα
o1−→ p.
(b) The statement in (a) shows that the definition of order convergence
given in [Per67, Chapter 1, Section 5] for nets with bounded domain coin-
cides with the concepts of o1-convergence and o2-convergence.
(c) If x ∈ P is such that P≥x is directed upward and P≤x is directed
downward, then the following are equivalent:
(i) For every net (xα)α∈A in P with xα
o2−→ x we have that xα
o1−→ x.
(ii) P≥x is bounded above and P≤x is bounded below.
Indeed, to show (i)⇒(ii), we assume, to the contrary, that (ii) is not valid.
Suppose w.l.o.g. that P≥x is not bounded from above, thus for every p ∈ P≥x
there is r ∈ P≥x such that r 6≤ p. Since P≥x is directed upward, there is
q ∈ P≥x such that p, r ≤ q. As p < q, the assumption of Proposition 3.9 is
satisfied, i.e. (i) is not true.
We establish (ii)⇒(i). Let (xα)α∈A be a net in P such that xα
o2−→ x,
i.e. there are nets (xˆα)α∈A and (xˇα)α∈A in P and α0 ∈ A such that xˇα ↓ x,
xˆα ↑ x and xˆα ≤ xα ≤ xˇα for every α ∈ A≥α0 . By (ii) there is an upper
bound u ∈ P for P≥x and a lower bound l ∈ P for P≤x. For α ∈ A, set
yˇα := xˇα whenever α ≥ α0, and yˇα := u otherwise. Similarly, set yˆα := xˆα
whenever α ≥ α0, and yˆα := l otherwise. Observe that yˇα ↓ x, yˆα ↑ x and
yˆα ≤ xα ≤ yˇα for every α ∈ A. Thus xα
o1−→ x.
Remark 3.11. Due to Remark 3.10(c), in every partially ordered vector space
the concepts of o1-convergence and o2-convergence differ. Furthermore, an
example of Fremlin in [AbSi05, Example 1.4] shows that o3-convergence does
not imply o2-convergence. For this, use Proposition 5.6 below. A sequence
which is τo-convergent, but not o3-convergent, can be found in Example 8.3
below. The last two examples are given in the setting of vector lattices.
Note that there are examples where o2-convergence, o3-convergence and τo-
convergence coincide, see Example 3.13 below.
Proposition 3.12. Let P be a Dedekind complete lattice, let (xα)α∈A be
a net in P and x ∈ P . Then xα
o2−→ x if and only if xα
o3−→ x.
Proof. Due to Proposition 3.6 it is sufficient to show that xα
o3−→ x implies
xα
o2−→ x. Assume that there are nets (xˆβ)β∈B and (xˇγ)γ∈C in P and a map
η : B × C → A such that xˆβ ↑ x, xˇγ ↓ x and xˆβ ≤ xα ≤ xˇγ for every β ∈ B,
γ ∈ C and α ∈ A≥η(β,γ). Fix (β0, γ0) ∈ B × C. Set α0 := η(β0, γ0). By
Remark 3.8 it is sufficient to prove that (xα)α∈A≥α0 is o1-convergent to x.
For α ∈ A define Mα := {xκ; κ ∈ A≥α} ∪ {x}. Note that for (β, γ) ∈
B×C and α ∈ A≥η(β,γ) we have xˆβ ≤Mα ≤ xˇγ . As P is a Dedekind complete
lattice, yˆα := infMα and yˇα := supMα exist for α ∈ A≥α0 . Furthermore
yˆα ≤ {xα, x} ≤ yˇα for all α ∈ A≥α0 , yˆα ↑ and yˇα ↓. Let yˆα ≤ z for all
α ∈ A≥α0 . For β ∈ B there is α ∈ A≥α0 such that η(β, γ0) ≤ α. Hence
xˆβ ≤ infMη(β,γ0) ≤ infMα = yˆα ≤ z and we obtain x = sup{xˆβ ; β ∈ B} ≤
z. This shows yˆα ↑ x. Analogously we get yˇα ↓ x.
If we introduce the order topology τo on the partially ordered set of real
numbers R, we obtain the standard topology on R.
Example 3.13. Let M ⊆ R be an open set with respect to the standard
topology τ and equip M with the standard order of R. We show that τo(M)
is the restriction τ(M) of τ to M and that o2- and o3-convergence in M
coincide with the convergence with respect to τ(M). Note that from Remark
3.10 (c) it follows that o1-convergence and o2-convergence in M do not
coincide. We first show that convergence with respect to τ(M) implies o2-
convergence. Indeed, let (xα)α∈A be a net in M such that xα
τ(M)
−−−→ x ∈M .
Since M is open, there is r > 0 such that the open ball Br(x) ⊆ R with
center x and radius r is contained in M . Hence there is α0 ∈ A such that
for every α ∈ A≥α0 we have xα ∈ Br(x). We therefore assume w.l.o.g. that
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(xα)α∈A is a net in Br(x). Since Br(x) is a Dedekind complete lattice, by
Proposition 3.12 it is sufficient to show that xα
o3−→ x. For β ∈ B := (0, r)
let xˆβ := x − β and xˇβ := x + β. If we equip B with the reversed order of
R, we obtain nets (xˆβ)β∈B and (xˇβ)β∈B in Br(x) with xˆβ ↑ x and xˇβ ↓ x.
For every β ∈ B there is αβ ∈ A such that for every α ∈ A≥αβ we have
|xα − x| ≤ β, i.e. xˆβ ≤ xα ≤ xˇβ. We set η : B → A, β 7→ αβ, and obtain
xα
o3−→ x. We have now shown that convergence with respect to τ(M) implies
o2-convergence in M . Note that o2-convergence implies o3-convergence and
that o3-convergence implies convergence with respect to τo(M) in M by
Proposition 3.6. It therefore remains to establish that convergence with
respect to τo(M) implies convergence with respect to τ(M). To show that
τ(M) ⊆ τo(M), let O ∈ τ(M) and x ∈ O. Since M is open in R with
respect to τ and O ∈ τ(M), we conclude O ∈ τ . Thus there is r > 0 such
that B2r(x) ⊆ O. To show that O is a net catching set for x let (xˆα)α∈A
and (xˇα)α∈A be nets in M such that xˆα ↑ x and xˇα ↓ x. Thus there is α ∈ A
such that [xˆα, xˇα] ⊆ [x− r, x+ r] ⊆ B2r(x) ⊆ O. This proves O ∈ τo(M).
Order closed sets can be characterised by means of oi-convergence.
Theorem 3.14. Let i ∈ {1, 2, 3} and C ⊆ P . The following statements are
equivalent:
(i) C is order closed.
(ii) For every net (xα)α∈A in C with xα
oi−→ x ∈ P it follows that x ∈ C.
Proof. In this proof, a set C that satisfies (ii) is called oi-closed. Observe
that from Proposition 3.6 it follows that order closed sets are always o3-
closed, o3-closed sets are o2-closed and that o2-closed sets are o1-closed.
It remains to show that o1-closed sets are order closed. By contradiction,
assume that C ⊆ P is not order closed. Thus P \ C is not order open, i.e.
there is x ∈ P \ C such that P \ C is not a net catching set for x. This
implies the existence of nets (xˆα)α∈A and (xˇα)α∈A in P with xˆα ↑ x and
xˇα ↓ x such that for every α ∈ A we have that [xˆα, xˇα] 6⊆ P \ C. Hence, for
every α ∈ A there is xα ∈ [xˆα, xˇα]∩C. Note that (xα)α∈A is a net in C with
xα
o1−→ x ∈ P \ C, hence C is not o1-closed.
Corollary 3.15. Let M ⊆ P be a lattice with the induced order from P .
If M is order dense in P , then M is dense in P with respect to τo(P ).
Proof. Let p ∈ P . Let A := M≥p be equipped with the reversed order of
M . Since M is a lattice, we know A to be directed. Setting xα := α for
α ∈ A, we obtain a net (xα)α∈A in M with xα ↓. Since M is order dense
in P , we know furthermore inf{xα; α ∈ A} = inf A = infM≥p = p, hence
xα ↓ p. Thus xα
o1−→ p and Theorem 3.14 shows that p is contained in the
closure of M with respect to τo(P ).
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For oi-limits, we obtain the following monotonicity property.
Proposition 3.16. Let i ∈ {1, 2, 3} and (xα)α∈A and (yβ)β∈B be nets in P
such that xα
oi−→ x ∈ P and yβ
oi−→ y ∈ P . If for every α0 ∈ A and β0 ∈ B
there are α ∈ A≥α0 and β ∈ B≥β0 such that xα ≤ yβ, then x ≤ y.
Proof. By Proposition 3.6 it is sufficient to show the statement for i = 3.
In this case, there are nets (xˆγ)γ∈C , (xˇδ)δ∈D, (yˆε)ε∈E , (yˇϕ)ϕ∈F in P and
maps ηx : C × D → A, ηy : E × F → B such that xˆγ ↑ x, xˇδ ↓ x, yˆε ↑ y,
yˇϕ ↓ y, xˆγ ≤ xα ≤ xˇδ, yˆε ≤ yβ ≤ yˇϕ for every γ ∈ C, δ ∈ D, ε ∈ E, ϕ ∈ F ,
α ∈ A≥ηx(γ,δ) and β ∈ B≥ηy(ε,ϕ).
For every γ ∈ C and ϕ ∈ F we have that xˆγ ≤ yˇϕ. Indeed, let δ ∈ D,
ε ∈ E and note that by assumption there are α ∈ A≥ηx(γ,δ) and β ∈ B≥ηy(ε,ϕ)
such that xˆγ ≤ xα ≤ yβ ≤ yˇϕ. From xˆγ ↑ x and yˇϕ ↓ y we conclude that
x ≤ y.
Remark 3.17. Note that Proposition 3.16 immediately implies the unique-
ness of the oi-limits.
The combination of Theorem 3.14 with Proposition 3.16 yields the fol-
lowing statement.
Corollary 3.18. For every p ∈ P the sets P≤p and P≥p are order closed.
Remark 3.19. Corollary 3.18 implies that for every p ∈ P the set {p} is
order closed, thus P with the order topology is T1. Note that the order
topology is not Hausdorff, in general. Indeed, a combination of Proposition
3.6 and Remark 3.7 yields that the order topology is always σ-compatible
in the sense of [Flo55]. Thus, [Flo55, Theorem 1] presents an example of a
complete Boolean algebra on which the order topology is not Hausdorff.
The following statement is a generalisation of the sandwich theorem for
sequences given in [Vul67, Chapter II, §6,c)].
Proposition 3.20. (i) Let (xα)α∈A, (yα)α∈A and (zα)α∈A be nets in P
such that xα
o1−→ p ∈ P and zα
o1−→ p. If for every α ∈ A one has
xα ≤ yα ≤ zα, then yα
o1−→ p.
(ii) Let (xα)α∈A, (yα)α∈A and (zα)α∈A be nets in P such that xα
o2−→ p ∈ P
and zα
o2−→ p. If there is α0 ∈ A such that for each α ∈ A≥α0 we have
xα ≤ yα ≤ zα, then yα
o2−→ p.
(iii) Let (xα)α∈A, (yβ)β∈B and (zγ)γ∈C be nets in P such that xα
o3−→ p ∈ P
and zγ
o3−→ p. If for (α0, γ0) ∈ A × C there is β0 ∈ B such that for
all β ∈ B≥β0 there is (α, γ) ∈ A≥α0 × C≥γ0 with xα ≤ yβ ≤ zγ , then
yβ
o3−→ p.
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Proof. To show (i), let xα
o1−→ p ∈ P and zα
o1−→ p. Thus there are nets
(xˆα)α∈A and (zˇα)α∈A in P such that xˆα ↑ p, zˇα ↓ p and xˆα ≤ xα ≤ yα ≤
zα ≤ zˇα for every α ∈ A, hence we obtain yα
o1−→ p. The proof of (ii) is
similar.
To show (iii), assume xα
o3−→ p ∈ P and zγ
o3−→ p. Hence there are nets
(xˆδ)δ∈D, (xˇκ)κ∈K , (zˆλ)λ∈L and (zˇε)ε∈E in P and maps ηx : D×K → A and
ηz : L× E → C such that xˆδ ↑ p, xˇκ ↓ p, zˆλ ↑ p, zˇε ↓ p, xˆδ ≤ xα ≤ xˇκ for all
(δ, κ) ∈ D×K and α ∈ A≥ηx(δ,κ), and zˆλ ≤ zγ ≤ zˇε for all (λ, ε) ∈ L×E and
γ ∈ C≥ηz(λ,ε). Fix κ ∈ K and λ ∈ L. By assumption, for (δ, ε) ∈ D×E there
is β(δ,ε) ∈ A such that for all β ∈ B≥β(δ,ε) there exists (α, γ) ∈ A≥ηx(δ,κ) ×
C≥ηz(λ,ε) with xα ≤ yβ ≤ zγ , hence also xˆδ ≤ xα ≤ yβ ≤ zγ ≤ zˇε. Thus
ηy : D ×E → B with ηy(δ, ε) := β(δ,ε) defines a map such that xˆδ ≤ yβ ≤ zˇε
holds for every (δ, ε) ∈ D × E and β ∈ B≥ηy(δ,ε). This proves yβ
o3−→ p.
If all three nets have the same index set, we can simplify (iii) to the
statements given in the following Corollary.
Corollary 3.21. Let (xα)α∈A, (yα)α∈A and (zα)α∈A be nets in P such that
xα
o3−→ p ∈ P and zα
o3−→ p.
(i) If there is δ ∈ A such that for each α ∈ A≥δ we have xα ≤ yα ≤ zα,
then yα
o3−→ p.
(ii) If for every δ ∈ A there is is αδ ∈ A such that for every α ∈ A≥αδ we
have xδ ≤ yα ≤ zδ, then yα
o3−→ p.
Proof. For (α0, γ0) ∈ A × A there is β0 ∈ A with β0 ≥ δ, β0 ≥ α0 and
β0 ≥ γ0. For β ∈ A≥β0 the inequality xβ ≤ yβ ≤ zβ is valid. If we set α := β
and γ := β, we obtain (α, γ) ∈ A≥α0 × C≥γ0 with xα = xβ ≤ yβ ≤ zβ = zγ .
Hence Proposition 3.20(iii) implies the statement (i).
For (α0, γ0) ∈ A × A there is β0 ∈ A with β0 ≥ α0 and β0 ≥ γ0. Now
the assumption implies the existence of αβ0 ∈ A with xβ0 ≤ yβ ≤ zβ0
for every β ∈ A≥αβ0 . For β ∈ A≥β0 we set α := β0 and γ := β0 to get
(α, β) ∈ A≥α0 × A≥γ0 with xα = xβ0 ≤ yβ ≤ zβ0 = zγ . Hence Proposition
3.20(iii) implies the statement (ii) as well.
In distributive lattices the lattice operations are compatible with the
order convergences.
Proposition 3.22. Let P be a distributive lattice and let (xα)α∈A and
(yβ)β∈B be nets in P . Let A × B be ordered component-wise and let i ∈
{1, 2, 3}. If xα
oi−→ x ∈ P and yβ
oi−→ y ∈ P , then the net (xα ∧ yβ)(α,β)∈A×B
satisfies xα∧yβ
oi−→ x∧y. An analogous statement is valid for the supremum.
Proof. We show the result for i = 1; the cases i = 2 and i = 3 are similar.
Let (xˆα)α∈A, (xˇα)α∈A, (yˆβ)β∈B and (yˇβ)β∈B be nets in P such that xˆα ↑ x,
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xˇα ↓ x, yˆβ ↑ y, yˇβ ↓ y, xˆα ≤ xα ≤ xˇα for every α ∈ A, and yˆβ ≤ yβ ≤ yˇβ for
every β ∈ B. We get immediately that xˆα∧ yˆβ ≤ xα∧yβ ≤ xˇα∧ yˇβ for every
(α, β) ∈ A×B and that the net (xˇα ∧ yˇβ)(α,β)∈A×B satisfies xˇα ∧ yˇβ ↓ x∧ y.
Furthermore, (1) with M = {xˆα; α ∈ A} and N = {yˆβ ; β ∈ B} implies
xˆα ∧ yˆβ ↑ x ∧ y.
Remark 3.23. Let (xα)α∈A be a net in P and let (yβ)β∈B be a subnet of
(xα)α∈A. Let x ∈ P and fix i ∈ {1, 2, 3}. If xα
oi−→ x, then yβ
oi−→ x. This
will be useful in combination with the following statement. Let Q be a
partially ordered set. For a net (xα)α∈A in P and (yα)α∈A in Q and a map
f : P ×Q→ Q the net (f(xα, yα))α∈A is a subnet of (f(xα, yβ))(α,β)∈A×A.
In particular, if (xα)α∈A and (yα)α∈A are nets in a distributive lattice P
with xα
oi−→ x ∈ P and yα
oi−→ y ∈ P , then Proposition 3.22 shows that the
net (xα ∧ yα)α∈A satisfies xα ∧ yα
oi−→ x ∧ y.
This technique will also be applied to the addition of nets in partially
ordered abelian groups and the multiplication of a scalar net and a net in a
partially ordered vector space in the subsequent discussion.
4 Continuous maps on partially ordered sets
In this section, P and Q are partially ordered sets. For o1-, o2-, o3- and
τo-convergence, we will introduce the corresponding concepts of continuity.
It will be shown that for monotone maps these concepts are equivalent.
Definition 4.1. A map f : P → Q is called
(i) oi-continuous in x ∈ P , if for every net (xα)α∈A with xα
oi−→ x we have
that f(xα)
oi−→ f(x) (where i ∈ {1, 2, 3}).
(ii) order continuous in x ∈ P , if it is continuous in x with respect to the
order topologies τo(P ) and τo(Q), respectively.
f is called oi-continuous (order continuous, respectively) if it is oi-continuous
(order continuous, respectively) in x for every x ∈ P .
Theorem 4.2. Let i ∈ {1, 2, 3}. Every oi-continuous map f : P → Q is
order continuous.
Proof. We show that for every order closed set C ⊆ Q the preimage [C]f
is order closed in P . Indeed, let C ⊆ Q be order closed. By Theorem 3.14
it suffices to show that for every net (xα)α∈A in [C]f with xα
oi−→ x ∈ P
we have that x ∈ [C]f . Since f is oi-continuous, we obtain f(xα)
oi−→ f(x).
Since (f(xα))α∈A is a net in C and C is order closed, Theorem 3.14 implies
that f(x) ∈ C, hence x ∈ [C]f .
To show that all concepts introduced in Definition 4.1 coincide for mono-
tone maps, we need the following lemma.
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Lemma 4.3. Let (xα)α∈A be a net in P with xα
τo−→ x ∈ P .
(i) If inf{xα;α ∈ A} exists, then inf{xα;α ∈ A} ≤ x.
(ii) If for every α ∈ A we have xα ∈ P≥x, then inf{xα;α ∈ A} exists and
satisfies inf{xα;α ∈ A} = x.
Proof. Note that for both statements it is sufficient to show that for every
lower bound p of {xα;α ∈ A} we have p ≤ x.
Let p be a lower bound of {xα;α ∈ A}, i.e. for every α ∈ A we have
xα ∈ P≥p. Since xα
τo−→ x and P≥p is order closed by Corollary 3.18, we
conclude x ∈ P≥p, i.e. p ≤ x.
Theorem 4.4. Let f : P → Q be a monotone map and i ∈ {1, 2, 3}. Then
the following statements are equivalent:
(i) f is oi-continuous.
(ii) f is order continuous.
(iii) For every net (xα)α∈A in P and x ∈ P the following implications are
valid:
(a) If xα ↓ x then inf{f(xα);α ∈ A} exists and satisfies inf{f(xα);α ∈
A} = f(x).
(b) If xα ↑ x then sup{f(xα);α ∈ A} exists and satisfies sup{f(xα);α ∈
A} = f(x).
Proof. The implication (i)⇒(ii) is contained in Theorem 4.2. We show
(ii)⇒(iii). Let (xα)α∈A be a net in P such that xα ↓ x ∈ P . Due to
Remark 3.7 and Proposition 3.6 this implies xα
τo−→ x. Since f is order
continuous, we obtain f(xα)
τo−→ f(x). Furthermore, the monotony of f
yields for every α ∈ A that f(xα) ∈ Q≥f(x). Thus Lemma 4.3 (ii) implies
that inf{f(xα);α ∈ A} exists and satisfies inf{f(xα);α ∈ A} = f(x). The
second statement in (iii) is shown analogously.
It remains to show (iii)⇒(i). We proof this implication for i = 3; the
argumentation for i ∈ {1, 2} is similar. Let (xα)α∈A be a net such that
xα
o3−→ x ∈ P , i.e. there are nets (xˆβ)β∈B and (xˇγ)γ∈C in P and a map
η : B × C → A such that xˆβ ↑ x, xˇγ ↓ x and xˆβ ≤ xα ≤ xˇγ for every β ∈ B,
γ ∈ C and α ∈ A≥η(β,γ). The monotony of f and condition (iii) implies
that f(xˆβ) ↑ f(x) and f(xˇγ) ↓ f(x). Furthermore the monotony of f yields
f(xˆβ) ≤ f(xα) ≤ f(xˇγ) for every β ∈ B, γ ∈ C and α ∈ A≥η(β,γ). Thus
f(xα)
o3−→ f(x).
Combining Theorem 4.4 and Proposition 1.3 we obtain the following
statement.
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Corollary 4.5. Every order embedding f : P → Q for which f [P ] is or-
der dense in Q is order continuous (and, hence, oi-continuous, where i ∈
{1, 2, 3}).
Remark 4.6. Assume that M ⊆ P is order dense in P . Then the embed-
ding f : M → P is order continuous by Corollary 4.5, therefore the induced
topology of τo(P ) on M satisfies
{O ∩M ;O ∈ τo(P )} ⊆ τo(M). (2)
Thus for every order closed set N ⊆ P we obtain that N ∩M is order closed
in M . By means of Theorem 3.14 this generalises [GaKa08a, Proposition
5.1(iii)]. Example 8.4 below shows that the converse implication in (2) is
not valid, in general.
The next statement follows from Proposition 3.12.
Proposition 4.7. Let f : P → Q be a map.
(i) If P is a Dedekind complete lattice and f is o2-continuous, then f is
also o3-continuous.
(ii) If Q is a Dedekind complete lattice and f is o3-continuous, then f is
also o2-continuous.
Remark 4.8. (i) Note that by Remark 3.8 every o1-continuous map is o2-
continuous. The converse implication is not true, in general, see Example
4.16 below, but it is open whether it is true in partially ordered abelian
groups.
(ii) In [AbSi05, Example 1.8] it is shown that o3-continuity of maps
between vector lattices does not imply o2-continuity, in general. In Corollary
7.9 below we present a setting where o2-continuity implies o3-continuity. It is
an open question whether this implication is valid in more general situations.
Moreover it is not clear under which conditions the converse implications in
Theorem 4.2 are true.
(iii) In Theorem 7.7 we will present a situation where all concepts intro-
duced in Definition 4.1 coincide.
In [AbSi05, Proposition 1.5] it is shown that the o3-convergence in a
vector lattice X is equivalent to the o2-convergence in the Dedekind com-
pletion Xδ of X. To show that a generalisation2 to lattices holds, we need
the following technical statement.
Lemma 4.9. Let P be a lattice, Q a partially ordered set and f : P → Q
an order embedding such that f [P ] is order dense in Q. Let (yˇα)α∈A be a
net in Q such that yˇα ↓ f(x) for x ∈ P . If
B := {v ∈ P ; ∃α ∈ A : f(v) ≥ yˇα}
2To link our notions with the one in [AbSi05], use Proposition 5.6 below.
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is equipped with the reversed order of P , then B is directed and inf B = x.
Thus xˇβ := β for all β ∈ B defines a net in P with xˇβ ↓ x.
Proof. For v1, v2 ∈ B there are α1, α2 ∈ A such that f(v1) ≥ yˇα1 and
f(v2) ≥ yˇα2 . Since A is directed there is α ∈ A with α ≥ {α1, α2}. We use
yˇα ↓ and get f(v1) ≥ yˇα and f(v2) ≥ yˇα. By Proposition 1.3 we conclude
f(v1 ∧ v2) = f(v1)∧ f(v2) ≥ yˇα. Thus v1 ∧ v2 ∈ B, and we have shown B to
be directed.
It is left to show that inf B = x. For v ∈ B we have f(v) ≥ yˇα ≥ f(x) for
some α ∈ A. Since f is order reflecting we know x to be a lower bound of
B. In order to show that x is the greatest lower bound of B let z ∈ P be
another lower bound. For α ∈ A the monotony of f implies
f(z) ≤ f [B] ⊇ f [{v ∈ P ; f(v) ≥ yˇα}] = {y ∈ f [P ]; y ≥ yˇα}.
Since f [P ] is order dense in Q we conclude f(z) ≤ inf{y ∈ f [P ]; y ≥ yˇα} =
yˇα. Thus yˇα ↓ f(x) yields f(z) ≤ f(x). Since f is order reflecting we
conclude z ≤ x. This proves x to be the greatest lower bound of B.
Proposition 4.10. Let Q be a partially ordered set and f : P → Q an order
embedding such that f [P ] is order dense in Q. Let (xα)α∈A be a net in P
and x ∈ P .
(i) If Q is a Dedekind complete lattice, then xα
o3−→ x implies f(xα)
o2−→
f(x).
(ii) If P is a lattice, then f(xα)
o2−→ f(x) implies xα
o3−→ x.
Proof. To show (i), let xα
o3−→ x. Corollary 4.5 implies f(xα)
o3−→ f(x). Thus
Proposition 3.12 yields f(xα)
o2−→ f(x).
To prove (ii), let f(xα)
o2−→ f(x). Hence there are nets (yˆα)α∈A and
(yˇα)α∈A with yˆα ↑ f(x), yˇα ↓ f(x) and yˆα ≤ f(xα) ≤ yˇα for all α ∈ A. Let
(xˇβ)β∈B be defined as in Lemma 4.9 and note that xˇβ ↓ x. By the definition
of B, for β ∈ B there is αβ ∈ A such that f(xα) ≤ yˇα ≤ yˇαβ ≤ f(β) = f(xˇβ)
for all α ∈ A≥αβ . Since f is order reflecting we obtain xα ≤ xˇβ. An
analogous construction shows the existence of a net (xˆγ)γ∈C with xˆγ ↑ x
and such that for γ ∈ C there exists αγ ∈ A with xˆγ ≤ xα for all α ∈ A≥αγ .
For (β, γ) ∈ B × C let α(β,γ) ∈ A be such that α(β,γ) ≥ αβ and α(β,γ) ≥ αγ .
Thus η : B×C → A, (β, γ) 7→ α(β,γ) yields a map as in the definition of the
o3-convergence.
Proposition 4.10 in combination with Remark 3.10(a) yields the follow-
ing.
Corollary 4.11. Let Q be a partially ordered set that is directed upward
and downward, and f : P → Q an order embedding such that f [P ] is order
dense in Q. Let (xα)α∈A be a net in P such that {f(xα); α ∈ A} is bounded,
and let x ∈ P .
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(i) If Q is a Dedekind complete lattice, then xα
o3−→ x implies f(xα)
o1−→
f(x).
(ii) If P is a lattice, then f(xα)
o1−→ f(x) implies xα
o3−→ x.
Remark 4.12. Note that the implications in Proposition 4.10(ii) and in
Corollary 4.11(ii) are not valid, in general. In Example 8.4 below a par-
tially ordered vector space P = X and a vector lattice Q = Y are provided
which lead to a counterexample, where f : P → Q is the inclusion map.
One can characterise o3-convergence in lattices by means of o3-convergence
in a cover.
Proposition 4.13. Let P be a lattice, let Q be a partially ordered set
and let f : P → Q be an order embedding such that f [P ] is order dense in
Q. Let (xα)α∈A be a net in P and x ∈ P . Then xα
o3−→ x if and only if
f(xα)
o3−→ f(x).
Proof. If xα
o3−→ x, then f(xα)
o3−→ f(x) in f [P ], hence also in Q. To show
the converse implication, let Qµ be the Dedekind-MacNeille completion3
and J : Q → Qµ the canonical embedding. If f(xα)
o3−→ f(x) in Q, then
Proposition 4.10(i) shows J(f(xα))
o2−→ J(f(x)). Since J ◦ f [P ] is order
dense in J [Q] and J [Q] is order dense in Qµ, by Proposition 1.2 we conclude
J ◦ f [P ] to be order dense in Qµ. Note furthermore that J ◦ f : P → Qµ is
an order embedding. Hence Proposition 4.10(ii) shows xα
o3−→ x.
Remark 4.14. In [AbSi05, Example 1.4] an example of a vector lattice X and
a net (xα)α∈A with {xα; α ∈ A} bounded is given that o3-convergences, but
does not o2-converge. Hence by Proposition 3.6 the net (xα)α∈A does not o1-
converge. Since (xα)α∈A is o3-convergent in X and {xα; α ∈ A} is bounded,
Corollary 4.11 implies (xα)α∈A to be o1-convergent in X
δ, and hence o2-
convergent in Xδ. Thus an analogue of Proposition 4.13 for o1-convergence
and o2-convergence is not valid.
In Proposition 4.13 the statement is not valid for arbitrary partially
ordered sets P . Indeed, in Example 8.4 below we will present a partially
ordered vector space P = X, a vector lattice Q = Y , and a net (xα)α∈A in
P such that for the canonical embedding f : P → Q we have that f(xα)
o3−→
f(x), but (xα)α∈A does not o3-converge.
Next we discuss the link between o1-continuity and order boundedness.
The proof of the subsequent proposition is adopted from [Mal17, Proposition
149].
Proposition 4.15. Every o1-continuous map f : P → Q is order bounded.
3If Q is a partially ordered set, then there is a complete lattice Qµ and an order
embedding J : Q→ Qµ such that J [Q] is order dense in Qµ. The set Qµ is called Dedekind-
MacNeille completion of Q.
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Proof. Let A := [v,w] be an order interval in P and consider the net (xα)α∈A
with xα := α. Note that xα ↑ w, therefore xα
o1−→ w. Thus f(xα)
o1−→ f(w),
hence there are nets (yˆα)α∈A and (yˇα)α∈A such that yˆα ↑ f(w), yˇα ↓ f(w)
and yˆα ≤ f(xα) ≤ yˇα for every α ∈ A. Consequently f [[v,w]] ⊆ [yˆv, yˇv].
The subsequent simple example shows that o2-, o3-, and order continuity
do not imply order boundedness, in general.
Example 4.16. Consider the partially ordered set P := R \ {0} with the
standard order and the map f : P → P , x 7→ 1
x2
. Clearly, f is not order
bounded and, hence, not o1-continuous due to Proposition 4.15. Since f is
continuous with respect to the standard topology of P , Example 3.13 yields
that f is o2-continuous, o3-continuous and order continuous.
5 Order convergence and order topology in par-
tially ordered abelian groups
Let G be a partially ordered abelian group. In this section, we charac-
terise net catching sets as well as the three concepts of order convergence in
partially ordered abelian groups.
Proposition 5.1. Let U ⊆ G and x ∈ U .
(i) U is a net catching set for 0 if and only if for every net (xα)α∈A in G
with xα ↓ 0 there is α ∈ A such that [−xα, xα] ⊆ U .
(ii) U is a net catching set for x if and only if U − x is a net catching set
for 0.
Proof. (i) Let U be a net catching set for 0. If (xα)α∈A is a net in G with
xα ↓ 0, then −xα ↑ 0, hence [−xα, xα] ⊆ U .
For the converse implication, we have to show that U is a net catching
set for 0. Let (xˆα)α∈A and (xˇα)α∈A be nets in G with xˆα ↑ 0 and xˇα ↓ 0.
Thus (xˇα − xˆα) ↓ 0. By the assumption there is α ∈ A such that [xˆα, xˇα] ⊆
[−(xˇα − xˆα), xˇα − xˆα] ⊆ U .
The result in (ii) follows from the fact that xα ↓ x if and only if xα−x ↓ 0
(and the similar statement for increasing nets).
Remark 5.2. In the case of a partially ordered vector spaces, the concept of
O-neighbourhood is introduced in [Imh12, Definition 3.3]. Proposition 5.1
shows that O-neighbourhoods are exactly the net catching sets.
Remark 5.3. (a) The set G+ is order closed, due to Corollary 3.18.
(b) The set G+ − G+ is order closed. Indeed, by Theorem 3.14 it is suf-
ficient to show that G+ − G+ is closed under o1-convergence. Let
(xα)α∈A be a net in G+ − G+ such that xα
o1−→ x ∈ G. Then
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there are nets (xˆα)α∈A and (xˇα)α∈A such that xˆα ↑ x, xˇα ↓ x and
xˆα ≤ xα ≤ xˇα for every α ∈ A. Thus for every α ∈ A we obtain
x ∈ G++ xˆα ⊆ G++(xα−G+) ⊆ G++((G+−G+)−G+) = G+−G+.
(c) The set G+ − G+ is order open. Indeed, by Proposition 5.1 (ii) it
is sufficient to show that G+ − G+ is a net-catching set for 0. Let
(xα)α∈A be a net in G with xα ↓ 0, then for every α ∈ A we have
[−xα, xα] ⊆ xα −G+ ⊆ G+ −G+.
Note that for nets (xα)α∈A and (yβ)β∈B in G with xα ↓ x ∈ G and
yβ ↓ y ∈ G the net (xα+ yβ)(α,β)∈A×B satisfies xα+ yβ ↓ x+ y, where A×B
is ordered component-wise. This yields the following statement.
Proposition 5.4. LetG be a partially ordered abelian group and let (xα)α∈A
and (yβ)β∈B be nets in G. Let A × B be ordered component-wise and
let i ∈ {1, 2, 3}. If xα
oi−→ x ∈ G and yβ
oi−→ y ∈ G, then the net
(xα + yβ)(α,β)∈A×B satisfies xα + yβ
oi−→ x+ y.
Remark 5.5. Due to Remark 3.19 the order topology is T1 and σ-compatible,
hence the assumptions in [Flo55, Theorem 3] are satisfied. Since the map
G → G : g 7→ −g is order continuous for every partially ordered abelian
group G, by [Flo55, Corollary] there is a Dedekind complete vector lattice
X endowed with the order topology with the property that the addition
X × X → X, (x, y) 7→ x + y is not continuous, where X × X is equipped
with the product topology.
As the order bound topology introduced in [Nam57, p. 20] is always a
linear topology, this shows that τo does not coincide with the order bound
topology of X.
The order convergences in vector lattices investigated in [AbSi05] are
special cases of the oi-convergences, as the next proposition shows.
Proposition 5.6. Let (xα)α∈A be a net in G. Then
(i) xα
o1−→ 0 if and only if there is a net (xˇα)α∈A in G such that xˇα ↓ 0
and ±xα ≤ xˇα for every α ∈ A,
(ii) xα
o2−→ 0 if and only if there is a net (xˇα)α∈A in G and α0 ∈ A such
that xˇα ↓ 0 and ±xα ≤ xˇα for every α ∈ A≥α0 ,
(iii) xα
o3−→ 0, if and only if there is a net (xˇβ)β∈B and a map η : B → A
such that xˇβ ↓ 0 and ±xα ≤ xˇβ for every β ∈ B and α ∈ A≥η(β),
(iv) for every i ∈ {1, 2, 3} and x ∈ G we have that xα
oi−→ x if and only if
xα − x
oi−→ 0.
Proof. We show (iii), observe that (i) and (ii) are similar. Let xα
o3−→ 0.
Then Proposition 3.5 yields the existence of nets (yˆβ)β∈B and (yˇβ)β∈B and
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a map η : B → A such that yˆβ ↑ 0, yˇβ ↓ 0 and yˆβ ≤ xα ≤ yˇβ for every β ∈ B
and α ∈ A≥η(β). For β ∈ B define xˇβ := yˇβ − yˆβ. Observe that yˇβ − yˆβ ↓ 0.
Furthermore −xˇβ ≤ yˆβ ≤ xα ≤ yˇβ ≤ xˇβ holds for all β ∈ B and α ∈ A≥η(β).
The converse implication in (iii) is straightforward. The statement in (iv)
is a direct consequence of Proposition 5.4.
Order closed subgroups of lattice-ordered abelian groups are charac-
terised as follows.
Proposition 5.7. Let M be a subgroup of a lattice-ordered abelian group
G such that M is closed under the lattice operations of G (i.e. for every
x, y ∈ M the element x ∨ y ∈ G belongs to M). Then M is order closed if
and only if M ∩G+ is order closed.
Proof. Let M be order closed. Since G+ is order closed, we obtain that
M ∩G+ is order closed.
For the converse implication, we use Theorem 3.14. Let (xα)α∈A be a
net in M with xα
o1−→ x ∈ G. By Proposition 3.22 we obtain x+α
o1−→ x+ and
x−α
o1−→ x−. Since x+α , x
−
α ∈M ∩G+, we conclude x = x
+ − x− ∈M .
6 The Riesz-Kantorovich formulas for group ho-
momorphisms
In this section we study conditions on partially ordered abelian groups G
and H such that the set Ab(G,H) of all order bounded additive maps turns
out to be a lattice-ordered abelian group. The arguments are straightfor-
ward adaptations of the classical Riesz-Kantorovich theorem, see [Rie30] and
[Kan40]. We include the proofs here for sake of completeness.
Proposition 6.1. Let G and H be partially ordered abelian groups such
that G is directed. Let f : G+ → H be a semigroup homomorphism. Then
there exists a unique additive map g : G → H such that f = g on G+.
Moreover, if f [G+] ⊆ H+, then g is monotone.
Proof. First observe that for u, v, x, y ∈ G+ with v − u = y − x we have
that f(v)− f(u) = f(y)− f(x). Indeed, from v + x = u+ y it follows that
f(v) + f(x) = f(v + x) = f(u+ y) = f(u) + f(y).
For x ∈ G there are u, v ∈ G+ such that x = u − v. Define g(x) :=
f(u) − f(v) and note that the definition is independent of the choice of u
and v.
g is additive. Indeed, let x, y ∈ G be such that x = v − u and y = z −w
with u, v, w, z ∈ G+. Since f(v)+ f(z)+ f(u+w) = f(v+ z)+ f(u)+ f(w),
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we have
g(x+ y) = g(v − u+ z − w) = f(v + z)− f(u+ w)
= f(v)− f(u) + f(z)− f(w) = g(v − u) + g(z − w)
= g(x) + g(y).
Moreover, g is unique.
The next proposition contains the crucial conditions under which the
partially ordered abelian group Ab(G,H) is a lattice.
Proposition 6.2. Let G be a directed partially ordered abelian group with
the Riesz decomposition property and let H be a Dedekind complete lattice-
ordered abelian group. For f ∈ Ab(G,H) and x ∈ G+ define
g(x) := sup{f(u); u ∈ [0, x]}.
Then there exists a unique additive map h ∈ A+(G,H) such that h = g on
G+. Moreover, the supremum of f and 0 exists in Ab(G,H) and equals h.
Proof. As f is order bounded and H is Dedekind complete, g : G+ → H+ is
well-defined.
To show that g is a semigroup homomorphism, let x, y ∈ G+. For
u ∈ [0, x] and v ∈ [0, y] we have u+v ∈ [0, x+y] and f(u+v) = f(u)+f(v),
hence g(x + y) ≥ f(u) + f(v). Then, by taking the supremum over all u,
we have g(x + y) ≥ g(x) + f(v). Similarly, the supremum over v yields
g(x + y) ≥ g(x) + g(y). Next, for w ∈ [0, x + y] the Riesz decomposition
property of G provides us with u ∈ [0, x] and v ∈ [0, y] such that w = u+ v.
Then f(w) = f(u) + f(v) ≤ g(x) + g(y). The supremum over w results in
g(x+ y) ≤ g(x) + g(y).
According to Proposition 6.1, there exists h ∈ A+(G,H) such that h = g
on G+.
Now we show that h is the supremum of f and 0. Indeed, for x ∈ G+
we have h(x) = g(x) ≥ f(x), hence h is an upper bound of f and 0. Let
q ∈ A+(G,H) be an upper bound of f . Then for x ∈ G+ and u ∈ [0, x] we
have q(x) ≥ q(u) ≥ f(u), so that q(x) ≥ g(x) = h(x), thus q ≥ h. Hence
h = f ∨ 0.
In fact, Proposition 6.2 yields the positive part f+ := h of f , hence
Ab(G,H) is a lattice.
Theorem 6.3. Let G be a directed partially ordered abelian group with the
Riesz decomposition property and let H be a Dedekind complete lattice-
ordered abelian group. Then Ab(G,H) is a Dedekind complete lattice-
ordered abelian group.
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Proof. It remains to show that Ab(G,H) is Dedekind complete. Let A be
a non-empty subset of Ab(G,H) that is bounded from above. Let q be an
upper bound of A. Denote by B the set of all suprema of finite non-empty
subsets of A. Note that q is also an upper bound of B. For x ∈ G+ define
g(x) := sup{f(x); f ∈ B}. (3)
To show that g is a semigroup homomorphism, let x, y ∈ G+. For every
f ∈ B we have f(x + y) = f(x) + f(y) ≤ g(x) + g(y), hence g(x + y) ≤
g(x) + g(y). Conversely, for every f, h ∈ B we have f ∨ h ∈ B, hence
g(x+ y) ≥ (f ∨h)(x+ y) = (f ∨h)(x)+ (f ∨h)(y) ≥ f(x)+h(y). By taking
supremum first over f and then over h we obtain g(x + y) ≥ g(x) + g(y).
We conclude that g is a semigroup homomorphism.
According to Proposition 6.1 there exists a unique map h ∈ A(G,H)
with h = g on G+. From the definition of g it is clear that h is an upper
bound of B, and hence of A. As A is non-empty, there is f ∈ A such that
f ≤ h. Moreover, h ≤ q, hence h ∈ Ab(G,H).
As q is an arbitrary upper bound of A, it follows that h is the supremum
of A.
Remark 6.4. Under the conditions of Theorem 6.3, the lattice operations
in Ab(G,H) are given by the following formulas. For every x ∈ G+ and
f, g ∈ Ab(G,H) we have
f+(x) = sup{f(u); u ∈ [0, x]},
f−(x) = sup{−f(u); u ∈ [0, x]},
|f |(x) = sup{|f(u)|; u ∈ [−x, x]},
(f ∨ g)(x) = sup{f(x− u) + g(u); u ∈ [0, x]},
(f ∧ g)(x) = inf{f(x− u) + g(u); u ∈ [0, x]}.
These formulas are called the Riesz-Kantorovich formulas.
Corollary 6.5. Under the conditions of Theorem 6.3 the following state-
ments are valid.
(i) If A ⊆ Ab(G,H) is upward directed and bounded from above, then
for every x ∈ G+ we have
(supA)(x) = sup{f(x); f ∈ A}.
A similar statement is valid for the infimum of a downward directed
set that is bounded from below.
(ii) For a net (fα)α∈A in Ab(G,H) we have fα ↓ 0 if and only if for every
x ∈ G+ it holds fα(x) ↓ 0.
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(iii) Let i ∈ {1, 2, 3}, (fα)α∈A be a net in Ab(G,H) and f ∈ Ab(G,H) with
fα
oi−→ f . Then for every x ∈ G one has fα(x)
oi−→ f(x).
Proof. To prove the statement in (i), let B be as in the proof of Theorem
6.3. Equation (3) shows that for every x ∈ G+ we have (supA)(x) =
sup{f(x); f ∈ B}. Since A is a majorising subset of B, we obtain that
{f(x); f ∈ A} is a majorising subset of {f(x); f ∈ B}. Thus we conclude
(supA)(x) = sup{f(x); f ∈ A} by Lemma 1.1.
The statement (ii) follows from (i). To show (iii), let the net (fˇα)α∈A in
Ab(G,H) be such that ±(fα − f) ≤ fˇα ↓ 0. By (ii), for x ∈ G+ we get
±(fα(x) − f(x)) ≤ fˇα(x) ↓ 0. As G is directed, Proposition 5.4 yields the
statement for x ∈ G.
7 Properties of the set of order continuous homo-
morphisms of partially ordered abelian groups
In this section let G, H be partially ordered abelian groups. We show that
under the conditions of the Riesz-Kantorovich Theorem 6.3 for an order
bounded map f : G → H the four concepts of continuity from Section 5
coincide. We furthermore show that under the same conditions the set of
order continuous maps is an order closed ideal in the lattice order abelian
group Ab(G,H) of all order bounded additive maps. For i ∈ {1, 2, 3} we
denote the set of all oi-continuous maps in Ab(G,H) by A
oi
b (G,H). The set
of all order continuous maps in Ab(G,H) is denoted by A
τo
b (G,H). Theorem
4.4 reads then as
Aoib (G,H) ∩A+(G,H) = A
τo
b (G,H) ∩A+(G,H) =: A
oc
+ (G,H). (4)
The set Aoc+ (G,H) of positive order continuous additive maps is charac-
terised as follows.
Proposition 7.1. For every f ∈ A(G,H) we have f ∈ Aoc+ (G,H) if and
only if for every net (xα)α∈A with xα ↓ 0 it holds f(xα) ↓ 0.
Proof. Let f ∈ A(G,H) be such that for every net (xα)α∈A with xα ↓ 0 it
holds f(xα) ↓ 0. First we show that f is monotone. Indeed, let x ∈ G+, then
for the net (xα)α∈{−x,0} with xα = −α we have xα ↓ 0 and hence f(xα) ↓ 0,
which implies f(x) = f(x−x) ≥ 0.
To show that f is order continuous, note that the assumption implies
that for every net (xα)α∈A with xα ↑ 0 we have f(xα) ↑ 0. Then Theorem
4.4 yields the order continuity of f , due to the translation invariance of
infimum and supremum.
The converse implication follows directly from Theorem 4.4.
As a consequence of Proposition 7.1 we obtain the following statement.
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Proposition 7.2. Under the conditions of Theorem 6.3, the set Aoc+ (G,H)
is order closed in Ab(G,H).
Proof. We use Theorem 3.14. Let (fα)α∈A be a net in A
oc
+ (G,H) such that
fα
o1−→ f ∈ Ab(G,H). By Remark 5.3 (a), the set A+(G,H) is order closed,
hence f is monotone. By Proposition 5.6 there is a net (fˇα)α∈A such that
fˇα ↓ 0 and ±(fα − f) ≤ fˇα for every α ∈ A. In order to apply Proposition
7.1, let (xβ)β∈B be a net in G such that xβ ↓ 0. Since f is monotone,
f(xβ) ↓ and 0 is a lower bound of {f(xβ); β ∈ B}. Let z be a lower bound
of {f(xβ); β ∈ B}. Let β ∈ B. We will show that for every α ∈ A we have
that z ≤ fˇα(xβ). Indeed, for γ ∈ B≥β we calculate
z ≤ f(xγ) ≤ (fα + fˇα)(xγ) ≤ fα(xγ) + fˇα(xβ),
and from fα ∈ A
oc
+ (G,H) we conclude inf{fα(xγ); γ ∈ B≥β} = 0. Hence
z ≤ fˇα(xβ). Thus, Corollary 6.5 establishs z ≤ inf{fˇα(xβ); α ∈ A} = 0.
In order to establish Aτob (G,H) as an ideal in Ab(G,H), we first show
the following.
Proposition 7.3. The set Aoib (G,H) is a full subgroup of A(G,H).
Proof. Due to Proposition 5.4 the set Aoib (G,H) is a subgroup of A(G,H).
To prove that Aoib (G,H) is full, it suffices to show that A
oc
+ (G,H) is full.
Let f, h ∈ Aoc+ (G,H) and let g ∈ A(G,H) be such that f ≤ g ≤ h. For a net
(xα)α∈A with xα ↓ 0 we have h(xα) ↓ 0. Since 0 ≤ f(xα) ≤ g(xα) ≤ h(xα)
(for every α ∈ A) we conclude g(xα) ↓ 0.
To show that under the conditions of the Riesz-Kantorovich Theorem 6.3
the sets Aτob (G,H) and A
oi
b (G,H) coincide for i ∈ {1, 2, 3}, we need three
technical statements.
Lemma 7.4. Let G be a partially ordered abelian group that satisfies the
Riesz decomposition property. Let x, y, z ∈ G be such that {x, y} ⊆ [0, z].
Then there is w ∈ G with
(i) ±w ≤ x,
(ii) ±w ≤ y and
(iii) y − w ≤ z − x.
Proof. Let A := {−x,−y, x+y−z} and B := {x, y}. Since A ≤ B, the Riesz
decomposition property implies the existence of w ∈ G with A ≤ w ≤ B. It
is straightforward that w satisfies (i), (ii) and (iii).
Lemma 7.5. Let G be a partially ordered abelian group with the Riesz
decomposition property and let H be a Dedekind complete lattice-ordered
abelian group. Let f ∈ Aτob (G,H) and (yα)α∈A be a net in G such that
yα ↓ 0. For β ∈ A and y ∈ [0, yβ ] there is a net (wα)α∈A≥β in G such that
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(i) 0 ≤ y − wα ≤ yβ − yα for every α ∈ A≥β,
(ii) inf{f(wα);α ∈ A≥β} exists and satisfies inf{f(wα);α ∈ A≥β} ≤ 0.
Proof. Let β ∈ A and let y ∈ [0, yβ ]. For α ∈ A≥β we have 0 ≤ yα ≤ yβ.
So {yα, y} ⊆ [0, yβ]. By Lemma 7.4 there is wα ∈ G such that ±wα ≤ yα,
±wα ≤ y and y−wα ≤ yβ − yα for every α ∈ A≥β. Thus the net (wα)α∈A≥β
satisfies (i).
Next we will show that inf{f(wα);α ∈ A≥β} exists. Note that {wα;α ∈
A≥β} ⊆ [−y, y]. Since f is order bounded, we know that {f(wα);α ∈ A≥β}
is order bounded in H. Thus the Dedekind completeness of H implies the
existence of inf{f(wα);α ∈ A≥β}.
It is left to prove that inf{f(wα);α ∈ A≥β} ≤ 0. Note that the net (yα)α∈A
satisfies yα ↓ 0 and that ±wα ≤ yα for every α ∈ A≥β . Thus for the net
(wα)α∈A≥β we have wα
o1−→ 0, and Proposition 3.6 implies wα
τo−→ 0. Since f
is order continuous, it follows that f(wα)
τo−→ 0. Hence Lemma 4.3 implies
inf{f(wα);α ∈ A≥β} ≤ 0.
Due to Theorem 6.3, the conditions in the subsequent Proposition 7.6
and Theorem 7.7 yield
Ab(G,H) = Ar(G,H).
The operator f+ is the positive part of f in the Dedekind complete lattice-
ordered abelian group Ab(G,H), and f
− is the negative part.
Proposition 7.6. Let G be a directed partially ordered abelian group with
the Riesz decomposition property and let H be a Dedekind complete lattice-
ordered abelian group. If f ∈ Aτob (G,H), then f
+, f− ∈ Aoc+ (G,H).
Proof. Let f ∈ Aτob (G,H). We will use Proposition 7.1 to show f
+ ∈
Aoc+ (G,H). Let (yα)α∈A be a net in X such that yα ↓ 0. From the monotony
of f+ it follows that f+(yα) ↓ and that f
+(yα) ≥ 0 for every α ∈ A.
To show that inf{f+(yα);α ∈ A} = 0, let z be a lower bound of
{f+(yα);α ∈ A}. Fix β ∈ A and y ∈ [0, yβ]. By Lemma 7.5 there is a
net (wα)α∈A≥β in G such that 0 ≤ y −wα ≤ yβ − yα for every α ∈ A≥β and
such that inf{f(wα);α ∈ A≥β} exists and satisfies inf{f(wα);α ∈ A≥β} ≤ 0.
For α ∈ A≥β we can use 0 ≤ y − wα ≤ yβ − yα to see
f(y)− f(wα) = f(y − wα) ≤ f
+(y − wα) ≤ f
+(yβ − yα) = f
+(yβ)− f
+(yα).
Therefore we have shown that
z ≤ f+(yα) ≤ f
+(yβ)− f(y) + f(wα)
for every α ∈ A≥β. Thus
z ≤ f+(yβ)− f(y) + inf{f(wα);α ∈ A≥β} ≤ f
+(yβ)− f(y) + 0.
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The infimum over y yields
z ≤ f+(yβ) + inf{−f(y); y ∈ [0, yβ ]} = f
+(yβ)− sup{f(y); y ∈ [0, yβ ]}
= f+(yβ)− f
+(yβ) = 0.
We conclude inf{f+(yα);α ∈ A} = 0, hence f
+ ∈ Aoc+ (G,H).
Since for f ∈ Aτob (G,H) we have that −f ∈ A
τo
b (G,H), we obtain f
− =
(−f)+ ∈ Aoc+ (G,H).
Now we are in a position to present the main results of the present paper
in the subsequent two theorems.
Theorem 7.7. Let G be a directed partially ordered abelian group that
satisfies the Riesz decomposition property and let H be a Dedekind complete
lattice-ordered abelian group. Then
Ao1b (G,H) = A
o2
b (G,H) = A
o3
b (G,H) = A
τo
b (G,H)
= Aoc+ (G,H) −A
oc
+ (G,H).
Proof. Let i ∈ {1, 2, 3}. By Theorem 4.2 we have
Aoib (G,H) ⊆ A
τo
b (G,H).
Proposition 7.6 implies that
Aτob (G,H) ⊆ A
oc
+ (G,H) −A
oc
+ (G,H).
By Proposition 7.3 the set Aoib (G,H) is a subgroup of Ab(G,H), hence
Aoc+ (G,H) −A
oc
+ (G,H) ⊆ A
oi
b (G,H).
Theorem 7.8. Let G be a directed partially ordered abelian group that
satisfies the Riesz decomposition property and let H be a Dedekind complete
lattice-ordered abelian group. Then Aτob (G,H) is an order closed ideal in
Ab(G,H).
Proof. From Proposition 7.3 and Theorem 7.7 it follows that Aτob (G,H)
is a full subgroup of Ab(G,H). Proposition 7.6 implies that A
τo
b (G,H) is
closed under the lattice operations in Ab(G,H). In particular, A
τo
b (G,H) is
directed, i.e. it is an ideal.
Combining Theorem 7.7, Proposition 7.2 and Proposition 5.7, we con-
clude that Aτob (G,H) is order closed.
Theorem 7.8 is a generalisation of a theorem by Ogasawara [Oga44] (see
also [AlBu85, Theorem 4.4]) for o1-continuous operators on vector lattices.
The following slight generalisation of [AbSi05, Proposition 1.6] is ob-
tained due to Theorem 7.7.
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Corollary 7.9. Let G be a directed partially ordered abelian group that
satisfies the Riesz decomposition property and let H be an Archimedean
lattice-ordered abelian group. Then Ao2b (G,H) ⊆ A
o3
b (G,H).
Proof. Let f ∈ Ao2b (G,H) and (xα)α∈A a net in G such that xα
o3−→ x ∈ G.
Furthermore let (Hγ , J) be the group Dedekind completion4 of H. Due to
Corollary 4.5 the map J is o2-continuous, hence also J ◦ f : G→ H
γ . Since
J ◦f is order bounded, Theorem 7.7 yields J ◦f ∈ Ao2b (G,H
γ) = Ao3b (G,H
γ).
Thus J(f(xα))
o3−→ J(f(x)) inHγ . Now Proposition 3.12 yields J(f(xα))
o2−→
J(f(x)) in Hγ . Thus Proposition 4.10(ii) shows that f(xα)
o3−→ f(x).
8 Order convergence and order topology in par-
tially ordered vector spaces
In this section let X be a partially ordered vector space. We will show that
for i ∈ {1, 2, 3} the scalar multiplication is jointly continuous with respect to
oi-convergence onX and R, respectively, if and only ifX is Archimedean and
directed. Examples are presented in which the order convergence concepts
differ.
Lemma 8.1. Let i ∈ {1, 2, 3}. Then the following statements are equivalent.
(i) For every x ∈ X the sequence ( 1
n
x)n∈N satisfies
1
n
x
oi−→ 0.
(ii) For every x ∈ X the sequence ( 1
n
x)n∈N satisfies
1
n
x
τo−→ 0.
(iii) X is Archimedean and directed.
Proof. The implication (i)⇒(ii) follows from Proposition 3.6. To show
(ii)⇒(iii), we first establish X+ to be generating in X. Let x ∈ X, then
for the sequence ( 1
n
x)n∈N we have
1
n
x
τo−→ 0, hence Remark 5.3 (c) shows the
existence of n ∈ N with 1
n
x ∈ X+ −X+. Since X+ −X+ is a vector space,
we obtain x ∈ X+ −X+.
To show that X is Archimedean, let x ∈ X+. By (ii), we have
1
n
x
τo−→ 0.
Since ( 1
n
x) ↓, Lemma 4.3 proves ( 1
n
x) ↓ 0.
Next we show (iii)⇒(i). Let x ∈ X. By the directedness of X, we have
x1, x2 ∈ X+ with x = x1 − x2. Since X is Archimedean, we get
1
n
xj ↓ 0
for j ∈ {1, 2}. Thus 1
n
xj
oi−→ 0 by Remark 3.7 and Proposition 3.6. Hence
Proposition 5.4 implies 1
n
x = 1
n
x1 −
1
n
x2
oi−→ 0.
4A slight adaptation of arguments given in [Vul67, Theorem IV.11.1] yields that for
every Archimedean lattice-ordered abelian group G there is a Dedekind complete lattice-
ordered abelian group Gγ and an additive order embedding J : G→ Gγ such that J [G] is
order dense in Gγ . We say that (Gγ , J) is the group Dedekind completion of G.
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Proposition 8.2. Let i ∈ {1, 2, 3}. Then the following statements are
equivalent.
(i) X is Archimedean and directed.
(ii) For every net (λα)α∈A in R with λα
oi−→ λ ∈ R and every net (xβ)β∈B
in X with xβ
oi−→ x ∈ X the net (λαxβ)(α,β)∈A×B satisfies λαxβ
oi−→ λx
(where A×B is ordered component-wise).
(iii) For every net (λα)α∈A in R with λα
oi−→ λ ∈ R and every net (xα)α∈A
in X with xα
oi−→ x ∈ X the net (λαxα)α∈A satisfies λαxα
oi−→ λx.
Proof. To show (i)⇒(ii), let (λα)α∈A be a net in R with λα
o1−→ λ ∈ R and
let (xβ)β∈B be a net in X with xβ
o1−→ x ∈ X. According to Proposition 5.6,
there is a net (λˇα)α∈A in R with λˇα ↓ 0 and ±(λα−λ) ≤ λˇα for every α ∈ A,
and a net (xˇβ)β∈B in X with xˇβ ↓ 0 and ±(xβ − x) ≤ xˇβ for every β ∈ B.
Since X is directed, there is xˇ ∈ X with ±x ≤ xˇ. The net (λˇαxˇ)(α,β)∈A×B is
a subnet of (λˇαxˇ)α∈A, hence X being Archimedean implies that λˇαxˇ ↓ 0. A
straightforward argument shows that the net (λˇαxˇβ+ λˇαxˇ+ |λ|xˇβ)(α,β)∈A×B
satisfies λˇαxˇβ+ λˇαxˇ+ |λ|xˇβ ↓ 0. For (α, β) ∈ A×B we have ±λα ≤ λˇα∓λ ≤
λˇα + |λ| and hence
±(λαxβ − λx) = ±λα(xβ − x)± (λα − λ)x ≤ (λˇα + |λ|)xˇβ + λˇαxˇ,
such that the net (λαxβ)(α,β)∈A×B satisfies λαxβ
o1−→ λx. The arguments for
o2-convergence and o3-convergence are similar.
The implication (ii)⇒(iii) follows from Remark 3.23.
By Lemma 8.1 we obtain (iii)⇒(i).
Next we present an example of a vector lattice in which τo-convergence
and o3-convergence do not coincide.
Example 8.3. Let X be the vector lattice of all real, Lebesgue-measurable,
almost everywhere finite functions on [0, 1]. As usual, we identify almost
everywhere equal functions and orderX component-wise almost everywhere.
Let (fn)n∈N be the sequence of characteristic functions of the intervals
[0, 1], [0, 12 ], [
1
2 , 1], [0,
1
4 ], [
1
4 ,
2
4 ], [
2
4 ,
3
4 ], [
3
4 , 1], [0,
1
8 ], . . .
The sequence (fn)n∈N does not o3-converge to 0. Indeed, assume fn
o3−→
0. By Proposition 5.6 there is a net (fˇα)α∈A in X with fˇα ↓ 0 and a map
η : A → N such that ±fn ≤ fˇα for all α ∈ A and n ∈ N≥η(α). To obtain a
contradiction note that 1 = sup{fn; n ∈ N≥η(α)} ≤ fˇα for all α ∈ A.
We show that fn
τo−→ 0. Let V ⊆ X be order open such that 0 ∈ V . For
t ∈ [0, 1] and ε ∈ R>0 let g
(t)
ε be the characteristic function of the interval
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[0, 1] ∩ [t− ε, t+ ε]. Note that for every t ∈ [0, 1] the sequence
(
g
(t)
1
n
)
n∈N
satisfies g
(t)
1
n
↓n 0. As V is a net catching set for 0, for every t ∈ [0, 1] there
is ε(t) ∈ R>0 such that
[
−g
(t)
ε(t), g
(t)
ε(t)
]
⊆ V . Since [0, 1] is compact, there is
a finite set I ⊂ [0, 1] such that {[t− ε(t), t+ ε(t)]; t ∈ I} is an open cover of
[0, 1]. Let δ be a Lebesgue number of this cover. There is n0 ∈ N such that
for every n ∈ N≥n0 the support of fn has diameter less than δ. Therefore
for every n ∈ N≥n0 there is t ∈ I such that fn ∈
[
−g
(t)
ε(t), g
(t)
ε(t)
]
⊆ V . This
proves that fn
τo−→ 0.
As a continuation of Remark 4.6, in the subsequent example we present
a vector lattice Y with order topology τo(Y ) and an order dense subspace X
such that the induced topology differs from the order topology τo(X). In the
spirit of [GaKa08a] this means, in particular, that the Extension property
(E) is not satisfied for order closed sets.
Example 8.4. In [GaKa08a, Example 5.2] the vector lattice
Y =
{
y = (yi)i∈Z ∈ l
∞; lim
i→∞
yi exists
}
and its order dense subspace
X =
{
x = (xi)i∈Z ∈ Y ;
∞∑
k=1
x−k
2k
= lim
i→∞
xi
}
are considered. Moreover, it is shown that the sequence of unit vectors
(e(n))n∈N is o1-convergent to 0 in Y , but is not o1-convergent in X. Here for
n, k ∈ Z we set e
(n)
k := 1 for n = k and e
(n)
k := 0 otherwise.
Let M := {e(n); n ∈ N}. By Theorem 3.14, M is not order closed in Y .
We will show in (A) that M is order closed in X and in (B) that there is no
order closed N ⊆ Y such that N ∩X =M . Moreover, in (C) we prove that
the sequence (e(n))n∈N is not convergent with respect to τo(X), and hence
not o3-convergent and not o2-convergent.
(A) To show that M is order closed in X, we use Theorem 3.14. Let
(nα)α∈A be a net in N such that e
(nα) o1−→ x ∈ X. Hence there is a net
(eˇα)α∈A in X such that eˇ
α ↓ 0 and ±
(
e(nα) − x
)
≤ eˇα for all α ∈ A. We
show in the steps (A1) and (A2) that (nα)α∈A has exactly one accumulation
point l, which implies x = e(l) ∈M .
(A1) The net (nα)α∈A has an accumulation point.
Indeed, assume the contrary. Let k ∈ Z. Since no element of {0, . . . , k}
is an accumulation point of (nα)α∈A, there is αk ∈ A such that for every
α ∈ A≥αk we have nα > k. Hence e
(nα)
k = 0 for every α ∈ A≥αk , and
|xk| =
∣∣∣e(nα)k − xk∣∣∣ ≤ eˇαk ↓ 0 implies xk = 0. This shows x = 0.
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We show that limk→∞ eˇ
α
k ≥ 1 for every α ∈ A. Assuming limk→∞ eˇ
α
k < 1,
for every α ∈ A there is K ∈ N such that for every k ∈ N≥K we have eˇ
α
k < 1.
Since (nβ)β∈A has no accumulation points, there is β ∈ A≥α such that
nβ ≥ K, and we obtain the contradiction 1 > eˇ
α
nβ
≥ eˇβnβ ≥ e
(nβ)
nβ = 1.
We do not have eˇαk ↓α 0 for every k ∈ Z \ N, since otherwise monotone
convergence would imply 1 ≤ limk→∞ eˇ
α
k =
∑∞
k=1
eˇα
−k
2k
↓α 0. Hence there is
k ∈ Z \N and δ > 0 with eˇαk ≥ δ for every α ∈ A. Put w := δe
(k) − 2δe(k−1)
and observe the contradiction w ≤ eˇα ↓α 0. This shows that (nα)α∈A has
accumulation points.
(A2) The net (nα)α∈A has at most one accumulation point.
Indeed, let l, k ∈ N be accumulation points of this net. As eˇαl ↓ 0,
we obtain that for every ε > 0 there is an α0 ∈ A such that for every
α ∈ A≥α0 we have
∣∣∣e(nα)l − xl∣∣∣ ≤ eˇαl ≤ eˇα0l ≤ ε. Since l is an accu-
mulation point of (nα)α∈A, there is α ∈ A≥α0 such that l = nα. Thus
|1 − xl| =
∣∣∣e(l)l − xl∣∣∣ = ∣∣∣e(nα)l − xl∣∣∣ ≤ ε, consequently xl = 1. Since k is an
accumulation point of (nα)α∈A, there is β ∈ A≥α0 such that k = nβ. Hence∣∣∣e(k)l − 1∣∣∣ = ∣∣∣e(nβ )l − xl∣∣∣ ≤ ε and we have shown e(k)l = 1, i.e. k = l.
(B) To show that there is no order closed set N ⊆ Y such that N ∩
X = M , assume the contrary. As e(n)
o1−→ 0 we obtain 0 ∈ N . Hence
0 ∈ N ∩X =M , which is a contradiction.
(C) Assume that e(n)
τo(X)
−−−→ x ∈ X. Since M is order closed in X, there
is l ∈ N such that x = e(l). Let O := {x ∈ X; xl ∈ (0, 2)} and observe that
e(l) ∈ O ∈ τo(X). Thus e
(n) τo(X)−−−→ e(l) implies the existence of N ∈ N such
that for every n ∈ N≥N we have e
(n) ∈ O, a contradiction.
9 Properties of the set of order continuous linear
operators in partially ordered vector spaces
In this section, let X and Y be partially ordered vector spaces. In this
setting, we provide similar statements as in Section 7. The following is a
slight generalisation of [AbSi05, Theorem 2.1]. Note that for i = 1 the result
is contained in Proposition 4.15.
Proposition 9.1. Let X be Archimedean, G be a partially ordered abelian
group and i ∈ {1, 2, 3}. Every oi-continuous and additive map f : X → G is
order bounded.
Proof. Note that it is sufficient to show that f [[0, v]] is order bounded in
G for every v ∈ X+. Let A := N × [0, v] be ordered lexicographically and
define x(n,w) :=
1
n
w, xˆ(n,w) := −
1
n
v and xˇ(n,w) :=
1
n
v for (n,w) ∈ A. Note
that xˆα ↑ 0 and xˇα ↓ 0 and that xˆα ≤ xα ≤ xˇα for all α ∈ A. Thus
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xα
o1−→ 0. Since f is oi-continuous, by Proposition 3.6 we obtain f(xα)
o3−→ 0.
Therefore by Proposition 5.6(iii) there is a net (yβ)β∈B and a map η : B → A
such that yβ ↓ 0 and ±f(xα) ≤ yβ for every β ∈ B and α ∈ A≥η(β). Fix
β ∈ B. Since η(β) ∈ A there are (m,u) ∈ A such that η(β) = (m,u).
Now let w ∈ [0, v] and observe that (m + 1, w) ≥ (m,u) = η(β). Thus
±f(w) = ±(m+ 1)f
(
1
m+1w
)
= ±(m+ 1)f
(
x(m+1,w)
)
≤ (m+ 1)yβ. Hence
f [[0, v]] ⊆ [−(m+ 1)yβ, (m+ 1)yβ ].
Remark 9.2. It is an open question whether Proposition 9.1 is valid if X is
an Archimedean partially ordered abelian group.
We denote Loib (X,Y ) = A
oi
b (X,Y ) ∩ L(X,Y ), L
τo
b (X,Y ) = A
τo
b (X,Y ) ∩
L(X,Y ) and Loc+ (X,Y ) = A
oc
+ (X,Y ) ∩ L(X,Y ). The proof of the following
statement is similar to the one in [AlTo07, Lemma 1.26].
Proposition 9.3. If X is directed and Y is Archimedean, then every addi-
tive monotone map is homogeneous, i.e. A+(X,Y ) = L+(X,Y ).
An analogue for oi-continuous maps is given next.
Proposition 9.4. Let X,Y be directed and Archimedean and let i ∈
{1, 2, 3}. Then every additive oi-continuous map from X to Y is homoge-
neous, hence Aoib (X,Y ) = L
oi
b (X,Y ). Furthermore, A
oc
+ (X,Y ) = L
oc
+ (X,Y ).
Proof. Let T ∈ Aoib (X,Y ). Observe that every additive maps is Q-homo-
geneous. Let λ ∈ R and x ∈ X. There is a sequence (λn)n∈N in Q that
oi-convergences to λ (with respect to R, cf. Example 3.13). By Proposition
8.2 we get λnx
oi−→ λx and λnT (x)
oi−→ λT (x). Since T is oi-continuous, we
obtain T (λnx)
oi−→ T (λx). As T is Q-homogeneous, we get for every n ∈ N
that T (λnx) = λnT (x). Due to Remark 3.17 order limits are unique, hence
we conclude T (λx) = λT (x).
Under the conditions of Proposition 9.3, we obtain
A+(X,Y )−A+(X,Y ) = L+(X,Y )− L+(X,Y ) ⊆ Lb(X,Y ) ⊆ Ab(X,Y ).
Hence, if Ab(X,Y ) is directed, then Ab(X,Y ) = Lb(X,Y ). Therefore, The-
orem 6.3 yields the following statement.
Theorem 9.5. Let X be a directed partially ordered vector space with
the Riesz decomposition property, and let Y be a Dedekind complete vec-
tor lattice. Then every additive order bounded map is homogeneous, i.e.
Ab(X,Y ) = Lb(X,Y ).
We reformulate the Theorems 7.7 and 7.8 and obtain a generalisation of
the Ogasawara theorem.
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Theorem 9.6. Let X be a directed partially ordered vector space with the
Riesz decomposition property, and let Y be a Dedekind complete vector
lattice. Then
Lo1b (X,Y ) = L
o2
b (X,Y ) = L
o3
b (X,Y ) = L
τo
b (X,Y )
= Loc+ (X,Y )− L
oc
+ (X,Y ).
Moreover, Lτob (X,Y ) is an order closed ideal in Lb(X,Y ).
If X is, in addition, Archimedean, then by Proposition 9.1 and Theo-
rem 9.6 a linear operator T : X → Y is oi-continuous if and only if T ∈
Loc+ (X,Y )− L
oc
+ (X,Y ).
It is an open question whether one obtains similar results to the ones in
Theorem 9.6 under weaker assumtions. In particular, if Y is an Archimedean
vector lattice, but not Dedekind complete, then the set of all regular linear
operators is an Archimedean directed partially ordered vector space, and the
notion of an ideal is at hand, see [GaKa08a]. One can ask whether the set
of order continuous (or oi-continuous) regular linear operators is an order
closed ideal in the space of regular operators.
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