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1. INTRODUCTION 
Let X be a Hausdorff space, 2x a space of all nonempty compact subsets 
of 1, and Cm(X) a space of all bounded continuous functions from X to 
R". Suppose that 2x is endowed with the Vietoris topology [6] and Cm(X) 
is topologized by the usual uniform convergence norm. Let Cc R" be a 
convex cone, int C # 0. P = 2x x Cm(X), every pair p = (A, f) E P deter- 
mines a multiobjective optimization problem with respect to C 
min f(x). 
J E A 
Iff(x) E Min(f(A) I(01 u int C), [7] said that xE A is a weakly efficient 
solution with respect to C. In other words, XEA is a weakly efficient solu- 
tion if there is no x’ E A such that f(x’) -f(x) E int C. Denote by F(‘(p) all 
weakly efficient solutions of p E P. x E F(p) is called an essential weak 
efficient solution if for each open neighbourhood N(x) of x, there xists an 
open neighbourhood O(p) such that for any p’ E O(p), there exists 
x’ E F(p’) and x’ E N(x). Problem p E P is called almost essential (essential) 
if some x E F(‘(p) (all xE F(p)) are essential. 
In this paper, we prove that the multivalued mapping F is almost lower 
semicontinuous (lower semicontinuous) at p o problem p is almost essen- 
tial (essential). When X is a Tech-complete space from the class 9, there 
exists a dense Gb subset Q of P such that F is almost lower semicontinuous 
on Q; in other words, most of the multivalued optimization problems (in 
the sense of Baire category) are almost essential, i.e., they have at least one 
essential weak efficient solution. When X is a complete metric space, there 
exists a dense G6 subset Q’ of P such that F is lower semicontinuous on Q’; 
in other words, most multivalued optimization problems (in the sense of 
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Baire category) are essential, i.e., their weakly efficient solutions are all 
essential. 
As a consequence, we deduce that most optimization problems have 
unique solutions [l, 51. 
2. PRELIMINARIES 
Let X be a Hausdorff space and PO(X) be a space of all nonempty subsets 
of x. 
LEMMA 1. A,,E~~ (n= 1, 2, 3, . ..). A l 2”, A, + A 
(1) If GXA is open, then 3Nsuch that Vn>N, GxA,. 
(2) If x,EA, (n=1,2,3 ,... ),x,+x, then xEA. 
(3) If x’ E A, then for any open neighbourhood G’of x’, 3N’ such that 
Vn>N’, G’nA,,#@. 
(4) U,“=, A.uAE~~. 
Proof: (1) [.,G]={UEY~(X):UCG} isopenand AE[.,G], since 
A,-+A,3NsuchthatVn>N, A,E[.,G],soG~A,. 
(2) Suppose x E A. As A is compact, there are two open sets V and 
W, VIA, XE W, and Vn W=@. Since A,+A and x,+x, by (l), 3N 
such that Vn > N, Vx A,, and x, E W; this contradicts x, E A,,. 
(3) Z,~={U~~(X):UnG’#~}isopenandA~Z,~,sinceA,,-+A, 
3N’ such that Vn > N’, A,, EI,,, so G’ r\ A,, # 0. 
(4) Suppose (G, : 3&~/i} is an open covering of U,“=, A,u A. Since 
U AEA G, I A and A is compact, there xists a finite family {G,, . . . . G,} such 
that Uj=, GixA. A,+A, by (l), 3N such that Vn > N, Us=, G,I A,. 
Since lJj,tn G,=) U,“= I A,, and (Jr=, A, is compact, there exists a finite 
family {G,,, ,..., G ) such that Uf=s+1Gi31J~=IAn, and hence (J:=,G, 
is a finite covering of U,“=, A,u A, U,“=, A,u AEON. 
DEFINITION 1. X is called a tech-complete space if it may be embedded 
as a Gs subset of some compact Hausdorff space. 
LEMMA 2. Zf X is a tech-complete space, then P = 2x x Cm(X) is tech- 
complete. 
Proof. By Lemma 2.2 of Cl], 2x is tech-complete. Cm(X) is a complete 
metric space, by Theorem 4.3.26 of [3], it is Tech-complete. The result 
now follows from Theorem 3.9.8 of [3]. 
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DEFINITION 2. Let Y be a Hausdorff space, F: Y + PO(X). 
(1) F is called upper semicontinuous (u.s.c.) at yE Y, if for each open 
set G, G 3 F(y), there xists an open neighbourhood O(y) such that for 
each y’ E O(y), G 3 F( y’). 
(2) F is called lower semicontinuous (1.s.c.) at y E Y if for each open 
set G, G A F(y) # 0, there xists an open neighbourhood O(y) of y such 
that for each y’ E O(y), G n F( y’) # 0. 
(3) F is called almost lower semicontinuous (a.1.s.c.) at ye Y if there 
exists XE F(y) such that for each open neighbourhood N(x) of x there 
exists an open neighbourhood O(y) of y, and for each y’ E O(y), 
N(x) n F(f) # 0. 
(4) If F is upper semicontinuous on Y, and for each y E Y, F(y) is 
compact, we say that F is an usco map. 
LEMMA 3 (Theorem 2 of [4]). Let X he a metric space, Y be a Baire 
space, F: Y + PO(X) is an usco map. Then there is a dense G;, subset Q’ of 
Y such that F is I.s.c. on Q’. 
DEFINITION 3 [ 1, 51. Hausdorff space X is said to belong to the class 
3 if for every Tech-complete space Y, every usco map F: Y + .!Z?#J is a 
1.s.c. on some dense G6 subset of Y. 
Each completely metrizable space is in 9 (Lemma 3) and each Banach 
space with its weak topology (it is nonmetrizable) isin 9 (Theorem 2 
of PI). 
3. MAIN RESULTS 
LEMMA 4. VP’PP, F(p)~2? 
ProoJ Vp = (A, f) E P, A is compact and f is continuous, of(A) c R” 
is compact. Since 0 u int Cc R” is a convex cone, by Corollary 3.11 of 
[7], F(p)# 0. VX,E F(p) (n = 1,2,3, ...). x,-+x, if XE F(p), then 
3x’ E F(p) such that f(x’) -f(x) E int C. Since f is continuous, 3N such that 
Vn 2 N, f (x’) - f(x,) E int C, so x, s F(p), which is a contradiction; hence, 
x E F(p) and F(p) c A is closed, and F(p) E 2x. 
LEMMA 5. F is U.S.C. on P. 
Proof: Vp = (A, f) E P, suppose F is not U.S.C. atp, there xists an open 
set G, G 2 F(p) and pn E P (n = 1,2,3, ...) such that pn +p, X,E F(p,) and 
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x, 5 G. Denote p, = (A,, fn), so A, -A,f,+f. x,EA,~U:=, 4~4 by 
Lemma 1 (4), U,“= , A, u A is compact and we may suppose x, + x. By 
Lemma 1 (2), xE A. It is easy to see x 5 G, so x 5 F(p). 3x’ E F(p) such that 
f(d) -f(x) E int C. As f is continuous, there are two open neighbour- 
hoods N(x) of x and N’(x’) of x’ such that VU E N(x), VUE N’(x’), 
f(v) -f(u) E int C. Since fn -f, 3N such that Vn > N, f,(o) -f,,(u) E int C. 
Since x’ E A and x, -+ x, by Lemma 1 (3) 3N’ 2 N such that V’n 3 N’, 
N’(x’) n A, # @ and x, E N(x). Choose XL E N’(x’) n A,, f,(xL) - fn(xn) E 
int C; this contradicts x, E F(p,). 
THEOREM 1. (1) F is a.1.s.c. at p E P -=p is almost essential. 
(2) F is 1.s.c. atp E Pop is essential. 
Proof: (1) If F is a.1.s.c. at p E P, then 3x E F(p) such that for any open 
neighbourhood N(x) of x there xists an open neighbourhood O(p) of p 
such that Vp’ E O(p), N(x) n F(p’) # 0, i.e., 3x’ E F(p’) and x’ E N(x), p is 
almost essential. Conversely, ifp is almost essential, then 3x E F(p) such 
that for any open neighbourhood N(x) of x, there exists an open 
neighbourhood O(p) of p such that Vp’ E O(p), 3x’ E F(p’) and x’ E N(x); 
i.e., N(x) n F(p’) # 0, F is a.1.s.c. at p E P. 
(2) Same as (1). 
THEOREM 2. Zf F(p) = {xl, then p is essential. 
Proof. For any open set G, G n F(p) # 0, since F(p)= (x}, so 
G 3 F(p). By Lemma 5, F is U.S.C. atp, there xists an open neighbourhood 
O(p) of p such that Vp’ E O(p), G 3 F(p’), i.e., G n F(p’) # 0, F is 1s.~. at 
p. By Theorem 1 (2) p is essential. 
THEOREM 3. Let X be a tech-complete space from the class 9. Then 
there is a dense G6 subset Q of P such that F is a.1.s.c. on Q; in other words, 
most of the multiobjective optimization problems (in the sense of Baire 
category) are almost essential, i.e., they have at least one essential weak 
efficient solution. 
Proof: By Lemma 4 and 5, F is an usco map. By Lemma 2, P is Tech- 
complete. X E 9, there is a dense G, subset Q of P such that F is a.1.s.c. on 
Q and by Theorem 1 (1) most of the multiobjective optimization problems 
are almost essential, i.e., they have at least one essential weak efficient solu- 
tion. 
Remark 1. Let X be a compact Hausdorff space from the class Yip, 
Theorem 3 holds. 
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THEOREM 4. Let X be a complete metric space. Then there is a dense G, 
subset Q’ of P such that F is 1.s.c. on Q’; in other words, most of the multi- 
objective optimization problems (in the sense of Baire category) are essential, 
i.e., their weakly efficient solutions are all essential. 
Proof By Theorem 3.9.3 of [3], P is a Baire space. By Lemma 3, there 
is a dense G, subset Q’ of P such that F is 1.~. on Q’ and by Theorem 1 
(2), most of the multiobjective optimization problems are essential, i.e., 
their weakly efficient solutions are all essential. 
4. APPLICATIONS 
Letm=l,C=(-~,O]~Risaconvexcone,intC=(-~,O),itiseasy 
to see 
LEMMA 6. x is a weakly efficient solution with respect with to Co x is 
a solution of minxcA f(x). 
THEOREM 5. If minxtA f(x) has a unique solution, then p is essential. If 
X is tech-complete, p is almost essential, then mirrYEA f(x) has a unique 
solution. 
Proof Since minxtA f(x) has a unique solution, by Lemma 6, 
min,,, f(x) has a unique weakly efficient solution with respect to cone C. 
The result follows from Theorem 2. 
Suppose x1, x2 are solutions of minxca f(x), x, #x, and f(x,)= 
f(xZ) = a. By Lemma 6, x1 E F(p), x2 E F(p). Since p is almost essential, we 
may suppose x2 is essential. There are two open sets V and W such that 
x1 E V, x2 E W, and Vn W = @. As X is completely regular and A/V is 
closed, there xists a continuous function g: X + [0, l] satisfying g(xr) = 0 
and VXE A/V, g(x) = 1. 
Vt > 0, f,(x) = f(x) + tg(x) continuous, itis easy to see ft + f (t -+ 0) and 
P, = (A, f,) + (A, f) =P (t + 0). 
Vt > 0, minxeA ft(x) = f,(xl) = a. S’ mce x2 E F(p) is essential, there xists 
an open neighbourhood O(p) of p such that Vp’ E O(p), 3x’ E F(p’) and 
x’ E W. 3, > 0 such that ptl E O(p), so 3x’ E F(p,,) and x’ E W. x’ E A/V, 
ft,(x’) = f(x’) + t, > a + t, > a, i.e., x’is not a solution of minxtA fi,(x). By 
Lemma 6, x’ E F(p,,); this contradicts x’ EF(p,,). 
THEOREM 6 (Beer). Let X be a Tech-complete space from the class 2. 
Then there is a dense Gs subset Q of P each of whose elements has a unique 
solution. 
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Proof. By Theorem 3, there is a dense G, subset Q of P such that F 
is a 1.s.c. on Q, and by Theorem 5 each of elements in Q has a unique 
solution. 
Remark 2. Let X be a compact Hausdorff space from the class 2, 
Theorem 6 holds (Kenderov). 
ACKNOWLEDGMENT 
Part of this work was done at Harvard University while the author was a visiting scholar 
of economics. The author thanks Professor A. Mas-Colell. 
REFERENCES 
1. G. BEER, On a generic optimization theorem of Kenderov, Nonlinear Anal. Theory, 
Methods, Appl. 6 (1988), 641-655. 
2. J. P. R. CHRISTENSEN, Theorems of Namioka and Johnson type for upper semi-continuous 
and compact valued setvalued mappings, Proc. Amer. Malh. Sot. 86 (1982), 649-655. 
3. R. ENGLEKING, “General Topology,” Polish Scientific, Warsaw, 1977. 
4. M. K. FORT, JR., Points of continuity of semicontinuous functions, Publ. Marh. Debrecen 
2 (1951), 10&102. 
5. P. S. KENDEROV, Most of the optimization problems have unique solution, in “Proceedings, 
Oberwolhfach Conference on Parametric Optimization” (B. Brosowski and F. Deutsch, 
Eds.), pp. 203-216, Birkhguser International Series of Numerical Mathematics, Vol. 72, 
Birkhiiuser, Basel, 1984. 
6. E. KLEIN AND A. THOMPSON, “Theory of Correspondences,” Wiley, New York, 1984. 
7. D. T. Luc, Theory of vector optimization, in “Lecture Notes in Economics and Mathe- 
matical Systems,” Vol. 319, Springer-Verlag, Berlin, 1989. 
