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Abstract
We construct an algebraic model for the Center Problem for equation v′ =∑∞i=1 ai (x)vi+1. This
problem is related to the classical Poincaré Center-Focus problem for polynomial vector fields.
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1. Introduction
The classical Center-Focus problem first studied by Poincaré [20] and further deve-
loped by Lyapunov [18], Bendixson [5] and Frommer [14] asks about the characterization
of planar polynomial vector fields whose integral trajectories are closed curves with inte-
riors containing a fixed point, a center. In the case of a non-degenerated equilibrium point
of the field, by passing to polar coordinates this problem can be reduced to the Center
Problem for the ODE
dv
dx
=
∞∑
i=1
ai(x)v
i+1, (1.1)
E-mail address: albru@math.ucalgary.ca (A. Brudnyi).
1 Research supported in part by NSERC.0007-4497/$ – see front matter  2004 Elsevier SAS. All rights reserved.
doi:10.1016/j.bulsci.2004.05.006
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the field. For some important results in this area see e.g. [1–4,6–8,11–13,16,17,23–26] and
references therein.
Following [9] and [10] we consider a more general Center Problem assuming that all
ai in (1.1) belong to L∞(S1), the Banach space of bounded complex-valued functions on
the unit circle S1. (We identify elements of L∞(S1) with bounded 2π -periodic functions
on R.) If the coefficients of (1.1) grow not very fast, for a sufficiently small initial value one
can solve this equation by Picard iteration so that the (generalized) solution is a Lipschitz
function on [0,2π]. (I.e., in this way we obtain a function v for which (1.1) holds almost
everywhere on [0,2π].) Moreover, there is a unique solution with the prescribed initial
value v(0). We say that Eq. (1.1) determines a center if for any sufficiently small initial
values v(0) the solution of (1.1) satisfies v(0) = v(2π). The Center Problem for Eq. (1.1)
is to find conditions on the coefficients ai under which this equation determines a center.
In [9] and [10] we obtained an explicit expression for the first return map of (1.1) and
described an important class of centers. In the present paper we construct an algebraic
model for the Center Problem announced in [10].
2. Formulation of main results
2.1. First we recall some definitions and results from [9] and [10].
Let Xi := L∞(S1) be the space of all coefficients ai from (1.1), and X be the complex
Fréchet space of sequences a = (a1, a2, . . .) ∈∏i1 Xi satisfying
sup
x∈S1
∣∣ai(x)∣∣ li , i = 1,2, . . . , (2.1)
for some l (depending on a). From Picard iteration it follows that for any a ∈ X the corre-
sponding equation (1.1) is locally solvable for sufficiently small initial values. Let C ⊂ X
be the center set of Eq. (1.1), that is, the set of those a ∈ X for which the corresponding
equations (1.1) determine centers. Consider the iterated integrals
Ii1,...,ik (a) :=
∫
· · ·
∫
0s1···sk2π
aik (sk) · · ·ai1(s1)dsk · · ·ds1 (2.2)
defined on X (for k = 0 we assume that this equals 1). They can be thought of as k-linear
holomorphic functions on X. By the Ree formula [21] the linear space generated by all
such functions is an algebra. A linear combination of iterated integrals of order  k is
called an iterated polynomial of degree k.
Let v(x; r;a), x ∈ [0,2π], be the Lipschitz solution of Eq. (1.1) corresponding to a ∈X
with (sufficiently small) initial value v(0; r;a)= r . Then P(a)(r) := v(2π; r;a) is the first
return map of this equation.
Theorem A [9]. For sufficiently small initial values r the first return map P(a) is an
absolutely convergent power series P(a)(r) = r +∑∞n=1 cn(a)rn+1, where
cn(a)=
∑
i +···+i =n
ci1,...,ik Ii1,...,ik (a), and1 k
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The center set C ⊂ X of Eq. (1.1) is determined by the system of polynomial equations
cn(a) = 0, n= 1,2, . . . .
We say that Eq. (1.1) corresponding to a ∈ X determines a universal center, if
Ii1,...,ik (a) = 0 for all positive integers i1, . . . , ik and k  1. The set U of universal cen-
ters is, in a sense, a stable part of the center set C . In [10] we described certain classes of
Eqs. (1.1) determining universal centers. Some of our results revealed a connection with
the so-called composition condition whose role and importance for the Center Problem was
studied in [2,7,8,25] for the special case of Abel differential equations.
2.2. To formulate our results we introduce a multiplication ∗ :X ×X → X.
Given a = (a1, a2, . . .) and b = (b1, b2, . . .) from X we define
a ∗ b = (a1 ∗ b1, a2 ∗ b2, . . .) ∈ X and a−1 = (a−11 , a−12 , . . .) ∈X,
where for any i
(ai ∗ bi)(t) =
{2ai(2t) if 0 < t  π,
2bi(2t − 2π) if π < t  2π
and
a−1i (t) = −ai(2π − t), 0 < t  2π.
We say that a, b ∈ X are equivalent (written, a ∼ b) if a ∗ b−1 ∈ U .
Proposition 2.1. The relation ∼ is reflexive, symmetric and transitive so that X partitions
into mutually disjoint equivalence classes.
By G(X) we denote the set of these equivalence classes, and by [a] the class containing
a ∈ X.
Proposition 2.2. The following relations hold:
(1) if a ∼ a′ and b ∼ b′, then a ∗ b ∼ a′ ∗ b′;
(2) (a ∗ b) ∗ c ∼ a ∗ (b ∗ c);
(3) a ∗ 0 ∼ 0 ∗ a;
(4) a ∗ a−1 ∼ 0 ∼ a−1 ∗ a.
(1) implies that [a ∗ b] depends only on classes [a] and [b]. Thus the formula
[a] · [b] = [a ∗ b]
determines a multiplication on G(X). From (2), (3) and (4) we conclude that (G(X), ·) is
a group; here [0] is the unit of G(X) and [a−1] is the inverse to [a].
Proposition 2.3. If a ∼ b, then I (a) = I (b) for any iterated integral I .
842 A. Brudnyi / Bull. Sci. math. 128 (2004) 839–857Thus every such I determines a function Iˆ :G(X) → C, Iˆ ([a]) := I (a), which will be
referred to as an iterated integral on G(X). By I(G(X)) we denote the algebra of iterated
integrals on G(X). Any Iˆi1,...,ik with Ii1,...,ik as in (2.2) will be called a basic iterated
integral.
Next, we introduce a topology τ on G(X).
Given g ∈ G(X) the base of open neighbourhoods at g consists of all possible sets of
the form{
h ∈ G(X): ∣∣Iˆ1(h)− Iˆ1(g)∣∣< , . . . , ∣∣Iˆk(h)− Iˆk(g)∣∣< },
where Iˆ1, . . . , Iˆk are basic iterated integrals and  > 0. This is the weakest topology on
G(X) in which all functions Iˆ are continuous.
The following result describes certain properties of G(X).
We say that a group G is residually torsion free nilpotent if the set of finite-dimensional
unipotent representations separates elements of G. (For instance, any free group satisfies
this property.)
Theorem 2.4.
(1) The family I(G(X)) separates points on G(X).
(2) (G(X), ·, τ ) is a separable topological group.
(3) G(X) is metrizable and is the union of an increasing sequence of compact subsets.
(4) G(X) is contractible to a point, arcwise connected, locally simply and arcwise con-
nected.
(5) G(X) is residually torsion free nilpotent.
2.3. Let Gc[[r]] be the set of complex power series f (r) = r +∑∞k=1 dkrk+1 each conver-
gent in some open neighbourhood of 0 ∈ C. We consider Gc[[r]] with the multiplication ◦
defined by the composition of series. Let dk :Gc[[r]] → C be such that dk(f ) equals the
(k + 1)-st coefficient of the Taylor expansion of f at 0. Let τ ′ be the weakest topology on
Gc[[r]] in which all functions dk are continuous.
Proposition 2.5. (Gc[[r]],◦, τ ′) is a separable topological group. The family of functions
dk separates points on Gc[[r]]. Moreover, Gc[[r]] is contractible to a point, arcwise con-
nected, locally simply and arcwise connected, and residually torsion free nilpotent.
Let P(a) be the first return map of Eq. (1.1) corresponding to a ∈ X. Clearly, P(a) ∈
Gc[[r]]. The following result is crucial for our construction.
Theorem 2.6. It is true that for any a, b ∈ X
P(a ∗ b)= P(b) ◦ P(a).
This and the fact that P(a)(r) ≡ r for any a ∈ U imply that there exists a map
P̂ :G(X) →Gc[[r]] such that P̂ ([a]) := P(a). Then we will establish
A. Brudnyi / Bull. Sci. math. 128 (2004) 839–857 843Theorem 2.7. P̂ :G(X) → Gc[[r]] is a surjective homomorphism of topological groups.
The kernel Ĉ ⊂ G(X) of P̂ corresponds to the image of the center set C ⊂ X in G(X).
Moreover, Ĉ is a non-trivial, normal, closed, contractible to a point, arcwise connected,
locally simply and arcwise connected subgroup of G(X).
Let Q(X) := G(X)/Ĉ be the quotient group and π :G(X) → Q(X) be the quotient
homomorphism. By Proposition 2.3 the Taylor coefficients cn of the first return map P (see
Theorem A) satisfy cn(a) = cn(b) for a ∼ b. Therefore they can be viewed as functions on
G(X) (written, cˆn).
Proposition 2.8. Every cˆn is constant on fibres of π and therefore determines a function
c¯n :Q(X) → C such that c¯n ◦ π = cˆn.
Let τ ′′ be the weakest topology on Q(X) in which all functions c¯n are continuous.
Theorem 2.9. Q(X) equipped with τ ′′ is a topological group. Moreover, the homomor-
phism P̂ determines an isomorphism 
P :Q(X) →Gc[[r]] defined by P̂ = 
P ◦ π .
Now, given f (r) = r+∑∞k=1 dkrk+1 ∈ Gc[[r]] we define a(f ) = (a1, a2, . . .) ∈X from
the identity of formal power series
∞∑
i=1
ai(x)t
i+1 =
∑∞
k=1(dk/2π)tk+1
1 +∑∞k=1(k + 1)dk(1 − x/2π)tk for x ∈ (0,2π]
and further extended by periodicity. Let [a(f )] ∈ G(X) be the image of a(f ). By T we
denote the map f → [a(f )]. Then we have
Theorem 2.10. The map T :Gc[[r]] → G(X) is a continuous embedding such that
P̂ ◦ T = id. Moreover, the map T˜ :Gc[[r]] × Ĉ → G(X) defined by T˜ (f, g) := T (f ) · g
is a homeomorphism.
2.4. In this part we show that similar to the above results are valid for some naturally
defined subgroups of G(X).
We say that a subset S ⊂ G(X) is defined over a field F, Q ⊆ F ⊆ C, if Iˆ (s) ∈ F for
every s ∈ S and any basic iterated integral Iˆ . In what follows any subset of G(X) is con-
sidered in the relative topology.
Proposition 2.11. The subset GF(X) ⊂ G(X) of points defined over F forms a subgroup
having properties (1), (2), (5) of Theorem 2.4. Moreover, if F = R then GF(X) has the
properties (3) and (4), as well.
Let Gc,F[[r]] ⊂ Gc[[r]] be the subgroup of convergent power series with coefficients
from F equipped with the relative topology. We set ĈF := Ĉ ∩GF(X).
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(1) P̂ |GF(X) :GF(X) → Gc,F[[r]] is a surjective homomorphism of topological groups
whose kernel is ĈF.
(2) The map T from Theorem 2.10 maps Gc,F[[r]] into GF(X). Thus, the map
T˜F :Gc,F[[r]] × ĈF → GF(Y ), T˜F(f, g) := T (f ) · g
is a homeomorphism.
Example 2.13. (1) Suppose a = (a1, a2, . . .) ∈ X with a2k−1(x) = sin kx and a2k(x) =
coskx , k = 1,2, . . . . Then [a] ∈ G(X) is defined over the field Q(π).
(2) Suppose a = (a1, a2, . . .) ∈ X with ak(x) := xk−1/(2π)k for x ∈ (0,2π] and then
extended by periodicity. Then [a] ∈G(X) is defined over Q.
We complete this section by the following arithmetic result.
We say that a map P : [0,1] → G(X) is F-polynomial, if Iˆ ◦ P ∈ F[t] for any basic
iterated integral Iˆ .
Theorem 2.14. Suppose P : [0,1] → G(X) is F-polynomial, P(0) /∈ Ĉ but P(ξ) ∈ Ĉ for
some ξ ∈ (0,1]. Then ξ is algebraic over F.
Remark 2.15. (1) One can show that ĈF is not trivial for any F.
(2) The map T of Theorem 2.10 is not unique. In a forthcoming paper we will present
some similar maps one of which is related to a Floquet-type result for Eq. (1.1).
(3) Let Xa ⊂ X be the subset of elements (a1, a2, . . .) ∈ X with ai piecewise analytic
complex-valued functions on S1. Let Y , Xa ⊂ Y ⊂ X, satisfy a ∗ b, a−1, ta ∈ Y for any
a, b ∈ Y , t ∈ C. (One can choose e.g. Y := Xa or Y := Xs , the set of (a1, a2, . . .) ∈X with
ai piecewise continuous complex-valued functions on S1.) By G(Y) we denote the image
of Y in G(X). Then G(Y) is a subgroup of G(X). Similarly to the above results one can
prove that
(a) G(Y) has properties (1), (2), (4), (5) of Theorem 2.4.
(b) P̂ |G(Y) :G(Y) → Gc[[r]] is a surjective homomorphism of the topological groups
whose kernel is ĈY := Ĉ ∩G(Y).
(c) The quotient group G(Y)/ĈY is isomorphic to Q(X).
(d) The range of the map T from Theorem 2.10 is a subset of G(Y), thus, the map
T˜Y :Gc[[r]] × ĈY →G(Y), T˜Y (f, g) := T (f ) · g is a homeomorphism.
(4) Let Xn consist of elements a = (a1, . . . , an,0,0, . . .) ∈ X. The image G(Xn) of
Xn in G(X) is a subgroup having the properties of Theorem 2.4. The natural projection
pn :X → Xn, (a1, a2, . . .) → (a1, . . . , an,0,0, . . .), induces a surjective homomorphism
pn∗ :G(X) → G(Xn). In particular, G(Xn) is isomorphic (in the category of topological
groups) to the semidirect product of G(Xn) and the normal subgroup Ker(pn∗) ⊂ G(X).
Set Ĉn := Ĉ ∩G(Xn). One can show that Ĉn is a non-trivial subgroup of G(Xn) for n 2.
An important problem is to find a method allowing to construct explicitly elements of Ĉn.
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holomorphic on U for any iterated integral Iˆ on G(X). (Similarly, one defines polynomial
and real-analytic maps into G(X).)
Next, let DnG(X) ⊂ G(X) be a subgroup defined by D0G(X) = G(X) and DnG(X) :=
[G(X),Dn−1G(X)]. For g,h ∈ G(X) we write g ≡ h (modDnG(X)) if gh−1 ∈ DnG(X).
Suppose U ⊂ Ck is a domain, K U , and f :U →G(X) is a holomorphic map. Then
using the definition of the first return map one can show that there is s ∈ N depending on
f and K such that if g ∈ f (K) satisfies g ≡ h (modDsG(X)) for some h ∈ Ĉ , then g ∈ Ĉ.
A similar statement is true for a polynomial map f :Ck → G(X) with K replaced
by Ck . Such f appear e.g. in the framework of the Poincaré Center-Focus problem for
polynomial vector fields with non-degenerated equilibrium points (see the Introduction).
In this case the main problem is to find effective bounds for the corresponding integers s.
3. Proofs of results of Section 2.2
Proof of Proposition 2.1. Let A(X1,X2) be the associative algebra with unit I of non-
commutative polynomials with complex coefficients in free non-commutative variables
X1 and X2. By A(X1,X2)[[t]] we denote the associative algebra of formal power se-
ries in t with coefficients from A(X1,X2). For a = (a1, a2, . . .) ∈ X we set ωa :=∑∞
i=1 ai(x)tiX1X
i−1
2 and consider the equation on S1
dF
dx
= ωa · F. (3.1)
This can be solved locally by Picard iteration to obtain a local solution F(x) as a function in
x with values in the group G(X1,X2)[[t]] of invertible elements of A(X1,X2)[[t]] whose
coefficients are Lipschitz. As usual, the monodromy of (3.1) is a homomorphism ρa :Z →
G(X1,X2)[[t]] where Z is the fundamental group of the unit circle S1. It is the only ob-
struction to extending local solutions of (3.1) to global ones. Let Fa :R → G(F1,F2)[[t]]
be the fundamental solution of (3.1). Then ρa(n) := Fa(2πn) = Fa(2π)n, n ∈ Z. It was
proved in [10] that ρa is trivial if and only if a ∈ U , the set of universal centers.
Further, by the definition of a ∗ b we have
F ′a∗b(x) :=
{2ωa(2x) · Fa∗b(x) if 0 < x  π,
2ωb(2x − 2π) · Fa∗b(x) if π < x  2π.
This implies that
Fa∗b(x) =
{
Fa(2x) if 0 < x  π,
Fb(2x − 2π) · Fa(2π) if π < x  2π.
In particular,
ρa∗b(1) := Fa∗b(2π) = Fb(2π) · Fa(2π) = ρb(1) · ρa(1). (3.2)
Similarly, for b−1 ∈X we get
ρb−1(1) =
(
ρb(1)
)−1
. (3.3)
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ρa∗b−1(1) = 1. Then (3.2) and (3.3) imply that a ∼ b if and only if
ρa(1) = ρb(1). (3.4)
The latter shows that ∼ is an equivalence relation on X. 
Proof of Proposition 2.2. The proof follows straightforwardly from (3.2), (3.3) and (3.4).

Proof of Proposition 2.3. Suppose a, b ∈X and a ∼ b. We need to show that I (a) = I (b)
for any iterated integral I . Clearly, it suffices to prove the statement for basic iterated
integrals (see Section 2.2 for the definition).
Suppose Fa and Fb are fundamental solutions of Eqs. (3.1) corresponding to a and b.
By Picard iteration
Fa(2π) =
∞∑
i=0
qia(2π,F1,F2), Fb(2π) =
∞∑
i=0
qib(2π,F1,F2),
where q0a = q0b = I and others qia , qib are polynomials in variables tkF1Fk−12 , k ∈ N,
of degree i (as polynomials in F1 and F2). Moreover, iterated integrals Ii1,...,ik (a) and
Ii1,...,ik (b) with
∑k
s=1 is = i are coefficients at the monomial (F1F ik−12 ) · · · (F1F i1−12 ) in
qia and qib , respectively. Since by the hypothesis Fa(2π) = Fb(2π), Lemma 3.1 of [10]
implies that Ii1,...,ik (a)= Ii1,...,ik (b) for all possible integers i1, . . . , ik, k. 
Proof of Theorem 2.4. (1) Suppose, to the contrary, that there are g1, g2 ∈ G(X) such
that g1 = g2 but Iˆ (g1) = Iˆ (g2) for every Iˆ ∈ I(G(X)). Let g˜1, g˜2 ∈ X satisfy [g˜1] = g1,
[g˜2] = g2. By definition, I (g˜1) = I (g˜2) for any iterated integral I . Then the argument
of the proof of Proposition 2.3 gives ρg˜1(1) = ρg˜2(1). This implies that g˜1 ∼ g˜2 and so
g1 = g2. This contradiction proves (1).
(2) First we will show that G(X) equipped with the topology τ is a topological group.
(Note that G(X) is a Hausdorff space by the definition of τ .) This will be done by show-
ing that operations of multiplication · :G(X) × G(X) → G(X) and of taking the inverse
−1 :G(X) →G(X) are continuous maps.
Let (g,h) ∈ G(X)×G(X) and U be an open neighbourhood of gh ∈G(X) of the form
U =
{
s ∈G(X): max
1ik
∣∣Iˆi (s)− Iˆi (gh)∣∣< },
where Iˆ1, . . . , Iˆk are basic iterated integrals, and 0 <  < 1. We use the following property
of iterated integrals (see e.g. [15, Proposition 2.9]):
Iˆi1,...,ik (g1g2) = Iˆi1,...,ik (g1)+
k−1∑
j=1
Iˆij+1,...,ik (g1) · Iˆi1,...,ij (g2)+ Iˆi1,...,ik (g2) (3.5)
for any g1, g2 ∈G(X).
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1 l  k, where Rlj and Slj are basic iterated integrals on G(X). We set
M1 = max
j,l
∣∣Rjl(g)∣∣, M2 = max
j,l
∣∣Sjl(h)∣∣, M = M1 +M2 + 1, t = max
l
tl .
Let us consider open neighbourhoods U1 and U2 of g and h defined by
U1 =
{
s1 ∈G(X): max
l,j
∣∣Rlj (g)−Rlj (s1)∣∣< 
Mt
}
,
U2 =
{
s2 ∈G(X): max
l,j
∣∣Slj (h)− Slj (s2)∣∣< 
Mt
}
with Rlj and Slj as above. Then for s1s2 belonging to the image of U1 × U2 under the
multiplication for 1 l  k we have∣∣Iˆl (gh) − Iˆl (s1s2)∣∣

tl∑
j=1
(∣∣Rlj (g) −Rlj (s1)∣∣ · ∣∣Slj (h)∣∣+ ∣∣Rlj (s1)∣∣ · ∣∣Slj (h)− Slj (s2)∣∣)
M2tl
(

Mt
)
+
(
M1 + 
Mt
)
tl
(

Mt
)
< .
This shows that the image of U1 ×U2 contains in U . Therefore we proved that multiplica-
tion · :G(X)× G(X) → G(X) is a continuous map.
The continuity of −1 :G(X) → G(X) follows directly from the definition of the topol-
ogy τ and from the formula (see e.g. [15, Proposition 2.12])
Iˆi1,...,ik (g
−1) = (−1)kIˆi1,...,ik (g), g ∈ G(X). (3.6)
The fact that G(X) is separable will follow from (3), because every compact metric
space is separable and therefore the union of at most countable number of compact metric
spaces is separable, as well.
(3) Let us prove that G(X) is metrizable.
By definition the set {Iˆi1,...,ik } of basic iterated integrals is countable. We arrange the
elements of this set in a sequence {Jn} and define
d(g,h) =
∞∑
i=1
2−i |Ji(g) − Ji(h)|
1 + |Ji(g)− Ji(h)| , g,h ∈ G(X).
It is easy to see that d is a metric in G(X). Let us prove that d is compatible with the
topology τ on G(X). Let
Br(g) :=
{
h ∈G(X): d(h,g) < r}, r > 0,
be a ball centered at g of radius r . Since by definition for every fixed g the function d(g, ·)
is continuous on (G(X), τ ), every ball Br(g) is an open subset of G(X). Suppose
U =
{
h ∈ G(X): max
1ik
∣∣Jli (g) − Jli (h)∣∣< }, 0 <  < 1,
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Br(g) we have
2−li |Jli (g)− Jli (h)|
1 + |Jli (g)− Jli (h)|
< r for 1 i  k.
Equivalently,∣∣Jli (g) − Jli (h)∣∣< 2li r1 − 2li r < /21 − /2 < , 1 i  k.
Thus Br(g) ⊂ U . This shows that d is compatible with τ .
Remark 3.1. One can show that the metric space (G(X), d) is not complete.
Prove now that G(X) is the union of an increasing sequence of compact sets.
Given n ∈ N, let Vn ⊂ X consist of elements a = (a1, a2, . . .) such that
sup
x∈S1
∣∣ai(x)∣∣ ni, i = 1,2, . . . .
By Kn we denote the image of Vn in G(X). Clearly, X = ⋃n1 Vn so that G(X) =⋃
n1 Kn. We will prove that Kn is compact.
Recall that Xi := L∞(S1) is the space of all coefficients ai from Eq. (1.1). We consider
every Xi in the weak-star topology. According to the Banach–Alaoglu theorem the set
Vni :=
{
f ∈ Xi : sup
x∈S1
∣∣f (x)∣∣ ni}
is weak-star compact. Also, by Tychonoff’s theorem,Vn =∏i1 Vni ⊂ X is compact in the
product topology. Since Kn is a metric space, in order to prove its compactness it suffices
to show that every infinite sequence {xk} ⊂ Kn has a limit point in Kn.
Given {xk} ⊂ Kn, choose {yk} ⊂ Vn so that [yk] = xk for every k. It is well known
that L1(S1)∗ = L∞(S1) and L1(S1) is a separable space. Thus every compact set Vni is
metrizable, see e.g. [22, Theorem 3.16]. Since Vn is the product of a countable family of
compact metric spaces equipped with the product topology, any point of Vn has a local
countable base. Thus by [22, Theorem 1.24] Vn is also metrizable. Now, since Vn is a
metric compact, without loss of generality we may assume that limk→∞ yk = y ∈ Vn. We
prove that limk→∞ xk = [y]. This is equivalent to
lim
k→∞ Ii1,...,il (yk) = Ii1,...,il (y) for every Ii1,...,il from (2.2). (3.7)
Our proof is based on
Lemma 3.2. Suppose {fk}, {gk} ⊂ L∞([0,2π]) weak-star converge to f,g ∈ L∞([0,2π]),
respectively, and
sup
x∈[0,2π]
max
{∣∣fk(x)∣∣, ∣∣gk(x)∣∣}<M < ∞. (3.8)
Let
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x∫
0
gk(s)ds and g˜(x) =
x∫
0
g(s)ds, 0 x  2π.
Then {fkg˜k} weak-star converges to f g˜.
Proof. Prove that g˜k converges uniformly on [0,2π] to g˜, and for any k
sup
x∈[0,2π]
max
{∣∣g˜k(x)∣∣, ∣∣g˜(x)∣∣} 2πM.
The latter follows from (3.8). Let us check the first statement. Given  > 0 choose 0 =
t1 < t2 < · · · < tr = 2π from [0,2π] so that ti+1 − ti < 3M for any i . Since {gk} weak-star
converges to g, for any x ∈ [0,2π] we get
g˜k(x) =
2π∫
0
gk(s)χ[0,x](s)ds →
2π∫
0
g(s)χ[0,x](s)ds = g˜(x) as k → ∞;
here χ[0,x] is the characteristic function of [0, x]. In particular, there exists P ∈ N such that
for any p  P
max
1ir
∣∣g˜p(ti )− g˜(ti )∣∣< /3.
Next, for any x ∈ [0,2π] there is ti such that |x − ti | < 3M . Thus for p  P∣∣g˜p(x)− g˜(x)∣∣ ∣∣g˜(x)− g˜(ti )∣∣+ ∣∣g˜(ti )− g˜p(ti)∣∣+ ∣∣g˜p(ti )− g˜p(x)∣∣
<M ·
(

3M
)
+ 
3
+M ·
(

3M
)
= .
This shows that {g˜k} converges uniformly on [0,2π] to g˜.
Now, given h ∈ L1([0,2π]) we have∣∣∣∣∣
2π∫
0
(
fk(s)g˜k(s) − f (s)g˜(s)
)
h(s)ds
∣∣∣∣∣

2π∫
0
∣∣fk(s)∣∣ · (∣∣g˜k(s)− g˜(s)∣∣) · ∣∣h(s)∣∣ds +
∣∣∣∣∣
2π∫
0
(
fk(s)− f (s)
)
g˜(s)h(s)ds
∣∣∣∣∣
M · sup
s∈[0,2π]
∣∣g˜k(s)− g˜(s)∣∣ · 2π∫
0
∣∣h(s)∣∣ds + ∣∣∣∣∣
2π∫
0
(
fk(s) − f (s)
)
g˜(s)h(s)ds
∣∣∣∣∣.
The last two terms tend to 0 as k → ∞. The first one because {g˜k} converges uniformly
to g˜, whereas the second one because ¯˜gh ∈ L1([0,2π]) and {fk} weak-star converges to f .
Thus
lim
k→∞
2π∫
0
fk(s)g˜k(s)h(s) ds =
2π∫
0
f (s)g˜(s)h(s) ds for any h ∈L1([0,2π]).
Equivalently, fkg˜k weak-star converges to f g˜. 
850 A. Brudnyi / Bull. Sci. math. 128 (2004) 839–857Further, let yk = (y1k, y2k, . . .) and y = (u1, u2, . . .) with yik, ui ∈ Vni , i ∈ N. Then (3.7)
follows by induction on l from Lemma 3.2 and formula (2.2) if we use the fact that every
{yik}k1 weak-star converges in L∞([0,2π]) to ui . We leave the details to the reader.
Thus limk→∞ xk = [y] showing that Kn is compact. This completes the proof of (3).
(4) Let us prove first that G(X) is contractible to 1 ∈ G(X).
To this end for any t ∈ R+ and a = (a1, a2, . . .) ∈X we define
ta := (ta1, ta2, . . .).
Clearly, ta satisfies inequalities (2.1) and so it belongs to X. Also, it is easy to see that
a ∼ b implies ta ∼ tb. Now define a map Φ : [0,1] × G(X) → G(X) by
Φ
(
t, [a]) := [ta].
(Recall that [a] is the image of a ∈X in G(X).) Let us prove that Φ is continuous.
Since [0,1] × G(X) and G are metrizable, it suffices to check that if a sequence
{(tk, gk)} ⊂ [0,1] × G(X) converges to (t, g) ∈ G(X), then {Φ(tk, gk)} converges to
Φ(t, g). In turn, the latter is equivalent to
lim
k→∞ Ii1,...,il (tkak) = Ii1,...,il (ta) for every Ii1,...,il from (2.2);
here ak, a ∈ X are such that [ak] = gk and [a] = g.
Now, by definition we have
Ii1,...,il (tkak) = t lkIi1,...,il (ak) and Ii1,...,il (ta) = t lIi1,...,il (a).
By our hypothesis, t lk → t l and Ii1,...,il (ak) → Ii1,...,il (a) as k → ∞ which implies conti-
nuity of Φ .
Further, observe that Φ(1, ·) = id and Φ(0, ·) maps G(X) to {1}. Thus Φ determines
the desired contraction.
Since G(X) is a topological group, to prove arcwise connectedness of G(X) it suffices
to join every g ∈G(X) by a continuous path with 1 ∈ G(X). Such a path can be given by
γ (t) := Φ(t, g), t ∈ [0,1].
Next prove that G(X) is locally simply and arcwise connected.
As before, it suffices to prove that every open neighbourhood U of 1 ∈G(X),
U =
{
g ∈G(X): max
1il
∣∣Iˆi (g)∣∣< },  > 0,
where Iˆ1, . . . , Iˆl are non-constant basic iterated integrals, is contractible inside U to 1. Now
for every i , 1 i  l, there is si ∈ N such that Ii(ta) = tsi Ii (a) for every (t, a) ∈ [0,1]×X.
In particular, for g ∈ U we have
max
1il
∣∣Iˆi(Φ(t, g))∣∣= max
1il
t si
∣∣Iˆi (g)∣∣<  · max
1il
t si  .
This shows that Φ maps [0,1] ×U into U , and so U is contractible inside U to 1.
(5) Let us prove that G(X) is residually torsion free nilpotent.
Consider a subset H ⊂ G(X1,X2)[[t]] (for the definition see proof of Proposition 2.1)
of series of the form
s =
∞∑
pi(X1,X2)t
i ,i=0
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commutative variables X1 and X2. Clearly, H is a group with respect to the multiplication
in G(X1,X2)[[t]]. Further, by Eqs. (3.2), (3.3) and (3.4) there is an injective homomor-
phism φ :G(X) → H defined by the formula
φ
([a]) := ρa(1), a ∈X;
here 1 is the unit of Z and ρa is the monodromy of Eq. (3.1) with a ∈ X. Thus it suffices
to prove that H is a residually torsion free nilpotent group.
To this end first observe that the number of monomials of degree i in variables X1,X2
is finite. Thus the complex vector space of complex homogeneous polynomials of degree i
in X1,X2 is finite-dimensional. Consider a subset Hn ⊂ H of series
s = I +
∞∑
i=n+1
pi(X1,X2)t
i .
Lemma 3.3. Hn is a normal subgroup of H .
Proof. Clearly, s1s2, s−11 ∈Hn for any s1, s2 ∈Hn. Thus Hn ⊂ H is a subgroup.
Let s = I +∑∞i=1 pi(X1,X2)ti ∈ H and s−1 = I +∑∞i=1 p˜i(X1,X2)ti . Then ss−1 = I
implies that for
ln = I +
2n∑
j=1
qj (X1,X2)t
j :=
(
I +
n∑
i=1
pi(X1,X2)t
i
)
·
(
I +
n∑
i=1
p˜i(X1,X2)t
i
)
,
q1 = · · · = qn = 0. Further observe that for any h= I +∑∞i=n+1 hi(X1,X2)ti ∈ Hn, there
are homogeneous polynomials h˜i (X1,X2) of degree i in X1,X2 such that
shs−1 = ln +
∞∑
i=n+1
h˜i (X1,X2)t
i .
This shows that shs−1 ∈Hn and completes the proof of the lemma. 
Now, the quotient group Qn :=H/Hn can be identified with the set of elements
s = I +
n∑
i=1
pi(X1,X2)tˆ
i ,
where pi are complex homogeneous polynomials of degree i in X1,X2, and
tˆ i · tˆ j =
{
tˆ i+j if i + j  n,
0 if i + j > n;
here the multiplication on the coefficients pi of such elements is the same as in the algebra
A(X1,X2).
A straightforward computation shows that Qn is a nilpotent group. Moreover, Qn is
finite-dimensional and has a natural structure of a complex algebraic group. In particular,
852 A. Brudnyi / Bull. Sci. math. 128 (2004) 839–857Qn admits a faithful unipotent representation tn :Qn → GLN(C). (For the basic results
about algebraic groups see e.g. [19, Chapter 3].)
Let πn :H → Qn be the quotient homomorphism. Note that the family {tn ◦ πn} of
finite-dimensional unipotent representations separates elements of H . Thus H is residually
torsion free nilpotent, completing the proof of the theorem. 
4. Proofs of results of Section 2.3
Proof of Proposition 2.5. Show first that the set Gc[[r]] of convergent complex power
series f (r) = r +∑∞k=1 dkrk+1 is a group with respect to the composition of series.
Suppose f1, f2 ∈ Gc[[r]]. By definition there is an open disk Di centered at 0 such that
fi is holomorphic on Di , i = 1,2. In particular, there is an open disk D′1 ⊂ D1 centered
at 0 such that f1(D′1) ⊂ D2. Thus f2 ◦ f1 :D′1 → C is a holomorphic function such that
(f2 ◦ f1)(0) = 0 and (f2 ◦ f1)′(0) = 1. This implies that f2 ◦ f1 has Taylor series expan-
sion in an open disk centered at 0 so that f2 ◦ f1 ∈ Gc[[r]]. Next for f ∈ Gc[[r]], by the
inverse function theorem f−1 exists, is holomorphic on an open disk centered at 0, and
f−1(0) = 0, (f−1)′(0) = 1. Hence, f−1 ∈ Gc[[r]].
Further, recall that the topology τ ′ on Gc[[r]] is the weakest topology in which all the
functions dk :Gc[[r]] → C are continuous. Obviously the family {dk}k1 separates points
on Gc[[r]]. Since the set of these functions is countable, Gc[[r]] is metrizable (cf. the proof
of Theorem 2.4(3) for a similar argument). Thus to show that (Gc[[r]], τ ′) is a topological
group it suffices to check
(1) if {fi}, {gi} ⊂ Gc[[r]] converge to f,g ∈Gc[[r]], respectively, then {fi ◦gi} converges
to f ◦ g;
(2) if {fi} ⊂ Gc[[r]] converges to f ∈Gc[[r]], then {f−1i } converges to f−1.
Note that
lim
i→∞hi = h in τ
′ ⇐⇒ lim
i→∞ dk(hi) = dk(h) for any k.
Also, there are polynomials Pk ∈ C[z1, . . . , z2k], Qk ∈ C[z1, . . . , zk], k ∈ N, such that
dk(fi ◦ gi) = Pk
(
d1(fi), . . . , dk(fi), d1(gi), . . . , dk(gi)
)
,
dk(f
−1
i ) = Qk
(
d1(fi), . . . , dk(fi)
)
.
These imply (1) and (2).
Further, the set of polynomials with coefficients in Q + iQ is dense in (Gc[[r]], τ ′).
Thus Gc[[r]] is separable.
Next we define
F(t, f )(r) := f (tr)
t
, t ∈ [0,1], f ∈Gc[[r]].
Clearly, F : [0,1] × Gc[[r]] → Gc[[r]] is continuous, F(1, ·) = id and F(0, ·) = u, where
u is the unit of Gc[[r]]. Hence Gc[[r]] is contractible to a point.
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be obtained as similar properties for G(X) (cf. the proof of Theorem 2.4(4)).
Finally we show that Gc[[r]] is residually torsion free nilpotent.
To this end introduce a subset Gn ⊂ Gc[[r]] of series of the form
f (r) = r +
∞∑
k=n+1
dkr
k.
Then an argument similar to that of Lemma 3.3 shows that Gn is a normal subgroup of
Gc[[r]]. The quotient group Ln := Gc[[r]]/Gn can be identified with the set of elements
f (rˆ) = rˆ +
n∑
k=1
dkrˆ
k
equipped with the multiplication induced from Gc[[r]] so that
rˆ i ◦ rˆ j =
{
rˆ ij if i · j  n,
0 if i · j > n.
It is easy to see that Ln has a structure of a finite-dimensional nilpotent complex al-
gebraic group. So it admits a faithful unipotent representation qn :Ln → GLN(C). Let
πn :Gc[[r]] →Ln be the quotient homomorphism. By definition the family {qn ◦ πn} sep-
arates elements of Gc[[r]]. Thus Gc[[r]] is residually torsion free nilpotent. 
Proof of Theorem 2.6. We prove that P(a ∗ b)= P(b) ◦ P(a), for a, b ∈X.
Let v(x; r; c), x ∈ [0,2π], be the Lipschitz solution of Eq. (1.1) corresponding to c ∈X
with initial value v(0; r; c)= r . By the definition of a ∗ b,
v(x; r;a ∗ b) =
{
v(2x; r;a) if 0 < x  π,
v
(
2x − 2π; v(2π; r;a);b) if π < x  2π.
Thus the definition of the first return map P (see the Introduction) implies that
P(a ∗ b)(r) := v(2π; r;a ∗ b) = v(2π; v(2π; r;a);b)= P(b)(P(a)(r)). 
Proof of Theorem 2.7. The map P̂ :G(X) →Gc[[r]] given by the formula
P̂
([a])= P(a), a ∈ X,
is correctly defined because P(a)(r) ≡ r for any a ∈ U . Also, Theorem 2.6 shows that P̂
is a homomorphism of groups. We prove that P̂ is continuous.
Suppose {gn} ⊂ G(X) converges to g ∈ G(X). Show that {P̂ (gn)} converges to P̂ (g).
(This is equivalent to continuity of P̂ since G(X) and Gc[[r]] are metric spaces.) Equiva-
lently, we must prove that
if lim
n→∞ Iˆ (gn) = Iˆ (g) for any iterated integral Iˆ on G(X), then
lim dk
(
P̂ (gn)
)= dk(P̂ (g)) for any k.
n→∞
854 A. Brudnyi / Bull. Sci. math. 128 (2004) 839–857But by Theorem A, dk(P̂ (gn)) := ck(g′n), where g′n ∈ X is such that [g′n] = gn, and ck is
an iterated integral on X. Thus the above statement is true. This shows that P̂ :G(X) →
Gc[[r]] is a homomorphism of topological groups.
Let us prove that P̂ is a surjection.
Given f (r) = r +∑∞k=1 dkrk+1 ∈Gc[[r]] we define a(f ) = (a1, a2, . . .) by the identity
of formal power series
∞∑
i=1
ai(x)t
i+1 =
∑∞
k=1(dk/2π)tk+1
1 +∑∞k=1(k + 1)dk(1 − x/2π)tk for x ∈ (0,2π] (4.1)
and further extended by periodicity. Clearly, for t varying in a small open disk centered at
0 the expression on the right-hand side of (4.1) is a bounded, continuous in x ∈ (0,2π) and
holomorphic in t function. Thus the Cauchy inequalities for derivatives of a holomorphic
function imply inequalities (2.1), i.e. a(f ) ∈X. Let v(x; r;a(f )) be the Lipschitz solution
of Eq. (1.1) corresponding to a(f ) ∈ X with initial value v(0; r;a(f )) = r . It follows from
(4.1) that for any sufficiently small r
v
(
x; r;a(f ))+ ∞∑
k=1
dk(1 − x/2π)
[
v
(
x; r;a(f ))]k+1 = f (r), 0 x  2π.
Since P(a(f ))(r) := v(2π; r;a(f )), this implies that
P
(
a(f )
)
(r) = f (r).
So P̂ is a surjection.
By definition, P(a)(r) ≡ r if and only if a belongs to the center set C ⊂ X. Therefore
Ĉ := Ker(P̂ ) coincides with the image of C in G(X). By continuity of P̂ , Ĉ is a normal,
closed subgroup of G(X). Since there are also non-universal centers, Ĉ is non-trivial. Show
that Ĉ is contractible to a point.
For a = (a1, a2, . . .) ∈ X we define at = (a1t , a2t , . . .) ∈X by the formula
ait = t iai, 1 i < ∞.
Then
Ii1,...,ik (at ) = t i1+···+ik Ii1,...,ik (a) (4.2)
for every iterated integral Ii1,...,ik . Thus if a ∼ b, then at ∼ bt . In particular, one can define
a map F : [0,1] ×G(X) →G(X) by the formula
F(t, [a]) := [at ], a ∈ X.
If follows from Theorem A that
cn(at) = tncn(a), a ∈ X, n= 1,2, . . . .
This shows that F maps Ĉ to itself. Moreover, F(1, ·) = id, F(0, ·) = 1, and, by (4.2), F is
continuous. Thus F : [0,1] × Ĉ → Ĉ is a desired contraction.
Now arcwise connectedness, locally simply and arcwise connectedness of Ĉ can be
obtained similar to the proof of Theorem 2.4(4). 
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are the Taylor coefficients of the first return map P (see Theorem A). In particular,
P̂ (s)(r) = r +
∞∑
n=1
cˆn(s)r
n+1, s ∈G(X), (4.3)
and the series converges absolutely for sufficiently small r . Suppose g ∈ Ĉ. Then, by The-
orem 2.6, for every h ∈ G(X) we have P̂ (hg) = P̂ (gh) = P̂ (h). This is equivalent to
r +
∞∑
n=1
cˆn(hg)r
n+1 = r +
∞∑
n=1
cˆn(gh)r
n+1 = r +
∞∑
n=1
cˆn(h)r
n+1.
Hence
cˆn(hg) = cˆn(gh) = cˆn(h), 1 n < ∞.
Therefore every cˆn, 1  n < ∞, is constant on fibres of the quotient homomorphism
π :G(X) → Q(X) := G(X)/Ĉ , and so it determines a function c¯n :Q(X) → C such that
c¯n ◦ π = cˆn. 
Proof of Theorem 2.9. Let τ ′′ be the weakest topology on Q(X) in which all functions c¯n
are continuous. By formula (4.3) and Proposition 2.8, the homomorphism P̂ determines a
homomorphism 
P :Q(X) →Gc[[r]] defined by P̂ = 
P ◦ π . In particular,

P (q)(r)= r +
∞∑
n=1
c¯n(q)r
n+1, q ∈ Q(X), (4.4)
and the series converges absolutely for sufficiently small r . By definition, 
P :Q(X) →
Gc[[r]] is a group isomorphism. According to (4.4), 
P is continuous, because the functions
c¯n are continuous on Q(X).
Prove now that 
P−1 is also continuous. Since the set of functions {c¯n} is countable,
Q(X) is metrizable (cf. the argument used in the proof of Theorem 2.4(3)). In particular, it
suffices to check the following:
Suppose {fk} ⊂ Gc[[r]] converges in the topology τ ′ on Gc[[r]] to f ∈ Gc[[r]],
then {hk := 
P−1(fk)} ⊂ Q(X) converges in τ ′′ to h := 
P−1(f ).
Let fk(r) = r+∑∞n=1 dn(fk)rn+1, 1 k < ∞, and f (r) = r +∑∞n=1 dn(f )rn+1. Then
(4.4) implies that c¯n(hk) = dn(fk), and c¯n(h) = dn(f ) for any k,n. Now by the hypothesis,
limk→∞ dn(fk) = dn(f ) for any n. These imply limk→∞ c¯n(hk) = c¯n(h) for any n. The
latter is equivalent to limk→∞ hk = h in τ ′′. Thus 
P is an isomorphism of topological
groups. 
Proof of Theorem 2.10. Let a(f ) ∈ X, f ∈Gc[[r]], be defined by (4.1). By T :Gc[[r]] →
G(X) we denote the map f → [a(f )]. In the proof of Theorem 2.7 we established that
(P̂ ◦ T )(f ) = f for any f ∈Gc[[r]]. Prove now that T is continuous.
In fact, it follows from (4.1) that
ai(x) = pi
(
x, d1(f ), . . . , di(f )
)
, 1 i < ∞, x ∈ (0,2π],
856 A. Brudnyi / Bull. Sci. math. 128 (2004) 839–857where every pi ∈ C[z1, . . . , zi+1] is a holomorphic polynomial. In particular, by definition,
for any iterated integral Ii1,...,ik we have
Ii1,...,ik
(
a(f )
)= p˜i1,...,ik (d1(f ), . . . , dl(f )),
where l = max{i1, . . . , ik}, and p˜i1,...,ik ∈ C[z1, . . . , zl] is a holomorphic polynomial. This
shows that
if lims→∞ fs = f on Gc[[r]], then lims→∞ Iˆi1,...,ik (T (fs)) = Iˆi1,...,ik (T (f )) for
every basic iterated integral Iˆi1,...,ik on G(X).
Equivalently, lims→∞ T (fs) = T (f ) on (G(X), τ ). Thus T is a continuous embedding.
Further, define T˜ :Gc[[r]] × Ĉ → G(X) by
T˜ (f, g) = T (f ) · g, f ∈Gc[[r]], g ∈ Ĉ.
Since T and · are continuous maps, T˜ is continuous. Show that T˜ is a bijection.
Indeed, if T (f1) · g1 = T (f2) · g2, then
f1 = P̂
(
T (f1) · g1
)= P̂ (T (f2) · g2)= f2
implying that (f1, g1) = (f2, g2). Thus T˜ is an injection. Now for any h ∈ G(X) we obvi-
ously have
h = T˜ (f, g), where f = P̂ (h) and g = (T ◦ P̂ )(h−1) · h.
Thus T˜ is a surjection.
Finally, the inverse to T˜ is defined by
T˜ −1(h) := (P̂ (h), (T ◦ P̂ )(h−1) · h), h ∈ G(X).
It is a continuous map because P̂ , T , · and −1 are continuous.
Therefore T˜ is a homeomorphism. 
5. Proofs of results of Section 2.4
Proof of Proposition 2.11. Formulae (3.5), (3.6) imply that GF(X) is a group. It has
properties (1), (2), (5) of Theorem 2.4 because GF(X) is a subgroup of G(X), and G(X)
has similar properties. The fact that GR(X) has the properties (3) and (4) can be obtained
exactly as similar results for G(X). 
Proof of Theorem 2.12. From formula (4.1) and Example 2.13 (2) one easily obtains
that [a(f )] ∈ GF(X) for any f ∈Gc,F[[r]]. Thus T :Gc[[r]] →G(X), f → [a(f )], maps
Gc,F[[r]] into GF(X). Since (P̂ ◦ T )(f ) = f , the latter shows that P̂ |GF(X) :GF(X) →
Gc,F[[r]] is a surjective homomorphism of topological groups. By definition its kernel
coincides with ĈF. Also, the map T˜F :Gc,F[[r]] × ĈF → GF(X), T˜F(f, g) = T (f ) · g, is a
homeomorphism (this is shown as for the T˜ in the proof of Theorem 2.10). 
Proof of Theorem 2.14. By the hypothesis, cˆn(P (ξ)) = 0 for any n, and there is k ∈ N
such that cˆk(P (0)) = 0 (with ĉn defined in Section 2.3). Thus cˆk(P )(t) ∈ F[t] is a non-
trivial polynomial. Since cˆk(P (ξ)) = 0, ξ is algebraic over F. 
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