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RESUMO 
 
  
  Esta tese apresenta um novo método utilizando técnicas de visão computacional e 
aprendizado de máquina para estimar a odometria de um robô utilizando apenas informações 
da textura do chão. Foram testados 7 diferentes detectores de pontos característicos na imagem, 
um algoritmo de rastreamento de pontos e uma estrutura de rede neural com três diferentes 
algoritmos de treinamento de forma a determinar a metodologia com maior precisão e menor 
tempo de processamento. O processo inicia com a extração de pontos característicos na imagem 
através do detector de pontos característicos FAST, juntamente com o rastreamento destes 
através do algoritmo de fluxo óptico de Lucas-Kanade-Tomasi e então a odometria é calculada 
de três maneiras: algebricamente, algebricamente com melhoria por redes neurais e utilizando 
apenas redes neurais. Os experimentos foram realizados em um ambiente virtual desenvolvido 
na plataforma de software Blender com implementação de diferentes texturas do chão e em um 
ambiente real. Os resultados mostram que a metodologia proposta é promissora para aplicação 
em tempo real para certas texturas, considerando uma configuração de hardware apropriada. 
 
Palavras Chave:  Navegação autônoma, Robótica, Processamento de imagens, Redes neurais, 
Textura. 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
ABSTRACT 
 
 
 
 This thesis presents the implementation of computer vision and machine learning 
techniques to estimate the odometry of a differential robot using only floor texture information. 
Seven feature detectors, one feature tracker and one neural network structure with three 
different training algorithms were tested to determine the fastest and most precise methodology. 
The process works firstly by extracting characteristic points in the floor image using FAST 
feature detector, then these points are tracked with the Lucas-Kanade-Tomasi optical flow and 
the odometry is calculated in three different ways: algebraic, algebraic with a neural network 
improver and neural network only. The experiments were done in a virtual environment 
developed in the Blender software platform with different floor textures and in a real 
environment. The results show that the methodology presented is promising for real time 
applications and certain textures, considering an appropriate hardware configuration. 
 
Key Words: Autonomous navigation, Robotics, Image processing, Neural networks, texture. 
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1  INTRODUÇÃO  
 
 A odometria visual é um método amplamente utilizado para estimar a posição de corpos 
em movimento como robôs, carros e drones (Zhang, 2015; Kerl, 2013; Whelan, 2012).  Cada 
vez mais, a comunidade científica e grandes empresas buscam aumentar a precisão da 
estimativa de posição e reduzir o tempo de processamento (Cadena, 2016; Whelan, 2015). Uma 
das grandes motivações para isto é a corrida para automatização total de processos industriais, 
conhecido como Indústria 4.0 (Xu, 2018).  Avanços nas técnicas de processamento de imagens 
e a evolução dos sistemas físicos (hardware) têm contribuído de maneira significativa para 
alcançar tal objetivo.  
  
1.1 Problemática 
 
 A indústria 4.0, também conhecida como a 4ª revolução industrial é o processo que 
torna possível analisar dados entre máquinas, gerando processos produtivos mais rápidos, 
flexíveis e eficientes. No Brasil, segundo a Agência brasileira de desenvolvimento industrial 
(ABDI, 2018) a estimativa de redução de custos industriais a partir da migração da indústria 
para o conceito 4.0 será de R$ 73 bilhões por ano, divididos em R$ 34 bilhões devido a ganhos 
de eficiência, R$ 31 bilhões pela redução de custo de manutenção de máquinas e R$ 7 bilhões 
por economia de energia. 
 Dentro do grupo de ganho de eficiência, estão os AGVs (Autonomous Guided Vehicles) 
– veículos autônomos que realizam transporte de materiais dentro da fábrica. Existem várias 
categorias destes veículos, dentre eles está a empilhadeira autônoma que necessita um cojunto 
de sensores de alto valor devido à segurança e precisão que a aplicação requisita. A Figura 1.1 
ilustra um exemplo de alguns sensores utilizados.  
 O valor dos sensores descritos na Figura 1.1 é em torno de U$ 15.000 dólares ou 
aproximadamente R$ 60.000,00 de acordo com levantamento de mercado feito pelo autor. Sem 
levar em consideração impostos e taxas do fornecedor que pode levar este valor para mais do 
que R$ 100.000,00. Tal valor inviabiliza a comercialização desta tecnologia no Brasil. 
 Para minimizar o valor do pacote, busca-se a redução do custo e/ou da quantidade dos 
sensores.  Com isto, esta tese foca em utilizar conceitos de visão computacional para melhorar 
a precisão da odometria de forma a diminuir a necessidade de uso do LiDAR, contribuindo para 
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a redução do custo do conjunto de sensores para o veículo autônomo e possibilitando a 
implantação dessa tecnologia no Brasil e em países emergentes. 
 
Figura 1.1: Sensores utilizados em uma empilhadeira autônoma. 
 
Fonte: Adaptado de Sensata, 2017 
 
 O objetivo é utilizar métodos de processamento de imagem para câmeras monoculares 
para realizar a odometria, devido à grande quantidade de informações presentes na imagem que 
normalmente tem baixo aproveitamento. A evolução de sistemas físicos e a busca por sistemas 
de inteligência artificial mais avançados contribuíram para a evolução de redes neurais e 
técnicas de processamento de imagens, tornando a utilização de câmeras monoculares para 
tarefas complexas mais confiável. 
 Existem muitos métodos para calcular a odometria de um robô utilizando câmeras 
monoculares apontadas para a frente (Jose Tarrio, 2015; Mur-artal, 2017; Forster, 2017; Li, 
2018). Porém, existem diversos desafios: ambientes com objetos dinâmicos, detecção de 
profundidade, calibração, iluminação e borramento.     
 Em ambientes dinâmicos, onde vários objetos se movimentam, o resultante do 
rastreamento de pontos não é o deslocamento equivalente do robô, mas sim o deslocamento 
relativo de vários objetos em relação ao robô. Isto faz com que o cálculo da odometria com 
precisão seja uma tarefa muito custosa e desafiadora. Trabalhos recentes apresentam a 
utilização de câmeras denominadas RedGreenBlueDepth (RGBD) onde além das três camadas 
de cores (vermelho, verde e azul) presentes em uma imagem colorida, adiciona-se a 
profundidade medida através de um sensor de distância à laser (Mur-artal, 2017, Whelan, 2015; 
Kim, 2016; Huang, 2017). Com uma maior quantidade de dados, é possível calcular a odometria 
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com maior precisão e inclusive adicionar características ao robô como desvio de obstáculos 
baseado na distância do objeto ao robô. Contudo, sensores de laser tendem a ser os mais caros 
no pacote de sensores para veículos autônomos devido à grande taxa de frequência e ângulo de 
sensibilidade necessários. Por exemplo, o modelo HDL-64E da empresa americana Velodyne 
chega a capturar até 2.2 milhões de pontos por segundo a uma frequência de rotação de 20Hz 
com um alcance de 120 metros. 
Outro desafio é a calibração. Trabalhos recentes utilizam diferentes métodos para 
calibração da câmera. Um destes é o tabuleiro de xadrez (Wang, 2017; Yang, 2018; Chen, 
2019). Este método melhora a precisão da estimativa, porém é necessário um conhecimento de 
como configurar o teste de calibração e não é muito conveniente andar com um tabuleiro para 
todo lugar. 
 A iluminação e borramento são desafios que devem ser considerados em qualquer 
aplicação de processamento de imagens. Existem diversas técnicas para normalizar a 
iluminação, contudo diminuindo a influência de iluminação irregular no ambiente. Uma destas 
é o vignetting, que é uma técnica para reduzir o brilho ou saturação da imagem das bordas em 
relação ao centro (Engel, 2016; Bergmann, 2018; Xiao, 2019). O borramento não é diferente, 
existem muitas causas para o borramento nas imagens, uma delas é o foco automático, isto pode 
ser resolvido alterando as configurações da câmera. Outra questão é que um objeto pode se 
movimentar mais rápido do que a velocidade de fechamento do obturador da câmera. Uma 
solução é utilizar câmeras mais sofisticadas que possuem uma maior taxa de quadros por 
segundo. 
Para realizar a odometria com menor influência dos desafios descritos, é proposto um 
novo método utilizando a textura do chão que, em superfícies planas, terá sempre uma distância 
fixa em relação ao robô, eliminando a necessidade de cálculo de profundidade e a incerteza 
causada por objetos dinâmicos no ambiente, visto que, normalmente, não são observados 
objetos em movimento no chão. Além disto, o borramento é reduzido pois utiliza-se a 
configuração de foco manual, sem objetos se movimentando, possibilitando inclusive a 
utilização de câmeras de menor custo, dependendo da velocidade máxima do robô.  
O método proposto apresenta bom desempenho tanto na precisão quanto no custo 
computacional. Contudo, adiciona um processo de treinamento, onde idealmente, são feitos 
testes com o robô em diferentes ambientes para que a rede neural tenha um bom desempenho. 
Posteriormente é apresentado como o ambiente virtual pode auxiliar nessa tarefa. 
Nesta tese, um ambiente virtual no Blender juntamente com a dinâmica de um robô 
diferencial foi desenvolvido para realizar diversas trajetórias com diferentes texturas do chão. 
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Experimentos em ambientes reais também foram realizados para comparar os resultados. 
Posteriormente, o vídeo é processado no MATLAB para realizar a odometria do robô.  
 Os experimentos realizados foram sempre em ambientes planos e não foi utilizado 
nenhum tipo de sensoriamento de objetos. O estudo se trata da precisão do cálculo da odometria 
utilizando a textura do solo. 
 
1.2 Estado-da-arte 
 
 
 Em termos de navegação visual autônoma, existem duas vertentes mais exploradas na 
literatura. A primeira, aborda a utilização uma câmera em fusão com outros sensores como IMU 
e Lidar para aumentar a precisão da odometria e a segunda faz uso de múltiplas câmeras para 
buscar pontos em comum entre os planos de imagem para obter uma odometria mais precisa. 
Para comparar os métodos que mais se aproximam do estado-da-arte, datasets como o KITTI 
são utilizados. O trabalho de ZHANG, 2018 utiliza a fusão de uma câmera com predição de 
odometria via IMU e LiDAR com um filtro de Kalman. Para múltiplas câmeras, Cvisic, 2017 
prôs a utilização de RANSAC com SLERP para o cálculo da odometria do robô. Ambos os 
métodos obtiveram os melhores resultados no dataset KITTI no momento de escrita desta tese. 
Os resultados mais atuais podem ser verificados em www.cvlibs.net/datasets/kitti/. Esta tese 
apresenta uma terceira vertente que é apontar as câmeras para o chão e utilizar a textura para 
realizar o cálculo da odometria do robô. 
 
1.3 Abordagem proposta 
 
 Esta seção discute como foram selecionados os métodos para simulação em ambientes 
virtuais, detecção de pontos característicos na imagem, rastreamento dos pontos e estrutura da 
rede neural. 
 1.3.1 Plataforma de simulação em ambiente virtual 
  
Existem diversos ambientes de simulação para realizar experimentos de 
robótica. A partir de uma busca em artigos científicos que utilizam simulação (Takaya, 
2016; Bastos, 2017; Balit, 2018; Miah, 2018; Farias, 2018, Megalingam, 2018), foram 
selecionados três: Gazebo, Vrep e Blender. Para selecionar o ambiente, foram levados 
em consideração a flexibilidade de programação, ferramentas para configuração 
21 
 
gráficas, de textura e para aplicações em robótica. O ambiente foi disponibilizado para 
o público através do link do github: github.com/blender_robot_navigation 
 
1.3.2 Detecção de pontos característicos na imagem 
 
Para estimar a odometria de um robô utilizando imagens apenas, são aplicados 
diferentes métodos para identificação dos pontos característicos de uma imagem como 
Shi-Tomasi, BRISK, FAST, Harris, KAZE, MSERF, Surf – muito comuns em 
aplicações de navegação e mapeamento simultâneos por imagens (vSLAM) (Guclu, 
2015; Liu, 2016; Urrea, 2017, Mur-Artal, 2017; Sheikh, 2018; Westman, 2018). 
Foram utilizados dois critérios para seleção do método de detecção de pontos 
característicos: velocidade de processamento e qualidade dos pontos detectados (medida 
através do rastreamento). Pontos de baixa qualidade são mais susceptíveis a terem um 
rastreamento incorreto, diminuindo a precisão final da odometria. 
 
1.3.3 Rastreamento de pontos na imagem 
 
Na literatura, observam-se duas vertentes: rastreamento de pontos ou objetos na 
imagem (Ning,2016; Gehrig,2018). Nesta tese, o que se encaixa mais com a aplicação 
é o rastreamento de pontos. A partir de busca de trabalhos recentes em rastreamento de 
pontos (Kunii, 2017; Hong, 2017; Zheng, 2017; Naixin,2018; Sharma, 2019), foi 
possível selecionar um algoritmo específico baseado na grande quantidade de 
aplicações e bons resultados.  
 
1.3.4 Estrutura da Rede Neural 
 
 Com o intuito de melhorar a precisão das estimativas da odometria, utiliza-se 
uma rede neural que filtra e ajusta melhor a estimativa em relação ao real. Em 
processamento de imagens, observam-se muitos trabalhos com a utilização de deep 
learning (Detone, 2017; Tateno, 2017; Gao, 2017; Milz, 2018), porém, tais redes 
normalmente precisam de uma grande quantidade de dados para ter uma boa 
generalização, precisão e podem ter um longo tempo de treinamento. Com o intuito de 
reduzir o tempo de treinamento, mas com boa precisão e generalização, buscou-se uma 
estrutura mais simples de rede neural. Através de busca de trabalhos científicos que 
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utilizam redes neurais para problemas de ajuste (fitting) (Pradhan, 2017; Zhou, 2018; 
Ghasemi, 2019), foi possível definir uma estrutura mais simples de rede neural.  
 
1.4 Contribuições 
  
A primeira contribuição é a introdução de uma nova técnica de odometria visual 
baseado em imagens de textura do chão do ambiente de navegação. Avalia-se diferentes 
técnicas de detecção de pontos e algoritmos de treinamento de redes neurais em 
diferentes texturas do chão para determinar o quão preciso o cálculo da odometria 
utilizando tais informações pode ser. 
A segunda contribuição é um ambiente virtual no Blender juntamente com o 
modelo dinâmico de um robô diferencial e controlador de posição implementado. Com 
isto, pesquisadores podem testar diferentes texturas e configurações de ambiente.   
 
 
1.5 Submissões, Publicações, Premiações e Projetos 
 
  Com os conhecimentos desenvolvidos durante a pesquisa no tópico de visão 
computacional, foram publicados cinco artigos científicos com um total de 6 citações até o 
momento: 
 
LIMA, Marcus VP et al. vSlam experiments in a custom simulated environment. 
In: Indoor Positioning and Indoor Navigation (IPIN), 2015 International 
Conference on. IEEE, 2015. p. 1-7. 
 
LIMA, Marcus et al. Indoor visual localization of a wheelchair using Shi-Tomasi and 
KLT. In: Electrical and Computer Engineering (CCECE), 2017 IEEE 30th 
Canadian Conference on. IEEE, 2017. p. 1-4. 
 
BASTOS, Vinicius B.; LIMA, Marcus P.; KURKA, Paulo RG. Virtual 3D 
Environments for Image-Based Navigation Algorithms. World Academy of Science, 
Engineering and Technology, International Journal of Computer, Electrical, 
Automation, Control and Information Engineering, v. 11, n. 6, p. 656-663, 2017. 
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LIMA, Marcus VP et al. Neural network regularization of an inertial odometry 
estimation for position control of a mobile robot. In: Electrical, Electronics 
Engineering, Information and Communication Technologies (CHILECON), 2017 
CHILEAN Conference on. IEEE, 2017. p. 1-6. 
 
BASTOS, Vinicius B. et al. Monocular visual odometry for robotic wheelchair in a 
virtual environment. In: Systems Conference (SysCon), 2018 Annual IEEE 
International. IEEE, 2018. p. 1-8. 
 
Durante o período da pesquisa, o autor participou de diversos programas internacionais 
e recebeu os seguintes certificados e prêmios: 
 
 4º PIPE FAPESP High Tech Entrepreneurial Training Program 
 Leaders of Innovation Brasil-Reino Unido (FAPESP/Royal Academy of Engineering)  
Academy Industry Training  Brasil-Suiça (CNPQ/Swissnex) – 2º  Lugar 
Startups Connected (Câmara de Comércio e Indústria Brasil-Alemanha) – 3º  Lugar 
Falling Walls Brasil-Alemanha (DWIH) – 1º  Lugar etapa Brasil 
 
As pesquisas na área de visão computacional propostas renderam dois financiamentos 
de projetos: 
 
(2016) PIPE FAPESP FASE 1 – Processo No 2016/15351-1 – Pesquisador Responsável 
(2018) PIPE FAPESP FASE 1 – Processo No 2018/01014-9 – Pesquisador Responsável  
 
1.6 Estrutura do Trabalho 
 
 Esta tese está organizada em sete capítulos. Os capítulos 2,3,4,5 e 6 discorrem sobre os 
principais conceitos teóricos utilizados na implementação do ambiente virtual, detecção de 
pontos característicos, rastreamento de pontos e redes neurais. O capítulo 7 apresenta a 
implementação da metodologia.  O capítulo 8 demonstra os experimentos, resultados e 
discussões. 
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2  SIMULADORES DE AMBIENTES VIRTUAIS  
 
 
 Para tornar os experimentos mais viáveis e ágeis, muitas vezes são utilizados ambientes 
virtuais que conseguem reproduzir com boa qualidade características reais. Esta seção discorre 
sobre os três principais ambientes de simulação selecionados e suas principais características. 
 
2.1 Gazebo  
  
 Gazebo é um simulador virtual gratuito focado em aplicações de robótica. Possui 
ferramentas para testar algoritmos, desenvolver robôs, realizar testes de regressão e treinar 
sistema de inteligência artificial utilizando cenários realistas. A Figura 2.1 mostra um exemplo 
de um ambiente desenvolvido no Gazebo. 
 
Figura 1.1: Braço robótico em um ambiente virtual desenvolvido no Gazebo. 
 
Fonte: Hortovanyi, 2017. 
 
 É possível encontrar muitos trabalhos recentes que utilizam o Gazebo para realizar 
simulações de micro veículos aéreos (MAV) (FURRER, 2016), veículos aquáticos não-
tripulados (UUV) (MANHÃES, 2016), veículos terrestres (SOKOLOV, 2016) e inclusive a 
criação de novos plug-ins para adicionar novas capacidades ao Gazebo (BORREGO, 2018). As 
principais características do Gazebo são apresentadas na Figura 2.2 
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Figura 2.2: Principais características do Gazebo. 
 
Fonte: Adaptado de Gazebo, 2018. 
 
Para esta tese, as principais características são: modelos de robôs já implementados, 
sensores e ruídos, simulação da dinâmica e gráficos 3D avançados. 
 
2.2 V-rep 
 
 V-rep é um simulador de robôs gratuito com ambiente de desenvolvimento integrado 
baseado em uma arquitetura de controle distribuída onde cada objeto pode ser separadamente 
controlado através de um script anexado, plugin e outras soluções customizadas. Tornando-o 
muito versátil e ideal para aplicações com múltiplos robôs. Controladores podem ser escritos 
em C/C++, Python, Java, Lua, Matlab ou Octave. A Figura 2.3 ilustra uma aplicação 
desenvolvida no V-rep. 
 
Figura 2.3: Braços robóticos em um ambiente virtual desenvolvido no V-rep. 
 
Fonte:  Robotics, 2011. 
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 Assim como no Gazebo, existem diversos trabalhos recentes que utilizam o V-rep para 
realizar simulações em veículos aéreos (OLIVARES-MENDEZ, 2015), robôs industriais 
(SAFEEA, 2018) e robôs terrestres (FARIAS, 2018). As principais características do V-rep 
estão ilustradas na Figura 2.4  
 
Figura 2.4: Principais características do V-rep. 
 
Fonte: Robotics, 2018. 
  
Paras os experimentos realizados nesta tese, as principais características são: APIs 
compatíveis, dinâmica e sensores de visão;  
 
2.3 Blender 
 
 O Blender é um software gratuito e de código aberto para criação 3D. Dá suporte para 
todo o processo de criação: modelagem, animação, simulação, renderização, composição e 
rastreamento de movimento. Possui uma API para escrever scripts customizados em Python e 
uma grande comunidade para suporte e compartilhamento de projetos. O Blender é utilizado 
para criação de filmes, jogos e composições artísticas. A Figura 2.5 ilustra um ambiente 
desenvolvido no Blender. 
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Figura 2.5: Ambiente desenvolvido no Blender. 
 
Fonte: Rob Tuytel, 2018. 
 
 Diferente do Gazebo e V-rep, o Blender não é tão reconhecido na comunidade científica 
que realizada experimentos de robótica. Ainda sim, é possível encontrar trabalhos recentes em 
navegação visual (SPEARS, 2016), cirurgia assistida por robôs (MULLER, 2016) e simulação 
de braços robóticos (ABDULLAH, 2016). Uma questão é evidente: quando se busca qualidade 
de imagem, o blender é uma das soluções mais procuradas. A Figura 2.6 demonstra as principais 
características do Blender. 
 
Figura 2.6: Principais características do Blender. 
 
Fonte: Adaptado de Rob Tuytel, 2018. 
 Para esta tese, as principais características do Blender são: Engine de renderização, 
animação e escrever scripts customizados em python. Outra questão interessante é que se pode 
encontrar na comunidade ambientes realistas já prontos para download. 
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3  DETECÇÃO DE PONTOS CARACTERÍSTICOS NA 
IMAGEM 
 
A detecção de pontos característicos, muito conhecido na literatura como feature 
detection na imagem tem o objetivo de selecionar os pixels em regiões na imagem que 
caracterizam uma abstração de informação da imagem. Existem diversos tipos de detectores 
como de bordas, cantos e bolhas. Esta tese compara os principais detectores de pontos 
característicos na imagem para realizar o cálculo da odometria. 
 
     3.1 Harris 
 
Harris é um detector de cantos e bordas muito utilizado em aplicações de visão 
computacional desenvolvido por Chris Harris e Mike Stephens em 1988 (Harris, 1988).  
Assumindo uma imagem  em tons de cinza bidimensional 𝐼, pegando uma área da imagem 
(𝑢, 𝑣) e deslocando-a por (𝑥, 𝑦), onde 𝑤(𝑢, 𝑣) é a máscara. A soma ponderada dos quadrados 
das diferenças (SSD) é dado por: 
 
                                  S(x, y) = ∑∑𝑤(𝑢, 𝑣)(𝐼(𝑢 + 𝑥, 𝑣 + 𝑦) − 𝐼(𝑢, 𝑣))
2
𝑣u
   (3.1) 
 
 𝐼(𝑢 + 𝑥, 𝑣 + 𝑦) pode ser aproximado por uma expansão de Taylor. Adotando 𝐼𝑥 e 𝐼𝑦 
como as derivadas parciais de 𝐼, tal que: 
 
𝐼(𝑢 + 𝑥, 𝑣 + 𝑦) ≈ 𝐼(𝑢, 𝑣) + 𝐼𝑥(𝑢, 𝑣)𝑥 + 𝐼𝑦(𝑢, 𝑣)𝑦  
 
(3.2) 
  
 A equação 3.2 produz a aproximação: 
 
S(x, y) ≈ ∑∑𝑤(𝑢, 𝑣)(𝐼𝑥(𝑢, 𝑣)𝑥 + 𝐼𝑦(𝑢, 𝑣)𝑦)
2
𝑣u
  (3.3) 
 
 A equação 3.3 pode ser escrita na forma matricial: 
 
S(x, y) ≈ (x  y)𝐴 (
𝑥
𝑦)  (3.4) 
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 Na equação 3.4, 𝐴 é denominado de tensor estrutural (structure tensor): 
 
A =  ∑∑𝑤(𝑢, 𝑣) [
𝐼𝑥
2 𝐼𝑥𝐼𝑦
𝐼𝑥𝐼𝑦 𝐼𝑦
2 ]
𝑣u
 (3.5) 
 
Tal matriz é conhecida como matriz de Harris. Um canto (em geral, um ponto de 
interesse) é caracterizado por uma grande variação de S (Eq. 3.5) em todas as direções do vetor 
(𝑥  𝑦). Analisando os autovalores de A, esta caracterização pode ser expressa da seguinte 
forma: A deve ter dois autovalores “elevados” para um ponto de interesse. Baseado na 
magnitude dos autovalores, as seguintes inferências podem ser feitas: 
 
1) Se λ1 ≈ 0 𝑒 𝜆2 ≈ 0, então o pixel (x, y) não possui pontos de interesse. 
2) Se λ1 ≈ 0 𝑒 𝜆2 for um valor alto positivo, então uma borda foi encontrada. 
3) Se λ1 𝑒 𝜆2 forem dois valores altos positivos, então um canto foi encontrado. 
Harris e Stephens notaram quem o cálculo exato dos autovalores é computacionalmente 
caro, já que é necessário calcular uma raiz quadrada, então sugeriram a seguinte função: 
 
R = 𝜆1𝜆2 − 𝜅(𝜆1 + 𝜆2)
2 = det(𝐴) − 𝜅𝑡𝑟𝑎𝑐𝑒2(𝐴) (3.6) 
 
Onde 𝜅 é um parâmetro de sensibilidade ajustável.  
 
 3.2 Shi-Tomasi 
 
Em 1993, J.Shi e C. Tomasi utilizam os conceitos desenvolvidos por Harris e realizaram 
uma pequena modificação em seu artigo Good Features to Track (Shi,Tomasi, 1993). Ao invés 
de utilizar a equação 3.6 para calcular o score de um ponto, foi proposto a seguinte função: 
 
R = min (𝜆1, 𝜆2) (3.6) 
 
Basicamente, se este valor for maior do que um determinado valor de limiar (threshold), 
o ponto é considerado um canto. Este limiar normalmente é definido experimentalmente. Com 
isto, foi possível obter melhores resultados se comparado com o detector original de Harris. 
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 3.3 MSER 
 
O MSER se refere a Maximally Stable Estremal Regions e é um método para detecção 
de bolhas em imagens proposto por J. Matas (Matas, 2004). Os termos e definições do método 
são apresentados na Tabela 3.1: 
 
Tabela 3.1: Termos e definições do MSER 
Fonte: Matas, 2004 
Imagem 𝑰 é um mapeamento 𝑰: 𝕯 ⊂  𝕫𝟐  ⟶  𝓵. Regiões extremas são bem definidas em imagens 
se: 
1. 𝓵 é totalmente ordenado, por exemplo, se uma relação reflexiva, antisimétrica e binária-
transitiva existe. 
2. Uma relação de adjacência 𝑨 ⊂  𝕯 ×  𝕯 está definido.  
A região 𝕷 é um subconjunto contíguo de 𝕯, por exemplo, para cada 𝒑, 𝒒 ∈  𝕷 existe uma 
sequência 𝒑, 𝒂𝟏, 𝒂𝟐, … , 𝒂𝒏, 𝒒 e 𝒑𝑨𝒂𝟏, 𝒂𝒊𝑨𝒂𝒊+𝟏, 𝒂𝒏𝑨𝒒  
Região Limite Externa: 𝝏𝕷 = {𝒒 ∈  𝕯\𝕷 ∶  ∃𝒑 ∈ 𝕷 ∶ 𝒒𝑨𝒑} , por exemplo, a região limite 𝝏𝕷 de 
𝕷 é o conjunto de pixels sendo adjacentes a pelo menos um pixel de 𝕷 mas não pertencendo a 𝕷 
Região Extrema: 𝕷 ⊂ 𝑫 é a região que para todo 𝒑 ∈ 𝕷, 𝒒 ∈ 𝝏𝕷 ∶ 𝑰(𝒑) > 𝑰(𝒒)(região de 
máxima intensidade) ou 𝑰(𝒑) < 𝑰(𝒒) (região de menor intensidade) 
MSER: Seja uma sequência de regiões extremas 𝕷𝟏, … , 𝕷𝒊−𝟏, 𝕷𝒊, … , se por exemplo, 𝕷𝒊 ⊂ 𝕷𝒊+𝟏, 
a região 𝕷𝒊∗  é máxima estável se 𝒒(𝒊) =   |𝕷𝒊+𝚫\𝕷𝒊−𝚫 |/|𝕷𝒊| tem um mínimo local em 𝒊
∗. O 
valor de 𝚫 ∈ 𝓵  é um parâmetro do método 
 
A ideia do MSER é pegar regiões da imagem que permanecem praticamente invariantes 
sob a aplicação de diversos limiares: 
 
- Todos os pixels abaixo de um dado limiar são brancos e todos acima, pretos; 
- Dada uma sequência de imagens de limiar 𝐼𝑙 com o quadro 𝑡 correspondendo ao limiar 
𝑙, deve-se primeiro observar uma imagem preta, então pontos brancos correspondentes a 
mínimos locais vão aparecer e aumentar com o avanço do limiar; 
- Estes pontos brancos irão eventualmente se unirem, até que toda a imagem se torne 
branca; 
- O conjunto de todos os componentes conectados na sequência é o conjunto de todas 
as regiões extremas. 
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 3.4 FAST 
 
 O FAST, sigla para Features from accelerated segment test foi desenvolvido por E. 
Rosten  (Rosten, 2005). O principal objetivo do autor era criar um método de detecção de pontos 
característicos que fosse rápido o suficiente para aplicações em tempo real, principalmente na 
navegação robótica. O método FAST funciona considerando um círculo de 16 pixels ao redor 
do candidato a canto 𝑝 como ilustra a Figura 3.1.  
 
        Figura 3.1: Possível canto e região circular de 16 pixels ao redor 
 
 
 
Fonte: Roste, 2006 
 
 Este ponto candidato é classificado como canto se existe um conjunto de 𝑛 pixels 
adjacentes no círculo que tem menor intensidade de claridade do que o pixel candidato 𝐼𝑝 mais 
um valor de gatilho 𝑡, ou todos são mais escuros que 𝐼𝑝 − 𝑡. O valor padrão de 𝑛 foi definido 
como 12 por Roste pois permite um teste de alta velocidade que pode ser utilizado para excluir 
um grande número de não-cantos. Para agilizar o processo, primeiro se avaliam os pontos 1, 5, 
9 e 13 representados na Figura 3.1. Pelo menos três destes devem ser mais claros do que 𝐼𝑝 + 𝑡 
para ser considerado um canto. Em caso negativo, os pontos restantes são avaliados. Tal 
detector tem uma alta performance, porém existem algumas fraquezas: 
 
1.  O teste de alta velocidade não generaliza bem para 𝑛 < 12. 
2. A escolha e ordenamento dos pixels para teste rápido contém suposições implícitas 
sobre a distribuição da aparência da característica dos pontos. 
3. O conhecimento sobre o primeiro teste com 4 pixels é descartado. 
4. Múltiplas características são detectadas muito próximas uma da outra.    
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 3.5 SURF 
 
 O SURF ou Speed Up Robust Features foi desenvolvido por H. Bay em 2006 
(Bay,2006). É um detector e descritor de características na imagem patenteado. Pode ser 
utilizado em tarefas como reconhecimento de objetos, classificação ou reconstrução 3D. Foi 
parcialmente inspirado pelo detector scale-invaratiant feature transform (LOWE, 1999). A 
versão padrão do SURF é diversas vezes mais rápida do que o SIFT e, segundo os autores, é 
mais robusta em relação à diferentes transformações na imagem. O detector SURF é baseado 
na matriz Hessiana devido à boa performance, tempo de processamento e precisão. Dado um 
ponto 𝑋 = (𝑥, 𝑦) em uma imagem 𝐼, a matriz Hessiana ℋ(𝑋, 𝜎) em 𝑋 com uma escala 𝜎 é 
definida como: 
 
ℋ(𝑋, 𝜎) = [
𝐿𝑥𝑥(𝑋, 𝜎) 𝐿𝑥𝑦(𝑋, 𝜎)
𝐿𝑥𝑦(𝑋, 𝜎) 𝐿𝑦𝑦(𝑋, 𝜎)
] (3.7) 
 
onde 𝐿𝑥𝑥(𝑋, 𝜎) é a convolução da derivada de segunda ordem da Gaussiana 
𝜕2
𝜕𝑥2
𝑔(𝜎) com a 
imagem 𝐼 no ponto 𝑋, e similarmente para 𝐿𝑥𝑦(𝑋, 𝜎) e 𝐿𝑦𝑦(𝑋, 𝜎). Gaussianas são ótimas para 
análise escala-espacial. Na prática, precisam ser discretizadas e cortadas (Figura 3.2 c,d). Os 
filtros 9x9 na Figura 3.2 são aproximações para Gaussianas de derivadas de segunda ordem 
com 𝜎 = 1.2. As aproximações são representadas por 𝐷𝑥𝑥, 𝐷𝑦𝑦 e 𝐷𝑥𝑦. Os pesos aplicados em 
regiões retangulares são mantidos como números inteiros para eficiência computacional, 
posteriormente é necessário o balanço dos pesos relativos na expressão para a determinante da 
Hessiana com 
|𝐿𝑥𝑦(1.2)|𝐹|𝐷𝑥𝑥(9)|𝐹
|𝐿𝑥𝑥(1.2)|𝐹|𝐷𝑥𝑦(9)|𝐹
= 0.912 … ≃ 0.9, onde |𝑥|𝐹 é a norma de Frobenius. O 
resultante é: 
det(ℋ𝑎𝑝𝑝𝑟𝑜𝑥) = 𝐷𝑥𝑥𝐷𝑦𝑦 − (0.9𝐷𝑥𝑦)
2
 (3.8) 
 
Figura 3.2: Da esquerda para a direita: as Gaussianas de segunda ordem das derivadas parciais 
na direção 𝑦 e 𝑥𝑦 discretizadas e cortadas (a,b) e as aproximações utilizando filtros de caixa 
(c,d). As regiões cinza são iguais a zero. 
  
 
Fonte: Bay,2006. 
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 3.6 BRISK 
 
O detector Binary Robust Invariant Scalable Keypoints (BRISK) foi publicado em 2011 
por S. Leutenegger (Leutenegger, 2011). É um método para detecção de pontos característicos, 
descrição e correspondência. Os resultados mostram que em alguns casos, o BRISK mostrou 
um melhor desempenho do que o SURF, porém mais lento. O BRISK utiliza camadas de escala-
espaço em uma pirâmide composta de 𝑛 oitavas 𝑐𝑖 e 𝑛 intra-oitavas 𝑑𝑖, para 𝑖 = {0,1, … , 𝑛 − 1} 
e tipicamente 𝑛 = 4. As oitavas são formadas reduzindo pela metade progressivamente a 
imagem original (correspondente a 𝑐0). Cada intra-oitava 𝑑𝑖 está localizada entre camadas 𝑐𝑖 e 
𝑐𝑖+1, como ilustrado na Figura 3.3. A primeira intra-oitava 𝑑0 é obtida através do 
redimensionamento da imagem original 𝑐0 por um fator de 1.5, enquanto o resto das camadas 
intra-oitavas são derivadas através da redução pela metade da imagem sucessivamente. 
Portanto, se 𝑡 denota escala, então 𝑡(𝑐𝑖) = 2
𝑖 e 𝑡(𝑑𝑖) = 2
𝑖 ∙ 1.5. 
 
Figura 3.3: Detecção de pontos característicos escala-espaço 
 
 
Fonte: Leutenegger, 2011 
 
Um ponto característico é identificado em uma oitava 𝑐𝑖 analisando os 8 escores de 
saliência-vizinhança em 𝑐𝑖 assim como nos escores-fragmentos nas camadas imediatamente 
vizinhas acima e abaixo. Em todas as três camadas de interesse, a saliência máxima local e 
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refinada a nível sub-pixel antes da parábola 1D é ajustada dentro do eixo de escala para 
determinar a verdadeira escala do ponto característico. A localização do ponto é então 
reinterpolada entre a região máxima mais próxima para a escala determinada. A Figura 3.4 
mostra um exemplo da captura de características utilizando o BRISK: 
 
Figura 3.4: Detecção de pontos característicos utilizando BRISK 
  
(a) (b) 
Fonte: Leutenegger, 2011 
 
A Figura 3.4 mostra um exemplo da detecção de pontos utilizando o BRISK. As 
imagens são de um barco. A imagem (b) exibe um pequeno zoom e rotação em relação a imagem 
(a). O tamanho dos círculos denota a escala dos pontos característicos detectados enquanto os 
raios denotam a orientação.  
 
 3.7 KAZE 
 
O descritor de características KAZE foi publicado em 2012 por Fernández Alcantarilla 
(Alcantarilla, 2012). É um método para detecção e descrição de pontos característicos multi-
escala 2D em espaço de escalas não-linear utilizando filtragem difusa não-linear.  Esta 
abordagem descreve a evolução da luminância de uma imagem através do aumento dos níveis 
de escala como a divergência de uma certa função de fluxo que controla o processo de difusão. 
A equação 3.9 ilustra uma formulação clássica de uma difusão não-linear: 
 
 
𝜕𝐿
𝜕𝑡
= 𝑑𝑖𝑣(𝑐(𝑥, 𝑦, 𝑡) ∙ ∇L) (3.9) 
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onde 𝑑𝑖𝑣 e ∇ são respectivamente a divergência e o operador de gradiente. Graças à introdução 
da função de condutividade 𝑐 nesta equação, é possível tornar a difusão adaptiva para a estrutura 
local da imagem. De acordo com a equação: 
 
𝑐(𝑥, 𝑦, 𝑡) = 𝑔(|∇Lσ(𝑥, 𝑦, 𝑡) |) (3.10) 
 
onde a função de luminância ∇Lσ é o gradiente da versão suavizada da Gaussiana da imagem 
original 𝐿. A função de condutividade 𝑔 proposta é: 
 
  𝑔 = {
                  1,                   |∇Lσ|
2 = 0
1 − exp(−
3.315
(
|𝛻𝐿𝜎|
𝑘
)
8) , |∇Lσ|
2 > 0
 (3.11) 
 
o parâmetro de contraste 𝑘 pode ser fixado manualmente ou automaticamente através de 
algumas estimativas do gradiente da imagem. 
 
 Para detectar as características KAZE, primeiramente é realizado a computação do 
espaço de escala não-linear utilizando um método similar ao SURF. Um conjunto de índices de 
oitavas e sub-níveis é mapeado para sua escala correspondente 𝜎 através da equação: 
 
  𝜎𝑖(𝑜, 𝑠) = 𝜎02
𝑜+
𝑠
𝑆, 𝑜 ∈ [0…𝑂 − 1], 𝑠 ∈ [0…𝑆 − 1], 𝑖 ∈ [0…𝑁] (3.12) 
 
onde 𝜎𝑜 é o nível de escala base e 𝑁 é o número total de imagem filtradas. Agora é necessário 
converter o conjunto de níveis de escala discretos em unidades de pixel 𝜎𝑖 para unidades de 
tempo. No caso do espaço de escala Gaussiano, a convolução de uma imagem com uma 
Gaussiana de desvio padrão 𝜎 (em pixels) é equivalente a filtrar a imagem por um tempo 𝑡 =
𝜎2/2. Esta conversão é aplicada para se obter um conjunto de tempos de evolução e transformar 
o espaço de escala 𝜎𝑖(𝑜, 𝑠) para unidades de tempo em função do seguinte mapeamento 𝜎𝑖 →
𝑡𝑖: 
 
  𝑡𝑖 =
1
2
𝜎𝑖
2, 𝑖 = {0…𝑁} (3.13) 
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dado uma imagem de entrada, primeiramente é realizada a convolução com um kernel 
Gaussiano de desvio padrão 𝜎0 para reduzir ruídos e possivelmente artefatos na imagem. A 
partir disto, é computado o histograma do gradiente da imagem e obtido o parâmetro k (Equação 
3.11) em um processo automático. Então, dado o parâmetro de contraste e um conjunto de 
tempos de evolução 𝑡𝑖, constrói-se o espaço de escala não-linear de uma maneira iterativa como: 
 
  𝐿𝑖+1 = (𝐼 − (𝑡𝑖+1 − 𝑡𝑖) ∙ ∑ 𝐴𝑙(𝐿
𝑖)𝑚𝑙=1 )
−1
𝐿𝑖   (3.14) 
 
a Figura 3.5 ilustra a comparação entre o espaço de escala Gaussiano e o não-linear utilizando 
a função 𝑔 (Equação 3.11) durante diversas evoluções temporais com a mesma imagem de 
referência. 
 
Figura 3.5: Comparação entre o espaço de escala Gaussiano (linha superior) e difusão 
não-linear (linha inferior) 
 
                                           Fonte: Alcantarilla, 2012 
 
Como pode-se observar, o borramento Gaussiano suaviza por igual todas as estruturas 
da imagem, enquanto no espaço não-linear, os cantos que mais se destacam se mantém 
inafetados. 
Para determinar pontos de interesse, é calculado a resposta da determinante normalizada 
em escala da Hessiana em múltiplos níveis de escala: 
 
  𝐿𝐻𝑒𝑠𝑠𝑖𝑎𝑛𝑜 = 𝜎
2(𝐿𝑥𝑥𝐿𝑦𝑦 − 𝐿𝑥𝑦
2 )  (3.15) 
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onde (𝐿𝑥𝑥, 𝐿𝑦𝑦) são as derivadas parciais horizontais e verticais de segunda ordem, 
respectivamente e 𝐿𝑥𝑦 é a derivada parcial de segunda ordem. Dada um conjunto de imagens 
filtradas pelo espaço não-linear 𝐿𝑖, é analisado a resposta do detector em diferentes níveis de 
escala 𝜎𝑖.  Procura-se o ponto máximo de escala e localização espacial.  
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4 RASTREAMENTO DE PONTOS CARACTERÍSTICOS 
 
Para calcular a odometria do robô utilizando imagens, é preciso não só detectar pontos 
característicos utilizando uma das técnicas apresentadas no capítulo 3, mas também, rastreá-
los. Com isto, é possível criar uma trajetória no espaço da imagem e posteriormente, a 
odometria. Este capítulo discorre sobre o método de rastreamento de pontos utilizado nesta tese. 
 
 4.1 Kanade-Lucas-Tomasi 
 
O algoritmo de rastreamento de pontos de Kanade-Lucas-Tomasi (KLT) foi publicado 
em 1981 (Lucas, 1981). Apesar de ter sido desenvolvido há mais de 30 anos, ainda é muito 
utilizado devido à sua eficiência tanto em qualidade quanto em processamento. O algoritmo se 
propõe a resolver o problema de registro, onde dado duas imagens 𝐹(𝑥) e 𝐺(𝑥), sendo que 
𝐹(𝑥) está deslocada de G(𝑥) por um vetor ℎ, como encontrar tal vetor de forma a reduzir a 
diferença entre 𝐹(𝑥 + ℎ) e 𝐺(𝑥)? Algumas medidas de diferença entre as duas imagens são: 
   
𝑛𝑜𝑟𝑚𝑎 𝐿1 = ∑ |𝐹(𝑥
𝑥∈ℝ
+ ℎ) − 𝐺(𝑥)|  (4.1) 
   
𝑛𝑜𝑟𝑚𝑎 𝐿2 = (∑ |𝐹(𝑥 + ℎ) − 𝐺(𝑥)|
2
𝑥∈ℝ
)
1
2
   
(4.2) 
   
𝐶𝑜𝑟𝑟𝑒𝑙𝑎çã𝑜 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑎𝑑𝑎 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑎 = −
∑ 𝐹(𝑥 + ℎ)𝐺(𝑥)𝑥∈ℝ
(∑ 𝐹(𝑥 + ℎ)2𝑥∈ℝ )
1
2(∑ 𝐺(𝑥)2𝑥∈ℝ )
1
2 
  
 
 
(4.3) 
 
 
Lucas et al. propôs uma medida mais genérica para diferença da imagem, onde a norma 
𝐿2 e a correlação são casos especiais. A norma 𝐿1 pode ser utilizada como uma aproximação 
de baixo custo computacional da norma 𝐿2. Considerando que: 
   
𝐹′(𝑥) =
𝐹(𝑥 + ℎ) − 𝐹(𝑥)
ℎ
  
 
 
(4.4) 
 
 
 
O objetivo é encontrar o valor de ℎ que minimiza a norma 𝐿2 entre as duas imagens: 
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𝐸 = ∑[𝐹(𝑥 + ℎ) − 𝐺(𝑥)]2
𝑥
  
 
 
(4.5) 
 
   
𝜕𝐸
𝜕ℎ
= 0  
 
 
(4.6) 
 
   
∑2𝐹′(𝑥)[𝐹(𝑥) + ℎ𝐹′(𝑥) − 𝐺(𝑥)]
𝑥
 = 0  
 
 
(4.7) 
 
   
ℎ ≈
∑ 𝐹′(𝑥)[𝐺(𝑥) − 𝐹(𝑥)]𝑥
∑ 𝐹′(𝑥)2𝑥
 . 
 
 
(4.8) 
 
 
 A metodologia do KLT pode ser estendida para o registro entre duas imagens não 
somente relacionadas por uma simples translação, mas por uma transformação linear 
arbitrária, como rotação, escala e cisalhamento. Tal relação é representada por: 
   
𝐺(𝑥) = 𝐹(𝑥𝐴 + ℎ)  
 
 
(4.9) 
 
 
onde 𝐴 é a matriz expressando a transformação linear espacial entre 𝐹(𝑥) e 𝐺(𝑥). A 
quantidade a ser minimizada neste caso é: 
   
𝐸 = ∑[𝐹(𝑥𝐴 + ℎ) − 𝐺(𝑥)]2
𝑥
  
 
 
(4.10) 
 
 
para determinar as quantidades Δ𝐴 e Δh para ajustar 𝐴 e ℎ, utiliza-se a aproximação linear: 
   
                𝐹(𝑥(𝐴 + Δ𝐴) + (ℎ + Δℎ)) ≈ 𝐹(𝑥𝐴 + ℎ) + (𝑥Δ𝐴 + Δℎ)
𝜕𝐹(𝑥)
𝜕𝑥
 .  
 
 
 
(4.11) 
 
 Ao utilizar tal aproximação, a expressão de erro se torna quadrática nas quantidades a 
serem minimizadas. Diferenciando em relação a cada uma dessas quantidades e igualando 
os resultados a zero, são gerados um conjunto de equações lineares para serem resolvidas 
simultaneamente.  
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5 REDES NEURAIS 
 
Atualmente redes neurais são muito utilizadas em aplicações com processamento de 
imagens. Principalmente para classificação (Levi, 2015; Anthimopoulos, 2016; Esteva, 2017) 
e reconhecimento de padrões (Veeriah, 2015; Samarasinghe, 2016; Pal, 2017). Contudo, nesta 
tese, o objetivo da rede neural é primeiramente melhorar os resultados obtidos da estimativa de 
odometria puramente algébrica e posteriormente, calcular a odometria diretamente, tal 
aplicação é conhecida como ajuste ou fitting. 
  
 5.1 Estrutura da rede neural 
  
 O número de estruturas de redes neurais tem crescido exponencialmente. Cada vez mais 
novas estruturas são propostas, principalmente devido ao avanço em aplicações de visão 
computacional e o maior poder de processamento de sistemas embarcados. Veen, 2016 mapeou 
as principais estruturas de redes neurais, como ilustrado na Figura 5.1. 
 
Figura 5.1: Principais estruturas de redes neurais 
Fonte: Adaptado de Veen, 2016 
 
Esta tese foca na aplicação da rede neural de estrutura Feed-Forward (FF). Esta 
estrutura foi uma das primeiras propostas, apresentando boa precisão para aplicações de fitting 
e com baixo custo computacional relativo para o treinamento. A Figura 5.2 ilustra a estrutura 
de tal rede neural.  
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Figura 5.2 – Estrutura de uma rede neural feed-forward 
 
 
Fonte: Autor, 2019 
 
 Existem três elementos principais na estrutura da rede neural clássica: neurônios, 
ligações e camadas. A entrada representa o número diferentes elementos a serem utilizados para 
serem processados na camada oculta e então mapeados em uma determinada saída desejada. 
Cada ligação entre as camadas tem um fator de peso e viés, como visto na Figura 5.3 
 
Figura 5.3: Modelo da Rede Neural com pesos (w) e vieses (b). 
 
Fonte: Autor, 2015. 
 Para o cálculo da saída, é necessário realizar um conjunto de operações conhecidos 
como propagação-avante ou forward-propagation. Considerando dois elementos de entrada 
𝑛1, 𝑛2 e dois neurônios na camada oculta 𝑘1 e 𝑘2, onde cada ligação é representada por um peso 
𝑤𝑖𝑗 e viés 𝑏. Tem-se então a matriz de pesos: 
 
                𝑤 = [
𝑤11 𝑤12
𝑤21 𝑤22
] 
 
 
 
(5.1) 
 
a ligação entra as duas camadas é dada pela relação: 
 
                𝑘 = [
𝑤11 𝑤12
𝑤21 𝑤22
] [
𝑛1
𝑛2
] + 𝑏 
 
 
 
(5.2) 
 
Entrada 
Oculta 
Saída 
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a relação da camada oculta com a saída é calcula da mesma maneira. Adicionalmente, 𝑘 pode 
passar por um função de ativação que normalmente é uma função não-linear. Isto é utilizado 
pois a grande eficiência das redes neurais é encontrar relações não-lineares entre a entrada e a 
saída, caso contrário, seria apenas uma modelo de regressão linear. Sem funções de ativação, 
não seria possível a rede neural aprender e modelar complicados tipos de dados como imagens, 
vídeos, áudio e fala. 
 Outra importante característica da função de ativação é que deve ser diferenciável. Isto 
é utilizado no aprendizado (Seção 5.2), onde é preciso calcular os gradientes do erro(perda) em 
relação aos pesos atuais e então otimizá-los para melhorar o desempenho da rede.  
 Existem inúmeras possibilidades para funções de ativação, que basicamente, seguindo 
a regra de serem não-lineares e diferenciáveis. As três funções de ativação mais utilizadas são: 
Sigmoide ou Logística, Tangente Hiperbólica (Tanh) e Unidades Lineares Retificadas (ReLu) 
ilustradas na Figura 5.4. 
 
Figura 5.4: Funções de ativação mais utilizadas 
  Fonte: Autor, 2019. 
 
 As equações de cada uma das funções são: 
 
                𝑆𝑖𝑔𝑚ó𝑖𝑑𝑒 =
1
1+𝑒−𝑥
 
 
 
 
(5.3) 
 
 
                Tanh =
1−𝑒−2𝑥
1+𝑒−2𝑥
 
 
 
 
(5.4) 
 
 
                ReLu = max (0, 𝑥) 
 
 
 
(5.5) 
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 5.2 Aprendizado da rede neural 
 
 O aprendizado da rede neural está diretamente ligado com a atualização dos pesos e 
vieses para o aumento da precisão do mapeamento da entrada com a saída desejada da rede 
neural. Existem basicamente dois tipos de aprendizagem: supervisionada e não-supervisionada. 
No primeiro, a saída atual da rede neural é comparada com os dados da saída. Os pesos são 
inicializados com valores randômicos e ajustados pela rede, de modo que a próxima iteração 
produza um resultado mais próximo do valor desejado. No segundo tipo, a ideia é que a rede 
neural consiga aprender sozinha. Este tipo de rede ainda está em uma fase inicial de 
desenvolvimento, onde em algumas situações se provou promissora. Os conceitos de 
aprendizado deste tipo de rede normalmente estão associados com cooperação e competição. 
Esta tese foca na utilização de um método de aprendizado supervisionado. 
 Existem dois elementos importantes na aprendizagem: dados de treinamento e função 
de perda. Em relação aos dados, normalmente são utilizados em grande quantidade de modo 
que a rede neural consiga se adaptar à maior quantidade de situações diferentes referentes 
àquele conjunto de dados.  
 Após a propagação-avante apresentado na seção 5.1, é possível então obter o valor da 
saída atual e compará-la com o valor desejado. Isto serve para determinar o quão distante a rede 
está de encontrar uma solução ótima. O erro normalmente é calculado utilizando a função de 
erro quadrático: 
 
               𝐸𝑟𝑟𝑜𝑡𝑜𝑡𝑎𝑙 = ∑
1
2
(𝑣𝑎𝑙𝑜𝑟𝑑𝑒𝑠𝑒𝑗𝑎𝑑𝑜 − 𝑠𝑎í𝑑𝑎𝑎𝑡𝑢𝑎𝑙)
2
 (5.6) 
  
Em uma rede neural com várias camadas, é necessário propagar o erro para as camadas 
anteriores de forma a utilizar este valor para atualizar os pesos da rede neural utilizando 
diferentes funções de treinamento (seção 5.3). Este processo é conhecido como propagação-
retrocedente ou backward-propagation. Considerando um peso 𝑤1 ligado diretamente a uma 
saída 𝑜1, o interesse é saber o quanto uma mudança em 𝑤1 afeta o erro total. Aplicando a regra 
da cadeia: 
 
               
𝜕𝐸𝑟𝑟𝑜𝑡𝑜𝑡𝑎𝑙
𝜕𝑤1
=
𝜕𝐸𝑟𝑟𝑜𝑡𝑜𝑡𝑎𝑙
𝜕𝑜1
∙
𝜕𝑜1
𝜕𝐹𝑎𝑜
∙
𝜕𝐹𝑎𝑜
𝜕𝑤1
 
 
 
 
(5.7) 
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onde 𝐹𝑎𝑜 é a função de ativação da saída da rede neural. A Figura 5.5 ilustra o processo da 
propagação retrocedente. 
 
Figura 5.5: Visualização da propagação-retrocedente 
Fonte: Autor, 2019. 
 
 Como pode-se observar, é necessário diferenciar a função de ativação para realizar a 
operação retrocedente. Por isto a importância da função de ativação ser diferenciável, como 
comentado anteriormente. Com este valor calculado, é possível então atualizar os pesos de 
acordo com os algoritmos de treinamento apresentados na seção 5.3. 
 
 5.3  Algoritmos de treinamento 
 
Os algoritmos de treinamento buscam ajustar os pesos da rede neural de diferentes 
maneiras. Nesta tese, serão investigados três diferentes algoritmos: Gradiente Descendente, 
Gradiente Conjugado e Levenberg-Marquardt.  
 
 5.3.1 Gradiente descendente 
 
É um dos algoritmos mais simples de treinamento. Requer informações do vetor de 
gradiente, logo é um método de primeira ordem. Seja a função de perda 𝑓(𝑤𝑖) = 𝑓𝑖 e 𝛻𝑓(𝑤𝑖) =
𝑔𝑖, o método do gradiente descendente itera da seguinte maneira: 
 
                𝑤𝑖+1 = 𝑤𝑖 − 𝑔𝑖 ∙ 𝜂𝑖 , 𝑖 = 0,1, … 
 
 
 
(5.8) 
 
o parâmetro 𝜂 é a taxa de treinamento. Este valor pode ser fixo ou otimizado de acordo com o 
desempenho da rede a cada passo. 
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 5.3.2 Gradiente conjugado 
 
Foi proposto com a motivação de acelerar convergências tipicamente lentas associadas 
com o gradiente descendente. Neste algoritmo, a busca é realizada ao longo de direções 
conjugadas, o que produz uma convergência mais rápida do que as direções do gradiente 
descendente. Em outras palavras, o treinamento é mais rápido. Para atualizar os pesos, é 
necessário definir um vetor de treinamento de direção 𝑑:  
 
                𝑑𝑖+1 = 𝑔𝑖+1 + 𝑑𝑖 ∙ Υ𝑖, 𝑖 = 0,1, … 
 
 
 
(5.9) 
 
onde 𝑑𝑖 é o vetor de treinamento, inicializado em 𝑑0 = −𝑔0 e Υ𝑖 é chamado de parâmetro 
conjugado. Os pesos então são atualizados da seguinte maneira: 
 
                𝑤𝑖+1 = 𝑤𝑖 − 𝑑𝑖 ∙ 𝜂𝑖 , 𝑖 = 0,1, … 
 
 
 
(5.10) 
 
 5.3.3 Levenberg-Marquardt 
 
Este algoritmo, também conhecido como método de mínimos quadrados amortecido, 
foi desenvolvido para trabalhar especificamente com funções de perda que têm a forma de uma 
soma de erros quadráticos. Funciona sem a necessidade de calcular a matriz Heissiana. Ao 
invés, utiliza o vetor gradiente e a matriz Jacobiana. Considerando a função de perda expressada 
como uma soma de erros quadráticos: 
 
                𝑓 = ∑𝑒𝑖
2, 𝑖 = 0,… ,𝑚 
 
 
 
(5.11) 
 
onde 𝑚 é o número de instância no conjunto de dados. Pode-se definir a matriz Jacobiana da 
função de perda como contendo derivadas dos erros com respeito aos parâmetros: 
 
                𝐽𝑖,𝑗𝑓(𝑤) =
𝑑𝑒𝑖
𝑑𝑤𝑗
, 𝑖 = 1,… ,𝑚; 𝑗 = 1,… , 𝑛 
 
 
 
(5.12) 
 
o vetor de gradiente da função de perda como ser calculado como: 
                 
∇f = 2JT ∙ 𝐸 
 
(5.13) 
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onde 𝐸 é o vetor com todos os termos do erro. A matriz Heissiana pode ser aproximada então 
por: 
                 
H = 2 ∙ JT ∙ J + λI 
 
(5.14) 
 
 
Onde 𝜆 é o fator de amortecimento que assegura a positividade da matriz Heissiana e 𝐼 é a 
matriz identidade. A atualização de pesos se torna: 
                 
wi+1 = wi − (𝐽𝑖
𝑇 ∙ 𝐽𝑖 + 𝜆𝑖𝐼)
−1 ∙ (2𝐽𝑖
𝑇 ∙ 𝐸𝑖),   𝑖 = 0,1, … 
 
(5.15) 
 
 
 
5.4  Generalização 
 
 
Umas das características mais importantes de uma rede neural bem treinada é a 
capacidade de generalização ou seja, a capacidade deste modelo prever dados  nunca vistos 
antes (não presentes durante o treinamento).  Para isto, é importante que os dados sejam 
divididos em três conjuntos: 
 
 Treinamento: os dados utilizados para treinar a rede neural. O erro deste dataset 
é minimizado durante o treinamento; 
 Validação: utilizado para determinar a performance da rede neural em padrão 
não treinados durante o aprendizado; 
 Teste: aplicados para verificar a performance total da rede neural; 
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6 CONFIGURAÇÃO DE PARÂMETROS DA CÂMERA PARA 
APLICAÇÕES REAIS 
 
 
Um dos principais fatores para uma boa odometria utilizando a textura do chão em 
aplicações reais é a eliminação do borramento (blurring). Outro fator importante é a iluminação. 
Neste capítulo serão abordados maneiras para tratar tais fatores de forma a se obter uma boa 
qualidade de captura de imagem para o cálculo da odometria. 
 
6.1 Definição do borramento e trabalhos relacionados 
 
 
O borramento pode ser entendido como uma distorção da imagem dando a impressão 
que não está totalmente nítida, como visto na Figura 6.1. 
 
Figura 6.1 Imagem original (a) e borrada (b) 
 
                                       (a)                                (b) 
Fonte: Autor, 2019 
 
O borramento é um assunto muito abordado em pesquisas atuais na área de visão 
computacional. Existem muitos método para correção do borramento via software, Yan, 2016 
propõe a utilização de redes neurais profundas para a realização do processo de desborramento 
de uma forma mais genérica. Li, 2015 utiliza momentos discretos ortogonais baseados na 
técnica de Tcheichef, proposta por Mukundan, 2001 e Pan, 2016 utiliza um método de 
priorização de canais mais escuros da imagem para realizar o desborramento. Neste trabalho, 
focou-se na otimização dos parâmetros mecânicos da câmera para reduzir o borramento.  
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6.2 Taxa de quadros  
 
A taxa de quadros, expressa normalmente em quadros por segundo (QPS) , é a 
frequência com que imagens consecutivas aparecem em um display. Cada foto é registrada após 
o fechamento do obturador como ilustrado na Figura 6.2 
 
Figura 6.2 Obturador aberto (a) e fechado (b) 
 
          (a)                               (b) 
Fonte: Sony, 2017 
 
Enquanto o obturador estiver aberto, o sensor é exposto à luz. Quanto mais tempo 
permanecer aberto, mais luz atinge o sensor. Por exemplo, se a velocidade do obturador for de 
1/60 para 1/30, a quantidade de luz capturada é duplicada – considerando que a abertura é a 
mesma (fator que será abordado adiante).  A Figura 6.3 ilustra o efeito da taxa de quadros em 
uma cena com movimento. 
 
Figura 6.3 Efeitos da taxa de quadros em uma cena com movimento. (a) 1/1250 seg, 
(b) 1/20 seg, (c) 1/4 seg 
 
(a) (b) (c) 
Fonte: Sony, 2017 
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A Figura 6.3 (a) foi tirada a uma taxa de 1250 fps, a mais rápida de todas as três. Como 
o obturador fechou muito rapidamente, capturou o momento ao qual a cachoeira parecia estar 
parada. Na Figura 6.3 (b), como a água se moveu enquanto o obturador estava aberto, a 
fotografia tem uma aspecto dinâmico. Finalmente, na Figura 6.3 (c), a menor taxa de todas, a 
água tem uma aspecto contínuo devido à quantidade de luz capturada durante o relativamente 
longo tempo de abertura. Outro fator importante para a redução do borramento é a abertura. 
 
6.3 Abertura 
 
A abertura é a parte que ajusta a quantidade de luz capturada pela lente através da 
mudança da quantidade aberta. A Figura 6.4 ilustra duas aberturas diferentes. 
 
Figura 6.4 Abertura de F1.8 (a) e F16 (b) 
 
           (a)                               (b) 
Fonte: Sony, 2017 
 
A quantidade de luz que chega na câmera é afetada pelo tamanho da abertura 
quantificada em números F. Quanto maior este número, a abertura é mais fechada e 
consequentemente menos luz passa pela lente, o contrário também é verdadeiro. A escala F é: 
f/1.4, f/2, f/2.8, f/4, f/5.6, f/8, f/11, f/16, f/22. O mais importante é que de um valor da escala 
para o imediatamnete seguinte, a abertura reduz a captura de luz em 50%. Esta relação é dada 
pela área da abertura, calculada pela equação 6.1 
                 
A = (
Tl
2𝑉𝑓
)
2
∙ 𝜋 
 
 
(6.1) 
 
 
Onde A é a área de abertura, 𝑇𝑙 é o tamanho da lente e 𝑉𝑓 é o valor da abertura. 
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A abertura também influencia o borramento. Um exemplo deste efeito é ilustrado na 
Figura 6.5. 
Figura 6.5 Efeito de borramento com a variação da abertura 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
 
(f) 
Fonte: Adaptado de Hull, 2011 
 
Pode-se observar que ao diminui a abertura, menos luz é capturada na lente e logo a foto 
se torna mais escura. Contudo, observa-se uma maior nitidez no fundo. Isto acontece devido à 
alteração no plano de foco. A figura 6.6 ilustra tal efeito.  O trabalho de Zhou, 2009 relaciona 
a abertura com o desborramento da imagem. 
Evidencia-se então que, na realidada, o desborramento acontece devido ao aumento do 
campo de visão, ou seja, fazendo com que objetos mais próximo e distantes entrem na zona de 
foco e com isto fiquem mais nítidos – fator crítico para a qualidade do rastreamento de pontos 
no processamento de imagens.  
 
6.4 Distância Focal 
 
A configuração da distância focal é um grande fator para a nitidez da imagem. Este 
parâmetro é definido pela distância do centro da lente ao sensor de imagem (plano focal), sendo 
que cada lente tem uma distância focal diferente. Quanto menor este valor, maior o campo de 
visão, dando uma impressão de que o objeto está longe. 
Normalmente, lentes com distância focal de cerca de 35 mm são chamadas de “lentes 
normais”, pois estas têm um ângulo de visão próximo ao do ser humano. Lentes com uma 
distância focal menor que isto, são chamadas de “grande angular” e as maiores de “telefoto”. 
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 Figura 6.6 Alteração do campo de visão com a abertura da lente 
 
Fonte: Adaptado de Hull, 2011 
 
Uma das técnicas muito utilizadas em fotografia é configurar o campo de visão para que 
o foco seja apenas no objeto de interesse, fazendo com que tudo que esteja na frente e atrás 
deste fiquem borrados. A Figura 6.7 ilustra um exemplo. 
 
Figura 6.7 Exemplo de foco apenas no objeto de interesse 
 
Fonte: Sony, 2017 
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Neste trabalho, deve-se evitar este efeito pois deseje-sa que a cena inteira esteja nítida 
de forma a aumentar a região para detecção de pontos de interesse visto que o borramento afeta 
negativamente no rastreamento dos pontos. 
Existem maneiras de se realizar o rastreamento de pontos de uma imagem borrada como 
descrevem os trabalhos de MA, 2016, WU, 2011 e JIN, 2005. Contudo, tais técnicas não foram 
utilizadas nesta pesquisa pois a boa configuração dos parâmetros da câmera no experimento 
final foi suficiente para obter resultados satisfatórios. 
 
6.5 ISO 
 
 A ISO é a sensibilidade à luz da câmera. Quanto menor este valor, menos luz está 
atingindo o sensor – o inverso também é verdadeiro. Contudo, um valor de ISO muito grande 
gera um ruído característico na imagem, conhecido como granulação. A Figura 6.8 ilustra um 
exemplo com esta ocorrência. 
 
Figura 6.8. Exemplo de foto com configuração distintas de ISO 100 (a) e 3200 (b). 
 
(a) (b) 
 
Fonte: Rowse, 2019 
  
Nota-se que a imagem da esquerda está mais “suave”, enquanto a da direita apresenta 
uma textura granulada. Uma outra alteração mais sutil é na resolução da cor. A imagem (a) 
apresenta uma variação do rosa claro para o rosa escuro, na (b) observa-se um tom de rosa claro 
a um rosa “intermediário” se comparado com a gama da imagem (a).  
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6.6 Exposição 
 
A exposição é uma combinação da abertura, velocidade do obturador e ISO, conhecido 
também como triângulo da exposição, como ilustrado na Figura 6.9 
 
Figura 6.9. Triângulo de exposição 
 
Fonte: adaptado de Hull, 2019 
 
A quantidade de luz na cena é muito importante pois é um fator crítico para captura de 
contrastes diferentes. A Figura 6.10 ilustra um exemplo de uma foto com diferentes exposições: 
 
Figura 6.10.  Exemplo de foto com diferentes exposições 
 
 
 
 
 
 
 
Fonte: adaptado de Carmencita, 2016 
 
Percebe-se que uma exposição menor, leva a uma captura menor de luz e 
consequentemente uma menor diferença de contrastes – o que afeta diretamente a qualidade do 
rastreamento dos pontos, como será apresentado nos resultados desta tese. 
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7 ODOMETRIA UTILIZANDO A TEXTURA DO CHÃO 
 
  
 Este capítulo demonstra como todos os conceitos discutidos anteriormente foram 
aplicados para calcular a odometria do robô utilizando a textura do chão. Em todos os três 
métodos apresentados, supõe-se que a câmera está em paralelo com o chão e que este é 
totalmente plano, como mostra a figura 7.1.   
 
Figura 7.1: Vista lateral do robô 
 
Fonte: Autor, 2019 
 
Neste caso, a altura h é fixa e o chão não possui inclinação. Isto simplifica o problema 
do deslocamento de 3D para 2D. Quando se realizam experimentos de navegação uma câmera 
monocular apontada para frente, o desafio é rastrear pontos no espaço 3D com um sensor 2D. 
Possíveis soluções para tal problema envolvem utilização de múltiplas câmeras ou uma câmera 
com sensor de profundidade, normalmente um Lidar. Esta tese foca na utilização de uma câmera 
apenas para calcular o deslocamento. 
 
 
 7.1  Ambiente Virtual 
 
Para a escolha do ambiente virtual, havia três opções: Gazebo, V-rep e Blender. Optou-
se pela utilização do Blender pela carência de trabalhos na área de robótica utilizando esta 
plataforma e pelo grupo de pesquisa, onde esta tese foi desenvolvida, já ter trabalhos 
desenvolvidos na área de robótica utilizando Blender. 
O interesse desta pesquisa é tentar aproximar ao máximo a qualidade das texturas com 
as condições reais. Por este motivo, o ambiente de simulação Blender foi selecionado. Bastos, 
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2018 apresenta as principais ferramentas e configurações para realizar experimentos de robótica 
no Blender. Tal trabalho serviu como base para o desenvolvimento do experimento virtual. 
Como apresentado na tabela 7.1, o Blender não foi desenvolvido especificamente para 
aplicações de robótica. Por este motivo, para realizar experimentos com um robô, é necessário 
codificar a sua dinâmica e algoritmo de controle direto no Blender. A figura 7.2 mostra o editor 
de códigos em Python (esquerda) e o robô dentro do ambiente antes da renderização (direita).    
 
Figura 7.2: Editor de código em Python (esquerda), robô e ambiente de simulação 
antes da renderização (direita) 
Fonte: Autor, 2019 
O robô foi desenhado utilizando formas geométricas simples como cubos, e cilindros. 
Na parte frontal, foram colocadas duas câmeras para capturar a textura do solo. Apesar da 
metodologia desta tese utilizar apenas uma câmera, o objetivo de colocar duas é para criação 
de um dataset que também contenha imagens estereoscópicas para pesquisadores desta área 
realizarem diferentes experimentos. 
Para codificar a dinâmica do robô, foi selecionado o modelo diferencial. A Figura 7.3 
ilustra o desenho do robô e as variáveis utilizadas na modelagem. 
 
Figura 7.3: Desenho do robô diferencial 
Fonte: Martins, 2008 
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O modelo dinâmico do robô, utilizando os parâmetros da figura 7.3 foi apresentado por 
De La Cruz e Carelli (2006). Na figura, 𝑢 e 𝑤 são as velocidades linear e angular, 
respectivamente, 𝐺 é o centro de massa, 𝐶 é a posição da roda giratória, 𝐸 é a localização de 
alguma ferramenta no robô (neste caso, as câmeras), ℎ é o ponto de interesse com coordenadas 
𝑥, 𝑦 e no plano 𝑋𝑌, 𝜓 é a orientação do robô e "𝑎” é a distância entre o ponto de interesse e o 
ponto central do eixo virtual interligando as rodas tracionadas (ponto B) 
                   
              
[
 
 
 
 
ẋ
?̇?
?̇?
?̇?
?̇?]
 
 
 
 
=
[
 
 
 
 
 
𝑢 𝑐𝑜𝑠 𝜓 − 𝑎𝜔 𝑠𝑖𝑛𝜓
𝑢 𝑠𝑖𝑛 𝜓 + 𝑎𝜔 𝑐𝑜𝑠𝜓
𝜔
𝜃3
𝜃1
𝜔2 −
𝜃4
𝜃1
𝑢
−
𝜃5
𝜃2
𝑢𝜔 −
𝜃6
𝜃2
𝜔 ]
 
 
 
 
 
+
[
 
 
 
 
 
0 0
0 0
0 0
1
𝜃1
0
0
1
𝜃2]
 
 
 
 
 
[
𝑢𝑟𝑒𝑓
𝜔𝑟𝑒𝑓
] +
[
 
 
 
 
𝛿𝑥
𝛿𝑦
0
𝛿𝑢
𝛿𝜔]
 
 
 
 
, 
 
 
 
 
(7.1) 
 
 
onde 𝑢𝑟𝑒𝑓 e 𝜔𝑟𝑒𝑓 são os valores desejados da velocidade linear e angular, respectivamente e 
representam os sinais de entrada do sistema. Um vetor de parâmetros identificados e um vetor 
de incertezas são associados com o modelo do robô móvel diferencial 
 
        𝜃 = [𝜃1  𝜃2  𝜃3  𝜃4  𝜃5  𝜃6]
𝑇 , 
 
 
(7.2) 
 
 
        𝛿 = [𝛿𝑥  𝛿𝑦  0  𝛿𝑢  𝛿𝜔]
𝑇
, 
 
 
(7.3) 
 
 
        𝜃1 =
[
𝑅𝑎
𝑘𝑎
(𝑚𝑅𝑡𝑟+2𝐼𝑒)+2𝑟𝑘𝐷𝑇]
2𝑟𝑘𝑃𝑇
,  
 
 
(7.4) 
 
 
        𝜃2 =
[
𝑅𝑎
𝑘𝑎
(𝐼𝑒𝑑
2)+2𝑅𝑡𝑟(𝐼𝑧+𝑚𝑏
2)+2𝑟𝑑𝑘𝐷𝑅]
2𝑟𝑘𝑃𝑅
,  
 
 
(7.5) 
 
 
        𝜃3 =
𝑅𝑎
𝑘𝑎
𝑚𝑏𝑅𝑡
2𝑘𝑃𝑇
  , 
 
 
(7.6) 
 
 
        𝜃4 =
𝑅𝑎
𝑘𝑎
(
𝑘𝑎𝑘𝑏
𝑅𝑎
+𝐵𝑒)
𝑟𝑘𝑃𝑇
+ 1 , 
 
 
(7.7) 
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        𝜃5 =
𝑅𝑎
𝑘𝑎
𝑚𝑏𝑅𝑡
𝑑𝑘𝑃𝑅
 , (7.8) 
 
 
        𝜃6 =
𝑅𝑎
𝑘𝑎
(
𝑘𝑎𝑘𝑏
𝑅𝑎
+ 𝐵𝑒)
𝑑
2𝑟𝑘𝑃𝑅
+ 1 , 
 
 
(7.9) 
 
 
 
onde 𝛿𝑥 e 𝛿𝑦 são funções das velocidades de escorregamento e a orientação do robô, 𝛿𝑢 e 𝛿𝜔 
são funções de parâmetros físicos como massa, inércia, pneus e diâmetro das rodas, parâmetros 
dos motores, seus servos e forças nas rodas e são considerados como distúrbios. 
Os parâmetros 𝜃 são funções de alguns parâmetros físicos do robô, como sua massa 𝑚, 
seu momento de inércia 𝐼𝑧 em 𝐺, a resistência elétrica dos motores 𝑅𝑎, a constante eletromotiva 
dos motores 𝑘𝑏, a constante de torque dos motores 𝑘𝑎, o coeficiente de atrito 𝐵𝑒, o momento 
de inércia 𝐼𝑒 de cada de engrenagem e redutores, o raio 𝑟 das rodas, o raio nominal 𝑅𝑡 dos pneus 
e as distâncias 𝑏 e 𝑑. É considerado que 𝜃𝑖 > 0, 𝑖 = 1,2,4,6 e os parâmetros 𝜃3 e 𝜃5 serão nulos 
se o centre de massa 𝐺 é exatamente no ponto central dos eixos virtuais interligando as rodas 
tracionadas (ponto 𝐵).  Martins,2008 propôs um controlador cinemático e dinâmico do robô 
através das seguintes expressões: 
 
        [
𝑢𝑟𝑒𝑓
𝑐
𝜔𝑟𝑒𝑓
𝑐 ] = [
cos𝜓 𝑠𝑖𝑛 𝜓
−
1
𝑎
sin𝜓
1
𝑎
𝑐𝑜𝑠𝜓
] [
𝑥?̇? + 𝑙𝑥 tanh (
𝑘𝑥
𝑙𝑥
?̃? )
𝑦?̇? + 𝑙𝑦 tanh (
𝑘𝑦
𝑙𝑦
?̃?)
] , 
 
 
(7.10) 
 
 
        [
𝑢𝑟𝑒𝑓
𝜔𝑟𝑒𝑓
] = [
𝜃1 0
0 𝜃2
] [
𝜎1
𝜎2
] + [0 0 −𝜔
2 𝑢 0 0
0 0 0 0 𝑢𝜔 𝜔
]   ×
[𝜃1 𝜃2 𝜃3 𝜃4 𝜃5 𝜃6]
𝑇 , 
 
 
(7.11) 
 
 
        𝜎1 = ?̇?𝑟𝑒𝑓
𝑐 + 𝑘𝑢?̃?, 𝑘𝑢 > 0, 
 
 
(7.12) 
 
 
        𝜎2 = ?̇?𝑟𝑒𝑓
𝑐 + 𝑘𝜔?̃?, 𝑘𝜔 > 0 , 
 
 
(7.13) 
 
 
        ?̃? = 𝑢𝑟𝑒𝑓
𝑐 − 𝑢,   ?̃? = 𝜔𝑟𝑒𝑓
𝑐 − 𝜔 
 
 
(7.14) 
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onde ?̃? = 𝑥𝑑 − 𝑥 e ?̃? = 𝑦𝑑 − 𝑦 são os erros da posição atual nos eixos 𝑋 e 𝑌, respectivamente, 
𝑘𝑥 > 0 e 𝑘𝑦 > 0 são os ganhos do controlador, 𝐼𝑥 ∈ ℝ e 𝐼𝑦 ∈ ℝ são as constante de saturação, 
(𝑥, 𝑦) e (𝑥𝑑 , 𝑦𝑑) são as coordenadas atuais e desejadas do ponto de interesse, respectivamente.  
O objetivo do controlador cinemático é gerar referências das velocidades linear e angular para 
o controlador dinâmico (eq. 7.11). Se houverem incertezas nos parâmetros do robô, outra lei de 
controle deve ser utilizada. 
 
       𝑉𝑟𝑒𝑓 = 𝐺𝜃 = 𝐺𝜃 + 𝐺?̃? = 𝐷𝜎 + η + Gθ̃ 
 
 
(7.14) 
 
 
       ?̃? = 𝜃 − 𝜃 
 
 
(7.15) 
 
 
𝐺 = [
𝜎1 0 −𝜔
2 𝑢 0 0
0 𝜎2 0 0 𝑢𝜔 𝜔
] 
 
 
(7.16) 
 
 
𝜂 = [0 0 −𝜔
2 𝑢 0 0
0 0 0 0 𝑢𝜔 𝜔
] 
 
 
(7.17) 
 
 
Com o modelo do robô e o controle codificados no Blender, é possível digitar um vetor 
de coordenadas (𝑥, 𝑦) e movimentar o robô para as trajetórias desejadas e, ao longo do caminho, 
tirar fotos da textura do solo. A Figura 7.3 mostra um exemplo de uma trajetória seguindo os o 
vetor de pontos (0,0 ; 0,1; 1,1; 2,2; 2,0). A tabela 7.1 apresenta os parâmetros do robô 
utilizados: 
 
Figura 7.4: Exemplo de trajetória utilizando a dinâmica do robô diferencial 
Fonte: Autor, 2019 
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Tabela 7.1: Parâmetros do robô utilizados nos experimentos 
Fonte: Autor, 2019 
Parâmetros Valor 
𝜽 [ 0.2604,0.2509, −0.000499,0.9965,0.00263, 1.0768] 
𝒂 0.2 m 
𝒖𝒎𝒂𝒙   0.5 (m/s) 
𝝎𝒎𝒂𝒙  0.5 (rad/s) 
?̇?𝒎𝒂𝒙 0.5 (m/s^2) 
?̇?𝒎𝒂𝒙 0.5 (m/s^2) 
𝒌𝒙 10 
𝒌𝒚 10 
𝒍𝒙 10 
𝒍𝒚 10 
tolerância (erro) 0.1 m 
Tempo de amostragem 0.033 s 
Taxa de captura de imagens 30 quadros/s 
 
 
Outra configuração importante é o da câmera. O Blender possui muitas configurações, 
que auxiliam inclusive a simular características de câmeras reais como o tamanho do sensor, 
distância focal e lentes. A figura 7.5 ilustra as configurações utilizadas: 
 
Figura 7.5: Parâmetros da câmera do robô no Blender 
 
Fonte: Autor, 2019 
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Por fim, tem-se a configuração da textura do chão. Utiliza-se uma imagem de tamanho 
1024x1024 pixels de boa qualidade que representa uma textura realista do chão. A Figura 7.6 
ilustra um exemplo de umas das texturas utilizadas. 
 
Figura 7.6: Exemplo de uma textura do chão utilizada (Textura 1) 
 
Fonte: Autor, 2019 
Esta textura é então replicada no chão do ambiente virtual utilizando as configurações 
mostrada na figura 7.7. 
 
Figura 7.7: Configurações da textura no ambiente virtual 
 
Fonte: Autor, 2019 
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 7.2  Cálculo da odometria utilizando texturas do chão 
 
Com o ambiente virtual configurado, são realizados experimentos com diferentes 
trajetórias, armazenados as imagens do chão no percurso e as posições e orientação do robô em 
cada amostragem em um arquivo de texto (.txt). Todo o processamento é realizado no Matlab. 
Apesar do Blender possuir a opção de escrever scripts em python, o Matlab tem um suporte 
muito grande para a parte de geração de gráficos, processamento de imagens e redes neurais – 
o que facilita na comparação de diversos métodos de extração de pontos e algoritmos de 
treinamento da rede neural, por exemplo. 
Antes de realizar a extração de pontos característicos, é necessário a conversão da 
imagem de colorida (RGB) para escala de cinzas. Isto é realizado utilizando a seguinte função: 
 
       𝐼𝑔 = 0.2989 ∙ 𝑅 + 0.5870 ∙ 𝐺 + 0.1140 ∙ 𝐵 (7.18) 
 
 
onde 𝑅, 𝐺, 𝐵 são as intensidades de cada pixel das camadas vermelha, verde e azul da 
imagem. Foram utilizados 7 tipos de detectores de pontos característicos na imagem, cada um 
destes tem diferentes parâmetros para configuração. Estes foram ajustados de modo a ter um 
bom funcionamento para a aplicação em questão. Foram observados a quantidade de pontos 
identificados, idealmente deve ser maior do que 20 e se os pontos detectados eram facilmente 
rastreados pelo algoritmo KLT (taxa de sucesso de rastreamento). A tabela 7.2 ilustra os 
parâmetros utilizados em cada um dos algoritmos de detecção de pontos, estes parâmetros 
foram determinados experimentalmente. A Figura 7.8 mostra um quadro convertido para escala 
de cinza e com pontos característicos detectados. 
 
Tabela 7.2: Parâmetros dos detectores de pontos utilizados 
Fonte: Autor, 2019 
Parâmetros Valor 
Harris 'MinQuality' = 0.01, 'FilterSize'=5 
Shi-Tomasi 'MinQuality' = 0.01, 'FilterSize'=5 
MSER 'ThresholdDelta'=0.7, 'RegionAreaRange'=[5 10] 
FAST 'MinQuality'=0.01, 'MinContrast'=0.04 
 
Surf 'NumOctaves'=1, 'MetricThreshold'=500 
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BRISK 'MinQuality'=0.01, 'NumOctaves'=1, 
'MinContrast'=0.04 
Kaze 'Threshold'=0.0001, 'NumOctaves'=1 
 
Figura 7.8: Exemplo de um quadro convertido e com pontos característicos detectados 
utilizando o método FAST 
 
Fonte: Autor, 2019 
Pode-se observar que a maior concentração de pontos é na linha branca que representa 
o espaço entre dois azulejos, uma área que tem maior destaque na imagem. Outra questão 
importante é a região de interesse (ROI). Existem dois fatores que podem interferir em uma boa 
aquisição de pontos: sombra e aquisição de pontos nas bordas da imagem. Estas questões serão 
melhor discutidas no capítulo 8. 
 Para rastrear os pontos, primeiramente é necessário declarar o rastreador, juntamente 
com seus parâmetros de configuração, depois inicializa-se o rastreador com a variável declarada 
deste, a localização dos pontos de interesse e a imagem atual. Posteriormente, utiliza-se o 
método step juntamente com a variável do rastreador e a próxima imagem onde os pontos serão 
rastreados. A tabela 7.3 descreve tal processo: 
 
Tabela 7.3: Processo de configuração e utilizar da função do rastreamento 
Fonte: Autor, 2019 
tracker = vision.PointTracker('MaxBidirectionalError', 1,'NumPyramidLevels',4); 
corners = detectFASTFeatures(image,'MinQuality',0.01,'MinContrast',0.04); 
initialize(tracker, corners.Location, image) 
[trackedPoints, validity] = step(tracker, image); 
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Onde o parâmetro MaxBidirectionalError se refere ao erro do rastreamento calculado 
medindo-se a variação de pixels de um determinado ponto rastreado de um quadro a outro e 
depois utilizando esta diferença para tentar encaixar o ponto rastreado na imagem posterior com 
a imagem anterior. O valor utilizando foi 1, ou seja, tal diferença não deve ser maior do que 1 
pixel. A figura 7.9 ilustra tal processo. 
 
Figura 7.9: Cálculo do erro bidirecional 
 
Fonte: Autor, 2019 
 
Outro parâmetro é o NumPyramidLevels. O algoritmo do KLT utiliza pirâmides de 
imagens. Inicialmente, realiza-se o rastreamento dos pontos na menor resolução e depois cada 
nível da pirâmide duplica a largura e altura da imagem até chegar na resolução total de maneira 
a convergir. Nesta tese, como o valor de níveis da pirâmide é 4 e a resolução da imagem é 
1024x1024, no nível mais baixo, a resolução é 128x128 pixels, tal processo é conhecido como 
downsampling. A figura 7.10 ilustra este processo: 
 
Figura 7.10: Rastreamento por níveis de pirâmide utilizada no KLT 
 
Fonte: Autor, 2019 
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A função de rastreamento retorna a matriz com posição dos pontos rastreados na 
imagem posterior e um vetor de validade (validity) binário onde cada o valor indica se o ponto 
em um determinado índice foi rastreado corretamente ou não.  Ou seja, se o erro bidirecional 
foi maior do que o configurado ou o rastreamento por níveis de pirâmide não convergiu. Apenas 
os pontos com validade 1 são utilizados para calcular a odometria. 
 
 7.2.1  Estimativa da odometria algebricamente 
 
Com as matrizes contendo as localizações dos pontos nos quadros anterior e posterior, 
forma-se ambos da seguinte maneira: 
 
       𝐏𝐢 = [
𝑥0 𝑥1 … 𝑥𝑛
𝑦0 𝑦1 … 𝑦𝑛
1 1 … 1
]
𝑖
;  𝐐i+1 = [
𝑥0 𝑥1 … 𝑥𝑛
𝑦0 𝑦1 … 𝑦𝑛
1 1 … 1
]
𝑖+1
 ,  
(7.19) 
 
 
onde 𝑝 contém as coordenadas de cada ponto identificado pelo algoritmo de detecção de pontos 
na primeira imagem (anterior) e 𝑞 possui as coordenadas dos pontos de 𝑝 rastreados na segunda 
imagem (posterior). 
O interesse então é, a partir dessas duas matrizes, encontrar o vetor de translação e a 
matriz de rotação do robô em coordenadas de pixel. Utilizando a decomposição em valores 
singulares: 
 
       𝐴 = 𝑝 ∙ 𝑞+,  (7.20) 
 
       𝐴 = 𝑈Σ𝑉∗,  (7.21) 
 
 
onde  𝐴 é uma matriz 3 ×  3, 𝑈 é uma matriz 3 × 3, Σ é uma matriz diagonal 3 × 3, 𝑉∗ é uma 
matriz conjugada transposta de 𝑉 3 × 3 e +  denota a pseudo-inversa. Uma representação da 
matriz de rotação pode ser gerada com a relação: 
 
       𝑅 = 𝑈 ∗ 𝑉′,  (7.22) 
 
 
considerando que uma matriz de rotação 2D tem o formato: 
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       𝑅 = [
sin(θ) cos(𝜃)
− cos(𝜃) sin(𝜃)
] , 
(7.23) 
 
 
onde 𝜃, neste caso, representa a variação angular do robô de um quadro a outro. Para calcular 
𝜃 a partir de 𝑅, utiliza-se a relação: 
 
       𝜃 = −𝑎𝑟𝑐𝑡𝑔 (
𝑅(2,2)
𝑅(1,2)
) . (7.24) 
 
 
A matriz contendo os deslocamentos pode ser calculada em função da decomposição de 
valores singulares da seguinte maneira: 
 
       𝐷 = 𝑝1:2,𝑗 − 𝑅 ∙ 𝑞1:2,𝑗  (7.25) 
 
 
onde a matriz 𝑅 é utilizada para rotacionar 𝑞 para o referencial de 𝑝. Com isto, tem-se uma 
matriz de deslocamentos em 𝑥 e 𝑦 do robô em coordenadas de pixel. A figura 7.11 ilustra um 
exemplo de como os deslocamentos estão distribuídos. 
 
 
Figura 7.11: Exemplo da distribuição dos deslocamentos calculados 
 
Fonte: Autor, 2019 
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 A partir desse momento, existem diversas maneiras de encontrar um conjunto único de 
pontos que representa a dimensão dos dados. Nesta tese, foi optado por utilizar uma média 
simples, representada em laranja.  Com isto, para calcular o módulo do deslocamento, basta 
calcular a norma do vetor: 
 
       𝑇 = √𝑀𝐷𝑥
2 + 𝑀𝐷𝑦
2   
(7.25) 
 
 
onde 𝑀𝐷 é a média dos deslocamentos provenientes de 𝐷. Com isto, a posição do robô em 
coordenadas do mundo pode ser calculada utilizando a posição anterior, o módulo do 
deslocamento e a matriz de rotação, como ilustrado na figura 7.12 e equação 7.26. 
 
Figura 7.12: Modelo simplificado da composição de movimentação do robô a cada instante. 
 
Fonte: Autor, 2016. 
 
       [
𝑥𝑘
𝑦𝑘
] = [
𝑥𝑘−1
𝑦𝑘−1
] + 𝑅𝑘𝑇𝑘 
(7.26) 
 
       [
𝑥𝑚
𝑚
] = 𝐶𝑝𝑚 [
𝑥𝑘
𝑦𝑘
] (7.27) 
 
 
onde 𝑅𝑘 é a matriz de rotação acumulada e 𝑇𝑘 é o módulo do deslocamento de um passo a outro. 
As coordenadas 𝑥𝑘, 𝑦𝑘 são representadas em coordenadas de pixel, para conversão em 
coordenadas de mundo, utiliza-se a constante 𝐶𝑝𝑚 que é a relação de 𝑝𝑖𝑥𝑒𝑙𝑠/𝑚 obtidas do 
Blender. 
 
 7.2.2  Estimativa da odometria algebricamente com melhoria por redes neurais 
(Rede Neural 1) 
 
A estimativa realizada algebricamente ainda pode ser melhorada com um ajuste 
realizado por redes neurais. O papel de rede é tentar estimar o erro entre a estimativa e o valor 
real através de uma relação não-linear. Para isto, é necessário treinar a rede neural fornecendo 
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dados das estimativas e os valores reais (groundtruth) provenientes do Blender. A figura 7.13 
ilustra tal processo. 
 
Figura 7.13: Processo de treinamento Rede Neural 1 
 
Fonte: Autor, 2019. 
 
A estrutura da rede neural utilizada foi feed-forward, duas camadas (oculta e saída) com 
função de ativação sigmoide e linear, respectivamente e 10, 50 e 100 neurônios. Foram 
utilizadas diferentes trajetórias para o treinamento. O capítulo 7 apresenta as trajetórias 
utilizadas. 
Após o treinamento utilizando três diferentes algoritmos: gradiente descendente, 
conjugado e Levenberg-Marquardt, optou-se pelo último por mostrar um bom equilíbrio entre 
precisão e tempo de treinamento. 
A aplicação da rede neural pode ser utilizada iterativamente. A cada 2 quadros 
processados, é realizado uma estimativa da posição do robô, esta é utilizada como entrada da 
rede neural para então se obter a nova estimativa melhorada.  
  
 7.2.3  Estimativa da odometria por redes neurais apenas (Rede Neural 2) 
 
Outra metodologia proposta por esta tese é substituir todo o cálculo algébrico para 
estimativa do módulo do deslocamento e variação angular por uma rede neural, de acordo com 
a Figura 7.14. 
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Figura 7.14: Processo de treinamento Rede Neural 2 
 
Fonte: Autor, 2019. 
 
A estrutura da rede neural utilizada foi a mesma do método algébrico com 
melhoramento: feed-forward, duas camadas (oculta e saída) com função de ativação sigmoide 
e linear, respectivamente e 10, 50 e 100 neurônios. Adicionalmente, foram utilizadas as mesmas 
trajetórias do método anterior para treinamento à fim de comparação dos resultados. 
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8 EXPERIMENTOS, RESULTADOS E DISCUSSÕES 
 
 Este capítulo apresenta os experimentos, resultados e discussões do cálculo da 
odometria por visão computacional utilizando texturas do chão. Inicialmente compara-se 
diferentes configurações do método até se encontrar uma configuração “ótima”. 
Posteriormente, a melhor configuração é testada com diferentes métodos atuais. Todos os 
experimentos foram realizar em um computador com processador i7 4790k 4.0Ghz com 32GB 
de memória RAM e GPU GeForce GTX 980ti. Toda a parte de processamento foi realizada no 
Matlab. A Figura 8.1 ilustra o processo de reconstrução da trajetória. 
 
Figura 8.1: Fluxograma do processo de reconstrução da trajetória 
 
Fonte: Autor, 2019. 
 
 Primeiramente é solicitado um arquivo de vídeo que pode vir do experimento virtual no 
Blender ou de uma aplicação real. Posteriormente é realizado a etapa de processamento de 
imagens que identifica pontos de interesse e realiza o rastreamento destes pontos entre quadros 
para se criar uma nuvem de deslocamentos. Com isto, foram realizadas três estimativas distintas 
da trajetória do robô: A primeira utiliza métodos algébricos para cálculo das matrizes de rotação 
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e translação entre quadros e com isto, reconstruir a trajetória do robô no mundo. A segunda 
utiliza a reconstrução algébrica como entrada de uma rede neural para reduzir o erro da 
estimativa e a terceira utiliza a nuvem de deslocamentos como entrada de uma rede neural para  
estimar as matrizes de rotação e translação entre quadros – o que apresenta um resultado melhor 
em relação aos outros métodos. 
 
 8.1  Comparação do rastreamento utilizando diferentes métodos de detecção 
de pontos 
 
Para comparar o desempenho dos 7 métodos de extração de pontos configurados, 
utilizou-se três diferentes trajetórias, ilustradas na Figura 8.2 
 
Figura 8.2: Trajetórias utilizadas para a comparação dos algoritmos de detecção de pontos. 
Trajetória 1 (esquerda), Trajetória 2 (meio) e Trajetória 3 (direita) 
Fonte: Autor, 2019. 
 
É possível observar que  características dinâmicas do robô são utilizadas para a geração 
da trajetória. Durante as curvas, o robô apresenta um comportamento oscilatório devido ao 
controlador descrito na seção 7.1. A trajetória 1 foi selecionada por representar o caso mais 
simples – um movimento apenas em uma direção. A trajetória 2 representa um circuito fechado 
contendo movimentação vertical, horizontal e  diagonal. A trajetória 3 é mais complexa, com 
movimentos mais oscilatórios e uma ré ao chegar no ponto mais alto (eixo y) da trajetória. Com 
isto é possível representar os diferentes casos que o robô possa encontrar durante a navegação 
com 3 trajetórias simples. 
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As tabelas 8.1, 8.2 e 8.3 apresentam os resultados do rastreamento com diferentes 
detectores utilizando as configurações descritas no cap. 4. Os tempos foram obtidos através da 
função tic toc do Matlab. Onde 𝑡𝑒 é o tempo total de execução e 𝑠𝑣𝑎𝑙 a somatória do vetor de 
validade, contendo quantos pontos foram rastreados corretamente. A textura utilizada para os 
testes foi a da figura 7.6 
 
Tabela 8.1: Comparação do rastreamento com diferentes detectores para a trajetória 1 (291 
quadros) 
Fonte: Autor, 2019. 
 
 Quantidade de pontos 
10 50 100 
Detectores 𝑡𝑒 (s) 𝑠𝑣𝑎𝑙 𝑡𝑒 (s) 𝑠𝑣𝑎𝑙 𝑡𝑒 (s) 𝑠𝑣𝑎𝑙 
Harris 14.89 2446 14.69 12584 14.94 25192 
Shi-Tomasi 15.30 2457 15.38 12567 16.57 25115 
BRISK 49.45 2441 49.49 12605 49.84 25266 
FAST 3.81 2492 4.13 12666 4.24 25484 
Surf 7.99 2609 8.12 13025 7.87 18975 
KAZE 18.39 2482 18.74 12542 19.64 25140 
MSER 19.09 2655 19.32 12535 19.95 24474 
 
 Neste primeiro teste, o algoritmo de rastreamento FAST apresentou um desempenho 
muito superior em relação à velocidade de processamento, cerca de duas vezes mais rápido do 
que o segundo (Surf). Em relação à validade que é uma medida de quantos pontos foram 
rastreados com sucesso dentro do erro de 1 pixel definido, o MSER apresentou melhor resultado 
com 10 pontos por quadro, o Surf com 50 e o FAST com 100. 
 
Tabela 8.2: Comparação do rastreamento com diferentes detectores para a trajetória 2 (757 
quadros) 
Fonte: Autor, 2019. 
 Quantidade de pontos 
10 50 100 
Detectores 𝑡𝑒 (s) 𝑠𝑣𝑎𝑙 𝑡𝑒 (s) 𝑠𝑣𝑎𝑙 𝑡𝑒 (s) 𝑠𝑣𝑎𝑙 
Harris 38.57 2094 41.70 10681 42.15 21400 
Shi-Tomasi 40.58 2079 42.31 10729 45.53 21673 
BRISK 132.44 2079 133.28 10915 141.33 22149 
FAST 10.20 2106 12.13 10860 14.14 21769 
Surf 22.83 2323 22.55 11628 23.31 16072 
KAZE 52.59 2168 51.04 11279 54.67 23014 
MSER 51.73 2301 53.03 11711 58.62 22721 
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Novamente, o FAST foi bastante superior na velocidade para rastrear os pontos. Nos 
resultados da validade, o Surf obteve maior pontuação para 10 pontos, o MSER para 50 e o 
KAZE para 100. 
 
Tabela 8.3: Comparação do rastreamento com diferentes detectores para a trajetória 3 (1276 
quadros) 
Fonte: Autor, 2019. 
 Quantidade de pontos 
10 50 100 
Detectores 𝑡𝑒 (s) 𝑠𝑣𝑎𝑙 𝑡𝑒 (s) 𝑠𝑣𝑎𝑙 𝑡𝑒 (s) 𝑠𝑣𝑎𝑙 
Harris 70.64 11075 72.15 55030 70.33 108049 
Shi-Tomasi 72.68 11024 74.54 55205 72.83 110863 
BRISK 227.71 11150 226.04 55913 231.72 112041 
FAST 16.64 11122 17.58 55739 19.73 110658 
Surf 35.22 11773 35.03 57151 35.57 80061 
KAZE 82.37 11120 82.96 55555 84.08 111056 
MSER 84.16 10663 89.22 54643 87.14 107300 
 
  
Neste último teste que representa uma trajetória mais complexa, o FAST continua sendo 
o mais rápido, porém observa-se um melhor desempenho da validade utilizando a técnica 
BRISK que foi melhor para 10 e 100 pontos, o SURF teve melhor desempenho para 50 pontos. 
Em todos os testes o algoritmo FAST obteve melhor desempenho no tempo de 
execução. Em relação à quantidade de pontos rastreados corretamente, o SURF obteve o maior 
número de melhores resultados: 3.  Contudo, a quantidade de pontos rastreados foi balanceada 
para todos os detectores, porém o FAST se destacou no tempo de processamento total. Por isto, 
foi escolhido como a melhor opção de detector nesta tese.  Em relação ao número de pontos 
para rastrear, optou-se por 100 devido ao pouco aumento no tempo de processo, mas tendo uma 
boa quantidade de pontos rastreados.  
  
 8.2  Treinamentos das Redes Neurais 
 
Para comparar os resultados com os 3 diferentes métodos de estimativa de odometria, 
primeiramente é necessário treinar as redes neurais.  Para isto, foram selecionadas duas 
trajetórias, ilustradas na figura 8.3 
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 Figura 8.3: Trajetórias utilizadas para o treinamento das redes neurais. Trajetória 4 (esquerda) 
e Trajetória 5 (direita) 
Fonte: Autor, 2019. 
 
 Para o treinamento, foram selecionadas duras trajetórias que apresentam movimentos 
retos e angulados em um circuito fechado. Isto ajuda à rede neural ter um bom desempenho 
com um conjunto mínimo de dados de treinamento – evitando o overfitting. 
A primeira rede neural é treinada a partir da estimativa de odometria visual puramente 
algébrica e o valor real provindo do Blender (rede neural 1) e a segunda, utiliza o conjunto de 
pontos detectados e rastreados e o valor real do Blender (rede neural 2), como ilustrado na 
figura 8.2. As tabelas 8.4 e 8.5 apresentam os resultados do treinamento para cada rede neural. 
 
Tabela 8.4: Resultados do treinamento da rede neural 1 
Fonte: Autor, 2019. 
 Quantidade de neurônios 
10 50 100 
Algoritmo de 
Treinamento 
𝑡𝑡  𝑒 𝑡𝑡  𝑒 𝑡𝑡  𝑒 
Levenberg-
Marquardt 
1s 0.24 3s 0.09 8s 0.09 
Gradiente 
Conjugado 
1s 0.89 1s 0.58 2s 0.37 
Gradiente 
Descendente 
1s 152 1s 722 1s 2.69e3 
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 Onde 𝑡𝑡 é o tempo de treinamento e "𝑒" o erro médio quadrático. Observa-se que a rede 
neural 1 tem um tempo de treinamento muito rápido e um erro relativamente pequeno – um 
sinal de underfitting o que afeta negativamente a generalidade da rede. 
 
Tabela 8.5: Resultados do treinamento da rede neural 2 
Fonte: Autor, 2019. 
 Quantidade de neurônios 
10 50 100 
Algoritmo de 
Treinamento 
𝑡𝑡  𝑒 𝑡𝑡 (s) 𝑒 𝑡𝑡 (s) 𝑒 
Levenberg-
Marquardt 
2m58s 2.17e-7 7m58s 1.63e-7 16m39s 1.81e-7 
Gradiente 
Conjugado 
1m06s 2.48e-6 3m42s 6.07e-7 8m26s 6.36e-7 
Gradiente 
Descendente 
3m45s 1.45e-4 9m51s 8.66e-4 18m19s 7.98e-3 
 
 Onde 𝑡𝑡 é o tempo de treinamento e “𝑒” o erro quadrático médio. Com os resultados, 
definiu-se que para a rede neural 1 a melhor opção foi utilizando o algoritmo de treinamento 
Levenberg-Marquardt com 50 neurônios. Na rede 2, optou-se pelo algoritmo de treinamento 
Levenberg-Marquardt com 50 neurônios. Apesar de o Gradiente Conjugado ter apresentando o 
menor tempo de treinamento, optou-se pelo menor erro pois o tempo de treinamento não afeta 
o custo computacional durante a aplicação.  
 Primeiramente são apresentados os resultados da estimativa de odometria com as 
trajetórias treinadas. A figura 8.4 ilustra os resultados. 
 
 Figura 8.4: Resultado da estimativa de odometria visual utilizando 3 diferentes 
métodos nas trajetórias utilizadas para o treinamento (Trajetória 4 e Trajetória 5) 
Fonte: Autor, 2019. 
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 Posteriormente, para comparar os três métodos para estimativa da odometria, foram 
utilizadas 4 trajetórias teste que não foram utilizadas no processo de treinamento. A Figura 8.5 
ilustra estas trajetórias com as três diferentes estimativas. 
 Pode-se perceber que a rede neural 1 apresentou o menor erro, apesar de na Trajetória 
4 (esquerda) ter apresentado um grande ruído em dois pontos da trajetória. A estimativa 
algébrica teve grande dificuldade na trajetória 4, mas apresentou um resultado regular na 
trajetória 5. A rede neural 2 apresentou um comportamento equivalente à média dos dois outros 
métodos. 
 
Figura 8.5: Resultado da estimativa de odometria visual utilizando 3 diferentes métodos nas 4 
trajetórias utilizadas para o treinamento - Trajetória 3 (esquerda cima), Trajetória 6 (direita 
cima), Trajetória 2 (esquerda baixo) e Trajetória 7 (direita baixo) 
Fonte: Autor, 2019. 
 
 Na aplicação de trajetórias aleatórias, a rede neural 1 obteve o pior resultado em todas 
os casos. Novamente, a odometria algebricamente estimada teve um bom desempenho e a rede 
neural 2 apresentou uma pequena melhora em relação à odometria visual algébrica. A tabela 
8.6 ilustra o tempo de processamento em quadros/s para cada método e o somatório dos erros 
quadráticos médios das posições 𝑥 e 𝑦. 
 
Tabela 8.6: Erros e tempo de processamento da estimativa da odometria nas trajetórias teste 
Fonte: Autor, 2019. 
 Quantidade de neurônios 
Traj. 2 Traj. 3 Traj. 6 Traj. 7 
Método 𝑡𝑝𝑓(f/s) 𝐸 𝑡𝑝𝑓(f/s) 𝐸 𝑡𝑝𝑓 (f/s) 𝐸 𝑡𝑝𝑓 (f/s) 𝐸 
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Algébrico 29.55 0.794 29.25 0.672 29.33 1e-5 33.55 0.387 
Rede neural 1 28.17 844 27.73 210 22.22 1e7 31.17 1.16e3 
Rede neural 2 29.75 0.573 30.16 0.450 21.38 1e-5 34.58 0.331 
 
 Em relação à taxa de processamento de quadros por segundo, o método algébrico e a 
rede neural 2 tiveram desempenhos similares sendo que a última apresentou um erro um pouco 
menor em todas as trajetórias. A rede neural 1 apresentou uma taxa de processamento e erro 
muito maior do que todos os métodos, não sendo adequada para uma aplicação de odometria 
visual.  
 Estes resultados refletem uma questão muito importante na utilização de redes neurais: 
a generalização. Embora a rede neural 1 tenha apresentado excelentes resultados nos dados de 
treinamento, não significa que terá um bom resultado em qualquer trajetória, como se observa 
com os resultados da figura 8.5. Por que a rede neural 2 teve um desempenho bem melhor do 
que a rede neural 1 nas trajetórias de teste?  
 A resposta está relacionada com a região de convergência. A rede neural 1 utiliza 
simplesmente a estimativa das posições 𝑥 e 𝑦 que pode ter de poucos à centenas e até milhares 
de metros de comprimento. Ou seja, para ter um resultado altamente genérico seria necessário 
mapear uma enorme quantidade de trajetórias de forma a cobrir grande parte das possíveis 
trajetórias que o robô pode fazer. Por outro lado, a rede neural 2 utiliza a variação de pixels que 
é uma quantidade fixa de acordo com a velocidade máxima do robô, como apresentando na 
figura 8.6. 
 Uma rede neural pode ser entendida como uma função que mapeia valores de um 
conjunto de entrada com um de saída. Para uma maior precisão da rede neural e generalidade, 
é importante que, durante o treinamento, os dados de entrada conteham todos os parâmetros 
necessários para criar uma relação única com a referência, considerando um modelo 
determinístico. 
  Como o deslocamento do robô, desconsiderando distúrbios externos, é limitado 
fisicamente. Por exemplo, o robô não pode ter uma velocidade linear maior do que o limite 
definido quando ambos os motores estão em 100% (tensão máxima de operação). Esta limitação 
física faz com que os dados de entrada estejam limitados dentro de uma região como a da Figura 
8.6, tornando possível gerar um bom mapeamento mesmo com uma quantidade pequena de 
dados. 
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Figura 8.6: Região de convergência da translação dos pixels durante o movimento do robô 
 
Fonte: Autor, 2019. 
 
 
 A figura 8.6 mostra que as translações dos pixels convergem em uma região retangular 
(em verde). As dimensões deste retângulo são diretamente proporcionais à velocidade máxima 
do robô e a taxa de quadros/s, de acordo com a equação 8.1 
 
        [
𝑑𝑥𝑚𝑎𝑥
𝑑𝑦𝑚𝑎𝑥
] =
𝐶𝑝𝑚
𝑇𝑞
∙ [
𝑉𝑥𝑚𝑎𝑥
𝑉𝑦𝑚𝑎𝑥
]   
 
(8.1) 
 
 
Onde 𝑑𝑥𝑚𝑎𝑥 e 𝑑𝑦𝑚𝑎𝑥 são as variações máximas em pixel nas direções 𝑥 e 𝑦 do eixo na imagem, 
𝑇𝑞 é a taxa de 𝑞𝑢𝑎𝑑𝑟𝑜𝑠/𝑠, 𝑉𝑥𝑚𝑎𝑥 e 𝑉𝑦𝑚𝑎𝑥 são as velocidades máximas do robô nas direções 𝑥 
e 𝑦 do mundo, 𝐶𝑝𝑚 é a relação 𝑝𝑖𝑥𝑒𝑙/𝑚.  
 A região da figura 8.6 é importante para demonstrar a generalidade da rede neural. 
Como há uma convergência, é possível mapear todos os possíveis deslocamentos a todos os 
possíveis módulos de deslocamento e orientações, ou seja, otimizando a generalidade da rede 
neural para trajetórias não treinadas. 
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 8.3  Aplicação com diferentes texturas 
 
 Outra questão importante é a textura do chão. Para avaliar qual a influência da textura 
sobre a estimativa, foram aplicadas 4, a textura da figura 7.6 e as ilustradas na figura 8.7. 
 
Figura 8.7: Texturas utilizadas no teste. Textura 2 (esquerda), Textura 3 (meio), Textura 4 
(direita) 
   
Fonte: Autor, 2019. 
 
 
 Para testar se houve alguma alteração na estimativa, utilizou-se a trajetória 7 (Fig. 8.4) 
com a aplicação de diferentes texturas do chão e estimativa via rede neural 2. A Figura 8.8 
apresenta os resultados. 
 
Figura 8.8: Resultado da odometria com a rede neural 2 da Trajetória 7 com 4 diferentes 
texturas 
 
Fonte: Autor, 2019. 
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 Pode-se notar que as texturas podem fazer uma grande diferença na estimativa da 
odometria. Isto acontece principalmente devido à qualidade e/ou quantidade dos pontos 
característicos. A tabela 8.7 ilustra os resultados da quantidade de pontos rastreados 
corretamente (validade) para cada textura. 
 
Tabela 8.7: Resultado da quantidade de pontos rastreados corretamente para as diferentes 
texturas 
Fonte: Autor, 2019. 
Textura Validade 
1 87.996 
2 216.700 
3 216.700 
4 16.820 
 
 É interessante notar que a textura 2 teve a mesma validade da textura 3, porém os 
resultados foram consideravelmente diferentes. Isto significa que apesar de se ter a faixa 
amarela para auxiliar na captura de pontos, quando o robô se desloca para fora da faixa, o 
algoritmo de rastreamento não funciona corretamente devido à similaridade das características. 
 8.4  Aplicação em ambiente real 
 
 Para testar o desempenho da rede neural, foram realizados dois experimentos reais. O 
primeiro foi em um laboratório de engenharia, com uma cadeira de rodas motorizada e um 
celular posicionado na cadeira, em paralelo com o chão. A figura 8.9 ilustra o ambiente. 
 
Figura 8.9: Ambiente real, cadeira de rodas motorizada e a trajetória efetuada (seta) 
Fonte: Autor, 2017. 
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  A rede neural utilizada para o experimento foi a mesma treinada no ambiente 
virtual. A velocidade da cadeira de rodas motorizada e a taxa de quadros/s da câmera foram 
ajustados para as condições ajustadas no ambiente virtual. A figura 8.10 ilustra um exemplo 
da detecção de pontos característicos. 
 
Figura 8.10: Exemplo de captura de pontos no chão no ambiente do laboratório 
 
Fonte: Autor, 2017. 
 
 Na figura 8.10 é possível observar duas questões que não foram levadas em 
consideração no ambiente virtual: reflexão da luz no chão e sombra da cadeira de rodas. A 
reflexão proveniente de um objeto estático (lâmpada no teto) e a sombra atrapalham, pois 
caminham junto com o robô. Ou seja, o deslocamento dos pixels da região da sombra e da luz 
é muito próximo a zero. Neste caso, a região de interesse (azul na imagem) foi reajustada de 
modo a não capturar a sombra da cadeira. A figura 8.11 ilustra o resultado da estimativa obtido: 
 
Figura 8.11: Exemplo de captura de pontos no chão no ambiente do laboratório. Groundtruth 
(contínuo) e estimado (tracejado) 
 
 
Fonte: Autor, 2017. 
X (m) 
Y
 (
m
) 
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 A estimativa da trajetória real utilizando a rede neural 2 mostra que é possível utilizar 
uma rede neural treinada em um ambiente virtual para aplicações reais. Mesmo o ambiente 
virtual não prevendo características do ambiente como reflexão da luz e sombras, o resultado 
foi satisfatório. 
 Uma abordagem que pode melhorar a precisão é incluir novos elementos reais no 
ambiente virtual e considerar diferentes texturas durante o treinamento da rede neural. Com 
isto, será possível criar um modelo de rede neural que estima a odometria com características 
mais próximas do real. 
 Outro experimento realizado foi com um robô diferencial móvel baseado na estrutura 
do robô ARLO da fabricante Parallax, como ilustra a Figura 8.12 
 Para os processamento dos dados de navegação, foram utilizados uma câmera logitech 
C90 Pro apontada para o chão, um laser RPLIDAR A1 no centro do robô e um computador em 
cima da base para captura dos dados que foram processados posteriormente. A câmera foi 
posicionada a 22cm do solo juntamente com uma iluminação por LED. O objetivo do 
experimento é comparar os resultados de odometria visual com os do Lidar. 
 
Figura 8.12 Plataforma robótica baseada no ARLO. Vistal frontal (a) e lateral (b) 
  
(a) (b) 
Fonte: Autor, 2019 
  
 O robô navegou em um ambiente interno plano com duas texturas diferentes ilustradas 
na Figura 8.13. Foram definidas duas trajetórias diferentes, uma para cada textura. Na textura 
de carpete, foi efetuado uma trajetória retangular fechada e na textura de azuleijo, uma trajetória 
linear e diagonal aberta. A velocidade linear do robô foi regulada para 0.10 m/s e a angular para 
0.35 rad/s  
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Figura 8.13 Textura de carpete (a) e azulejo (b) utilizadas no experimento 
  
(a) (b) 
Fonte: Autor, 2019 
 A textura do carpete é homogênea mas não apresenta uma grande região com diferença 
de contraste, diferente da texutra do azulejo que possui uma boa diferença de contraste devido 
ao rejunte. Em contrapartida, o azulejo é reflexivo – fazendo com que a iluminação seja 
capturada na imagem. Esta precisa ser eliminada pois se movimenta junto com o robô, fazendo 
ou seja, a velocidade relativa dos pontos rastreados dentro do raio de luz seja próxima de 0. 
 Para que a odometria tivesse melhor resultado, foi necessário configurar os parâmetros 
de foco e exposição da câmera utilizando o software de gravação OBS Studio de acordo com a 
Figura 8.14.  
 
Figura 8.14 Parâmetros de configuração da câmera no software OBS Studio 
 
Fonte: Autor, 2019 
 
 No software, o foco varia de 0 a 250 de exposição de -2 a -11. Quanto menor o foco, 
os objetos mais próximos às câmeras vão se tornando mais nítidos e quanto menor a 
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exposição, mais escura a imagem se torna, porém reduz o borramento causado pela 
movimentação do robô. Um comparativo pode ser visto na Figura 8.15 
 
Figura 8.15 Comparação do borramento por movimento com exposições diferentes. 
Exposição -5 (a) e -7 (b) 
  
(a) (b) 
Fonte: Autor, 2019 
  
Os quadros (a) e (b) da Figura 8.14 foram retirados aleatoriamente do vídeo que registra 
a trajetória do robô durante um instande de movimentação, considerando que o robô tem uma 
velocidade constante. É notável a redução de borramento entre os dois quadros com exposição 
diferentes. Neste caso, como esta configuração reduz a iluminação foi necessário a adição de 
uma iluminação externa – basicamente uma lanterna LED. 
 Os testes de odometria foram realizados utilizando duas trajetórias diferentes com duas 
texturas de chão, como ilustrado na Figura 8.16. As imagens estão em escala de cinza. 
 
Figura 8.16 Texturas do chão utilizadas na aplicação real. Azulejo (a) e Carpete (b)  
  
(a) (b) 
Fonte: Autor, 2019 
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Para o teste, o robô foi controlado manualmente através de um computador conectado 
na rede sem fio do robô. 
A trajetória da textura de azulejo foi definida de acordo com a limitação do ambiente 
pois era um corredor estreito, como ilustrado na Figura 8.17 
 
Figura 8.17 Ambiente onde foi realizado o experimento com a textura de azulejo 
 
Fonte: Autor, 2019 
 
A trajetória realizada  é composta basicamente com um movimento reto e então uma 
curva para a direita, como ilustrado na Figura 8.18 
 
Figura 8.18 Ambiente onde foi realizado o experimento com a textura de azulejo 
Fonte: Autor, 2019 
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 Com o vídeo da trajetória, foi realizado a reconstrução da trajetória utilizando a 
odometria visual e a Rede Neural 2 que estima a rotação e a translação do robô de acordo com 
a nuvem de pontos proveniente do rastreamento de pontos. Os resultados são ilustrados na 
Figura 8.19 
 
Figura 8.19 Resultados de odometria para a trajetória do textura de azulejo 
Fonte: Autor, 2019 
 
 Pode-se perceber que a odometria visual apresentou um grande erro de escala e rotação 
enquanto a odometria com rede neural conseguiu descrever muito bem a trajetória com um 
pequeno erro de escala. 
 Um outro experimento foi realizado com a textura do carpete com um trajetória 
retangular fechada ilustrada na Figura 8.20, onde a posição inicial do robô é o ponto (0,0). 
 
Figura 8.20 Trajetória realizada na textura de carpete 
Fonte: Autor, 2019 
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Pode-se perceber que a trajetória, durante os movimentos verticais, foi bastante 
oscilatória e, como o robô foi controlado manualmente não foi possível finalizar no ponto inicial 
(0,0). A Figura 8.21 ilustra os resultados de odometria obtidos. 
 
Figura 8.21 Resultados de odometria para a trajetória com textura de carpete 
Fonte: Autor, 2019 
 
Neste experimento, nenhuma das técnicas aplicadas apresentou um bom resultado. 
Contudo, de maneira curiosa, o algoritmo de odometria visual teve um melhor desempenho se 
comparado ao método da Rede Neural. Um dos possíveis motivos para isto é que durante a 
navegação do robô no carpete, o mesmo apresentou um movimento muito oscilatório, 
possívelmente devido ao escorregamento das rodas – fator que não foi levado em consideração 
durante o trainemento da rede neural no ambiente virtual. Além disto, a textura não apresenta 
uma grande diferença de contraste, dificultando o rastreamento. 
 Neste caso, uma estratégia que pode ser utilizada para melhorar o desempenho é utilizar 
algum método de indentificação da dinâmica do robô real e transferí-la para o ambiente virtual 
ao invés de utilizar um modelo padrão. Além disto, é possível treinar a rede neural com os dados 
da navegação real com intuito de aumentar a robustez da rede à ruídos não previstos no 
trainamento no ambiente virtual.  
 Por fim, os resultados simulados foram consistentes com os reais de maneira geral. 
Texturas com maior difenreça de contraste como a do azulejo tiveram melhor desempenho e 
texturas com pouca diferença de contraste como o carpete e asfalto puro (sem linhas de 
marcação)  não tiveram bons resultados de rastreamento.  
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CONCLUSÕES 
 
 
Existem basicamente duas vertentes na comunidade científica para cálculo da odometria 
visual: monocular com sensor de distância (RGBD) e estereoscópica. Esta tese apresenta uma 
terceira possibilidade que é calcular a odometria do robô com uma câmera apenas apontada 
para chão. Isto faz com que o problema de navegação 3D seja simplificado para 2D, desde que 
a ambiente seja plano. 
Existem três principais softwares para simulação em ambientes virtuais, o Blender foi 
escolhido devido à experiência do grupo de pesquisa com simulação neste ambiente. Foi 
necessário um trabalho adicional de inserir a cinemática e a dinâmica do robô no Blender 
através de um script em Python. Este ambiente será divulgado para a comunidade científica 
através de repositório público a fim de que outros pesquisadores não precisem realizar o mesmo 
procedimento para realizar experimentos de odometria visual com um robô diferencial. 
A literatura apresenta diversos algoritmos para detecção de pontos característicos na 
imagem. Esta tese avaliou 7 métodos diferentes, sendo estes os mais citados em trabalhos de 
odometria visual. Em geral, o desempenho de todas foi similar, porém a grande diferença foi 
no tempo de processamento, onde o FAST se destacou entre os demais. Isto não significa que 
este algoritmo é o melhor para qualquer tipo de aplicação de odometria visual, até porque em 
aplicações com a câmera voltada para a frente, existem características muito mais complexas 
do que os presentes na textura do chão. 
Duas questões da detecção de pontos característicos em aplicações reais que não se 
levou em consideração nas simulações foram: sombra e iluminação externa. Deve-se realizar 
testes antes da aplicação para garantir que a região de interesse está configurada de maneira a 
evita-las. Uma possível solução seria fechar a câmera e seu campo de visão de forma a não 
sofrer influências externas e adicionar uma iluminação própria. Além disto, é possível 
programar uma região de interesse dinâmica para evitar regiões da imagem que se mantém 
estáticas durante o movimento. É importante destacar que quanto menor a região de interesse, 
menor a velocidade máxima do robô deve ser, visto que o deslocamento de pixels está 
diretamente relacionado ao deslocamento do robô. 
O algoritmo de rastreamento de KLT apresentou um bom desempenho durante as 
diferentes aplicações. Contudo, para um bom funcionamento, é importante verificar o foco e o 
borramento da imagem. Idealmente, configura-se a câmera para foco manual e utiliza-se uma 
câmera que tenha taxa de quadros/s compatíveis com a velocidade máxima do robô. O 
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borramento pode fazer com que todos os pontos não sejam rastreados corretamente (validade 
0) e o algoritmo “se perca”, resultando em uma estimativa de odometria errônea. É possível 
configurar o algoritmo de odometria para que, quando haja uma variação de deslocamento nula 
ou muito grande, utilize-se uma estimativa baseada no último deslocamento, visto que o robô 
está configurado para não ter mudanças abruptas na velocidade.  
Outra questão do rastreamento está diretamente ligada à região de interesse da imagem, 
ou seja, a região da imagem onde os pontos característicos serão extraídos. Como apresentado 
na equação 7.1, é possível relacionar o deslocamento máximo de pixels a cada quadro de acordo 
com a velocidade máxima do robô. Caso o deslocamento máximo dos pixels for maior do que 
uma das dimensões da região de interesse, é possível que o rastreamento falhe em um 
determinado momento. 
A estimativa da odometria utilizando redes neurais provou auxiliar na melhoria da 
precisão e também na redução do tempo de processamento. Esta tese apresentou dois métodos 
de melhoramento por redes neurais utilizando três diferentes algoritmos de aprendizagem e uma 
estrutura feed-forward com 50 neurônios e função de ativação bayesiana. Apesar dos bons 
resultados, ainda existem inúmeras configurações possíveis tanto de estruturas de redes neurais, 
como de funções de ativações e algoritmos de treinamento. 
Diferentes texturas afetam diretamente a estimativa da odometria. Isto acontece devido 
à qualidade e quantidade dos pontos característicos identificados. Uma textura uniforme de uma 
cor resulta na redução dos pontos rastreados. Porém, se for uniforme e tiver pontos de diferentes 
cores, pode não reduzir a quantidade dos pontos rastreados mas promover o rastreamento 
incorreto pelo algoritmo do KLT. Uma maneira de melhorar o rastreamento para texturas como 
a do alfalto é fazer um rastramento por região ao invés de pontos individuais. Por exemplo, uma 
região quadrada extraída do asfalto será possivelmente única se comparada com outras regiões 
da imagem. Neste caso, faz-se uso da aleatoriedade da textura em benefício do rastreamento. 
Conclui-se que a metodologia apresentada é mais adequada para robôs navegando 
internamente, como: cadeiras de rodas motorizadas, robôs transportadores de cargas, robôs de 
exploração etc. O método apresentado não é apropriado para aplicação com micro veículos 
aéreos (MAV) como drones. Contudo, acredita-se ser possível utilizar a metodologia desta tese 
para carros autônomos desde que seja utilizado uma câmera compatível com a velocidade 
máxima do carro e um algoritmo de rastreamento utilizando regiões na imagem. Uma questão 
é que, caso o interesse seja controlar a trajetória do carro com a odometria visual, é necessário 
projetar um controlador que considere o atraso da estimativa devido ao processamento dos 
quadros.  
89 
 
No último experimento, foi possível observar que os rúidos não previstos no modelo do 
robô virtual, como deslizamento das rodas e travamentos devido ao controlador de baixo nível 
do robô, prejudicaram muito o desempenho da rede neural. Neste caso, seria possível treiná-la 
com dados reais para melhorar a precisão, contudo é necessário ter em mente o sincronismo 
dos dados. Por exemplo, a câmera tem uma frequência de 30HZ, o Lidar – 10Hz, o IMU – 10 
a 30 Hz, aproximadamente. Aconselha-se neste caso utilizar uma rotina que ao receber o dado 
do sensor mais lento, registra-se os valores atuais de cada outro sensor e no caso da câmera, 
solicitar a captura da imagem. 
Uma outra possibilidade que pode melhorar a qualidade dos resultados desta tese é a 
utilização de diversas câmeras apontadas para o chão em posições diferentes. Com isto, será 
possível pegar os melhores pontos proveniente dos quadros de cada câmera e possivelmente 
reduzir o erro de rastreamento. Além disto, pode-se utilizar câmeras apontando para a frente e 
para o chão. Supõe-se que a fusão das diferentes características detectadas do ambiente e do 
chão possam também contribuir para uma melhor estimativa de odometria visual. 
 Finalmente, nas aplicações reais apresentadas, os resultados foram obtidos com a rede 
neural treinada com os dados do ambiente virtual. Isto é muito interessante pois o fato da rede 
neural treinada virtualmente ter bons resultados em aplicações reais estimula a criação de um 
ambiente virtual mais realista, contendo diferentes fontes de iluminação e textura do solo 
reflexiva, por exemplo. É muito mais fácil e acessível realizar diversos experimentos na 
plataforma virtual do que no real. Isto permite inclusive que o robô seja treinado para inúmeras 
situações diferentes, como por exemplo a exploração planetária. É possível por exemplo criar 
um ambiente que simule as condições de Marte e se treine o robô virtualmente antes de manda-
lo para a aplicação real. 
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