Opinion spam has become a widespread problem in social media, where hired spammers write deceptive reviews to promote or demote products to mislead the consumers for profit or fame. Existing works mainly focus on manually designing discrete textual or behavior features, which cannot capture complex semantics of reviews. Although recent works apply deep learning methods to learn review-level semantic features, their models ignore the impact of the user-level and product-level information on learning review semantics and the inherent userreview-product relationship information.
I. INTRODUCTION
Online reviews play an important role for individuals and organizations when people make vote or purchase decisions. Considering these great benefits, many spammers have been employed to write deceptive reviews to influence users' decisions. The news from BBC has shown that nearly 25% of Yelp reviews could be fake. 1 Another piece of BBC news reports that Samsung hired spammers to write fake reviews on web forums. 2 This spam case has been punished by the Fair Trade Commission in Taiwan, and researched by previous work [1] . Reports like these are emerging in an endless stream. These spam reviews could significantly mislead consumers and damage the reputations of the websites. Therefore, it is urgent to propose some methods to automatically detect spams and make reviews more authentic.
Fortunately, many effective methods have been proposed. Nitin and Liu [2] firstly put forward this problem and named * is the corresponding author. 1 http://www.bbc.com/news/technology-24299742 2 http://www.bbc.com/news/technology-22166606 it as opinion spam detection. Subsequent works are mainly dedicated to designing elaborate features to improve detection performance. For example, textual features like psychological and linguistic clues [3] , syntactic stylometry [4] , review topic [5] , [6] , and behavioral features like rating deviation [7] , [8] are explored in many works. However, designing effective features is usually time-consuming [9] and heavily rely on expert knowledge in particular areas. Motivated by the great success of deep learning in natural language process, recent methods [10] - [12] introduce deep learning models into spam detection, which shows neural network models can capture complex semantic information that is difficult to express using traditional discrete manual features [11] . Despite the success of deep learning methods, they mainly utilize the review text information while ignoring the important influences of user-and product-level information on learning the review semantic representation and the inherent relationship among users, reviews, and products. To illustrate the problem, we choose several spam review examples from YelpNYC [8] dataset. Referring to Table I , every review seems normal from the single review level. However, if we see these reviews from user level "u52" or product level "p621", we can find some obvious abnormal patterns such as "Love this place", "love this brunch", "Great food", and "Great service". Actually, there are many different patterns from the user and product levels, such as emotional polarity, writing habit, or overall qualities of products. These user-level or product-level integral characteristics are hard to be displayed at the single review level, which presents great challenges to detect spam reviews only by review-level semantic information.
Based on the above problems, we design a hierarchical fusion attention network to learn semantic representations from the user and product level and encode the user-review-product relationship. Firstly, we design a user(product)-related multiattention unit respectively to extract the user(product)-related semantic features to form the sentence representation. Then, we apply orthogonal decomposition and fusion attention units to learn the user(product)-related information from the sentence representations as user (product) representation. Finally, we take reviews as relations between the user and product entities. Considering a user may post several reviews about one product or topic, so it is a one-to-many mapping relation, thus we use TransH [13] to encode the user-review-product relationship.
In conclusion, our major contributions include:
• We design multi-attention units and fusion attention units to facilitate learning semantic representations from user level and product level. • We propose a unified network to jointly fuse the review and the user-review-product relationship for opinion spam detection. • Experimental results on four public datasets achieve significant improvement, which shows the effectiveness and versatility of HFAN to detect spam reviews.
II. RELATED WORK

A. Feature-based Methods
The opinion spam detection problem was firstly studied by [2] . Their work demonstrated that opinion spams were widespread. Since then, opinion spam detection has been drawing increasing attention. [3] applied psychological and linguistic features to classify opinion spams. [4] investigated syntactic stylometry for deceptive detection. [5] proposed a generative LDA-based topic modeling approach for fake review detection. [1] conducted a real case study based on a set of internal spam records leaked from a shady marketing campaign. They explored the characteristics of opinion spams and spammers in a web forum and used SVM model to detect spams. [9] explored to learn the review representation with behavioral information by tensor decomposition.
Feature-based methods use manually designed discrete features, which can be sparse and fail to effectively encode the semantic information [11] . Moreover, designing effective features is usually time-consuming and heavily rely on expert knowledge in particular areas. In this paper, we propose a model to automatically learn semantic representations from raw review data for better detecting opinion spam.
B. Deep Learning Methods
Considering manual discrete features cannot encode the review semantics from the discourse perspective, Ren et al. [11] firstly proposed a hierarchical model to learn the review representation from word and sentence level. Subsequently, Li et al. [10] explored to combine these automatically learned review representation with traditional linguistic and syntax features. You et al. [14] embedding texts, behavior features, and entity attributes to solve the cold-start spam review detection problem.
Although the deep learning methods achieve good performances for spam detection, these models mainly utilize review text information and behavior information, which ignore the important influences of users and product level information on learning the review semantic representation and the userreview-product relationship. In this paper, we try to learn review representation from user level and product level and jointly embed the relationship into the review representation. In this way, our model can capture higher level information that is hard to be learned on the single review level.
III. PROPOSED MODEL
In this section, we propose a unified model for opinion spam detection. We will describe (1) how to automatically extract user(product)-related words or phrases from raw review text; (2) how to learn user, product and review representation from these review features; and (3) how to fuse the user-review-product relationship into the model.
We first define some notations. Figure 1 shows the network architecture of HFAN. The inputs of the model are the review document D, the product P that the review talks about, and the user U who posts the review. Each review has L sentences and each sentence contains T words. The outputs of the network are class probabilities. We use p (c|U , D, P ; θ) to represent the probability of the sample being class c, where θ represents all the parameters in the network.
A. Extracting User(Product)-related Semantic Features
From user's view, not all words reflect a user's habit or preference. To capture the user-related semantic features of the review at word level, we design the multi-attention unit.
1) Multi-Attention Unit (MAU): Firstly, the local context matrix of the word x j is represented as the concatenation of words' embedding X = x j−r:j+r (0 ≤ j ≤ T ), and r is radius of the local region. Since words contribute to the sentence representation differently, we apply the attention mechanism to summarize the local context matrix to extract user-related words that are important to represent the meaning of the sentence:
where v (.) j ∈ X 1×d and α (.) is score function which determines the importance of words for composing sentence representation about the current user. W (.) x , W (.) u ∈ R d×d are transformation matrices and U j ∈ R (2r+1)×d is 2r + 1 copies of the user embedding u j .
We use multiple attention units (m units) to capture multiple representations from different semantic subspaces. Then, max Figure 1 . The HFAN model architecture. U k is the user who posts the review and P i is the product or topic that the review talks about. U k is shared by all reviews he posts. P i is shared by all reviews that talks about it.
pooling is applied to every feature dimension to select the most informative features:
which generates the local context representation of word x j . We concatenate the word embedding x j with its user-related context representation v j to compose the word representation. Then, all word representations are stacked to form the sentence
To obtain the sentence representation, we use linear layer and max pooling on sentence matrix:
where W v ∈ R 2d×d . In this way, the encoder can select most discriminative features to form the sentence representation
Similarly, not all words reflect product's quality and property. Therefore, we can generate product-related sentence representation s p i in the same way.
B. Extracting User and Product Representation
We have obtained user-related sentence matrix [s u 1 , s u 2 , . . . , s u L ] and product-related sentence matrix [s p 1 , s p 2 , . . . , s p L ]. Then, we will distill user and product representation from the sentence matrices.
To extract user representation, we apply orthogonal decomposition [15] to decompose the user-related sentence representation s u i , i ∈ {1, 2, . . . , L} to parallel and orthogonal direction of user embedding U k :
the parallel part of the decomposition represents the information that is related to the user, and the orthogonal part corresponds to the additional information provided by the reviews that is irrelevant to the user. The user representation can be represented as u k = mean(U ) ∈ R 1×d , where U = [U 1 , U 2 , . . . , U L ] ∈ R L×d is the sentence representation matrix that parallels to the user embedding.
By the same way, we can obtain product representation p i = mean(P ) ∈ R 1×d and the additional information that is irrelevant to the product P ⊥ .
C. Extracting Review Representation
After above procedures, we have obtained the sentence representation matrix U ⊥ and P ⊥ . Both representations contain different information of reviews from different views, thus we will explore to fuse two representation matrices to obtain a better review representation. Furthermore, we explore how to effectively incorporate the inherent user-review-product relationship into the review representation.
1) Fusion Attention Unit(FAU): Referring to Figure 1 , two linear transformation matrices are respectively applied on two representations U ⊥ and P ⊥ to transform them into the semantic space:
where W u , W p ∈ R d×d . Then, gated mechanism is applied to cross activate each other:
We treat the D p as the gate to control how much review information D u is allowed to flow to the next layer. Similarly, we use the review information D u to control how much the D p to impact the following layer. After that, we use dot-product attention to compute the fusion matrix to build the connection between the two reviews matrices:
where M ∈ R L×L , every element M ij represents the pairwise correlation score of two review representationsD u i and D p j . Then, mean pooling operation is performed to average the correlation score over rows and columns of M respectively. And sof tmax(x i ) = exp xi j exp xj function is applied to normalize the correlation scores to get the attention weights:
Finally, we get another two review representations by applying the attention weights on their original feature vectors:
where d u j , d p j ∈ R 1×d . Since both representations are high-level representations of review from different views, we concatenate them as the final review representation:
where W ∈ R 2d×d is a transformation matrix.
D. Encoding User-Review-Product Relationship Information
The inherent relationship of users, reviews, and products contain abundant interactive information among users about products, which can reflect the closeness among users. We treat the user u k and product p i as head and tail entity respectively and take the review d j as a relation between them. A user usually posts many reviews about the same product, so it is a one-to-many relationship between users and products. Thus, we propose to apply TransH [13] to model this kind of relationship.
We treat the inherent relationship (users, reviews, products) as a kind of regularization, which can help to build robust review representations. On the one hand, we hope that the similarity distance between users and their reviews is as close as possible. On the other hand, we also hope that the distance among user and reviews posted by other users is as far as possible. More formally, the relation loss can be described as:
where Δ denotes the set of negative triplets whose heads or tails are randomly replaced by other entities. Other constraints are the same as TransH [13] . The distance function is defined as: l (u, d, p 
where w d is the relation-specific hyperplane. We project the user and product entity to the hyperplane, and it enables different roles of an entity in different relations/triplets. In this way, we can solve the one-to-many problem.
E. Opinion Spam Classification
We use review representation d j as features to detect spam review. The fully connected layers are applied over d j , and sof tmax(·) function is used to convert the output numbers into probabilities:
where W c , W d ∈ R d×d are transformation matrix. 1) Classification Loss: Similar to previous works [10] - [12] , we use the cross entropy loss as the objective function to optimize the classification task:
2) Overall Loss and Optimization: The overall loss of our model is the weighted sum of classification loss and the relation loss:
where β is a hyper-parameter and will be tuned on the validation dataset.
IV. EXPERIMENTS A. Datasets
We evaluate the effectiveness of HFAN on four spam datasets. The statistics of the datasets are shown in Table II . Mobile01 Review 3 is obtained from paper [1] , which contains two subsets: first post subset (Mobile01 FirstPost) and reply subset (Mobile01 Reply). This dataset contains a set of internal records of opinion spams leaked from a shady marketing campaign reported by BBC 4 . YelpChi, YelpNYC and YelpZip 5 datasets are obtained from paper [8] , which are three public spam detection datasets crawled from the Yelp website. 
Dataset
Mobile01 FirstPost  Mobile01 Reply  YelpChi  YelpNYC  YelpZip  training  test  training  test  training  test  training  test  training  test  Average #words  203  146  68  63  165  166  138  138  137  137  #Spam Reviews  546  208  1,337  1,020  7,135  1,784  29,508  73,77  64, 
B. Baselines
To illustrate the effectiveness of HFAN, we select several state-of-the-art methods for comparison, including conventional feature-based methods and some recently proposed deep learning models for the spam detection.
1) Feature-based Methods: SVM + Bag of Words (BoW)/n-grams + BF mainly use machine learning algorithms with unigram, bigram, trigram. Behavior Features (BF) are obtained from papers [1] , [7] , [8] . RSD [16] is an iterative model to quantify the trustiness of reviewers, the honesty of reviews, and the reliability of stores. They propose a heterogeneous graph model to capture spamming clues. SpEagle [8] is a graph-based method that combines linguistic features, behavioral features and reviews graph structure features and utilizes the Loopy Belief Propagation algorithm to compute the belief scores for reviews and users. TDSD [9] is a tensor decomposition model to automatically learn the review representation and users' behavior information. They extended 11 interactive relations to embed the reviewers and products, which are concatenated with the review representation for spam detection. CHMM [17] is the Coupled Hidden Markov Model (HMM) model with two parallel HMMs that incorporate both the reviewer's posting behavior and co-bursting behaviors from other reviewers. Spam2Vec [18] is a framework to collectively use both review content and network information for spam detection.
2) Deep Learning Methods: CNN-GRNN [11] is the first model designed for spam detection. Convolutional neural network and gated recurrent network are applied on word level and sentence level respectively to learn the discourse information of reviews. SWNN [10] utilizes CNN to extract local semantic features, and apply KL-divergence to obtain the importance weight of the word. Then, a weight pooling is applied to transform sentence vectors into a document vector. ABNN [12] is an attention-based network by jointly embedding linguistic and behavioral features for spam detection. AEDA [14] is a deep learning architecture for incorporating entities and their inherent attributes from various domains into a unified framework.
C. Experiment Settings
We employ the same evaluation metrics and preprocessing procedures used in previous works [1] , [8] in the experiments. Specifically, for the Mobile01 dataset, precision (P), recall (R), and F-measure (F 1 ) are used as evaluation metrics. For YelpChi, YelpNYC and YelpZip dataset, average precision (AP) and area under the curve (AUC) are used as evaluation metrics.
1) Data Preprocessing: Most of preprocessing procedure is identical to previous works, different parts are listed as follows. For hierarchical models (including baselines and our model), we segment the document into sentences and words. As the average #words of Mobile01 FirstPost dataset is 203 (cf . Table II) , so we set the maximum text length to 500, and any reviews longer than 500 will be truncated to 500. The maximum length of reviews in Mobile01 Reply dataset is set to 100. For YelpChi, YelpNYC and YelpZip dataset, the maximum length is set to 200.
2) Model Training: The dimension of the pre-trained embeddings is set to 300. In the experiments, we perform 3 folds cross-validation on the region radius r ∈ {1, 2, . . . , 10} and loss weight β ∈ {0.01, 0.1, 1, 10, 100} and choose those parameters that achieves best performance. The MAU size m is set to 2. The Adadelta [19] algorithm is applied to optimize overall loss. The learning rate is initialized as 1.0 and gradually decreased during training.
D. Results and Analysis
The experimental results are shown in Table III , IV. From the results, we can observe that: (1) Most neural network based models outperform featurebased methods, but the improvement mainly comes from recall rather than precision. The improvement of performances further proves the idea that the neural network can capture more complex semantic information that is difficult to express using traditional discrete manual features [11] . However, we notice that performance improvement mainly comes from recall rather than precision, which shows the review-level semantic information may not fully reflect the discrepancy of spam and non-spam.
(2) Our proposed model outperforms neural network based models and features based methods, and the spam detection precisions obtain significant improvement. Referring to Table  III , IV, HFAN gets 10.56%, 16.21% F1 gains over the state of the art on Mobile01 FirstPost and Reply dataset respectively. On the YelpChi, YelpNYC and YelpZip datasets, HFAN outperforms the best performances by 4.1%, 5.74% and 5.41% AUC score respectively. It is worth noting that the spam detection precisions get over 10% absolute improvement on four datasets, which shows the product-level and userlevel information and the user-review-product relationship information are critical to learning the differences between spam and non-spam reviews.
In conclusion, HFAN significantly and consistently outperforms the state-of-the-art models. The experiments on four datasets demonstrate that HFAN can comprehensively leverage product-level and user-level information and the userreview-product relationship, thus achieving good generalization performance in the spam detection task.
V. CONCLUSION
In this paper, we design a hierarchical fusion attention network that can learn semantic representations of reviews from the user and product level. Additionally, we encode the inherent relationship among users, reviews, and products into the model. To evaluate the performance of HFAN, we conduct a series of experiments on four public datasets. Compared with the state of the art, HFAN achieves significant improvement, which proves the effectiveness of the model.
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