. Convergence behavior of (x 0x ) with respect to time in Case 2. Abstract-In this brief, we will study the computation of transient solutions of a class of piecewise-linear (PL) circuits. The network models will be so-called linear complementarity systems, which can be seen as dynamical extensions of the PL modeling structure as proposed by [1] . In particular, the numerical simulation will be based on a time-stepping method using the well-known backward Euler scheme. It will be demonstrated, by means of an example, that this widely applied time-stepping method does not necessarily produce useful output for arbitrary linear dynamical systems with ideal diode characteristics. Next the consistency of the method will be proven for PL networks that can be realized by linear passive circuit elements and ideal diodes by showing that the approximations generated by the method converge to the true solution of the system in a suitable sense. To give such a consistency proof, the fundamental framework developed in [2] is indispensable as it proposes a precise definition of a "solution" of a linear complementarity system and provides conditions under which solutions exist and are unique.
I. INTRODUCTION
Simulation of switched networks is a problem that has been studied extensively in circuit theory [1] , [3] - [9] . Roughly speaking, there are two main approaches, namely event-tracking (see e.g., [4] , [5] ) and time-stepping methods (see [1] , [7] - [9] for electrical networks and [10] - [14] for unilaterally constrained mechanical systems with friction phenomena). Representing a hybrid systems point of view (see for instance [15] ), event-tracking methods are based on considering the simulation interval as a union of disjoint subintervals on which the circuit topology (called "mode" in the hybrid systems terminology) remains unchanged. On each of these subintervals we are dealing in general with differential and algebraic equations (DAE), which can be solved by standard integration routines (DAE simulation). As integration proceeds, one has to monitor certain indicators (mostly given by inequalities, e.g., related to currents through diodes being nonnegative) to determine when the subinterval ends (event detection). At this event time a mode transition occurs, which means that one has to determine what the new circuit topology will be on the next subinterval (mode selection). If the continuous state at the event time is not consistent with the selected mode, a state jump is necessary (re-initialization). The complete numerical simulation method is based on repetitive cycles consisting of DAE simulation, event detection, mode selection and re-initialization.
Time-stepping methods replace the describing equations directly by some "discretized" equivalent. Numerical integration routines are applied to approximate the system equations involving derivatives and all algebraic relations are enforced to hold at each time-step. In this way, one has to solve at each time-step an algebraic problem (sometimes called the "one-step problem") involving information obtained from previous time-steps. In contrast with event-driven methods, time-stepping methods do not determine the event times accurately, but "overstep" them, which puts the convergence of the approximations in a suitable sense (called "consistency") into question.
In this brief, we will study the consistency of a time-stepping method that is based on the well-known backward Euler integration scheme for a class of piecewise-linear (PL) electrical circuits. The used network models are so-called linear complementarity systems [15] - [19] , which can be seen as dynamical extensions of the PL model structure that has been introduced by Van Bokhoven [1] , [8] . Van Bokhoven's model is based on the linear complementarity problem of mathematical programming [20] and covers many well-known canonical PL descriptions [21] (see also [2] ). As such complementarity modeling is very powerful and many dynamical PL circuits are captured by (dynamic) linear complementarity systems.
Time-stepping methods may be preferable to event-tracking methods in particular in situations where many mode changes take place. In fact there do exist examples of linear complementarity systems (see e.g., Example 2 below), for which the event times (the times at which the mode changes) accumulate, i.e., the system displays an infinite number of switches (mode transitions) in a finite time-interval. It is obvious that this behavior causes difficulties for an event-tracking method as simulation beyond the accumulation point is in principle not possible without using some heuristic tool. Time-stepping can be an effective alternative in such situations.
As mentioned before, the time-stepping method that we will study here is based on the well-known backward Euler scheme and has been described, for instance, in [1] , [7] . [8] , for electrical networks. Similar methods have been used in a mechanical context in [10] - [14] . A nice feature of the method is that it is straightforward to implement and many algorithms (e.g., Lemke's algorithm [20] , Katzenelson's algorithm [22] and others [8] ) are available to solve the one-step problems consisting of linear complementarity problems.
Convergence problems of time-stepping methods for mechanical systems subject to unilateral constraints or friction have been studied by Stewart [11] , [23] . He shows that for a broad class of nonlinear constrained mechanical systems there always exists a subsequence of approximating time functions that converge to a real solution of the mechanical model. In the context of mechanical systems subject to unilateral constraints or friction, the complementarity conditions appear between the force and position variables. A direct translation to electrical circuits would not yield networks with complementarity conditions between the voltage and current variables which is the case for ideal diodes. Therefore, the results that have been obtained in [11] , [23] do not cover electrical networks containing ideal diodes, which are included in the class of PL networks studied in this paper. Therefore, the objective of the current brief is to show that for the class of PL circuits that can be realized by linear passive elements and ideal diodes (complementarity conditions) the backward Euler time-stepping method is consistent. Moreover, we will even prove that the whole sequence (and not only a subsequence) of the approximating time functions converges to the real transient solution of the network model, when the step size decreases to zero.
II. NOTATION
Throughout the brief, ( n ) denotes the set of (n-tuples of) real numbers. + denotes the set of nonnegative real numbers, i.e., + = [0; 1). For the real part of the complex number , we write Re(). For any x, y 2 n , x ? y means that x > y = 0. Inequalities for vectors are always meant to hold componentwise.
The Euclidean and maximum norm of a vector x 2 n will be denoted by kxk := n i=1 x 2 i and kxk 1 := max 1in jx i j, respectively. For a real number r 2 , we use the notation dre to denote the smallest integer larger than or equal to r. We write O(x) for any function such that lim sup x!1 jO(x)j=x < 1. We say that a proposition P(x) holds for all sufficiently small (large) x if there exists x 0 > 0 such that it holds for all 0 x x0 (x0 x).
The set of real matrices with n rows and m columns is denoted by n2m . For any A 2 n2m , J f1; 2; . . . ng, and K f1; 2; . . . ; mg, AJK denotes the submatrix fA jk g j2J; k2K . If J = f1; 2; . . . ; ng (K = f1; 2; . . . ; mg), we also write A K (A J ). For any A 2 n2m kAk := sup kxk=1 kAxk denotes the matrix norm induced by the Euclidean vector norm. A square matrix A 2 n2n is said to be nonnegative (positive) definite if x > Ax 0 (x > Ax > 0) for all 0 6 = x 2 n . We write (A) for the set of eigenvalues of A and (A) := max 2(A) jj for the spectral radius of A. By the symmetric part of A, we mean the matrix 1=2(A + A > ).
The identity matrix is denoted by I . Given two matrices A 2 n 2m and B 2 n 2m , the matrix obtained by stacking A over B is denoted by col(A; B).
The set of n-tuples of square integrable functions on (t0; t1) is denoted by L n 2 (t0; t1). The notation hx; yi denotes the inner product of x, y 2 L n 2 (t 0 ; t 1 ), i.e., hx; yi = t t x > (t)y(t)dt. The norm on L n 2 (t0; t1) is defined by kxk = hx; xi 1=2 . Moreover, the time function xj denotes the restriction of the time function x to the interval . We say that the sequence fx k g L n 2 (t0; t1) converges (converges weakly) to x if lim k!1 kx k 0 xk = 0 [lim k!1 hx k 0 x; yi = 0 for all y 2 L n 2 (t 0 ; t 1 )].
The typewriter font will be used for distributions to distinguish them from functions. The space L (0; ) consists of the distributions of the form u = u imp + u reg where u imp = u 0 is called the impulsive part with u0 2 and ureg 2 L2(0; ) is called the regular part. We say that the sequence of distributions fu k 0 +u k reg g L (0; ) converges (weakly) to u 0 +u reg , if fu k 0 g converges to u 0 and fu k reg g converges (weakly) to ureg in L2-sense.
The matrix triple (A; B; C) with A 2 n2n , B 2 n2m and C 2 m2n is said to be minimal if (A; B) is controllable and (C; A) is observable (see for instance [24] ).
III. LINEAR COMPLEMENTARITY SYSTEMS
We begin by briefly recalling the linear-complementarity problem (LCP) of mathematical programming. For an extensive survey on the problem, the reader is referred to [20] . 
We say that z solves LCP(q; M ) if z satisfies (1) . The set of all solutions of LCP(q; M ) will be denoted by SOL(q; M ). Note that the so-called complementarity (1) conditions also appear in the ideal diode characteristic v 0, i 0, and iv = 0. Not surprisingly, the linear complementarity problem plays a major role in the analysis of networks with ideal diodes. As discussed in [2, Sec. 3], many dynamical PL electrical networks can be cast as linear complementarity systems by following the ideas developed in [1] . A linear complementarity system is given by
where u(t) 2 m , x(t) 2 n , y(t) 2 m and A, B, C, and D are matrices of appropriate dimensions. We denote (2) by LCS(A; B; C; D). For more details on LCS, we refer to [16] - [19] .
IV. SIMULATION OF LCS
The aim of this section is to discuss two approaches for the simulation of LCS.
A. Event-Tracking Methods
From a hybrid system point of view, LCS(A; B; C; D) has 2 m modes depending on the complementarity conditions (2c) that indicate which diodes are blocking and which ones are conducting. The system is governed in mode K by the DAE
as long as the inequality constraints
hold. By starting in mode K f1; 2; . . . ; mg, an event-tracking method integrates the DAE (3) by standard routines and monitors the inequalities (4) . In case of a violation of (4), the event time (the time just before the violation) has to be determined in order to find out the mode which will be active after the event. Once the new mode is determined, the above procedure repeats itself again. One of the main disadvantages of this type of approach arises if there is an accumulation of events. In principle, event-tracking methods cannot go beyond such an accumulation point without using some kind of heuristic tool. In what follows, we give an example of an LCS having accumulation of events. Example 2: Consider the following example (its time-reversed version is due to [25, p. 116 
where sgn x is the set-valued (relay) function given by
As shown in [26] , [27] , this type of systems can be cast as LCS. Solutions of the system are spiraling toward the origin, which is an equilibrium. Since (d=dt)(jx1(t)j + jx2(t)j) = 02 when x(t) 6 = 0 along trajectories x of the system, solutions reach the origin in finite time (see Fig. 1 for a trajectory). Every crossing from one quadrant to another corresponds to an event (relay switch). Therefore, on a finite time interval there are infinitely many events, i.e., events do accumulate.
This example shows that the event-tracking methods might not be the most efficient methods for the simulation of LCS.
B. The Backward Euler Time-Stepping Method
An alternative for event-tracking is the time-stepping method. Typically, such a method tries to replace approximately the overall system description by a discretized equivalent instead of considering several linear DAE as an event-tracking method does. A frequently used timestepping scheme (see [1] , [7] - [9] ) is based on the well known backward Euler method. For LCS the method consists of discretizing the system description by applying the backward Euler integration routine and imposing the complementarity conditions at every time step. This comes down to the computation of u h k+1 , y h k+1 , and x h k+1 given x h k through the linear complementarity problem given by
Note that we use roman font for the numerical approximations.
In the above relations, h k denotes the value at the kth step of the corresponding variable for the step size h > 0. Based on this scheme, one can construct approximations of the transient response of an LCS on an simulation interval [0; ] by applying the algorithm below. 
The one-step problem in step 4) is given by a linear complementarity problem. In general a linear complementarity problem may have multiple solutions or have no solutions at all. We shall proceed by assuming unique solvability of the problem. The assumption is introduced here for reasons of generality; later on we will prove that the assumption is implied by passivity. This assumption implies that for all sufficiently small h > 0, Algorithm 3 generates an output, which is unique. Hence, for a given step size h > 0 (sufficiently small), we can define the approximations 
where u h k , x h k and y h k , k = 0; 1; . . . ; N h have been obtained from Algorithm 3. One of the main goals of the paper is to prove that for a passive system these approximations converge in a suitable sense. This property is called consistency of the numerical method. In the following example, we illustrate that Algorithm 3 is not always consistent even if Assumption 4 holds.
Example 5: Consider the linear complementarity system (consisting of a triple integrator with complementarity conditions) whenever N h 2. Therefore, y h reg is far from being convergent as it is not bounded as h converges to zero. For three different values of h, the trajectories of y h reg on [0, 1] are depicted in Fig. 2 . This example indicates that one should be cautious in applying a time-stepping method to a general LCS. As a consequence, verification of the numerical scheme in the sense of showing consistency is needed. 
V. PRELIMINARIES

A. Passivity of a Linear System
In the sequel, we are mainly concerned with linear passive-complementarity systems.
Definition 6 [28] : The system (A; B; C; D) given by (2a) and (2b) is said to be passive (dissipative with respect to the supply rate u > y)
if there exists a function V : n ! + (a storage function), such that
holds for all t 0 and t 1 with t 1 t 0 , and all (u; x; y) 2 L m+n+m 2 (t0; t1) satisfying (2a) and (2b). We state a well-known theorem on passive systems which is sometimes called the positive real lemma.
Lemma 7 [28] : Assume that (A; B; C) is minimal. Then the following statements are equivalent. 1) (A; B; C; D) is passive.
2) The matrix inequalities Next, we recall the notion of an initial solution which is of considerable importance in the analysis of linear complementarity systems. . Actually, the (global) solution concept for general linear complementarity systems (see [16] ) is more complicated than the one we will present. In the case of linear passive complementarity systems, it can be trimmed as shown in [2] . 3) For almost all t 2 [0; ], 0 u reg (t) ? y reg (t) 0.
Notice that the above definition is equivalent to the integral form given in [2, Def. VII.1]. The proof of the following theorem can be found in [2] and deals with the existence and uniqueness of solutions to linear passive complementarity systems. 
VI. MAIN RESULTS
The following theorem is the basis of our consistency proof as it states sufficient conditions that imply consistency. The theorem is based on Assumption 4 rather than directly on the passivity property. Due to space constraints, we cannot include the proof here; see [29] or [30, Ch. 6] for full details.
Theorem 12 [29] : Consider LCS (A; B; C; D) such that Assumption 4 holds and D is nonnegative definite. Let > 0 and x 0 2 n be given. Also let (u h ; x h ; y h ) be given by (6) via Algorithm 3. Suppose that there exists an > 0 such that for all sufficiently small h khu h 0 k and ku h reg k . For any sequence fh k g that converges to zero, we have the following statements.
1) There exists a subsequence fh k g fh k g such that (fu h g; fy h g) converges weakly to some (u; y) and fx h g converges to some x.
2) The triple (u; x; y) is a solution of LCS (A; B; C; D) on [0; ] with the initial state x 0 .
3) If the solution (u; x; y) is unique for the initial state x0
in the sense of Definition 10, then the complete sequence (fu h g; fy h g) converges weakly to (u; y) and fx h g converges to x. Note that these conditions do not hold for the system that has been considered in Example 5. We shall show in the Appendix that the conditions of Theorem 12 are satisfied in the case of passive complementarity systems so that the following result holds. (6) via Algorithm 3. Then, (fu h g; fy h g) converges weakly to (u; y) and fx h g converges to x as the step size h tends to zero.
We illustrate Theorem 13 in a simple example.
Example 14:
Consider the linear RLC circuit (with R = 1, L = 1 H and C = 1 F) coupled to two ideal diodes, as shown in Fig. 3 . The network is described by _ x1 = x2 0 u1 + u2; _ x2 = 0x1 0 x2 0 u2 y 1 = 0x 1 ; y 2 = x 1 + x 2 + u 2 0 u ? y 0 where x 1 is the voltage across the capacitor, x 2 is the current through the inductor, u 1 and u 2 are the current through, and y 1 and y 2 are (minus) the voltage across diode 1 and 2, respectively. For two different initial states, we apply the backward Euler time-stepping method. The first initial state is x 0 = col(0e; 1). In Fig. 4 , the approximating state trajectories for the step sizes 0.1, 0.5 and 0.025 are depicted. Note that there are two events (topology changes) of the circuit. The second initial state we consider is x 0 = col(1; 1). As shown in [2, Example 6.3], this initial state is inconsistent in the sense that the corresponding solution contains a Dirac impulse in the u-trajectory and hence a discontinuity in the state. As expected from Theorem 13, the approximating state trajectories converge to the actual ones. In Fig. 5 , the approximating trajectories are depicted for the step sizes 0.1, 0.5 and 0.025. For reasons of clarity we draw the successive computed values of the approximations as horizontal lines; in practice of course one would use for instance PL interpolation. Note that we also picture the solution with inequalities in (6d) replaced by lh t < (l + 1)h.
VII. CONCLUSIONS
In this brief, we studied the consistency of a time-stepping method based on the backward Euler integration routine. The method has proven itself already in practice for the transient simulation of PL electrical circuits and constrained mechanical systems. However, one cannot indiscriminately apply this method for general classes of discontinuous systems as shown by an example in this brief. The main result of the brief has presented a rigorous proof of the consistency of the backward Euler time-stepping method when applied to a class of networks that can be modeled as linear passive electrical networks with ideal diodes (or stated differently, can be modeled as linear passive complementarity systems). In spite of the mixed continuous and discrete behavior of the circuit and the possibility of Dirac impulses occurring at the initial time, we have shown the convergence of the approximations to the actual transient solution of the network model.
Of course, it would be interesting to generalize these results to other systems of a mixed continuous and discrete nature. In particular, we are currently studying the consistency of the backward Euler method for dynamical systems with relays (see [27] as a first step in this direction) and for other linear complementarity systems. For systems where the backward Euler time-stepping scheme does not generate proper output (like the triple integrator), it is useful to consider extensions of the timestepping algorithm that are consistent.
APPENDIX
In the following lemma, we state some results for the matrix inverse
Lemma 15: Let A 2 n2n . The following statements hold. 1) k(I 0 hA) 01 k (1=(1 0 h) ) for all h with h < 1 where is the largest eigenvalue of (1=2) (A + A > ).
2) There exists an > 0 such that k(I 0 hA) 01 k for all sufficiently small h. 2) It can easily be verified by using item 1 that k(I 0 hA) 01 k 1=(1 0 ) whenever h < 1.
A. Rational Complementarity Problem
It can be shown that there is a one-to-one relation between the initial solutions to LCS (A; B; C; D) with initial state x 0 and the proper solutions of the so-called rational complementarity problem (see for instance [17] , [19] ). The following proposition states the above mentioned one-to-one relation which is given by the Laplace transform and its inverse.
Proposition 17 [17] : The triple (u; x; y) is an initial solution of We shall use the following proposition which establishes the relation between the solutions of the one-step problem and the solutions of the rational complementarity problem. is the solution of the one-step problem of Algorithm 3 for k = 0. Proof: 1) Observe the basic fact that if LCP(q; M) is solvable then LCP(q; M) is also solvable provided that 0. As a consequence, Assumption 4 implies together with the identity h(I 0 hA) 01 = (h 01 I 0 A) 01 that for all sufficiently small h, LCP(C(h 01 I 0 A) 01 x 0 ; G(h 01 )) has a unique solution. From 
B. Some Results on LCPs
We will present in this subsection some results on LCPs, that will be needed to prove the main result (Theorem 13) for linear passivecomplementarity systems. 4) It is known from matrix theory (see e.g., [33, Property 9.13.4.9] ) that (N 1 + N 2 ) (N 1 ) + (N 2 ) for all square matrices N 1 and N2. Hence, we get from item 3 that (G(h 01 )) (D + hCB) + O(h 2 ) h for some > 0 and all sufficiently small h.
The following auxiliary lemma will be needed in the sequel.
Lemma 21: Let P = fx 2 n jAx bg be a given nonempty polyhedron with A 2 n2m and b 2 m and let x 3 be equal to arg minx2P kxk. There exists an index set J f1; 2; . . . ; ng such that x 3 = arg min A x=b kxk. To formulate the next lemma, we need to recall the concept of a dual cone.
Definition 22: For any nonempty set Q m , the set fw 2 m jw > v 0 for all v 2 Qg is called the dual cone of Q and is denoted by Q 3 .
Lemma 23: Let M 2 m2m be nonnegative definite and Q = SOL(0; M). We have the following statements. . . . ; kg. For any q 2 Q 3 , we know from the items 1 and 2 that LCP(q; M) is solvable and that there exists a unique least-norm solution z 3 (q). Let J = fijz 3 i (q) > 0g. Clearly, P = fvjv J 0, v J = 0, q J + M JJ v J = 0, and q J + M J J v J 0g SOL(q; M) and z 3 (q) 2 P. Note that P is a polyhedron, since P = fvjAv bg where A = col(I; 0IJ ; M; 0MJ) and b = col(0; 0; 0q; q J ). Moreover, it is obvious that z 3 (q) = arg min Avb kvk. Then, according to Lemma 21 there exists K f1; 2; . . . ; 3mg such that z 3 (q) = arg min A v=b kvk. Thus, we have kz 3 (q)k (A K )kb K k. Note that kb K k 2 kbk 2 kqk 2 + kq J k 2 2kqk 2 and p 2(A K ) . Consequently, kz 3 (q)k kqk.
C. Proof of Theorem 13
After these results on LCPs, the proof of the main result on linear passive complementarity systems is in order. The proof will be based on showing that the requirements of Theorem 12 are fulfilled for this class of linear complementarity systems. 
Consequently, we get ku h k+1 k ku 3 k + ku h k+1 0 u 3 k 3kx h k k (9) by applying the triangle inequality and employing Lemma 23 item 3 and (8 (12) due to (6) and Lemma 25 item 2. Finally, it is known from Theorem 11 that (u; x; y) is the unique solution on [0; ] with the initial state x0. As a consequence of Theorem 12 item 3, f(u h ; y h )g converges weakly to (u; y) and fx h g converges to x for any sequence fh k g that converges to zero. In other words, f(u h ; y h )g converges weakly to (u; y) and fx h g converges to x as h tends to zero.
Using the Cyclostationary Properties of Chaotic Signals for Communications
T. L. Carroll
Abstract-Cyclostationary signals have an expectation value which varies periodically in time. Chaotic signals that have large components at some discrete frequencies in their power spectra can be cyclostationary. The cyclostationarity persists even if the discrete frequency components are removed from the chaotic signal, leaving a signal with a purely broad band frequency spectrum. In this brief, a communications system is created by modulating information onto the periodic parts of a chaotic signal and then removing the periodic parts from the frequency spectrum. At the receiver, the periodic parts of the spectrum are restored by means of a nonlinear operation. This system is demonstrated both in simulations and real circuits, and the performance of this system is measured in simulations. Finally, some of the reasons why such a scheme might be useful are discussed.
Index Terms-Chaos, communication, cyclostationary.
I. INTRODUCTION
Chaotic circuits are natural generators of broad-band signals, so there has been research into applying chaotic circuits to spread spectrum communications [1] - [13] . Most of these communications methods depend on having a synchronized chaotic receiver or at least some sort of information about the chaotic signal at the receiver. Difficulties in synchronizing chaotic receivers make most of these techniques impractical for multi-user communications systems. In addition, much research has focussed on the possible security of chaotic communications systems.
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