The asymptotic expansions of the confluent hypergeometric functions 1 F 1 (a; b; z) and U (a, b, z) are examined as |z| → ∞ on the Stokes lines arg z = ±π. Particular attention is given to the exponentially small contributions associated with these two functions. Numerical results demonstrating the accuracy of the expansions are given.
Introduction
The confluent hypergeometric function 1 F 1 (a; b; z) (or first Kummer function also denoted by M(a, b, z)) is defined for complex parameters a and b by We exclude this last case from our asymptotic considerations. The function 1 F 1 (a; b; z) is entire in z and is consequently completely described in −π < arg z ≤ π. The behaviour of 1 F 1 (a; b; z) for large z and fixed parameters is exponentially large in Re (z) > 0 and algebraic in character in Re (z) < 0. The well-known asymptotic expansion of 1 F 1 (a; b; z) for |z| → ∞ is given by [ π + ≤ ± arg z ≤ 3 2 π − ), (1.1) where throughout > 0 denotes an arbitrarily small quantity. Here the formal exponential and algebraic asymptotic series E(z) and H(z) are defined by
2) where the coefficients A j are given by
The exponential expansion E(z) is dominant as |z| → ∞ in Re (z) > 0 and becomes oscillatory on the anti-Stokes lines arg z = ± 1 2 π, where it is of comparable magnitude to the algebraic expansion. In Re (z) < 0, the exponential expansion is subdominant with the behaviour of 1 F 1 (a; b; z) then controlled by H(ze ∓πi ). The negative real axis arg z = ±π is a Stokes line where E(z) is maximally subdominant. When H(ze ∓πi ) is optimally truncated at, or near, its least term, the exponential expansion undergoes a smooth but rapid transition in the neighbourhood of arg z = ±π; see [4, p. 67] and [6, Chapter 6] . It is clear, however, that (1.1) cannot account correctly for the exponentially small expansion on arg z = π, since it predicts the exponentially small behaviour (|z|e πi ) a−b e −|z| as |z| → ∞. When a − b is non-integer with a and b real, this is a complex-valued contribution whereas 1 F 1 (a; b; −|z|) is real.
The interest in exponentially precise asymptotics during the past two decades has shown that retention of exponentially small terms, previously neglected in asymptotics, is essential for a high-precision description. An early example that illustrated the advantage of retaining exponentially small terms in the asymptotic expansion of a certain integral was given in Olver's wellknown book [1, p. 76] . Although such terms are negligible in the Poincaré sense, their inclusion can significantly improve the numerical accuracy.
Our aim in this note is to obtain the exponentially small expansion associated with 1 F 1 (a; b; −x), and also that of the second Kummer function U(a, b, xe ±πi ), as x → +∞ when the dominant algebraic expansion is optimally truncated. 
The expansion for
which is algebraic in character in the stated sector. However, on the Stokes lines arg z = ±π, an exponentially small expansion switches on, so that in the
π − we have a compound expansion with a subdominant exponential contribution. This latter contribution becomes dominant beyond | arg z| = 3 2 π. In the cases a,
In the following we let M, N, m denote positive integers and define the parameters
The exponentially improved expansion of
2) where the A j are defined in (1.3), T ν (z) denotes the so-called terminant function defined as a multiple of the incomplete gamma function Γ(a, z) by
In (2.2) m is an arbitrary positive integer but will be chosen to be the optimal truncation index m o of the algebraic expansion corresponding to truncation at, or near, the least term in magnitude. This is easily verified to be 
The expansion when ϑ is non-integer
The analogous expansion for 1 F 1 (a; b; −x) for x → +∞ can be obtained by making use of the identity [4, p. 323]
Then, with z = xe πi , x > 0, substitution of the expansion (2.2) into the above identity yields
Since the truncation index m is chosen to be optimal, the index ν appearing in (2.1) satisfies ν ∼ x as x → +∞. The asymptotic expansion of T ν (z) for large |ν| and |z|, when |ν| ∼ |z|, has been discussed in detail by Olver in [2] . By expressing T ν (z) in terms of a Laplace integral, which is associated with a saddle point and a simple pole becoming coincident on arg z = π, Olver [2, §5] established that
6) where the coefficients g k (j) result from the expansion
The branch of w(τ ) is chosen such that w ∼ τ − 1 as τ → 1 and the parameter γ j is specified by
with |γ j | bounded. Upon reversion of the w-τ mapping to yield τ = 1 + w + 
it is found with the help of Mathematica that the first five even-order coeffi-
If we now make use of the connection formula
the quantities G j (x) involving the terminant functions in (2.5) become
upon use of (2.6). Substitution of (2.8) into (2.4) (where for convenience we put M = N) and introduction of the coefficients B j defined by
then finally yields the exponentially small expansion E(x) in the form
From (2.4) and (2.10), the expansion of 1 F 1 (a; b; −x) is then given by the following theorem. 
Theorem 1 When ϑ = a − b is non-integer we have the expansion
Γ(a) Γ(b) 1 F 1 (a; b; −x)− x −a Γ(a) Γ(b − a) mo−1 k=0 (a) k (1 + a − b) k k! x k = x ϑ e −x cos πϑ M −1 j=0 (−) j A j x −j − 2 sin πϑ √ 2πx M −1 j=0 (−) j B j x −j +O(x −M )(
The expansion when ϑ is an integer
When ϑ = n, n = 0, 1, 2, . . ., it is seen from (1.2) that the algebraic expansion H(z) ≡ 0 and the coefficients A j in the exponential expansion vanish for j > n. From Kummer's transformation
the hypergeometric function on the right-hand side is a polynomial in z of degree n. Upon some straightforward rearrangement we find the finite exponential series given by
valid for all finite z, where the coefficients A j follow from the A j in (1.3). When ϑ = −n, the algebraic expansion consists of n terms and so cannot be optimally truncated; the parameter ν in (2.1) (with m = n) is therefore finite in this limit. From the equation immediately above (2.8) it is seen that G j (x) = e πiϑ = (−) n in this case. Consequently, we then obtain the result given in the following theorem.
Theorem 2 Let n and M denote positive integers. For values of the parameter
as x → +∞, where the coefficients A j are defined in (1.3) ; compare (1.1) .
It is seen that in the case ϑ = −n the exponentially small expansion of
Numerical examples and concluding remarks
In this section we present some numerical examples to demonstrate the accuracy of the results obtained in Section 2. To demonstrate the validity of the expansions in (2.11), (2.13) and (3.2) below we show in Table 1 the absolute relative errors 2 in the computation of the exponentially small expansions when x = 15 compared to their respective left-hand sides (with the algebraic expansion optimally truncated) for different summation index M. It was verified numerically that with this value of x the range M ≤ 5 corresponded to sub-optimal truncation of the exponentially small series. In Table 2 we show the values of the quantity F (x) defined by
for different values of x and the corresponding exponentially small expansion E(x) in (2.10) computed with the truncation index M = 5. In each case the optimal truncation index m o of the algebraic expansion in F (x) was determined by inspection. In the case with ϑ = 1 2 we remark that the exponential series involving the coefficients A j makes no contribution to E(x). It can be seen that the computed values of F (x) agree well with the corresponding exponentially small expansions. , . . . . Secondly, the so-called Stokes multiplier (given by the quantity in curly braces in (2.11) and (2.13)) is equal to cos πϑ to leading order. And thirdly, when ϑ = −n, we see from (2.13) that the exponential series can also be written in the form 
