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Abstract. Nowadays, the study of Quality of Service (QoS) in multimedia 
streaming is generally carried out by simulators. However, the results of these 
tests are not quite real. This forces researchers to work with approximations. In 
this paper, we implement a test bench to test the performance and assess the 
protocols and algorithms for multimedia delivery. This test bench let us 
evaluate the network parameters performance, by manipulating the devices 
under controlled conditions, and allow us to identify different application cases. 
We can confirm that the designed test bench gives us more real measures than a 
simulators, which allows us to do many types of tests with low cost.  
Keywords: Multimedia, Test bench, QoS, Protocols and Algorithms. 
1   Introduction 
The evolution of multimedia delivery has been possible thanks to the development of 
control mechanisms to promote Quality of Service (QoS) and Quality of Experience 
(QoE) in IP networks: traffic prioritization, streaming protocols, etc. [1][2]. They 
have brought benefits to both service operators and users in many aspects such as: 
obtaining an efficient communication, optimizing resources and reducing costs in 
both, the part of the service providers and in consequence to the users, optimizing 
network administration, delivery of new services, and efficient and secure network 
infrastructure developing. New technologies such as adaptive streaming [3] and 
Software Defined Networks [4] are providing research advances in this topic. 
A QoS categorized model of user-centric let us know the performance quality goals 
of audio, data and video. These goals are detailed in the Recommendation UIT‑T 
G.1010 [5] and Recommendation UIT‑R M.1079-2 [6]. So, we primarily must take 
into account parameters such as latency, jitter, and bandwidth and packet loss in both 
wired and wireless networks [7][8]. Others parameters we are interested in are shown 
in Cisco VNI report [9]. Some of them are internet user demand, network connections 
growth, as well as the generation of internet video minutes per month in a global scale 
and especially the number of video users in Internet.  
In this work, we study the effect of stressing the network. In order to achieve this 
goal, we study the most well-known network parameters such as latency, jitter and 
number of lost packets, which provide relevant information to the network operators. 
We test different cases and analyze the received video quality. It is performed for both 
wireless and wired networks. First, we get a baseline that is later used to compare 
different study cases. These cases are designed taking into account the impact of 
multimedia delivery when there are few network resources.  
The paper is organized as follows. In next section, we show several related works 
that include testbeds to show the performance of the network when there is 
multimedia delivery. In section 3, we describe the test bench implemented to test the 
case studies and the experiments. Section 4 explains the case studies as well as the 
experimentation process. In Section 5 we analyze the results. Finally, in Section 6, we 
show the conclusions we have reached and our future work.  
2   Relate Work 
This section shows the most relevant related works. 
In [10], Lu et al. show the potential benefits of a “quality-based” adaptation 
approach for video applications. They discuss the joint impact of packet loss and 
encoding rate on video quality, based on which a simple quality feedback-control 
system has been built. Adaptation is carried out by measuring the quality of the 
received video and comparing it to a baseline reference. Their preliminary 
experimental results show both the viability and the benefits of using video quality as 
the basis of adaptation. Lee et al [11] introduced an IP Multimedia Subsystem (IMS) 
based testbed which provides a platform for the study of real-time services integration 
and orchestration. This open-source based testbed is built on the principle of Service 
Oriented Architecture (SOA), with an emphasis for real-time network services. They 
developed service-oriented system functionalities such as optical network connection 
and bandwidth management, mobile client authentication protocols, and video 
streaming services. They are packaged as interoperable service components, so that 
they can be integrated and orchestrated through their respective standard interfaces. 
Finally, they elaborated a proof-of-concept environment via a use-case scenario of 
having various client-server interactions over a heterogeneous network environment. 
The work presented by Mu et al. in [12] introduces a system where digital video 
can be corrupted according to established loss patterns and the effect is measured 
automatically. The corrupted video is then used as input for user tests. Their results 
are analyzed and compared with the automatically generated. Within this paper they 
present the complete testing system that makes use of existing software as well as 
introducing new modules and extensions. The system can test packet loss in H.264 
coded video streams and produce a statistical analysis detailing the results. The user 
tests can also be used to test the effectiveness of the objective video quality 
assessment models. Thus, the testbed is designed to provide a common testing 
platform on which objective and subjective evaluations can be performed with 
different testing scenarios (such as codec, transmission pattern) with the least human 
intervention (in terms of set-up and analysis). In [13], Kuwadekar et al present the 
performance results obtained on a IP Multimedia Subsystem (IMS) based Next 
Generation Network test-setup connected to a live operator network. These results are 
based on the Quality of Experience (QoE) that end user perceive. They can help 
service operators to deliver content rich applications to the end users as per their 
expectations. The aim of this work was to understand, with a series of experiment, the 
behavior of video streaming across various devices and changing network conditions. 
Through passive measurements, they characterized the behavior of video streaming 
and evaluated the users QoE.  
3   Description of the test bench design 
In order to perform the test bench design, we have taken into account the current 
technologies used by service providers and the usual features of the networks focused 
on video streaming. The equipment include a Cisco 2811 Router, a Cisco Catalyst 
3560 Switch WS-C3560-24PS-E, a Cisco AIR-AP 1231G-E-K9 Access Point, 3 PC’s 
with Intel Core Processor i5-2400, CPU @3.10 Ghz, 4Gb Memory RAM, Wireless 
adapter LINKSYS WUSB600N and Ethernet Intel 82579V gigabit network 
connection and Win7 Operative System, and 1 PC with Intel Core Processor i5-2400 
CPU @3.10 Ghz, 4Gb Memory RAM, Wireless adapter Cisco AIR-PI21AG-E-K9, 
802.11 a/b/g, Ethernet Intel 82579V gigabit network connection; and Windows XP 
Professional Service Pack 3 Operative System. The video used to perform the test was 
the Big Buck Bunny, Sunflower version, which is accessible at [14]. We use FFmpeg 
program [15] to encode the video with the following features: video time 35 seconds, 
encoded in H.264 [16], with a resolution of 1024x768 at 30 fps (frames per second) 
and a bitrate of 1338 Kbps.  We use VLC media player, version 2.1.3, for both server 
and client. To capture and analyze network parameters, under the Real Time Protocol 
(RTP), we use Wireshark, version 1.10.5. The main analyzed parameters are the delay 
(interval between two consecutive packets), jitter (deviation of each packet with 
respect to the latency), packet loss and BW (bandwidth). 
3.1   Physical topology 
The proposed topology consists of different LANs connected by serial interfaces. The 
LANs use IEEE 802.3 and IEEE 802.11 technology, while the serial connections use 
ISO 3309 and ISO 4335 (HDLC) technology. We used Routers Cisco 2811 to connect 
the LANs. In the LANs we used switches Cisco Catalyst 3560-24PS, which support 
IEEE 802.1q protocol and Cisco PVST + (Plus per vlan spanning tree). We 
configured the switch interfaces in different VLANs for each end user. The proposed 
physical topology can be observed in figure 1. 
3.2   Logical topology 
The logical topology used VLANs, which allow building networks even when they 
are not sharing the same physical medium. The proposed logical topology can be 
observed in figure 2. 
 
Fig. 1. Proposed physical topology
 
 
Fig. 2. Proposed logical topology 
4   Cases of study and experimentation 
In this section we develop a testbed for media streaming, which allow us to perform a 
series of actions based on network parameters, both internal and external, in order to 
evaluate the influence on the quality of the received video. The study is divided as 
follows: first we extract the base line on video streams both wired and wireless, then, 
we study the effect on the external and external parameters in such streaming. 
4.1   Base Line Study in Wired / Wireless Video Delivery 
For the study of the base line we used an IPTV server located at five hops between the 
VLC Clients (one in the wireless and another in the wired LAN), as shown in figure 
3. This study allows evaluating the quality of video in the reception when there is no 
internal or external factor affecting the transmission delivery. At the reception, we use 
Wireshark to capture and evaluate the network parameters. 
 
 
Fig. 3. Transmission from an IPTV server to a VLC Client (wireless or wired).  
We conduct a series of experiments using this network design to gather 
measurements of network parameters. They will be the basis for analyzing and 
comparing them with respect to other study case. For the extraction of these measures 
we have delivered video through the network and we used Wireshark to capture some 
network parameters such as jitter, delay, packet loss and bandwidth. These parameters 
will serve as reference for the analysis of the study case. The results obtained for the 
delay, in both wired and wireless, are shown in the figures 4 and 5. As can it be seen, 
the delay at the customer side, in both wired and wireless connection, had similar 
results. It is detected an almost constant delay of approximately 18 ms along the time. 
Furthermore the highest peak has 130 ms, which is acceptable as it does not exceed 
the period recommended by the ITU.
or
 
Fig. 4. Delay of the wired baseline.    
 
 
Fig. 5. Delay of the wireless baseline.    
 
Fig .6. Jitter of the wired base line.  
 
 
Fig. 7. Jitter of the wireless base line.  
Figures 6 and 7 show the jitter at VLC clients side. The results show a peak of 5.5 
ms at the beginning of the reception of the video until it stabilizes. Then, the graph 
follows an almost constant pattern that reaches a value of approximately of 2.5 ms.  
To estimate the bandwidth over the time, we calculated at each instant the average 
bandwidth consumed by the last 50 packets received. Considering that the average 
size of the transmitted packet is 1370 bytes, the bandwidth BWt at time Tt in which is 








                            (1) 
 
Where, Ti-50 indicates the time instant reception of packet number 'i-50'. Factors 
100000 and 1000 have been included to normalize the time, which originally are 
given in tens of microseconds, and bits units respectively, so that the result is 
displayed in Kbps. Figures 8 and 9 show the estimated bandwidth timely manner at 
each instant of time. It is possible to observe that in both cases, the mean values 
consumed at the reception, for both wired and wireless network, range approximately 
2 Mbps. It also exists values that can exceed 9 Mbps. Finally, remark with respect to 
the loss of packets, that all transmitted packets (5092 packets), have been successfully 
received. This data will also be included in the baseline. Since neither losses of 































Fig. 8. Bandwidth wired base line.  
 
 
Fig. 9. Bandwidth wireless base line.  
4.2   Study of the Internal Network Parameters and the Transmission Effects   
In this section we study the effect on the multimedia traffic. Concretely, we study, the 
video quality perceived when we modify internal parameters of the network 
configuration and protocols such as the transmission rate of WAN links, and when we 
decrease the available bandwidth by increasing other traffic type. 
1) Effects of Speed Transmission in WAN Links - Point to Point 
In this first case study we measure the video reception, in both wired and wireless 
environments, by varying the transmission speed of the WAN links. The values of the 
bandwidth selected for the study are 2 Mbps, 4 Mbps and 5.3 Mbps. The design 
proposed for the studio is observed in Figure 10. 
  
 
Fig. 10. Transmission from the IPTV server to the VLC Client using different WAN links.  
After the analysis of the network parameters captured during video delivery 
through the WAN links at different speeds, we obtained the following results. 
Regarding the delay, we observe that at a transmission speed of 2 Mbps in the WAN 
links, the average value obtained is 6.2 ms. However, for 4 Mbps and 5.3 Mbps the 
average was 7.36 ms, in both wired and wireless (it is shown in figure 11). 
Concerning the jitter, we obtain different values for wired than wireless. For a 
transmission rate of 2 Mbps in WAN links, the obtained average results are superior 
when the links are 5.3 Mbps and 4 Mbps, as it can be observed in figure 12. 
To determine the average percentage of lost packets, we performed the following 
calculations. First, we subtracted the sequence of packets between the last and the first 
visible package. Then, the number of packets is obtained, which in this case is 5092. 
Later, we estimated the difference between the sequence number of packets minus the 
number of packets (this is the number of lost packets). Finally, we divide the number 





























Fig. 11. Average delay at different 
transmission speeds in the WAN links. 
 
 
Fig. 12.  Average jitter at different 
transmission speeds in the WAN links. 
 
Fig. 13. Average lost packets for different 
transmission speeds of the WAN links.  
 
Fig. 14. Average bandwidth for different 
transmission speeds of the WAN links.  
We can see in figure 13 that with a transmission rate of 2 Mbps at WAN links, the 
average percentage of lost packets is 3.44% for wired environments, and 3.48% for 
wireless. For a transmission speed of 4 Mbps and 5.3 Mbps in WAN links, we 
obtained an overall average of 0%. This means that there are no packet losses for both 
cases in the reception. Given that there is a percentage of loss in estimating the 
transmission speed of 2 Mbps WAN link, we evaluate in this particular case which is 
the number of packets lost during the delivery and thus make a proper balance. 
In figure 14, it is shown the average bandwidth of the video streams obtained when 
we vary the transmission speed in WAN links at 2 Mbps, 4 Mbps and 5.3 Mbps. For a 
WAN link with 2 Mbps, there was an average value of 2181 Kbps. For 4 Mbps and 
5.3 Mbps we observed an average value of 2456 Kbps. 
5   Result Analysis 
In this section, we analyze the results we have obtained in the previous section. We 
carry out an analysis of the statistical variance to compare the effect of the studied 
parameters in relation to the base line in order to test the null hypothesis H0 defined 
in each case. The null hypothesis H0 is defined as follows. H0 is met when there is no 
statistically significant difference among the parameters: average latency, jitter, 
packet loss or bandwidth of each measure compared to those in the baseline. A value 
of α = 0.01 is established to carry out the calculation. We focus our study only on the 
analysis of the internal parameters in multimedia transmissions, because the results of 
the effect of external ones have not been conclusive. We compare the results obtained 







































In this case, we change the transmission speed of the WAN links in the wired LAN 
and study the QoS parameters. The statistical calculations summary of the delay is 
shown in Table 1. If we establish the transmission speed of the WAN links to 2Mbps 
the average delay value is 7.62 ms. Statistically, it shows a significant difference, but 
from the point of view of QoS, it may be considered negligible or insignificant. 
Likewise, we cannot exclude the results with the other experimental conditions: 4 
Mbps and 5.3 Mbps. Therefore, it indicates that with those values an increment of the 
link bandwidth does not affect the latency behavior respect to the one obtained in the 
baseline. In Table 2, we show the summary of the statistical calculations for the jitter. 
The average jitter value is 2.08 ms. when we establish the transmission speed of the 
WAN link to 2 Mbps and 1.54 ms when we establish it to 4 Mbps. The jitter obtained 
for 2 Mbps and 4 Mbps is out of the confidence interval range established in the 
baseline measure. Therefore, we found in this experiment, with a 99.9% of guarantee, 
that when the transmission rate of the WAN links is 2 Mbps or 4 Mbps, there is a 
significant increase of the jitter. Likewise, the jitter when there is a transmission speed 
of 5.3 Mbps in the WAN links is 1.40 ms. There is a significant difference from the 
statistical point of view. However, we consider it negligible from the viewpoint of the 
QoS. The summary of the statistical calculations for packet loss in shown in Table 3. 
The average value of packet loss is 3.46% when the transmission speed of the WAN 
links is established to 2 Mbps. That value is out of the confidence interval range 
established in the baseline measure. Therefore, we found in this experimental 
condition, with a 99.9% of guarantee, that when the transmission speed of the WAN 
links is 2 Mbps, there is a significant increase in the number of packet loss. We 
cannot exclude the difference of the other experiments: 4 Mbps and 5.3 Mbps. They 
indicate that an increment of the bandwidth in the WAN link, respect to those initially 
shown in the baseline, does not affect to the packet loss. To sum up, in this first case, 
we can see that the transmission is affected when the transmission speed of the WAN 
links is reduced to 2 Mbps. The most affected parameter is the packet loss. Jitter is 
affected in a lesser grade. Delay is not affected. 
Table 1. Study of the delay when comparing the baseline with different transmission speeds of 
the WAN Links. 
Transmission 
speed of WAN 
links (Mbps.) 








Min. (ms) Max. (ms) 
Base Line 5092 7.36 7.10 7.10 7.61 
2 4917 7.62 5.76 7.41 7.83 
4 5092 7.36 6.86 7.11 7.60 
5.3 5092 7.36 7.03 7.10 7.61 
Table 2. Study of the jitter when comparing the baseline with different transmission speeds of 
the WAN Links. 
Transmission 
speed of WAN 
links (Mbps.) 








Min. (ms) Max.(ms) 
Base Line 5092 1.37 0.70 1.34 1.39 
2 4917 2.08 1.55 2.03 2.14 
4 5092 1.54 0.83 1.51 1.57 
5.3 5092 1.40 0.75 1.37 1.42 
Table 3. Study of the packet loss when comparing the baseline with different transmission 
speeds of the WAN Links. 
Transmission 
speed of WAN 
links (Mbps.) 








Min. (ms) Max. (ms) 
Base Line 5092 0.00 0.00 0.00 0.00 
2 4917 3.46 18.27 2.79 4.13 
4 5092 0.00 0.00 0.00 0.00 
5.3 5092 0.00 0.00 0.00 0.00 
6   Conclusion 
We have implemented a test bench to observe both the network traffic QoS 
parameters variations of the received video and the impact in the image quality due to 
the network parameters variations. We have designed, assembled and configured a 
WAN network for multimedia traffic transmission. To carry out the test we have used 
routers, switches, PCs and an access point. We have obtained measurements from the 
test bench and we have analyzed the significant differences in order to evaluate the 
QoS parameters basing it on a variance statistical analysis of the different study cases. 
We have noticed a significant packet loss when the WAN point-to-point links 
transmission speed values decrease to near the video transmission average bandwidth 
(2 Mbps). Some significant changes (but less) are also noticed in the jitter. Delay 
parameter is not significantly affected.  
The study results show that service operators should have both video and QoS 
tests, in order to have a data transmission statistical database (video, voice, etc.). As 
far as multimedia communication services demand tends to grow every day, it is 
necessary to deliver reliability and confidence to customers in order to offer them a 
good QoS. Therefore, that testbech should be able to reproduce the conditions in both 
wired and wireless environments. 
In future works we intend to use the testbench defined to test the received video 
quality using different types of queues, video streaming applications quality, and 
different video codecs performance and quality after the transmission. Moreover, due 
to the proliferation of the video streaming applications for Content Delivery Networks 
(CDNs), Peer-to-Peer (P2P) networks, Multimedia Cloud Computing, etc., we will 
use the implemented testbench in new streaming applications. In addition, it will 
allow us to test on any device (laptops, phones, etc.) the performance and quality of 
different video and audio codecs after transmission [17]. 
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