Abstract -In this paper we propose a systematic procedure for designing optimal lattice (space-time) codes. By employing stochastic optimization techniques we design lattice codes with minimum error rates when lattice decoders are employed at the receiver. Our design methodology can be tailored to obtain optimal lattice (space-time) codes for any fading statistics and SNR of interest. Further, we obtain fundamental lower bounds on the error probabilities yielded by lattice decoders and characterize their asymptotic behavior.
I. INTRODUCTION
Space-time block code (STBC) design for wireless fading channels has been the focus of intensive research for the past several years. As a result, several powerful STBCs such as orthogonal designs [1] and linear dispersion (LD) codes [2] have been discovered. Algebraic number theoretic tools for code design have also been employed for the i.i.d. Rayleigh fading model with great success [3] . Recently, [4] used the realbaseband model to show that all STBCs proposed in the literature are in-fact lattice codes. This reveals that the traditional STBC design where input information symbols are drawn from QAM constellations (or equivalently PAM in the real representation) result in lattice codes with sub-optimum (in terms of energy efficiency) shaping regions. Thus, there is a possibility to further improve performance by designing lattice codes with optimized shaping regions. On the other hand, a benefit of fixing input information symbols to be QAM symbols is efficient maximum-likelihood (ML) decoding via the sphere-decoder [5] . Unfortunately the complexity of ML decoding can significantly increase for lattice codes with optimized shaping due to the problem of boundary control [4] . One way to balance this tradeoff is to employ lattice decoders, which avoid boundary control and hence the increase in complexity, to decode optimized lattice codes. Thus an interesting and important problem which we address here, is the design of optimal (in terms of error-rate) lattice codes for MIMO systems where the receiver employs lattice decoders. We note that no such systematic design procedure has been proposed previously and the examples given in [4] were obtained through random search.
One of the main problems in our quest for optimal lattice codes is that obtaining closed-form objective functions needed for deterministic optimization or other analytical techniques seem intractable, even for the simple albeit impractical i.i.d Rayleigh fading model. For such class of problems a promising approach is to use stochastic optimization based on the well known Robbins-Monro algorithm [6] . We adopt this technique and propose several formulations that can be used to obtain optimal lattice codes for arbitrary fading statistics and any SNR of interest.
II. SYSTEM DESCRIPTIONS
Consider an ¢ -transmit £ -receive multiple-input multipleoutput (MIMO) channel with no channel state information (CSI) at the transmitter and perfect CSI at the receiver. The wireless channel is assumed to be quasi-static and flat fading and can be represented by an
, which is assumed to remain fixed for !
. The complex-baseband model of the received signal can be expressed as A F denotes the i.i.d. circularly symmetric Gaussian noise, with complex Gaussian elements of zero mean and unit variance, i.e., 
For ease in exposition, unless otherwise stated we assume
. Moreover, we will assume that § p has full column rank with probability one.
B. Lattice Decoders
In lattice decoding, the receiver assumes that any point in the infinite lattice could have been transmitted. For a given lattice, the naive lattice decoder determines 
Note that this decoder should be distinguished from the nearestcodeword decoder, i.e., the maximum-likelihood (ML) decoder. The absence of boundary-control results in substantial savings in complexity. An interesting property of lattice codes with naive lattice decoder is that owing to the lattice symmetry (geometric uniformity), the error probability is invariant to conditioning on a particular transmitted lattice codeword and only depends on the lattice generator. Thus from the energy efficiency point of view, selecting the codewords with minimum norm minimizes the average transmit power and hence spherical lattice codes are optimal for the naive lattice decoder. It has been shown in [4] that an MMSE-GDFE front-end can dramatically improve the performance of the lattice decoding algorithms in MIMO systems. This MMSE lattice decoder determines an upper triangular matrix 
Consider the statistics of the equivalent system model for the MMSE lattice decoder. Defining is very effective. Henceforth, we will make this assumption and then the error probability yielded by the MMSE lattice decoder is identical to that of a naive lattice decoder operating on (10) but where v is independent AWGN so that spherical lattice codes are optimal for the MMSE lattice decoder as well.
III. DESIGN ALGORITHM
We propose to use a stochastic gradient descent algorithm to optimize the probability of error (or its bounds) over a feasible set of generator matrices. We provide a brief description of the algorithm in its general form and elaborate on particular designs in the next section. Let l m Ũ resembles a projection operator 2 in that it finds a point in the feasible set close to the input argument when the latter falls outside the feasible set. For the problem at hand several objective functions which are defined in the sequel can be used since their gradients are derived in the required form, i.e., their unbiased estimates can be obtained via simulations. In the subsequent subsections we will consider various choices for the feasible set and the associated l m Ũ .
A. Average Energy Constraint
In order to satisfy the power constraints, the feasible set of generator matrices is
It seems intractable to parameterize the set
. In fact for a given p and efficient way of obtaining an optimal spherical code, i.e. an optimal set of codewords (which minimize the average energy) is also not known. As a consequence, we adopt the following sub-optimum approach. We set , we determine a "good" spherical code (having low average energy) using an iterative technique suggested in [12] , which converges to a fixed point very fast in about 2-3 iterations.
The exchange of derivative and the expectation is required for this method.
Usually this method is employed to solve unconstrained problems. In the constrained version there is no universal rule or method to enforce the constraints.
With the codewords 
B. Peak Energy Constraint
We now consider the design under a peak energy constraint, where all codewords must satisfy . Moreover, since the error probability and its bounds for a given generator 
The nice feature of the set
is that any is a differentiable function of . Thus we can an implement an unconstrained stochastic gradient-descent search.
C. Average Energy Constraint: Continuous Approximation
We invoke a popular approximation, see for instance [8] , which is accurate for high rates. The main idea is that at high rates a codeword 
The advantage is that we again have an unconstrained gradient descent algorithm. Also a "good" spherical code is determined only for the final (optimized) generator p and then scaled to satisfy the average energy constraint.
IV. LATTICE DESIGN: OBJECTIVE FUNCTIONS AND GRADIENTS
We first derive three objective functions along with their gradients for the naive decoder, which can be employed in the gradient-descent based design algorithm. The first one is the exact error probability whereas the second and third ones are an upper and a lower bound, respectively. Let us start with the exact error probability. As mentioned earlier, for the naive lattice decoder without loss of generality we can assume that . As a result we can express
We offer the following proposition. A proof is omitted here due to space constraints. . The derivative of (15) can now be computed by first exchanging it with expectation over § (which is justified by the bounded convergence theorem) and then using (16).
Next we consider the union upper bound on the conditional error probability, . An algorithm to determine all such coordinate vectors is given in [11] . Now, for a lattice generator in , [11] . For our design algorithm we would like to be able to estimate the gradient of the upper bound. Our next result allows us to do just that. The kissing number can be no less than 2. Further, the fact that both x are relevant follows from the necessary and suffi cient condition given in (18). Also, using arguments similar to those used before we can show that the derivative of (21) equals
In our case, the fading matrix is drawn from a continuous distribution and the generator p has no structure so that § p always has the maximum number of relevant vectors and the minimum kissing number. Thus, the unconditional upper and lower bounds and their derivatives can be obtained after averaging (17), (21) and (20) . We next consider the RHS of (24). Note that . To obtain the lower bound, we note that bits per channel use, experiencing correlated Rayleigh fading. The correlation parameters were set to model the scenario C (urban). We plot the block error probabilities (BLERs) obtained with the MMSE Lattice decoder for three randomly generated spherical lattice codes along with that of the optimized spherical lattice code. The code was obtained by optimizing the improved upper bound using the method described in Section III-A over the assumed equivalent model (10) . Our optimized code yields a gain of about 5 dB over randomly chosen spherical codes, which highlights the importance of tailoring the code to the channel statistics and shows that optimizing codes for the naive decoder over the model in (10) provides excellent designs for the MMSE lattice decoder.
VII. CONCLUSIONS
We have proposed a systematic method for designing optimal spherical lattice codes for lattice decoders. The design method is universal in the sense that it can be applied to optimize the lattice codes for arbitrary channel statistics and SNR. Simulation results have shown that our optimization method yields low error rate lattice codes that outperform other lattice codes proposed in the literature. 
