Abstract. We compute the infinitesimal deformations of the restricted Melikian Lie algebra in characteristic 5.
Introduction
The restricted Melikian Lie algebra M is a restricted simple Lie algebra of dimension 125 defined over the prime field of characteristic p = 5. It was introduced by Melikian [MEL80] and it is the only "exceptional" simple Lie algebra which appears in the classification of restricted simple Lie algebras over a field of characteristic p = 2, 3 (see [BW88] for p > 7 and [PS01] for p = 5, 7). The classification problem remains still open in characteristic 2 and 3, where several "exceptional" simple Lie algebras are known (see [STR04, page 209] ).
This paper is devoted to the study of the infinitesimal deformations of the restricted Melikian Lie algebra. The infinitesimal deformations have been computed for the other restricted simple Lie algebras (in characteristic p ≥ 5). Rudakov ([RUD71] ) proved that the simple Lie algebras of classical type are rigid, in analogy of what happens in characteristic zero. On the other hand, the author computed the infinitesimal deformations of the four families (Witt-Jacobson, Special, Hamiltonian, Contact) of restricted simple algebras of Cartan-type (see [VIV1] and [VIV2] ), showing that these are never rigid.
By standard facts of deformation theory, the infinitesimal deformations of a Lie algebra are parametrized by the second cohomology of the Lie algebra with values in the adjoint representation. Assuming the (standard) notations from sections 2 about the restricted Melikian algebra M as well as the definition of the squaring operator Sq (see [VIV1, Section 2 .3]), we can state the main result of this paper.
Theorem 1.1. The infinitesimal deformations of the Melikian algebra M are given by
As a byproduct of our proof, we give a new proof (see Theorem 3.1) of the vanishing of the first cohomology group of the adjoint representation (see [STR04, chapter 7] ).
The result presented here constitute part of my doctoral thesis. I thank my advisor prof. Schoof for useful advices and constant encouragement.
Definition and first properties
We fix a field F of characteristic p = 5. Let A(2) = F [x 1 , x 2 ]/(x p 1 , x p 2 ) be the F -algebra of truncated polynomials in 2 variables and let W (2) = Der F A(2) the Lie algebras of F -derivations of A(2) (it is called the Witt-Jacobson algebra of rank 2). Let W (2) be a copy of W (2) and for an element D ∈ W (2) we indicate with D the corresponding element inside W (2). The Melikian algebra M is defined as
with Lie bracket defined by the following rules (for all D, E ∈ W (2) and f, g ∈ A(2)):
The Melikian algebra M is restricted simple Lie algebra of dimension 125 (see [STR04, section 4 .3]) with a Z-grading given by (for all D, E ∈ W (2) and f ∈ A(2)):
The lowest terms of the gradation are
. Moreover M has a Z/3 Zgrading given by:
The Lie algebra M has a root space decomposition with respect to a canonical Cartan subalgebra.
There is a Cartan decomposition M = φ∈ΦM M φ , where every summand M φ has dimension 5 over F . Explicitly:
Proof. See [STR04, section 4.3].
Strategy of the proof of the Main Theorem
In this section we outline the strategy of the proof of the Main Theorem 1.1. STEP I: We reduce to the relative cohomology (see [CE48] or [VIV1, section 2.1]) with respect to the subalgebra M <0 of negative degree terms:
This is achieved by first observing that we can reduce to homogeneous cohomology with respect to the maximal torus T M < M (see [VIV1, section 2.2]) and then by considering the homogeneous Hochschild-Serre spectral sequence associated to the subalgebra M <0 < M (see [HS53] and [VIV1, sections 2.1 and 2.2]):
We prove that (E 2 ) 0 = 0 (Proposition 4.2), which gives the conclusion since (E 2,0
STEP II: The same argument as in [VIV1, Prop. 3.7] gives that
where
We prove in Corollary 5.4 that
where M ≥1 acts trivially on M −3 . STEP IV: We prove in Proposition 6.1 that
As a byproduct of our Main Theorem, we obtain a new proof of the following result ([STR04, chapter 7]).
Proof. The spectral sequence (3.1), together with Proposition 4.1, gives that
The same argument as in [VIV1, Prop. 3.7] gives that
. Using the spectral sequence (5.1), together with Propositions 5.1 and 5.2, we get the vanishing of this last group.
Reduction to M <0 -relative cohomology
In this section we carry over the first step of the proof (see section 3), namely the reduction to the relative cohomology with respect to M <0 < M .
The next proposition deals with the first column of the spectral sequence (3.1).
Proposition 4.1. In the above spectral sequence (3.1), we have for every s ≥ 0:
Proof. First of all, the Hochschild-Serre spectral sequence associated to the ideal 
i and vanishing outside.
Hence, from the above degenerate Hochschild-Serre spectral sequence (4.1), we deduce that
where 1 * is the 1-cochain that sends 1 into 1 (and vanish outside) and x 4 i D * i is as before. Finally consider the homogeneous Hochschild-Serre spectral sequence associated to the ideal M ≤−2 ⊳ M <0 :
From the explicit description of above, one can easily check that the only non-zero terms and non-zero maps of the above spectral sequence are
where D i * is the 1-cochain that sends D i to 1 and vanish outside. Using the relation [ D 1 , D 2 ] = 1, it is easy to see that all the above maps are isomorphisms so that the third level of the spectral sequence is zero and hence the conclusion follows.
Next, we deal with the term in position (1, 1).
Proposition 4.2. In the above spectral sequence (3.1), we have that (E 1,1
Proof. The proof is analogous to the one of [VIV1, Prop. 3.6] and will be omitted.
Reduction to M 0 -invariant cohomology
In this section, we carry over the third step of the proof of the Main Theorem (see section 3). To this aim, we consider the Hochschild-Serre spectral sequence relative to the ideal M ≥1 ⊳ M ≥0 :
The first line E * ,0 2 of the above spectral sequence vanish.
Proposition 5.1. In the above spectral sequence (5.1), we have for every r ≥ 0: 
where 
It is easy to see that, for homogeneity reasons,
, whose non-zero values are given by Sq(
Moreover, always for homogeneity reasons, it is easy to see that for r = 2, 3, we have that
while there are not homogeneous cochains for r = 0 or r ≥ 4. One concludes by easily checking the vanishing of the coboundary maps between the above homogeneous cochains.
We will consider the Z/3Z-grading on M and we will consider separately M ≥3 ∩ M i , with i = 0, 1, 2.
Indeed, the formula [ 
Finally we get the result we were interested in.
Corollary 5.4. We have that
Proof. From the above spectral sequence (5.1), using the Propositions 5.1 and 5.2, we get the exact sequence
We conclude by observing that if
Computation of M 0 -invariant cohomology
In this section, we carry over the fourth and last step of the proof of the Main Theorem by proving the following Proposition 6.1. We have that
Proof. The strategy of the proof is the same as that of [VIV1, Prop. 3.10], that is to compute, step by step as d increases, the truncated invariant cohomology groups
It is easily checked that, by homogeneity,
Therefore, for the rest of this section, we will suppose that d ≥ 3. Consider the Hochschild-Serre spectral sequence associated to the ideal
We get the same diagram as in [VIV1, Prop. 3.10] (the vanishing of E 0,2 3 and the injectivity of the map α are proved in exactly the same way). We take the cohomology with respect to M 0 and use the Lemmas 6.2, 6.3 and 6.4.
Observe that the cocycle inv • [−, −] ∈ (E 1,1 ∞ ) M0 which appears for d = 15 is annihilated by the differential of inv ∈ E 0,1 2
does not belong to the kernel of the differential map
2 ).
Indeed the element x i D j → δ ij inv does not vanish on T M and the same is true for its image through the map d, while any coboundary of
2 ) must vanish on T M by homogeneity.
Therefore the only cocycles that contribute to the required cohomology group are {Sq(1), Sq(D 1 ), Sq(D 2 )}.
The remaining part of this section is devoted to prove the Lemmas that were used in the proof of the above Proposition.
The first Lemma computes the K(n) 0 -invariants of the term E 1,1 ∞ of the above spectral sequence (6.1). Observe that, since M d is in the center of M ≥1 /M ≥d+1 and M −1 is a trivial module, then
) and M ≥1 /M ≥d acts trivially on it. Therefore, in view of Lemma 5.3 and the hypothesis d ≥ 3, we have that
Lemma 6.2. In the above spectral sequence (6.1), we have that
otherwise,
where inv :
Proof. The term (E 1,1
3 ) M0 is the kernel of the map
In order to avoid confusion, during this proof we denote with ∂f ∈ B
(instead of the usual df ) the coboundary of an element f ∈ C
Note that M 1 = x 1 , x 2 F with weights respectively (4, 3) and (3, 4) while
F with weights respectively (2, 2), (3, 1) and (1, 3). Note also that after the identification
By homogeneity, an M 0 -invariant cochain of E
1,1 2
can assume non-zero values only on
We will consider the various cases separately.
d=5
M0 can take only the following non-zero values (for i = j):
Consider the following M 0 -invariance conditions:
From the first 3 equations one obtains that (m j , n j , l j ) = σ(j)(k i , 2h i + k i , 2h i − k i ) and substituting in the last two equations one finds that h i = h j := h and k i = k j := k.
Suppose now that g is in the kernel of the map d, that is dg = −∂f for some
) and using the two preceding relations, we get
M0 can take the following non-zero values (for i = j):
From the first 3 equations, one gets (f i , c i , d i ) = (e i , −e i , 2e i ) and substituting into the last equation one finds e i = e j := e. For e = 3, one gets that g = Sq(1) which is in the kernel of the map d since it is the restriction of a cocycle defined on 
From the first 3 equations one gets that (s j , t j , r j ) = σ(j)(−2q i , −p i + q i , −p i − q i ) and substituting in the last two equations one obtains p i = p j := p and q i = q j := q.
Suppose now that g is in the kernel of d, that is dg = −∂f for some f ∈
Considering the triple (x j , x i D i , x 4 i x j D i ) and using the preceding vanishing, we obtain 
. Applying the relation 0 = dg + ∂f to the two triples
Considering the triples ( Proof. By homogeneity, we can assume that d ≡ 2 mod 5. We will consider the various cases separately.
d=7 Since M 7 = A(2) 3 = x 
