taking into account the prior information from picked {V rms i , T 0 i } or {V int i , T 0 i } pairs derived during the 126 velocity analysis stage. 127 In the case of isotropic conditions, the recorded travel time of a wave to propagate, under the ray 128 assumption, from seismic source S j to detector R j , T (r) ij , can be expressed as:
where ij accounts for the model discrepancy due to propagating approximations and isotropic assumptions,
and calculate the thickness ∆Z i of each layer as :
Equations (2), (3) are based on the hyperbolic approximation of the recorded travel time. Including the 143 error terms in eq. 1 allows a more robust approach, which is not restricted to hyperbolic assumptions but 144 can express more complex models for incorporating recorded travel time from seismic rays which follow a 145 nonnormal trajectory. We use the above equations to construct a Gaussian Process (GP) model. A GP can 146 be thought as the generalization of the univariate Gaussian probability distribution and formally is defined 147 as "a collection of random variables with any finite number of which having a joint Gaussian distribution" 148 [Rasmussen & Williams, 2006] . They are well established models, applied in a variety of spatial and 149 temporal problems [Ripley, 1991] including geostatistics [Matheron, 1973; Journel & Huijbregts, 1978] and 150 Kalman filters [Ko & Fox, 2009] . A GP is fully defined by its mean, m(a) and covariance k(a, a ) functions 151 with a, a representing samples from the random vector.
152
In this paper we will use the Gaussian Process emulators. An emulator is defined as a stochastic belief 153 specification, which expresses probabilistic judgements for a deterministic function f (a) [Craig et al., 1997; 154 O' Hagan, 2006; Vernon et al., 2010; Caiado & Goldstein, 2015] . Commonly, they are expressed in the 155 following form:
where a is input value, β hj unknown scalars, g hj (a), known deterministic functions and u h (a) is a stochastic T (r)
i (x)|∆T 0 (1,...i) , ∆V rms (1,...,i) ∼ GP(m t i (x), k i (x, x )) (5) or expressed in a form consistent to equation 1 as:
The first term of the right hand side represents the mean function m t i (x) and the second term a stationary 167 stochastic process with zero mean and a square exponential covariance functions k t i (x, x ), with the mean 168 and covariance functions given below:
The terms x and x define two random points from the offset space within a single CMP. Comparing 170 equation (1) with expression (7) account all the variances present in the system V ar h (system), implausibility I h (a) is defined as: all the types of uncertainties present in our system (Eq. 1) and based on the GP model as expressed in equation (5), can be formulated as:
where L i our observed data, E * (T As our primary goal is to develop a horizon based velocity model discretized in a number of layers (Appendix 273 A.1), the final version of the velocity field aims to produce flat CIG gathers and focused images in time 274 and depth domain. Therefore, the processing steps are tailored appropriately to build an optimum velocity 275 field which will be used as prior information to BRAINS algorithm. Concurrently, in order to clarify the 276 target horizons of the profile we shaped the amplitude spectrum by eliminating the source bubble pulse 277 coda and the source and receiver ghost notches in the shot domain.
278
The pre-stack de-signature and deghosting process combined with the reposition of the data through 279 the application of preSTM / preSDM, are the two key steps in the processing flow described below and The raw shot gathers for line S310-07 are provided by Geoscience Australia (detailed acquisition parameters 289 in Table 1 , processing sequence in Table 2 ). Initially, geometry acquisition information is imported to the and down-going waves [Amundsen, 1993] .
304
The deep water environment of the segment (more than 2.5 Km depth from sea level) generates long 305 path multiples that don't interfere with the signal of the sedimentary sequence. As a result, we chose not 
312
In the post -stack domain, random noise elimination is achieved by application of frequency -distance 313 (f-x) deconvolution [Canales, 1984] and amplitude/phase inverse Q filter is applied to compensate for the 314 attenuation during seismic wave propagation [Wang, 2002] . Time -variant bandpass filtering and cosmetic 315 sea noise mute complete the processing of the profile in the time domain.
316
In figure 4 , we present the comparison between images with (Fig. 4a, 4b) and without (Fig. 4c, 4d) 317 notch compensation. The ghost free image shows optimum focusing and is characterized by a broadband 318 amplitude spectrum (Fig. 4e ). The retrieved frequency content improves the temporal resolution of 319 the profile, which results to sharper seismic boundaries and by inference more constrain interpretation, 320 especially at the shallow sedimentary sequence (arrows and curly brackets in Fig. 4b, 4d ). Note, however, Hubral, 1977; Black and Brzostowski, 1994] 326 sets a limit to the precision of the velocity model building [Jones, 2010 [Jones, , 2012 . Thus, we opted to use 327 the final version of the preSTM velocity field as a starting model to perform isotropic Kirchhoff pre -328 stack depth migration (preSDM) on the deghosted CMP gathers. As our well positions lie in an area with 329 a relatively simple geological structure (Fig. 2b) , we chose to run subsequent passes of vertical update 330 [Deregowski et al., 1990 ] to refine our input velocity field until acceptably flat CIG gathers were produced. preSDM/preSTM images with and without prestack amplitude shaping. Red arrows indicate the most pronounced structural and spatial / temporal differences, in the shallowest and deeper parts of the images, emerged after application of depth migration and inverse filtering in the pre -stack domain. Although the geological structure is relatively simple, the image differences are locally considerable indicating the need for optimum elimination of ghost notches and velocity refinement through an iterative preSDM loop to better constraint the prior velocity information. Mid Point (CMP), with X j being the distance between S j and R j . As the medium is discretized, we can 585 associate to every layer i, a two way travel time T 0 i with its time increment ∆T 0 i , a root-mean-square 586 velocity V rms i with its increment ∆V rms i and a thickness ∆Z i . Furthermore, let T ij be the real time for a 587 wave ray to propagate from seismic source S j to detector R j , by refracting at interfaces b i to b i−1 , reflecting 588 at b i and refracting back to the receiver's position. In case of parallel boundaries and isotropic conditions, 589 the real travel time T ij is defined as
where ij counts for the modelling error due to propagating approximations and isotropic assumptions. 
596
For 1D case, we assume that a set of travel times, related to a certain interface in a CMP gather, is 597 a sample of a continuous function with a hyperbolic trend. If a finite set of times in that curve follows 598 a multivariate Gaussian distribution, we can think that every reflection hyperbola in a CMP gather is a 599 Gaussian Process (GP) over offset x.
600
In a function form, the recorded travel -time curve, for a particular layer, T (r) i is a Gaussian Process
with mean and square exponential covariance functions
where x and x define two random points from the offset space in a single CMP, σ s i is a scale parameter, 603 σ n i is a noise parameter and d i is a length parameter. The last parameters are regarded as constants or 604 can be set manually. The joint prior for both ∆T 0 (1,...i) and ∆V rms (1,...,i) is given by -5) and their prior distribution is written as 606 π(υ rms , t 0 ) = n i=1 π(∆t 0 i , ∆ υrms i ) (A-6) with π(∆t 0 i , ∆ υrms i ), the density of the joint prior in (A-5).
607
In a similar manner, we can express the likelihood function of the GP in (A-3) as 608 π(t (r)
i (x)|υ rms i , t 0 i ) = π t (r)
i (x)|∆t 0 (1,...,i) , ∆υ rms (1,...,i) (A-7)
Finally, the posterior distribution is given as the combination of the prior distribution (A-6) and the 609 likelihood (A-7), resulting in the following expression 610 π(υ rms , t 0 |t (r) ) = π(υ rms , t 0 )
x π t (r)
i (x)|∆t 0 (1,...,i) , ∆υ rms (1,...,i) π(t (r) (x)) dx (A-8) with π(t (r) (x)), a normalizing constant that can be evaluated numerically.
For the 2D case, we expand the 1D Gaussian Process into a multi-gather representation by assuming that 613 the variables ∆T 0 i , ∆V rms i , V int. i and ∆Z i , for every geophysical boundary, follow a GP over the CMP 614 positions (x c ) along a profile. As a result, for the recorded travel time T with mean and square exponential covariance functions
In a similar manner, as ∆V rms i and ∆T 0 i follow a GP, they take the following form
with m υ (x c ), m t 0 (x c ) polynomial functions, x c , x c two different CMP locations along the profile and 618 σ nυ i , σ sυ i , d υ i , σ nt i , σ st i , d t i noise, scale and length parameters for ∆V rms i (x c ) and ∆T 0 i (x c ) respectively.
619
The multi -gather case model, compensates for lateral variations in the velocity field. Analogous ex-620 pressions can link the recorded travel time T (r)
i (x, x c ) with V int (i) (x c ) and ∆Z i (x c ) allowing probabilistic 621 estimations for all variables of interest in seismic reflection processing.
