We analyze the influence of high-frequency current stimulation on spontaneous neuronal activity and show that it may cause a death of spontaneous low-frequency oscillations. We demonstrate the universality of this effect for typical neuron models such as FitzHugh-Nagumo, Morris-Lecar, and Hodgkin-Huxley neurons as well as for the normal form of the supercritical Hopf bifurcation. Using a multiple scale method we separate the solutions of the neuron equations into slow and fast components and derive averaged equations for the slow components. The mechanism of suppression of neuronal activity is explained by an analysis of the bifurcations in the averaged equations governing the dynamics of the slow motion. Our results may contribute to the understanding of therapeutic effects of high-frequency deep brain stimulation, the golden standard for the treatment of medically refractory patients suffering from Parkinson's disease. Furthermore, our study enables hypotheses concerning possible improvements of high-frequency deep brain stimulation.
introduction
The influence of high-frequency excitation on slow dynamical systems is the subject of considerable interest in the field of mechanics for more than one hundred years. The first curious effect was discovered by Stephenson [1, 2] , a mathematics lecturer at Manchester University, in 1908. He showed theoretically and experimentally that it is possible to stabilize a rigid pendulum in its inverted, or upside-down, equilibrium position by subjecting the pivot to small vertical oscillations of suitably high frequency. Later on an important contribution to the theory of highfrequency excitation was made by Kapitsa [3, 4] . His approach was based on the concept of direct separation of motions, which implies that the motion under vibration can be presented as a sum of two components -a fast, "vibrational" component and a "slow" component which changes very little in one period of the vibration. The problems of the modern field of vibrational mechanics [5] include a number of nontrivial vibrational effects such as "flowing up" of a heavy metal ball in a layer of sand, moving of a heavy body or granular material upward along the slope, etc.
In the past two decades great therapeutic progress has been made by applying high-frequency stimulation (HFS) to biological systems [6] [7] [8] . To avoid tissue damage one uses biphasic electrical signals with zero mean voltage such that in each period of the high-frequency stimulation the charge induced in the system is balanced. High-frequency (>100 Hz) deep brain stimulation (DBS) is now recognized as the golden standard for the treatment of patients with medically refractory Parkinson's disease and other movement disorders [6] [7] [8] [9] [10] [11] [12] [13] [14] . Unfortunately, the mechanism of DBS action is still unclear [15] [16] [17] . One possible explanation is based on the assumption that the highfrequency stimulation silences the neuronal firing activity of a target area. This hypothesis arose from the observation that the clinical effects induced by lesions and deep brain stimulation of the same target area are similar [10] . Some experiments in vitro [18, 19] , in animals [20] [21] [22] and in humans [23] [24] [25] [26] support the hypothesis of the local inhibition, however, a clear theoretical explanation of this effect is lacking.
The aim of this paper is to apply the ideas of vibrational mechanics to neuronal systems and provide a possible explanation of inhibitory/blocking properties of high-frequency DBS formulated in terms of this field. Note that typical problems of vibrational mechanics are related to passive systems. By contrast, here we deal with active neuronal systems, that spontaneously, i. e. without high-frequency stimulation repetitively generate spikes. We show that the highfrequency stimulation of sufficiently large intensity can silence the repetitive neuronal spiking. The effect is common for different neuron models and can be explained in terms of the stabilization of the neuron resting state, similar to the stabilization of the upsidedown position of a rigid pendulum with a vibrating pivot. In a previous study we have applied a similar vibrational mechanics based approach to investigate the high-frequency stimulation-induced suppression of sustained neuronal spiking in Hodgkin-Huxley and isolated subthalamic nucleus model neurons [27] .
The paper is organized as follows. In Section 2 we start our analysis with the generic model of the supercritical Hopf bifurcation extended by a high-frequency excitation term. Here we present the details of the mathematical treatment of the problem based on a two-scale expansion. In the following Sections 3, 4 and 5 we analyze the influence of high-frequency stimulation on the Fitzhugh-Nagumo [28] , Morris-Lecar [29] and Hodgkin-Huxley [30] neuron models, respectively. We show that the stabilization of the neuronal resting state may appear by different bifurcation scenarios, depending on a specific neuron model. The paper is finished by conclusions presented in Section 6.
Supercritical hopf bifurcation
One of the common mechanisms that gives rise to self-sustained oscillations in nonlinear dynamical systems is the Hopf bifurcation. In order to gain insight into the effect of suppression of low-frequency self-sustained oscillations by HFS we start from a simple model of a forced limit-cycle oscillator that describes the normal form of the supercritical Hopf bifurcation:
(
Here z is a complex variable, λ and β are real parameters characterizing the Hopf bifurcation. The parameters are normalized in such a way that the Hopf frequency is equal to unity. The last term represents the HFS with the amplitude a and frequency ω. In the free system (a = 0), the supercritical Hopf bifurcation appears at λ = 0. For λ < 0 the system has a stable fixed point z = 0. For λ > 0 it loses the stability and a stable limit cycle z = re iω0t of the radius λ = r and the frequency ω 0 = 1 + βr 2 emerges. In the presence of HFS, Eq. (1) can be solved approximately by a multiple-scale method [31] , or more precisely, by a two-scale expansion. We assume the frequency ω of the HFS to be a large parameter. In other words, the time ω -1 is much less than all characteristic time-scales of the system. Since the HFS is non-resonant it provides an appreciable effect on the system dynamics only for a sufficiently large amplitude a. In the following we suppose that a is proportional to the frequency ω, a = Aω, where the parameter A is independent of ω. We introduce a fast time τ = ωt (the time t is respectively called a slow time) and expand the solution in powers of a small parameter ω 
We suppose that the functions z 0 , z 1 ,… are 2π periodic in τ: z 0 (t, τ + 2π) = z 0 (t, τ), z 1 (t, τ + 2π) = z 1 (t, τ), ... . This means that the solution is periodic on the fast time scale with the period equal to the period of HFS. We treat t and τ as if they were independent variables and obtain
Substituting (2) into (1) using (3) and equating terms proportional to ω 1 and ω 0 (recall that a = Aω) gives
The solution of Eq. (4) is
where -z(t) is any function of the slow time t. To derive an equation for this function we substitute (6) into (5),
and average it over the period of fast stimulation, i. e. multiply it by 1/2π and integrate over the period of fast time
Finally, an approximate solution of Eq. (1) can be presented as a sum of the slow and fast components (this result is in agreement with the Kapitsa's concept and is typical for the problems of vibrational mechanics [5] ):
The fast "vibrational" component is -iAe iωt and the slow component -z(t) satisfies the averaged equation (8) . The relationship between initial conditions of Eqs. (8) and (1) 
The averaged equation (8) is equivalent to the equation of the free oscillator that describes the normal form of Hopf bifurcation. However, its parameters are modified by additional terms proportional to A 2 = (a/ω) 2 . These terms are related to HFS. In vibrational mechanics, such terms are referred to as the "vibrational forces". The supercritical Hopf bifurcation in system (8) 
The frequency of the limit cycle is independent of HFS.
In Fig. 1(a) we see that the increase of the intensity A = a/ω of HFS causes a reverse supercritical Hopf bifurcation in the slow dynamics of the forced oscillator. For the radius -r of the limit cycle vanishes and the fixed point -z = 0 becomes stable. In Fig. 1(b) we demonstrate the death of slow limit cycle oscillations after switching on the HFS. The averaged equation (8) describes well the transient dynamics towards the death of slow oscillations.
This example shows that the dependence of bifurcation parameters on "vibrational forces" allows us to control the slow dynamics of the system via HFS and even induce qualitative changes in this dynamics. The total dynamics consists of a sum of the slow and fast motions. The suppression of the slow motion as opposed to the fast motion will be discussed from a neuroscientific standpoint below.
fitzhugh-nagumo model
One of the simplest neuron models is described by the FitzHugh-Nagumo equations [28] . These equations conceptually isolate the essential mathematical properties of excitation and propagation from the electrochemical properties of the sodium and potassium ion flow. In the presence of HFS a cos(ωt) the equations read
Here v is a membrane potential and w stands for a recovery variable. We take the following values of the parameters: b = 0.7, c = 0.8, ε = 0.08. The behaviour of the free system (a = 0) depends on the DC current I. For sufficiently large values of this current the system generates periodical spikes. The phase portrait of the free system representing such a behaviour is As a result, the system has an unstable fixed point and a stable limit cycle. Due to the smallness of the parameter ε the phase point moves along the limit cycle nonmonotonously and the system experiences relaxation oscillations.
Our aim is to show that HFS may suppress the spontaneous oscillations of the system and explain the mechanism of this suppression. In the Appendix we present the derivation of averaged equations for a general neuron model. Applying these general results to Eqs. (11) we can write an approximate solution in the form
where A = a/ω and the variables -v andw satisfy the averaged equations (A.8). To write these equations in the explicit form we note that here the func-
. Averaging of these functions over the fast time can be performed analytically:
Then the averaged equations take the form
For a = 0 the averaged equations (13) are equivalent to the original system (3). Thus without HFS the phase portraits of systems (11) and (13) coincide ( Fig. 2(a) ). With the increase of a the linear nulcline -
/3 + I varies due to the "vibrational force" A 2 /2. As a result, the limit cycle in the phase space of averaged equations shrinks and engulfs the fixed point rendering it stable ( Fig. 2(b, c) ). After this, the stable fixed point is the only stable attractor of the averaged system. Thus the increase of HFS intensity leads to the reverse supercritical Hopf bifurcation similar to that described in the previous section. This scenario explains the mechanism of suppression of the low-frequency oscillations in the highfrequency stimulated Fitzhugh-Nagumo neuron.
The transient dynamics of the system (11) towards the death of spontaneous low-frequency oscillations after switching on the HFS is shown in Fig. 3 . The averaged equations (13) describe the system dynamics well even in the case of relaxation oscillations. Although the free system has two different time scales (the slow w variable and the fast v variable), the averaged equations are correct when ω -1 is less than the characteristic time scale of the fast variable.
In Fig. 3 we see that HFS induces a relatively large high-frequency component in the membrane potential v, while for the recovery variable w this component is small. This is in agreement with the approximate solution (12) . The reason is that HFS is applied only to Eq. (11a) of the membrane potential and does not directly influence the recovery variable w. 
morris-lecar model
A more realistic neuron model than that described in the previous section is given by the Morris-Lecar equations [29] . Historically, these equations were derived from an experimental study of the excitability of the giant muscle fiber of the huge Pacific barnacle. In fact, these equations represent a two-dimensional reduction of the four-dimensional Hodgkin-Huxley neuron model that will be considered in the next section. In the presence of HFS the Morris-Lecar equations are
Here C is the membrane capacitance. 
For a sufficiently large frequency ω an approximate solution of Eqs. (14) is
where A = a/ωC and the variables -v andw satisfy the averaged equations:
Here we have introduced the functions
where
Unfortunately, we cannot derive explicit analytical expressions for the averaged functions (18) in the general case. An approximate analytical estimation of these functions can be obtained by means of a Taylor series expansion only for small values of A. However, the effect of suppression of spontaneous oscillations appears for rather large amplitudes A when the Taylor series approximation fails. Therefore, the integration of the averaged equations (17) requires a numerical computation of the averaged functions (18) inside the Runge-Kutta algorithm.
Depending on the specific values of the parameters the free (a = 0) Morris-Lecar model may demonstrate the behaviour typical of the so-called type I or type II neurons [32] . Such a classification Fig. 3. (a) The death of spontaneous low-frequency oscillations under HFS in the FitzHugh-Nagumo system. For t < t s = 90 the free system (a = 0) moves along the stable limit cycle shown in Fig. 2 is based on the difference of the onset of autonomous repetitive firing. By increasing the DC current I the neuron with type I excitability starts to fire repetitively with an almost zero frequency. According to the bifurcation theory, the firing results from a saddle-node bifurcation on an invariant circle. In contrast, the type II neuron starts to fire with a finite frequency. Here the onset of firing can be caused by a Hopf bifurcation.
We have analyzed the effect of HFS for both types of excitability and in both cases we observed the effect of suppression of the repetitive firing. Below we present the results for the type I excitability. An evolution of the phase portrait of the averaged system (17) is shown in Fig. 4 for the fixed value of the DC current I and the varying intensity of the HFS current. The averaged dynamics of the Morris-Lecar neuron experiences a reverse supercritical Hopf bifurcation similar to the Fitzhugh-Nagumo neuron. Thus, the mechanism of suppression of the spontaneous firing is identical for these two different neuron models.
The transient dynamics of the Morris-Lecar neuron towards the death of spontaneous firing shown in Fig. 5 is also similar to that observed in the Fitzhugh-Nagumo neuron (cf. Fig. 3 ). Again the solution of averaged Eqs. (17) fits well to the averaged dynamics of original Eqs. (14).
hodgkin-huxley model
As a last example, we consider the Hodgkin and Huxley [30] model. The model was originally developed for the squid giant axon. In the presence of HFS the model reads: Fig. 5. (a) The death of spontaneous firing under HFS in the Morris-Lecar neuron. For t < t s = 150 ms the free system (a = 0) generates spontaneous spikes corresponding to the stable limit cycle shown in Fig. 4(a) . For t > t s the HFS of amplitude a = 3 mA/cm 2 is switched on. Other parameters are the same as in Fig. 4 . Thin (blue) and bold (red) lines show the solutions of Eqs. (14) and (17), respectively. 
Here C = 1 μF/cm 2 is the membrane capacitance and v is the membrane potential measured in mV. The parameters v Na = 115 mV, v K = -12 mV and v L = 10.6 mV are the equilibrium potentials of Na 
Here the voltage scale is shifted in such a way that the membrane resting potential without external currents (I = a = 0) is zero. In contrast to the previous neuron models, the Hodgkin-Huxley neuron (20) is described by four dynamical variables. In order to apply the general theory presented in the Appendix, we note that the last three equations (20 b-d) can be interpreted as a one vector-equation for the three-dimensional recovery variable w = (m, h, n). Then the approximate solution of Eqs. (20) can be written as
where A= a/ωC and the slow variables -v, -m, -h and -n satisfy the averaged equations:
These equations are equivalent to the original Hodgkin-Huxley equations (21), but there is no high-frequency stimulation current and the original rate coefficients (21) are replaced by the averaged coefficients -α x , -β x (x = m, h, n):
-
If the stimulation amplitude is not very large, the averaged rate coefficients can be estimated analytically by means of the Taylor series expansion:
Here α x ʹʹ and β x ʹʹ are the second derivatives of the corresponding functions. In contrast to the Morris-Lecar model, here the death of the spontaneous firing occurs at relatively small values of the amplitude A, so that the approximations (25) give the adequate description for all the effects considered below. Note that all functions in Eqs. (23), (25) and (21) , that comprise a model for the slow averaged dynamics of the Hodgkin-Huxley neuron, are defined analytically.
For the given parameter values the HodgkinHuxley neuron demonstrates the type II excitability. When increasing the DC current I, the neuron starts repetitive firing due to the subcritical Hopf bifurcation. The bifurcation appears for I ≈ 9.8 μA/cm (5) emerging with increasing HFS intensity. Here the death of spontaneous oscillations is characterized by a more complicated scenario as in the models considered in the previous sections. Now the fixed point becomes stable through a reverse subcritical Hopf bifurcation that appears for A = A subH ≈ 11.16 mV. This bifurcation gives birth to a small unstable limit cycle, which expands with a further increase of HFS intensity. For A = A dc ≈ 15.17 mV the stable and unstable limit cycles collide and disappear trough a double-cycle bifurcation. After this bifurcation, the stable fixed point is the only stable attractor of the averaged system.
Summarizing the described bifurcations, the behaviour of the Hodgkin-Huxley neuron under HFS is as follows. For small intensities A < A subH the neuron remains in the regime of spontaneous firing. For large intensities A > A dc the neuron definitely stops firing and settles at a stable resting state. The moderate intensities A subH < A < A dc lead to a bistable regime -depending on the initial conditions the neuron may approach either the stable resting state or the stable limit cycle of spontaneous firing.
In Fig. 7 we show how the dynamics of the Hodgkin-Huxley neuron changes when HFS is switched on at moderate intensities A = 11.2 mV, which correspond to the bistable regime. Although the resting state is stable for this value of A, the neuron remains firing after switching on the HFS. This result is independent of the moment of switching on the HFS. To explain this result we note that in any moment of the switching on the HFS the initial conditions are placed on the unperturbed (A = 0) stable limit cycle. Since the stable limit cycle changes only slightly with an increase of A (compare Figs. 6 (a-c) ), the nearest stable state for the perturbed system is the perturbed limit cycle.
The suppression of spontaneous firing can always be achieved by using HFS of a sufficiently large intensity. Above the threshold of the double-cycle bifurcation A > A dc the system reaches the only stable steady-state independently of the initial conditions. In Fig. 8 we demonstrate that the stable resting state can be reached even for moderate intensities A subH < A < A dc . The problem related to the bistability is avoided by using a simple two-step algorithm. In the first step, we switch on the HFS at a large amplitude A > A dc and reach the stable resting state. In the second step, we decrease the HFS amplitude to moderate values A subH < A < A dc where this state is still stable. As a result, we can suppress the spontaneous firing and maintain the stable resting state using the smallest permissable amplitude, slightly above the threshold of the subcritical Hopf bifurcation.
conclusions
We have shown that the neuronal spontaneous firing can effectively be suppressed by a charge-balanced high-frequency stimulation current. The universality of this effect is demonstrated by different neuron models, namely, the two-dimensional FitzHugh-Na- (20) and (23), respectively. Fig. 8 . Suppression of spontaneous firing in the Hodgkin-Huxley neuron with HFS of moderate intensity via a two-step algorithm. For t < t s = 15 ms the free system (a = 0) generates spontaneous spikes corresponding to the stable limit cycle shown in Fig. 6(a) . At t = t s = 15 ms the HFS of a large amplitude a =800 mA/cm 2 (A = 16 mV >A dc ) is switched on. At t =35 ms the amplitude is decreased to the value a =560 mA/cm 2 , the same as in Fig. 7. gumo and Morris-Lecar neurons as well as the fourdimensional Hodgkin-Huxley model. The generic nature of this effect is further substantiated by our previous findings in isolated subthalamic nucleus model neurons [27] . This phenomenon is common not only for neuronal systems, but it is typical for any self-sustained oscillator. The analysis of the normal form of the supercritical Hopf bifurcation extended by a high-frequency excitation term shows that the bifurcation point can effectively be controlled by the excitation intensity.
To analyze the neuron equations in the presence of high-frequency stimulation we have applied a multiple-scale method. We have shown that the solution consists of a sum of slow and fast components. Similar separations of fast and slow motions is typical for many problems considered in vibrational mechanics. In our case the fast "vibrational" component has a significant amplitude only for the membrane potential while for the recovery variables it is small. The slow component changes only slightly in one period of stimulation and describes the system dynamics averaged over the period of the fast stimulation. We have derived the averaged equations governing the slow dynamics of the system for a general neuron model.
By means of analyses of the bifurcations in the averaged equations we have explained the mechanism of inhibition/blockage of the neuronal spontaneous activity. The inhibition/blockage occurs due to a stabilization of the resting state of the slow motion. With an increase of intensity of high-frequency stimulation the resting state can be stabilized by different scenarios, depending on the specific model. For the FitzHughNagumo and Morris-Lecar models the stabilization appears through a reverse supercritical Hopf bifurcation. For the Hodgkin-Huxley neuron a more complicated scenario was found. The system undergoes two successive bifurcations, the reverse subcritical Hopf bifurcation and the double-cycle bifurcation. Between these two bifurcations the bistable regime prevails where the neuron may generate stable periodic spikes or be in a stable resting state.
The averaged neuron equations derived in this paper are useful not only for understanding the effects of the high-frequency stimulation, but they are also important for the simplification of the numerical analysis. The solution of the original neuron equations with the high-frequency term varies on two different time-scales. An accurate numerical analysis of such systems requires special numerical methods and large computation times. In contrast, the averaged equations contain only the slow time-scale and their numerical simulation is simple. The averaged equations may be particularly convenient for problems where a numerical analysis of large neuronal networks under the action of high-frequency stimulation is required.
In this paper, we have restricted ourselves to the analysis of the influence of high-frequency stimulation on the single neuron models. Such models are obviously incomplete which might hinder a thorough interpretation of experimental results in the context of high-frequency deep brain stimulation of parkinsonian patients. Nevertheless, already this comparably simple one-neuron model reproduces relevant experimental findings. For instance, it was shown that electrical deep brain stimulation at frequencies greater than 100 Hz effectively suppresses essential tremor and parkinsonian tremor, whereas low-frequency deep brain stimulation (at frequencies below 50 Hz) does not induce a tremor suppression and may even enhance the tremor when delivered at frequencies around 5-10 Hz [6, 33, 34] . In a next step, our approach should be applied to the analysis of neuronal networks subjected to highfrequency stimulation in order to complement numerical simulations [35, 36] and provide a thorough understanding of the differential effects of high-frequency stimulation on physiologically relevant slow and fast neuronal dynamics.
As shown in detail above, high-frequency stimulation suppresses low-frequency oscillations, but causes relevant high-frequency oscillations of the membrane potential or corresponding variables (see Figs. 1, 3, and 5) .
In Parkinson's disease synchronized neuronal oscillations emerge in different frequency bands in the basal ganglia. Synchronized local field potential (LFP) oscillations in the beta band (13-35 Hz) are a hallmark of Parkinson's disease [37] . A medication (levodopa) induced decrease of beta band LFP oscillations positively correlates with an improvement of akinesia and rigidity, but not with a reduction of tremor [37, 38] .
Parkinsonian tremor appears to be generated by oscillatory neuronal activity in the theta band (3-7 Hz) in segregated networks associated with different limbs shaking with time-varying phase and frequency differences [39] [40] [41] [42] [43] [44] . Tremor-related theta band oscillations are typically no pronounced feature in LFP recordings, presumably since different neuronal subpopulations belonging to different limbs oscillate with time varying phase and frequency relationships [41, 43, 44] . Nevertheless, with nonlinear data analysis tools it was shown that theta band (3-7 Hz) LFP oscillations drive the peripheral tremor [45] .
Apart from the pathological low-frequency oscillations in the theta and beta range, in the basal ganglia of Parkinson's patients there are also LFP oscillations at higher frequencies. LFP oscillations in the gamma band appear to contribute to the generation of (physiological) movements [37, 46] . In fact, gamma band LFP oscillations increase during movement and following appropriate (dopaminergic) medication [47] [48] [49] [50] .
In addition, the so-called high-frequency oscillations (HFO, >200 Hz) were observed in the basal ganglia of patients with Parkinson's disease [51] [52] [53] . HFO are involved in the generation of voluntary movements. The HFO power increases when movements are initiated and decreases when the latter end [51, 54] . Accordingly, HFO power is negatively correlated with the akinesia/rigidity of the corresponding (contralateral) side [55] .
In simple terms, the low-frequency (theta and beta) oscillations contribute to pathological processes, whereas the high-frequency oscillations (gamma and HFO) are relevant for voluntary, physiological movements. However, the low-frequency and the high-frequency oscillations interact under both physiological [56] and pathological [57] conditions. For instance, physiological processes in motor circuits may be perturbed by a coupling of the HFO amplitude [57, 58] to the phase of beta oscillations.
Based on the results obtained in our simple model presented here and in our previous study [27] we may expect high-frequency stimulation to effectively suppress low-frequency oscillations, such as theta and beta band LFP oscillations, and to induce high-frequency oscillations (in the range of the stimulation frequency) of the membrane potential. The functional role of these high-frequency, stimulus-induced oscillations in a neuronal network still remains to be investigated. However, in the context of DBS our results suggest the following testable hypotheses: (i) Standard DBS frequencies are in the range of 100-150 Hz, often around 130 Hz. In contrast, DBS at sufficiently high frequencies may considerably attenuate the amplitude of gamma oscillations and, hence, help to investigate the functional role of gamma. However, this requires much greater stimulation frequencies compared to the standard.
(ii) Currently, studies are performed to understand fundamental, attenuating effects of high-frequency deep brain stimulation on beta band LFP oscillations [59, 60] . Nevertheless, the effects of DBS on oscillations of higher frequencies may be significant as well. DBS at standard frequencies (100-150 Hz) may cause linear/non-linear resonance effects and, thus, enhance neuronal oscillations at higher frequencies not related to the physiological context, e. g. to the onset and offset of voluntary movements. Such resonance-like effects may be detrimental. Accordingly, it is desirable to reduce the overall stimulation current. One approach aiming at this goal is to perform closed-loop, demand controlled DBS. This is to stimulate only when necessary and/or to adapt the strength of stimulation to the amount of abnormal neuronal synchrony. Initially introduced in computational studies with different types of specifically designed desynchronizing stimuli [61] [62] [63] , demand-controlled DBS was experimentally tested by means of conventional high-frequency stimulation and denoted as adaptive DBS (aDBS) [64] [65] [66] [67] . An alternative approach to significantly reduce stimulation current originated from computational studies on desynchronizing stimulation techniques [61] [62] [63] 68] by incorporating spike timing-dependent plasticity (STDP) [69, 70] . Computationally it was shown that in neuronal networks with STDP coordinated reset (CR) stimulation [63] , a desynchronizing stimulation technique reduces the rate of coincidences and, hence, down-regulates abnormal synaptic weights [71, 72] . CR stimulation moves the neuronal population from a pathological attractor (with strong synaptic connectivity and neuronal synchrony) to a more physiological attractor (characterized by reduced synaptic connectivity and neuronal synchrony), in this way inducing cumulative, long-lasting, sustained desynchronizing effects [71] [72] [73] . These computational predictions were verified both pre-clinically and clinically: long-lasting, sustained and cumulative therapeutic effects of CR-DBS were demonstrated in parkinsonian monkeys [74, 75] . Long-lasting desynchronizing and therapeutic effects of CR-DBS were shown in patients with Parkinson's disease [76] . The goal of this approach is to induce an anti-kindling, i. e. to reshape the networks synaptic connectivity in a way that the network is no longer able to produce abnormal neuronal synchrony [71] .
appendix: derivation of averaged equations for a general neuron model
We consider typical neuron models, such as the FitzHugh-Nagumo, Morris-Lecar, HodgkinHuxley or others under HFS. Generally they can be presented by the following set of equations: Here C is the membrane capacitance and v is the membrane potential, aφ(ωt) is the HFS current, where a is the amplitude and ω is the frequency. We consider a general case when φ(ωt) is any 2π periodic function φ(ωt + 2π) = φ(ωt), not necessary harmonic signal. In order to provide a charge-balanced stimulation, we require ∫ 0 T φ(ωt)dt = 0, where T = 2π/ω is the period of HFS. Equation (A.1b) describes the dynamics of a recovery variable w that generally is a vector variable, w = (w 1 ,…, w n ). The length n of this vector as well as the functions f and g are defined by a specific neuron model.
The derivation of averaged equations for this general case is similar to that described in Section 2. We suppose that ω -1 defines the shortest time-scale of the system and introduce the fast time τ = ωt. Assuming that the amplitude a is proportional to ω, a = ωCA, we expand the solution in powers of small parameter ω 
