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Abstract
In this paper, we establish two extensions of Weierstrass’s inequality involving symmetric func-
tions by means of the theory of majorization, and give an interesting sharpness of Weierstrass’s
inequality by using the arithmetic–geometric mean inequality. Furthermore, we apply these results
to improve a well-known inequality and deduce some new inequalities.
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1. Introduction
Let 0 < xi < 1, i = 1,2, . . . , n, n 2. The following product inequalities
n∏
i=1
(1 + xi) > 1 +
n∑
i=1
xi,
n∏
i=1
(1 − xi) > 1 −
n∑
i=1
xi, (1)
are known in the literature as Weierstrass’s inequality [1].
Weierstrass’s inequality (1) is one of the most important inequalities concerning prod-
uct polynomials, it has stimulated the interest of many researchers, a number of papersE-mail address: wushanhe@yahoo.com.cn.
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and numerous applications (see [2–7]). In this paper, there are two purposes. The first
is to establish some new extensions of Weierstrass’s inequality by means of the theory of
majorization. The second is to sharpen Weierstrass’s inequality by using the arithmetic–
geometric mean inequality.
In what follows, R and N denote the set of real numbers and positive integers, respec-
tively, I is an interval, x = (x1, x2, . . . , xn) denotes a n-tuple (n-dimensional real vector),
the set of vectors can be written as
R
n = {(x1, x2, . . . , xn): xi ∈ R, i = 1,2, . . . , n},
R
n++ =
{
(x1, x2, . . . , xn): xi > 0, i = 1,2, . . . , n
}
,
I n = {(x1, x2, . . . , xn): xi ∈ I, i = 1,2, . . . , n}.
As usual, we denote by σ1, σ2, . . . , σn the elementary symmetric function of the vari-
ables x1, x2, . . . , xn. In addition, we define an analogous elementary symmetric function
of variables x1, x2, . . . , xn, i.e.,
Definition 1. Let x ∈ Rn, we define the kth symmetric function as follows:
σk(x) = σk(x1, x2, . . . , xn) =
∑
1i1<···<ikn
k∏
j=1
xij , k = 1,2, . . . , n.
τk(x) = τk(x1, x2, . . . , xn) =
∏
1i1<···<ikn
k∑
j=1
xij , k = 1,2, . . . , n.
The following definitions was introduced by I. Schur [8].
Definition 2. For any x = (x1, x2, . . . , xn), y = (y1, y2, . . . , yn) ∈ Rn, let x[1]  x[2] 
· · ·  x[n] and y[1]  y[2]  · · ·  y[n] denote the components of x and y in decreasing
order, respectively. The n-tuple y is said to majorize x (or x is to be majorized by y) in
symbols x ≺ y, if
k∑
i=1
x[i] 
k∑
i=1
y[i] holds for k = 1,2, . . . , n − 1, and
n∑
i=1
xi =
n∑
i=1
yi. (2)
Definition 3. A real-valued function ϕ defined on a setA⊂ Rn is said to be Schur-concave
on A, if
x ≺ y on A ⇒ ϕ(x) ϕ(y), (3)
and ϕ is strictly Schur-concave on A if strict inequality ϕ(x) > ϕ(y) holds when x is not a
permutation of y.
S.H. Wu / J. Math. Anal. Appl. 308 (2005) 689–702 6912. Lemmas
The following lemma is called Schur’s condition (see [8, p. 57], [9, p. 259]). It provides
an approach for testing whether a vector valued function is Schur-concave or not.
Lemma 1. Let ϕ(x) = ϕ(x1, x2, . . . , xn) be symmetric and have continuous partial deriv-
atives on In, where I is an open interval. Then ϕ : In → R is Schur-concave if and only
if
(xi − xj )
(
∂ϕ
∂xi
− ∂ϕ
∂xj
)
 0 on In. (4)
It is strictly Schur-concave on In if (4) is a strict inequality for xi = xj , 1 i, j  n.
Since ϕ(x) is symmetric, Schur-concave’s condition can be reduced to
(x1 − x2)
(
∂ϕ
∂x1
− ∂ϕ
∂x2
)
 0 on In, (5)
and ϕ is strictly Schur-concave on In if (5) is a strict inequality for x1 = x2.
In Schur’s condition, the domain of ϕ(x) does not have to be a Cartesian product In.
Lemma 1 remains true if we replace In by a set A⊂ Rn with following properties:
(I) A is convex and has a nonempty interior.
(II) A is symmetric in the sense that x ∈ A implies Px ∈ A for any n × n permutation
matrix P .
Lemma 2. If 1 < k  n, then σk(x) is strictly Schur-concave on Rn++. If 1 k < n, then
τk(x) is strictly Schur-concave on Rn++.
It is known that σk(x)(1 < k  n) is strictly Schur-concave on Rn++ [8,10]. Now, we
prove the second proposition in Lemma 2.
Proof. Apparently, τk(x) is symmetric and has continuous partial derivatives on Rn++.
According to Lemma 1, we only need to prove
(x1 − x2)
(
∂τk
∂x1
− ∂τk
∂x2
)
< 0.
By using the logarithmic algorithm, we have
log τk(x) = log
[
τk(x2, x3, . . . , xn)
∏
2i1<···<ik−1n
(
x1 +
k−1∑
j=1
xij
)]
= log τk(x2, x3, . . . , xn) +
∑
2i1<···<ik−1n
log
(
x1 +
k−1∑
j=1
xij
)
.Differentiating log τk(x) with respect to x1, we deduce that
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∂x1
= τk(x)
∑
2i1<···<ik−1n
(
x1 +
k−1∑
j=1
xij
)−1
= τk(x)
[ ∑
3i1<···<ik−1n
(
x1 +
k−1∑
j=1
xij
)−1
+
∑
3i1<···<ik−2n
(
x1 + x2 +
k−2∑
j=1
xij
)−1]
.
Similarly to the above, we obtain
∂τk(x)
∂x2
= τk(x)
[ ∑
3i1<···<ik−1n
(
x2 +
k−1∑
j=1
xij
)−1
+
∑
3i1<···<ik−2n
(
x1 + x2 +
k−2∑
j=1
xij
)−1]
.
Thus
(x1 − x2)
(
∂τk
∂x1
− ∂τk
∂x2
)
= (x1 − x2)τk(x)
[ ∑
3i1<···<ik−1n
(
x1 +
k−1∑
j=1
xij
)−1
−
∑
3i1<···<ik−1n
(
x2 +
k−1∑
j=1
xij
)−1]
= (x1 − x2)τk(x)
∑
3i1<···<ik−1n
[(
x1 +
k−1∑
j=1
xij
)−1
−
(
x2 +
k−1∑
j=1
xij
)−1]
= −(x1 − x2)2τk(x)
∑
3i1<···<ik−1n
(
x1 +
k−1∑
j=1
xij
)−1(
x2 +
k−1∑
j=1
xij
)−1
.
When 2 k < n, by xi > 0, i = 1,2, . . . , n, and the above equality, we deduce
(x1 − x2)
(
∂τk
∂x1
− ∂τk
∂x2
)
< 0
for x1 = x2. When k = 1, it follows directly that
(x1 − x2)
(
∂τ1
∂x1
− ∂τ1
∂x2
)
= −(x1 − x2)2τ1(x)(x1x2)−1 < 0for x1 = x2, because τ1(x) = x1x2 · · ·xn. The proof is complete. 
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(1 + x)α  1 +
k∑
i=1
α
k
(
k
i
)
xi, (6)
with equality holds if and only if x = 0 or k = α.
Proof. Define
f (x) = (1 + x)α − 1 −
k∑
i=1
α
k
(
k
i
)
xi, x > −1.
Then f is a differentiable function with
f ′(x) = α(1 + x)α−1 −
k∑
i=1
α
k
(
k
i
)
ixi−1 = α(1 + x)α−1 − α
k∑
i=1
(
k − 1
i − 1
)
xi−1
= α(1 + x)k−1[(1 + x)α−k − 1].
By 1  k  α, we deduce that f ′(x)  0 for x ∈ (−1,0), and f ′(x)  0 for x ∈
(0,+∞). It shows that f is decreasing on (−1,0) and increasing on (0,+∞). Thus we
have f (x) f (0) = 0 for x ∈ (−1,+∞), which leads to inequality (6). 
3. Extensions of Weierstrass’s inequality
Theorem 1. Let 1  mj  αj , j = 1,2, . . . , n, 1 < k  n, and k,mj ∈ N. Then we have
the inequalities
∑
1i1<···<ikn
k∏
j=1
(1 + xij )αij >
(
n
k
)
+
(
n − 1
k − 1
) n∑
j=1
mj∑
i=1
αj
mj
(
mj
i
)
xij (7)
for xj > 0, j = 1,2, . . . , n;
∑
1i1<···<ikn
k∏
j=1
(1 − xij )αij >
(
n
k
)
+
(
n − 1
k − 1
) n∑
j=1
mj∑
i=1
(−1)i αj
mj
(
mj
i
)
xij (8)
for 0 < xj < 1 and
∑n
j=1
∑mj
i=1(−1)i−1 αjmj
(mj
i
)
xij < 1, j = 1,2, . . . , n.
Proof. By Lemma 3 and the definition of σk(x), we have∑
1i1<···<ikn
k∏
j=1
(1 + xij )αij
= σk
(
(1 + x1)α1 , (1 + x2)α2 , . . . , (1 + xn)αn
)
 σk
(
1 +
m1∑
i=1
α1
m1
(
m1
i
)
xi1,1 +
m2∑
i=1
α2
m2
(
m2
i
)
xi2, . . . ,1 +
mn∑
i=1
αn
mn
(
mn
i
)
xin
)
.(9)
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1 +
m1∑
i=1
α1
m1
(
m1
i
)
xi1,1 +
m2∑
i=1
α2
m2
(
m2
i
)
xi2, . . . ,1 +
mn∑
i=1
αn
mn
(
mn
i
)
xin
)
≺
(
1 +
n∑
j=1
mj∑
i=1
αj
mj
(
mj
i
)
xij ,1, . . . ,1
)
,
and then using Lemma 2 and Definition 3, we get
σk
(
1 +
m1∑
i=1
α1
m1
(
m1
i
)
xi1,1 +
m2∑
i=1
α2
m2
(
m2
i
)
xi2, . . . ,1 +
mn∑
i=1
αn
mn
(
mn
i
)
xin
)
> σk
(
1 +
n∑
j=1
mj∑
i=1
αj
mj
(
mj
i
)
xij ,1, . . . ,1
)
=
(
n
k
)
+
(
n − 1
k − 1
) n∑
j=1
mj∑
i=1
αj
mj
(
mj
i
)
xij . (10)
Combining inequalities (9) and (10), we deduce inequality (7).
On the other hand, we note that the conditions 0 < xj < 1 and
∑n
j=1
∑mj
i=1(−1)i−1 αjmj ×(mj
i
)
xij < 1, such that
1 +
n∑
j=1
mj∑
i=1
(−1)iαj
mj
(
mj
i
)
xij > 0 and
1 +
mj∑
i=1
(−1)iαj
mj
(
mj
i
)
xij > 0, j = 1,2, . . . , n.
By (
1 +
m1∑
i=1
(−1)iα1
m1
(
m1
i
)
xi1,1 +
m2∑
i=1
(−1)iα2
m2
(
m2
i
)
xi2, . . . ,
1 +
mn∑
i=1
(−1)iαn
mn
(
mn
i
)
xin
)
≺
(
1 +
n∑
j=1
mj∑
i=1
(−1)iαj
mj
(
mj
i
)
xij ,1, . . . ,1
)
,
and Lemma 2 and Definition 3, we can prove inequality (8) in a similar way as in the proof
of inequality (7). We omit the details. 
Now, we present some direct consequences from Theorem 1.
Let m1 = m2 = · · · = mn = 1. Then from Theorem 1 we obtain the following results.
Corollary 1. Assume αj  1, j = 1,2, . . . , n, 1 < k  n, k ∈ N. Then we have the inequal-
ities
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1i1<···<ikn
k∏
j=1
(1 + xij )αij >
(
n
k
)
+
(
n − 1
k − 1
) n∑
j=1
αjxj (11)
for xj > 0, j = 1,2, . . . , n;
∑
1i1<···<ikn
k∏
j=1
(1 − xij )αij >
(
n
k
)
−
(
n − 1
k − 1
) n∑
j=1
αjxj (12)
for 0 < xj < 1 and
∑n
j=1 αjxj < 1, j = 1,2, . . . , n.
Choosing k = n in Corollary 1, we get
Corollary 2. Assume αj  1, j = 1,2, . . . , n. Then we have
n∏
j=1
(1 + xj )αj > 1 +
n∑
j=1
αjxj for xj > 0, j = 1,2, . . . , n; (13)
n∏
j=1
(1 − xj )αj > 1 −
n∑
j=1
αjxj for 0 < xj < 1, j = 1,2, . . . , n. (14)
Taking α1 = α2 = · · · = αn = 1 in Corollary 2, we immediately obtain Weierstrass’s
inequality.
Theorem 2. Let 1  mj  αj , j = 1,2, . . . , n, 1  k < n, and k,mj ∈ N. Then we have
the inequalities
∏
1i1<···<ikn
k∑
j=1
(1 + xij )αij > k(
n−1
k )
[
k +
n∑
j=1
mj∑
i=1
αj
mj
(
mj
i
)
xij
](n−1k−1)
(15)
for xj > 0, j = 1,2, . . . , n;
∏
1i1<···<ikn
k∑
j=1
(1 − xij )αij > k(
n−1
k )
[
k +
n∑
j=1
mj∑
i=1
(−1)iαj
mj
(
mj
i
)
xij
](n−1k−1)
(16)
for 0 < xj < 1 and
∑n
j=1
∑mj
i=1(−1)i−1 αjmj
(mj
i
)
xij < 1 , j = 1,2, . . . , n.
Proof. By Lemma 3 and the definition of τk(x), we get
∏
1i1<···<ikn
k∑
j=1
(1 + xij )αij
= τk
(
(1 + x1)α1 , (1 + x2)α2 , . . . , (1 + xn)αn
)
 τk
(
1 +
m1∑
i=1
α1
m1
(
m1
i
)
xi1,1 +
m2∑
i=1
α2
m2
(
m2
i
)
xi2, . . . ,1 +
mn∑
i=1
αn
mn
(
mn
i
)
xin
)
.(17)
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1 +
m1∑
i=1
α1
m1
(
m1
i
)
xi1,1 +
m2∑
i=1
α2
m2
(
m2
i
)
xi2, . . . ,1 +
mn∑
i=1
αn
mn
(
mn
i
)
xin
)
≺
(
1 +
n∑
j=1
mj∑
i=1
αj
mj
(
mj
i
)
xij ,1, . . . ,1
)
,
and then applying Lemma 2 and Definition 3, we get
τk
(
1 +
m1∑
i=1
α1
m1
(
m1
i
)
xi1,1 +
m2∑
i=1
α2
m2
(
m2
i
)
xi2, . . . ,1 +
mn∑
i=1
αn
mn
(
mn
i
)
xin
)
> τk
(
1 +
n∑
j=1
mj∑
i=1
αj
mj
(
mj
i
)
xij ,1, . . . ,1
)
= k(n−1k )
[
k +
n∑
j=1
mj∑
i=1
αj
mj
(
mj
i
)
xij
](n−1k−1)
. (18)
Combining inequalities (17) and (18) leads to inequality (15). Similarly, we can prove
inequality (16), we omit the details. 
If we take m1 = m2 = · · · = mn = 1 in Theorem 2, we obtain the following corollary.
Corollary 3. Assume αj  1, j = 1,2, . . . , n, 1 k < n, k ∈ N. Then we have the inequal-
ities
∏
1i1<···<ikn
k∑
j=1
(1 + xij )αij > k(
n−1
k )
(
k +
n∑
j=1
αjxj
)(n−1k−1)
(19)
for xj > 0, j = 1,2, . . . , n;
∏
1i1<···<ikn
k∑
j=1
(1 − xij )αij > k(
n−1
k )
(
k −
n∑
j=1
αjxj
)(n−1k−1)
(20)
for 0 < xj < 1 and
∑n
j=1 αjxj < 1, j = 1,2, . . . , n.
It is obvious that Weierstrass’s inequality can follow from Corollary 3 with α1 = α2 =
· · · = αn = 1 and k = 1.
4. Sharpness of Weierstrass’s inequalityIn this section we give an interesting sharpness of Weierstrass’s inequality.
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n∏
i=1
(1 + xi)1 +
n∑
i=1
xi + (2n − n − 1)
(
n∏
i=1
xi
) 2n−1−1
2n−n−1
, (21)
with equality holds if and only if x1 = x2 = · · · = xn = 1 or n = 2.
Proof. By Maclaurin’s inequality [11],[
σ1(x1, x2, . . . , xn)(
n
1
) ] [σ2(x1, x2, . . . , xn)(n
2
) ] 12  · · · [σn(x1, x2, . . . , xn)(n
n
) ] 1n ,
(22)
we obtain
n∏
i=1
(1 + xi) = 1 +
n∑
k=1
σk(x1, x2, . . . , xn)
 1 +
n∑
i=1
xi +
n∑
k=2
(
n
k
)[
σn(x1, x2, . . . , xn)
] k
n . (23)
Using arithmetic–geometric mean inequality, we have
n∑
k=2
(
n
k
)[
σn(x1, x2, . . . , xn)
] k
n
=
n∑
k=2
[
σn(x1, . . . , xn)
] k
n + · · · + [σn(x1, . . . , xn)] kn︸ ︷︷ ︸
(nk)

[(
n
2
)
+
(
n
3
)
+ · · · +
(
n
n
)]{[
σn(x1, . . . , xn)
] 2
n (
n
2)+ 3n (n3)+···+ nn (nn)} 1(n2)+(n3)+···+(nn)
= (2n − n − 1)
(
n∏
i=1
xi
) 2n−1−1
2n−n−1
.
Combining (23) and the above inequality, we obtain inequality (21). The conditions
of equality in (21) follows from Maclaurin’s inequality and arithmetic–geometric mean
inequality. The proof is complete. 
Theorem 4. Let 0 < xi  1, i = 1,2, . . . , n, n 2, n ∈ N. Then we have
n∏
i=1
(1 − xi) 1 −
n∑
i=1
xi + (n − 1)
(
n∏
i=1
xi
) n
2n−2
, (24)with equality holds if and only if x1 = x2 = · · · = xn = 1 or n = 2.
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f (k) = 1 −
k∑
i=1
xi + (k − 1)
(
k∏
i=1
xi
) k
2k−2
−
k∏
i=1
(1 − xi), k = 2,3, . . . , n.
When k  3, k ∈ N, we have
(1 − xk)f (k − 1) = (1 − xk)
[
1 −
k−1∑
i=1
xi + (k − 2)
(
k−1∏
i=1
xi
) k−1
2k−4]
−
k∏
i=1
(1 − xi)
= 1 −
k∑
i=1
xi + (k − 2)
(
k−1∏
i=1
xi
) k−1
2k−4
− (k − 2)xk
(
k−1∏
i=1
xi
) k−1
2k−4
+ xk
k−1∑
i=1
xi −
k∏
i=1
(1 − xi).
Using arithmetic–geometric mean inequality, we get
(k − 2)
(
k−1∏
i=1
xi
) k−1
2k−4
− (k − 2)xk
(
k−1∏
i=1
xi
) k−1
2k−4
+ xk
k−1∑
i=1
xi
 (k − 2)
(
k−1∏
i=1
xi
) k−1
2k−4
− (k − 2)xk
(
k−1∏
i=1
xi
) k−1
2k−4
+ (k − 1)xk
(
k−1∏
i=1
xi
) 1
k−1
= (k − 2)xk
[(
k−1∏
i=1
xi
) 1
k−1
−
(
k−1∏
i=1
xi
) k−1
2k−4]
+
[
xk
(
k−1∏
i=1
xi
) 1
k−1
+
(
k−1∏
i=1
xi
) k−1
2k−4
+ · · · +
(
k−1∏
i=1
xi
) k−1
2k−4
︸ ︷︷ ︸
k−2
]
 (k − 2)xk
[(
k−1∏
i=1
xi
) 1
k−1
−
(
k−1∏
i=1
xi
) k−1
2k−4]
+ (k − 1)
[
xk
(
k−1∏
i=1
xi
) 1
k−1 + (k−1)(k−2)2k−4 ] 1k−1
= (k − 1)
(
k∏
i=1
xi
) k
2k−2
+ (k − 2)xk
(
k−1∏
i=1
xi
) 1
k−1[
1 −
(
k−1∏
i=1
xi
) k−1
2k−4 − 1k−1]
+ (k − 1)x
1
k−1
(
k−1∏
xi
) 1
(k−1)2 +
1
2
[
1 − x
k
2k−2 − 1k−1
(
k−1∏
xi
) k
2k−2 − 1(k−1)2 −
1
2
]k
i=1
k
i=1
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(
k∏
i=1
xi
) k
2k−2
,
where the last inequality follows from the following simple inequalities:
0 < xi  1, i = 1,2, . . . , k, k  3,
k − 1
2k − 4 −
1
k − 1 =
(k − 2)2 + 1
(2k − 4)(k − 1) > 0,
k
2k − 2 −
1
(k − 1)2 −
1
2
= k − 3
2(k − 1)2  0,
k
2k − 2 −
1
k − 1 =
k − 2
2k − 2 > 0.
And then we obtain
(1 − xk)f (k − 1) 1 −
k∑
i=1
xi + (k − 1)
(
k∏
i=1
xi
) k
2k−2
−
k∏
i=1
(1 − xi) = f (k),
that is
f (k) (1 − xk)f (k − 1), k = 3,4, . . . , n.
Therefore for n 3, n ∈ N, we have
f (n) (1 − xn)f (n − 1) (1 − xn)(1 − xn−1)f (n − 2) · · ·
 (1 − xn)(1 − xn−1) · · · (1 − x3)f (2).
By the above inequalities with f (2) = 1 − x1 − x2 + x1x2 − (1 − x1)(1 − x2) = 0, we get
f (n) 0 for all n 2, n ∈ N, which is equivalent to inequality (24). Arithmetic–geometric
mean inequality shows that equality in (24) holds if and only if x1 = x2 = · · · = xn = 1 or
n = 2. This completes the proof of Theorem 4. 
In particular, applying Theorems 3 and 4 with appropriate conditions, we can obtain the
following inequalities.
Corollary 4. Assume xi > 0 and
∏n
i=1 xi = 1, i = 1,2, . . . , n, n 2, n ∈ N. Then
n∏
i=1
(1 + xi)−
n∑
i=1
xi  2n − n. (25)
Corollary 5. Assume xi > 0 and
∑n
i=1 xi = 1, i = 1,2, . . . , n, n 2, n ∈ N. Then
n∏
i=1
(1 − xi)n−1 > (n − 1)n−1
(
n∏
i=1
xi
) n
2
. (26)
Remark. It is clear that 2n − n − 1 and n − 1 are positive numbers for n  2, so Weier-
strass’s inequality is weaker than the inequalities in Theorems 3 and 4. Namely, inequali-
ties (21) and (24) have sharpened Weierstrass’s inequality.
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As examples of the applications, we shall extend a well-known inequality and establish
a class of new inequalities for simplex by using the above results.
Theorem 5. Assume xj > 1, αj  1, j = 1,2, . . . , n, 1 < k  n, k ∈ N, and Ak =
min1i1<···<ikn
∑k
j=1 αij . Then
∑
1i1<···<ikn
k∏
j=1
(1 + xij )αij >
2Ak
1 + Ak
(
n − 1
k − 1
)[
(1 + Ak)n
k
− An +
n∑
j=1
αjxj
]
.
(27)
Proof. From the assumptions of Theorem 5 and using Corollary 1, it is easy to observe
that
∑
1i1<···<ikn
k∏
j=1
(1 + xij )αij =
∑
1i1<···<ikn
2
∑k
j=1 αij
k∏
j=1
(
1 + xij − 1
2
)αij
 2Ak
∑
1i1<···<ikn
k∏
j=1
(
1 + xij − 1
2
)αij
> 2Ak
[(
n
k
)
+
(
n − 1
k − 1
) n∑
j=1
αj
(
xj − 1
2
)]
 2Ak
[(
n
k
)
+
(
n − 1
k − 1
) n∑
j=1
αj
(
xj − 1
1 + Ak
)]
= 2
Ak
1 + Ak
(
n − 1
k − 1
)[
(1 + Ak)n
k
− An +
n∑
j=1
αjxj
]
.
The proof is complete. 
Remark. In the special case when k = n, the inequality (27) reduces to the following
inequality:
n∏
j=1
(1 + xj )αj > 2
An
1 + An
(
1 +
n∑
j=1
αjxj
)
, (28)
which was proved by Pec˘aric´ [3] (see also [2, p. 69]).
Theorem 6. Let {A1,A2, . . . ,An+1} denote the vertex set of n-dimensional simplex Ωn in
En(n  2), r denotes the inradius of Ωn. For i = 1,2, . . . , n + 1, let hi be the altitude
of Ωn from vertex Ai , let ri be the radius of ith escribed hypersphere of Ωn. Then for
α  1, 1 < k  n + 1, we have
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1i1<···<ikn+1
k∏
j=1
(
rij + r
rij − r
)α
> α(n2 − 1)
(
n
k − 1
)
+
(
n + 1
k
)
, (29)
∑
1i1<···<ikn+1
k∏
j=1
(
hij + r
hij − r
)α
> 2α
(
1 + 1
n
)(
n
k − 1
)
+
(
n + 1
k
)
. (30)
For α  1, 1 k < n + 1, we have
∏
1i1<···<ikn+1
k∑
j=1
(
rij + r
rij − r
)α
> k(
n
k)
[
k + α(n2 − 1)]( nk−1), (31)
∏
1i1<···<ikn+1
k∑
j=1
(
hij + r
hij − r
)α
> k(
n
k)
[
k + 2α
(
1 + 1
n
)]( nk−1)
. (32)
Proof. Let Si denote the area of the ith face A1 · · ·Ai−1Ai+1 · · ·An+1 of Ωn.
Using the identity of simplex [12, p. 463]
ri = r
(
n+1∑
i=1
Si
)/(
−2Si +
n+1∑
i=1
Si
)
, hi = r
(
n+1∑
i=1
Si
)/
Si,
together with Cauchy’s inequality, it follows that
n+1∑
i=1
2r
ri − r =
(
n+1∑
i=1
Si
)(
n+1∑
i=1
1/Si
)
− 2n − 2 (n + 1)2 − 2n − 2 = n2 − 1,
n+1∑
i=1
2r
hi − r =
2
n
[
n+1∑
i=1
(
−Si +
n+1∑
i=1
Si
)][
n+1∑
i=1
1
/(
−Si +
n+1∑
i=1
Si
)]
− 2n − 2
 2(n + 1)
2
n
− 2n − 2 = 2
(
1 + 1
n
)
.
It is obvious that 2r/(ri − r) > 0, 2r/(hi − r) > 0, i = 1,2, . . . , n + 1. Now, substi-
tuting xij = 2r/(rij − r) and xij = 2r/(hij − r) into Corollary 1 respectively, and let
α1 = α2 = · · · = αn+1 = α, we obtain inequalities (29) and (30). Similarly, from Corol-
lary 3 we get inequalities (31) and (32). The proof is complete. 
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