The paper describes the integration of several image processing algorithms necessary to recognize a particular color and the movement of an object. The main objective is to detect the object by its color and track it by a mobile robot. Mean filter is applied to soften and sharpen the input image. Then, RGB filter is applied to calculate the center of mass and area of the object and to locate its position in a real environment to develop the robot motion. These algorithms are applied to a mobile robot, in a tested scenario, tracking an object.
Introduction
Imaging methodology for movement detection of dynamic objects in mobile robot applications is presented using an optical color camera and computer vision algorithms by way of integrating all elements of hardware and software as a one component.
Main objective of the developed methodology for finding dynamic objects is to integrate different computer imaging vision algorithms implementing filtering, features and center of mass extraction techniques in real time for finding and tracking moving objects.
One of the utilities of images processing is currently the implementation of vision systems in mobile robots which by natural effect include one or two cameras. If the system is stereo vision, cameras can obtain images of their environment and process them [10] . It is possible to obtain important information in the image processing; the robot actions are related according to these data. One of the applications of the image processing implementation is the follow-up of a colored object via a robot [1], [2] . There exist different methods to detect movement of a dynamic object [9] , [15] - [19] . Video-based moving objects detection approach is a research area related to image processing, pattern recognition and artificial intelligence. Real-time moving object detection is the premise of the video tracking and analysis, which has great theoretical value and practical value. One of these values is to obtain a sequence of video and then motion detection and motion segmentation. It can be made by background modeling and subtraction and then processing the images to have a mask of the object to follow [9] . The shape-based approach is often insufficient especially in case of large data sets [12] . Another object recognition approach is to use color (reflectance) information. It is well known that color provides powerful information for object recognition, even in the total absence of shape information. A common recognition scheme is to represent and match images on the basis of color invariant histograms [7] , [13] , [14] . A work that proposes a tracking system for moving objects with specified color and motion information uses color transformation and AWUPC computation is given by [16] . Other work utilizes a framework for carrying object detection using kinematics manifold embedding and decomposable generative models by kernel map and multilinear analysis [17] . The color-based matching approach is widely in use in various areas such as object recognition, content-based image retrieval and video analysis. When the applications is that a robot follow-up of a colored object, the robot can perform several moves: forward, backward, right/left turn. Robot SRV1-blackfin camera used in this research takes images of frames resolution of 160x120, 320x240, and 640x480. By using an image filter it is possible to interpret the captured images, and to obtain relevant information for mobile robot [3] - [6] . One of the most successful algorithms is based on the Scale Invariant Feature Transform (SIFT) [21] . SIFT has been integrated into a number of commercial products, including Sony's Aibo, Bandai's NetTansor robots, and the visual Simultaneous Localization and Mapping (vSLAM) system [20] by Evolution Robotics. An unsupervised algorithm to learn object color and locality cues from the sparse motion information is published. First detects key frames with reliable motion cues and then estimates moving sub-objects based on these motion cues using a Markov Random Field framework. From these sub-objects, it learns an appearance model as a color Gaussian Mixture Model [19] .
SIFT is a method that recognizes multiple objects and query images based on minimal training input. It's simple to use: no specialized expertise, dataset, nor equipment is required to train new models. Discrimination between multiple learned objects is handled efficiently. It's completely robust to changes in scale and to in-plane rotations, and it accommodates mild perspective distortions that arise from out ofplane rotations [21] . In the acquired image there are many defects and noise, but not all are common and some people have develop a real time systems for inspection, detection and tracking moving objects in production systems such as potato inspection where the potatoes are inspected (size and color) on the fly while passing on a belt conveyor [25] . A machine vision system trained to distinguish between different objects of the same class but with different characteristics uses threshold techniques for image segmentation [26] . A Neural Network and a Vector Description methodology to recognize and calculate POSE of manufacturing objects uses a Color classification method using image processing techniques [27] .
A new algorithm of moving object detection is proposed. The moving object detection and orientation uses a pixel and its neighbors as an image vector to represent that pixel modeled different chrominance component pixel as a mixture of Gaussians. In order to make a full use of the spatial information, color segmentation and background model were combined. Simulation results show that the algorithm can detect intact moving objects even when the foreground has low contrast with background [18] .
In this paper, the detection of moving object is made by using its color. The object is tracked utilizing a mobile robot. The Mean filter is applied to soften and sharpen the input image and the RGB filter for color detection is applied. Later on, the center of mass and area of the object is calculated. These algorithms are applied to a mobile robot, in a tested scenario, tracking an object.
Mean Filter
Because there may be noise in the image, it is necessary to use a filter, such as the Gaussian smoothing filter, The Median filter, the Mean Filter, etc. [7] , [11] . The Median Filter computes the median of the pixel´s surrounding pixel´s values. This filter has the disadvantage of being slower, requiring more processing. The Mean Filter replaces each pixel value in an image with the mean ('average') value of its neighbors, including itself (the analyzed pixel). This has the effect of eliminating pixel values which are no representative of their surroundings. Mean filter is considered as a low pass filter according to the definition only allowing the entry of low frequencies and attenuating the higher ones, reducing the spatial intensity derivatives present in the image. This effect operates as 'softening' the image. The Mean filter is also considered as a convolution filter, based on a kernel, which represents the shape and size of the sampling area to calculate the arithmetic mean or average. Usually a 3 x 3 matrix is used for this kernel. The convolution is a simple mathematical operation essential for many common image processing operators and provides a way to multiply two arrays of numbers of different size but of the same dimension. The kernel size depends on the intensity of the desired smoothing and sharpness. With a small kernel size, smoothness will be low and sharpness high; on the other hand, if the size of the nucleus is large, smoothness will be high and sharpness low, so images are blurred.
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k is the number of elements in the matrix and K is the matrix that represents the core to be convoluted.
Using an array I which represents the image and a matrix K which will make the convolution, an array O is obtained. The following matrix I represents a gray scale image. 
R is normalized referred to the value of red.
Based on the above formula, white pixels get a value at zero, thus removing white light, while the pure primary colors (R = 255, B = 0, G = 0), R doubles their value.
Due to the standardization, dark pixels can increase its intensity and generate noise in the resulting image. That is why a minimum value is determined, below which the pixel are considered black (0).
In this case, the selected value is 100. Prior to normalize and calculate the new RGB values, the selected value can also be a value that removes the pixels that are not red or not red enough. This element is called Hue and so the selected value is set in 50. The Hue value is calculated by:
If, B > G, H = 2π-H
which gives a range of 0 to 1 and later transforms into a range of [0 -255]. Once all pixels are obtained, the values under 50 are filtered.
When the filtering process is finished, an image in RGB scale is built with the calculated values in the red component. Figure 2 shows the result. 
Mass Center and Gravity Center
After the desired pixels are obtained, it is possible to calculate the mass center of the set of pixels. In a discrete system, the center of mass is the geometric point in which the resultant force of all external forces is applied. The center of mass is defined by:
where m is the mass of the particle, and r is the vector position of a particle. This coincides with the gravity force if the gravitational field is uniform. It has the same magnitude and the same direction at any given point.
If the above formula is associated with each pixel, the intensity I is calculated for each pixel:
If every m is substituted by I, then the center of mass or gravity is:
Where r is the point (x,y), for each pixel. It is possible to calculate the x component and y to the center of mass or gravity, decomposing r in the components x and y. Having obtained the center of gravity or mass, it is possible to know the position of the set of pixels related to coordinate system of the image, thus allowing the robot motion. For example, if the next set of pixels in gray scale is used, with measures of intensity, the center of gravity is: 
Application
To locate the position of the object within the image, the total area of the image can be divided in three regions. The width of the image is split so that the first region is in the left hand side, the second in the center and the third to the right. How to split the image depends on the approach: depending on the region where the center of mass of our object is, the robot turn to the left or right or stop.
In this way, if the center of mass of the red stain is located in the left region, the robot will turn left, and if the center of mass is located to the right turn, the robot will turn right and if it is in the center, the robot will remain static.
Figure 3. Experimental Robot
The robot used is Surveyor SRV-1 Blackfin Robot Open Source Wireless Mobile Robot with Video for Telepresence, Autonomous and Swarm Operation. The robot is shown in Figure 3 .
The image in Figure 4 shows the way in which the image is divided. When "x" is less than 3/8 width, it is considered the left region. When "x" is greater than 5/8 of the image width it is considered the right region. The Center will be located between these two regions. On the other hand if the number of pixels is different from zero, the stain area of the selected color can be estimated. With this area it is possible to get the depth of the object: if the object moves away, the image area decreases, and if the object is approaching to the camera's field of view, then the stain area of the color increases.
This area within the field of view is defined as When a range of areas is selected to stop the robot and is placed at a suitable distance, the two levels are taken as the upper and lower limits. If the value of area is greater than the upper limit, the robot will move backwards and if, on the other hand, it is less than the lower limit, the robot will move forward. So when the robot is close to the ball, it will move backward and if the ball is far it will move forward. The robot stops when it has an area that is within the pre-defined range. values are set according to the circumstances and they can be changed. It is observed that with a smaller image, the recognition is faster. The time is measured from the robot to the red ball, to a distance of one meter between them. In this time, the center of gravity and the size of the ball is determined by a program. The area has to be well illuminated since the lighting conditions have a key role in the recognition task.
Evaluations and Results
The result of the implementation after processing the image is that the robot follows red objects, i.e., the ball. Figure 5 shows the original image (a). Image (b) shows the filtered image using the Mean Filter. Image (c) shows the red or close to red filter image with the RGB filter. Finally, the center of the object is in image (d).
Finally, this information is processed to obtain the mass center values and the area of the object allowing the movement of the robot. 
Conclusions
This paper has presented the integration of several image processing algorithms necessary to recognize a particular color and the movement of an object. The main objective is to detect the object by its color and track it by a mobile robot. Mean filter is applied to soften and sharpen the input image. Then RGB filter is applied to calculate the center of mass and area of the object and to locate its position in a real environment.
It is a basic implementation for mobile robot vision, which is a colored object recognition in motion.
Perhaps a drawback of this approach is the noise sensitivity since if there are multiple objects within the same color application, it will not function properly. It works very well in low noise environments and with one particular object. Therefore, it is important to have a controlled environment in which this noise is avoided.
The image refreshing speed is another issue, because the robot movements are fast, but image capture is slow, Frames Per Second (FPS) rate is very low (varies from 1 to 3) and sometimes there are regions where the image is lost or is not captured. In this case, the system returns to find the image again. For this reason, the system takes pictures of 160 x 120 pixels, decreasing the speed of the servo. An alternative solution is to eliminate image refreshing, thus increasing the transmission bandwidth and image acquisition.
With the integration of these algorithms for image processing and the increase of image acquisition bandwidth, the object's color recognition was achieved, practically in real time, which makes it very useful for applications of mobile robotics or in manufacturing tasks. 
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