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I. INTRODUCXION
A. The RLS Algorithm f o r the Tracking of Time-Varying Parameters
The challenge of adaptive identification techniques is to allow for good performance in prediction, filtering, and control despite possible changes in the system dynamics.
In this context, a typical setting of analysis amounts to assuming that the system is described by the equations (1.la)
Y(t) = 0°(t)'63(t) + 4 t ) O O ( t + 1) = 6'(t) + S @ ( t )
(l.lb) where d ( t ) is the system disturbance and 60°(t) the parameter drift.
The time-varying parameter 19'(t) E RnXm has to be estimated starting from the measurements of the output y(t) E R" and the observation vector y ( t ) E R" up to time t. To this purpose, a major role is played by the Recursive Least Squares (IUS) algorithm, wherein adaptivity is often achieved by means of the so-called forgetting factor (FF) (see [ 11 and [2] ). More precisely, the estimate O ( t ) of the unknown parameter is obtained by the equations
(1.2d)
In these expressions, vectors + ( t ) E R", v ( t ) E R" are filtered versions of the measurements y ( t ) and y ( t ) , respectively. ((1.2b) and (1.2d) are initialized-at time t = 0 with deterministic matrices P(0) = P(0)' > 0 and 6(0), respectively.) Note that (1.2b) can be equivalently written as (1.3) [6] and [2] for more discussion.
B. From the Deterministic to the Stochastic Analysis
Equation (1.5) describes the influence of the drift term SO"_-) and the disturbance term d ( . ) on the parameter estimation error 6(.) and forms the basis of all the performance analyses. As pointed out in [7] , the difficulty in the analysis stems from the complicated expression for the system transition matrix
Its properties depend entirely on the sequence y(.), but they are inherited in a fairly complicated way. Obviously, the uniform exponential stability of the above time-varying linear system is a basic desirable property. This amounts to requiring Then, if h7(.) keeps bounded, the boundedness-of n(.) and SOn(.) entails the boundedness of the estimation error 6 (.) . Condition ( 1.6) imposes a deterministic contractivity property. As such, it calls for some deterministic excitation assumption on data. The typical condition takes the form
0018-9286/94$04.00 0 1994 WEE which implies both the uniform stability and the boundedness of the algorithm gain. This line of analysis can be traced back to [SI where condition (1.7) has been linked to the uniform complete observability and controllability of system (1 S). Ever since, this approach has been adopted in a number of papers and books. As a matter of fact, condition (1.7) constitutes a now common paradigm in system identification. On the other hand, it is obvious that (1.7) is just an idealization far from being applicable to uncertain real data.
Turning to the stochastic analysis, it is worth noticing that most papers are concerned with the case of adaptive algorithms with very long memory length. The stochastic behaviour of the algorithm can then be approximated by means of some deterministic average. A well-established technique to pursue this objective relies on weak convergence concepts leading to the so-called ODE approach, [9]-[ 111. More recently, under ergodicity assumption on the observation vector, in [12] the proposal is made to replace the time-varying and stochastic algorithm covariance matrix with a constant and deterministic approximant. The applicability of the corresponding results, however, is limited by the stationarity character of the underlying assumptions. Another noteworthy contribution is the one provided in [13] . Precisely, the estimation error variance is evaluated by squaring (1.5.a) and then simplifying the obtained expression by dropping out the cross terms and by replacing the stochastic matrix F ( t ) with its expected value. In [13], it is shown that this is a fair approximation when the memory length tends to infinity. The main drawback of this approach is that it calls for constraints on matrix P(.) which look to stiff to be applicable with generality.
In conclusion, there is a huge lack of knowledge in the area of stochastic RLS algorithms and, in most papers in the field, the analytical results are obtained by making reference to a limit case, that of infinite memory length. As a matter of fact, even in elementary situations, such as in the forthcoming example, it is hard to predict the performance obtained by the RLS algorithm for the different values 
4.);
In this way the setting of analysis is fully specified. Notwithstanding the simplicity of the described situation, however, no result in the literature known to the authors allow one to say for which value w of p the tracking error keeps bounded.
C. Achievements of the Paper
In this paper, we study the tracking performance of algorithm (1.2) in a stochastic environment without any restriction on the memory length of the algorithm. We will resort to a direct approach requiring neither reformulations nor simplification of any sort.
The main achievements of the paper can be outlined as follows. a) The second-order moment of the parameter tracking error is shown to be bounded if and only if the expected value of the so called "covariance matrix" P(.) is bounded (Theorem 1).
b) Matrix P ( . ) can be kept bounded provided that the FF does not fall below a given threshold (which depends on the information content of data) (Proposition 2). Statement a) has the important consequence that the study of the boundedness of the parameter tracking error reduces to the analysis of the behavior of the sole P ( . ) equation. In turn, b) points out that, to keep P ( . ) bounded, one should avoid an overdiscount of the information conveyed by past data. Thus, the threshold of Proposition 2 defines a feasibility range for the forgetting factor. By suitably selecting the value of the forgetting factor within such a range, one can minimize the magnitude of the parameter tracking error.
A highlight of the paper is that the analysis will be based on simple L2-boundedness conditions on the disturbance d(.) and the drift term S f l o ( . ) and a general excitation assumption of conditional type on the observation vector U ( -) . In particular, no assumption on the distribution or stationarity of the underlying processes is made. This is why the results can be applied to a variety of specific situations.
STOCHASTIC SElTING OF ANALYSIS
Given a probability space (Q, F, p) consider the stochastic processes p(F) € R", d ( t ) € 
R" and S O O ( t ) E WX". Let Pi be the a-algebra generated by ( p ( i ) , d ( i ) , 68'(i)
1 i = 1, 2,-.
-,t). As already pointed out in Section I, we will suppose that y(t) and O O ( t )
are recursively generated in agreement with (1.1). Equation (1.1 b) is initialized at time t = 1 with deterministic initial condition 6'(1).
Then Pi can be seen as the a-algebra of the past. We also introduce the symbols Py : = a (U, P: ) and P: to denote the trivial a-algebra. , it is better suited for the technical developments to follow. It requires that, whatever the past evolution of the system might have been, with probability h -2 the "amount of information" carried by data over the next s time points is greater than hl in any direction of the parameter space. In this sense, integer s can be interpreted as excitation horizon.
The disturbance d ( t ) and the drift term 68'(t) are assumed to be
A NECESSARY AND SUFFICIENT CONDITION FOR THE BOUNDEDNESS OF THE TRACKING ERROR
The time-evolution of the tracking error 8 ( t ) = g ( t ) -I?'(t+ 1) is described by (1 Sa). To derive a suitable expression for the solution of this equation, observe first that, using (lSb), (1.2c), and (1.2b)
F ( t ) F ( t -1). . . F(T + 2)F(T + 1 ) = pt--rP(t)P(T)-l.
By means of this expression, the solution of (1.5a) can be given the form t 
3(t) = p f P ( t ) P ( 0 ) -' f ( O ) + CpL'-'P(t)P(T)-'h-(T)n(T)'
where -
and 7r,t E (0, l ) , VT, t , is a deterministic function of T and t. Consequently, it suffices to show that supc supf IIP(t)llLl = CO + Given an arbitrary number M , consider a system in C defined by SUPcSUPtII;J(t)llL2 < CO e SUPC SUPtJIP(t)llLI < 00.
llh'(L')112dP
= CO.
S{llw(t)l,gf}
the triple { ( p l ( . ) , d l ( . ) , Spy(-)} such that
for some ? (note that I<' < 1, otherwise sup, supt IIP(t)llL1 < CO).
Let y be the integer part of s/s.
Consider now a set of deterministic vectors { U , E R"
Moreover, let A be an event, independent of the cr-algebra P,bo associated to the considered system, such that p ( d ) = 1 -K2 (we assume that such an event exists in our probabilistic space). The following lemma (the proof of which is omitted) will be used in the subsequent derivations. Bearing in mind again that P ( t ) 5 P(t -l)/p, the statement of Proposition 2 is a straightforward consequence of this inequality.
