Abstract-In this paper, a nonlinear and/or nonnormal filter is proposed using rejection sampling. Generating random draws of the state-vector directly from the filtering density, the filtering estimate is simply obtained as the arithmetic average of the random draws. In the proposed filter, the random draws are recursively generated at each time. The Monte-Carlo experiments indicate that the proposed nonlinear and nonnormal filter shows a good performance.
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II. Overview of Nonlinear and Nonnormal Filter
We consider the following general nonlinear and nonnormal state-space model: (Transition Equation) αt = ft(αt−1, ηt),
for t = 1, 2, · · · , T , where T denotes the sample size. Let yt be the observed data and αt be the state-vector. ht(·) and ft(·) are vector functions. The error terms t and ηt are mutually
Correspondence to: Hisashi Tanizaki, Faculty of Economics, Kobe University, Kobe 657-8501, JAPAN. E-mail: tanizaki@kobe-u.ac.jp. 1 For rejection sampling, note as follows. When we generate a random draw from p(x), called the target density, we take another distribution function p * (x), called the proposal density, which is appropriately chosen by a researcher. Define the acceptance probability as ω(x) = p(x)/ap * (x), where the assumption a ≡ sup x p(x)/p * (x) < ∞ is required. Rejection sampling is implemented as: (i) generate a random draw from p * (x) and (ii) accept it with probability ω(x).
The accepted random draw is taken as a random draw from p(x). In the case where both p(x) and p * (x) are normally distributed as N (µ, σ 2 ) and N (µ * , σ 2 * ), it is easily shown that we need σ 2 * > σ 2 for the condition a < ∞, which implies that p * (x) has to be distributed with larger variance than p(x). Using rejection sampling, we can generate a random draw from any distribution function under the condition that a < ∞ is satisfied. However, the disadvantages of rejection sampling are: (i) we need to compute a, which sometimes does not exist and (ii) it takes a long time when ω(·) is close to zero. See, for example, Boswell, Gore, Patil and Taillie [2] , O'Hagan [17] and Geweke [8] for rejection sampling.
independently distributed. Define information set up to time s as Ys = {ys, ys−1, · · · , y1}. Let py(yt|αt) and pα(αt|αt−1) be the density functions obtained from equations (1) and (2) . Under the above setup, the density-based filtering algorithm is known as (see, for example, Kitagawa [13] and Harvey [11] ):
(Updating Equation)
for t = 1, 2, · · · , T . The initial condition is given by p(α0|Y0) = p(α0) if α0 is stochastic and p(α1|Y0) = pα(α1|α0) otherwise, where p(α0) denotes the initial density of the state-variable. Based on pα(αt|αt−1) and py(yt|αt), prediction equation (3) yields p(αt|Yt−1) given p(αt−1|Yt−1) and updating equation (4) gives us p(αt|Yt) from p(αt|Yt−1). Thus, p(αt|Yt) can be recursively obtained for t = 1, 2, · · · , T . When the unknown parameters are in equations (1) and (2), the likelihood function to be maximized is:
py(yt|αt)p(αt|Yt−1)dαt, which is obtained from the denominator of equation (4) .
Kitagawa [13] and Kramer and Sorenson [16] proposed a nonlinear and nonnormal filter using numerical integration to evaluate each integration in equations (3) and (4). Tanizaki [20] and Tanizaki and Mariano [22] evaluated the integration using Monte-Carlo integration with importance sampling, where a recursive algorithm of the density functions is converted to that of the weight functions, defined as ω(αt|Ys) = p(αt|Ys)/p * (αt) for s = t − 1, t. The density p * (αt), called the importance density, has to be appropriately specified by a researcher. The random draws αi,t, i = 1, 2, · · · , n, are generated from p * (αt). A recursive filtering algorithm of ω(αi,t|Yt) is derived for t = 1, 2, · · · , T .
Carlin, Polson and Stoffer [3] , Carter and Kohn [4] , [5] and Chib and Greenberg [6] introduced the nonlinear and nonnormal state-space models with Gibbs sampling, where we do not have to evaluate each integration in equations (3) and (4). They investigated the nonlinear state-space models in the Bayesian framework, where the nuisance parameters in the state-space model are assumed to be stochastic. The state-space models that they used are quite restricted, because they studied the special state-space models such that it is easy to generate random draws from the underlying assumptions. Their attempt is to generate random draws from the joint density of α1, α2, · · · , αT given YT , which does not yield a recursive algorithm.
In this paper, we consider generating random draws from the filtering density p(αt|Yt) without evaluating any integration, where the random draws of αt given Yt are recursively obtained given those of αt−1 given Yt−1.
III. Rejection Sampling Filter
Let α i,t|s be the i-th random draw from p(αt|Ys). When the random draws α i,t−1|t−1 , i = 1, 2, · · · , n, are available, we consider generating α i,t|t , i = 1, 2, · · · , n. By substituting equation (3) into equation (4) , p(αt|Yt) is approximated as:
qi,t is defined as qi,t ≡ ci,t/n ct. And ct and ct are given by:
where α ji,t|t−1 is obtained from α ji,t|t−1 = ft(α i,t−1|t−1 , ηj,t). Moreover, ci,t and ci,t are represented as:
Thus, from equation (5), p(αt|Yt) is approximated as a mixture of n distributions with probability qi,t, i = 1, 2, · · · , n. Let p * (z) be the proposal density. The acceptance probability ω(z) is defined as:
The estimation procedure is as follows: (i) pick up α i,t−1|t−1 for i with probability qi,t, (ii) generate a random draw z from p * (·) and a uniform random draw u from the interval between zero and one, (iii) take z as α j,t|t if u ≤ ω(z) and go back to (ii) otherwise, (iv) repeat (i) -(iii) n times for j = 1, 2, · · · , n, and (v) repeat (i) -(iv) T times for t = 1, 2, · · · , T . Note that rejection sampling is utilized in procedures (ii) and (iii). For a function g(·), the expectation E(g(αt)|Ys) is approximated as
g(α i,t|s ). 2 The proposed nonlinear and nonnormal filter gives us a general solution to any nonlinear and nonnormal state-space model.
For choice of the proposal density, 3 two candidates are taken, i.e., (A) one is p * (αt) = pα(αt|α i,t−1|t−1 ) and (B) another is p * (αt) = N (α * t|t , γΣ * t|t ), where γ is a constant and α * t|t and Σ * t|t denote the first-and second-moments obtained from the extended Kalman filter. 4 For the proposal density (B), γ = 4, 9, 16
2 Consider an example of g(α t ) = α t . Let the estimate of α t|t ≡ E(α t |Y t ) be α t|t , which is the filtering estimate computed by
Recall that α i,t|t is a random draw generated from the filtering density p(α t |Y t ). Let us assume that variance of α i,t|t is given by Σ t|t . Then, by the central limit theorem, √ n( α t|t − α t|t ) is asymptotically normal distribution with mean zero and variance Σ t|t . Moreover, denote the estimate of Σ t|t by Σ t|t , which is defined as
It is known that Σ t|t is a consistent estimate of Σ t|t . Accordingly, α t|t is normally distributed with mean α t|t and variance (1/n) Σ t|t for sufficiently large n. Thus, the confidence bound of the filtering estimate α t|t can be easily obtained. There is a great amount of literature on the confidence bounds (see, for example, Spall [19] ).
3 As in Footnote 1, the proposal density has to be more broadly distributed than the target density, but the former is not too different from the latter. 4 The extended Kalman filter is one of the traditional nonlinear filters, where the nonlinear measurement and transition equations are linearized by the firstorder Taylor series expansion and the linearized system is directly applied to the standard linear recursive Kalman filter algorithm. See, for example, Tanizaki [20] is taken in Section IV. Note that γ should be greater than one, because the proposal density should have larger variance than the target density. When the unknown parameter is included in equations (1) and (2), we maximize the likelihood function represented by:
ct, which comes from the definition of ct.
IV. Numerical Examples: Monte-Carlo Experiments
We compare the extended Kalman filter (KF) 5 and the proposed nonlinear filter, which is called the rejection sampling filter (RF) in this paper. The simulation procedure is as follows: (i) generating random numbers of t and ηt for t = 1, 2, · · · , T , we obtain a set of data yt and αt, t = 1, 2, · · · , T , from equations (1) and (2), where T = 20, 40 is taken, (ii) given YT , perform KF and RF, where n = 200, 500, 1000 is taken for RF, (iii) repeat (i) and (ii) G times and compare the root mean square error (RMSE) for each estimator, which is defined as:
t|t , where the mean square error (MSE) is defined as
2 and α t|t takes the state-variable estimated by KF or RF while αt denotes the artificially simulated state-variable. 6 Note that the superscript (g) denotes the g-th simulation run, where G = 1000 is taken.
In Tables I, III and IV, assuming that δ is known (δ denotes the parameter of the model used in Simulations I -III), we compare the state estimates of KF and RF. In Table II , a comparison between the true parameter and the estimate of δ is shown for each procedure. Note that δ indicates the true value. AVE and RMSE represent the arithmetic average and the root mean square error. 25%, 50% and 75% give us the 0.25th, 0.50th and 0.75th quantiles of the G estimates of δ. The maximization of the likelihood function is performed by a simple grid search, in which the function is maximized by changing the parameter value of δ by 0.01. The univariate cases are examined in Simulations I -III (Table I and II) and the multivariate cases are in Simulation IV (Tables III and IV) .
A. Simulation I (Linear and Normal Model):
Consider the scalar system: yt = αt + t and αt = δαt−1 + ηt, where δ = 0.5, 0.9, 1.0 is taken. The initial value α0 and the error terms t and ηt, t = 1, 2, · · · , T , are assumed to be distributed as follows: α0 ∼ N (0, 1) and ( t, ηt) ∼ N (0, I2), where I2 denotes a 2 × 2 identity matrix. The exactly same initial conditions are utilized in Simulations II and III.
B. Simulation II (Stochastic Volatility Model):
Suppose that the system is represented as: yt = exp 1 2 αt t and αt = δαt−1 + ηt, which is called the stochastic volatility model (see Harvey and Streibel [12] ). We take δ = 0.5, 0.9.
C. Simulation III (ARCH Model):
The system is given by: yt = αt + t and αt = (1 − δ + δα 2 t−1 ) 1/2 ηt for 0 ≤ δ < 1, where δ = 0.5, 0.9 is taken. 7 Note that "-" in Table I implies that the denominator of ω(z) does not exist. 5 In the case where the system is linear and normal, the extended Kalman filter reduces to the conventional Kalman filter. Accordingly, in Simulation I, KF implies the standard Kalman filter. 6 Note that MSE t|t goes to Σ t|t in Footnote 2, as number of random draws (i.e., n) is large. 7 The transition equation follows the ARCH(1) model (see Engle [7] , Harvey [11] and Harvey and Streibel [12] ). In this Monte-Carlo simulation study the unconditional variance of α t is assumed to be one. 
D. Simulation IV (Markov Switching Model):
Consider the higher dimensional state-variable, i.e., αt = (α1t, α2t, · · · , α kt ) , where we assume that one of the k elements of αt is one and the others are zero. The model is specified as: yt = xtαt + t and αt = P αt−1 + ηt, where xt = (x1t, x2t, · · · , x kt ) denotes a vector of exogenous variables and P = (P 1 , P 2 , · · · , P k ) represents the transition probability matrix, where Pi = (pi1, pi2, · · · , p ik ). Note that k i=1 pij = 1 should be satisfied for all j. t is assumed be a standard normal distribution while ηt is distributed as a k-dimensional discrete random variable. The conditional density of αt given αt−1 is represented by pα(αt|αt−1)
α it , which implies that the probability with which event i occurs at time t is Piαt−1. The initial density is assumed to be:
This model is called the Markov switching model (see Hamilton [10] ). xit = i for i = 1, 2, · · · , k is assumed in this simulation study.
We consider the two cases, i.e., k = 2, 3. The proposal density (A) is examined in both cases. For k = 2, p11 and p22 are the parameters, where p11, p22 = 0.2, 0.5, 0.8 are taken (see Table  III ).
8 For k = 3, to reduce number of parameters, we assume that P is symmetric, i.e., p11 = 1 − p21 − p31, p12 = p21, p22 = 8 In the case of k = 2, note that E(α 1t |Y t ) = 1 − E(α 2t |Y t ) and Var(α 1t |Y t ) = Var(α 2t |Y t ) because of
α it = 1. Therefore, RMSE of α 1t is equal to that of α 2t . In Table III , RMSE's of α 1t are reported.
1 − p21 − p32, p13 = p31, p23 = p32 and p33 = 1 − p31 − p32, where p21, p31 and p32 are the parameters (see Table IV ).
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E. Results:
In Simulation I, it is expected that KF is better than any other estimator, because RF is the simulation-based estimator, which includes the simulation errors. 10 In Table I , for all the simulation studies, n = 200, 500, 1000 is very close to each other. We sometimes have the case where RF (B) is not feasible (see the case δ = 0.9 in Simulation III). In such a case, RF (A) is recommended.
We compare KF and RF (A) in Tables II -IV. In Table II , except for the case δ = 0.5, RMSE's of RF are smaller than those of KF. For almost all the cases, AVE goes to the true parameter value as n is large. Similarly, in Tables III and IV, RMSE is small as n is large. In any case, we can conclude that (i) RF performs better than KF in nonlinear cases (RF is very close to KF even in the linear case) and (ii) n = 500 is not too different from n = 1000. and 0 ≤ p 31 + p 32 ≤ 1 have to be satisfied. 10 In Table I , KF does not depend on n.
11 The result (ii) implies that n = 500, 1000 is enough large when we want to have the point estimate of α t . However, note that n = 500, 1000 might be too small in the case where we want to obtain a functional form of p(α t |Y t ) by the random numbers. Since RMSE is taken as a measure of precision of the state estimates, we can conclude in this paper that n = 500, 1000 is large enough. 
V. Summary
A nonlinear and nonnormal filtering algorithm is proposed in this paper. Given random draws of the state-vector which are directly generated from p(αt|Yt), the filtering estimate is recursively obtained. In the proposed filter, we do not evaluate any integration. The proposed filter can be applied to any nonlinear and non-Gaussian state-space model. To implement rejection sampling, the proposal density is utilized to generate random draws from the target density. Two types of the candidates are examined for the proposal density, where we obtain the result that RF (A) is recommended in practice, rather than RF (B).
Thus, in this paper, a Monte-Carlo procedure of filtering algorithm using the simulation technique is proposed, where we utilize the random draws only. The procedure improves over the other nonlinear filters developed in the past from simplicity of computer programming.
Finally, note as follows. In the proposed nonlinear and nonnormal filter, when the acceptance probability ω(z) is very small, we need a huge number of sampling and accordingly it takes a long time computationally. For example, when we have outliers or structural changes in the system (i.e., when p(αt|Yt) is away from p(αt−1|Yt−1)), computational burden increases in the rejection sampling procedure.
