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Glosario
Por orden de aparicio´n en el texto:
ρ ≡ Resistividad ele´ctrica del terreno [Ωm]
H ≡ Humedad relativa del suelo [ % en peso]
θ ≡ Temperatura del suelo [◦C]
σ ≡ Conductividad ele´ctrica del terreno [Sm−1]
I ≡ Intensidad de corriente ele´ctrica [A]
φ(r) ≡ Campo de potencial ele´ctrico del terreno en 3D [V ]
σaire ≡ Conductividad ele´ctrica del aire [Sm−1]
φM ≡ Potencial ele´ctrico del punto M en el que se situ´a uno de los electrodos de potencial del me´todo ERT [V ]
φN ≡ Potencial ele´ctrico del punto N en el que se situ´a uno de los electrodos de potencial del me´todo ERT [V ]
φMN ≡ Diferencia de potencial ele´ctrico entre los puntos M y N [V ]
KWenner ≡ Factor geome´trico para la distribucio´n tipo Wenner de los electrodos del me´todo ERT [adimensional]
di ≡ Vector de datos medidos en el problema de inversio´n
mj ≡ Vector de para´metros del modelo en el problema de inversio´n
fi ≡ Modelo matema´tico en el problema de inversio´n
ri ≡ Vector de residuos en el problema de inversio´n
Gij ≡ Matriz de coeficientes del modelo matema´tico en el problema de inversio´n
λ ≡ Para´metro de balanceo en el problema de inversio´n
W ≡ Matriz de diferencias finitas que aproxima la segunda derivada del modelo a lo largo de una determinada
direccio´n por una expresio´n de primer orden
m0 ≡ Modelo de referencia en el problema de inversio´n
ω ≡ Nu´mero de onda [m−1]
φ¯(x, ω, z) ≡ Campo de potencial ele´ctrico en el dominio de Fourier
∇ ≡ Operador nabla
δ(~r − ~r0) ≡ Funcio´n delta de Dirac [m−3]
III
(x0, y0, z0) ≡ Posicio´n de la fuente de intensidad de corriente ele´ctrica en 3D [m]
K0 ≡ Funcio´n de Bessel modificada del segundo tipo de orden 0
(I, J) ≡ I´ndices de los bloques en los que se discretiza la parte de la matriz del dominio
Nx ≡ Nu´mero de bloques en los que se discretiza la matriz del dominio en la direccio´n x
Ny ≡ Nu´mero de bloques en los que se discretiza la matriz del dominio en la direccio´n y
Nz ≡ Nu´mero de bloques en los que se discretiza la matriz del dominio en la direccio´n z
k ≡ I´ndice de numeracio´n de los segmentos de las fracturas presentes en el dominio
ik, jk ≡ Nodos que delimitan el segmento de fractura k
bkf ≡ Apertura del segmento de fractura k [m]
σkf ≡ Conductividad ele´ctrica del segmento de fractura k [Sm−1]
xk ≡ Variable que describe la longitud del segmento de fractura k [m]
φ¯kf (xk, ω) ≡ Potencial ele´ctrico a lo largo del segmento de fractura k en el dominio de Fourier
ϕikf , ϕ
jk
f ≡ Potencial ele´ctrico de la fractura en los nodos ik y jk respectivamente en el dominio de Fourier.
σIJm ≡ Conductividad ele´ctrica de la matriz en la celda (I, J) [Sm−1]
VIJ ≡ Volumen de control correspondiente a cada celda de discretizacio´n de la matriz
Lk ≡ Longitud del segmento de fractura k [m]
αIJfm ≡ Coeficiente de intercambio de flujo de corriente ele´ctrica entre matriz y fractura.
Q¯fm ≡ fuente/sumidero de corriente ele´ctrica en el dominio de Fourier
Ni ≡ Nu´mero de segmentos de fracturas que intersectan en el punto i
∆x ≡ Dimensio´n de las celdas de discretizacio´n de la matriz del dominio en la direccio´n x
∆z ≡ Dimensio´n de las celdas de discretizacio´n de la matriz del dominio en la direccio´n z
DfT ≡ Coeficiente de difusio´n de masa en direccio´n transversal de la fractura [m2/s]
DfL ≡ Coeficiente de difusio´n de masa en direccio´n longitudinal de la fractura [m2/s]
DmT ≡ Coeficiente de difusio´n de masa en direccio´n transversal de la matriz [m2/s]
DmL ≡ Coeficiente de difusio´n de masa en direccio´n longitudinal de la matriz [m2/s]
N ≡ Nu´mero de nu´meros de onda utilizados en la inversio´n de Fourier
IV
T ≡ Dominio de inversio´n de la solucio´n en el dominio de Fourier
g ≡ Peso de Fourier optimizado para la inversio´n de Fourier
σsup ≡ Conductividad ele´ctrica de la capa superior en un dominio formado por dos capas horizontales con
diferente conductividad [Sm−1]
σinf ≡ Conductividad ele´ctrica de la capa inferior en un dominio formado por dos capas horizontales con diferente
conductividad [Sm−1]
e ≡ Espesor de las capas en un dominio formado por dos capas horizontales con diferente conductividad [ %]
εrel ≡ Error relativo con respecto al valor esperado en la resistividad ele´ctrica de un dominio homoge´neo
K1 ≡ Funcio´n de Bessel modificada del segundo tipo de orden 1
V
Resumen y Estructura del Contenido
Este trabajo esta´ planteado de una forma muy descriptiva e instructiva, de forma que puede llegar a ser dif´ıcil
mantener en mente la estructura del contenido en todo momento. Es por ello que se establecera´ un pequen˜o resumen
que permita estructurar la lectura, permitiendo de esta forma al lector recurrir a este apartado en caso de querer
ordenar o localizar una determinada seccio´n.
Obviando la motivacio´n del problema descrita en la seccio´n 1, que presenta una estructura muy simple y no sera´ ob-
jeto de esta estructuracio´n, en primer lugar se realizara´ una pequen˜a introduccio´n al problema planteado, haciendo
referencia a las bases sobre las que se apoya el trabajo: conceptos ba´sicos de comprensio´n del me´todo de medicio´n
utilizado en los experimentos de campo (me´todo ERT), la aproximacio´n dimensional en la que se basa gran parte del
proyecto (2.5D) y las teor´ıas de modelado de la corriente ele´ctrica existentes en la bibliograf´ıa (EPM,DP,DFN,DDP,...)
(seccio´n 2).
Posteriormente a la presentacio´n de las bases del trabajo, se pasara´ al desarrollo de dichas hipo´tesis aplicadas
sobre el dominio de estudio, en el que existira´n fracturas que modificara´n las ecuaciones que rigen el problema en un
dominio homoge´neo. Esta presentacio´n de las ecuaciones necesarias para la solucio´n del problema se plantea en tres
estadios diferentes: (a) las ecuaciones que afectan a la red de fracturas, (b) las que afectan a la matriz y (c) las que
afectan a la comunicacio´n entre ambas partes del dominio (seccio´n 3). A lo largo de esta seccio´n se definira´ un modelo
resultado de la aplicacio´n de las dos hipo´tesis principales en las que se apoya el proyecto, descritas perfectamente en
la introduccio´n del trabajo, como son el concepto de 2.5D y la teor´ıa DDP.
Como modo de verificacio´n del modelo planteado con anterioridad, se planteara´n una serie de ensayos en los que
se intentara´ comprobar si cada uno de los pasos llevados acabo en la seccio´n 3 representan fielmente la realidad del
problema. Este ana´lisis del modelo se llevara´ a cabo, al igual que ocurre con el resto del trabajo, muy escalonadamente,
de forma que sea posible detectar cualquier error en la aplicacio´n de las suposiciones explicadas anteriormente (seccio´n
4). Para cerrar dicha seccio´n, se procedera´ a presentar los resultados del modelo comparados con los ofrecidos por
programas de ca´lculo nume´rico, con la intencio´n de demostrar la veracidad del modelo descrito.
Por u´ltimo y a modo de cierre, se llevara´ a cabo la descripcio´n de cada una de las conclusiones que se podr´ıan
extraer de la presentacio´n de los resultados que ofrecer´ıa el modelo propuesto, desde un punto de vista cr´ıtico y
objetivo, ofreciendo soluciones para los errores que aparecen en su planteamiento, entre los que se encuentran (a) la
cuestio´n de las condiciones de contorno y su relacio´n con el taman˜o del dominio de estudio, que se trata durante la
presentacio´n de los resultados, (b) los problemas que puede acarrear la transformacio´n de Fourier empleada para el
caso de la teor´ıa DDP, (c) las diferentes opciones de discretizacio´n del modelo alternativas a aquella planteada durante
el desarrollo del problema y (d) la posible extensio´n del me´todo de la eliminacio´n de la singularidad para el modelo
DDP, puesto que el aqu´ı presentado so´lo es va´lido para el caso EPM (seccio´n 5).
Se ha an˜adido adema´s un apartado en el que se plantean los posibles a´mbitos de mejora dentro de este trabajo que
podr´ıan servir como puntos de partida en la ampliacio´n de la teor´ıa aqu´ı presentada (seccio´n 6).
Estructurado a grandes rasgos el trabajo que se va a presentar, se procedera´ al desarrollo del mismo.
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1. Motivacio´n
La caracterizacio´n de fracturas y de sus propiedades en medios rocosos es de gran importancia en una amplia
variedad de campos de investigacio´n, entre los que podr´ıamos incluir: hidrolog´ıa, energ´ıa geote´rmica, extraccio´n de
hidrocarburos o almacenamiento a largo plazo de residuos to´xicos (secuestro de CO2, almacenamiento de residuos
nucleares...)(e.g. Bogdanov et al. [2003], Gautam and Mohanty [2004], Perera et al. [2012], Rotter et al. [2011], Sarda
et al. [2002]).
Para la extraccio´n de hidrocarburos, la presencia de fracturas es una clara ventaja, puesto que e´stas permitir´ıan
un ra´pido y fa´cil acceso al recurso en cuestio´n y por ende, una mejor extraccio´n. En cuanto al almacenamiento de
residuos to´xicos y regiones contaminadas, ocurre lo contrario. Las fracturas en el subsuelo representan un problema,
puesto que, en caso de fuga, incrementan notablemente el riesgo de transporte indeseado de contaminantes hacia el
subsuelo. En todos los casos, la identificacio´n de fracturas y redes de ellas as´ı como de sus caracter´ısticas es un tema
decisivo y muy importante que puede ser imprescindible para futuras predicciones en el a´mbito del flujo y transporte
de materiales en el subsuelo, as´ı como para el desarrollo de te´cnicas apropiadas para la toma de decisiones posteriores
en el a´mbito medioambiental.
Los medios rocosos con presencia de fracturas se caracterizan por un elevado contraste en el valor de la permeabili-
dad ele´ctrica entre las propias fracturas y la matriz rocosa que las rodea, donde las fracturas (ma´s permeables) ocupan
un volumen extremadamente inferior al de la matriz rocosa que las contiene (con menor permeabilidad). Esto ocasiona
que la fluencia de la corriente ele´ctrica en el subsuelo se produzca mayoritariamente a lo largo de las redes de fracturas
existentes, que permiten un paso ma´s sencillo de la corriente ele´ctrica a trave´s de ellas. Sin embargo, en situaciones
en las que la diferencia de permeabilidades no sea tan elevada, es importante tener en cuenta que existe un porcentaje
de corriente ele´ctrica considerable que pasa de matriz a fractura y viceversa. En este estudio se valorara´ esta u´ltima
posibilidad, en la que la corriente ele´ctrica puede circular a trave´s de cualquiera de las estructuras existentes en el
subsuelo.
Dada la elevada importancia de la identificacio´n y caracterizacio´n de fracturas, existen diversos estudios en los
que, basa´ndose en diferentes me´todos, se reu´ne informacio´n acerca de las fracturas presentes en el subsuelo y sus
caracter´ısticas (e.g. Bear et al. [2012], Sahimi [2011]). Estos me´todos se pueden dividir en aquellos ma´s tradicionales,
que se basan en la observacio´n directa de las fracturas y/o de muestras obtenidas experimentalmente en una serie
de afloramientos en superficie o pozos realizados en el dominio de estudio, y en me´todos denominados geof´ısicos, que
permiten, de una forma no invasiva, el estudio de la distribucio´n de las fracturas y de algunas de sus propiedades
importantes, permitiendo obtener informacio´n de las estructuras del subsuelo a diferentes profundidades.
Debido principalmente a cuestiones log´ısticas y econo´micas, la realizacio´n de pozos no es siempre posible, por lo
que, aunque los me´todos geof´ısicos aportan una informacio´n sujeta a grandes incertidumbres (principalmente las que
se presentan al intentar ajustar los datos medidos a un modelo establecido), han sido utilizados en diversos estudios
anteriores en el a´mbito de medios con presencia de fracturas (e.g. Coscia et al. [2012], Dorn et al. [2012], Lewkowicz et al.
[2011], Loke et al. [2013], Nagata et al. [2008], Okay et al. [2013], Patriarca et al. [2011], Robert et al. [2011], Robinson
et al. [2015], Sassen and Everett [2009], Xiao et al. [2014]). Entre estos me´todos podemos incluir: seismic, ground-
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penetrating radar (GPR), electrical resistivity, induced polarization, self potential (SP) o electromagnetic methods.
Dada su accesibilidad a nivel acade´mico, en el presente trabajo se utilizara´n me´todos geof´ısicos para caracterizar
las fracturas existentes en el subsuelo, lo que permitira´ en un futuro implementar el me´todo propuesto a continuacio´n
en datos y escenarios reales. En concreto, se considerara´ el me´todo de “Electrical Resistivity Tomography” (ERT a
partir de ahora), que permite una caracterizacio´n de las fracturas y dema´s estructuras a trave´s de sus propiedades
ele´ctricas, en especial, de su conductividad y su resistividad ele´ctricas.
En particular, este proyecto se centrara´ en el modelado nume´rico del flujo de corriente ele´ctrica en medios rocosos
con fracturas, algo que ha estado muy limitado computacionalmente en estudios anteriores a dominios pequen˜os y
redes de fracturas muy simples o poco realistas. Aqu´ı se presentara´ un nuevo algoritmo de modelado, combinacio´n
de dos teor´ıas de transporte de fluidos en medios con fracturas (Dual-Porosity, (DP) y Discrete Fracture Network,
(DFN)) y una simplificacio´n en el campo de conductividades ele´ctricas (algoritmo 2.5D), con el que se pretende sentar
las bases para un futuro estudio en mayor profundidad de las considerables ventajas que puede ofrecer este me´todo a
la caracterizacio´n e identificacio´n de fracturas en el subsuelo.
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2. Introduccio´n
2.1. Me´todo ERT
2.1.1. Conceptos ba´sicos
Electrical Resistivity Tomography (ERT) es un me´todo geof´ısico que permite conocer la distribucio´n de resistividad
ele´ctrica del subsuelo en un a´rea determinada [Telford et al., 1990].
La resistividad ele´ctrica es una propiedad intr´ınseca del material, inversa de la conductividad ele´ctrica, que puede
dar informacio´n sobre otras propiedades del subsuelo, como podr´ıan ser: la localizacio´n de las fracturas, acu´ıferos o
pozos de hidrocarburos, los caminos preferentes de paso de fluidos en el subsuelo para, por ejemplo, facilitar la posible
extraccio´n de hidrocarburos, etce´tera.
El valor de la resistividad ele´ctrica del subsuelo depende en gran medida de varios factores, entre los que podemos
destacar:
Humedad y Temperatura: La resistividad se ve claramente disminuida para valores ma´s elevados tanto de tem-
peratura como de humedad, que facilitar´ıan una mejor conduccio´n de la corriente ele´ctrica. La relacio´n entre
estas tres variables viene dada por la “Ecuacio´n de Albrecht”:
ρ =
1,3 · 104
(1 + 0,73H2) (1 + 0,03θ)
(2.1)
Donde ρ es la resistividad del terreno (Ωm), H la humedad del suelo ( % en peso) y θ su temperatura (◦C). Esta
expresio´n so´lo se suele utilizar para comprobar la influencia de dichos factores sobre el valor de la resistividad,
no para calcular su valor directamente.
En consecuencia, cabe esperar que la resistividad var´ıe en funcio´n de la e´poca del an˜o en que se realicen las
mediciones, en particular en la zona cercana a la superficie. De esta forma, un me´todo para eliminar esta depen-
dencia en cierto modo es el enterramiento de los electrodos, donde las condiciones de humedad y temperatura
son algo ma´s estables en las distintas estaciones anuales.
Compactacio´n del suelo: Una mayor compactacio´n del suelo provoca un mayor acercamiento entre las part´ıculas,
favoreciendo la conduccio´n ele´ctrica entre ellas, de modo que la resistividad disminuye. Este relacio´n entre
compactacio´n y conduccio´n no aplica cuando estamos ante un medio saturado (en general, de agua debida a
la humedad), en el que la gran mayor´ıa de las part´ıculas esta´n embebidas en agua, puesto que prima el poder
conductivo de la misma y la distancia entre part´ıculas no es tan importante.
Composicio´n del suelo y Sales solubles: La composicio´n del terreno depende de la naturaleza del mismo (arcilla,
silicato, granito...), que implica diferentes valores de resistividad.
La cantidad de sales disueltas afecta a la resistividad disminuye´ndola notablemente al aumentar el contenido de
las mismas.
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Estos dos factores provocan que la resistividad var´ıe en las distintas capas que se forman en el subsuelo a
diferentes profundidades.
De esta forma, el objetivo de este me´todo sera´ calcular la resistividad ele´ctrica de pequen˜as parcelas de terreno
en las que se dividira´ el dominio de intere´s, donde se dispondra´n dos electrodos de intensidad (a trave´s de los cuales
se inyecta y recoge respectivamente en la superficie una intensidad de corriente conocida) y dos electrodos de voltaje
(donde se mide la diferencia de potencial generada entre ambos a ra´ız del paso de la intensidad de corriente entre los
electrodos de intensidad) (Figura 2.1.1).
Figura 2.1.1: Experimento ERT con 4 electrodos en superficie (Telford et al. [1990])
Mediante este dispositivo colocado en la superficie de un determinado escenario, se puede obtener un u´nico dato
de diferencia de potencial. El proceso se repite un nu´mero determinado de veces, desplazando longitudinalmente el
dispositivo formado por los 4 electrodos (a partir de ahora, denominado “matriz de electrodos”), para generar un
conjunto de datos de diferencia de potencial que describira´n ele´ctricamente una l´ınea del dominio de estudio. Este
conjunto de datos permite calcular, a lo largo de dicha l´ınea, la distribucio´n de resistividad aparente, concepto que
sera´ definido ma´s adelante.
Este valor de resistividad aparente no tiene porque´ corresponderse con el de los valores reales de resistividad del
subsuelo, sino que es funcio´n de las caracter´ısticas de e´ste, as´ı como de la distribucio´n de electrodos utilizada.
Para calcular dicha distribucio´n de resistividad aparente, es necesario en primer lugar introducir algunos conceptos
referentes al campo ele´ctrico y a la configuracio´n de los electrodos.
2.1.2. Campo ele´ctrico y Configuracio´n de los electrodos
Considerando un terreno homoge´neo, el campo ele´ctrico generado por una inyeccio´n de corriente en un punto
determinado de la superficie del domino de estudio, suponiendo que el potencial ele´ctrico es nulo en puntos muy
alejadas de la fuente, viene descrito en Telford et al. [1990] en coordenadas esfe´ricas:
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φ(r) =
I
2piσ
1
r
(2.2)
Donde φ(r) es el campo de potencial ele´ctrico (V, V: Voltios), I la intensidad de corriente ele´ctrica inyectada (A,
A: Amperios), σ la conductividad ele´ctrica del terreno (S, S: Siemens) y r es la coordenada radial con origen en el
punto de inyeccio´n (m).
Figura 2.1.2: Campo de potencial ele´ctrico generado por un punto de inyeccio´n en la superficie del terreno (Telford
et al. [1990])
Como se observa en la Figura 2.1.2, el campo de potencial ele´ctrico generado bajo estas condiciones esta´ formado
por superficies equipotenciales hemi-esfe´ricas, propaga´ndose la corriente ele´ctrica hacia mayores profundidades en el
subsuelo y sin producirse propagacio´n de e´sta hacia puntos por encima de la superficie, puesto que se considera que
la conductividad del aire es σaire ≈ 0.
La resistividad aparente, referenciada en la seccio´n anterior, se puede definir como aquella resistividad correspon-
diente a un terreno homoge´neo en el cual, para una disposicio´n dada de los electrodos e igual magnitud de corriente
inyectada al medio, se produce una misma diferencia de potencial medida en un terreno no homoge´neo. Por ello, a
partir de la Ecuacio´n 2.2 se podr´ıa calcular el valor de resistividad del terreno homoge´neo, conocidos el campo de
potencial ele´ctrico (φ) y la corriente ele´ctrica (I). Este valor de resistividad para un terreno homoge´neo se correspon-
de, segu´n la definicio´n anterior, con el de la resistividad aparente para un terreno no homoge´neo, y se calculara´ de la
siguiente forma:
ρ =
1
σ
=
2pirφ
I
(2.3)
Sin embargo, se ha explicado anteriormente que el dispositivo utilizado para medir la diferencia de potencial estaba
formado por un total de cuatro electrodos, dos de intensidad y otros dos de potencial. Por ello, se debe determinar el
valor de la resistividad ele´ctrica para este supuesto, descrito igualmente en Telford et al. [1990].
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Considerando esta vez dos electrodos de cada tipo dispuestos sobre la superficie de un terreno homoge´neo, se de-
bera´ tener en cuenta que el campo de potencial ele´ctrico en cualquier punto por debajo de la superficie se vera´ afectado
por ambos electrodos de intensidad, uno de los cuales inyecta un valor establecido de intensidad de corriente y el otro,
recoge el mismo valor. Por ello, el valor de potencial ele´ctrico calculado sobre cada uno de los electrodos de potencial
se puede calcular aplicando el Principio de Superposicio´n a la Ecuacio´n 2.2:
φM =
I
2piρ
(
1
AM − 1MB
)
φN =
I
2piρ
(
1
AN − 1NB
) (2.4)
Donde A y B son los electrodos de intensidad, y M y N son los de potencial. Por tanto, AM, AN, MB, NB sera´n
las distancias entre dichos electrodos, como se puede apreciar en la Figura 2.1.3.
Figura 2.1.3: Configuracion Wenner de electrodos (electrodos de potencial interiores y electrodos de intensidad exte-
riores)(Telford et al. [1990])
Por lo tanto, la diferencia de potencial entre M y N vendra´ dada por la expresio´n:
φMN =
I
2pi
ρ
(
1
AM
− 1
MB
− 1
AN
+
1
NB
)
(2.5)
Entonces, se puede inferir que la resistividad del terreno homoge´neo puede expresarse como:
ρ =
φMN
I
KWenner (2.6)
Donde KWenner = 2pi
(
1
AM − 1MB − 1AN + 1NB
)−1
se denomina factor geome´trico, y es un te´rmino que u´nicamente
depende de la distribucio´n de los electrodos utilizada. En este caso, se utilizara´ la distribucio´n de Wenner, presentada
en la Figura 2.1.3.
Existen muchas otras distribuciones de electrodos, entre las que podemos sen˜alar Wenner-Schlumberger, “dipole-
dipole” o “pole-pole”, que se diferencian por sus valores de ratio sen˜al/ruido, resolucio´n vertical (capacidad para
diferenciar estructuras horizontales), resolucio´n horizontal (capacidad para diferenciar estructuras verticales) y nu´mero
de electrodos utilizados en las mediciones. Estas diferencias se ven plasmadas en el factor geome´trico, que afecta
directamente al ca´lculo de la resistividad del terreno, como hemos visto en la Ecuacio´n (2.6).
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De esta forma es posible conseguir la distribucio´n de resistividad aparente de un terreno no homoge´neo, que
vendra´ igualmente determinada por la Ecuacio´n (2.6), donde se conocen la intensidad de corriente introducida en el
subsuelo y la diferencia de potencial medida para cada experimento.
2.1.3. Inversio´n
En geof´ısica, as´ı como en otras disciplinas cient´ıficas (imagen me´dica, sensores remotos, tomograf´ıa acu´stica ocea´ni-
ca, test no destructivos, astronomı´a, ...), el concepto de inversio´n es clave, puesto que aparece en todos aquellos me´todos
en los que se utilizan mediciones de campo para inferir propiedades del subsuelo (e.g. Belina et al. [2012], Rosas-Carbajal
et al. [2013], Gallardo et al. [2012], Ruggeri et al. [2015], Sen and Stoffa [2013]). El problema que entran˜an todos estos
me´todos es el de, una vez recolectados todos los datos necesarios, intentar buscar un modelo matema´tico/f´ısico que se
ajuste a los datos que se han recogido y que represente la distribucio´n de alguna propiedad del subsuelo que se desee
determinar.
di = fi(mj) + ri (2.7)
Se podr´ıa expresar esta idea a trave´s de la Ecuacio´n (2.7), donde di es el vector de datos medidos, mj el vector
de para´metros del modelo, que determina la distribucio´n espacial de una propiedad f´ısica concreta, fi el modelo
matema´tico que, aplicado a mi, lo ajustar´ıa a los datos medidos, y ri el vector de residuos que afecta a los datos
medidos.
En este caso particular, los datos introducidos sera´n las medidas de resistividad aparente, y la propiedad que se
desea determinar en base a un modelo matema´tico/f´ısico sera´ la resistividad ele´ctrica real del subsuelo. A este problema
se le denomina Problema Inverso, e implica una de las mayores dificultades en geof´ısica a la hora de determinar las
propiedades del subsuelo, puesto que no existe solucio´n u´nica para dicho problema, sino infinidad de opciones que
dan solucio´n a los datos medidos. Esto quiere decir que, para una u´nica distribucio´n de resistividad aparente, existen
infinitas distribuciones de resistividad ele´ctrica real que se ajustan en mayor o menor medida a los datos tomados.
No se entrara´ en detalle en el problema de inversio´n, puesto que no es el objetivo de esta trabajo, pero puede ser
interesante dar un idea general de co´mo podr´ıa plantearse un problema de este tipo de una manera sencilla.
Cabe destacar que para llevar a cabo la explicacio´n de esta seccio´n se va a considerar el problema de inversio´n
lineal, en el que cada uno de los datos recogidos en la toma de medidas puede ser expresado como una combinacio´n
lineal de los para´metros del modelo.
di =
∑
j
Gijdi + ri (2.8)
Donde GTij es la matriz de coeficientes del modelo matema´tico definido por mj que dan como resultado la combi-
nacio´n lineal de la que se ha hablado.
Esta consideracio´n se debe a que el objetivo de este trabajo no es el de invertir los datos generados sinte´ticamente,
sino u´nicamente obtener la distribucio´n de resistividad aparente, lo que depende exclusivamente del modelo aplicado
al problema para calcular los datos, y de ninguna manera es funcio´n del me´todo de inversio´n aplicado.
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Puede deducirse que linealizar el problema de inversio´n no es la manera ma´s adecuado de resolver un problema
de este tipo, puesto que es muy dif´ıcil ajustar los datos a un modelo lineal. Sin embargo, es un me´todo ampliamente
utilizado en geof´ısica, principalmente para problemas gravitatorios o de resistividad (e.g. Ambikasaran et al. [2013],
Bear et al. [1995], Fernandez Martinez et al. [2012], Saibaba and Kitanidis [2012]). En concreto, esta sera´ la razo´n por
la cual se basara´ la pequen˜a explicacio´n del problema inverso en la inversio´n lineal, adicionalmente al hecho de que no
es objeto de estudio del trabajo presentado y por lo tanto no se complicara´ el problema ma´s de lo necesario.
Una forma relativamente simple de resolver el problema de inversio´n, ser´ıa aplicar el me´todo de mı´nimos cuadrados,
que permite buscar el vector mj que minimiza el residuo, en concreto la norma L-2 del residuo (||r||2 = r21 +r22 +...+r2n).
Esto podr´ıa expresarse matema´ticamente como:
mi =
(
GTijGij
)−1
GTijdi (2.9)
Este modelo plantea problemas de aplicacio´n cuando la matriz GTijGij no es invertible (incluso siendo siempre
cuadrada), lo que ocurre muy comu´nmente en geof´ısica, principalmente debido a la existencia de una gran cantidad de
datos, que puede hacer que e´stos sean linealmente dependientes unos de otros y generen infinitas soluciones, o justo el
caso contrario, no tener suficientes datos que permitan limitar el nu´mero de soluciones. Por ello, es conveniente incluir
algunas consideraciones al me´todo de mı´nimos cuadrados que permitan limitar a una la solucio´n del problema. Entre
estas consideraciones an˜adidas se encuentran t´ıpicamente:
El modelo ma´s pequen˜o posible: En este caso, se considera que, de entre todas las posibles soluciones al problema
de inversio´n, se va a buscar aquella que tiene el menor taman˜o. Igual que anteriormente, se considerara´ la norma
L-2 para establecer el taman˜o del modelo. De esta forma, ahora se intentara´ minimizar ||r||2 + λ||m||2, donde
λ cumple la funcio´n de balancear la prioridad entre buscar un modelo que disminuya el residuo y ajustar dicho
modelo al de menor taman˜o posible.
Suavizar el modelo: Aqu´ı se minimizara´ ||Wm||2, donde W es una matriz de diferencias finitas que aproxima la
segunda derivada del modelo a lo largo de una determinada direccio´n por una expresio´n de primer orden.
El modelo ma´s pequen˜o posible con respecto a un modelo de referencia: De este modo, se minimizara´ ||r||2 +
λ||m−m0||2, donde m0 es el modelo de referencia, que en la pra´ctica suele ser un valor constante.
Generalmente, los dos u´ltimos casos suelen ser considerados simulta´neamente, con objeto de mejorar au´n ma´s
la simplificacio´n del nu´mero de soluciones del problema de inversio´n y conseguir una expresio´n general que pueda
utilizarse para un gran nu´mero de problemas de inversio´n lineal de cualquier tipo:
mj =
(
GTijGij + Cij
)−1 (
GTijdi + Cijm0
)
(2.10)
Donde Cij es la matriz resultado de aplicar el suavizado del modelo y el taman˜o ma´s pequen˜o con respecto a m0,
descrita por:
Cij = λαsWTsijWsij + λαxWTxijWxij + λαzWTzijWzij (2.11)
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2.2. Aproximacio´n 2.5D
En muchas aplicaciones geof´ısicas es comu´n encontrarse con estructuras geolo´gicas en el subsuelo cuya distribucio´n
de conductividad ele´ctrica es invariante en una de las tres dimensiones del espacio, incluso teniendo en cuenta que la
naturaleza del flujo de corriente ele´ctrica que es inyectado es tridimensional. Esto puede ocurrir en a´reas en las que
existan estructuras muy extensas en alguna direccio´n y que este´n formadas por el mismo material o la misma proporcio´n
de materiales (foliaciones: estructuras planares formadas por la alineacio´n de minerales en planos preferenciales a trave´s
de la roca).
En este estudio se considerara´ que la distribucio´n de conductividad ele´ctrica en el subsuelo es de este tipo, es decir,
a lo largo de una de las direcciones del espacio (en este caso concreto, sera´ la direccio´n y) la conductividad ele´ctrica
no var´ıa, y u´nicamente existira´ variabilidad de e´sta bajo las direcciones x y z, horizontal y vertical respectivamente
(ver Figura 2.2.1(a)).
(a) (b)
Figura 2.2.1: (a) Ejes coordenados 3D y (b) ejes resultantes de aplicar la transformacio´n de Fourier- coseno
Esto supondra´ que las estructuras sean infinitamente extensas en direccio´n y. De esta forma, y como se explicara´ en
la seccio´n 3, el campo de conductividades pasa a depender u´nicamente de dos variables (σ = σ(x, z)), aunque no ocurre
lo mismo con el campo de potencial ele´ctrico, que sigue siendo tridimensional. Ante esta situacio´n, Dey and Morrison
[1979b], Greenhalgh [2008], McGillivray [1992], Mundry [1984], Snyder [1976] y Trevino [1979] desarrollaron un me´todo
en el que, partiendo de la base de que las estructuras geolo´gicas son cuerpos bidimensionales (2D) infinitamente extensos
en una direccio´n del espacio y aplicando la transformacio´n de Fourier-coseno 1D definida en la Ecuacio´n (2.12) a lo
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largo de dicha direccio´n, consegu´ıan capturar las tres dimensiones (3D) de la f´ısica impl´ıcita en el problema (definida
por el campo de potencial ele´ctrico), reduciendo sustancialmente el coste computacional que supondr´ıa resolver el
problema directamente en 3D. Esta situacio´n intermedia entre 3D y 2D se denominara´ a partir de ahora 2.5D.
Se puede definir la transformada directa e inversa de Fourier- coseno 1D como:
φ¯(x, ω, z) =
∫ ∞
0
φ(x, y, z) cos(ωy)dy (2.12)
φ(x, y, z) =
2
pi
∫ ∞
0
φ¯(x, ω, z) cos(ωy)dω (2.13)
donde ω es la variable de Fourier (a partir de este momento nu´mero de onda o coeficiente de Fourier) asociada a la
coordenada y, φ(x, y, z) es el campo de potencial ele´ctrico en 3D, y φ¯(x, ω, z) es el campo de potencial ele´ctrico en
2.5D, es decir, en el dominio de Fourier.
La solucio´n presentada de esta forma es teo´ricamente exacta, pero, en la pra´ctica, ser´ıa preferible resolver la
transformacio´n de Fourier-coseno para un nu´mero reducido de coeficientes de Fourier, y no para un nu´mero infinito
de ellos (tal y como ocurre en las Ecuaciones (2.12) y (2.13)). Con este fin, Dey and Morrison [1979b], Pidlisecky
and Knight [2008] y Xu et al. [2000] han desarrollado diferentes sistemas para optimizar el nu´mero de coeficientes de
Fourier utilizados al aplicar la transformacio´n de Fourier-coseno, de forma que el algoritmo presentado ofrecera´ una
aproximacio´n a la solucio´n 3D. Por lo tanto, con el objetivo de obtener una buena aproximacio´n al problema 3D
sin emplear demasiado tiempo en resolverlo, se utilizara´n los coeficientes optimizados calculados por Pidlisecky and
Knight [2008] o Xu et al. [2000] (en funcio´n del caso de estudio).
Lo que se muestra en la Figura 2.2.1(b) es el resultado de aplicar la Ecuacio´n (2.12) sobre el problema. Aqu´ı aparecen
un nu´mero N de planos x−z (uno por cada coeficiente de Fourier empleado), en los que la distribucio´n de conductividad
ele´ctrica en x− z es ide´ntica para cada uno. Por lo tanto, lo que ocurre es que el problema original en 3D se ha visto
reducido a un conjunto de problemas en 2D (tantos como coeficientes de Fourier se empleen para resolverlo) en el
dominio de Fourier (2.5D), de modo que, resolviendo este conjunto de problemas y aplicando la Ecuacio´n (2.13),
sera´ posible obtener la aproximacio´n a la solucio´n 3D de la que se ha hablado anteriormente.
Este u´ltimo paso de aplicar la transformacio´n inversa de Fourier sera´ desarrollado ma´s en detalle en la seccio´n 3.9.
2.3. Teor´ıas de Modelado Nume´rico del Flujo de Corriente Ele´ctrica
2.3.1. Teor´ıa Equivalent Porous Media (EPM)
Los estudios existentes relacionados con el modelado nume´rico del flujo de corriente ele´ctrica en el subsuelo no
esta´n adaptados al trabajo en medios con presencia de fracturas. La mayor´ıa de ellos se basan en la discretizacio´n
de aproximaciones nume´ricas a la ecuacio´n modificada de Helmholtz, que se explicara´ en la siguiente seccio´n, usando
indistintamente me´todos de elementos finitos, diferencias finitas o volu´menes finitos (e.g. Dey and Morrison [1979b],
McGillivray [1992], Mundry [1984], Pidlisecky and Knight [2008], Ru¨cker et al. [2006], Snyder [1976], Trevino [1979]).
Adema´s, consideran u´nicamente aquellas heterogeneidades que esta´n por encima de un determinado taman˜o de celda
de la malla, de modo que las que son menores en taman˜o no son apreciables nume´ricamente. Con ello, es posible
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establecer un comportamiento continuo del campo ele´ctrico, que permite que dichas aproximaciones no sean muy
adecuadas para trabajar con fracturas, donde la relacio´n de resistividades ele´ctricas entre la matriz y el contenido
interior de la fractura puede ser de varios o´rdenes de magnitud, as´ı como ocurre con el taman˜o de las fracturas
comparado con el del dominio de estudio. Esta es la base de la teor´ıa EPM.
De esta forma, para conseguir un dominio homoge´neo en un medio con fracturas, se deber´ıa discretizar comple-
tamente el dominio con un taman˜o de celda que se corresponder´ıa con el taman˜o de la fractura ma´s pequen˜a, lo que
conllevar´ıa un elevado coste computacional y de tiempo para la resolucio´n de la distribucio´n de resistividad ele´ctrica
del subsuelo, incluso teniendo en cuenta que las te´cnicas de discretizacio´n y mallado han evolucionado mucho (te´cnicas
multigrid (Moucha and Bailey [2004], Tang et al. [2010])).
Con el objetivo de resolver este problema, diferentes autores han intentado plantear soluciones para calcular
la distribucio´n de resistividad ele´ctrica en terrenos con presencia de fracturas, entre las que se encuentran: a) la
homogeneizacio´n de las fracturas por debajo de un determinado taman˜o de celda de mallado, de forma que la red
de fracturas queda representada como un volumen representativo elemental (REV), reduciendo as´ı el nu´mero de
elementos que requieren ser modelados y permitiendo un mallado ma´s grueso que no implique problemas de elevado
coste computacional (Herwanger et al. [2004]). El problema aqu´ı es que se esta´ suponiendo que dicho REV funciona
como un todo, con unas propiedades homoge´neas y continuas, hecho que, en la realidad, no ocurre, excepto cuando se
trata de una red muy densa de fracturas; b) el uso de teor´ıas effective-medium y/o soluciones anal´ıticas, desarrolladas
para calcular diferentes propiedades ele´ctricas de las rocas con fracturas del subsuelo (Sævik et al. [2013], Sævik et al.
[2014]).
Este tipo de teor´ıas effective-medium se basan en la determinacio´n de diferentes propiedades de materiales com-
puestos por dos o ma´s componentes macrosco´picamente heteroge´neos, en los que, por lo tanto, la/s propiedad/es en
cuestio´n var´ıa/n en funcio´n del punto de observacio´n. Existe un amplio conjunto de estas teor´ıas, aunque se puede decir
que todas ellas coinciden en que el ca´lculo de dichas propiedades se realiza gracias a informacio´n sobre la geometr´ıa
de los componentes del material compuesto, proporcio´n de e´stos en el a´rea de estudio y propiedades individuales de
cada componente (Stroud [1998]). Con esta informacio´n, se presenta un modelo homoge´neo simplificado, con unas
propiedades ”efectivas”, que se resuelve normalmente. Es por ello que este tipo de soluciones, as´ı como las soluciones
anal´ıticas, no son adecuadas para situaciones reales de medios con fracturas, en las que no se puede determinar a
priori la geometr´ıa del problema, as´ı como tampoco se conocen los valores de conductividad o resistividad ele´ctrica
de los componentes o la composicio´n de los mismos. Estas aproximaciones manejan situaciones con redes de fracturas
simplificadas o idealizadas, que no se corresponden con las posibilidades existentes en la naturaleza.
En conclusio´n, las redes de fracturas representadas mediante este tipo de teor´ıas poseen unos valores de conduc-
tividad y resistividad ele´ctricas homoge´neos, algo que no es comu´n en situaciones reales, y que por tanto no permite
aplicarlas a escenarios en los que aparezcan rocas fracturadas en el subsuelo.
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2.3.2. Teor´ıas Dual Porosity (DP) y Discrete Fracture Network (DFN)
Pasando al campo de la hidrolog´ıa, es decir, al transporte de fluidos , existen varias teor´ıas que permiten modelar
el flujo de dichos fluidos (generalmente agua) en entornos rocosos con fracturas. Entre ellas podemos encontrar las dos
que se referencian en el t´ıtulo de esta seccio´n. Ambas son completamente compatibles entre s´ı, y de hecho se suelen
aplicar de forma simulta´nea.
En cuanto a la teor´ıa Dual Porosity (DP), simplemente considera que existen dos partes diferenciadas en el dominio
de estudio, una correspondiente a la matriz o roca madre, y otra correspondiente a la red de fracturas. Adema´s, aqu´ı se
considerara´ que las fracturas forman un conjunto continuo, con unas propiedades determinadas, y no se representara´n
como elementos individuales y diferenciables. Cada una de estas partes se caracteriza por una porosidad diferente, que
se relaciona con la permeabilidad fluida de la roca/fractura de forma directa. Concretamente, la matriz tendra´ una
muy baja permeabilidad al fluido, lo que hace que no circule fluido a trave´s de ella y funcione como una especie de
“almace´n”, y la red de fracturas poseera´ una elevada permeabilidad al fluido, que facilitara´ la fluencia de material a
lo largo de ella, funcionando por lo tanto como una canal de transporte. Esta teor´ıa es tanto ma´s adecuada cuanto
mayor sea la diferencia entre permeabilidades de las dos zonas citadas (Gautam and Mohanty [2004]). Aqu´ı adema´s
se establece un intercambio de fluido entre matriz y fractura que podr´ıa llegar a ocurrir en funcio´n de esa diferencia
de permeabilidades (menor diferencia, ma´s intercambio y viceversa), y que se modela mediante un coeficiente de
intercambio que aparecera´ en las ecuaciones del modelo (ver seccio´n 3.8).
Por otro lado, aparece la teor´ıa Discrete Fracture Network (DFN) (e.g. Cacas et al. [1990], Dverstorp and Andersson
[1989], Long and Billaux [1987]), mediante la cual se establece que el flujo de un determinado fluido se producira´ u´ni-
camente a trave´s de una red de fracturas claramente interconectadas entre s´ı, de forma que la matriz que las contiene
no permite la fluencia de dicho flujo a trave´s de ella. Adema´s, esta teor´ıa aporta una elevada simplificacio´n al modelo,
puesto que considera las fracturas como elementos geome´tricos sencillos, ya sean discos, l´ıneas o planos (e.g. Berrone
et al. [2015], De Dreuzy et al. [2013], Pichot et al. [2012]). Es por ello que se puede considerar una de las teor´ıas de
modelado de flujos fluidos ma´s utilizadas hasta la fecha para diferentes tipos de entornos rocosos con presencia de
fracturas (e.g. Painter and Cvetkovic [2005], Rogers et al. [2010]).
La suposicio´n de que el fluido u´nicamente circula a trave´s de una red de fracturas interconectadas es muy restrictiva,
aunque en hidrolog´ıa se puede justificar y es va´lida, debido a que la diferencia entre la transmitividad de las fracturas
y la permeabilidad fluida de la matriz puede ser de varios o´rdenes de magnitud, lo que supone que pra´cticamente no
existan filtraciones de fluido desde las fracturas hacia la matriz. Sin embargo, no es posible aplicar directamente la
teor´ıa DFN al modelado del flujo de corriente ele´ctrica, donde la diferencia de conductividades ele´ctricas entre matriz
y fracturas es, en el peor de los casos, de alrededor de dos o´rdenes de magnitud, de forma que no puede ignorarse la
contribucio´n de la matriz rocosa al flujo de corriente ele´ctrica, ya sea por filtraciones de flujo desde las fracturas o a
trave´s de fracturas no conectadas a la red principal o que ponen fin a una de ellas y deriva directamente a la matriz.
Con el objetivo de aunar las ventajas que presentan estas tres teor´ıas presentadas anteriormente (EPM, DP y DFN)
para el modelado del flujo de corriente ele´ctrica en el subsuelo, se pretende combinar el bajo coste computacional que
favorecen las teor´ıas DFN y DP con una representacio´n de la parte de la matriz rocosa (EPM) en casos en que la
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permeabilidad fluida de e´sta no pueda ser despreciada y exista intercambio de flujo entre ambas partes. Surge as´ı la
teor´ıa Discrete-Dual Porosity (DDP), propuesta en hidrolog´ıa para el modelado de flujos fluidos (Lee et al. [2001], Li
et al. [2008]). De esta forma, el flujo a trave´s de la red de fracturas es modelado gracias a la teor´ıa DFN, mientras
que aque´l que ocurre a trave´s de la matriz se modela gracias a las teor´ıas EPM y DP, es decir, se crea una malla no
demasiado fina en la que se aplican te´cnicas esta´ndar de elementos, diferencias o volu´menes finitos.
Las principal ventaja de esta teor´ıa es la posibilidad de considerar flujo a trave´s de cualquiera de las estructuras
existentes en el subsuelo, intercambia´ndose fluido entre unas y otras indistintamente. Este intercambio vendra´ regulado
por un coeficiente de intercambio de flujo, definido en la escala de la matriz rocosa. Por el contrario, actualmente uno de
los mayores problemas de esta teor´ıa se basa en la definicio´n de este coeficiente, puesto que lo que se ha implementado
hasta la fecha es una aproximacio´n al modelado del flujo de corriente ele´ctrica de la definicio´n del mismo en el a´mbito
de la hidrolog´ıa. Esta aproximacio´n no es muy adecuada en cuanto a que la diferencia entre conductividades ele´ctricas
en el primer caso es menor que la de conductividades hidra´ulicas en el segundo (ver seccio´n 3.8). Otro problema que se
presenta en la actualidad es la consideracio´n general de que no existe variacio´n de potencial ele´ctrico a lo largo de una
fractura dentro de una misma celda en las que se divide la matriz, lo que genera importante errores en el intercambio
de flujo de corriente ele´ctrica.
En este proyecto se presentara´, con el objetivo de llegar a un compromiso entre la reduccio´n del coste computacional
y la mejora de la precisio´n del problema, un modelo fruto de la aplicacio´n del algoritmo 2.5D explicado con anterioridad
en la seccio´n (2.2) sobre la teor´ıa DDP desarrollada por Roubinet and Irving [2014]. En particular, se expondra´ una
formulacio´n anal´ıtica para la variacio´n del potencial ele´ctrico a lo largo de la red de fracturas, que posteriormente se
integrara´ dentro de un modelo nume´rico basado en la te´cnica de volu´menes finitos para determinar el campo ele´ctrico
en la matriz rocosa. Esta modificacio´n de la teor´ıa DDP permitira´ reducir notablemente el coste computacional, por un
lado, debido a la reduccio´n procedente de la aplicacio´n de la teor´ıa DDP, y por otro lado, causado por la simplificacio´n
2.5D.
La resolucio´n del problema se llevara´ a cabo a trave´s de un co´digo en C++, de elaboracio´n propia, que permi-
tira´ calcular la distribucio´n de potencial ele´ctrico en el dominio de Fourier en cada uno de los planos generados tras
aplicar la transformacio´n definida en la Ecuacio´n (2.12). Una vez conseguido este conjunto de soluciones, se utilizara´ un
sencillo co´digo en Matlab®, que permitira´ aplicar la transformacio´n inversa de Fourier al conjunto formado por las
soluciones anteriores y que estara´ basado en las ecuaciones presentadas en las seccio´n 3.9.
En la validacio´n del modelo (seccio´n 4.1) se realizara´n diferentes comparaciones entre los resultados obtenidos por
la v´ıa anterior para el campo de potencial ele´ctrico y las expresiones anal´ıticas correspondientes, que se referenciara´n
a lo largo del desarrollo del trabajo. Adema´s, en esta seccio´n se presentara´ la oportunidad de elaborar un me´todo
adaptado a este caso particular para eliminar la singularidad presente en las ecuaciones que rigen el problema (seccio´n
B).
En cuanto a los resultados presentados en la seccio´n 4.2, la solucio´n para la distribucio´n de resistividad ele´ctrica en el
subsuelo con la que se comparara´n los resultados obtenidos a trave´s de los co´digos nombrados anteriormente sera´ una
solucio´n nume´rica calculada con COMSOL Multiphysics® en conjuncio´n con Matlab®. Una pequen˜a explicacio´n
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acerca de los co´digos utilizados se presenta en el ape´ndice D.
El trabajo publicado por Roubinet and Irving [2014] sirve como base para el desarrollo de la teor´ıa DDP de una
manera sencilla en dos dimensiones, y en este trabajo se ampliara´ dicha funcionalidad con la aplicacio´n del algoritmo
2.5D para calcular la distribucio´n de resistividad real en el subsuelo teniendo en cuenta la tridimensionalidad de los
entornos medioambientales simulados en este estudio. Por ello, cabe destacar el valor instructivo de este proyecto en
cuanto a la novedad de los conceptos expresados, que servira´n de base para futuros trabajos en el campo de la geolog´ıa
y la geof´ısica.
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3. Metodolog´ıa
Del mismo modo que al comienzo del manuscrito, a continuacio´n se plasmara´ brevemente la estructura que se
pretende seguir a la hora de desarrollar la formulacio´n del problema a lo largo de la seccio´n 3.
Utilizando las hipo´tesis presentadas durante la seccio´n 2, (2.5D y DDP), se pasara´ a aplicar dichas aproximaciones
a la ecuacio´n de conservacio´n de la carga o ecuacio´n de Poisson en 3D. Esto resultara´ en la generacio´n de un sistema
de ecuaciones lineales que permitira´ calcular el valor del potencial ele´ctrico en cada una de las celdas de la matriz,
as´ı como en todos los nodos que conforman la red de fracturas (secciones 3.5, 3.6 y 3.7). Adema´s, se hara´ referencia
a la nomenclatura utilizada espec´ıficamente para el desarrollo de las ecuaciones anteriores (seccio´n 3.4), as´ı como a la
definicio´n de diferentes conceptos o te´rminos necesarios para la comprensio´n del problema, como son el coeficiente de
intercambio αIJfm (seccio´n 3.8) y la transformacio´n inversa de Fourier (seccio´n 3.9).
Como aportacio´n a la mejora de los resultados presentados en la seccio´n 4.2, se planteara´ una solucio´n al problema
de la singularidad existente en el punto de inyeccio´n (seccio´n 3.2), solucio´n que sera´ posteriormente verificada en la
presentacio´n de resultados.
3.1. Planteamiento General del Problema
En esta seccio´n se presentara´n las ecuaciones y expresiones que van a regir el problema de estudio, siguiendo la
estructura de desarrollo que se plantea en Roubinet and Irving [2014].
Como se detalla en la seccio´n 2.1.1, el me´todo de medicio´n utilizado como base experimental para futuras aplicacio-
nes es el me´todo ERT, en el que se disponen cuatro electrodos (dos de intensidad y dos de potencial) a lo largo de una
l´ınea en la superficie del terreno. A modo de simplificacio´n, y sabiendo que las ecuaciones presentadas a continuacio´n
presentan un comportamiento lineal, se utilizara´ el principio de superposicio´n para u´nicamente calcular la distribucio´n
de potencial debida a una sola fuente de intensidad, pudiendo posteriormente superponer dos soluciones de este tipo
para generar el problema completo, como se muestra en la Figura (3.1.1). Esto viene motivado principalmente por las
condiciones de contorno utilizadas en el problema, cuya definicio´n se detalla en el ape´ndice C.
Figura 3.1.1: Superposicio´n de problemas de una u´nica inyeccio´n(con posiciones de fuente segu´n Figura (2.1.3)
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3.2. Formulacio´n del Problema
El flujo de corriente ele´ctrica bajo condiciones estacionarias estara´ gobernado por la ecuacio´n de Poisson (conser-
vacio´n de la carga), dada en 3D por:
−∇ ·
[
σ(x, y, z)~∇φ(x, y, z)
]
= Iδ(x− x0)δ(y − y0)δ(z − z0) (3.1)
En la Ecuacio´n (3.1), σ(x, y, z) es la distribucio´n de conductividad ele´ctrica del medio (S m−1, S: Siemens), I es la
corriente inyectada desde un punto del dominio (A, A: Amperios) y φ(x, y, z) es el campo de potencial ele´ctrico para
el cual se va a resolver el problema (V, V: Voltios). Adema´s, (x0, y0, z0) es la posicio´n de la fuente de intensidad y
δ(x− x0)δ(y − y0)δ(z − z0) es la funcio´n delta de Dirac centrada en la posicio´n de dicha fuente (m−3).
Con el objetivo de poder aplicar la transformacio´n de Fourier definida en las Ecuaciones (2.12) y (2.13), se conside-
rara´ constante la conductividad del medio en la direccio´n y, de modo que ∂σ(x, y, z)/∂y = 0, lo que permite reescribir
la Ecuacio´n (3.1) como:
−∇ ·
[
σ(x, z)~∇φ(x, y, z)
]
= Iδ(x− x0)δ(y − y0)δ(z − z0) (3.2)
De esta forma, se reduce la complejidad del campo de conductividad ele´ctrica, que ahora estara´ formado por estructuras
geolo´gicas infinitamente largas en la direccio´n del eje y, como se describe en la seccio´n 2.2.
Aplicando la transformacio´n definida en la Ecuacio´n (2.12) a la Ecuacio´n (3.2), se puede reducir el problema 3D
para el campo de potencial ele´ctrico presentado en la Ecuacio´n (3.1) a una serie de problemas 2D en el dominio de
Fourier, tantos como nu´meros de onda se tomen, descritos por la siguiente ecuacio´n:
−∇
[
σ(x, z)~∇φ¯(x, ω, z)
]
+ ω2σ(x, z)φ¯(x, ω, z) = Iδ(x− x0)δ(z − z0)
∫ ∞
0
δ(y − y0) cos(ωy)dy (3.3)
Teniendo en cuenta que nuestro problema es sime´trico en torno al plano x− z que pasa por el punto de inyeccio´n, y0,
se puede considerar que la transformada de Fourier-coseno de la funcio´n delta de Dirac en y0 viene dada por:∫ ∞
−∞
δ(y − y0) cos(ωy)dy = 2
∫ ∞
0
δ(y − y0) cos(ωy)dy (3.4)
Adema´s, considerando la definicio´n de la propia funcio´n delta de Dirac, se puede establecer que:∫ ∞
−∞
δ(y − y0) cos(ωy)dy = cos(wy0) (3.5)
Por lo tanto, el problema general en 2.5D vendra´ expresado por:
−∇
[
σ(x, z)~∇φ¯(x, ω, z)
]
+ ω2σ(x, z)φ¯(x, ω, z) =
I
2
cos(ωy0)δ(x− x0)δ(z − z0) (3.6)
Donde los operadores divergencia y gradiente esta´n definidos en 2D como ∇ = ( ∂∂x + ∂∂z ) y ~∇ = ( ∂∂x , ∂∂z ) respectiva-
mente.
Con objeto de simplificar el problema, en adelante se asumira´ que la fuente de intensidad esta´ localizada en la
posicio´n y0 = 0. Esto es va´lido desde un punto de vista f´ısico, puesto que el problema siempre puede ser analizado
considerando que el plano y = 0 es donde se situ´a la fuente, pero adema´s se hace por una cuestio´n pra´ctica, que
permite simplificar la solucio´n del problema, como se explicara´ en el ape´ndice A.
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Esta simplificacio´n lleva a una expresio´n final para el campo de potencial ele´ctrico en el dominio de Fourier descrita
mediante la siguiente expresio´n:
−∇ ·
[
σ(x, z)~∇φ¯(x, ω, z)
]
+ ω2σ(x, z)φ¯(x, ω, z) =
I
2
δ(x− x0)δ(z − z0) (3.7)
Como se puede apreciar, la Ecuacio´n (3.7) es una ecuacio´n diferencial el´ıptica (la ecuacio´n de Poisson), aunque en
esta caso, en el dominio de Fourier. Este tipo de ecuaciones, cuando la fuente no es ide´nticamente nula (ecuacio´n de
Poisson), presentan una singularidad puntual, localizada exactamente en el punto de inyeccio´n de la corriente ele´ctrica,
comportamiento descrito en la ecuacio´n (A.4) por la funcio´n de Bessel modificada del segundo tipo de orden 0, K0(f).
Esta funcio´n, que tiende a infinito en el punto designado f (en este caso x0 = 0 y z0 = 0), provoca que no exista
solucio´n nume´rica para dicho punto y sea necesario aproximar nume´ricamente el resultado aqu´ı.
Es por eso que diferentes autores han desarrollado una serie de me´todos orientados a eliminar este punto singular
y su influencia en la solucio´n general del problema. Dichos algoritmos esta´n basados en los me´todos de elementos
y diferencias finitas (e.g. Li and Spitzer [2002], Lowry et al. [1989], McGillivray [1992], Ru¨cker et al. [2006], Zhao
and Yedlin [1996]), de modo que, en el ape´ndice A, se presentara´ una adaptacio´n de estos algoritmos al me´todo de
volu´menes finitos, en el que se basa gran parte de este trabajo.
Es importante notar que, como se vio en la seccio´n 2.2, tras la transformacio´n, el problema ha sido modificado
notablemente. En primer lugar, se han reducido en una unidad las dimensiones de las estructuras geolo´gicas posibles
en cuanto a la distribucio´n de conductividad ele´ctrica en el subsuelo, pasando de estructuras tridimensionales a
bidimensionales. En segundo lugar, se ha reducido el problema 3D para el campo de potencial ele´ctrico a uno ma´s
manejable desde el punto de vista computacional.
De esta forma y teniendo en cuenta la f´ısica impl´ıcita en la transformacio´n de Fourier, se han generado una serie
de problemas en 2D en el dominio de Fourier, (uno para cada nu´mero de onda, basados en la Ecuacio´n (3.7)) que
han de ser resueltos individualmente. Con la solucio´n de cada uno de estos problemas se podr´ıa formar un paquete de
soluciones de Fourier para el campo de potencial ele´ctrico que, mediante la aplicacio´n de la Ecuacio´n (2.13), podr´ıan
dar lugar a una aproximacio´n al campo de potencial ele´ctrico que se obtendr´ıa al realizar la resolucio´n directa del
problema en 3D.
Tal y como se expreso´ en la seccio´n 2, la resolucio´n directa en 3D es muy costosa computacionalmente, de modo
que a continuacio´n se presentara´ la alternativa propuesta para el estudio de medios rocosos con presencia de fracturas
haciendo uso de las ecuaciones planteadas en esta misma seccio´n y tomando como base el modelo DDP, descrito para
el caso bidimensional por Roubinet and Irving [2014].
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3.3. Estrategia de Modelado del Problema
Figura 3.3.1: Discretizacio´n del modelo DDP propues-
to. La matriz se divide en bloques regulares (cuadrados
azules), identificados por los ı´ndices (I,J), donde las frac-
turas son representadas por elementos 1-D que se subdi-
viden en segmentos (l´ıneas negras), los cuales esta´n deli-
mitados por nodos (c´ırculos numerados). Los nodos pue-
den ser intersecciones entre el l´ımite de un bloque y una
fracturas (puntos negros), intersecciones entre fracturas
(punto verde) o extremos de fractura (puntos rojos)
El problema de estudio desarrollado consiste en modelar el flujo
de corriente ele´ctrica a trave´s de un medio rocoso en el que existen
fracturas. Esto requerira´ considerar una propagacio´n de intensidad
de corriente a trave´s de las distintas estructuras geolo´gicas, es decir,
fracturas y matriz. Como se explico´ en la seccio´n 2.3.2, la diferencia
de conductividades ele´ctricas entre fracturas y matriz en el modelado
del flujo de corriente ele´ctrica no es mayor a dos o´rdenes de magnitud,
por lo que no se puede considerar que u´nicamente exista flujo a trave´s
de la red de fracturas del subsuelo, sino que la corriente fluye a trave´s
de matriz y red de fracturas indistintamente.
De este modo, para captar el comportamiento del flujo de co-
rriente ele´ctrica en todas las escalas presentes en el problema, se
aplicara´ la conservacio´n de la carga descrita en la Ecuacio´n (3.7)
de forma separada en cada una de ellas, a saber, fracturas, red de
fracturas y matriz. Adema´s, el intercambio de flujo entre fracturas
y matriz se modela a trave´s de la diferencia de potencial existente
entre ambas y gracias a un coeficiente de intercambio definido en la
seccio´n 3.8.
Para ello, se seguira´n los siguientes pasos, desarrollados ma´s en detalle en las secciones correspondientes:
1. Obtencio´n de una expresio´n anal´ıtica para el potencial ele´ctrico a lo largo de un segmento de fractura, conside-
rando la posibilidad de intercambio de flujo entre fractura y matriz (seccio´n 3.5).
2. Desarrollo de un sistema de ecuaciones lineales que describa la conservacio´n de la carga en la escala de la red de
fracturas, considerando del mismo modo que anteriormente intercambio entre fracturas y matriz. Se utilizara´ un
teor´ıa DFN modificada, apoya´ndose en los resultados obtenidos del paso 1 (seccio´n 3.6).
3. Desarrollo de otro sistema de ecuaciones lineales que completa al obtenido en el paso 2, describiendo la conserva-
cio´n de la carga en la escala de la matriz, existiendo intercambio de flujo entre matriz y fracturas. Se utilizara´ una
teor´ıa modificada del me´todo de volu´menes finitos basada en los resultados del paso 1 (seccio´n 3.7).
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3.4. Nomenclatura y Discretizacio´n del Modelo
El nuevo concepto dimensional del problema, surgido de aplicar la transformacio´n de Fourier-coseno al problema
3D inicial, permite escribir cada uno de los problemas de Fourier generados como dominios bidimensionales (planos
x − z y fracturas unidimensionales que se extienden infinitamente en la direccio´n y del espacio. Es por ello que la
discretizacio´n del dominio de estudio se puede subdividir igualmente en escalas de actuacio´n.
1. Escala de la Matriz Se discretizara´ en bloques o celdas regulares, en este caso en cuadrados, identificados por
los ı´ndices (I, J), donde I = 1, ..., NX y J = 1, ..., NY , siendo NX y NY el nu´mero de bloques en la direccio´n x
y z respectivamente.
2. Escala de la fractura Las fracturas dentro del dominio vienen representadas por elementos unidimensionales
divididos en segmentos delimitados por nodos. Como se observa en la Figura 3.3, se puede distinguir entre tres
tipos de nodos: a) nodos 1, 6, 7, 9, 10, 12 de extremos de fractura (c´ırculos rojos); b) nodos 2, 4, 5, 8, 11 de
interseccio´n entre fractura y bloque de matriz (c´ırculos negros); c) nodo 3 de interseccio´n entre fracturas (c´ırculo
amarillo).
Figura 3.4.1: Zoom del bloque (2,2) de la matriz de la
Figura 3.3, mostrando u´nicamente el segmento de fractu-
ra que une los nodos 8 y 9. Los nodos que delimitan el
segmento kesimo esta´n localizados en xk = 0 y xk = Lk,
donde Lk es la longitud del segmento en cuestio´n y xk
denota la variable espacial 1-D a lo largo del mismo. La
conductividad ele´ctrica del segmento viene dada por σkf ,
la apertura de la fractura por bkf y el potencial ele´ctrico
por φ¯kf = φ¯
k
f (xk). Los valores ϕ
ik
f y ϕ
jk
f esta´n referidos
al valor del potencial ele´ctrico en xk = 0 y xk = Lk res-
pectivamente. En la escala de la matriz, σIJm , φ¯
IJ
m y α
IJ
fm
sirven para definir la conductividad ele´ctrica del bloque,
el potencial ele´ctrico del bloque y el coeficiente de inter-
cambio del bloque respectivamente.
Adema´s, las magnitudes utilizadas en la resolucio´n de cada uno
de estos problemas sera´n magnitudes definidas en el dominio de Fou-
rier, de forma que su sentido f´ısico ya no es el mismo que antes de
aplicar la transformacio´n, por lo que se denotara´n de forma diferente
a las magnitudes tridimensionales, generalmente con determinados
s´ımbolos colocados sobre la magnitud particular.
En cuanto a la numeracio´n de los segmentos, tal y como se ilustra
en la Figura 3.4, e´stos vienen definidos por un ı´ndice, k, y los nodos
que los delimitan, ik y jk. Adema´s, cada segmento esta´ caracterizado
por una apertura bkf (m) y una conductividad ele´ctrica σ
k
f (S·m−1).
El potencial ele´ctrico a lo largo de un segmento se denota por φ¯kf y
el valor del mismo en los nodos de los extremos por ϕikf y ϕ
jk
f .
En la escala de la matriz, se puede definir una conductividad
ele´ctrica y un potencial ele´ctrico del bloque, denotados por σIJm
(S·m−1) y φ¯IJm respectivamente (Figura (3.4)). Es importante no-
tar que en el desarrollo posterior del problema, aquellas magnitudes
que presenten ı´ndices en minu´scula (ik, jk) describen la magnitud en
los nodos ik, jk, mientras que aquellas que se nombren con ı´ndices en
mayu´scula (I, J) denotan el valor de la magnitud en el bloque (I, J) de la escala de la matriz. Adema´s, se utilizara´ la
denominacio´n de volumen de control (VIJ) en referencia a cada bloque de la matriz para que la notacio´n sea coherente
con el me´todo de volu´menes finitos utilizado.
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3.5. Expresio´n Anal´ıtica para el Potencial Ele´ctrico a lo largo de un Segmento de
Fractura
Considerando un segmento de fractura 2-D, k, delimitado por dos nodos, ik y jk, con conductividad ele´ctrica σ
k
f
constante en toda su longitud Lk, con un ancho (apertura) b
k
f y teniendo en cuenta que no existe te´rmino fuente en
este caso, es posible aplicar la Ecuacio´n (3.7) de conservacio´n de la carga en 2.5D para determinar la variacio´n de
potencial ele´ctrico a lo largo de la longitud del segmento (φ¯kf (xk, ω)):
−σkf
∂2φ¯kf
∂x2k
− σkf
∂2φ¯kf
∂z2k
+ ω2σkf φ¯
k
f = 0 (3.8)
Donde xk e zk son las variables espaciales que describen la geometr´ıa de la fractura, variando de la siguiente forma:
xk = 0, ..., Lk e zk = 0, ..., b
k
f .
Integrando a lo largo de la direccio´n yk podemos simplificar la ecuacio´n anterior, teniendo en cuenta que el segmento
tiene una apertura dada por bkf :
−σkf
∫ bkf
0
(
∂2φ¯kf
∂x2k
− ∂
2φ¯kf
∂z2k
)
dzk + σ
k
f
∫ bkf
0
ω2φ¯kfdzk = 0 (3.9)
−σkf
∂2φ¯kf
∂x2k
bkf − σkf
∂φ¯kf
∂zk
∣∣∣∣∣
bkf
0
+ σkfω
2
∫ bkf
0
φ¯kfdzk = 0 (3.10)
Como se establece en la seccio´n 3.3, el intercambio de flujo de corriente ele´ctrica entre fracturas y matriz se modelara´ a
trave´s de la diferencia de potencial entre ambas. De esta forma, se establecera´ que el segundo te´rmino de la Ecuacio´n
(3.10) simboliza el intercambio de flujo de corriente ele´ctrica entre fractura y matriz, producido a lo largo de la zona
de contacto entre ambas. Por lo tanto:
Q¯fm = −σkf
∂φ¯kf
∂zk
∣∣∣∣∣
bkf
0
= −αIJfm
(
φ¯IJm − φ¯kf
)
(3.11)
Donde φ¯IJm es el potencial del bloque de la matriz en el que se encuentra el segmento de fractura analizado y α
IJ
fm
es el coeficiente de intercambio entre fractura y matriz, definido sobre la escala de la matriz y del que se hablara´ en
la seccio´n 3.8, de forma que Q¯fm representa el propio intercambio de flujo corriente ele´ctrica, haciendo las veces de
fuente/sumidero de corriente ele´ctrica.
Adema´s, se considerara´ que el te´rmino integral de la Ecuacio´n (3.10) se puede aproximar por el valor medio del
potencial ele´ctrico con respecto a la direccio´n zk, eliminando as´ı la dependencia con dicha direccio´n del potencial
ele´ctrico a lo largo del segmento: ∫ bkf
0
φ¯kfdzk = φ¯
k
fb
k
f (3.12)
Por lo tanto, la ecuacio´n de conservacio´n de la carga en 2.5D para el segmento presentado puede reescribirse como:
−σkf
∂2φ¯kf
∂x2k
− α
IJ
fm
bkf
(
φ¯IJm − φ¯kf
)
+ σkfω
2φ¯kf = 0 (3.13)
O tambie´n:
−σkf∇2φ¯kf (xk, ω) + ω2σkf φ¯kf (xk, ω) = −Q¯fm (3.14)
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El signo con el que se define el te´rmino fuente Q¯fm es completamente arbitrario, pero debe ser coherente en todo
caso entre matriz y fractura, de modo que, en el caso de que la corriente fluya desde la fractura hacia la matriz, Q¯fm
se define como positiva. Consecuentemente, cuando la corriente fluye desde la matriz hacia la fractura, se definira´ Q¯fm
como negativa. Independientemente de en que´ escala se analice el problema, siempre se debe mantener este criterio.
Continuando con el desarrollo del problema, es posible reorganizar la Ecuacio´n (3.13) para resolverla ma´s fa´cilmente
como una ecuacio´n diferencial ordinaria lineal:
∂2φ¯kf
∂x2k
− (ω2 + ΓkIJ) φ¯kf = −ΓkIJ φ¯IJm (3.15)
Donde:
ΓkIJ =
αIJfm
σkf b
k
f
(3.16)
Resolviendo esta ecuacio´n mediante la descomposicio´n en solucio´n homoge´nea y particular, es posible obtener la
siguiente expresio´n:
φ¯kf (xk, ω) = C1 exp
(√
ΓkIJ + ω
2xk
)
+ C2 exp
(
−
√
ΓkIJ + ω
2xk
)
+
ΓkIJ
ΓkIJ + ω
2
φ¯IJm (3.17)
Para calcular C1 y C2 es necesario hacer uso de las condiciones de contorno para los nodos de los extremos del
segmento de fractura analizado. De esta forma y como se observa en la Figura 3.4, el valor del potencial ele´ctrico en
dichos puntos viene dado por condiciones Dirichlet tales que φ¯kf (xk = 0, ω) = ϕ
ik
f y φ¯
k
f (xk = Lk, ω) = ϕ
jk
f . Por lo
tanto, las constantes C1 y C2 de la Ecuacio´n (3.17) vienen dadas por:
C1 = ϕ
ik
f − C2 −
ΓkIJ
ΓkIJ + ω
2
φ¯IJm (3.18)
C2 =
ϕjkf −
(
ϕikf − φ¯IJm Γ
k
IJ
ΓkIJ+ω
2
)
exp
(√
ΓkIJ + ω
2Lk
)
− ΓkIJ
ΓkIJ+ω
2 φ¯
IJ
m
γ(Lk)
(3.19)
Donde:
γ(xk) = exp
(
−
√
ΓkIJ + ω
2xk
)
− exp
(√
ΓkIJ + ω
2xk
)
(3.20)
De este modo, sustituyendo ambos valores en la Ecuacio´n (3.17), es posible obtener una expresio´n anal´ıtica para
el campo de potencial ele´ctrico a lo largo de un segmento de fractura, el cual dependera´ u´nicamente del valor del
potencial ele´ctrico en sus extremos (ϕikf y ϕ
jk
f ), as´ı como del valor del potencial ele´ctrico en el bloque de la matriz que
lo contiene (φ¯IJm ).
φ¯kf (xk, ω) = β(xk)ϕ
ik
f +
γ(xk)
γ(Lk)
ϕjkf +
ΓkIJ
ΓkIJ + ω
2
(
1− β(xk)− γ(xk)
γ(Lk)
)
φ¯IJm (3.21)
Donde:
β(xk) = exp
(√
ΓkIJ + ω
2xk
)
− γ(xk)
γ(Lk)
exp
(√
ΓkIJ + ω
2Lk
)
(3.22)
Esta expresio´n es el paso previo para integrar el intercambio de flujo de corriente ele´ctrica entre fractura y matriz
dentro de una teor´ıa DFN modificada en la escala de la fractura y una teor´ıa de volu´menes finitos tambie´n modificada
en la escala de la matriz.
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3.6. Modelo DFN Modificado para la Red de Fracturas
En hidrolog´ıa, la teor´ıa de modelado DFN se basa en el principio de conservacio´n de la masa en cada una de las
intersecciones entre distintas redes de fracturas (e.g. Berkowitz [2002], Moreno and Neretnieks [1993]). Trasladando
este concepto al modelado del flujo de corriente ele´ctrica, se buscara´ aplicar la conservacio´n de la carga en cada una de
dichas intersecciones. Esto se llevara´ a cabo mediante la integracio´n de la Ecuacio´n (3.7), en la escala de la fractura,
en torno a un volumen de control definido por Vi, donde estara´ contenido el nodo de la interseccio´n, i.∫
Vi
[
−∇ ·
(
σkf ~∇φ¯kf
)
+ ω2σkf φ¯
k
f
]
dV = 0 (3.23)
Figura 3.6.1: Zoom del bloque (1,2) de la matriz de la
Figura (3.3) que muestra la interseccio´n localizada en el
nodo 3. Esta interseccio´n es compartida por los segmentos
k = 1, 2, 3 y 4, caracterizados por su segundo nodo jk =
2, 4, 7 y 8. Cada segmento posee su propia apertura (bkf ),
conductividad ele´ctrica (σkf ) y potencial ele´ctrico (φ¯
k
f =
φ¯kf (xk)).
Como se puede observar, dado que se trata de una situacio´n en
la que no existen fuentes o sumideros de corriente ele´ctrica sino u´ni-
camente flujos entrantes o salientes en el nodo de interseccio´n, el
te´rmino fuente no existe en este caso. Adema´s, al tratarse de una
superficie cerrada la que forma el volumen de integracio´n, es posible
aplicar el Teorema de Gauss al primer te´rmino de la Ecuacio´n (3.23),
relacionando la integral de volumen de la divergencia de un campo
vectorial (en este caso el potencial ele´ctrico) con el flujo de dicho
campo vectorial a trave´s de la superficie cerrada que conforma dicho
volumen, de forma que:∫
Vi
[
−∇ ·
(
σkf ~∇φ¯kf
)
+ ω2σkf φ¯
k
f
]
dV = −
∫
Si
σkf ~∇φ¯kf~nSidS+
∫
Vi
ω2σkf φ¯
k
fdV = 0
(3.24)
Donde Si es la superficie que delimita el volumen de control Vi y ~nSi
es el vector unitario orientado hacia el exterior de dicha superficie.
Considerando ahora que el nodo de interseccio´n i es compartido por un nu´mero de segmentos de fractura Ni, los
cuales se identifican por su nodo extremo jk, y teniendo en cuenta que dichos segmentos tienen una apertura b
k
f y una
conductividad ele´ctrica σkf , la Ecuacio´n (3.24) puede aproximarse por:
Ni∑
k=1
bkfσ
k
f
(
ω2Lk φ¯
k
f
∣∣
xk=0
− ∂φ¯
k
f
∂xk
∣∣∣∣∣
xk=0
)
= 0 (3.25)
A modo de ejemplo, la Figura (3.6), que representa un zoom del bloque (1,2) de la Figura (3.3), muestra la interseccio´n
entre dos fracturas en el nodo 3. Este nodo aparece como el extremo compartido de cuatro segmentos, distinguidos
por su segundo nodo (jk = 2, 4, 7, y 8) y numerados como k = 1, 2, 3 y 4, respectivamente. Cada segmento de
fractura se caracteriza por una apertura constante bkf y una conductividad ele´ctrica σ
k
f , tambie´n constante, adema´s de
un potencial ele´ctrico variable a lo largo de su longitud, φ¯kf = φ¯
k
f (xk). Para este caso particular, la conservacio´n de la
carga viene dada por la Ecuacio´n (3.25) con Ni = 4.
En la formulacio´n cla´sica del modelo DFN, la variacio´n del potencial ele´ctrico entre los nodos extremos de un
segmento de fractura es lineal entre ambos, puesto que no existe ningu´n tipo de intercambio de flujo entre matriz y
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fractura. Por el contrario, en la modificacio´n que se plantea al modelo DFN, se debe tener en cuenta este intercambio.
Es por esto que, para considerar dicho intercambio, se va a introducir la expresio´n anal´ıtica para el potencial ele´ctrico
presentada en la Ecuacio´n (3.21) en el ca´lculo del flujo de potencial ele´ctrico a trave´s de la interseccio´n (
∂φ¯kf
∂xk
) que
aparece en la Ecuacio´n (3.25). Esto conduce a la siguiente expresio´n:
∂φ¯kf
∂xk
= aikϕ
ik
f + ajkϕ
jk
f + aIJ φ¯
IJ
m (3.26)
Donde:
aik =
√
ΓkIJ + ω
2 exp
(√
ΓkIJ + ω
2xk
)
+ λ(xk)γ(Lk)
√
ΓkIJ + ω
2 exp
(√
ΓkIJ + ω
2Lk
)
ajk = − λ(xk)γ(Lk)
√
ΓkIJ + ω
2
aI,J =
ΓkIJ√
ΓkIJ+ω
2
{
− exp
(√
ΓkIJ + ω
2xk
)
+ λ(xk)γ(Lk)
[
1− exp
(√
ΓkIJ + ω
2Lk
)]}
(3.27)
Con:
λ(xk) = exp
(√
ΓkIJ + ω
2xk
)
+ exp
(
−
√
ΓkIJ + ω
2xk
)
(3.28)
Combinando las Ecuaciones (3.25) y (3.26) para cada uno de los nodos de interseccio´n presentes en el dominio, es
posible obtener un sistema de ecuaciones en el que las inco´gnitas son los valores del potencial ele´ctrico en los nodos
extremos de los segmentos de las fracturas (ϕikf y ϕ
jk
f ) y en los bloques de la matriz (φ¯
IJ
m ). El resultado vendr´ıa dado
por:
Ni∑
k=1
bkfσ
k
f
{(
ω2Lkβ(xk)− aik
)
ϕikf +
(
ω2Lk
γ(xk)
γ(Lk)
− ajk
)
ϕjkf +
[
ω2Lk
ΓkIJ
ΓkIJ + ω
2
(
1− β(xk)− γ(xk)
γ(Lk)
)
− aIJ
]
φ¯IJm
}
(3.29)
Es importante notar que el sistema de ecuaciones que se presenta en la Ecuacio´n (3.29) no es completo, es decir, hay
ma´s inco´gnitas que ecuaciones. Dicho sistema se vera´ complementado con la adicio´n de ecuaciones relacionadas con la
aplicacio´n de la conservacio´n de la carga en la escala de la matriz, como se vera´ posteriormente en la seccio´n 3.7.
3.7. Modelo de Volu´menes Finitos Modificado en la Escala de la Matriz
Del mismo modo que en la seccio´n 3.5, en esta ocasio´n se aplicara´ la Ecuacio´n (3.7) de conservacio´n de la carga
a la escala de la matriz con el objetivo de completar el sistema de ecuaciones presentado en la seccio´n anterior. Para
ello, se integrara´ dicha ecuacio´n en torno a un volumen de control VIJ (correspondiente a cada una de las celdas en las
que se ha discretizado la matriz), teniendo en cuenta que cada bloque de la matriz tendra´ una conductividad ele´ctrica
constante dada por σm. De este modo:
−
∫
VIJ
∇ ·
(
σm~∇φ¯IJm
)
dV +
∫
VIJ
ω2σmφ¯
IJ
m dV =
∫
VIJ
Q¯fmdV (3.30)
En esta expresio´n, el signo del te´rmino fuente Q¯fm es positivo, al contrario que en la Ecuacio´n (3.14), puesto que
la definicio´n de Q¯fm considera positivo el flujo de corriente ele´ctrica que circula desde la fractura hasta la matriz, y
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al mirar el problema desde la escala de la matriz, lo que antes era un sumidero de corriente para la fractura (signo
negativo) se convierte en una fuente para la matriz (signo positivo).
Para simplificar el seguimiento del desarrollo de esta ecuacio´n, es preferible tratar en primer lugar el lado izquierdo
de la igualdad, y posteriormente el derecho. De este modo:
Te´rmino de la izquierda: Del mismo modo que en la seccio´n anterior, se aplicara´ el Teorema de Gauss al
primer te´rmino del lado izquierdo, de forma que el resultado final vendra´ dado por:
−
∫
VIJ
∇ ·
(
σm~∇φ¯IJm
)
dV +
∫
VIJ
ω2σmφ¯
IJ
m dV = −
∫
SIJ
(
σm~∇φ¯IJm
)
· ~nSIJdS +
∫
VIJ
ω2σmφ¯
IJ
m dV (3.31)
Donde SIJ es la superficie cerrada que delimita el volumen de control VIJ , y ~nSIJ es el vector unitario orientado
hacia el exterior de dicha superficie.
Procediendo de esta forma, no es posible conseguir una expresio´n anal´ıtica para el potencial ele´ctrico en la
matriz, por lo que es necesario utilizar un me´todo de discretizacio´n, en este caso el me´todo de volu´menes finitos,
para obtener una ecuacio´n con la que poder modelar el flujo de corriente ele´ctrica a trave´s de ella. Por lo tanto,
discretizando el problema mediante el me´todo de volu´menes finitos, es posible obtener una expresio´n discreta
para la Ecuacio´n (3.31). Dicha expresio´n tiene en cuenta la interaccio´n de cada celda de la matriz con aquellas
que la rodean, y viene dada por:
−
∫
SIJ
(
σm~∇φ¯IJm
)
· ~nSIJdS +
∫
VIJ
ω2σmφ¯
IJ
m dV = (3.32)
= CI,J(σm)φ¯
I,J
m + CI−1,J(σm)φ¯
I−1,J
m + CI+1,J(σm)φ¯
I+1,J
m + CI,j−J(σm)φ¯
I,J−1
m + CI,J+1(σm)φ¯
I,J+1
m
Donde los ı´ndices I, J representan la posicio´n que ocupa la celda en la discretizacio´n de la matriz segu´n la Figura
(3.3) y los coeficientes CI,J(σm), CI−1,J(σm), CI+1,J(σm), CI,J−1(σm) y CI,J+1(σm) se definen como:
CI−1,J(σm) = −∆z∆xHm(I−1,J),(I,J) CI+1,J(σm) = −∆z∆xHm(I+1,J),(i,j)
CI,J−1(σm) = −∆x∆zHm(I,J−1),(I,J) CI,J+1(σm) = −∆x∆zHm(I,J+1),(I,J)
CI,J(σm) = −CI−1,J(σm)− CI+1,J(σm)− CI,J−1(σm)− CI,J+1(σm) + ω2σm∆x∆z
(3.33)
Siendo ∆x y ∆z las longitudes del bloque en cuestio´n en las direcciones x y z respectivamente, y H la media
armo´nica de los valores de conductividad ele´ctrica de las celdas adyacentes a la celda I, J . Se utilizara´ la media
armo´nica definida en Pidlisecky and Knight [2008]:
Hm1,2 =
∆x1 + ∆x2
∆x1
σ1m
+ ∆x2σ2m
(3.34)
Como se establece en la seccio´n 3.3, todas las celdas son regulares, de modo que ∆x1 = ∆x2 por lo que, la
expresio´n anterior se puede reescribir como:
Hm1,2 =
2
1
σ1m
+ 1σ2m
(3.35)
Siendo las celdas 1 y 2 adyacentes entre s´ı.
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Te´rmino de la derecha (te´rmino fuente): Como se dijo anteriormente, el te´rmino fuente Q¯fm simboliza el
intercambio de flujo de corriente ele´ctrica entre fractura y matriz, que u´nicamente se produce a trave´s de los
segmentos de fractura que se encuentran localizados en el mismo volumen de control VIJ que se esta´ analizando.
Por lo tanto, el te´rmino de la derecha de la igualdad presentada en la Ecuacio´n (3.30) puede aproximarse por:
∫
Vi,j
Q¯fmdV =
NfIJ∑
k=1
∫ Lk
0
Q¯fmdxk (3.36)
Donde NfIJ representa el nu´mero de segmentos de fractura contenidos en el volumen VIJ .
Utilizando la definicio´n de ¯Qfm dada en la Ecuacio´n (3.11), la expresio´n anterior se puede escribir como:
∫
Vi,j
Q¯fmdV = −αIJfmφ¯IJm
NfIJ∑
k=1
Lk + α
IJ
fm
NfIJ∑
k=1
φ˜kf (3.37)
Donde:
φ˜kf =
∫ Lk
0
φ¯kfdxk (3.38)
De forma similar al ca´lculo del lado izquierdo de la igualdad, se va a utilizar la expresio´n anal´ıtica para el
potencial ele´ctrico a lo largo de un segmento de fractura para calcular este u´ltimo te´rmino de la Ecuacio´n (3.38).
Para ello hay que calcular φ˜kf como la integral de la Ecuacio´n (3.21), de modo que la expresio´n resultante puede
escribirse como:
φ˜kf = Dikϕ
ik
f +Djkϕ
jk
f +DIJ φ¯
IJ
m (3.39)
Donde cada coeficiente viene dado por una expresio´n diferente:
Dik =
exp
(√
ΓkIJ + ω
2Lk
)
− 1√
ΓkIJ + ω
2
+
exp
(√
ΓkIJ + ω
2Lk
)
γ(Lk)
√
ΓkIJ + ω
2
[
exp
(
−
√
ΓkIJ + ω
2Lk
)
+ exp
(√
ΓkIJ + ω
2Lk
)
− 2
]
(3.40)
Djk = −
exp
(
−
√
ΓkIJ + ω
2Lk
)
+ exp
(√
ΓkIJ + ω
2Lk
)
− 2
γ(Lk)
√
ΓkIJ + ω
2
DIJ =
ΓkIJ
ΓkIJ + ω
2
(Lk −Djk −Dik)
Por lo tanto, la ecuacio´n final que representa la integral del te´rmino fuente Q¯fm en torno a un volumen de control
VIJ , resulta en:
∫
VIJ
Q¯fmdV = α
IJ
fmφ¯
IJ
m
NfIJ∑
k=1
(DIJ − Lk)
+ αIJfm N
f
IJ∑
k=1
(
Djkϕ
jk
f +Dikϕ
ik
f
)
(3.41)
De esta forma, combinando las Ecuaciones (3.7) y (3.41) dentro de la Ecuacio´n (3.30), es posible obtener una
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ecuacio´n discretizada que permita completar el sistema de ecuaciones dado por la Ecuacio´n (3.29):CI,J + αIJfm N
f
IJ∑
k=1
(Lk −DIJ)
 φ¯IJm + CI−1,J φ¯I−1,Jm + (3.42)
CI+1,J φ¯
I+1,J
m + CI,J−1φ¯
I,J−1
m + CI,J+1φ¯
I,J+1
m − αIJfm
NfIJ∑
k=1
(
Dikϕ
ik
f +Djkϕ
jk
f
)
= 0
Donde los coeficientes C esta´n definidos en la Ecuacio´n (3.33).
Esta expresio´n, aplicada a cada uno de los bloques que conforman la discretizacio´n de la matriz, conduce a un
sistema lineal cuyas inco´gnitas sera´n de nuevo los valores de potencial ele´ctrico para los nodos de los segmentos de
fracturas (ϕikf y ϕ
jk
f ) as´ı como para los bloques de la matriz (φ¯
IJ
m ). Este sistema esta´ formado por un nu´mero de
ecuaciones Nx ·Nz, donde Nx y Nz se corresponden con el nu´mero de celdas en que se divide la matriz en la direccio´n
x y z respectivamente. De esta forma, combinando el conjunto de las Ecuaciones (3.29) y las Ecuaciones (3.7), se
formar´ıa un sistema de ecuaciones lineales con las inco´gnitas anteriormente nombradas que permitir´ıa calcular los
valores de potencial ele´ctrico tanto en los nodos de los segmentos de las fracturas como en cualquier posicio´n de la
matriz.
3.8. Coeficiente de intercambio entre matriz y fractura (αIJfm)
Un componente nume´rico del problema del que au´n no se ha establecido un valor es el denominado coeficiente de
intercambio, el cual controla la cantidad de flujo de corriente ele´ctrica que circula entre matriz y fractura, αIJfm. El
valor de este coeficiente ha sido anteriormente definido en Roubinet and Irving [2014], definicio´n que se utilizara´ en
este estudio y que sera´ justificada a continuacio´n.
Para ello, es necesario explicar la procedencia de dicha definicio´n, puesto que se trata de una aproximacio´n basada
en el coeficiente de difusio´n de masa de fluido calculado en estudios de hidrolog´ıa para determinar cua´nta cantidad de
masa de fluido circula entre matriz y fractura. Diversos estudios basados en la teor´ıa DP (Dual Porosity), explicada
en la seccio´n 2.3.2, han demostrado que, ba´sicamente, el valor del coeficiente de intercambio de masa entre matriz y
fractura depende de las propiedades y la discretizacio´n elegida para la matriz (en concreto, es funcio´n del taman˜o de
celda). Por ejemplo, considerando un conjunto simple de fracturas con forma sencilla contenido en una matriz, se pueden
obtener diferentes expresiones anal´ıticas para dicho coeficiente de intercambio a trave´s de soluciones simplificadas de
la ecuacio´n de difusio´n (e.g. Haggerty and Gorelick [1995], Warren et al. [1963]). Sin embargo, con la intencio´n de
representar de mejor forma el dinamismo del propio intercambio de masa y/o escenarios geolo´gicos ma´s realistas, se
han propuesto nuevas aproximaciones al ca´lculo del coeficiente de difusio´n de masa, (e.g. Alboin et al. [2002], Carrera
et al. [1998], Dykhuizen [1990], Haggerty and Gorelick [1995], Haggerty et al. [2000], Kfoury et al. [2004], Noetinger
and Estebenet [2000], Noetinger et al. [2001], Zimmerman et al. [1993], Zyvoloski et al. [2008]).
Por el contrario, muy pocos autores han examinado el problema bajo la teor´ıa DDP (Discrete-Dual Porosity)
utilizada en este trabajo, que considerara´ las fracturas como elementos individualizados con propiedades heteroge´neas,
y no como un grupo compacto y homoge´neo, con propiedades determinadas e iguales para la totalidad del conjunto,
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sin diferencias entre las distintas fracturas que lo conforman (lo que har´ıa la teor´ıa DP). Es por ello, que la definicio´n
del coeficiente de intercambio de flujo de corriente ele´ctrica sera´ una adaptacio´n al a´mbito del campo ele´ctrico de
algunas de las que se aportan en diversos estudios hidrolo´gicos.
Por lo tanto, el coeficiente de difusio´n de masa de fluido pasara´ a ser, en un marco ele´ctrico, el coeficiente de
intercambio de flujo de corriente ele´ctrica, cuya definicio´n se propondra´ a continuacio´n. Esta definicio´n estara´ basada
en dos teor´ıas hidrolo´gicas, de las que es posible extraer lo siguiente:
1. El intercambio de masa entre matriz y fracturas esta´ gobernado por el coeficiente de difusio´n transversal de
menor valor, considerando los coeficientes de fractura (DfT ) y matriz (D
m
T ) [Roubinet et al., 2012].
αIJfm = mı´n(D
m
T , D
f
T ) (3.43)
Esto significara´ que, la difusio´n transversal (es decir, aquella dependiente de los coeficientes DfT en la fractura y
DmT en la matriz, segu´n la Figura (3.8.1)) ma´xima posible la dara´ la estructura con menor posibilidad de difusio´n.
Figura 3.8.1: Representacio´n esquema´tica del sistema matriz-fractura ([Roubinet et al., 2012])
2. [Li et al., 2008] justifican que la presio´n alrededor de la fractura esta´ linealmente distribuida, siendo el salto de
presio´n entre fractura y matriz el encargado de generar la circulacio´n de fluido entre ambas. De esta forma es
posible obtener la siguiente expresio´n para el salto de presio´n entre fractura y matriz:
∆p =
(pmi − pfj )
< d >
(3.44)
Aqu´ı es de gran importancia el te´rmino < d >, definido como la distancia media normal existente entre las
fracturas contenidas en una celda de la matriz y cada uno de los puntos de dicha celda, y que sera´ utilizado
posteriormente para la definicio´n de αIJfm en el presente estudio. Esto viene representado en la Figura (3.8.2).
Llegando a un acuerdo entre ambas teor´ıas, es posible definir la siguiente expresio´n [Roubinet and Irving , 2014]:
αIJfm =
mı´n(σfIJ , σ
m
IJ)
< d >
(3.45)
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Figura 3.8.2: Distancia < d > desde un punto cualquiera de una celda a una fractura contenida en dicha celda [Li
et al., 2008].
Donde, al pasar al a´mbito del campo ele´ctrico, se han sustituido los coeficientes de difusio´n por las conductividades
ele´ctricas de matriz σmIJ y fractura σ
f
IJ del volumen de control definido por la celda (I, J). En la Ecuacio´n (3.45), σ
f
IJ
se define como la media de la conductividad ele´ctrica de todas las fracturas contenidas en dicho volumen de control.
Como se observara´ en la seccio´n 4.2, esta formulacio´n para el coeficiente de intercambio de flujo de corriente
ele´ctrica parece ser va´lida y precisa para la representacio´n de dicho intercambio de flujo entre matriz y fractura en
este problema. Au´n as´ı, es importante decir que, para la aplicacio´n de la teor´ıa DDP hecha en este estudio, es muy
sencillo modificar la definicio´n de αIJfm dada en la Ecuacio´n (3.45) para considerar definiciones alternativas para dicho
coeficiente, siendo este enfoque propicio para estudios futuros.
3.9. Transformacio´n Inversa de Fourier
Tal y como se establecio´ en la seccio´n 2.2, una vez resuelto el conjunto de problemas 2D en el dominio de Fourier
generados tras aplicar la Ecuacio´n (2.12) al problema 3D, es necesario deshacer dicha transformacio´n, de modo que se
pueda conseguir reconstruir el dominio tridimensional del que se partio´. Para lograrlo se requiere aplicar la Ecuacio´n
(2.13) al conjunto de soluciones 2.5D calculadas con el objetivo de generar un u´nico campo de potencial ele´ctrico en
tres dimensiones. Esta ecuacio´n se encargara´ de superponer cada uno de los planos que conforman las soluciones 2.5D
aplicando algu´n coeficiente de peso en el proceso.
Como se vera´ a continuacio´n, la aplicacio´n de la Ecuacio´n (2.13) no es inmediata, sino que implica haber utilizado
un nu´mero infinito de nu´meros de onda (ω) en el ca´lculo de la solucio´n en 2.5D, y ya se explico´ en la seccio´n 2.2 que
se buscara´ reducir los nu´meros de onda seleccionados con la intencio´n de disminuir as´ı el coste computacional que
supondra´ dicha resolucio´n. En esta direccio´n, Dey and Morrison [1979b], Pidlisecky and Knight [2008] y Xu et al.
[2000] desarrollaron diferentes me´todos para optimizar la eleccio´n de los nu´meros de onda, de forma que, tanto la
resolucio´n de los problemas 2.5D como su superposicio´n para reconstruir las tres dimensiones del problemas fuesen
lo ma´s ra´pidas y efectivas posibles, sin perder calidad en la solucio´n. Estos me´todos parten de la existencia de una o
varias fuente de inyeccio´n de intensidad de corriente en la superficie terrestre, de modo que en aquellos casos en los
que no exista ninguna de estas inyecciones, sera´ inevitable el uso de una elevada cantidad de nu´meros de onda para
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resolver el problema.
Es por ello que en este trabajo se han querido plantear las dos posibilidades, ilustradas posteriormente con sus
correspondientes ejemplos en la seccio´n 4.1. En ambos casos, el proceso de transformacio´n inversa se realizara´ mediante
la elaboracio´n de un co´digo Matlab® (ver ape´ndice D).
– Inversio´n Esta´ndar de Fourier:
En este caso se aplicara´ directamente la Ecuacio´n (2.13) sobre la solucio´n entregada por el co´digo C++ con en
el que se resuelve el problema en 2.5D. Este me´todo se puede usar para casos en los que no existe una inyeccio´n
de corriente en el dominio de estudio as´ı como para aquellas situaciones en las que hay algu´n punto de inyeccio´n,
aunque, como se vera´ ma´s adelante, es posible utilizar unos determinados nu´meros de onda o´ptimos para aquellos
casos en los que existe alguna fuente de inyeccio´n de corriente.
Como se explica brevemente en la seccio´n 2, el co´digo en C++ utilizado para la resolucio´n del campo de
potencial ele´ctrico en el dominio de Fourier, entrega una solucio´n nume´rica del problema, de forma que para
aplicar directamente la Ecuacio´n (2.13) sobre la solucio´n ofrecida por dicho co´digo es necesario en primer lugar
discretizar la expresio´n, puesto que se trata de una expresio´n integral con l´ımite infinito en el nu´mero de onda.
Gracias a la discretizacio´n de la Ecuacio´n (2.13) presentada ma´s adelante, sera´ posible aproximar el l´ımite infinito
en el nu´mero de onda por un nu´mero suficientemente elevado de nu´meros de onda.
De esta forma, a partir de ahora la transformacio´n que se aplicara´ al problema presentado se denominara´ Trans-
formacio´n Discreta Inversa de Fourier-coseno, obtenida a partir de la ecuacio´n integral de la siguiente forma:
φn =
2
pi
N−1∑
j=0
∫ j+1
j
φ¯(ω) cos(ωyi)dω =
2
pi
N−1∑
j=0
φ¯k cos(ωjyi)∆ω (3.46)
Donde N es el nu´mero total de nu´meros de onda que se han seleccionado para resolver el problema, φn es
el potencial ele´ctrico en el dominio real, φ¯k es el potencial ele´ctrico en el dominio de Fourier y los ı´ndices
i = 0, ..., N − 1 y j = 0, ..., N − 1 son los que recorren los ejes real y de Fourier respectivamente (ver Figura
3.9.1).
(a) (b)
Figura 3.9.1: Ejes real (a) y de Fourier (b) utilizados en la aplicacio´n de la transformacio´n discreta inversa de Fourier-
coseno
El procedimiento a seguir para llevar a cabo la transformacio´n inversa ser´ıa el siguiente:
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1. Ca´lculo de la solucio´n φ¯k para cada uno de los nu´meros de onda: Esto, como se ha explicado
anteriormente, se hace a trave´s del co´digo C++, y supondra´ que, al finalizar este primer paso, se disponga
de un nu´mero N de matrices 2D que poseera´n la distribucio´n del campo de potencial ele´ctrico en el dominio
de Fourier, φ¯k, para cada uno de los nu´meros de onda seleccionados, ωj . De esta forma se puede construir
una matriz 3D formada por cada una de las soluciones 2D anteriores, superpuestas una tras otra (ver Figura
3.9.2 izquierda).
Figura 3.9.2: Matriz 3D (cubo rojo) compuesta por planos 2D en el dominio de Fourier (planos x− z azules)
2. Aplicacio´n de la Ecuacio´n (3.46) al conjunto de soluciones anterior: Una vez obtenidas las solu-
ciones para cada nu´mero de onda y construida la matriz 3D mostrada en la Figura 3.9.2, se ira´n tomando
individualmente cada uno de los vectores en direccio´n ω (flechas amarillas de la Figura 3.9.2) y se ira´ apli-
cando sobre ellos la Ecuacio´n (3.46). Esto producira´ como resultado la generacio´n del campo de potencial
ele´ctrico 3D, que se ira´ almacenando en una nueva matriz (parte derecha de la Figura 3.9.2).
Debido a que este proceso de inversio´n se llevara´ a cabo en Matlab®, tal y como se dijo en la introduccio´n de
este apartado, sera´ necesario buscar una normalizacio´n entre la definicio´n de la transformacio´n discreta inversa
de Fourier-coseno, definida en la Ecuacio´n (3.46), y la definicio´n de esta misma funcio´n construida por defecto
en Matlab® (idct.m). Para ello se definen los ı´ndices n y k como:
k = j + 1 → ωj = (k − 1)∆ω
n = i+ 1/2 → yi = (n− 1/2)∆y
(3.47)
El hecho de cambiar de ı´ndices es simplemente debido a que en Matlab® la primera posicio´n de un vector o
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matriz es siempre la posicio´n 1, y no la 0, por lo que los ı´ndices i y j no pueden ser utilizados como indicadores
de posicio´n de vectores o matrices en Matlab®. De esta forma se evita este problema (ver Figura 3.9.1).
En la Ecuacio´n (3.47), T es el dominio en el que se esta´ invirtiendo la solucio´n y por tanto se corresponde con la
dimensio´n del eje ω, y N es el nu´mero de divisiones que se hacen en el eje ω, es decir, la cantidad de nu´meros de
onda que se han elegido para calcular la solucio´n en el dominio de Fourier. Por lo tanto, utilizando la definicio´n
dada por Rodas Posso [1977] para ∆ω y ∆y se puede establecer que:
∆ω = piT
∆y = TN
(3.48)
Es importante definir correctamente tanto T como N para que la aproximacio´n realizada de la solucio´n 3D sea
lo mejor posible y no existan errores asociados con la transformacio´n inversa de Fourier. Se vera´n a continuacio´n
los criterios ba´sicos para que dichos para´metros este´n definidos correctamente.
Teniendo en cuenta el cambio de ı´ndices realizado, la Ecuacio´n (3.46) puede ser reescrita como:
φn =
2
T
N∑
k=1
φ¯k cos
[
pi(k − 1)(2n− 1)
2N
]
(3.49)
Ante este mismo problema, Matlab® ofrece una funcio´n desarrollada por defecto denominada idct.m, cuya
expresio´n viene dada por:
φn =
∑N
k=1 p(k)φ¯k cos
[
pi(k−1)(2n−1)
2N
]
p(k) =

1√
N
if k = 1√
2
N otherwise
(3.50)
Si se comparan ambas expresiones, es fa´cil comprobar que u´nicamente se diferencian en el te´rmino p(k) y el
coeficiente exterior al sumatorio, 2T . Este es un problema menor que puede solucionarse fa´cilmente balanceando
te´rminos, y as´ı se hace en el co´digo implementado para este fin.
Sin embargo, hay dos puntos importantes a los que se debe prestar atencio´n:
(a) Per´ıodo (T ) y cantidad de nu´meros de onda (N) →
La solucio´n del problema propuesto es una funcio´n que esta´ definida en un dominio infinito, y no en un
espacio acotado. Por lo tanto, a la hora de establecer el valor del per´ıodo (dominio del eje ω) en el que se va
a invertir dicha solucio´n, se ha de tener en cuenta que cuanto mayor sea e´ste, mejor sera´ la aproximacio´n
del dominio definido por T al dominio infinito real.
Adema´s, mediante la discretizacio´n realizada en la Ecuacio´n (3.49) u´nicamente se ha evitado usar un nu´mero
infinito de nu´meros de onda, aunque es necesario establecer exactamente cuantos de ellos se van a utilizar.
Mediante un co´digo de elaboracio´n propia se ha llegado a la conclusio´n de que los valores que satisfar´ıan
de forma simulta´nea las condiciones de bajo coste computacional y buena aproximacio´n a la solucio´n 3D
ser´ıan T = 100 y N = 1000. Cuanto mayor sea N , mejor sera´ la aproximacio´n, pues la cantidad de nu´meros
de onda se acerca ma´s al valor infinito de la Ecuacio´n (2.13); cuanto mayor sea el per´ıodo T , mejor sera´ la
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aproximacio´n a la solucio´n 3D, puesto que T se aproxima ma´s al valor infinito del dominio en el que se
define la solucio´n.
Sin embargo, si se aumenta demasiado la relacio´n T/N , lo que ocurrira´ es que el nu´mero de divisiones en que
se divide el eje ω disminuira´ o se mantendra´ constante, mientras que se ampliara´ el dominio de definicio´n
del problema, disminuyendo de esta forma la resolucio´n de la solucio´n, puesto que un dominio mayor (T )
se divide en las mismas o menos divisiones (N).
(b) Singularidad en la inversio´n de Fourier →
Este es un problema que se debe a la aproximacio´n que hace el propio co´digo ante un valor infinito. Por
ejemplo, utilizando la Ecuacio´n (A.4) para ilustrar el problema, es posible ver que, aparte de en los puntos
de inyeccio´n, hay un valor para el que el potencial ele´ctrico en el dominio de Fourier tiende a infinito, ω = 0.
Para evitar esta situacio´n, y basa´ndose en la definicio´n de ωj realizada en la Ecuacio´n (3.47), se ha esta-
blecido que el primer valor para ωj no sea nulo, sino que ωj puede redefinirse como:
ωj = k∆ω = k
pi
T
(3.51)
De forma que la transformacio´n inversa de Fourier no presentara´ valores infinitos.
Este es un problema nume´rico del co´digo Matlab® utilizado (idct.m), por lo que no afecta a la definicio´n
presentada en la Ecuacio´n (3.49), simplemente se evita el valor nulo de ωj que adema´s no tendr´ıa sentido
aplicarlo nume´ricamente, puesto que el valor que ofrecer´ıa es infinito.
Segu´n ambas consideraciones, los valores establecidos para los nu´meros de onda vendr´ıan dados por la expresio´n:
ω =
pi
T
,
2pi
T
, ...,
Npi
T
(3.52)
– Inversio´n Optimizada de Fourier:
En este caso, se seleccionara´n unos determinados nu´meros de onda y coeficientes de Fourier que, elegidos adecua-
damente, permitira´n calcular una aproximacio´n a la solucio´n 3D lo suficientemente buena y ra´pida como para
optar por este me´todo de aqu´ı en adelante.
La u´nica condicio´n que impl´ıcitamente aparece en este me´todo es la existencia de al menos una fuente de inyeccio´n
de corriente en la superficie terrestre, pues sera´ uno de los pilares en los que se apoyara´ el desarrollo del algoritmo
de optimizacio´n, que se vera´ a continuacio´n.
Este me´todo surge a ra´ız de la necesidad de disminuir el coste computacional que implicar´ıa simular todo un
conjunto de experimentos de campo como los explicados en la seccio´n 2.1, que incluir´ıa la resolucio´n de cada uno
de los experimentos individualmente. Esto conllevar´ıa la utilizacio´n del me´todo de inversio´n de Fourier esta´ndar
explicado con anterioridad para cada uno de ellos, es decir, resolver para 1.000 nu´meros de onda el problema en
cuestio´n por cada experimento. Teniendo en cuenta que un experimento de campo puede incluir cerca de 1.000
mediciones, se podr´ıa decir que el nu´mero de problemas a resolver en el dominio de Fourier estar´ıa en torno a
un millo´n, lo que queda completamente fuera de lugar.
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Es por ello que algunos autores como Dey and Morrison [1979b] y McGillivray [1992] o posteriormente Pidlisecky
and Knight [2008] y Xu et al. [2000] desarrollaron diferentes me´todos para conseguir reducir el nu´mero de veces
que se resolv´ıa el problema de Fourier por cada experimento, es decir, disminuir la cantidad de nu´meros de
onda seleccionados. Esto condujo a diferentes algoritmos de optimizacio´n, en especial los presentados por los dos
u´ltimos autores, que lo que buscaban era minimizar la diferencia entre la solucio´n 3D y un conjunto a determinar
de soluciones 2D en el dominio de Fourier.
Los me´todos desarrollados por Pidlisecky and Knight [2008] y Xu et al. [2000] son ligeramente diferentes, siendo
el primero bastante ma´s completo que el u´ltimo hasta el punto de poseer un co´digo Matlab® de acceso libre
para calcular los nu´meros de onda o´ptimos y los coeficientes de Fourier buscados en diferentes situaciones. Las
principales diferencias entre ambos son las siguientes:
(a) Nu´mero de fuentes de inyeccio´n/recepcio´n de corriente ele´ctrica →
En el primero se supone una inyeccio´n y una recepcio´n de corriente ele´ctrica en la superficie terrestre, tal
y como se realiza un experimento ERT, mientras que el segundo de ellos u´nicamente incluye una fuente
de intensidad ele´ctrica en la superficie terrestre. Como se explico´ en la seccio´n 3.1, todo el desarrollo del
problema se ha elaborado considerando una u´nica fuente de intensidad, para luego, utilizando el principio
de superposicio´n, sumar dos soluciones con una sola fuente, tal y como se muestra en la Figura 3.1.1. En este
aspecto, ser´ıa preferible utilizar el me´todo propuesto por Xu et al. [2000], aunque podr´ıa hacerse igualmente
con el co´digo Matlab® que ofrece Pidlisecky and Knight [2008] an˜adiendo alguna modificacio´n.
(b) Definicio´n de las condiciones de contorno del problema →
Debido a la definicio´n que se hace de las condiciones de contorno implementadas en la resolucio´n del
problema en el ape´ndice C, es completamente imposible aplicar simulta´neamente el me´todo propuesto por
Pidlisecky and Knight [2008] en conjuncio´n con las condiciones de contorno elegidas.
Por lo tanto, el me´todo de optimizacio´n sugerido en este trabajo sera´ el propuesto por Xu et al. [2000], que se
ilustra brevemente a continuacio´n.
Ba´sicamente, como se ha dicho antes en este mismo apartado, se trata de minimizar el nu´mero de modelos en
el dominio de Fourier que, superpuestos, entregan una mejor aproximacio´n a la solucio´n 3D. Este problema de
minimizacio´n se realizara´ considerando que el medio en cuestio´n es homoge´neo, es decir, σ ≡ constante, para
luego extrapolar la solucio´n obtenida a cualquier tipo de dominio. Esto es as´ı porque el problema no-homoge´neo
de optimizacio´n del nu´mero de coeficientes de Fourier es muy complicado, y actualmente no existen modelos que
lo ejecuten. Adema´s, como se explica en Pidlisecky and Knight [2008] y Xu et al. [2000], el error cometido al
utilizar la solucio´n obtenida sobre un medio homoge´neo para medios no-homoge´neos es asumible.
Matema´ticamente el problema podr´ıa expresarse como:
φ(x, y, z) ≈
N∑
j=1
φ¯j (3.53)
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Donde N es el nu´mero de problemas 2.5D generados, es decir, el nu´mero de nu´meros de onda empleados.
Utilizando las Ecuaciones (A.3) y (A.4) para reescribir la expresio´n anterior, se llegar´ıa a la siguiente ecuacio´n:
I
2piσ
1√
(x− x0)2 + y2 + z2
≈ I
2piσ
N∑
j=1
K0
(
ωj
√
(x− x0)2 + z2
)
gj (3.54)
1
r
≈
N∑
j=1
K0 (ωjrω) gj
Donde r =
√
(x− x0)2 + y2 + z2 es la distancia desde el punto de inyeccio´n hasta cualquier punto del dominio
de estudio en el dominio real, y rω =
√
(x− x0)2 + z2 tiene el mismo sentido pero en el dominio de Fourier.
El me´todo de optimizacio´n consistira´ en, para unos valores establecidos de (x, y, z), disminuir la diferencia entre
ambos lados de la igualdad, donde tomara´n especial importancia los valores de ω, el nu´mero de onda, y g,
denominado en adelante “peso” de Fourier.
Sin entrar ma´s en detalle, los valores optimizados para ω y g son los siguientes:
ω = (0,0217102 0,2161121 1,0608400 5,0765870)
g = (0,0463660 0,2365931 1,0382080 5,3648010)
(3.55)
Estos sera´n los valores utilizados tanto para la validacio´n como para los resultados del problema, puesto que
ofrecen una muy buena aproximacio´n a la solucio´n 3D con un coste computacional ı´nfimo, puesto que se ha
reducido la cantidad de nu´meros de onda seleccionados desde 1.000 a trave´s del me´todo esta´ndar hasta 4 sin
pra´cticamente disminuir la calidad de la solucio´n.
Solo quedar´ıa incidir en que, tras la aplicacio´n de este me´todo de optimizacio´n, la nueva expresio´n para la
transformacio´n discreta inversa de Fourier vendr´ıa dada por:
φ(x, y, z) =
N∑
k=1
φ¯(x, ωk, z)gk (3.56)
Donde, al contrario que en el me´todo esta´ndar, no se generara´ una matriz 3D que simbolizara´ la solucio´n
tridimensional tras aplicar esta expresio´n, sino que u´nicamente se esta´ calculando el plano frontal de dicha
matriz (donde se realizada la inyeccio´n de corriente ele´ctrica) mediante superposicio´n de los planos 2.5D, que en
realidad es el u´nico que se utiliza a la hora de determinar la distribucio´n de resistividad ele´ctrica.
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4. Validacio´n del Modelo y Resultados
Una vez planteada la formulacio´n del problema, se pasara´ a comprobar que todo lo presentado hasta el momento
tiene validez f´ısica y puede compararse con las soluciones anal´ıticas existentes en la materia, obteniendo resultados
favorables que permitan utilizar el modelo planteado en problemas ma´s complejos o incluso sirvan para explicar
comportamientos f´ısicos reales en diferentes estudios de campo.
La forma de separar la validacio´n del problema y los resultados obtenidos se basa en los pasos a dar para llegar a la
distribucio´n de resistividad real del subsuelo. En primer lugar, y como se ha comentado anteriormente, el co´digo C++
utilizado para la obtencio´n de parte de los resultados presentados en este trabajo, proporciona como valor u´ltimo
el campo de potencial ele´ctrico en el dominio de Fourier, es decir, en 2.5D. Una vez conseguido esto, se aplica la
transformacio´n de Fourier descrita en la seccio´n 3.9 para as´ı obtener el campo de potencial ele´ctrico en 3D. Estos dos
primeros pasos esta´n reflejados en la validacio´n del modelo (seccio´n 4.1). Por u´ltimo, se podr´ıa generar la distribucio´n
de resistividad aparente, tal y como se explico´ en la seccio´n 2.1. Este paso aparecera´ reflejado en la seccio´n 4.2.
La transformacio´n de la distribucio´n de la resistividad aparente en la distribucio´n de resistividad real es un paso
que no se abordara´ en este trabajo, aunque se dara´ una pequen˜a idea adicional de la complejidad del proceso de
inversio´n al mostrar los resultados obtenidos, en la seccio´n 4.2.3.
4.1. Validacio´n del Modelo
Con el objetivo de validar el modelo presentado anteriormente, se dividira´ el problema completo en tres partes, de
forma que sea posible ir validando por separado cada una de ellas, asegurando paso a paso cada una de las hipo´tesis
de las que se ha hecho uso durante el desarrollo del problema. En primer lugar, se validara´ una situacio´n en la que no
existen fracturas, sino que se tratara´ de un dominio homoge´neo (seccio´n 4.1.1) o heteroge´neo (seccio´n 4.1.2) en el que
se inyectara´ una corriente a trave´s de unos electrodos situados en la superficie terrestre. Con esto, es posible evaluar
si la parte correspondiente a la matriz esta´ bien desarrollada, as´ı como comprobar si el me´todo de eliminacio´n de la
singularidad (ape´ndice B) ofrece alguna mejora sobre la no aplicacio´n del mismo. La consideracio´n u´nica de la parte
de la matriz, no entran˜a una novedad en relacio´n a las teor´ıas existentes hasta la fecha, aunque, como se ha dicho,
servira´ para corroborar paso a paso que no existen fallos en ninguna parte del modelo. La obtencio´n de forma separada
del modelo EPM (solamente considerando la parte de la matriz rocosa) consistira´ en aplicar la Ecuacio´n (3.7) pero
u´nicamente considerando que el te´rmino αIJfm es nulo, puesto que no hay fracturas con las que se produzca ningu´n tipo
de intercambio.
En tercer y u´ltimo lugar se planteara´ un dominio que presentara´ un conjunto de fracturas paralelas a la superficie
y se forzara´n unas condiciones de contorno en las fronteras que permitira´n la creacio´n de un gradiente de flujo de
corriente ele´ctrica entre los l´ımites izquierdo y derecho del dominio [Roubinet and Irving , 2014] (seccio´n 4.1.3). Esta
situacio´n, como se vera´ a continuacio´n, no se encuentra como tal en la naturaleza, aunque servira´ para comprobar que
la teor´ıa DDP esta´ bien aplicada en este proyecto, as´ı como para entender de una mejor manera la implicacio´n que
tiene la existencia de fracturas en el medio de estudio.
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Es importante matizar que la validacio´n del modelo consistira´ en la comparacio´n del campo de potencial ele´ctrico
(y no de la distribucio´n de resistividad aparente o real) entre los valores obtenidos a trave´s del co´digo C++ y las
soluciones anal´ıticas que se ira´n presentando en cada caso.
4.1.1. Inyeccio´n de Corriente Ele´ctrica en un Dominio Homoge´neo
En este caso se planteara´ una situacio´n en la que se produce una inyeccio´n y una recepcio´n de corriente ele´ctrica
sobre la superficie terrestre (ver seccio´n 2.1). Bajo estas condiciones y como se explico´ en la seccio´n 3.1, se realizara´n
dos problemas de inyeccio´n simple que, mediante el principio de superposicio´n, representara´n el problema completo.
Se tratara´ adema´s de un dominio homoge´neo con una conductividad ele´ctrica constante, σ.
A la hora de presentar las diferentes comprobaciones, se tendra´ en cuenta que, para darle una mayor coherencia
a las validaciones presentadas en esta seccio´n, se utilizara´n gra´ficas 2D que representara´n la variacio´n del potencial
ele´ctrico a lo largo del eje x del dominio a una altura z = 0, es decir, en la superficie terrestre. Esta variacio´n de
potencial en la superficie es la que permitir´ıa en un estudio de campo calcular la diferencia de potencial existente
entre los electrodos M y N, generando posteriormente la distribucio´n de resistividad aparente previa al problema de
inversio´n (ver seccio´n 2.1.3).
Con este planteamiento, se calculara´ por un lado el campo de potencial ele´ctrico en 2.5D mediante el co´digo C++
utilizado y se aplicara´ a e´ste la transformacio´n inversa de Fourier, y, por otro lado, se comparara´ este resultado con la
solucio´n anal´ıtica para el campo de potencial ele´ctrico en 2.5D presentada en la Ecuacio´n (A.4) a la que se aplicara´ la
transformacio´n de Fourier citada anteriormente. De esta forma se comprobara´ la validez del modelo DDP propuesto.
En la Figura (4.1.1) se puede apreciar que la coincidencia de la solucio´n proporcionada por el co´digo C++ con la
solucio´n anal´ıtica es completa, exceptuando el punto de inyeccio´n/recepcio´n, en el que la solucio´n anal´ıtica aporta un
valor inferior al de la solucio´n C++. Para solucionar este problema, se desarrolla el me´todo presentado en el ape´ndice
B de eliminacio´n de la singularidad que aparece en este punto. Por ello, en la seccio´n 4.1.2 se presentara´ la validacio´n
de este me´todo, que requiere de la existencia de un dominio heteroge´neo.
Por otro lado, si se compara la solucio´n anal´ıtica tridimensional para el campo de potencial ele´ctrico presentada en
la Ecuacio´n (A.3) con las soluciones mostradas en la Figura (4.1.1), sera´ posible verificar que la transformacio´n inversa
de Fourier definida en la seccio´n 3.9 es va´lida y genera un solucio´n que coincide con la solucio´n 3D. Sin embargo, como
se observa en la Figura (4.1.2), vuelve a aparecer el mismo problema en el punto de inyeccio´n/recepcio´n.
En primer lugar, existe diferencia entre ambas soluciones de Fourier, la anal´ıtica y la procedente de co´digo C++, lo
que se vuelve a atribuir al problema de la singularidad que aparece en la Figura (4.1.1), y que se intentara´ solucionar
en la siguiente seccio´n.
En segundo lugar, existe tambie´n una diferencia entre la solucio´n anal´ıtica 2.5D y aquella en 3D, aunque en esta
ocasio´n es posible atribuir el error no a un problema de la singularidad que afecta al punto de inyeccio´n/recepcio´n, sino
a un tema de inversio´n de Fourier, puesto que, como se explica en la seccio´n 3.9, se esta´ utilizando una transformacio´n
aproximada fruto de la discretizacio´n de la Ecuacio´n (2.13), incluyendo adema´s una cantidad optimizada, aunque
reducida, de nu´meros de onda, lo que implica que la inversio´n no sera´ perfecta. La u´nica solucio´n a este problema
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Figura 4.1.1: Potencial ele´ctrico homoge´neo 3D: solucio´n anal´ıtica 2.5D tras aplicar la transformacio´n inversa de Fou-
rier (l´ınea continua azul); solucio´n nume´rica C++ 2.5D tras aplicar la transformacio´n inversa de Fourier (asteriscos
rojos)
pasar´ıa por incrementar la cantidad de nu´meros de onda utilizados para el ca´lculo de la solucio´n 2.5D y mejorar as´ı al
mismo tiempo la inversio´n de Fourier, de modo que la solucio´n invertida sea lo ma´s similar posible a la solucio´n real
tridimensional. Esto supondr´ıa un incremento del coste computacional que no es asumible bajo ningu´n concepto, por
lo que se debe buscar otra solucio´n al problema presentado.
Sin embargo, si se observa la Figura (2.1.3), es posible comprobar que los puntos en los que se mide el potencial
para generar la diferencia de potencial necesaria a la hora de reconstruir la distribucio´n de resistividad aparente (ver
Ecuacio´n (2.6)) son aquellos donde se colocan los electrodos de potencial M y N. Estos puntos se situ´an ambos en una
posicio´n interior a los dos electrodos de inyeccio´n/recepcio´n localizados en las posiciones A y B. Por ello, es posible
concluir que, dado que en todos los puntos del dominio (incluidos M y N) el ajuste de las soluciones mostradas en la
Figura (4.1.2) es adecuado, este problema no afectara´ a la definicio´n de la distribucio´n de resistividad aparente y por
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Figura 4.1.2: Potencial ele´ctrico homogeneo 3D: solucio´n anal´ıtica 2.5D tras aplicar la transformacio´n inversa de Fou-
rier (l´ınea continua azul); solucio´n nume´rica C++ 2.5D tras aplicar la transformacio´n inversa de Fourier (asteriscos
rojos); solucio´n anal´ıtica 3D (c´ırculos negros)
ende tampoco lo hara´ con la distribucio´n de resistividad real del subsuelo, que ser´ıa el objetivo de este modelo.
Con este mismo razonamiento se podr´ıa solucionar el problema de la singularidad en los puntos de inyeccio´n,
aunque en este caso se incurrir´ıa en un error mayor al aplicar la transformacio´n inversa de Fourier. Esto quiere decir
que, si existe un error determinado en el valor del potencial ele´ctrico en el punto de inyeccio´n/recepcio´n y este error
se arrastra sin eliminarse hasta la aplicacio´n de la transformacio´n de Fourier, esto podr´ıa suponer un error au´n mayor
que incluso podr´ıa llegar a afectar a los valores de potencial ele´ctrico en posiciones aledan˜as, no so´lo al potencial
ele´ctrico en el punto de inyeccio´n. Por ello la aplicacio´n del me´todo desarrollado en la seccio´n B para la eliminacio´n
de la singularidad puede resultar adecuada a la hora de disminuir el error acumulado.
En la Tabla (4.1.1) se muestran los para´metros utilizados en el ca´lculo de las soluciones para el potencial ele´ctrico
presentadas en esta seccio´n.
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4.1.2. Inyeccio´n de Corriente Ele´ctrica en un Dominio Heteroge´neo
Figura 4.1.3: Geometr´ıa del dominio hete-
roge´neo utilizado en la seccio´n 4.1.2
Este caso se desarrollara´ principalmente para resolver el proble-
ma que aparece en el punto de inyeccio´n/recepcio´n en cuanto a la
singularidad del potencial ele´ctrico. Para ello, se generara´ un domi-
nio heteroge´neo formado por dos capas horizontales de un espesor
variable y una conductividad ele´ctrica dada para cada una de las
capas. De la misma forma que para el caso homoge´neo, se colocara´n
dos fuentes de corriente ele´ctrica en la superficie terrestre y se gra-
ficara´ la variacio´n de potencial ele´ctrico a lo largo del eje x en la
superficie terrestre.
Para la geometr´ıa mostrada en la Figura (4.1.2) no se ha presen-
tado ninguna solucio´n anal´ıtica para el campo de potencial ele´ctrico
durante el desarrollo del trabajo. Con el objetivo de poder verificar
la solucio´n nume´rica para este caso, se obtendra´ en primer lugar una
expresio´n anal´ıtica en el dominio de Fourier, basada en la ecuacio´n
3D correspondiente [Telford et al., 1990]. A esta ecuacio´n le sera´ apli-
cada la transformacio´n inversa de Fourier definida en la seccio´n 3.9
y se comparara´ con la solucio´n procedente del co´digo C++ as´ı como con la solucio´n anal´ıtica 3D.
Mediante el uso del me´todo de las ima´genes, [Telford et al., 1990] presenta la solucio´n anal´ıtica 3D para el valor
del potencial ele´ctrico en la superficie de un dominio formado por dos capas horizontales con diferentes conductividad
Tabla 4.1.1: Para´metros para el ca´lculo de las soluciones presentadas en la seccio´n 4.1
Para´metros Caso Homoge´neo Caso Heteroge´neo
Longitud del dominio (Lx [m]) 30 [m] 30 [m]
Profundidad del dominio(Lz [m]) 30 [m] 30 [m]
Intensidad de la fuente (I [A]) 10 [A] 10 [A]
σsup = 1 · 10−3 [Sm−1]
Conductividad ele´ctrica del dominio (σ [Sm−1]) 1 · 10−3 [Sm−1]
σinf = 1 · 10−1 [Sm−1]
Espesor de las capas (e[ %]) Dominio continuo esup = 30[ %]/einf = 70[ %]
Nu´mero de celdas por dimensio´n (Nx/Ny/Nz [celdas]) 101/101/101 [celdas] 101/101/101 [celdas]
Posicio´n de las fuentes (F1/F2 [m]) 10.5 [m]/19.5 [m] 10.5 [m]/19.5 [m]
Nu´meros de onda (ω [m−1]) [Xu et al., 2000] [Xu et al., 2000]
Pesos de Fourier (g [adim.]) [Xu et al., 2000] [Xu et al., 2000]
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ele´ctricas en cada una de ellas:
φP =
I
2pirσsup
1 + 2
∞∑
m=1
km[
1 + (2mesup/r)
2
]1/2
 (4.1)
Donde σsup es la conductividad ele´ctrica de la capa ma´s cercana a la superficie terrestre, esup es el espesor de dicha
capa, r es la distancia desde la fuente de inyeccio´n de corriente ele´ctrica hasta el punto P donde se mide el potencial
ele´ctrico y k es el coeficiente de reflexio´n de la corriente ele´ctrica de la interfase entre capas. Este coeficiente se puede
calcular mediante la imposicio´n de continuidad en dicha interfase:
k =
∣∣∣∣σsup − σinfσinf + σsup
∣∣∣∣ < 1 (4.2)
La idea de este me´todo es que conforme aumenta el nu´mero de fuentes-imagen colocadas, una mayor cantidad de
Figura 4.1.4: Me´todo de las ima´genes utilizado para obtener el valor del potencial ele´ctrico en un punto (P) de la
superficie (Telford et al. [1990]).
potencial ele´ctrico es “reflejado” entre la interfase de ambas capas, por lo que el potencial ele´ctrico aumenta en la
superficie (ver Figura(4.1.4)). En la Ecuacio´n (4.1), es posible diferenciar dos te´rminos, uno procedente directamente
de la inyeccio´n de corriente ele´ctrica desde la superficie (1/r), y otro procedente de la reflexio´n en la interfase de
las capas horizontales inferiores (la serie infinita de te´rminos), te´rmino que produce el aumento de potencial en la
superficie por reflexio´n.
Utilizando de nuevo el me´todo de las ima´genes, esta vez para calcular la expresio´n anal´ıtica del potencial ele´ctrico
superficial en 2.5D en un dominio igualmente formado por dos capas horizontales con espesor variable y diferentes
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conductividades ele´ctricas en cada una de ellas, el resultado es el siguiente:
φ¯P =
I
2piσsup
[
K0(ωr) + 2
∞∑
m=1
kmK0(ωrm)
]
(4.3)
Donde rm se define como rm =
√
r2 + (2mesup)2, siendo r la distancia desde el punto de inyeccio´n hasta el punto
P.
La forma de proceder a presentar las validaciones del modelo sera´ similar a la del caso homoge´neo. En primer lugar,
se pasara´ a presentar las soluciones 2.5D, anal´ıtica y del co´digo C++, aplicando despue´s la transformada inversa de
Fourier, para comprobar que´ efecto tiene el me´todo de eliminacio´n de la singularidad en comparacio´n con la solucio´n
esta´ndar. A continuacio´n se mostrara´ la comparacio´n entre las soluciones anteriores y la solucio´n anal´ıtica 3D para el
potencial ele´ctrico.
En la Figura (4.1.5) se puede observar que el potencial ele´ctrico calculado mediante el co´digo C++ de forma
esta´ndar sigue presentando un error debido a la singularidad que aparece en el problema de inyeccio´n. Sin embargo,
es posible comprobar que la solucio´n para el potencial ele´ctrico aplicando el me´todo de eliminacio´n de la singularidad
al co´digo C++ permite eliminar dicho problema, haciendo completo el ajuste de ambas soluciones. De esta forma,
se puede establecer que queda eliminado el problema de la singularidad en los puntos de inyeccio´n/recepcio´n para
dominios en los que la conductividad ele´ctrica no es constante, que, en general, es la situacio´n ma´s comu´n existente
en la naturaleza.
Para comprobar cua´l es el ajuste de la solucio´n anterior con la solucio´n tridimensional, se presentara´ en la
Figura(4.1.6) la comparacio´n entre ambas soluciones. En esta figura es posible observar que sigue existiendo dife-
rencia entre la solucio´n anal´ıtica 3D y la solucio´n 2.5D (cualquiera de ellas) tras aplicar la transformacio´n de Fourier.
Como ya se explico´ en la seccio´n 4.1.1, este error no supone un problema a la hora de obtener la distribucio´n de
resistividad del subsuelo, por lo que no se le prestara´ mayor atencio´n en adelante.
En la Tabla (4.1.1) se muestran los para´metros utilizados para obtener las soluciones presentadas en esta seccio´n.
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Figura 4.1.5: Potencial ele´ctrico heteroge´neo 3D: solucio´n anal´ıtica 2.5D tras aplicar la transformacio´n inversa de
Fourier (l´ınea continua azul); solucio´n nume´rica C++ 2.5D esta´ndar tras aplicar la transformacio´n inversa de Fourier
(cuadrados verdes); solucio´n nume´rica C++ 2.5D con eliminacio´n de la singularidad tras aplicar la transformacio´n
inversa de Fourier (asteriscos rojos)
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Figura 4.1.6: Potencial ele´ctrico heteroge´neo 3D: solucio´n anal´ıtica 2.5D tras aplicar la transformacio´n inversa de
Fourier (l´ınea continua azul); solucio´n nume´rica C++ 2.5D esta´ndar tras aplicar la transformacio´n inversa de Fourier
(cuadrados verdes); solucio´n nume´rica C++ 2.5D con eliminacio´n de la singularidad tras aplicar la transformacio´n
inversa de Fourier (asteriscos rojos); solucio´n anal´ıtica 3D (c´ırculos negros)
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4.1.3. Caso Gradiente
En las secciones anteriores se han presentado la validaciones correspondientes a la parte de la matriz. Sin embargo,
hasta ahora no se ha validado en ningu´n caso el modelo DDP en el que se tendra´n en cuenta las fracturas existentes
en el subsuelo. Una vez validada esta situacio´n que se expone a continuacio´n, se podra´ pasar a la presentacio´n de los
resultados del modelo DDP desarrollado con anterioridad.
El problema que se va a plantear a continuacio´n ya fue descrito en 2D [Roubinet and Irving , 2014], donde se
forzaba un gradiente lineal entre las fronteras izquierda y derecha del dominio de estudio, el cual presentaba una serie
de fracturas paralelas a la superficie terrestre (ver Figura (7(a))). Adema´s, se supone que no existe circulacio´n de flujo
de corriente ele´ctrica a trave´s de las fronteras inferior y superior (condiciones Neumann). Bajo estas condiciones, no
se debe esperar ningu´n tipo de intercambio de flujo de corriente ele´ctrica entre fracturas y matriz, puesto que no hay
flujo circulando en direccio´n vertical y, por tanto, no se transfiere corriente ele´ctrica entre ambas. [Roubinet and Irving ,
2014] calculan una conductividad equivalente, que depende de las aperturas y conductividades ele´ctricas de fracturas
y matriz, para validar el nuevo modelo DDP creado. Puesto que esta conductividad equivalente no se ve afectada por
el hecho de haber aplicado la aproximacio´n 2.5D y por tanto, no variara´ su definicio´n, en este proyecto se utilizara´ otro
valor como medio de validacio´n del modelo DDP, que se basara´ simplemente en la comparacio´n del campo de potencial
ele´ctrico que aparece en el dominio de estudio con una solucio´n anal´ıtica del mismo bajo las condiciones representadas
en la Figura (4.1.7).
(a) (b)
Figura 4.1.7: Geometr´ıa del caso gradiente planteado en la seccio´n 4.1.3 para la validacio´n del modelo DDP: (a)
Situacio´n 2D; (b) situacio´n 2.5D
La generacio´n del mismo caso utilizado en [Roubinet and Irving , 2014] para el problema 2.5D incluye dos conside-
raciones a tener en cuenta:
1. Las condiciones de contorno a imponer en las fronteras izquierda y derecha no pueden ser las mismas, puesto
que la superposicio´n de cada uno de los planos del dominio 2.5D deben dar lugar, tras la aplicacio´n de la
transformacio´n inversa de Fourier, al problema 3D (en este caso, nos restringimos al dominio 2D). Es por esto
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que es necesario aplicar la transformada de Fourier definida en la Ecuacio´n (2.12) a las condiciones de contorno
bidimensionales. Para ello, se debe considerar que las condiciones de contorno de las fronteras en cuestio´n se
pueden representar como una funcio´n que toma el valor 1 hasta un punto concreto (a = L) y despue´s su valor
es siempre 0:
f(x) =
 1 0 < x < Lx0 Lx < x <∞ (4.4)
Utilizando esta definicio´n de las condiciones de contorno en 2D, es posible calcular las mismas condiciones en el
dominio de Fourier [Bateman, 1954], que sera´n las utilizadas en esta seccio´n (ver Figura(7(b))):
f(x)
Transformada−−−−−−−−−−→ F(ω) =

sin(ωLx)
ω 0 < x < L
0 Lx < x <∞
(4.5)
2. Debido a la dependencia con el nu´mero de onda de las nuevas condiciones de contorno en el dominio de Fourier,
el gradiente entre las fronteras derecha e izquierda deja de ser lineal, y pasa a ser un gradiente exponencial. Para
conseguir la expresio´n de dicho gradiente exponencial, es necesario resolver la ecuacio´n de conservacio´n de la
carga.
Puesto que, como se explico´ al comienzo de la seccio´n, en esta situacio´n no se produce intercambio de flujo de
corriente ele´ctrica entre matriz y fractura (αIJfm = 0), es posible considerar que la aplicacio´n de la ecuacio´n de
conservacio´n de la carga puede restringirse a un dominio unidimensional, dado que no existe flujo en la direccio´n
vertical. Esta consideracio´n da lugar a que no exista diferencia entre la variacio´n de potencial ele´ctrico en la
matriz y en la fractura a lo largo del eje horizontal, au´n teniendo e´stas diferentes conductividades ele´ctricas.
Teniendo esto es cuenta, la solucio´n anal´ıtica para el caso gradiente en 2.5D viene dada por la siguiente expresio´n:
φ¯1D(x, ω) =
sin(ωL)
ω (1− exp(2ωL)) (exp(ωx)− exp(2ωL) exp(−ωx)) (4.6)
Expresio´n e´sta va´lida tanto para las fracturas como para la matriz.
Es importante notar que en esta situacio´n no se pueden utilizar los coeficientes optimizados de Fourier presentados
por [Xu et al., 2000], puesto que, como se explico en la seccio´n 3.9, se requiere la presencia de un punto de inyeccio´n
en la superficie, y en este caso no existe tal inyeccio´n. Por ello, se necesitar´ıa seguir el me´todo esta´ndar de inversio´n
de Fourier para llegar a una aproximacio´n adecuada a la solucio´n 3D. Sin embargo, como este caso no tiene validez
real, sino que simplemente sirve para comprobar que el modelo DDP desarrollado hasta ahora tiene sentido f´ısico y
permite tener en cuenta las fracturas presentes en el subsuelo, se presentara´ u´nicamente una comparacio´n del campo de
potencial ele´ctrico en 2.5D, sin llegar a aplicar la transformacio´n de Fourier, puesto que este paso so´lo ser´ıa necesario
en caso de querer comprobar la validez de dicha inversio´n, cuya efectividad ya quedo´ patente en las secciones 4.1.1 y
4.1.2.
Por lo tanto, la idea de este caso es demostrar que el modelo propuesto es capaz de calcular el potencial ele´ctrico
en el dominio de Fourier para una situacio´n en la que no hay intercambio de flujo de corriente ele´ctrica. Esta ausencia
de intercambio de flujo no se fuerza en el co´digo C++, sino que es el propio co´digo el que debe proporcionar valores
45
ide´nticos en matriz y fracturas para que el intercambio no se produzca. Esta es la razo´n por la cual se desea evaluar
este caso particular, puesto que, adema´s, se cuenta con la solucio´n anal´ıtica del potencial ele´ctrico para esta situacio´n
concreta, descrita en la Ecuacio´n (4.6).
En la Figura (4.1.8), se muestra la solucio´n anal´ıtica 2.5D junto con las soluciones para el potencial ele´ctrico en 2.5D
para matriz y fractura por separado, procedentes del co´digo C++. Se esperar´ıa obtener el mismo valor para el potencial
ele´ctrico de matriz y fractura dada la ausencia de intercambio de flujo de corriente ele´ctrica entre ambas estructuras.
Adema´s, como se ha mencionado anteriormente y se observa en la Ecuacio´n (4.6), la solucio´n no dependera´ de las
conductividades ele´ctricas de fracturas y matriz, por lo que dichos valores no sera´n relevantes en este caso.
Como no se aplicara´ la transformacio´n inversa de Fourier a los resultados presentados a continuacio´n, se han selec-
cionado aleatoriamente diferentes nu´meros de onda para los que se ha resuelto el problema, con objeto de corroborar
que se mantienen las consideraciones anteriormente establecidas para todos ellos.
(a) (b)
(c) (d)
Figura 4.1.8: Potencial 2.5D para distintos nu´meros de onda: solucio´n anal´ıtica 2.5D para el caso gradiente (Ecuacio´n
(4.6)) (L´ınea continua azul); solucio´n C++ para el potencial ele´ctrico de la fractura (cuadrado negros); solucio´n C++
para el potencial ele´ctrico de la matriz (asteriscos rojos)
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En la Figura (4.1.8) se puede apreciar que el potencial ele´ctrico a lo largo del eje horizontal es el mismo para matriz
y fractura, por lo que se puede decir que no existe intercambio de flujo de corriente ele´ctrica entre ambas estructuras.
Adema´s, la solucio´n anal´ıtica para este caso coincide plenamente con las dos soluciones anteriores, por lo que se puede
concluir que el modelo DDP recoge de una forma adecuada el comportamiento del potencial ele´ctrico ante las fracturas
presentes en el subsuelo.
En la Tabla (4.1.2) se muestran los para´metros utilizados para el ca´lculo de las soluciones presentadas en la seccio´n
4.1.3.
Tabla 4.1.2: Para´metros para el ca´lculo de las soluciones presentadas en la seccio´n 4.1.3
Para´metros Caso Gradiente
Longitud del dominio (Lx [m]) 1 [m]
Profundidad del dominio(Lz [m]) 1 [m]
Intensidad de la fuente (I [A]) 10 [A]
Conductividad ele´ctrica de la matriz (σm [Sm
−1]) No afecta a la solucio´n
Conductividad ele´ctrica de las fracturas (σf [Sm
−1]) No afecta a la solucio´n
Nu´mero de celdas por dimensio´n (Nx/Ny/Nz [celdas]) 101/101 [celdas]
Posicio´n de las fuentes (F1/F2 [m]) No existen
Nu´meros de onda (ω [m−1]) (pi/100, pi/10, 3pi/2, 567pi/100) [m−1]
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4.2. Resultados
Una vez validado el modelo DDP-2.5D planteado durante el desarrollo de este trabajo, se pasara´ a mostrar los
resultados obtenidos en relacio´n a la distribucio´n de resistividad aparente. Este valor de resistividad aparente se
podra´ obtener a trave´s de las medidas de diferencia de potencial obtenidas de los electrodos colocados en la superficie,
siguiendo las pautas aportadas en la seccio´n 2.1.2, en concreto mediante la Ecuacio´n (2.6). Con este fin, se planteara´ de
nuevo una divisio´n en la forma de mostrar los resultados que aparecera´n a continuacio´n, separando los referentes
u´nicamente a la matriz, de los que incluyen fracturas en el dominio.
A diferencia de la seccio´n anterior, en esta ocasio´n se presentara´n diversas gra´ficas en las que se mostrara´n los
valores de resistividad aparente correspondientes a sucesivas distribuciones de la matriz de electrodos sobre la superficie
terrestre. Esta idea permite obtener las mediciones de resistividad aparente del subsuelo a diferentes profundidades,
hecho que se explica mediante la esfericidad de la solucio´n de la ecuacio´n de Poisson que rige el problema general,
reflejada mediante las l´ıneas equipotenciales presentes en la Figura (2.1.2), donde se puede ver que cuando se toman
medidas de potencial desde puntos ma´s alejados de la inyeccio´n de corriente ele´ctrica en el subsuelo, se simula la
obtencio´n de valores de potencial ele´ctrico correspondientes a profundidades mucho mayores. Esta es la principal
ventaja del me´todo ERT descrito en la seccio´n 2.1, que permite obtener valores de resistividad aparente del subsuelo
a grandes profundidades, lo que u´nicamente ser´ıa posible mediante otros tipos de me´todos geof´ısicos de medida o
excavaciones.
Esto se logra conseguir a base de incrementar la separacio´n entre los puntos de inyeccio´n/recepcio´n, lo que indi-
rectamente supone una toma de medidas de diferencia de potencial ma´s alejada de dichos puntos. Por lo tanto, los
resultados presentados se basara´n en la repeticio´n de una serie de experimentos ERT sobre un dominio determinado en
el que se ira´ paulatinamente incrementando la separacio´n entre los electrodos, de forma que e´stos siempre se encuentren
centrados en el dominio de estudio. De esta forma lo que se consigue es crear una l´ınea imaginaria vertical, centrada
en el dominio, a lo largo de la cua´l se ira´ recolectando el valor de resistividad aparente para cada profundidad (ver
Figura(4.2.1)).
En los resultados mostrados a continuacio´n hay un problema que aparecera´ reiteradamente en todas las situaciones
planteadas, y es el del taman˜o de celda considerado para la discretizacio´n del modelo. El problema que entran˜a el
taman˜o de la celda es simple: bajo una discretizacio´n gruesa, es decir, con un taman˜o de celda grande, la precisio´n de
la posicio´n en la que se encuentran los electrodos del problema es menor, de forma que, para las primeras mediciones,
en las que los electrodos se situara´n muy cercanos entre s´ı, puede ocurrir que la posicio´n sea la misma para diferentes
electrodos, es decir, podr´ıa ocurrir, y de hecho ocurre, que el electrodo M este´ colocado en la misma celda que el
electrodo N, generando de ese modo una medida de diferencia de potencial nula. Este problema supondra´ valores nulos
o incorrectos para la distribucio´n de resistividad aparente en el subsuelo en aquellos puntos en los que ocurra esto.
La solucio´n ante este problema ser´ıa el refinamiento de la malla de computacio´n, que supondr´ıa un aumento del coste
computacional invertido en resolver el problema. Por lo tanto, se considerara´ un taman˜o de celda que permita una
buena precisio´n en la medida de resistividad aparente para valores del espaciamiento entre electrodos suficientemente
coherentes con los valores de medida reales utilizados en los experimentos de campo.
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Figura 4.2.1: Situacio´n analizada para el ca´lculo de la resistividad aparente de las diferentes situaciones presentadas
en la seccio´n 4.2
A continuacio´n se mostrara´n los resultados a trave´s de la misma divisio´n planteada en la seccio´n 4.1. En primer
lugar, se mostrara´n los resultados referentes a la parte de la matriz (seccio´n 4.2.1), en segundo lugar se presentara´n
los resultados del modelo DDP planteado en el desarrollo de en este trabajo (seccio´n 4.2.2), y para terminar, se
hara´ referencia brevemente a unos resultados relacionados con la dificultad que entran˜a el problema de inversio´n de
la distribucio´n de resistividad aparente para obtener el campo de resistividad real del subsuelo (seccio´n 4.2.3).
4.2.1. Resultados Equivalent Porous Media(EPM)
En este caso se mostrara´n los resultados obtenidos para la distribucio´n de resistividad aparente conforme a la l´ınea
vertical presentada en la Figura (4.2.1). En concreto, se presentan dos situaciones a resolver: (a) dominio homoge´neo
con conductividad ele´ctrica σ ≡ constante y (b) dominio heteroge´neo formado por dos capas horizontales en el
subsuelo, con conductividades ele´ctricas σsup y σinf para las capas superior e inferior respectivamente.
Ambas situaciones son las presentadas en las secciones 4.1.1 y 4.1.2, pero en esta ocasio´n se valorara´ la capacidad
del modelo de reproducir la resistividad aparente a partir del potencial ele´ctrico medido en la superficie terrestre.
(a) Caso Homoge´neo:
En estas condiciones, las medidas de resistividad aparente deber´ıan ser exactamente las mismas para cualquier
profundidad e iguales a la resistividad real del dominio, que se define como la inversa de la conductividad ele´ctrica,
puesto que el dominio es homoge´neo. Esto se traducir´ıa en que, independientemente del valor de separacio´n entre
electrodos, la medida de resistividad aparente sera´ siempre la misma.
Para comprobar que e´sto se cumple, se presenta a continuacio´n una gra´fica en la que se muestra el valor de la
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resistividad aparente en funcio´n de la separacio´n entre electrodos. Adema´s, se comparara´ la solucio´n obtenida
mediante el co´digo C++ con la obtenida utilizando la solucio´n anal´ıtica para este caso, aunque la u´nica razo´n
para hacer esto es la de comparar la precisio´n de ambas, puesto que ya se comprobo´ que los valores de potencial
ele´ctrico eran ide´nticos, y la obtencio´n de la medida de resistividad aparente u´nicamente implica la aplicacio´n
de determinados coeficientes (ver Ecuacio´n (2.6)).
Con la intencio´n de valorar en que´ niveles de error se encontrar´ıan los resultados mostrados, se graficara´ tambie´n el
error relativo del valor de resistividad aparente en referencia al valor esperado (el valor inverso de la conductividad
ele´ctrica constante del dominio), segu´n la expresio´n:
εrel( %) =
∣∣∣∣ρ− ρaρ
∣∣∣∣ · 100 (4.7)
Donde ρ es el valor esperado de resistividad ele´ctrica del terreno homoge´neo, definido como ρ = 1/σ.
Figura 4.2.2: Resistividad aparente para diferentes separaciones de la matriz de electrodos en un dominio homoge´neo
con conductividad ele´ctrica σ = 1 · 10−3 (Sm−1)
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Figura 4.2.3: Error cometido en el ca´lculo de la resistividad aparente en el dominio homoge´neo con respecto al valor
esperado, calculado segu´n la Ecuacio´n (4.7)
En la Figura (4.2.2) se observa co´mo el valor de la resistividad aparente calculada mediante el modelo desarrollado
en el trabajo tiende a equilibrarse en el valor esperado (1/σ = ρ = 1000 Ωm) cuando el espaciamiento entre
electrodos es de al menos 3 metros de distancia. Por lo tanto, es posible asegurar que, a partir de 3 metros de
espaciamiento, la distancia entre las celdas que contienen la posicio´n de los electros es suficiente como para que
no exista un solapamiento en el ca´lculo de la diferencia de potencial ele´ctrico entre ambas.
Los valores esta´ndar de separacio´n mı´nima entre electrodos para una matriz Wenner de distribucio´n de los elec-
trodos sobre la superficie oscilan entre 1 y 3 metros (e.g. ABEM [2007], Robert [2012]), por lo que el modelo DDP
propuesto no es capaz de obtener una solucio´n adecuada para estas separaciones de los electrodos. Como estos
valores son mı´nimos, se puede considerar que los resultados proporcionan una buena solucio´n ante separaciones
superiores a 3 metros, valores e´stos utilizados en los experimentos de campo reales.
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El problema que se observa para los primeros valores de separacio´n entre los electrodos es el comentado ante-
riormente fruto de la coincidencia de celdas para los electrodos M y N, o en su defecto, la escasez de suficiente
distancia entre dichos electrodos y los electrodos de intensidad que inyectan la corriente al subsuelo, que puede
afectar al valor de resistividad aparente debido a la resistencia de contacto creada entre el material del electrodo
y el propio mineral del subsuelo en el que se enclavar´ıa dicho electrodo. Cuando esta distancia es inferior a unos
50 cent´ımetros (e.g. Robert [2012], ABEM [2007]), la resistividad medida puede resultar modificada por esta
resistencia de contacto. Este problema, como ya se dijo, se solucionar´ıa mediante un incremento del nu´mero de
celdas en las que se divide el dominio, facilitando as´ı la precisio´n a la hora de posicionar los electrodos y por
tanto la mejora en las mediciones de potencial ele´ctrico.
En cuanto al error, es posible observar en la Figura (4.2.3) que los valores de error relativo existente en las
mediciones de resistividad aparente son realmente bajos, principalmente considerando separaciones por encima
de los 3 metros, por las razones antes explicadas. Puesto que incluso la solucio´n anal´ıtica presenta errores en
este aspecto, debidos del mismo modo a la discretizacio´n empleada, la conclusio´n que se podr´ıa extraer de
ambas gra´ficas es que una vez superados los 3 metros de separacio´n entre electrodos para esta discretizacio´n en
particular (valores mostrados en Tabla (4.2.1), la fiabilidad de los resultados es muy elevada, presentando como
error relativo ma´ximo εmax = 3,75 %.
(b) Caso Heteroge´neo:
Bajo estas condiciones, el dominio quedara´ dividido en dos capas horizontales, cada una de ellas con un espesor
y una conductividad ele´ctrica diferentes (ver Figura (4.1.2)). En este caso, al no ser un dominio homoge´neo, no
existira´ un valor constante de resistividad aparente, como en el caso anterior, sino que la resistividad aparente
medida variara´ entre los valores de cada capa.
Lo que esto significa es que, en caso de que la capa superior sea muy estrecha, u´nicamente los primeros valores
de resistividad aparente medidos (correspondientes a separaciones de los electrodos muy pequen˜as) captara´n la
existencia de dicha capa, pues la mayor´ıa del dominio estara´ compuesta por la inferior y ma´s ancha capa. En
el caso contrario, al ocupar la gran mayor´ıa del dominio la capa superior, solamente los valores de resistividad
aparente medidos para grandes separaciones de los electrodos recogera´n la informacio´n de resistividad procedente
de la capa inferior.
Con el objetivo de mostrar estos resultados, se planteara´ una situacio´n con una relacio´n de espesor determinada
de las capas horizontales que conformara´n el dominio. Concretamente, para valorar el caso l´ımite, se tomara´ un
valor de espesor extremo, reflejado junto con el valor adoptado para el resto de para´metros en la Tabla(4.2.1).
Como se observa en la Figura (4.2.4), aparece igualmente el problema relacionado con las separaciones pequen˜as,
explicado anteriormente. Es este caso, no existe un valor esperado de resistividad, sino que se supone que e´sta
ira´ variando entre ρsup = 1000 Ωm y ρinf = 1 Ωm, lo que se confirma en dicho gra´fico. Se puede observar como,
dado el pequen˜o espesor de la capa superior, conforme se comienzan a obtener medidas de resistividad aparente
correspondientes a mayores profundidades, su valor comienza a disminuir hasta alcanzar el de la capa inferior.
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Figura 4.2.4: Resistividad aparente para un dominio heteroge´neo formado por dos capas horizontales, con un espesor
de la capa superior de esup = 1,5 m y unas conductividades ele´ctricas de valor σsup = 1 · 10−3 Sm−1 y σinf = 1 · 10−1
Sm−1
Adema´s se ha an˜adido un extra a la comparacio´n mostrada, que incluye la solucio´n precedente del co´digo C++
aplicando simulta´neamente el me´todo de eliminacio´n de la singularidad desarrollado en este estudio. Utilizando
este me´todo, la solucio´n es au´n ma´s coincidente con la anal´ıtica, aunque ya se explico´ en la Figura (4.2.2) que
incluso para la solucio´n anal´ıtica existe un error causado por la discretizacio´n utilizada en la resolucio´n del
problema.
Aunque so´lo se ha evaluado la efectividad del modelo EPM, es decir, incluyendo u´nicamente la parte que afecta a
la matriz, sin ningu´n tipo de fracturas presentes en el subsuelo, se podr´ıa llegar a la conclusio´n de que dicho modelo
permite simular situaciones reales que se dan en las mediciones de campo de resistividad aparente y adema´s es capaz
de reproducir las condiciones de resistividad ele´ctrica de las que part´ıa, como se ha mostrado en las Figuras (4.2.2) y
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(4.2.4).
Por lo tanto, los resultados obtenidos ponen de manifiesto la efectividad del modelo, aunque desde luego su apli-
cacio´n a situaciones reales es pra´cticamente imposible, ba´sicamente debido a la existencia mayoritaria de fracturas
en la gran mayor´ıa de sistemas geolo´gicos. Es por ello que continuacio´n se presentan los resultados ma´s relevantes
del estudio en cuestio´n, evaluando simulta´neamente la roca madre que contiene las fracturas (matriz) junto con las
propias fracturas. Estos resultados proporcionara´n algo de luz sobre la aplicabilidad del modelo propuesto as´ı como
su efectividad en la deteccio´n y caracterizacio´n de fracturas.
Tabla 4.2.1: Para´metros para el ca´lculo de las soluciones presentadas en la seccio´n 4.2.1
Para´metros Caso Homoge´neo Caso Heteroge´neo
Longitud del dominio (Lx [m]) 30 [m] 30 [m]
Profundidad del dominio(Lz [m]) 30 [m] 30 [m]
Intensidad de la fuente (I [A]) 10 [A] 10 [A]
σsup = 1 · 10−3 [Sm−1]
Conductividad ele´ctrica del dominio (σ [Sm−1]) 1 · 10−3 [Sm−1]
σinf = 1 · 10−1 [Sm−1]
Espesor de las capas (e[ %]) Dominio continuo esup = 5[ %]/einf = 95[ %]
Nu´mero de celdas por dimensio´n (Nx/Ny/Nz [celdas]) 101/101/101 [celdas] 101/101/101 [celdas]
Separacio´n entre electrodos (s [m]) (0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 2 3 4 5 6 7 8 9 9.5) [m]
Posicio´n de las fuentes (F1/F2 [m]) Lx/2− 3s/2 [m]/ F1 + 3s [m] Lx/2− 3s/2 [m]/ F1 + 3s [m]
Nu´meros de onda (ω [m−1]) [Xu et al., 2000] [Xu et al., 2000]
Pesos de Fourier (g [adim.]) [Xu et al., 2000] [Xu et al., 2000]
4.2.2. Resultados Discrete-Dual Porosity (DDP)
En esta ocasio´n, se planteara´n tres geometr´ıas diferentes en cuanto al posicionamiento de las fracturas en la matriz,
tal y como se puede observar en la Figura (4.2.5). Para cada una de estas geometr´ıas, se calculara´, del mismo modo
que en las secciones anteriores, el valor de la resistividad aparente a lo largo de una l´ınea vertical que cruza el dominio
por el centro del mismo. Como se explico´ en la seccio´n 4.2.1, el valor de la resistividad aparente calculado de esta
forma cambiara´ en funcio´n de las estructuras que quedan por encima del punto donde se calcula dicha resistividad.
Esto es debido a que el campo ele´ctrico se ve modificado por cada una de las estructuras que e´ste va atravesando en
su avance hacia profundidades mayores, lo que afecta impl´ıcitamente al valor de la resistividad aparente. Dicho efecto
se observa en la Figura (4.2.4), donde debido a la geometr´ıa bi-capa del dominio, la resistividad ele´ctrica cambia con
la profundidad.
Cuando estas capas horizontales se consideran de un espesor muy pequen˜o en relacio´n al taman˜o del dominio
estudiado, se podr´ıa decir que pasan a ser denominadas fracturas. T´ıpicamente, la diferencia en hidrolog´ıa entre la
permeabilidad de matriz y fracturas puede llegar a ser de muchos o´rdenes de magnitud, hecho que corroborar´ıa la
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(a) (b) (c)
Figura 4.2.5: Geometr´ıas utilizadas en la presentacio´n de resultados: (a) caso de fracturas paralelas, (b) caso de “Sugar
Box”, (c) Caso de fracturas aleatorias
existencia de caminos preferentes a trave´s de los cuales circular´ıa el fluido en cuestio´n, evitando entrar en la matriz
rocosa. Sin embargo, en el estudio del flujo de corriente ele´ctrica en el subsuelo, las diferencias de conductividades
ele´ctricas entre fracturas y matriz no son superiores a dos o´rdenes de magnitud [Roubinet and Irving , 2014], lo que
favorece la circulacio´n de flujo a trave´s de matriz y fracturas, y no u´nicamente a trave´s de e´stas u´ltimas, puesto que no
existe un gran salto de conductividades ele´ctricas que haga funcionar a las estructuras de forma muy diferente, como
en el a´mbito de la hidrolog´ıa. Incluso en casos en los que esta diferencia de conductividades ele´ctricas es elevada, dado
que los experimentos de este tipo se realizan con electrodos colocados en la superficie y dichos puntos no coinciden
generalmente con fracturas superficiales, es importante tener en cuenta la posibilidad de que el flujo de corriente
ele´ctrica circule tambie´n a trave´s de la matriz rocosa.
Como en estas situaciones no existen soluciones anal´ıticas con las que poder comparar el modelo presentado, se
utilizara´ un software de ca´lculo de soluciones nume´ricas mediante volu´menes finitos como es COMSOL Multiphysics®,
en el que se implementara´n cada una de las geometr´ıas presentadas en la Figura (4.2.5) para el ca´lculo de la resistividad
aparente en tres dimensiones. Posteriormente, se comparara´ esta distribucio´n vertical de resistividad aparente con
aquella calculada a trave´s del co´digo C++ y a la que se aplicara´ posteriormente la transformacio´n de Fourier.
Inicialmente y a modo de calibracio´n del modelo, se presentara´ una comparacio´n muy sencilla considerando que
tanto fracturas como matriz tiene la misma conductividad ele´ctrica, de forma que se podr´ıa utilizar la solucio´n anal´ıtica
para un dominio homoge´neo y sin fracturas (EPM) para comprobar que el co´digo C++ desarrollado ofrece un resultado
adecuado. Del mismo modo que para las secciones anteriores, se presentara´ para cada geometr´ıa el error cometido en
comparacio´n con el valor esperado de resistividad aparente, siguiendo la Ecuacio´n (4.7).
En el caso de fracturas paralelas (Figuras (4.2.6)) as´ı como en los dema´s, es posible observar que la coincidencia no
esta´ garantizada para el caso en el que fracturas y matriz poseen las mismas conductividades ele´ctricas (σf = σm =
1 · 10−3. Aunque el error relativo no es muy elevado en ninguno de los casos (εmax = 11 %), incluso en el caso de
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(a) (b)
Figura 4.2.6: Caso de fracturas paralelas. Se utilizan 5 fracturas paralelas a la superficie del dominio y equidistantes
entre s´ı. (a) distribucio´n vertical de resistividad aparente y (b) error relativo cometido con respecto al valor esperado
de resistividad aparente en el dominio homoge´neo
la solucio´n anal´ıtica, se observa que el ajuste entre las soluciones y el valor esperado no es muy adecuado. Esto se
achaca a un problema de definicio´n de las condiciones de contorno explicadas en el ape´ndice C, y que se resuelve en
la seccio´n 6. Este problema, en l´ıneas generales, supone que las condiciones de contorno establecidas no respondan al
comportamiento asinto´tico del potencial ele´ctrico, y por ello, el potencial ele´ctrico se modifica ligeramente al atravesar
las diferentes fracturas existentes en el dominio, incluso aunque las conductividades ele´ctricas de ambas estructuras
fuesen iguales. De esta forma la resistividad aparente no se corresponde exactamente con la esperada.
En los casos de “Sugar Box” (Figura (4.2.7)) y fracturas aleatorias (Figura (4.2.8)) es posible observar estos mismos
problemas anteriormente comentados.
Se podr´ıa decir que el caso presentado para conductividades ele´ctricas iguales en matriz y fracturas no es el ma´s
adecuado, puesto que supone un l´ımite del modelo. Sin embargo, ante los desconcertantes resultados mostrados con
anterioridad, so´lo cabe esperar una mejora de los mismos ante la redefinicio´n de las condiciones de contorno. Por ello,
y con el objeto de comparar situaciones ma´s propicias para el modelo DDP presentado, a continuacio´n se muestran
los resultados obtenidos para las mismas geometr´ıas anteriores, pero en esta ocasio´n con diferentes conductividades
ele´ctricas en matriz y fracturas.
Para valorar diferentes situaciones, se reflejara´n los resultados de la distribucio´n vertical de resistividad aparente
para cada geometr´ıa, suponiendo dos valores diferentes para la conductividad ele´ctrica de la matriz, manteniendo en
un valor fijo la conductividad ele´ctrica de las fracturas, de forma que el ratio σf/σm sea diferentes en cada uno de
los resultados mostrados. En esta ocasio´n se mostrara´n los resultados para las dos situaciones explicadas para cada
una de las geometr´ıas, pero no aparecera´ ninguna referencia al error relativo, puesto que en este caso no existe un
valor esperado. Por ello, se comparara´n las solucio´n procedente del co´digo C++ con la solucio´n provista por COMSOL
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(a) (b)
Figura 4.2.7: Caso de “Sugar Box”. Se utilizan 5 fracturas paralelas a la superficie del dominio equidistantes entre
s´ı que cortan a otras 5 fracturas perpendiculares a la superficie y equidistantes entre s´ı. (a) distribucio´n vertical de
resistividad aparente y (b) error relativo cometido con respecto al valor esperado de resistividad aparente en el dominio
homoge´neo
(a) (b)
Figura 4.2.8: Caso de fracturas aleatorias. Se utiliza una distribucio´n aleatoria de fracturas (aunque siempre la misma,
por mantener la coherencia del problema). (a) distribucio´n vertical de resistividad aparente y (b) error relativo cometido
con respecto al valor esperado de resistividad aparente en el dominio homoge´neo
Multiphysics®, con la aplicacio´n de las condiciones de contorno establecidas en el ape´ndice C en ambas soluciones.
Durante la presentacio´n de estos resultados se observara´ que principalmente existe coincidencia de soluciones para
los valores de separacio´n de electrodos centrales, entre 3 y 8 metros. El mal ajuste en los primeros valores se debe,
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como ya se explico´ en la seccio´n 4.1, a un problema de discretizacio´n, que incluso aparece en la solucio´n muy refinada
presentada por COMSOL Multiphysics®. Sin embargo, como se puede observar en la Figura (4.2.9), los valores finales
presentan una tendencia completamente opuesta entre ambas soluciones. Esto se debe previsiblemente al problema
nombrado anteriormente en la definicio´n de las condiciones de contorno, aunque no se ha podido corroborar. Se cree
que es debido a dicho problema porque, a esas distancias de separacio´n entre electrodos, los valores de resistividad
aparente medidos se corresponden con profundidades que pueden tocar el l´ımite inferior del dominio, donde se han
impuestos las condiciones de contorno definidas en este trabajo. Posteriormente al desarrollo de este estudio, se cayo´ en
la cuenta de que dicha definicio´n (basada en la bibliograf´ıa de referencia) no era la correcta desde la base, por lo que
en la seccio´n 6 se plantea la definicio´n correcta que se debera´ utilizar en estudios futuros para una mejora de los
resultados obtenidos mediante la aplicacio´n del modelo DDP propuesto.
Esta descripcio´n se puede comprobar igualmente en las otras geometr´ıas analizadas, “Sugar Box” (Figura (4.2.10))
y fracturas aleatorias (Figura (4.2.11)), donde aparecen igualmente los problemas anteriormente descritos.
Es importante notar que no es posible asegurar que la solucio´n proporcionada por COMSOL Multiphysics® sea una
solucio´n completamente correcta, puesto que se desconoce el co´digo utilizado para el ca´lculo de su solucio´n. Adema´s,
la aplicacio´n de las condiciones de contorno en COMSOL Multiphysics® se hace en 3D, puesto que dicha solucio´n
es tridimensional. Estas condiciones de contorno en 3D son utilizadas previamente [Dey and Morrison, 1979a], tal
y como se explica en el ape´ndice (C). Puesto que el error existente en la definicio´n de las condiciones de contorno
procede de la propia transformacio´n de dichas condiciones al dominio de Fourier, es dif´ıcil decir que las condiciones
de contorno aplicadas a ambas soluciones son las mismas. En el caso de la solucio´n proporcionada por el co´digo C++,
las condiciones se aplican en 2.5D para luego transformar la solucio´n ofrecida al dominio real en 3D, mientras que las
condiciones de contorno aplicadas en la solucio´n de COMSOL Multiphysics® son directamente definidas en 3D.
El hecho de considerar esta definicio´n de las condiciones de contorno incorrecta se sustenta gra´ficamente en la
tendencia creciente que presenta la Figura (4.2.11) para separaciones de los electrodos elevadas, lo que es completamente
imposible, puesto que esto implicar´ıa que el potencial ele´ctrico aumentar´ıa a profundidades mayores, algo dif´ıcil de
creer teniendo en cuenta que al ir atravesando cada una de las fracturas presentes en el dominio (con mayor valor de
conductividad ele´ctrica), el potencial ele´ctrico disminuye gradualmente.
Por otro lado, hay algo que se puede considerar como adecuado en la solucio´n ofrecida por el co´digo C++ frente
a aquella dada por COMSOL Multiphysics®, y es la constancia en la forma de las gra´ficas entre la imagen (a) y (b)
para cada una de las situaciones. Es decir, que aunque se cambie el ratio σf/σm, la forma de la gra´fica deber´ıa ser
siempre la misma, aunque los valores alcanzados por el potencial ele´ctrico se vean modificados, evidentemente debido
al cambio del ratio de conductividades ele´ctricas. Sin embargo, no ocurre lo mismo para el caso de la solucio´n aportada
por COMSOL Multiphysics®, donde se puede observar que esta constancia en la forma es aparentemente arbitraria.
En la Tabla (4.2.2) aparecen los para´metros utilizados para el ca´lculo de las soluciones utilizadas en la seccio´n
4.2.2.
Por lo tanto y a modo de conclusio´n, es posible determinar que el modelo DDP desarrollado en este trabajo es
capaz de ofrecer caracterizaciones ele´ctricas del subsuelo con una determinada fiabilidad, especialmente para valores
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(a)
(b)
Figura 4.2.9: Caso de fracturas paralelas. En ambas situaciones σf = 1 · 10−2 Sm−1, teniendo siempre en cuenta que
σf/σm >> 1. (a) σm = 1 · 10−5 Sm−1; (b) σm = 1 · 10−8 Sm−1
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(b)
Figura 4.2.10: Caso de “Sugar Box”. En ambas situaciones σf = 1 · 10−2 Sm−1, teniendo siempre en cuenta que
σf/σm >> 1. (a) σm = 1 · 10−5 Sm−1; (b) σm = 1 · 10−8 Sm−1
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(b)
Figura 4.2.11: Caso de fracturas aleatorias. En ambas situaciones σf = 1 · 10−2 Sm−1, teniendo siempre en cuenta
que σf/σm >> 1. (a) σm = 1 · 10−5 Sm−1; (b) σm = 1 · 10−8 Sm−1
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contenidos entre unos ma´rgenes esta´ndar de separacio´n entre los electrodos utilizados en la medicio´n de la resistividad
aparente, siguiente el me´todo Wenner explicado en la seccio´n 2.1. Adema´s, tampoco es posible descartar a posibilidad
de que el modelo sea completamente fiable si se consideraran unas condiciones de contorno diferentes, planteadas ma´s
adelante para posibles ampliaciones del trabajo aqu´ı presentado.
Por otra parte, es importante recordar que e´ste es un primer paso hacia la caracterizacio´n y representacio´n de
medios fracturados mediante un modelo DDP cuasi-tridimensional que sea capaz de distinguir claramente la presencia
de fracturas en el subsuelo, de forma que debe servir como referencia para posteriores ampliaciones y mejoras del
presente estudio, mejoras que se intentara´n aportar desde la experiencia que aporta el trabajo en este campo en la
seccio´n 6.
Es por ello que los resultados obtenidas en las Figuras (4.2.9), (4.2.10) y (4.2.11), posiblemente los ma´s concluyentes
del estudio, pueden considerarse como la base para construir un mejor modelo en futuras investigaciones, pero que en
ningu´n caso suponen un fracaso, aunque como ya se ha explicado, puedan presentar errores.
A continuacio´n se dara´ una idea de la complejidad del proceso de inversio´n de la resistividad aparente, aunque
no forme parte integrante del estudio realizado, ba´sicamente para cerrar el ciclo en la obtencio´n de la distribucio´n de
resistividad real del subsuelo.
Tabla 4.2.2: Para´metros para el ca´lculo de las soluciones presentadas en la seccio´n 4.2.1. Aunque hay tres geometr´ıas
diferentes, los para´metros que aparecen en esta tabla se utilizara´n por igual para cada una de dichas geometr´ıas
Para´metros Caso σf/σm = 1 Caso σf/σm >> 1
Longitud del dominio (Lx [m]) 60 [m] 60 [m]
Profundidad del dominio(Lz [m]) 60 [m] 60 [m]
Intensidad de la fuente (I [A]) 10 [A] 10 [A]
Conductividad ele´ctrica de la matriz (σm [Sm
−1]) σm = 1 · 10−3 [Sm−1] σm = 1 · 10−2 [Sm−1]
σf1 = 1 · 10−5 [Sm−1]
Conductividad ele´ctrica de las fracturas (σf [Sm
−1]) σf = 1 · 10−3 [Sm−1] σf2 = 1 · 10−8 [Sm−1]
Apertura de las fracturas (bf [m]) bf = 1 · 10−3 [m] bf = 1 · 10−3 [m]
Nu´mero de celdas por dimensio´n (Nx/Ny/Nz [celdas]) 201/201/201 [celdas] 201/201/201 [celdas]
Separacio´n entre electrodos (s [m]) (0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 2 3 4 5 6 7 8 9 9.5) [m]
Posicio´n de las fuentes (F1/F2 [m]) Lx/2− 3s/2 [m]/ F1 + 3s [m] Lx/2− 3s/2 [m]/ F1 + 3s [m]
Nu´meros de onda (ω [m−1]) [Xu et al., 2000] [Xu et al., 2000]
Pesos de Fourier (g [adim.]) [Xu et al., 2000] [Xu et al., 2000]
4.2.3. Resultados del Problema de Inversio´n
En este apartado se intentara´ dar una pequen˜a idea de la complejidad existente en el problema de inversio´n
necesario para obtener el campo de resistividad real del subsuelo a partir de la distribucio´n de resistividad aparente
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obtenida mediante la aplicacio´n del modelo DDP anteriormente desarrollado. Para ello se obtendra´ la distribucio´n
de resistividad aparente de un dominio homoge´neo y se resolvera´ el problema de inversio´n mediante el software
Res2DInv®, obteniendo de esta manera el campo de resistividad real del subsuelo.
La idea sera´ la de comprobar que incluso para un dominio homoge´neo, en el que el proceso de inversio´n deber´ıa
ser u´nico y sencillo, la resolucio´n de dicho problema se convierte en la seleccio´n de uno de los posibles modelos de
resistividad real que responden a ese patro´n de distribucio´n de resistividad aparente.
El me´todo de obtencio´n de la resistividad aparente del dominio se basara´ en la recreacio´n de un conjunto de
experimentos ERT de los que se ira´n tomando los valores de resistividad aparente necesarios para reconstruir dicha
distribucio´n en el subsuelo. Para ello, se fijara´ una longitud de dominio elevada (en este caso, Lx = 300 metros)
y una separacio´n fija entre electrodos (en este caso, s = 3 metros), siguiendo la distribucio´n Wenner de la matriz
de electrodos (ver seccio´n 2.1). Con estas condiciones, se ira´ desplazando la matriz formada por los 4 electrodos de
izquierda a derecha hasta cubrir la distancia total del dominio, consiguiendo de este modo los valores de resistividad
aparente correspondientes a una profundidad concreta en l´ınea horizontal. Una vez conseguida la distribucio´n horizontal
de resistividad aparente para este primer valor de profundidad, se doblara´ el valor de separacio´n entre electrodos y
se repetira´ el movimiento de barrido horizontal de la matriz de electrodos para obtener las mediciones de resistividad
aparente, en esta ocasio´n, correspondientes a una profundidad mayor, dado el aumento de separacio´n entre electrodos.
Procediendo de esta forma hasta realizar un u´nico experimento en todo el dominio, los puntos de medicio´n de
resistividad aparente formara´n una pira´mide invertida, tal y como se muestra en la Figura (4.2.12).
Figura 4.2.12: Distribucio´n de las medidas de resistividad aparente tomadas en la realizacio´n de los experimentos ERT
de la forma explicada en la seccio´n 4.2.3 (Software Res2DInv®)
Una vez obtenidas todas las mediciones de resistividad aparente del dominio para diversas profundidades, se
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Figura 4.2.13: Distribucio´n real de resistividad del subsuelo obtenida mediante la inversio´n de los datos medidos ante-
riormente. En la parte superior, se muestra la “pseudo-seccio´n” de resistividad aparente medida de la forma explicada
con anterioridad; en la parte central, aparece la “pseudo-seccio´n” resultante de las iteraciones necesarias en el pro-
ceso de inversio´n, aquella que sirve como valor de entrada en la u´ltima iteracio´n; en la parte inferior, se muestra la
distribucio´n de resistividad real del subsuelo que mejor se ajusta al modelo inicial (Software Res2DInv®)
utilizara´ el archivo generado con dichos valores (creado mediante un co´digo Matlab® de elaboracio´n propia) como
entrada para el software de inversio´n Res2DInv®, encargado de realizar la inversio´n de una forma sencilla. Mediante
este software se llevara´ a cabo el proceso de inversio´n para obtener la resistividad real del subsuelo que responda ante
la “pseudo-seccio´n” medida de resistividad aparente. Dicho programa presenta varias ima´genes a la hora de invertir
los datos, presentados en la Figura (4.2.13).
El software utilizado denomina “pseudo-seccio´n” a la distribucio´n de resistividad aparente obtenida, ya sea la
inicial o aquella que resulta del proceso iterativo de inversio´n. El algoritmo de inversio´n consistira´ en ir calculando
iterativamente cua´l es la mejor solucio´n que se ajusta a la distribucio´n inicial mediante la minimizacio´n del error
existente entre ambas. Cuando el error supera un valor determinado, se vuelve a iterar, esta vez partiendo del modelo
de resistividad aparente u´ltimo, no del inicial. Una vez se llega al modelo o´ptimo que representa los datos iniciales de
la mejor manera posible, el programa presenta la solucio´n como la distribucio´n de resistividad real del subsuelo (ver
Figura (4.2.13)).
En primer lugar, es importante destacar el error de discretizacio´n ya comentado anteriormente que hace que incluso
habiendo utilizado la solucio´n anal´ıtica para un dominio homoge´neo descrita en la Ecuacio´n (A.4) se produzcan errores
en los valores de resistividad aparente, que deber´ıan mantenerse constante para todas las profundidades, aunque no
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es as´ı. En segundo lugar, se podr´ıa culpar a la transformacio´n de Fourier de parte del error cometido en la generacio´n
de los datos de resistividad aparente, algo que tambie´n se ha comentado con anterioridad y que viene ligado a la
discretizacio´n de la Ecuacio´n (2.13) y la optimizacio´n de los nu´meros de onda seleccionados.
Sin embargo, lo que es realmente llamativo en la Figura (4.2.13) es el modelo de resistividad real que el software
propone ante la “pseudo-seccio´n” de resistividad aparente presentada como inicio del proceso. Esto permite imaginar la
complejidad del proceso de inversio´n, principalmente aquella que an˜ade la infinidad de soluciones que pueden aparecer
para un mismo campo de resistividad aparente.
Para terminar con el trabajo, se presentara´n las conclusiones que se han podido extraer del desarrollo del mismo,
as´ı como de los resultados e ima´genes mostradas durante las secciones anteriores. Aunque se han ido explicando
detalladamente cada una de las conclusiones que se mostrara´n a continuacio´n, se pretende recoger todas estas ideas
de forma que se pueda trabajar sobre ellas ma´s fa´cilmente a la hora de la comprobar que realmente se han cumplido
los objetivo que en dicha seccio´n se muestran.
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5. Conclusiones
En esta seccio´n seccio´n se pretende agrupar todas las ideas que han ido apareciendo a lo largo del desarrollo del
trabajo, ma´s en particular, en la seccio´n 4, donde se han presentado los resultados que puede llegar a ofrecer el modelo
propuesto.
1. Condiciones de Contorno versus Taman˜o del Dominio
Como se vio en las Figuras (4.2.9), (4.2.10) y (4.2.11), existe una gran diferencia en los valores de resistividad
aparente entre la solucio´n proporcionada por COMSOL Multiphysics® y aquella ofrecida por el co´digo C++
desarrollado en este trabajo para la implementacio´n del modelo DDP propuesto. Esta diferencia, que se muestra
principalmente en los valores iniciales y finales de resistividad aparente, tiene su origen en dos motivos diferentes.
En este apartado se tratara´ de resolver el referente a la discrepancia en los valores de resistividad aparente
correspondientes a grandes separaciones de los electrodos.
La razo´n por la que se cree que los valores de resistividad aparente para separaciones elevadas son incorrectos
es la definicio´n de las condiciones de contorno, realizada en el ape´ndice C. Bajo esta definicio´n, las condiciones
de contorno reflejan el comportamiento asinto´tico del potencial ele´ctrico en las fronteros derecha, izquierda e
inferior, lo que implica que e´ste tiende a cero cuando la distancia a la fuente de inyeccio´n de corriente ele´ctrica es
elevada. Esta definicio´n es correcta tal y como se plantea en [Dey and Morrison, 1979a] y se utiliza en COMSOL
Multiphysics® para obtener las soluciones presentadas en la seccio´n 4. Sin embargo, cuando Dey and Morrison
[1979b] adaptan dicha definicio´n al dominio de Fourier no lo hacen correctamente, y aparece el error que aparece
en la parte derecha de todas las figuras de la seccio´n 4.2.2. Esta definicio´n erro´nea hace que el potencial ele´ctrico
se vea afectado por las condiciones de contorno forzadas en las fronteras derecha, izquierda e inferior, y por lo
tanto, ocurra lo mismo con la resistividad aparente. Es por ello que su valor aumenta a grandes profundidades,
cuando en realidad deber´ıa disminuir debido a la mayor conductividad ele´ctrica de cada una de las fracturas que
atravesar´ıan las l´ıneas de campo ele´ctrico.
Lo que se quiere decir con esto es que se conf´ıa en que la solucio´n aportada por COMSOL Multiphysics® sea
correcta desde el punto de vista de la aplicacio´n de las condiciones de contorno en 3D, cuya definicio´n es correcta,
mientras que con respecto a esto, la solucio´n proporcionada por el co´digo C++ deber´ıa corregirse. La correccio´n
de la definicio´n de las condiciones de contorno en el dominio de Fourier se aporta en la seccio´n 6 como uno de
los puntos a mejorar en estudios posteriores.
En cuanto al taman˜o del dominio, otra posibilidad que evita la utilizacio´n de las condiciones de contorno Robin
definidas en el ape´ndice C es la aplicacio´n de condiciones de contorno Dirichlet que fijen el valor del potencial
ele´ctrico a cero en las fronteras derecha, izquierda e inferior. De esta forma aparece un problema que afectara´ a
la discretizacio´n y que se examinara´ a continuacio´n, pero que con una gran capacidad de computacio´n podr´ıa
eliminarse por completo. Como no se dispone individualmente de este tipo de capacidad de co´mputo, se ha
descartado dicha solucio´n.
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2. Transformacio´n Inversa de Fourier en DDP
Se ha estudiado con detenimiento el me´todo utilizado para la transformacio´n inversa de Fourier en la seccio´n 3.9
de una forma general. Adema´s, se verifico´ que el error cometido en dicho proceso para una situacio´n en la que
no exist´ıan fracturas en el subsuelo era despreciable (Figuras (4.1.1) y (4.1.2)), al menos desde el punto de vista
en que este error afectaba a la distribucio´n de resistividad real del subsuelo. Sin embargo, puesto que no existe
ninguna solucio´n anal´ıtica en 3D para el caso de presencia de fracturas en el subsuelo (considerando que matriz
y fracturas presentan diferentes valores de conductividad ele´ctrica), es imposible conocer que´ error supone la
transformacio´n inversa de Fourier. Este error puede cambiar en comparacio´n con el de un medio homoge´neo por
diferentes motivos, entre los que se encuentra la brusca variabilidad del potencial ele´ctrico debido a los saltos de
conductividad ele´ctrica.
A falta de mayores nociones en cuanto a la dimensio´n de este error, so´lo cabe esperar que en un futuro sea posible
desarrollar algu´n me´todo que permita mejorar la transformacio´n de Fourier au´n ma´s que en la actualidad, o
incluso conocer directamente que´ valor presenta el error cometido durante dicha transformacio´n para dominios
en los que existan fracturas.
3. Discretizacio´n del Dominio
La discretizacio´n del dominio de estudio es uno de los principales errores que ha aparecido durante la presentacio´n
de los resultados del modelo propuesto en la seccio´n 4. Este problema supone que, sin una malla de nume´rica lo
suficientemente refinada, las posiciones de los electrodos de intensidad y potencial se pueden solapar, existiendo
la posibilidad de que dos o ma´s electrodos se encuentren situados sobre la misma celda. En esta situacio´n, la
diferencia de potencial podr´ıa ser nula o simplemente inadecuada entre los electrodos de potencial, de forma que
se modificara´ el valor de la resistividad aparente obtenido para dicha medicio´n. Este es el problema que aparece
para los valores de resistividad aparente correspondientes a separaciones de los electrodos muy pequen˜as, como
por ejemplo, en las Figuras (4.2.2) o (4.2.6).
Para la solucio´n o mejora de este problema s´ı se pueden plantear algunas posibilidades que permitir´ıan al menos
resolver en parte el error existente para separaciones pequen˜as de los electrodos:
(a) Refinar la discretizacio´n
Simplemente consistir´ıa en aumentar el nu´mero de celdas de computacio´n para disminuir la posibilidad
de que ocurra esa coincidencia en la posicio´n de los electrodos detallada con anterioridad. Esta solucio´n
implicar´ıa un aumento del coste computacional, aunque con equipos de ca´lculo adaptados a estas condiciones
no supondr´ıa un problema.
Para manejar un orden de magnitud del tiempo de ca´lculo empleado en la obtencio´n de las soluciones
planteadas en la seccio´n 4.2.2, quiza´ los ma´s exigentes computacionalmente, en el caso del co´digo C++
ronda las 2 horas de ca´lculo la obtencio´n de la distribucio´n vertical de resistividad aparente, mientras que
se situ´a en torno a 4 horas para el caso de COMSOL Multiphysics®, ambas para la geometr´ıa de fracturas
paralelas, la ma´s sencilla.
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Es por ello que incrementar au´n ma´s el tiempo de computacio´n no deber´ıa ser lo adecuado, al menos siempre
que se pueda evitar.
(c) Me´todos de interpolacio´n
Otra de las opciones que se pueden plantear para resolver el problema de discretizacio´n, sin incrementar en
este caso el coste computacional, ser´ıa la interpolacio´n de los valores de potencial ele´ctrico con el objetivo
de obtener la distribucio´n del potencial ele´ctrico en aquellos puntos interiores entre las celdas nume´ricas
utilizadas en la discretizacio´n del dominio.
De esta forma no se incrementa el coste computacional, puesto que, mediante la funcio´n spline.m desarro-
llada en Matlab®, se obtienen buenos resultados con un incremento de tiempo del orden de segundos.
Sin embargo, la mejora en los resultados, aunque sirve indudablemente para resolver el problema de los
valores de resistividad aparente para pequen˜as separaciones de los electrodos, no supone, por el contrario,
una mejora en los valores de resistividad aparente para las dema´s separaciones de los electrodos, lo que no
hace tan efectivo el me´todo de interpolacio´n. Esto se debe a que se trata de un me´todo de post-procesado, y
los errores de ca´lculo siguen existiendo, aunque se busque calcular los valores de resistividad entre medidas.
4. Extensio´n del Me´todo de Eliminacio´n de la Singularidad para el Modelo DDP
Tal y como se ha presentado en el ape´ndice B, el me´todo de eliminacio´n de la singularidad se puede aplicar a
situaciones en las que no existan fracturas en el subsuelo (EPM), de modo que en la seccio´n 4.1 se confirma la
validez de dicho me´todo. Sin embargo, este me´todo no se puede aplicar simulta´neamente con la consideracio´n de
fracturas en el subsuelo, puesto que las ecuaciones planteadas no son las mismas, tal y como se puede observar
en la seccio´n 3.
Por lo tanto, se plantea la posibilidad de extender el me´todo desarrollado para poder aplicarlo al modelo DDP
planteado, de forma que se pueda evaluar la dimensio´n del error debido al problema de la singularidad en caso
de que existan fracturas en el subsuelo.
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6. Trabajo Futuro
La intencio´n de esta seccio´n es la de proyectar de alguna forma cua´les podr´ıan ser aquellos aspectos en los que se
podr´ıa mejorar el presente modelo desde un punto de vista computacional o de mejora de los resultados mostrados,
de forma que el mismo desarrollo del problema hecho hasta el momento sirva como base para construir un modelo
ma´s efectivo y robusto. Con esta intencio´n, se presentara´n una serie de puntos en los cuales se ha visto un posible
foco de error y una v´ıa de mejora del modelo propuesto en las secciones anteriores. Algunos de estos puntos esta´n
siendo desarrollados en la actualidad por los autores de este mismo trabajo, aunque au´n no es posible la presentacio´n
de resultados que corroboren la efectividad prevista de dichas modificaciones. Sin embargo, la gran mayor´ıa de estas
consideraciones no sera´ llevadas a cabo como continuacio´n de este estudio, sino que se presentan para que nuevos
investigadores entren ma´s en detalle en su desarrollo.
Por lo tanto, se planteara´n varias posibles alternativas de estudio futuro:
(a) Condiciones de Contorno
Como se explica en el ape´ndice C, las condiciones de contorno utilizadas en el desarrollo del problema han sido
anteriormente utilizadas por un gran nu´mero de autores en el dominio de Fourier (e.g. Dey and Morrison [1979b],
Greenhalgh [2008], Pidlisecky and Knight [2008]). Sin embargo, una vez presentados los resultados que aparecen
en la seccio´n 4.2, se fijo´ la atencio´n en el extran˜o comportamiento del modelo para grandes profundidades (Figuras
(4.2.9), (4.2.10) y (4.2.11)), que se asocio´ ra´pidamente con un error en las condiciones de contorno utilizadas.
Realizando nuevas comprobaciones y remonta´ndose a la procedencia de la definicio´n de dichas condiciones de
contorno, se pudo observar que desde el comienzo de su uso, Dey and Morrison [1979b] no hacen un razonamiento
correcto de la transformacio´n de Fourier, incurriendo de esta forma en el posible error que se puede observar en
los resultados presentados en este trabajo.
Las condiciones de contorno que plantean Dey and Morrison [1979b] son las siguientes:
α(x, ω, z)φ¯(x, ω, z) + β(x, ω, z)
∂φ¯(x, ω, z)
∂~n
= γ(x, ω, z) (6.1)
Donde:
α(x, ω, z) = ω
K1(ωr)
K0(ωr)
(
~n · ~r
r
)
; β(x, ω, z) = 1; γ(x, ω, z) = 0 (6.2)
La procedencia de estas condiciones de contorno hay que buscarla en las correspondientes condiciones definidas
en 3D por estos mismos autores en Dey and Morrison [1979a], ofreciendo la siguiente expresio´n:
α(x, y, z)φ(x, y, z) + β(x, y, z)
∂φ(x, y, z)
∂~n
= γ(x, y, z) (6.3)
Donde:
α(x, y, z) =
~n · ~r
r2
; β(x, y, z) = 1; γ(x, y, z) = 0 (6.4)
Si se mantiene la lo´gica del problema, cualquier ecuacio´n en el dominio de Fourier deber´ıa surgir como la trans-
formacio´n de Fourier definida en la Ecuacio´n (2.12) aplicada a la correspondiente ecuacio´n en tres dimensiones.
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Sin embargo, no ocurre lo mismo con las Ecuaciones (6.3) y (6.1), puesto que al aplicar dicha transformacio´n el
resultado no es el mismo.
Es por esto que a continuacio´n se presentara´ las condiciones de contorno que, siguiendo la misma l´ınea utilizada
en el resto del trabajo, deber´ıan utilizarse para representar realmente el comportamiento asinto´tico del potencial
ele´ctrico en los l´ımites del dominio, tal y como aseguran los autores que defienden el uso de las condiciones de
contorno definidas en el ape´ndice C.
En primer lugar, se aplicara´ la transformacio´n de Fourier a las condiciones de contorno definidas en la Ecuacio´n
(6.3) con el objetivo de obtener su definicio´n en el dominio de Fourier, de forma que es posible obtener la siguiente
expresio´n:
α(x, y, z)φ(x, y, z) +
∂φ(x, y, z)
∂~n
= 0
Transformada−−−−−−−−−−→ (6.5)
−−−−→ α˜(x, ω, z) ∗ φ¯(x, ω, z) + ω∂φ¯(x, ω, z)
∂~n
= 0 (6.6)
Donde (∗) simboliza el producto de convolucio´n entre dos funciones, en este caso, α˜(x, ω, z) y φ¯(x, ω, z). La
Ecuacio´n (6.6) simboliza las condiciones de contorno que deber´ıan utilizarse para intentar eliminar el problema
descrito en la seccio´n 4.2 en cuanto a la tendencia incorrecta de la resistividad aparente a grandes profundidades.
Del mismo modo que en el ape´ndice C, es posible asumir que el potencial ele´ctrico a distancias suficientemente
grandes de la fuente de corriente as´ı como de cualquier inhomogeneidad viene descrito por la Ecuacio´n (A.4).
De esta forma es posible definir el valor φ¯(x, ω, z) que aparece en la Ecuacio´n (6.6):
φ¯(x, ω, z) =
I
2piσ
K0(ωr) (6.7)
Siendo r =
√
(x− x0)2 + z2 la distancia desde la fuente de inyeccio´n de corriente hasta cualquier punto del
dominio.
Por otro lado, se debe definir el valor que adoptara´ el te´rmino α˜(x, ω, z), puesto que sera´ necesario para calcular
la convolucio´n definida en la Ecuacio´n (6.6). Aplicando la transformacio´n de Fourier al te´rmino α(x, y, z), es
posible obtener la siguiente expresio´n:
α˜(x, ω, z) =
∫ ∞
0
α(x, y, z) cos(ωy)dy (6.8)
Donde α(x, y, z) viene definida en la Ecuacio´n (6.4).
De esta forma, mediante la resolucio´n de la Ecuacio´n (6.8), se presentara´ un valor para α˜(x, ω, z) que permi-
tira´ desarrollar un algoritmo para el producto de convolucio´n definido anteriormente. Por lo tanto, haciendo uso
de Bateman [1954]:
α˜(x, ω, z) =
pi
2
(
~n · ~r
r
) exp(−ω√(x− x0)2 + z2)√
(x− x0)2 + z2
(6.9)
Por lo tanto, de esta forma quedan completamente definidas las nuevas condiciones de contorno a implementar
en el modelo propuesto, con el objetivo de eliminar la extran˜a tendencia referenciada anteriormente y presentada
en la seccio´n 4.2.
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La discretizacio´n de la Ecuacio´n (6.6) vendr´ıa dada por la funcio´n conv.m, construida por defecto en Matlab®
siguiendo la expresio´n:
P(k) =
m+n−1∑
j=1
α˜(j)φ¯(k − j + 1) (6.10)
Donde:
m = dimensio´n del vector α˜
n = dimensio´n del vector φ¯
m+ n− 1 = dimensio´n del vector α˜ ∗ φ¯ (6.11)
j = ma´x(1, k + 1− n), ...,mı´n(k,m)
Donde P(k) representa el producto de convolucio´n.
Esta concepcio´n de las condiciones de contorno es completamente novedosa, y no se ha comprobado su validez
hasta el momento, por lo que puede suponer un gran avance en la materia conseguir cambiar lo que hasta el
momento ha sido una consideracio´n completamente erro´nea en las condiciones de contorno utilizadas anterior-
mente. Quiza´ este error en el que se hace hincapie´ no haya aparecido antes por la simple utilizacio´n de dominios
lo suficientemente grandes como para evitarlo a grandes profundidades, medida que es dif´ıcil de aplicar en este
modelo DDP, dado el alto coste computacional que supondr´ıa el aumento de taman˜o del dominio de estudio
manteniendo la resolucio´n de la discretizacio´n constante.
Al igual que ocurre a grandes profundidades, es de esperar que este problema aparezca igualmente en los bordes
laterales del dominio bajo la aplicacio´n del modelo DDP, de forma que los resultados tambie´n se ver´ıan afectados
en dichas fronteras.
Por lo tanto, se trata de un tema de gran importancia el hecho de intentar solucionar de la mejor manera posible
esta cuestio´n, que se entiende que podr´ıa quedar resuelta con este novedoso planteamiento de las condiciones de
contorno en el dominio de Fourier. Esta nueva definicio´n esta´ siendo desarrollada actualmente por los autores de
este proyecto, y en breve se podra´n obtener los esperados resultados.
(b) Linealidad del Problema de Inversio´n
Durante la seccio´n 2.1.3 se desarrollaron las bases que permit´ıan comprender lo complejo del problema de
inversio´n para obtener la distribucio´n de resistividad real del subsuelo a partir de la resistividad aparente medida
mediante los experimentos de campo pertinentes. Como se explico´, la inversio´n lineal no es quiza´ la ma´s adecuada
para desarrollar el problema inverso, aunque si una de las ma´s utilizadas por su sencillez y fa´cil comprensio´n,
adema´s de servir para comprender como un todo el problema de obtencio´n del campo de resistividad ele´ctrica
del subsuelo.
Sin embargo, como ya se comento´ brevemente durante la explicacio´n del problema de inversio´n, existen muchas
otras posibilidades a la hora de resolverlo, como por ejemplo, los me´todos Markov Chain Monte Carlo (MCMC),
el criterio de mı´nimos cuadrados (ya visto con anterioridad), los criterios de mı´nimo valor absoluto y minimax o
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los me´todos de resolucio´n de problemas de inversio´n que incluyen funciones en sus datos de partida (Tarantola
[2005]). A continuacio´n se presentara´n brevemente cada uno de estos me´todos dedicados a la resolucio´n de
problemas de inversio´n en diversos a´mbitos:
1. Me´todos Markov Chain Monte-Carlo (MCMC)
Son un conjunto de me´todos estad´ısticos basados en la bu´squeda de la distribucio´n de probabilidad o´ptima
de una muestra de datos. Esto implicara que la relacio´n entre datos y para´metros del modelo ya no es
una funcio´n, sino que viene dada por una relacio´n estad´ıstica, es decir, una funcio´n de probabilidad. Estos
me´todos son muy utilizados en geof´ısica para la inferencia de propiedades del subsuelo a partir de datos
de diferente campos f´ısicos, como, por ejemplo, para datos gravitacionales, magne´ticos, s´ısmicos, electro-
magne´ticos... (e.g. Anderssen and Seneta [1971], Anderssen and Seneta [1972], Dahl-Jensen et al. [1998],
Fox et al. [2015], Luo and Foss [2013], Minsley [2011], Press [1968], Rothman [1985], Xu et al. [2013]).
Del mismo modo, estos me´todos son muy utilizados en otras disciplinas cient´ıficas, principalmente en me-
dicina (e.g. Heath [1997], Huelsenbeck et al. [2001]).
2. Criterio de Mı´nimos Cuadrados
Este es posiblemente el me´todo ma´s sencillo en cuanto a la resolucio´n del problema inverso. Es uno de
los ma´s utilizados, ba´sicamente debido a la simplicidad en los ca´lculos que implica. Sin embargo, falla en
cuanto a robustez, y es muy sensible a un pequen˜o nu´mero de errores (Tarantola [2005]).
Aunque supone el me´todo posiblemente ma´s sencillo, su uso esta´ muy extendido, especialmente para pro-
blemas de tipo gravitatorio y magne´tico (e.g. Kirschvink [1980], Loke and Barker [1995], Nemeth et al.
[1999]).
3. Criterios de Mı´nimo Valor Absoluto y “Minimax”
El criterio de mı´nimo valor absoluto se corresponde con la minimizacio´n del error producido en el proceso
de inversio´n mediante la utilizacio´n de la norma L-1. Por el contrario, el criterio “minimax” se refiere al uso
de la norma L-∞ como me´todo de minimizacio´n para la obtencio´n del modelo buscado.
Ambos son casos especiales del criterio de mı´nimos cuadrados, y se aplican generalmente porque suponen
una mayor robustez en cuanto errores (de redondeo generalmente), as´ı como ante valores at´ıpicos que puedan
suponer un problema en otras situaciones (e.g. Claerbout and Muir [1973], Descloux [1963], Djikpe´sse´ and
Tarantola [1999]).
4. Problema Inverso Funcional
En este caso, el problema inverso depende de alguna forma de una funcio´n: los datos o los para´metros del
modelo pueden depender bien de alguna variable espacial o del tiempo, incluso de ambas variables a la vez.
Bajo estas circunstancias, es ma´s u´til y manejable trabajar con el problema inverso a trave´s de funciones, y
no mediante distribuciones de probabilidad. Esta formulacio´n funcional puede ser adaptada al trabajo con
ordenadores mediante la discretizacio´n de dichas funciones.
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En este aspecto, diferentes autores han intentado adaptar problemas que pod´ıan ser resueltos estad´ısti-
camente (mediante distribuciones de probabilidad) a problemas funcionales (e.g. Backus [1970], Franklin
[1970]).
En definitiva, tras examinar los diversos me´todos que pueden utilizarse para resolver el problema inverso, queda
claro que no es un gran error la utilizacio´n de me´todos lineales para la inversio´n de datos electromagne´ticos, que
son exactamente los involucrados en este proyecto, datos de resistividad ele´ctrica del terreno.
Por lo tanto, aunque existen me´todos que puede describir au´n mejor el terreno en cuanto a sus propiedades, se
decide mantener la decisio´n inicial de utilizar una concepcio´n lineal del problema inverso, facilitando la resolucio´n
de dicho problema y obteniendo unos resultados lo suficientemente consistentes como para seguir utilizando esta
consideracio´n de linealidad.
Aunque, como ya se ha dicho, no se abordara´ este tema en profundidad, podr´ıa quedar abierta la posibilidad
de trabajar en esta l´ınea de mejora del problema inverso, aunque como prioridad se debe establecer la solucio´n
de problemas existentes en cuanto al desarrollo del modelo DDP, previo a la propia inversio´n de los datos de
resistividad aparente que dicho modelo generar´ıa previamente a la inversio´n.
(c) Optimizacio´n del Co´digo C++
Otra de las posibilidades existentes en cuanto a la mejora de los resultados, ser´ıa la de disminuir de alguna
forma el tiempo de computacio´n de las soluciones presentadas anteriormente. Para ello, la idea que se propone
en esta seccio´n sera´ la de utilizar computacio´n paralela para disminuir a la mitad el tiempo invertido en el
ca´lculo de soluciones, sobre todo en aquellas que afecta a la simulacio´n de diversos experimentos de campo que,
posteriormente, se superpondra´n para generar un u´nico resultado de distribucio´n de resistividad aparente (e.g.
Culler et al. [1996], Megiddo [1983], Rodrigue [2014]).
En definitiva, estos ser´ıan los puntos principales en los que se ha cre´ıdo posible mejorar el modelo planteado en
este trabajo. So´lo restar´ıa decir que, aunque evidentemente hay puntos en los que el modelo puede mejorar, ser´ıa
importante resaltar de nuevo que se trata de la base necesaria para la construccio´n posterior de mejores modelos
que permitan una caracterizacio´n de cualquier medio geolo´gico y de las fracturas existentes en el mismo, as´ı como la
medida de las diferentes propiedades que podr´ıan ser de intere´s desde un punto de vista cient´ıfico.
Au´n queda mucho trabajo que hacer en esta a´rea, y este trabajo podr´ıa ser el inicio de toda una serie de avances que
permitiesen, desde generar datos sinte´ticos de medios con presencia de fracturas para su estudio hasta la utilizacio´n
de este modelo para el estudio de cualquier tipo de sistemas geolo´gicos reales que permita arrojar luz sobre las
posibilidades de obtencio´n de recursos naturales o almacenamiento de residuos industriales comentadas en la seccio´n
1.
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A. Ape´ndice A: Solucio´n Homoge´nea 2.5D y Posicio´n de la Fuente de
Corriente
La simplificacio´n realizada en la Ecuacio´n (3.7) en cuanto a la posicio´n de la fuente de intensidad, se debe a la
incapacidad para llegar a una solucio´n anal´ıtica del problema en el dominio de Fourier en el caso de un dominio
homoge´neo, que es u´til a la hora de definir las condiciones de contorno utilizadas en el estudio realizado, tal y como
se presenta en el ape´ndice C.
Para explicar el problema que conllevar´ıa considerar la fuente de intensidad en cualquier posicio´n sobre la superficie
del dominio (z0 = 0), se presentara´ en primer lugar la obtencio´n del campo de potencial ele´ctrico de un dominio
homoge´neo en 2.5D suponiendo la fuente situada en y0 = 0, y en segundo lugar se desarrollara´ una expresio´n semi-
anal´ıtica para el campo de potencial ele´ctrico de un dominio homoge´neo en 2.5D, considerando que la fuente de
intensidad puede estar colocada en cualquier punto de la superficie.
A.1. Solucio´n 2.5D Homoge´nea
Tomando como partida la Ecuacio´n (3.7), se asume que la conductividad del dominio es constante y que la fuente
esta´ situada en y0 = 0, es decir, la ecuacio´n anterior se puede expresar como:
−∇2φ¯(x, ω, z) + ω2φ¯(x, ω, z) = I
2σ
δ(x− x0)δ(z) (A.1)
Esta ecuacio´n se denomina comu´nmente “Ecuacio´n Modificada de Helmholtz”, que ha sido resuelta bajo determinadas
condiciones de contorno por diferentes autores (e.g. Cheng et al. [2006], Kleinman and Roach [1982]).
Dada la complejidad de la resolucio´n de la Ecuacio´n (A.1), se intentara´ obtener la expresio´n buscada a partir de
la solucio´n de la ecuacio´n de conservacio´n de la carga (Poisson) en 3D para un dominio homoge´neo. Esta ecuacio´n es
la siguiente:
−∇2φ(x, y, z) = I
σ
δ(x− x0)δ(y − 0)δ(z) (A.2)
De la cual Telford et al. [1990] proporciona la solucio´n:
φ(x, y, z) =
I
2piσ
1√
(x− x0)2 + (y − 0)2 + z2
(A.3)
Donde (x0, y0 = 0, z0 = 0) es la posicio´n de la fuente de intensidad, σ es la conductividad ele´ctrica constante del
medio, φ(x, y, z) es el campo de potencial ele´ctrico e I es la intensidad ele´ctrica inyectada por la fuente.
Sabiendo que la Ecuacio´n (A.3) es solucio´n de la Ecuacio´n (A.2), y teniendo en cuenta que la Ecuacio´n (A.1) es el
resultado de aplicar la transformada de Fourier- coseno a la Ecuacio´n (A.2), se buscara´ demostrar que la transformada
de la Ecuacio´n (A.3) es solucio´n de la Ecuacio´n (A.1).
Aplicando la Ecuacio´n (2.12) a la Ecuacio´n (A.3), se obtiene la siguiente expresio´n:
φ¯(x, ω, z) =
I
2piσ
K0
(
ω
√
(x− x0)2 + z2
)
(A.4)
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Donde K0 es la funcio´n de Bessel modificada de segundo tipo de orden 0. Aqu´ı cabr´ıa destacar el motivo por el que se
utiliza la transformacio´n de Fourier-coseno y no otro tipo, hecho que queda impl´ıcito en la Ecuacio´n (A.4) al aplicar
la transformada de Fourier definida en la Ecuacio´n (2.12):∫ ∞
0
cos(ωy)√
(x− x0)2 + (y − 0)2 + (z − z0)2
dy = K0
(√
(x− x0)2 + z2ω
)
(A.5)
Esta equivalencia permite simplificar enormemente la aplicacio´n de las condiciones de contorno del problema, en las
que participara´ la solucio´n homoge´nea presentada aqu´ı. El contraste entre esta solucio´n y aquella que tiene en cuenta
la fuente colocada en cualquier posicio´n de la superficie se vera´ ma´s en detalle en la seccio´n A.2.
Por lo tanto, para demostrar que la Ecuacio´n (A.4) es solucio´n de la Ecuacio´n (A.1), se procedera´ a comprobar
que se cumple la igualdad. La expresio´n para el laplaciano de φ¯(x, ω, z) vendra´ dada por:
∇2φ¯(x, ω, z) = − Iω
2piσ
{
K1(
√
(x− x0)2 + z2ω√
(x− x0)2 + z2
− ω
2
[
K0(
√
(x− x0)2 + z2ω) +K2(
√
(x− x0)2 + z2ω)
]}
(A.6)
Donde K1 y K2 son las funciones de modificadas de Bessel de primer y segundo orden respectivamente.
Sustituyendo estas expresiones en la Ecuacio´n (A.1) y utilizando las identidades de las funciones de Bessel (Watson
[1995]), es posible obtener la trivialidad 0 = 0, de forma que se puede decir que queda demostrado que la Ecuacio´n
(A.4) es solucio´n de la Ecuacio´n (A.1).
A.2. Posicio´n de la Fuente de Corriente
Una vez demostrado que la solucio´n para el campo de potencial ele´ctrico en 2.5D y dominio homoge´neo, suponiendo
que la fuente se encuentra en y0 = 0, es completamente va´lida, se demostrara´ que la expresio´n semi-anal´ıtica generada
al considerar la posicio´n de la fuente como aleatoria es mucho ma´s tediosa de manejar, y adema´s no ofrece una ventaja
con respecto a la anterior, puesto que ya se ha comentado en la seccio´n 3.2 que se puede analizar el problema teniendo
en cuenta siempre que el plano y = 0 es en el que se encuentra la fuente de intensidad.
Por lo tanto, partiendo de la Ecuacio´n (A.2), esta vez teniendo en cuenta una posicio´n gene´rica para la fuente de
intensidad, x0, y0, z0, se puede decir que la solucio´n para esta expresio´n viene dada por:
φ(x, y, z) =
I
2piσ
1√
(x− x0)2 + (y − y0)2 + (z − z0)2
(A.7)
De esta forma, procediendo de igual manera que anteriormente, se aplicara´ la Ecuacio´n (2.12) a la expresio´n anterior,
con el objetivo de calcular la solucio´n de problema en 2.5D:
φ¯(x, ω, z) =
I
2piσ
∫ ∞
0
cos(ωy)√
(x− x0)2 + (y − y0)2 + (z − z0)2
dy (A.8)
En este caso, la simplificacio´n no es inmediata, de forma que se planteara´ un cambio de variable que permita reducir
la complejidad de la expresio´n anterior:  p = y − y0y = p+ y0 (A.9)
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Mediante la aplicacio´n de este cambio de variable, es posible obtener una expresio´n semi-anal´ıtica para el campo de
potencial ele´ctrico en el dominio de Fourier. Se considera semi-anal´ıtica por el simple hecho de contar con un te´rmino
integral que no es posible reducir en mayor medida y que supondra´ una aproximacio´n nume´rica para su ca´lculo:
φ¯(x, ω, z) =
I
2piσ
{
cos(ωy0)K0
(
ω
√
(x− x0)2 + (z − z0)2
)
− φ
2
sin(ωy0)
[
I0
(
ω
√
(x− x0)2 + (z − z0)2
)
+
+ L0
(
ω
√
(x− x0)2 + (z − z0)2
)]
+
∫ y0
0
cos(ωy0)√
(x− x0)2 + (y − y0)2 + (z − z0)2
dy
}
(A.10)
Donde I0 es la funcio´n modificada de Bessel de primer tipo de orden 0 y L0 es la funcio´n modificada de Struve de
orden 0, que pueden ser implementadas directamente en Matlab® con scripts predefinidos.
Como se ha hecho ver, ser´ıa necesario evaluar nume´ricamente este te´rmino integral en caso de querer utilizar la
Ecuacio´n (A.10). Adema´s se ha comprobado que, mediante la funcio´n predefinida en Matlab® quad.m, el valor de
potencial ele´ctrico entregado por la iteracio´n nume´rica es muy similar al que se calcula considerando que la fuente
esta´ situada en y0 = 0 (Ecuacio´n (A.4)). Es por ello que se utilizara´ la simplificacio´n explicada en la seccio´n A.1, que
permitira´ posteriormente un sencillo tratamiento de las condiciones de contorno.
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B. Ape´ndice B: Eliminacio´n de la Singularidad
En primer lugar, es necesario especificar que este me´todo ha sido elaborado considerando que el medio de trabajo
no presenta fracturas, de modo que el intercambio de flujo de corriente ele´ctrica entre fracturas y matriz es un concepto
que no tiene sentido considerar. Esta consideracio´n es consecuencia de tomar como punto de partida para el algoritmo
de eliminacio´n de la singularidad la solucio´n presentada en la Ecuacio´n (A.4) para un medio con conductividad ele´ctrica
constante, como se vera´ a continuacio´n. La imposibilidad de utilizar una solucio´n similar a e´sta para un caso en el que
exista intercambio de flujo de corriente ele´ctrica ha llevado a desarrollar u´nicamente este me´todo en un entorno EPM
como adaptacio´n al me´todo de volu´menes finitos de aquel elaborado por Lowry et al. [1989], considerando adema´s la
modificacio´n dimensional que aporta el algoritmo 2.5D, explicada anteriormente.
Como se explico´ en la seccio´n 3.2, las ecuaciones diferenciales el´ıpticas presentan un comportamiento singular en
la posicio´n de la fuente, de forma que la resolucio´n nume´rica de dicha ecuacio´n ofrece un error muy elevado en ese
punto. Por tanto, sera´ interesante eliminar el error causado por la singularidad y poder as´ı aproximar la solucio´n lo
mejor posible en ese punto. Esto puede llevarse a cabo principalmente de dos maneras diferentes:
a) Refinando la malla de computacio´n en puntos cercanos a la singularidad: Esto llevar´ıa a una dismi-
nucio´n del error de aproximacio´n en el punto singular, aunque al mismo tiempo aumentar´ıa considerablemente
el coste computacional del problema. Una posibilidad en esta l´ınea de trabajo ser´ıa la aplicacio´n de te´cnicas
multigrid, que pueden permitir un refinamiento de la malla mediante la superposicio´n de e´stas en diferentes
planos (Moucha and Bailey [2004], Tang et al. [2010]).
b) Dividiendo el potencial ele´ctrico en dos partes: En este caso, se considera que el potencial ele´ctrico para
el que se esta´ resolviendo el problema tiene dos componentes:
φ¯(x¯) = φ¯r(x¯) + φ¯s(x¯) (B.1)
Donde φ¯r(x¯) es el potencial regular o no- singular, φ¯s(x¯) es el potencial singular, es decir, el que recoge la
respuesta del potencial a la singularidad y x¯ representa las variables de las que depende el potencial ele´ctrico,
en este caso, (x, ω, z).
El potencial singular φ¯s es una cantidad conocida que coincide con el campo de potencial ele´ctrico en un espacio
homoge´neo (σ0 constante), definido por la Ecuacio´n (A.4):
φ¯s =
I
2piσ0
K0
(
ω
√
(x− x0)2 + z2
)
(B.2)
Donde, para el potencial singular φ¯s, σ0 es tratada como la media de conductividad ele´ctrica del dominio
completo (e.g. Lowry et al. [1989]) por simplicidad en la resolucio´n, aunque Zhao and Yedlin [1996] definen
esta conductividad σ0 como la conductividad ele´ctrica local que rodea al medio cercano al punto de inyeccio´n.
Esta u´ltima, sera´ la forma en la que se basara´ el algoritmo de eliminacio´n de la singularidad en el punto de inyeccio´n
que se va a desarrollar. El objetivo de este me´todo sera´ el de calcular el campo de potencial ele´ctrico pero sin considerar
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el efecto de la singularidad, de modo que lo que se busca es resolver el problema para el potencial regular, que no
contiene dicho efecto.
A continuacio´n, se presentara´ la ecuacio´n que regira´ el problema teniendo en cuenta la divisio´n del potencial
ele´ctrico presentada en la Ecuacio´n (B.1), de modo que, sustituyendo la Ecuacio´n (B.1) en la Ecuacio´n (3.7):
−∇ ·
{
σ(x, z)~∇ [φ¯r(x, ω, z) + φ¯s(x, ω, z)]}+ ω2σ(x, z) [φ¯r(x, ω, z) + φ¯s(x, ω, z)] = I
2
δ(x− x′0)δ(z − z′0) (B.3)
De esta forma es posible resolver el problema nume´rico presentado en la ecuacio´n anterior para el campo de potencial
ele´ctrico regular, siguiendo los mismos pasos que en la seccio´n 3.7. Por lo tanto, teniendo en cuenta que σ0 ≡ constante,
la expresio´n final sera´ la siguiente:
−∇·
[
σ(x, z)~∇φ¯r(x, ω, z)
]
+ω2σ(x, z)φ¯r(x, ω, z) = ∇·
{
[σ(x, z)− σ0] ~∇φ¯s(x, ω, z)
}
−ω2 [σ(x, z)− σ0] φ¯s(x, ω, z) (B.4)
Es importante remarcar aqu´ı que, para que este me´todo tenga aplicacio´n directa sobre el dominio de estudio, se debe
cumplir que e´ste no sea homoge´neo, puesto que de esta forma σ(x, z) = σ0 y la u´nica solucio´n posible ser´ıa la trivial,
φ¯r(x, ω, z) = 0. Esta idea se tendra´ en cuenta en la seccio´n 4.1.2 al aplicar este me´todo a la validacio´n del problema.
Considerando la misma discretizacio´n presentada en la Figura 3.3, es posible integrar la Ecuacio´n (B.4) en torno a
cada una de las celdas en las que se divide la matriz, con un volumen VIJ , para despue´s, haciendo uso del me´todo de
volu´menes finitos, calcular el campo de potencial ele´ctrico regular, φ¯r. La ecuacio´n integral viene dada por la expresio´n:
−
∫
VIJ
∇ · (σ(x, z)~∇φ¯r)dV +
∫
VIJ
ω2σ(x, z)φ¯rdV = (B.5)∫
VIJ
∇ ·
{
[σ(x, z)− σ0] ~∇φ¯s(x, ω, z)
}
dV −
∫
VIJ
ω2 [σ(x, z)− σ0] φ¯s(x, ω, z)dV
Para discretizar esta ecuacio´n, se procedera´ separadamente con cada uno de los lados de la igualdad. Por lo tanto:
– Te´rmino de la izquierda:
Este te´rmino es exactamente el mismo que el te´rmino de la izquierda de la Ecuacio´n (3.30), de modo que, tras
aplicar el Teorema de Gauss, su expresio´n discreta vendra´ dada por:
−
∫
VIJ
∇ · (σ(x, z)~∇φ¯r)dV +
∫
VIJ
ω2σ(x, z)φ¯rdV = (B.6)
= CI,J(σ)φ¯
r
I,J + CI−1,J(σ)φ¯
r
I−1,J + CI+1,J(σ)φ¯
r
I+1,J + CI,j−J(σ)φ¯
r
I,J−1 + CI,J+1(σ)φ¯
r
I,J+1
Donde los coeficientes CI,J(σ), CI+1,J(σ), CI−1,J(σ), CI,J+1(σ) y CI,J−1(σ) esta´n definidos en la Ecuacio´n
(3.33), pero, en esta ocasio´n, en funcio´n de σ.
– Te´rmino de la derecha:
Este te´rmino funcionara´ de nuevo como un te´rmino fuente, aunque no lo es estrictamente. Para conseguir su
expresio´n discreta, se seguira´ el mismo procedimiento anterior, contando con que esta vez aparecera´ dos veces el
mismo coeficiente CI,J , pero haciendo referencia una vez a cada conductividad ele´ctrica de las que aparecen, σ
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y σ0: ∫
VIJ
∇ ·
{
[σ(x, z)− σ0] ~∇φ¯s(x, ω, z)
}
dV −
∫
VIJ
ω2 [σ(x, z)− σ0] φ¯s(x, ω, z)dV = (B.7)
[CI,J(σ0)− CI,J(σ)] φ¯sI,J − [−CI−1,J(σ0) + CI−1,J(σ)] φ¯sI−1,J − [−CI+1,J(σ0) + CI+1,J(σ)] φ¯sI+1,J−
[−CI,J−1(σ0) + CI,J−1(σ)] φ¯sI,J−1 − [−CI,J+1(σ0) + CI,J+1(σ)] φ¯sI,J+1
Donde esta vez, los coeficientes CI,J(σ0), CI+1,J(σ0), CI−1,J(σ0), CI,J+1(σ0) y CI,J−1(σ0), definidos en la Ecua-
cio´n (3.33), se simplifican de la siguiente forma:
CI−1,J(σ0) = −∆z∆xσ0 CI+1,J(σ0) = −∆z∆xσ0
CI,J−1(σ0) = −∆x∆zσ0 CI,J+1(σ0) = −∆x∆zσ0
CI,J(σ0) = −CI−1,J(σ0)− CI+1,J(σ0)− CI,J−1(σ0)− CI,J+1(σ0) + ω2σ0∆x∆z
(B.8)
En definitiva, la ecuacio´n completa discretizada para la eliminacio´n de la singularidad en un medio EPM viene expre-
sada como:
CI,J(σ)φ¯
r
I,J + CI−1,J(σ)φ¯
r
I−1,J + CI+1,J(σ)φ¯
r
I+1,J + CI,j−J(σ)φ¯
r
I,J−1 + CI,J+1(σ)φ¯
r
I,J+1 = (B.9)
[CI,J(σ0)− CI,J(σ)] φ¯sI,J − [−CI−1,J(σ0) + CI−1,J(σ)] φ¯sI−1,J − [−CI+1,J(σ0) + CI+1,J(σ)] φ¯sI+1,J−
[−CI,J−1(σ0) + CI,J−1(σ)] φ¯sI,J−1 − [−CI,J+1(σ0) + CI,J+1(σ)] φ¯sI,J+1
La utilidad de este me´todo se mostrara´ en la seccio´n 4.1, donde se validara´n los resultados obtenidos para el campo
de potencial ele´ctrico utilizando este me´todo.
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C. Ape´ndice C: Condiciones de Contorno
Como se ha venido explicando a lo largo del documento, la idea de este trabajo es la de simular un experimento
de campo real y ser capaz determinar el campo de resistividad ele´ctrica presente en el subsuelo a trave´s de una serie
de medidas de intensidad de corriente ele´ctrica y potencial ele´ctrico. Por tanto, a la hora de fijar las fronteras del
modelo, se debe intentar conseguir una definicio´n de las condiciones de contorno que simule la realidad en la medida
de lo posible.
En general, los autores que han hecho referencia a este problema coinciden en la definicio´n de condiciones de
contorno tipo Neumann para el borde superior, es decir, la separacio´n entre suelo y aire, principalmente debido a
la baja conductividad del aire, considerada como σaire ≈ 0. Estas condiciones de contorno implicar´ıan que no existe
transferencia de flujo de corriente ele´ctrica entre tierra y aire, de modo que toda la corriente pasa a fluir a trave´s de
la tierra, lo que es f´ısicamente correcto y guarda relacio´n con la realidad. Sera´n las condiciones de contorno que se
utilizara´n en este trabajo para el borde superior.
Sin embargo, la definicio´n de las condiciones de contorno de los bordes izquierdo, derecho e inferior es algo que
ha sido definido de diferentes formas por los diversos autores que tratan el tema. La realidad mostrar´ıa que conforme
aumenta la distancia a la fuente de inyeccio´n, el potencial ele´ctrico disminuye hasta un punto en el que e´ste es nulo.
Las diferentes formas en las que se podr´ıan definir las condiciones de contorno ser´ıan:
(a) Condiciones Dirichlet:
En este caso, las condiciones de contorno utilizadas sera´n del tipo Dirichlet, es decir, que el potencial ele´ctrico
es cero en las bordes izquierdo, derecho e inferior (e.g. McGillivray [1992], Zhao and Yedlin [1996]). Esto implica
que se fuerza al potencial ele´ctrico a valer cero en dichos bordes, y lo que se obtendra´ por lo tanto no sera´ un
comportamiento real del campo de potencial ele´ctrico.
Esto se debe a que las distancias a las que el potencial ele´ctrico tender´ıa a cero en la realidad ser´ıan distancias muy
grandes (grandes dominios) que, para ser modeladas con una suficiente resolucio´n, supondr´ıan grandes y refinadas
mallas nume´ricas, que elevar´ıan considerablemente el coste computacional.
(b) Condiciones Robin:
Este tipo de condiciones, combinacio´n de Dirichlet y Neumann, fueron empleadas por primera vez por Dey and
Morrison [1979a], aunque posteriormente hicieron uso de ellas Lowry et al. [1989] y Pidlisecky and Knight [2008]
entre otros. Simulaban el comportamiento real del potencial ele´ctrico en los bordes, es decir, no forzaban al
potencial ele´ctrico a tomar ningu´n valor espec´ıfico, sino que u´nicamente recogen los valores del potencial ele´ctrico
que corresponder´ıan a los bordes establecidos pero como si e´stos no existieran, y el dominio de estudio tuviera
unas dimensiones mucho mayores. Se trataba de simular el comportamiento asinto´tico del potencial ele´ctrico y su
primera derivada a largas distancias desde la fuente, donde se esperaba que e´ste tuviera un valor nulo.
Estas condiciones de contorno, por tanto, garantizan que el potencial tiende a cero cuando la distancia al punto
de inyeccio´n es suficientemente grande, y adema´s evita el aumento del dominio de estudio para no afectar a los
valores del potencial.
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Dichos autores desarrollaron este tipo de condiciones en tres dimensiones en primer lugar [Dey and Morrison,
1979a], para luego hacerlo en dos dimensiones en el dominio de Fourier [Dey and Morrison, 1979b]. En el caso de
estudio se utilizara´ este mismo concepto para la definicio´n de las condiciones de contorno de los bordes izquierdo,
derecho e inferior, presentando ma´s adelante las ecuaciones pertinentes. Adema´s, se explicara´ el error cometido por
estos autores en dicha definicio´n y se mostrara´ la definicio´n correcta en la seccio´n 6, donde se planteara´n las diferentes
pautas a seguir para trabajos futuros en la misma l´ınea.
Estas condiciones de contorno vienen definidas por la siguiente expresio´n:
α(x, ω, z)φ¯(x, ω, z) + β(x, ω, z)
∂φ¯(x, ω, z)
∂~n
= γ(x, ω, z) (C.1)
Donde:
α(x, ω, z) ≥ 0; β(x, ω, z) ≥ 0;
α(x, ω, z) + β(x, ω, z) > 0; (x, ω, z) ∈ Frontera
(C.2)
Al igual que en Dey and Morrison [1979b], se utilizara´n los valores de β(x, ω, z) = 1 y γ(x, ω, z) = 0 con la intencio´n
de simular unas fronteras situadas infinitamente lejos del punto de inyeccio´n.
Asumiendo que el potencial ele´ctrico a distancias suficientemente grandes de la fuente de corriente as´ı como de
cualquier inhomogeneidad viene descrito por la Ecuacio´n (A.4), es posible, obtener una expresio´n para α que permita
definir completamente las condiciones de contorno a utilizar. Para ello, es necesario derivar la Ecuacio´n (A.4) y
sustituirla junto a la propia expresio´n en la definicio´n de las condiciones Robin dada en la Ecuacio´n (C.1), de modo
que:
α(x, ω, z) = ω
K1(ωr)
K0(ωr)
(
~n · ~r
r
)
(C.3)
Donde el te´rmino ~n·~rr sirve para determinar la posicio´n de la frontera en cuestio´n, con ~n y ~r los vectores unitarios en las
direcciones x y radial respectivamente, puesto que, al ser un producto escalar, proporcionara´ un a´ngulo entre ambos
vectores que cambiara´ en funcio´n de la posicio´n en la que se encuentre la frontera (izquierda, derecha o inferior).
Estas condiciones de contorno sera´n aplicadas al modelo DDP propuesto, tanto en las fronteras de la matriz como
en los nodos de las fracturas que se encuentren en los l´ımites del dominio. Para ello se hara´ uso de un esquema de
discretizacio´n que utilizara´ una celda fantasma, an˜adida a continuacio´n de la frontera, que permitira´ calcular el valor
del potencial ele´ctrico justo en el borde del dominio, as´ı como la contribucio´n de estas condiciones de contorno a los
coeficientes CIJ de la discretizacio´n de la matriz, presentados en la Ecuacio´n (3.33). Adema´s, se considerara que el
flujo de corriente ele´ctrica siempre es saliente de la celda en cuestio´n, de modo que el gradiente se discretizara´ en esa
direccio´n.
– Frontera izquierda:
Se desarrollara´ el ca´lculo de las expresiones necesarias para la frontera izquierda u´nicamente, puesto que el
procedimiento sera´ el mismo para las dema´s fronteras, aunque las expresiones que resultara´n sera´ diferentes. Por
lo tanto:
∂φ¯
∂x
+ αφ¯ = 0 → φ¯i−1,j − φ¯i,j
∆x
+ αφ¯F = 0 (C.4)
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(a) (b)
(c)
Figura C.0.1: Discretizacio´n empleada para las fronteras izquierda (a), derecha (b) e inferior (c) del dominio
Donde φ¯F es el valor del potencial ele´ctrico en la frontera, que se define como el valor medio entre la celda de
estudio y la fantasma:
φ¯F =
φ¯i−1,j + φ¯i,j
2
(C.5)
Usando esta expresio´n y evaluando el potencial ele´ctrico en la celda fantasma (φ¯i,j−1), ser´ıa posible calcular el
valor del potencial ele´ctrico en la frontera (φ¯F ), de forma que u´nicamente dependa del valor del potencial en la
celda (I,J) (φ¯i,j):
φ¯i−1,j =
2− α∆x
2 + α∆x
φ¯i,j (C.6)
φ¯F =
2
2 + α∆x
φ¯i,j (C.7)
Este valor de φ¯F sera´ el que definira´ las condiciones de contorno de los nodos de las fracturas cuando e´stos se
encuentren en la frontera izquierda de la matriz.
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Esta definicio´n de las condiciones de contorno implica adema´s una modificacio´n de las coeficientes definidos en la
seccio´n 3.7, puesto que al imponer un valor en la frontera, el coeficiente de dicha frontera desaparecera´ (puesto
que no hay potencial ele´ctrico en dicha direccio´n) y la contribucio´n de la condicio´n de contorno definida en la
Ecuacio´n (C.7) repercutira´ al coeficiente central, pasando e´ste a ser:
Ci,j = 2σ∆z
(
α
2 + α∆x
)
(C.8)
– Frontera derecha:
Ahora la celda fantasma s situara´ en el lado opuesto, aunque las expresiones son las mismas:
φ¯i+1,j =
2− α∆x
2 + α∆x
φ¯i,j (C.9)
φ¯F =
2
2 + α∆x
φ¯i,j (C.10)
Ci,j = 2σ∆z
(
α
2 + α∆x
)
(C.11)
– Frontera inferior:
En esta ocasio´n, la celda fantasma se localizara´ por debajo de la u´ltima celda en la frontera inferior. Las
expresiones sera´n similares a las anteriores, aunque no ide´nticas:
φ¯i,j−1 =
2− α∆z
2 + α∆z
φ¯i,j (C.12)
φ¯F =
2
2 + α∆z
φ¯i,j (C.13)
Ci,j = 2σ∆x
(
α
2 + α∆z
)
(C.14)
Es importante remarcar que estas condiciones de contorno presentan una fuerte dependencia con la distancia de
la frontera hasta el punto de inyeccio´n, denotado por el te´rmino r que aparece en la Ecuacio´n (C.3). Esta es la razo´n
por la cual no es posible la aplicacio´n de las condiciones de contorno explicadas en esta seccio´n en simultaneidad con
la existencia de dos fuentes/receptores de corriente sobre la superficie terrestre, puesto que esta distancia no estar´ıa
definida de la misma forma en este caso.
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D. Ape´ndice D: Co´digos
En esta seccio´n simplemente se ha querido dejar constancia de los diferentes co´digos utilizados en la implementacio´n
del modelo a nivel general, desde los co´digos utilizados en Matlab® hasta aquellos generados en Matlab® pero aplicados
en COMSOL Multiphysics®. El co´digo utilizado para el ca´lculo de la solucio´n en C++ no es posible facilitarlo en este
proyecto debido a que su propiedad esta´ protegida. A continuacio´n se presentan aquellos co´digos que han intervenido
de una forma u otra en el desarrollo del presente estudio.
1. Co´digos Matlab®
Listing 1: Fourier Pot.m
1
2 function [Pot1] = Fourier Pot(sigma,I,Lsimu,Nx,x 0)
3 % This function calculates the Fourier potential and the inverse one trough different methods ...
using the Fourier inversion computed in Inverse Pot.m
4
5
6 %Vı´ctor Caballero:
7 %creado: agosto de 2014, u´ltima modificacio´n enero 2015
8 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
9
10 %------------------ Standard Inverse Fourier ----------------------%
11 % N = 1000;
12 % T = 1000;
13 %Furthermore, the wavenumbers have to fulfill that the space between them
14 %will be always the same (pi/T).
15 % wk = linspace(pi/T,pi*N/T,N);
16
17 %------------------- Xu et al. coefficients -----------------------%
18 wk = [0.0217102 0.2161121 1.0608400 5.0765870];
19 g = [0.0463660 0.2365931 1.0382080 5.3648010];
20
21 Nz = Nx;
22 dx = Lsimu/Nx;
23 dz = Lsimu/Nz;
24
25 x = linspace(0,Lsimu - dx,Nx) + dx/2;
26 z = linspace(0,Lsimu - dz,Nz) + dz/2;
27
28 N = length(wk);
29 k = 1:N; %vector which goes over the wavenumber values
30
31 [X,Z,Wk] = meshgrid(x,z,wk);
32
84
33 a = (X - x 0).ˆ2 + Z.ˆ2;
34 disp('Creating the matrix potential for all wavenumbers');
35 tic;
36 F Pot1(:,:,k) = (I/(2*pi*sigma)).*besselk(0,Wk(:,:,k).*sqrt(a)); % Maximun value at the top
37 toc;
38
39 % F Pot = flipud(F Pot1(:,:,k)); %% Just for plotting
40
41 % v = 0:1000:20000;
42 % figure(1);
43 % % surf(F Pot(:,:,1));
44 % % pcolor(x,z,F Pot(:,:,1));
45 % % shading interp;
46 % [C,h] = contourf(F Pot(:,:,1),v);
47 % clabel(C,h);
48 % colorbar;
49 %
50 % figure(2);
51 % plot(x,F Pot1(1,:,1),'ob');
52
53
54 %% Inverse Potential %%
55 Pot1 = Inverse Pot(F Pot1,Nz,Nx,N,x 0,g);
56
57 % Pot = flipud(Pot1(:,:,1));
58 % figure(3);
59 % % % surf(x,z,u(:,:));
60 % % % pcolor(u(:,:));
61 % % % shading interp;
62 % [C,h] = contourf(x,z,Pot(:,:,1),v);
63 % clabel(C,h);
64 % colorbar;
65
66 % figure(4);
67 % plot(x,Pot1(1,:,1),'r');
68 % legend('2.5D Solution');
69
70 end
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Listing 2: Inverse Pot.m
1
2 function Potential = Inverse Pot(F Pot,Nz,Nx,N,c 1,g)
3 %This function calculates the inverse potential from a matrix using N wavenumbers to do it.
4
5 %Vı´ctor Caballero:
6 %creado: agosto de 2014, u´ltima modificacio´n enero 2015
7 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
8
9 if N > 20; % more than the optimized number
10 %% Typical inverse potential using at least 1000 wavenumbers
11 T = 100;
12 F = ndims(F Pot);
13 if F ˜= 2
14 %Transformation vector between both transforms
15 %(see base discretization idct)
16 trans = ones(Nz,Nx,N);
17
18 trans(:,:,1) = trans(:,:,1)*sqrt(N);
19 trans(:,:,2:N) = trans(:,:,2:N)*sqrt(N/2);
20 F Pot = F Pot.*trans;
21
22 %Multiplying the transformation vector by the transform potential, we can
23 %avoid the addition of the idct constant in the next step
24 %We have to do the transform in each vector of the third dimension, that
25 %is, taking the vectors in depth
26 tic;
27 disp('Applying inverse transform');
28 Potential = zeros(Nz,Nx,N);
29 for i = 1:Nz
30 for j = 1:Nx
31 c = idct(F Pot(i,j,:));
32 for h = 1:N
33 Potential(i,j,h) = Potential(i,j,h) + c(1,h);
34 end
35 end
36 end
37 toc;
38 %In order to normalize the idct with the analytical solution, we have to
39 %multiply by 2/T.
40 Potential = Potential*2/T;
41 else
42 trans = ones(N,Nx);
43 trans(1,:) = trans(1,:)*sqrt(N);
44 trans(2:N,:) = trans(2:N,:)*sqrt(N/2);
45 F Pot = F Pot.*trans;
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46 tic;
47 disp('Applying inverse transform');
48 Potential = zeros(N,Nx);
49 for i = 1:Nx
50 c = idct(F Pot(:,i));
51 Potential(:,i) = Potential(:,i) + c;
52 end
53 toc;
54 Potential = Potential.*2/T;
55 end
56
57
58 else
59 %% Optimized inverse potential%%
60 % We are going to develop the inversion using either the Xu,Duan and Zhang or
61 % Pidlisecky optimized wavenumbers and Fourier weights. This inverse potential
62 % is suitable just when we have an injection point, if not, we need to use the
63 % standard one
64
65 % Potential is a 4-D Matrix for inverting matrix potential with lots of
66 % experiments, and it is a 3-D Matrix for inverting matrix potential with just one
67 % experiment
68
69 F = ndims(F Pot);
70 disp('Applying inverse transform');
71 if F == 2
72 Potential = zeros(1,size(F Pot,2));
73 for k = 1:N
74 Potential(1,:) = Potential(1,:) + F Pot(k,:);
75 end
76 else
77 p = 1:length(c 1);
78 Potential = zeros(Nz,Nx,1,length(c 1));
79 for k = 1:N
80 Potential(:,:,1,p) = Potential(:,:,1,p) + F Pot(:,:,k,p).*g(k);
81 end
82 end
83
84 % This inversion just takes into account the first plane of the 2.5D
85 % solution in the spatial domain, not the whole 3D domain (cube).
86 end
87 end
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Listing 3: Inhom Fourier.m
1
2 function [Pot2] = Inhom Fourier(Nx,Lsimu,I,pt,sigma 1,sigma 2,x 0)
3 % This function calculates the 2.5D analytical solution in the Fourier domain considering the ...
two-layer case with different conductivity in each layer and it compares the solution ...
with the solution for an homogeneous domain
4
5 %Vı´ctor Caballero:
6 %creado: agosto de 2014, u´ltima modificacio´n enero 2015
7 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
8
9 Nz = Nx;
10 dx = Lsimu/Nx;
11 dz = Lsimu/Nz;
12
13
14 x = linspace(0,Lsimu-dx,Nx) + dx/2;
15 z = linspace(0,Lsimu-dz,Nz) + dz/2;
16
17 % Standard wavenumbers
18 % N = 1000;
19 % T = 100;
20 % wk = linspace(pi/T,N*pi/T,N);
21
22 % Xu et al. coefficients
23 wk = [0.0217102 0.2161121 1.0608400 5.0765870];
24 g = [0.0463660 0.2365931 1.0382080 5.3648010];
25
26 n = 1:length(wk); %% Dimension associated with wavenumbers
27 N = length(wk);
28 [X,Z,Wk] = meshgrid(x,z,wk);
29
30 a = (X - x 0).ˆ2 + Z.ˆ2;
31
32 A = zeros(Nz,Nx,N);
33 p = pt*Lsimu; %% Thickness of the top layer
34 k = (sigma 1 - sigma 2)/(sigma 1 + sigma 2); %% reflexion coefficient
35 m = 0;
36 while m < 10
37 m = m + 1;
38 A(:,:,n) = A(:,:,n) + (I/(pi*sigma 1)).*k.ˆ(m).*besselk(0,Wk(:,:,n).*sqrt((X - ...
Lsimu/2).ˆ2 + Z.ˆ2 + (2*m*p)ˆ2));
39 end
40
41 %% Analytical solution: F Pot1--normal; F Pot2--singular
42 % F Pot1 = (I/(2*pi*sigma)).*besselk(0,Wk(:,:,n).*sqrt(a));
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43 F Pot2 = (I/(2*pi*sigma 1)).*besselk(0,Wk(:,:,n).*sqrt(a)) + A(:,:,n);
44
45 % figure(1);
46 % plot(x,F Pot1(1,:,4),'r');
47 % hold on;
48 % plot(z,F Pot2(1,:,4),'*b');
49 % hold off;
50
51 %% -----Inverse Potential----- %%
52
53 % Pot1 = Inverse Pot(F Pot1,Nz,Nx,N,x 0,g);
54 Pot2 = Inverse Pot(F Pot2,Nz,Nx,N,x 0,g);
55
56 % figure(2);
57 % plot(x,Pot2(1,:,1),'r');
58 % hold on;
59 % plot(x,Pot1(1,:,1),'*r');
60 % hold off;
61 end
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Listing 4: A Sol 3D.m
1
2 % Este script calcula la solucio´n analı´tica en 3D para un dominio homoge´neo utilizada para ...
comprobar los errores introducidos por la transformacio´n inversa de Fourier.
3
4 %Vı´ctor Caballero:
5 %creado: agosto de 2014, u´ltima modificacio´n enero 2015
6 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
7 L = 30;
8 Lsimu = 1*L;
9 Nx = 101;
10 Ny = 101;
11 Nz = 101;
12 dx = Lsimu/Nx;
13 dy = Lsimu/Ny;
14 dz = Lsimu/Nz;
15
16 I = 10;
17 sigma = 1e-1;
18
19 x = linspace(0,Lsimu-dx,Nx) + dx/2;
20 y = linspace(0,Lsimu-dy,Ny) + dy/2;
21 z = linspace(0,Lsimu-dz,Nz) + dz/2;
22
23 % s = [0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 2 3 4 5 6 7 8 9 9.5];
24 % c 1 = Lsimu/2 - 3*s/2; % Position for a lot of expermients
25 % c 2 = c 1 + 3*s; % Position of the second source for each experiment
26 s = 3;
27 c 1 = 10.5;
28 c 2 = c 1 + 3*s;
29
30 for r = 1:length(c 1)
31 [a,index c 1] = min(abs(c 1(r)-x));
32 [b,index c 2] = min(abs(c 2(r)-x));
33
34 c 1(r) = x(index c 1);
35 c 2(r) = x(index c 2);
36 end
37
38 [X,Z,Y,C 1] = ndgrid(x,z,y,c 1);
39 C 2 = ones(Nx,Nz,Ny,length(c 2));
40 for r = 1:length(c 2)
41 C 2(:,:,:,r) = C 2(:,:,:,r).*c 2(r);
42 end
43
44 r1 = sqrt((X - C 1).ˆ2 + Y.ˆ2 + Z.ˆ2);
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45 r2 = sqrt((X - C 2).ˆ2 + Y.ˆ2 + Z.ˆ2);
46 V2 = (I/(2*pi*sigma)).*1./r1;
47 V3 = (-I/(2*pi*sigma)).*1./r2;
48 V = V2 + V3;
49 V = permute(V,[2 1 3 4]); % Just for plotting
50
51 figure(2);
52 l(1) = plot(x,V(1,:,1,1),'--gs');
53 set(l(1),'Markersize',4);
54
55 %% Apparent resistivity data generation %%
56
57 %%------ Data generation ------%%
58
59 % % s == spacing between electrodes. Using Wenner array, that spacing is the
60 % % same between potential electrodes as current and potential electrodes.
61
62 x M = c 1 + s;
63 x N = c 1 + 2*s;
64
65 for r = 1:length(c 1)
66 [v,index M] = min(abs(x M(r)-x));
67 [w,index N] = min(abs(x N(r)-x));
68
69 x M(r) = x(index M);
70 x N(r) = x(index N);
71 end
72
73 K = 2*pi*s; % Geometrical factor for Wenner array
74
75 N M = ceil(x M/dx);
76 N N = ceil(x N/dx);
77 Delta V = zeros(1,length(c 1));
78
79 for t = 1:length(c 1)
80 Delta V(t) = Delta V(t) + V(1,N M(t),1,t) - V(1,N N(t),1,t); % We just need to calculate
81 % the potential diference at surface and for the first row of the third
82 % dimension
83 end
84 App res = (Delta V/I).*K;
85 Rel err = abs(((1/sigma) - App res)/(1/sigma))*100;
86
87
88 %% Results %%
89
90 % Apparent resistivity plot
91
91
92 % error = (1/sigma) - App res;
93 % lower = zeros(1,length(s));
94 % upper = zeros(1,length(s));
95 % for q = 1:length(s)
96 % if error(q) > 0
97 % lower(q) = 0;
98 % upper(q) = error(q);
99 % elseif error(q) < 0
100 % lower(q) = error(q);
101 % upper(q) = 0;
102 % end
103 % end
104
105 % figure(2);
106 % plot(s,App res,'-.g*');
107 % hold on;
108 % errorbar(s,App res,lower,upper,'rx');
109
110 % figure(3);
111 % plot(s,Rel err,'-.r*');
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Listing 5: Inhom A Sol 3D.m
1 % Este script calcula la solucio´n analı´tica en 3D para un dominio inhomoge´neo utilizada para ...
comprobar los errores introducidos por la transformacio´n inversa de Fourier.
2
3 %Vı´ctor Caballero:
4 %creado: agosto de 2014, u´ltima modificacio´n enero 2015
5 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
6
7 L = 30;
8 Lsimu = 1*L;
9 Nx = 101;
10 Ny = 101;
11 Nz = 101;
12 dx = Lsimu/Nx;
13 dy = Lsimu/Ny;
14 dz = Lsimu/Nz;
15
16 I = 10;
17 sigma 1 = 1e-3;
18 sigma 2 = 100e-3;
19
20 x = linspace(0,Lsimu-dx/2,Nx) + dx/2;
21 y = linspace(0,Lsimu-dy/2,Ny) + dy/2;
22 z = linspace(0,Lsimu-dz/2,Nz) + dz/2;
23
24 % s = [0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 2 3 4 5 6 7 8 9 9.5];
25 % c 1 = Lsimu/2 - 3*s/2; % Position for a lot of expermients
26 % c 2 = c 1 + 3*s; % Position of the second source for each experiment
27 s = 3;
28 c 1 = 10.5;
29 c 2 = c 1 + 3*s;
30
31 for r = 1:length(c 1)
32 [a,index c 1] = min(abs(c 1(r)-x));
33 [b,index c 2] = min(abs(c 2(r)-x));
34
35 c 1(r) = x(index c 1);
36 c 2(r) = x(index c 2);
37 end
38
39 [X,Z,Y,C 1] = ndgrid(x,z,y,c 1);
40 C 2 = ones(Nx,Nz,Ny,length(c 2));
41 for r = 1:length(c 2)
42 C 2(:,:,:,r) = C 2(:,:,:,r).*c 2(r);
43 end
44
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45
46 A1 = zeros(Nz,Nx,Ny);
47 A2 = zeros(Nz,Nx,Ny);
48 pt = 0.3;
49 p = pt*Lsimu;
50 m = 0;
51 k = (sigma 1 - sigma 2)/(sigma 1 + sigma 2);
52 r1 = sqrt((X - C 1).ˆ2 + Y.ˆ2 + Z.ˆ2);
53 r2 = sqrt((X - C 2).ˆ2 + Y.ˆ2 + Z.ˆ2);
54 while m < 100
55 m = m + 1;
56 A1 = A1 + (I./(pi*sigma 1*r1)).*(kˆ(m))./sqrt(1 + (2*m*p./r1).ˆ2);
57 A2 = A2 + (-I./(pi*sigma 1*r2)).*(kˆ(m))./sqrt(1 + (2*m*p./r2).ˆ2);
58
59 end
60
61 V2 = (I/(2*pi*sigma 1)).*1./r1 + A1;
62 V3 = (-I/(2*pi*sigma 1)).*1./r2 + A2;
63 V = V2 + V3;
64 V = permute(V,[2 1 3 4]); % Just for plotting
65
66 figure(2);
67 l(1) = plot(x,V(1,:,1,1),'--gs');
68 set(l(1),'Markersize',4);
69
70
71 %% Apparent resistivity data generation %%
72
73 %%------ Data generation ------%%
74
75 % % s == spacing between electrodes. Using Wenner array, that spacing is the
76 % % same between potential electrodes as current and potential electrodes.
77
78 x M = c 1 + s;
79 x N = c 1 + 2*s;
80
81 for r = 1:length(c 1)
82 [v,index M] = min(abs(x M(r)-x));
83 [w,index N] = min(abs(x N(r)-x));
84
85 x M(r) = x(index M);
86 x N(r) = x(index N);
87 end
88
89 K = 2*pi*s; % Geometrical factor for Wenner array
90
94
91 N M = ceil(x M/dx);
92 N N = ceil(x N/dx);
93 Delta V = zeros(1,length(c 1));
94
95 for t = 1:length(c 1)
96 Delta V(t) = Delta V(t) + V(1,N M(t),1,t) - V(1,N N(t),1,t); % We just need to calculate
97 % the potential diference at surface and for the first row of the third
98 % dimension
99 end
100 App res = (Delta V/I).*K;
101 Rel err = abs(((1/sigma) - App res)/(1/sigma))*100;
102
103
104 %% Results %%
105
106 % Apparent resistivity plot
107
108 % error = (1/sigma) - App res;
109 % lower = zeros(1,length(s));
110 % upper = zeros(1,length(s));
111 % for q = 1:length(s)
112 % if error(q) > 0
113 % lower(q) = 0;
114 % upper(q) = error(q);
115 % elseif error(q) < 0
116 % lower(q) = error(q);
117 % upper(q) = 0;
118 % end
119 % end
120
121 % figure(2);
122 % plot(s,App res,'-.g*');
123 % hold on;
124 % errorbar(s,App res,lower,upper,'rx');
125
126 % figure(3);
127 % plot(s,Rel err,'-.r*');
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Listing 6: Data Gen.m
1 function [File matrix,c 1] = Data Gen(option,s,x 0)
2 %%option means if we want to implement the Homogeneous, Inhomogeneous or
3 %%Code case in order to generate the synthetic data for the preliminar model
4 %%to invert it
5 %%option == 1 -- Homogeneous case
6 %%option == 2 -- Inhomogeneous case
7 %%option == 3 -- Code matrix
8 %%s is the spacing between potential electrodes
9 %%x 0 is the position of the first positive source
10
11 % Esta funcio´n genera un archivo .dat con la informacio´n referente a la distribucio´n vertical ...
de resistividad aparente de un u´nico experimento de campo.
12
13 %Vı´ctor Caballero:
14 %creado: agosto de 2014, u´ltima modificacio´n enero 2015
15 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
16
17 sigma = 1e-3;
18 I = 10;
19 Lsimu = 300;
20 Nx = 301;
21 Nz = 301;
22 dx = Lsimu/Nx;
23 dz = Lsimu/Nz;
24
25 x = linspace(0,Lsimu - dx,Nx) + dx/2;
26 z = linspace(0,Lsimu - dz,Nz) + dz/2;
27
28 % Xu and Zhang optimized wavenumbers and weigths
29 wk = [0.02217102 0.2161121 1.0608400 5.0765870]; % Optimized wavenumbers
30 g = [0.0463660 0.2365931 1.0382080 5.3648010]; % Optimized Fourier weights
31
32 % c 1 = x 0:s:Lsimu-4*s; % Position of the first source for each experiment
33 c 1 = x 0:x 0:Lsimu-3*s-x 0; % Position for a lot of expermients
34 c 2 = c 1 + 3*s; % Position of the second source for each experiment
35
36 N = length(wk);
37 % Bubble method to order wk and g vectors, because in the C++ Code we have
38 % them in increasing order
39 for i = 1:N
40 for j = i+1:N
41 if wk(j) < wk(i)
42 temp w = wk(i);
43 wk(i) = wk(j);
44 wk(j) = temp w;
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45
46 temp g = g(i);
47 g(i) = g(j);
48 g(j) = temp g;
49 end
50 end
51 end
52
53 % Optimization method in order to take into account the position of the
54 % first and second sources as the same as the x vector, avoiding then changes in
55 % resistivity values
56 for r = 1:length(c 1)
57 [t,index c 1] = min(abs(c 1(r)-x));
58 [u,index c 2] = min(abs(c 2(r)-x));
59
60 c 1(r) = x(index c 1);
61 c 2(r) = x(index c 2);
62 end
63
64 i = 1:Nz; %% x index
65 j = 1:Nx; %% z index
66 n = 1:length(wk); %% Third dimension index, related to wavenumbers
67 p = 1:length(c 1); %% experiment index
68
69 if option == 1 | |option == 2
70
71 % Creation of the grid, just for the analytical solutions
72 [Z,X,Wk,C 1] = ndgrid(z,x,wk,c 1);
73 % Creating the second source matrix
74 C 2 = ones(Nz,Nx,N,length(c 2));
75 for r = 1:length(c 2)
76 C 2(:,:,:,r) = C 2(:,:,:,r)*c 2(r);
77 end
78
79 if option == 1
80
81 %%----- Homogeneous Fourier Potential -----%%
82 tic;
83 disp('Creating the potential matrix for all the experiments');
84 F Pot1(:,:,n,p) = (I/(2*pi*sigma)).*besselk(0,Wk(:,:,n,p).*sqrt((X - C 1).ˆ2 + Z.ˆ2));
85 F Pot2(:,:,n,p) = (-I/(2*pi*sigma)).*besselk(0,Wk(:,:,n,p).*sqrt((X - C 2).ˆ2 + Z.ˆ2));
86 F Pot = F Pot1 + F Pot2; %% Maximun at the top
87 toc;
88 else
89
90 %%----- Inhomogeneous Fourier Potential -----%%
97
91
92 % Extra parameters for inhomogeneities
93 pt = 0.3; %% Percentage of thickness of the top layer
94 sigma 2 = 100e-3;
95
96 tic;
97 disp('Creating the potential matrix for all the experiments');
98 A 1 = zeros(Nz,Nx,N,length(c 1));
99 A 2 = zeros(Nz,Nx,N,length(c 1));
100 l = pt*Lsimu; %% Thickness of the top layer
101 k = (sigma - sigma 2)/(sigma + sigma 2); %% reflexion coefficient
102 m = 0;
103 while m < 10
104 m = m + 1;
105 A 1(:,:,n,p) = A 1(:,:,n,p) + ...
(I/(pi*sigma)).*k.ˆ(m).*besselk(0,Wk(:,:,n,p).*sqrt((X - C 1).ˆ2 + Z.ˆ2 + ...
(2*m*l)ˆ2));
106 A 2(:,:,n,p) = A 2(:,:,n,p) + ...
(I/(pi*sigma)).*k.ˆ(m).*besselk(0,Wk(:,:,n,p).*sqrt((X - C 2).ˆ2 + Z.ˆ2 + ...
(2*m*l)ˆ2));
107 end
108
109 F Pot1(:,:,n,p) = (I/(2*pi*sigma)).*besselk(0,Wk(:,:,n,p).*sqrt((X - C 1).ˆ2 + Z.ˆ2)) ...
+ A 1(:,:,n,p);
110 F Pot2(:,:,n,p) = (-I/(2*pi*sigma)).*besselk(0,Wk(:,:,n,p).*sqrt((X - C 2).ˆ2 + ...
Z.ˆ2)) - A 2(:,:,n,p);
111 F Pot = F Pot1 + F Pot2; %% Maximun at the top
112 toc;
113 end
114
115 elseif option == 3
116
117 %%----- Fourier Potential -----%%
118
119 F Pot C 1 = zeros(Nz,Nx,N,length(c 1));
120 F Pot C 2 = zeros(Nz,Nx,N,length(c 1));
121
122 for r = 1:length(c 1)
123 disp('Reading the file');
124 S = load(['Matrix Potential' num2str(r) '.txt']); %% reading each file with a 3D matrix
125 F Pot1 = zeros(Nz,Nx,N);
126
127 disp(['Creating the potential matrix from C++ code for experiment number' num2str(r)]);
128 for h = 0:N-1
129 F Pot1(i,j,h+1) = F Pot1(i,j,h+1) + S(i+h*Nz,j);
130 % Maximun at the last column
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131 end
132 % Changing the dimensions in order to invert the matrix then
133 F Pot1 = permute(F Pot1,[2 1 3]);
134 % Replacing NaNs and negative and small values for 0s
135 F Pot1(isnan(F Pot1)) = 0;
136 F Pot1(F Pot1 < 0) = 0;
137 % And "transposing" that matrix
138 F Pot2 = fliplr(-F Pot1);
139 % Storing both matrices in differents 4D matrices
140 F Pot C 1(:,:,:,r) = F Pot C 1(:,:,:,r) + F Pot1(:,:,:);
141 % The matrix of the second sources is stored in inverse order
142 F Pot C 2(:,:,:,length(c 1)+1-r) = F Pot C 2(:,:,:,length(c 1)+1-r) + F Pot2(:,:,:);
143 end
144
145 % Creating a 4D matrix to store all those 3D matrices
146 F Pot = flipud(F Pot C 1 + F Pot C 2);
147
148 else
149 disp('Error in "Data Gen": case not implemented');
150 return;
151 end
152
153 % Plotting the results
154 % figure(1);
155 % v = -5000:500:5000;
156 % F Pot plot = flipud(F Pot(:,:,n,p)); %% Just for plotting
157 % [C,h] = contourf(x,z,F Pot plot(:,:,1,1));
158 % clabel(C,h);
159 % colorbar;
160 %
161 % figure(2);
162 % plot(x,F Pot(1,:,1,1),'b');
163
164 %%----- Inverse Potential -----%%
165
166 Pot = Inverse Pot(F Pot(:,:,:,p),Nz,Nx,N,c 1,g); %% Maximun at the top
167
168 % figure(3);
169 % v = -10000:1000:10000;
170 % Pot plot = flipud(Pot(:,:,1,p)); %% Just for plotting
171 % [C,h] = contourf(x,z,Pot plot(:,:,1,1),v);
172 % clabel(C,h);
173 % colorbar;
174 %
175 % figure(4);
176 % plot(x,Pot(1,:,1,10),'r');
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177
178 %%------ Data generation ------%%
179
180 % s == spacing between electrodes. Using Wenner array, that spacing is the
181 % same between potential electrodes and current and potential electrodes.
182
183 K = 2*pi*s; % Geometrical factor for Wenner array
184
185 x M = c 1 + s;
186 x N = c 1 + 2*s;
187
188 for r = 1:length(c 1)
189 [v,index M] = min(abs(x M(r)-x));
190 [w,index N] = min(abs(x N(r)-x));
191
192 x M(r) = x(index M);
193 x N(r) = x(index N);
194 end
195
196 N M = ceil(x M/dx);
197 N N = ceil(x N/dx);
198 Delta V = zeros(1,length(c 1));
199
200 for t = 1:length(c 1)
201 Delta V(t) = Delta V(t) + Pot(1,N M(t),1,t) - Pot(1,N N(t),1,t); % We just need to calculate
202 % the potential diference at surface and for the first row of the third
203 % dimension
204 end
205 App res = (Delta V/I)*K;
206 x loc = x M + s/2; % x positions of the mid point
207 s vec = ones(1,length(x loc))*s; % vector with electrodes spacing
208
209 File matrix = [x loc; s vec; App res(1,:,1)];
210
211 % Adding information to the txt file for Res2DInv
212 fileID = fopen('Inversion test.dat','w');
213 fprintf(fileID,'%20s\n','INVERSION TEST'); % Name of the survey
214 fprintf(fileID,'%2.2f\n',s); % Spacing between electrodes
215 fprintf(fileID,'%1.0f\n',1); % Array type
216 fprintf(fileID,'%6f\n',length(c 1)); % Number of data points
217 fprintf(fileID,'%1.0f\n',1); % Type of x-location for data points
218 fprintf(fileID,'%1.0f\n',0); % Flag for I.P. data
219 fprintf(fileID,'%3.3f %3.3f %5.5f\n',File matrix); % Data points
220 fprintf(fileID,'%1.0f\n',0); % Ends with a few zeros. Flasgs for other options
221 fprintf(fileID,'%1.0f\n',0);
222 fprintf(fileID,'%1.0f\n',0);
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223 fprintf(fileID,'%1.0f\n',0);
224 fprintf(fileID,'%1.0f\n',0);
225 fprintf(fileID,'%1.0f\n',0);
226 fclose(fileID);
227
228 end
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Listing 7: Res2DInv Data Gen.m
1
2 % Este script genera un archivo .dat con la informacio´n referente a la distribucio´n de ...
resistividad aparente para diferentes experimentos con diferentes espaciamientos de los ...
electrodos, de forma que dicho archivo sirve como entrada para el ca´lculo del campo de ...
resistividad real del subsuelo mediante el software Res2DInv.
3
4 %Vı´ctor Caballero:
5 %creado: agosto de 2014, u´ltima modificacio´n enero 2015
6 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
7
8
9 option = 1; %Option --> A. homogeneous/A. inhomogeneous/C++ solution
10 x 0 = 6; % First source position
11 Lsimu = 300; % Length of the domain
12
13 fileID = fopen('Inversion test 300 6.dat','w');
14 fprintf(fileID,'%20s\n','INVERSION TEST'); % Name of the survey
15 fprintf(fileID,'%2.2f\n',x 0); % Spacing between electrodes
16 fprintf(fileID,'%1.0f\n',1); % Array type
17 fprintf(fileID,'%6f\n',2); % Number of data points
18 fprintf(fileID,'%1.0f\n',1); % Type of x-location for data points
19 fprintf(fileID,'%1.0f\n',0); % Flag for I.P. data
20 fclose(fileID);
21
22 exp nb = 0; % count
23 for s = x 0:x 0:((Lsimu-2*x 0)/3);
24 [File matrix,c 1] = Data Gen(option,s,x 0);
25 fileID = fopen('Inversion test 300 6.dat','a');
26 fprintf(fileID,'%3.3f %3.3f %5.5f\n',File matrix); % Data points
27 fclose(fileID);
28 exp nb = exp nb + length(c 1);
29 end
30
31 fileID = fopen('Inversion test 300 6.dat','a');
32 fprintf(fileID,'%1.0f\n',0); % End with a few zeros. Flasgs for other options
33 fprintf(fileID,'%1.0f\n',0);
34 fprintf(fileID,'%1.0f\n',0);
35 fprintf(fileID,'%1.0f\n',0);
36 fprintf(fileID,'%1.0f\n',0);
37 fprintf(fileID,'%1.0f\n',0);
38 A = regexp(fileread('Inversion test 300 6.dat'),'\n','split');
39 A{4} = sprintf('%d',exp nb);
40 fid = fopen('Inversion test 300 6.dat', 'w');
41 fprintf(fid, '%s\n', A{:});
42 fclose(fid);
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43 fclose(fileID);
2. Co´digos Matlab®– COMSOL®
Listing 8: Parallel fracts.m
1
2 %Vı´ctor Caballero:
3 %creado: agosto de 2014, u´ltima modificacio´n enero 2015
4 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
5 function out = model
6
7 import com.comsol.model.*
8 import com.comsol.model.util.*
9
10 % initial set of up model
11 model = ModelUtil.create('Parallel fracts 3D');
12 model.modelPath('H:\Trabajos\Ingenieria Industrial\Internship\Workspace COMSOL\Parallel fracts');
13 model.modelNode.create('mod1');
14 model.geom.create('geom1', 3);
15 model.mesh.create('mesh1', 'geom1');
16 model.physics.create('ec', 'ConductiveMedia', 'geom1');
17 model.study.create('std1');
18 model.study('std1').feature.create('stat', 'Stationary');
19 model.study('std1').feature('stat').activate('ec', true);
20
21 % define the geometry, and boundary conditions
22
23 % set the repair tolerance to be a bit lower than the default value % to account for limited ...
significant figures in the text files that % Delphine sent me
24 model.geom('geom1').feature('fin').set('repairtol', '1.0E-10');
25
26 % create fractures from data in Delphine's text file and make union
27 temp = textread('Parallel fracts 5.txt');
28 nfrac=size(temp,1);
29 for i=1:nfrac;
30 name=['fr',num2str(i)];
31 fracset{i}=name;
32 posx=temp(i,1)*3;
33 posy=temp(i,2)*3;
34 angle=temp(i,3)*180/pi;
35 aperture=temp(i,4);
36 conductivity=temp(i,5);
37 length=temp(i,6)*3+0.01;
38 model.geom('geom1').feature.create(name, 'Block');
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39 model.geom('geom1').feature(name).set('base', 'center');
40 model.geom('geom1').feature(name).setIndex('pos', num2str(posx),0);
41 model.geom('geom1').feature(name).setIndex('pos', '15', 1);
42 model.geom('geom1').feature(name).setIndex('pos', num2str(posy),2);
43 model.geom('geom1').feature(name).set('rot', num2str(angle));
44 model.geom('geom1').feature(name).setIndex('size',num2str(length), 0);
45 model.geom('geom1').feature(name).setIndex('size', '30+0.01',1);
46 model.geom('geom1').feature(name).setIndex('size',num2str(aperture), 2);
47 end
48
49 model.geom('geom1').feature.create('uni1', 'Union');
50 model.geom('geom1').feature('uni1').selection('input').set(fracset);
51 model.geom('geom1').feature('uni1').set('intbnd', 'off');
52
53 % now trim the edges around a unit square and keep only the result
54 % (this is the fractures)
55 model.geom('geom1').feature.create('blk1', 'Block');
56 model.geom('geom1').feature('blk1').setIndex('size', '30', 0);
57 model.geom('geom1').feature('blk1').setIndex('size', '30', 1);
58 model.geom('geom1').feature('blk1').setIndex('size', '30', 2);
59 model.geom('geom1').feature.create('fracs', 'Intersection');
60 model.geom('geom1').feature('fracs').selection('input').set({'blk1' 'uni1'});
61 model.geom('geom1').feature('fracs').set('intbnd', 'off');
62
63 % remake unit square and subtract the fractures (this is the matrix)
64 model.geom('geom1').feature.create('blk2', 'Block');
65 model.geom('geom1').feature('blk2').setIndex('size', '30', 0);
66 model.geom('geom1').feature('blk2').setIndex('size', '30', 1);
67 model.geom('geom1').feature('blk2').setIndex('size', '30', 2);
68 model.geom('geom1').feature.create('matrix', 'Difference');
69 model.geom('geom1').feature('matrix').selection('input').set({'blk2'});
70 model.geom('geom1').feature('matrix').selection('input2').set({'fracs'});
71 model.geom('geom1').feature('matrix').set('keep', 'on');
72 model.geom('geom1').feature('matrix').set('intbnd', 'on');
73
74 % allow the fractures and matrix to be grouped as collections of domains
75 % that can be next used to easily define material properties by allowing
76 % for them to be "selected" (very important)
77 model.geom('geom1').feature('fracs').set('createselection', 'on');
78 model.geom('geom1').feature('matrix').set('createselection', 'on');
79
80 % set surfaces as upper and lower boundary conditions and make them selectable
81 model.geom('geom1').feature.create('ps1', 'ParametricSurface');
82 model.geom('geom1').feature('ps1').set('parmax1', '30');
83 model.geom('geom1').feature('ps1').set('parmax2', '30');
84 model.geom('geom1').feature('ps1').setIndex('coord', '0', 0);
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85 model.geom('geom1').feature('ps1').setIndex('coord', 's1', 1);
86 model.geom('geom1').feature('ps1').setIndex('coord', 's2', 2);
87 model.geom('geom1').feature('ps1').set('createselection', 'on');
88
89 model.geom('geom1').feature.create('ps2', 'ParametricSurface');
90 model.geom('geom1').feature('ps2').set('parmax1', '30');
91 model.geom('geom1').feature('ps2').set('parmax2', '30');
92 model.geom('geom1').feature('ps2').setIndex('coord', 's1', 0);
93 model.geom('geom1').feature('ps2').setIndex('coord', '0', 1);
94 model.geom('geom1').feature('ps2').setIndex('coord', 's2', 2);
95 model.geom('geom1').feature('ps2').set('createselection', 'on');
96
97 model.geom('geom1').feature.create('ps3', 'ParametricSurface');
98 model.geom('geom1').feature('ps3').set('parmax1', '30');
99 model.geom('geom1').feature('ps3').set('parmax2', '30');
100 model.geom('geom1').feature('ps3').setIndex('coord', '30', 0);
101 model.geom('geom1').feature('ps3').setIndex('coord', 's1', 1);
102 model.geom('geom1').feature('ps3').setIndex('coord', 's2', 2);
103 model.geom('geom1').feature('ps3').set('createselection', 'on');
104
105 model.geom('geom1').feature.create('ps4', 'ParametricSurface');
106 model.geom('geom1').feature('ps4').set('parmax1', '30');
107 model.geom('geom1').feature('ps4').set('parmax2', '30');
108 model.geom('geom1').feature('ps4').setIndex('coord', 's1', 0);
109 model.geom('geom1').feature('ps4').setIndex('coord', '30', 1);
110 model.geom('geom1').feature('ps4').setIndex('coord', 's2', 2);
111 model.geom('geom1').feature('ps4').set('createselection', 'on');
112
113 model.geom('geom1').feature.create('ps5', 'ParametricSurface');
114 model.geom('geom1').feature('ps5').set('parmax1', '30');
115 model.geom('geom1').feature('ps5').set('parmax2', '30');
116 model.geom('geom1').feature('ps5').setIndex('coord', 's1', 0);
117 model.geom('geom1').feature('ps5').setIndex('coord', 's2', 1);
118 model.geom('geom1').feature('ps5').setIndex('coord', '30', 2);
119 model.geom('geom1').feature('ps5').set('createselection', 'on');
120
121 model.geom('geom1').feature.create('ps6', 'ParametricSurface');
122 model.geom('geom1').feature('ps6').set('parmax1', '30');
123 model.geom('geom1').feature('ps6').set('parmax2', '30');
124 model.geom('geom1').feature('ps6').setIndex('coord', 's1', 0);
125 model.geom('geom1').feature('ps6').setIndex('coord', 's2', 1);
126 model.geom('geom1').feature('ps6').setIndex('coord', '0', 2);
127 model.geom('geom1').feature('ps6').set('createselection', 'on');
128
129 % create the mesh
130 model.mesh('mesh1').feature.create('ftet1', 'FreeTet');
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131 model.mesh('mesh1').feature('ftet1').selection.geom('geom1', 3);
132 model.mesh('mesh1').feature('ftet1').selection.named('geom1 matrix dom');
133 model.mesh('mesh1').feature('size').set('hauto', '2');
134 model.mesh('mesh1').feature.create('ftet2', 'FreeTet');
135 model.mesh('mesh1').feature('ftet2').feature.create('size1', 'Size');
136 model.mesh('mesh1').feature('ftet2').selection.geom('geom1', 3);
137 model.mesh('mesh1').feature('ftet2').selection.named('geom1 fracs dom');
138 model.mesh('mesh1').feature('ftet2').feature('size1').set('hauto', '1');
139
140 % create points to set the sources according the source position for each
141 % experiment
142 s = [0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 2 3 4 5 6 7 8 9 9.5];
143 source = load ('H:\Trabajos\Ingenieria Industrial\Internship\Workspace ...
COMSOL\Parallel fracts\SourceCoordX.txt');
144 for j = 1:size(s,2)
145 model.geom('geom1').feature.create('M', 'Point');
146 model.geom('geom1').feature('M').setIndex('p', num2str(source(2*j-1)+s(j)), 0);
147 model.geom('geom1').feature('M').setIndex('p', '15', 1);
148 model.geom('geom1').feature('M').setIndex('p', '30', 2);
149 model.geom('geom1').feature('M').set('createselection', 'on');
150 model.geom('geom1').feature.create('N', 'Point');
151 model.geom('geom1').feature('N').setIndex('p', num2str(source(2*j-1)+2*s(j)), 0);
152 model.geom('geom1').feature('N').setIndex('p', '15', 1);
153 model.geom('geom1').feature('N').setIndex('p', '30', 2);
154 model.geom('geom1').feature('N').set('createselection', 'on');
155
156 for k = 1:(size(source,2)/size(s,2))
157 model.geom('geom1').feature.create('A', 'Point');
158 model.geom('geom1').feature('A').setIndex('p', source(2*j+k-2), 0);
159 model.geom('geom1').feature('A').setIndex('p', '15', 1);
160 model.geom('geom1').feature('A').setIndex('p', '30', 2);
161 model.geom('geom1').feature('A').set('createselection', 'on');
162
163 % set boundary conditions
164 model.variable.create('var1');
165 model.variable('var1').model('mod1');
166 model.variable('var1').set('radius', ['sqrt((x-' num2str(source(2*j+k-2)) ...
')ˆ2+(y-0.5)ˆ2+(z-1)ˆ2)']);
167 model.variable('var1').descr('radius', 'Radial distance from source');
168 model.variable('var1').set('alpha', '1/(radiusˆ2)');
169 model.variable('var1').name('Mixed BC''s');
170 model.variable.create('var2');
171 model.variable('var2').model('mod1');
172 model.variable('var2').set('sigma', '1e-4');
173 model.variable('var2').descr('sigma', 'Matrix conductivity');
174 model.variable('var2').name('Matrix Conductivity');
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175 model.variable('var2').selection.geom('geom1', 3);
176 model.variable('var2').selection.named('geom1 matrix dom');
177 model.variable.create('var3');
178 model.variable('var3').model('mod1');
179 model.variable('var3').set('sigma', '1e-2');
180 model.variable('var3').name('Fracture Conductivity');
181 model.variable('var3').selection.geom('geom1', 3);
182 model.variable('var3').selection.named('geom1 fracs dom');
183
184 model.physics('ec').feature.create('ncd1', 'NormalCurrentDensity', 2);
185 model.physics('ec').feature('ncd1').set('nJ', 1, ['-sigma*alpha*' ...
num2str(source(2*j+k-2)) '*V']);
186 model.physics('ec').feature('ncd1').selection.named('geom1 ps1 bnd');
187 model.physics('ec').feature.create('ncd2', 'NormalCurrentDensity', 2);
188 model.physics('ec').feature('ncd2').set('nJ', 1, '-sigma*alpha*15*V');
189 model.physics('ec').feature('ncd2').selection.named('geom1 ps2 bnd');
190 model.physics('ec').feature.create('ncd3', 'NormalCurrentDensity', 2);
191 model.physics('ec').feature('ncd3').set('nJ', 1, ['-sigma*alpha*' ...
num2str(1-source(2*j+k-2)) '*V']);
192 model.physics('ec').feature('ncd3').selection.named('geom1 ps3 bnd');
193 model.physics('ec').feature.create('ncd4', 'NormalCurrentDensity', 2);
194 model.physics('ec').feature('ncd4').set('nJ', 1, '-sigma*alpha*15*V');
195 model.physics('ec').feature('ncd4').selection.named('geom1 ps4 bnd');
196 model.physics('ec').feature.create('ncd5', 'NormalCurrentDensity', 2);
197 model.physics('ec').feature('ncd5').set('nJ', 1, '-sigma*alpha*30*V');
198 model.physics('ec').feature('ncd5').selection.named('geom1 ps6 bnd');
199
200 %Dirichlet BC's
201 % model.physics('ec').feature('ncd1').active(false);
202 % model.physics('ec').feature('ncd2').active(false);
203 % model.physics('ec').feature('ncd3').active(false);
204 % model.physics('ec').feature('ncd4').active(false);
205 % model.physics('ec').feature('ncd5').active(false);
206 % model.physics('ec').feature.create('pot1', 'ElectricPotential', 2);
207 % model.physics('ec').feature('pot1').set('V0', 1, '0');
208 % model.physics('ec').feature('pot1').selection.named('geom1 ps1 bnd');
209 % model.physics('ec').feature.create('pot2', 'ElectricPotential', 2);
210 % model.physics('ec').feature('pot2').set('V0', 1, '0');
211 % model.physics('ec').feature('pot2').selection.named('geom1 ps2 bnd');
212 % model.physics('ec').feature.create('pot3', 'ElectricPotential', 2);
213 % model.physics('ec').feature('pot3').set('V0', 1, '0');
214 % model.physics('ec').feature('pot3').selection.named('geom1 ps3 bnd');
215 % model.physics('ec').feature.create('pot4', 'ElectricPotential', 2);
216 % model.physics('ec').feature('pot4').set('V0', 1, '0');
217 % model.physics('ec').feature('pot4').selection.named('geom1 ps4 bnd');
218 % model.physics('ec').feature.create('pot5', 'ElectricPotential', 2);
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219 % model.physics('ec').feature('pot5').set('V0', 1, '0');
220 % model.physics('ec').feature('pot5').selection.named('geom1 ps6 bnd');
221
222
223 model.physics('ec').feature.create('pcs1', 'PointCurrentSource', 0);
224 model.physics('ec').feature('pcs1').selection.named('geom1 A pnt');
225 if k == 1
226 model.physics('ec').feature('pcs1').set('Qjp', 1, '10');
227 elseif k == 2
228 model.physics('ec').feature('pcs1').set('Qjp', 1, '-10');
229 end
230
231 model.physics('ec').feature('cucn1').set('sigma mat', 1, 'userdef');
232 model.physics('ec').feature('cucn1').set('sigma', {'sigma' '0' '0' '0' 'sigma' '0' ...
'0' '0' 'sigma'});
233
234 % run geometry and the meshing
235 model.geom('geom1').runAll;
236 model.mesh('mesh1').run;
237
238 % set solution properties
239 model.sol.create('sol1');
240 model.sol('sol1').study('std1');
241 model.sol('sol1').feature.create('st1', 'StudyStep');
242 model.sol('sol1').feature('st1').set('study', 'std1');
243 model.sol('sol1').feature('st1').set('studystep', 'stat');
244 model.sol('sol1').feature.create('v1', 'Variables');
245 model.sol('sol1').feature('v1').set('control', 'stat');
246 model.sol('sol1').feature.create('s1', 'Stationary');
247 model.sol('sol1').feature('s1').feature.create('fc1', 'FullyCoupled');
248 model.sol('sol1').feature('s1').feature.create('i1', 'Iterative');
249 model.sol('sol1').feature('s1').feature('i1').set('prefuntype', 'left');
250 model.sol('sol1').feature('s1').feature('i1').set('maxlinit', 10000);
251 model.sol('sol1').feature('s1').feature('i1').set('linsolver', 'cg');
252 model.sol('sol1').feature('s1').feature('i1').set('rhob', 400);
253 model.sol('sol1').feature('s1').feature('fc1').set('linsolver', 'i1');
254 model.sol('sol1').feature('s1').feature('i1').feature.create('mg1', 'Multigrid');
255 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('prefun', 'amg');
256 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('iter', 2);
257 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('mgcycle', 'v');
258 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('mcasegen', 'any');
259 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('gmglevels', 1);
260 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('scale', 2);
261 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('massem', true);
262 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('mkeep', false);
263 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('rmethod', 'longest');
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264 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('mglevels', 5);
265 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('maxcoarsedof', 5000);
266 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('amgauto', 3);
267 model.sol('sol1').feature('s1').feature.remove('fcDef');
268 model.sol('sol1').attach('std1');
269 model.sol('sol1').runAll;
270
271 % create point evaluation to get the potencial difference between M and
272 % N electrodes
273 model.result.numerical.create('pev1', 'EvalPoint');
274 model.result.numerical('pev1').selection.named('geom1 M pnt');
275 model.result.table.create('tbl1', 'Table');
276 model.result.table('tbl1').comments('Delta V (V m)');
277 model.result.numerical('pev1').set('table', 'tbl1');
278 model.result.numerical('pev1').setResult;
279 model.result.numerical.create('pev2', 'EvalPoint');
280 model.result.numerical('pev2').selection.named('geom1 N pnt');
281 model.result.numerical('pev2').set('table', 'tbl1');
282 model.result.numerical('pev2').appendResult;
283
284
285 % export the results
286 model.result.export.create('tbl1', 'tbl1', 'Table');
287 model.result.export('tbl1').set('filename', ['H:\Trabajos\Ingenier' ...
native2unicode(hex2dec('00ed'), 'Cp1252') 'a Industrial\Internship\Workspace ...
COMSOL\Parallel fracts\Delta V 3D\Delta s' num2str(s(j)) ' ' num2str(k) '.txt']);
288 model.result.export('tbl1').run;
289
290 % remove the existing model
291 model.geom('geom1').feature.remove('A');
292 model.variable.remove('var1');
293 model.variable.remove('var2');
294 model.variable.remove('var3');
295 model.physics('ec').feature.remove('ncd1');
296 model.physics('ec').feature.remove('ncd2');
297 model.physics('ec').feature.remove('ncd3');
298 model.physics('ec').feature.remove('ncd4');
299 model.physics('ec').feature.remove('ncd5');
300 % model.physics('ec').feature.remove('pot1');
301 % model.physics('ec').feature.remove('pot2');
302 % model.physics('ec').feature.remove('pot3');
303 % model.physics('ec').feature.remove('pot4');
304 % model.physics('ec').feature.remove('pot5');
305 model.physics('ec').feature.remove('pcs1');
306
307 model.result.numerical.remove('pev1');
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308 model.result.numerical.remove('pev2');
309 model.result.table.remove('tbl1');
310 model.result.table.remove('tbl2');
311 model.sol.remove('sol1');
312 end
313 model.geom('geom1').feature.remove('M');
314 model.geom('geom1').feature.remove('N');
315 end
316
317 out = model;
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Listing 9: Sugar Box.m
1
2 %Vı´ctor Caballero:
3 %creado: agosto de 2014, u´ltima modificacio´n enero 2015
4 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
5
6 function out = model
7
8 import com.comsol.model.*
9 import com.comsol.model.util.*
10
11 % initial set of up model
12 model = ModelUtil.create('Sugar box 3D');
13 model.modelPath('I:\Trabajos\Ingenieria Industrial\Internship\Workspace COMSOL\Sugar box');
14 model.modelNode.create('mod1');
15 model.geom.create('geom1', 3);
16 model.mesh.create('mesh1', 'geom1');
17 model.physics.create('ec', 'ConductiveMedia', 'geom1');
18 model.study.create('std1');
19 model.study('std1').feature.create('stat', 'Stationary');
20 model.study('std1').feature('stat').activate('ec', true);
21
22
23 % set the repair tolerance to be a bit lower than the default value to
24 % account for limited significant figures in the text files that Delphine
25 % sent me
26 model.geom('geom1').feature('fin').set('repairtol', '1.0E-10');
27
28 % define the geometry, material properties, and boundary conditions
29 % create fractures from data in Delphine's text file, make union
30 temp = textread('Sugar box 5.txt');
31 nfrac=size(temp,1);
32 % create the horizontal set of fractures
33 for i=1:nfrac*0.5;
34 name=['fr',num2str(i)];
35 fracset{i}=name;
36 posx=temp(i,1)/10;
37 posy=temp(i,2)/10;
38 ang=round(temp(i,3)*180/pi);
39 ap=temp(i,4);
40 conductivity=temp(i,5);
41 len=temp(i,6)/10; % add a bit to ensure crossing at boundaries
42 model.geom('geom1').feature.create(name, 'Block');
43 model.geom('geom1').feature(name).set('base', 'center');
44 model.geom('geom1').feature(name).setIndex('pos', num2str(posx), 0);
45 model.geom('geom1').feature(name).setIndex('pos', '0.5', 1);
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46 model.geom('geom1').feature(name).setIndex('pos', num2str(posy), 2);
47 model.geom('geom1').feature(name).set('rot', num2str(ang));
48 model.geom('geom1').feature(name).setIndex('size', num2str(len), 0);
49 model.geom('geom1').feature(name).setIndex('size', '1', 1);
50 model.geom('geom1').feature(name).setIndex('size', num2str(ap), 2);
51 end
52
53 % make union between horizontal fracs
54 model.geom('geom1').feature.create('uni1', 'Union');
55 model.geom('geom1').feature('uni1').selection('input').set(fracset);
56 model.geom('geom1').feature('uni1').set('keep', 'off');
57 model.geom('geom1').feature('uni1').set('intbnd', 'on');
58
59 % now trim the edges around a unit cube and keep only the result
60 % (this is the horizontal fractures)
61 model.geom('geom1').feature.create('blk1', 'Block');
62 model.geom('geom1').feature('blk1').setIndex('size', '1', 0);
63 model.geom('geom1').feature('blk1').setIndex('size', '1', 1);
64 model.geom('geom1').feature('blk1').setIndex('size', '1', 2);
65 model.geom('geom1').feature.create('hor fracs', 'Intersection');
66 model.geom('geom1').feature('hor fracs').selection('input').set({'blk1' 'uni1'});
67 model.geom('geom1').feature('hor fracs').set('intbnd', 'on');
68
69 % create the vertical set of fractures
70 for i=nfrac*0.5+1:nfrac;
71 name=['fr',num2str(i)];
72 fracset{i}=name;
73 posx=temp(i,1)/10;
74 posy=temp(i,2)/10;
75 ang=round(temp(i,3)*180/pi);
76 ap=temp(i,4);
77 conductivity=temp(i,6);
78 len=temp(i,6)/10; % add a bit to ensure crossing at boundaries
79 model.geom('geom1').feature.create(name, 'Block');
80 model.geom('geom1').feature(name).set('base', 'center');
81 model.geom('geom1').feature(name).setIndex('pos', num2str(posx), 0);
82 model.geom('geom1').feature(name).setIndex('pos', '0.5', 1);
83 model.geom('geom1').feature(name).setIndex('pos', num2str(posy), 2);
84 model.geom('geom1').feature(name).set('rot', num2str(ang));
85 model.geom('geom1').feature(name).setIndex('size', num2str(len), 0);
86 model.geom('geom1').feature(name).setIndex('size', num2str(ap), 1);
87 model.geom('geom1').feature(name).setIndex('size', '1', 2);
88 end
89
90 % make union between vertical fracs
91 model.geom('geom1').feature.create('uni2', 'Union');
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92 model.geom('geom1').feature('uni2').selection('input').set(fracset);
93 model.geom('geom1').feature('uni2').set('keep', 'off');
94 model.geom('geom1').feature('uni2').set('intbnd', 'on');
95
96 % now trim the edges around a unit cube and keep only the result
97 % (this is the vertical fractures)
98 % remake unit square
99 model.geom('geom1').feature.create('blk2', 'Block');
100 model.geom('geom1').feature('blk2').setIndex('size', '1', 0);
101 model.geom('geom1').feature('blk2').setIndex('size', '1', 1);
102 model.geom('geom1').feature('blk2').setIndex('size', '1', 2);
103 model.geom('geom1').feature.create('ver fracs', 'Intersection');
104 model.geom('geom1').feature('ver fracs').selection('input').set({'blk2' 'uni2'});
105 model.geom('geom1').feature('ver fracs').set('intbnd', 'on');
106
107 % make union between vertical and horizontal fractures
108 model.geom('geom1').feature.create('uni3', 'Union');
109 model.geom('geom1').feature('uni3').selection('input').set({'hor fracs' 'ver fracs'});
110 model.geom('geom1').feature('uni3').set('keep', 'off');
111 model.geom('geom1').feature('uni3').set('intbnd', 'on');
112
113 % now trim the edges around a unit cube and keep only the result
114 % (this is the all the fracture network)
115 % remake unit square
116 model.geom('geom1').feature.create('blk4', 'Block');
117 model.geom('geom1').feature('blk4').setIndex('size', '1', 0);
118 model.geom('geom1').feature('blk4').setIndex('size', '1', 1);
119 model.geom('geom1').feature('blk4').setIndex('size', '1', 2);
120 model.geom('geom1').feature.create('fracs', 'Intersection');
121 model.geom('geom1').feature('fracs').selection('input').set({'blk4' 'uni3'});
122 model.geom('geom1').feature('fracs').set('intbnd', 'on');
123
124 % remake unit square
125 model.geom('geom1').feature.create('blk5', 'Block');
126 model.geom('geom1').feature('blk5').setIndex('size', '1', 0);
127 model.geom('geom1').feature('blk5').setIndex('size', '1', 1);
128 model.geom('geom1').feature('blk5').setIndex('size', '1', 2);
129
130 % subtract all fractures (this is the matrix)
131 model.geom('geom1').feature.create('matrix', 'Difference');
132 model.geom('geom1').feature('matrix').selection('input').set({'blk5'});
133 model.geom('geom1').feature('matrix').selection('input2').set({'fracs'});
134 model.geom('geom1').feature('matrix').set('keep', 'on');
135 model.geom('geom1').feature('matrix').set('intbnd', 'off');
136
137 % allow the fractures and matrix to be grouped as collections of domains
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138 % that can be next used to easily define material properties by allowing
139 % for them to be "selected" (very important)
140 model.geom('geom1').feature('fracs').set('createselection', 'on');
141 model.geom('geom1').feature('matrix').set('createselection', 'on');
142
143 % set surfaces as upper and lower boundary conditions and make them selectable
144 model.geom('geom1').feature.create('ps1', 'ParametricSurface');
145 model.geom('geom1').feature('ps1').set('parmax1', '1');
146 model.geom('geom1').feature('ps1').set('parmax2', '1');
147 model.geom('geom1').feature('ps1').setIndex('coord', '0', 0);
148 model.geom('geom1').feature('ps1').setIndex('coord', 's1', 1);
149 model.geom('geom1').feature('ps1').setIndex('coord', 's2', 2);
150 model.geom('geom1').feature('ps1').set('createselection', 'on');
151
152 model.geom('geom1').feature.create('ps2', 'ParametricSurface');
153 model.geom('geom1').feature('ps2').set('parmax1', '1');
154 model.geom('geom1').feature('ps2').set('parmax2', '1');
155 model.geom('geom1').feature('ps2').setIndex('coord', 's1', 0);
156 model.geom('geom1').feature('ps2').setIndex('coord', '0', 1);
157 model.geom('geom1').feature('ps2').setIndex('coord', 's2', 2);
158 model.geom('geom1').feature('ps2').set('createselection', 'on');
159
160 model.geom('geom1').feature.create('ps3', 'ParametricSurface');
161 model.geom('geom1').feature('ps3').set('parmax1', '1');
162 model.geom('geom1').feature('ps3').set('parmax2', '1');
163 model.geom('geom1').feature('ps3').setIndex('coord', '1', 0);
164 model.geom('geom1').feature('ps3').setIndex('coord', 's1', 1);
165 model.geom('geom1').feature('ps3').setIndex('coord', 's2', 2);
166 model.geom('geom1').feature('ps3').set('createselection', 'on');
167
168 model.geom('geom1').feature.create('ps4', 'ParametricSurface');
169 model.geom('geom1').feature('ps4').set('parmax1', '1');
170 model.geom('geom1').feature('ps4').set('parmax2', '1');
171 model.geom('geom1').feature('ps4').setIndex('coord', 's1', 0);
172 model.geom('geom1').feature('ps4').setIndex('coord', '1', 1);
173 model.geom('geom1').feature('ps4').setIndex('coord', 's2', 2);
174 model.geom('geom1').feature('ps4').set('createselection', 'on');
175
176 model.geom('geom1').feature.create('ps5', 'ParametricSurface');
177 model.geom('geom1').feature('ps5').set('parmax1', '1');
178 model.geom('geom1').feature('ps5').set('parmax2', '1');
179 model.geom('geom1').feature('ps5').setIndex('coord', 's1', 0);
180 model.geom('geom1').feature('ps5').setIndex('coord', 's2', 1);
181 model.geom('geom1').feature('ps5').setIndex('coord', '1', 2);
182 model.geom('geom1').feature('ps5').set('createselection', 'on');
183
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184 model.geom('geom1').feature.create('ps6', 'ParametricSurface');
185 model.geom('geom1').feature('ps6').set('parmax1', '1');
186 model.geom('geom1').feature('ps6').set('parmax2', '1');
187 model.geom('geom1').feature('ps6').setIndex('coord', 's1', 0);
188 model.geom('geom1').feature('ps6').setIndex('coord', 's2', 1);
189 model.geom('geom1').feature('ps6').setIndex('coord', '0', 2);
190 model.geom('geom1').feature('ps6').set('createselection', 'on');
191
192 % create points to set the sources according the source position for each
193 % experiment
194 s = [0.9 1 2 3 4 5 6 7 8 9 9.5]/30;
195 source = load ('G:\Trabajos\Ingenieria Industrial\Internship\Workspace ...
COMSOL\Sugar box\SourceCoordX.txt');
196 % s = 1/30;
197 % source = [0.45 0.55];
198 for j = 1:size(s,2)
199 model.geom('geom1').feature.create('M', 'Point');
200 model.geom('geom1').feature('M').setIndex('p', num2str(source(2*j-1)+s(j)), 0);
201 model.geom('geom1').feature('M').setIndex('p', '0.5', 1);
202 model.geom('geom1').feature('M').setIndex('p', '1', 2);
203 model.geom('geom1').feature('M').set('createselection', 'on');
204 model.geom('geom1').feature.create('N', 'Point');
205 model.geom('geom1').feature('N').setIndex('p', num2str(source(2*j-1)+2*s(j)), 0);
206 model.geom('geom1').feature('N').setIndex('p', '0.5', 1);
207 model.geom('geom1').feature('N').setIndex('p', '1', 2);
208 model.geom('geom1').feature('N').set('createselection', 'on');
209
210 for k = 1:(size(source,2)/size(s,2))
211 model.geom('geom1').feature.create('A', 'Point');
212 model.geom('geom1').feature('A').setIndex('p', source(2*j+k-2), 0);
213 model.geom('geom1').feature('A').setIndex('p', '0.5', 1);
214 model.geom('geom1').feature('A').setIndex('p', '1', 2);
215 model.geom('geom1').feature('A').set('createselection', 'on');
216
217 % set boundary conditions
218 model.variable.create('var1');
219 model.variable('var1').model('mod1');
220 model.variable('var1').set('radius', ['sqrt((x-' num2str(source(2*j+k-2)) ...
')ˆ2+(y-0.5)ˆ2+(z-1)ˆ2)']);
221 model.variable('var1').descr('radius', 'Radial distance from source');
222 model.variable('var1').set('alpha', '1/(radiusˆ2)');
223 model.variable('var1').name('Mixed BC''s');
224 model.variable.create('var2');
225 model.variable('var2').model('mod1');
226 model.variable('var2').set('sigma', '1e-8');
227 model.variable('var2').descr('sigma', 'Matrix conductivity');
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228 model.variable('var2').name('Matrix Conductivity');
229 model.variable('var2').selection.geom('geom1', 3);
230 model.variable('var2').selection.named('geom1 matrix dom');
231 model.variable.create('var3');
232 model.variable('var3').model('mod1');
233 model.variable('var3').set('sigma', '1e-2');
234 model.variable('var3').name('Fracture Conductivity');
235 model.variable('var3').selection.geom('geom1', 3);
236 model.variable('var3').selection.named('geom1 fracs dom');
237
238 model.physics('ec').feature.create('ncd1', 'NormalCurrentDensity', 2);
239 model.physics('ec').feature('ncd1').set('nJ', 1, ['-sigma*alpha*' ...
num2str(source(2*j+k-2)) '*V']);
240 model.physics('ec').feature('ncd1').selection.named('geom1 ps1 bnd');
241 model.physics('ec').feature.create('ncd2', 'NormalCurrentDensity', 2);
242 model.physics('ec').feature('ncd2').set('nJ', 1, '-sigma*alpha*0.5*V');
243 model.physics('ec').feature('ncd2').selection.named('geom1 ps2 bnd');
244 model.physics('ec').feature.create('ncd3', 'NormalCurrentDensity', 2);
245 model.physics('ec').feature('ncd3').set('nJ', 1, ['-sigma*alpha*' ...
num2str(1-source(2*j+k-2)) '*V']);
246 model.physics('ec').feature('ncd3').selection.named('geom1 ps3 bnd');
247 model.physics('ec').feature.create('ncd4', 'NormalCurrentDensity', 2);
248 model.physics('ec').feature('ncd4').set('nJ', 1, '-sigma*alpha*0.5*V');
249 model.physics('ec').feature('ncd4').selection.named('geom1 ps4 bnd');
250 model.physics('ec').feature.create('ncd5', 'NormalCurrentDensity', 2);
251 model.physics('ec').feature('ncd5').set('nJ', 1, '-sigma*alpha*1*V');
252 model.physics('ec').feature('ncd5').selection.named('geom1 ps6 bnd');
253
254 model.physics('ec').feature.create('pcs1', 'PointCurrentSource', 0);
255 model.physics('ec').feature('pcs1').selection.named('geom1 A pnt');
256 if k == 1
257 model.physics('ec').feature('pcs1').set('Qjp', 1, '10');
258 elseif k == 2
259 model.physics('ec').feature('pcs1').set('Qjp', 1, '-10');
260 end
261
262 model.physics('ec').feature('cucn1').set('sigma mat', 1, 'userdef');
263 model.physics('ec').feature('cucn1').set('sigma', {'sigma' '0' '0' '0' 'sigma' '0' ...
'0' '0' 'sigma'});
264
265 % run geometry and create mesh
266 model.geom('geom1').runAll;
267 model.mesh('mesh1').autoMeshSize(5);
268 model.mesh('mesh1').run;
269
270 % set solution properties
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271 model.sol.create('sol1');
272 model.sol('sol1').study('std1');
273 model.sol('sol1').feature.create('st1', 'StudyStep');
274 model.sol('sol1').feature('st1').set('study', 'std1');
275 model.sol('sol1').feature('st1').set('studystep', 'stat');
276 model.sol('sol1').feature.create('v1', 'Variables');
277 model.sol('sol1').feature('v1').set('control', 'stat');
278 model.sol('sol1').feature.create('s1', 'Stationary');
279 model.sol('sol1').feature('s1').feature.create('fc1', 'FullyCoupled');
280 model.sol('sol1').feature('s1').feature.create('i1', 'Iterative');
281 model.sol('sol1').feature('s1').feature('i1').set('prefuntype', 'left');
282 model.sol('sol1').feature('s1').feature('i1').set('maxlinit', 10000);
283 model.sol('sol1').feature('s1').feature('i1').set('linsolver', 'cg');
284 model.sol('sol1').feature('s1').feature('i1').set('rhob', 400);
285 model.sol('sol1').feature('s1').feature('fc1').set('linsolver', 'i1');
286 model.sol('sol1').feature('s1').feature('i1').feature.create('mg1', 'Multigrid');
287 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('prefun', 'amg');
288 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('iter', 2);
289 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('mgcycle', 'v');
290 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('mcasegen', 'any');
291 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('gmglevels', 1);
292 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('scale', 2);
293 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('massem', true);
294 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('mkeep', false);
295 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('rmethod', 'longest');
296 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('mglevels', 5);
297 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('maxcoarsedof', 5000);
298 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('amgauto', 3);
299 model.sol('sol1').feature('s1').feature.remove('fcDef');
300 model.sol('sol1').attach('std1');
301 model.sol('sol1').runAll;
302
303 % create point evaluation to get the potencial difference between M and
304 % N electrodes
305 model.result.numerical.create('pev1', 'EvalPoint');
306 model.result.numerical('pev1').selection.named('geom1 M pnt');
307 model.result.table.create('tbl1', 'Table');
308 model.result.table('tbl1').comments('Delta V (V m)');
309 model.result.numerical('pev1').set('table', 'tbl1');
310 model.result.numerical('pev1').setResult;
311 model.result.numerical.create('pev2', 'EvalPoint');
312 model.result.numerical('pev2').selection.named('geom1 N pnt');
313 model.result.numerical('pev2').set('table', 'tbl1');
314 model.result.numerical('pev2').appendResult;
315
316
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317 % export the results
318 model.result.export.create('tbl1', 'tbl1', 'Table');
319 model.result.export('tbl1').set('filename', ['G:\Trabajos\Ingenier' ...
native2unicode(hex2dec('00ed'), 'Cp1252') 'a Industrial\Internship\Workspace ...
COMSOL\Sugar box\Delta V 3D\Delta s' num2str(s(j)) ' ' num2str(k) '.txt']);
320 model.result.export('tbl1').run;
321
322 % remove the existing model
323 model.geom('geom1').feature.remove('A');
324 model.variable.remove('var1');
325 model.variable.remove('var2');
326 model.variable.remove('var3');
327 model.physics('ec').feature.remove('ncd1');
328 model.physics('ec').feature.remove('ncd2');
329 model.physics('ec').feature.remove('ncd3');
330 model.physics('ec').feature.remove('ncd4');
331 model.physics('ec').feature.remove('ncd5');
332 model.physics('ec').feature.remove('pcs1');
333
334 model.result.numerical.remove('pev1');
335 model.result.numerical.remove('pev2');
336 model.result.table.remove('tbl1');
337 model.result.table.remove('tbl2');
338 model.sol.remove('sol1');
339 end
340 model.geom('geom1').feature.remove('M');
341 model.geom('geom1').feature.remove('N');
342 end
343
344 out = model;
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Listing 10: Random fracts.m
1
2 %Vı´ctor Caballero:
3 %creado: agosto de 2014, u´ltima modificacio´n enero 2015
4 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
5
6 function out = model
7
8 import com.comsol.model.*
9 import com.comsol.model.util.*
10
11 % initial set of up model
12 model = ModelUtil.create('Random fracts 3D app res');
13 model.modelPath('I:\Trabajos\Ingenieria Industrial\Internship\Workspace COMSOL\Sugar box');
14 model.modelNode.create('mod1');
15 model.geom.create('geom1', 3);
16 model.mesh.create('mesh1', 'geom1');
17 model.physics.create('ec', 'ConductiveMedia', 'geom1');
18 model.study.create('std1');
19 model.study('std1').feature.create('stat', 'Stationary');
20 model.study('std1').feature('stat').activate('ec', true);
21
22 % set the repair tolerance to be a bit lower than the default value to
23 % account for limited significant figures in the text files that Delphine
24 % sent me
25 model.geom('geom1').feature('fin').set('repairtol', '1.0E-8');
26
27 % define the geometry, material properties, and boundary conditions
28 % create fractures from data in Delphine's text file, make union
29 temp = textread('random test.txt');
30 nfrac=size(temp,1);
31 for i=1:nfrac;
32 name=['fr',num2str(i)];
33 rotate=['rot',num2str(i)];
34 fracset{i}=rotate;
35 posx=temp(i,1)/10;
36 posy=temp(i,2)/10;
37 angle=round(temp(i,3)*180/pi);
38 aperture=temp(i,4);
39 % length=temp(i,5)+0.01;
40 length=temp(i,5)/10+0.01;
41 model.geom('geom1').feature.create(name, 'Block');
42 model.geom('geom1').feature(name).set('base', 'center');
43 model.geom('geom1').feature(name).setIndex('pos', num2str(posx), 0);
44 model.geom('geom1').feature(name).setIndex('pos', '0.5', 1);
45 model.geom('geom1').feature(name).setIndex('pos', num2str(posy), 2);
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46 model.geom('geom1').feature(name).set('rot', '0');
47 model.geom('geom1').feature(name).setIndex('size', num2str(length), 0);
48 model.geom('geom1').feature(name).setIndex('size', '2', 1); % very large
49 % in order to guarantee fractures cross the borders
50 model.geom('geom1').feature(name).setIndex('size', num2str(aperture), 2);
51 % rotate the fracture
52 model.geom('geom1').feature.create(rotate, 'Rotate');
53 model.geom('geom1').feature(rotate).selection('input').set(name);
54 model.geom('geom1').feature(rotate).set('rot', num2str(-angle));
55 model.geom('geom1').feature(rotate).setIndex('pos', num2str(posx), 0);
56 model.geom('geom1').feature(rotate).setIndex('pos', '0', 2);
57 model.geom('geom1').feature(rotate).setIndex('pos', num2str(posy), 2);
58 model.geom('geom1').feature(rotate).setIndex('ax3', '0', 0);
59 model.geom('geom1').feature(rotate).setIndex('ax3', '1', 1);
60 model.geom('geom1').feature(rotate).setIndex('ax3', '0', 2);
61 end
62
63 model.geom('geom1').feature.create('uni1', 'Union');
64 model.geom('geom1').feature('uni1').selection('input').set(fracset);
65 model.geom('geom1').feature('uni1').set('intbnd', 'off');
66
67 % now trim the edges around a unit square and keep only the result
68 % (this is the fractures)
69 model.geom('geom1').feature.create('blk1', 'Block');
70 model.geom('geom1').feature('blk1').setIndex('size', '1', 0);
71 model.geom('geom1').feature('blk1').setIndex('size', '1', 1);
72 model.geom('geom1').feature('blk1').setIndex('size', '1', 2);
73 model.geom('geom1').feature.create('fracs', 'Intersection');
74 model.geom('geom1').feature('fracs').selection('input').set({'blk1' 'uni1'});
75 model.geom('geom1').feature('fracs').set('intbnd', 'off');
76
77 % remake unit square and subtract the fractures (this is the matrix)
78 model.geom('geom1').feature.create('blk2', 'Block');
79 model.geom('geom1').feature('blk2').setIndex('size', '1', 0);
80 model.geom('geom1').feature('blk2').setIndex('size', '1', 1);
81 model.geom('geom1').feature('blk2').setIndex('size', '1', 2);
82 model.geom('geom1').feature.create('matrix', 'Difference');
83 model.geom('geom1').feature('matrix').selection('input').set({'blk2'});
84 model.geom('geom1').feature('matrix').selection('input2').set({'fracs'});
85 model.geom('geom1').feature('matrix').set('keep', 'on');
86 model.geom('geom1').feature('matrix').set('intbnd', 'off');
87
88 % allow the fractures and matrix to be grouped as collections of domains
89 % that can be next used to easily define material properties by allowing
90 % for them to be "selected" (very important)
91 model.geom('geom1').feature('fracs').set('createselection', 'on');
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92 model.geom('geom1').feature('matrix').set('createselection', 'on');
93
94 % set surfaces as upper and lower boundary conditions and make them selectable
95 model.geom('geom1').feature.create('ps1', 'ParametricSurface');
96 model.geom('geom1').feature('ps1').set('parmax1', '1');
97 model.geom('geom1').feature('ps1').set('parmax2', '1');
98 model.geom('geom1').feature('ps1').setIndex('coord', '0', 0);
99 model.geom('geom1').feature('ps1').setIndex('coord', 's1', 1);
100 model.geom('geom1').feature('ps1').setIndex('coord', 's2', 2);
101 model.geom('geom1').feature('ps1').set('createselection', 'on');
102
103 model.geom('geom1').feature.create('ps2', 'ParametricSurface');
104 model.geom('geom1').feature('ps2').set('parmax1', '1');
105 model.geom('geom1').feature('ps2').set('parmax2', '1');
106 model.geom('geom1').feature('ps2').setIndex('coord', 's1', 0);
107 model.geom('geom1').feature('ps2').setIndex('coord', '0', 1);
108 model.geom('geom1').feature('ps2').setIndex('coord', 's2', 2);
109 model.geom('geom1').feature('ps2').set('createselection', 'on');
110
111 model.geom('geom1').feature.create('ps3', 'ParametricSurface');
112 model.geom('geom1').feature('ps3').set('parmax1', '1');
113 model.geom('geom1').feature('ps3').set('parmax2', '1');
114 model.geom('geom1').feature('ps3').setIndex('coord', '1', 0);
115 model.geom('geom1').feature('ps3').setIndex('coord', 's1', 1);
116 model.geom('geom1').feature('ps3').setIndex('coord', 's2', 2);
117 model.geom('geom1').feature('ps3').set('createselection', 'on');
118
119 model.geom('geom1').feature.create('ps4', 'ParametricSurface');
120 model.geom('geom1').feature('ps4').set('parmax1', '1');
121 model.geom('geom1').feature('ps4').set('parmax2', '1');
122 model.geom('geom1').feature('ps4').setIndex('coord', 's1', 0);
123 model.geom('geom1').feature('ps4').setIndex('coord', '1', 1);
124 model.geom('geom1').feature('ps4').setIndex('coord', 's2', 2);
125 model.geom('geom1').feature('ps4').set('createselection', 'on');
126
127 model.geom('geom1').feature.create('ps5', 'ParametricSurface');
128 model.geom('geom1').feature('ps5').set('parmax1', '1');
129 model.geom('geom1').feature('ps5').set('parmax2', '1');
130 model.geom('geom1').feature('ps5').setIndex('coord', 's1', 0);
131 model.geom('geom1').feature('ps5').setIndex('coord', 's2', 1);
132 model.geom('geom1').feature('ps5').setIndex('coord', '1', 2);
133 model.geom('geom1').feature('ps5').set('createselection', 'on');
134
135 model.geom('geom1').feature.create('ps6', 'ParametricSurface');
136 model.geom('geom1').feature('ps6').set('parmax1', '1');
137 model.geom('geom1').feature('ps6').set('parmax2', '1');
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138 model.geom('geom1').feature('ps6').setIndex('coord', 's1', 0);
139 model.geom('geom1').feature('ps6').setIndex('coord', 's2', 1);
140 model.geom('geom1').feature('ps6').setIndex('coord', '0', 2);
141 model.geom('geom1').feature('ps6').set('createselection', 'on');
142
143 % create points to set the sources according the source position for each
144 % experiment
145 s = [0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 2 3 4 5 6 7 8 9 9.5]/30;
146 source = load ('G:\Trabajos\Ingenieria Industrial\Internship\Workspace ...
COMSOL\Random fracts\SourceCoordX.txt');
147 for j = 1:size(s,2)
148 model.geom('geom1').feature.create('M', 'Point');
149 model.geom('geom1').feature('M').setIndex('p', num2str(source(2*j-1)+s(j)), 0);
150 model.geom('geom1').feature('M').setIndex('p', '0.5', 1);
151 model.geom('geom1').feature('M').setIndex('p', '1', 2);
152 model.geom('geom1').feature('M').set('createselection', 'on');
153 model.geom('geom1').feature.create('N', 'Point');
154 model.geom('geom1').feature('N').setIndex('p', num2str(source(2*j-1)+2*s(j)), 0);
155 model.geom('geom1').feature('N').setIndex('p', '0.5', 1);
156 model.geom('geom1').feature('N').setIndex('p', '1', 2);
157 model.geom('geom1').feature('N').set('createselection', 'on');
158
159 for k = 1:(size(source,2)/size(s,2))
160 model.geom('geom1').feature.create('A', 'Point');
161 model.geom('geom1').feature('A').setIndex('p', source(2*j+k-2), 0);
162 model.geom('geom1').feature('A').setIndex('p', '0.5', 1);
163 model.geom('geom1').feature('A').setIndex('p', '1', 2);
164 model.geom('geom1').feature('A').set('createselection', 'on');
165
166 % set boundary conditions
167 model.variable.create('var1');
168 model.variable('var1').model('mod1');
169 model.variable('var1').set('radius', ['sqrt((x-' num2str(source(2*j+k-2)) ...
')ˆ2+(y-0.5)ˆ2+(z-1)ˆ2)']);
170 model.variable('var1').descr('radius', 'Radial distance from source');
171 model.variable('var1').set('alpha', '1/(radiusˆ2)');
172 model.variable('var1').name('Mixed BC''s');
173 model.variable.create('var2');
174 model.variable('var2').model('mod1');
175 model.variable('var2').set('sigma', '1e-8');
176 model.variable('var2').descr('sigma', 'Matrix conductivity');
177 model.variable('var2').name('Matrix Conductivity');
178 model.variable('var2').selection.geom('geom1', 3);
179 model.variable('var2').selection.named('geom1 matrix dom');
180 model.variable.create('var3');
181 model.variable('var3').model('mod1');
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182 model.variable('var3').set('sigma', '1e-2');
183 model.variable('var3').name('Fracture Conductivity');
184 model.variable('var3').selection.geom('geom1', 3);
185 model.variable('var3').selection.named('geom1 fracs dom');
186
187 model.physics('ec').feature.create('ncd1', 'NormalCurrentDensity', 2);
188 model.physics('ec').feature('ncd1').set('nJ', 1, ['-sigma*alpha*' ...
num2str(source(2*j+k-2)) '*V']);
189 model.physics('ec').feature('ncd1').selection.named('geom1 ps1 bnd');
190 model.physics('ec').feature.create('ncd2', 'NormalCurrentDensity', 2);
191 model.physics('ec').feature('ncd2').set('nJ', 1, '-sigma*alpha*0.5*V');
192 model.physics('ec').feature('ncd2').selection.named('geom1 ps2 bnd');
193 model.physics('ec').feature.create('ncd3', 'NormalCurrentDensity', 2);
194 model.physics('ec').feature('ncd3').set('nJ', 1, ['-sigma*alpha*' ...
num2str(1-source(2*j+k-2)) '*V']);
195 model.physics('ec').feature('ncd3').selection.named('geom1 ps3 bnd');
196 model.physics('ec').feature.create('ncd4', 'NormalCurrentDensity', 2);
197 model.physics('ec').feature('ncd4').set('nJ', 1, '-sigma*alpha*0.5*V');
198 model.physics('ec').feature('ncd4').selection.named('geom1 ps4 bnd');
199 model.physics('ec').feature.create('ncd5', 'NormalCurrentDensity', 2);
200 model.physics('ec').feature('ncd5').set('nJ', 1, '-sigma*alpha*1*V');
201 model.physics('ec').feature('ncd5').selection.named('geom1 ps6 bnd');
202
203 model.physics('ec').feature.create('pcs1', 'PointCurrentSource', 0);
204 model.physics('ec').feature('pcs1').selection.named('geom1 A pnt');
205 if k == 1
206 model.physics('ec').feature('pcs1').set('Qjp', 1, '10');
207 elseif k == 2
208 model.physics('ec').feature('pcs1').set('Qjp', 1, '-10');
209 end
210
211 model.physics('ec').feature('cucn1').set('sigma mat', 1, 'userdef');
212 model.physics('ec').feature('cucn1').set('sigma', {'sigma' '0' '0' '0' 'sigma' '0' ...
'0' '0' 'sigma'});
213
214 % run geometry and create mesh
215 model.geom('geom1').runAll;
216 model.mesh('mesh1').autoMeshSize(5);
217 model.mesh('mesh1').run;
218
219 % set solution properties
220 model.sol.create('sol1');
221 model.sol('sol1').study('std1');
222 model.sol('sol1').feature.create('st1', 'StudyStep');
223 model.sol('sol1').feature('st1').set('study', 'std1');
224 model.sol('sol1').feature('st1').set('studystep', 'stat');
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225 model.sol('sol1').feature.create('v1', 'Variables');
226 model.sol('sol1').feature('v1').set('control', 'stat');
227 model.sol('sol1').feature.create('s1', 'Stationary');
228 model.sol('sol1').feature('s1').feature.create('fc1', 'FullyCoupled');
229 model.sol('sol1').feature('s1').feature.create('i1', 'Iterative');
230 model.sol('sol1').feature('s1').feature('i1').set('prefuntype', 'left');
231 model.sol('sol1').feature('s1').feature('i1').set('maxlinit', 10000);
232 model.sol('sol1').feature('s1').feature('i1').set('linsolver', 'cg');
233 model.sol('sol1').feature('s1').feature('i1').set('rhob', 400);
234 model.sol('sol1').feature('s1').feature('fc1').set('linsolver', 'i1');
235 model.sol('sol1').feature('s1').feature('i1').feature.create('mg1', 'Multigrid');
236 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('prefun', 'amg');
237 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('iter', 2);
238 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('mgcycle', 'v');
239 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('mcasegen', 'any');
240 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('gmglevels', 1);
241 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('scale', 2);
242 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('massem', true);
243 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('mkeep', false);
244 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('rmethod', 'longest');
245 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('mglevels', 5);
246 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('maxcoarsedof', 5000);
247 model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('amgauto', 3);
248 model.sol('sol1').feature('s1').feature.remove('fcDef');
249 model.sol('sol1').attach('std1');
250 model.sol('sol1').runAll;
251
252 % create point evaluation to get the potencial difference between M and
253 % N electrodes
254 model.result.numerical.create('pev1', 'EvalPoint');
255 model.result.numerical('pev1').selection.named('geom1 M pnt');
256 model.result.table.create('tbl1', 'Table');
257 model.result.table('tbl1').comments('Delta V (V m)');
258 model.result.numerical('pev1').set('table', 'tbl1');
259 model.result.numerical('pev1').setResult;
260 model.result.numerical.create('pev2', 'EvalPoint');
261 model.result.numerical('pev2').selection.named('geom1 N pnt');
262 model.result.numerical('pev2').set('table', 'tbl1');
263 model.result.numerical('pev2').appendResult;
264
265
266 % export the results
267 model.result.export.create('tbl1', 'tbl1', 'Table');
268 model.result.export('tbl1').set('filename', ['G:\Trabajos\Ingenier' ...
native2unicode(hex2dec('00ed'), 'Cp1252') 'a Industrial\Internship\Workspace ...
COMSOL\Random fracts\Delta V 3D\Delta s' num2str(s(j)) ' ' num2str(k) '.txt']);
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269 model.result.export('tbl1').run;
270
271 % remove the existing model
272 model.geom('geom1').feature.remove('A');
273 model.variable.remove('var1');
274 model.variable.remove('var2');
275 model.variable.remove('var3');
276 model.physics('ec').feature.remove('ncd1');
277 model.physics('ec').feature.remove('ncd2');
278 model.physics('ec').feature.remove('ncd3');
279 model.physics('ec').feature.remove('ncd4');
280 model.physics('ec').feature.remove('ncd5');
281 model.physics('ec').feature.remove('pcs1');
282
283 model.result.numerical.remove('pev1');
284 model.result.numerical.remove('pev2');
285 model.result.table.remove('tbl1');
286 model.result.table.remove('tbl2');
287 model.sol.remove('sol1');
288 end
289 model.geom('geom1').feature.remove('M');
290 model.geom('geom1').feature.remove('N');
291 end
292
293 out = model;
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