Abstract. Given a positive function F on S n which satisfies a convexity condition, for 1 ≤ r ≤ n, we define the r-th anisotropic mean curvature function H F r for hypersurfaces in R n+1 which is a generalization of the usual r-th mean curvature function. We prove that a compact embedded hypersurface without boundary in R n+1 with H F r = constant is the Wulff shape, up to translations and homotheties. In case r = 1, our result is the anisotropic version of Alexandrov Theorem, which gives an affirmative answer to an open problem of F. Morgan.
Introduction
Let F : S n → R + be a smooth function which satisfies the following convexity condition:
(1) (D 2 F + F I) x > 0, ∀x ∈ S n , where S n is the standard unit sphere in R n+1 , D 2 F denotes the intrinsic Hessian of F on S n and I denotes the identity on T x S n , > 0 means that the matrix is positive definite. We consider the map (2) φ : S n → R n+1 , x → F (x)x + (grad S n F ) x , its image W F = φ(S n ) is a smooth, convex hypersurface in R n+1 called the Wulff shape of F (see [2] , [3] , [15] , [10] , [11] , [12] , [13] , [17] , [22] , [23] ). When F ≡ 1, the Wulff shape W F is just S n . Now let X : M → R n+1 be a smooth immersion of a compact, orientable hypersurface without boundary. Let ν : M → S n denote its Gauss map.
Let A F = D 2 F + F I, S F = −d(φ • ν) = −A F • dν. S F is called the FWeingarten operator, and the eigenvalues of S F are called anisotropic principal curvatures. Let σ r be the elementary symmetric functions of the anisotropic principal curvatures λ 1 , λ 2 , · · · , λ n :
We set σ 0 = 1. The r-th anisotropic mean curvature H F r is defined by H F r = σ r /C r n , also see Reilly [18] . H F = H F 1 is called the anisotropic mean curvature. If F ≡ 1, then H F r = H r is just the r-th mean curvature of hypersurfaces which has been studied by many authors (see [4] , [14] , [16] , [21] ). Thus, the r-th anisotropic mean curvature H F r generalized the r-th mean curvature H r of hypersurfaces in the (n + 1)-dimensional Euclidean space R n+1 .
For hypersurfaces in R n+1 , we have the following classical Alexandrov Theorem which was proved first by Alexandrov in [1] and later by Reilly in [19] , Montiel-Ros in [16] and Hijazi-Montiel-Zhang in [8] : Following from a modification of Reilly's proof, Ros showed in [20] that the sphere is the only compact embedded hypersurface without boundary with constant scalar curvature in R n+1 , which gave a partial answer to Yau's conjecture [24] . Thereafter, Ros [21] extended his result to any r-th mean curvature, and later, Montiel and Ros gave another proof in [16] . Explicitly, they proved: [21] ) Let X : M → R n+1 be a compact hypersurface without boundary embedded in Euclidean space. If H r = constant for some r = 1, · · · , n, then X(M ) is a sphere.
In this paper, we prove the following anisotropic version of Theorem 1.2: Theorem 1.3. Let X : M → R n+1 be a compact hypersurface without boundary embedded in Euclidean space. If H F r = constant for some r = 1, · · · , n, then up to translations, X(M ) = ρW F , where ρ = −1/H F 1 is a constant. Remark 1.1. For n = 1, Morgan [15] proved that Theorem 1.3 still holds for a more general condition: F is only a continuous norm on R 2 and X : M → R 2 is a closed curve immersed in R 2 . In case r = 1, Theorem 1.3 is actually the anisotropic version of Alexandrov Theorem, which gives an affirmative answer to the following open problem proposed by Morgan in the same paper: Whether an embedded equilibrium, i.e. hypersurfaces with constant anisotropic mean curvature in Euclidean space, must be the Wulff shape? We also note that M. Koiso stated this conjecture in [9] . 
Preliminaries
Let X : M → R n+1 be a compact connected hypersurface immersed in Euclidean space. Let ν : M → S n denote its Gauss map. Suppose there exists a point where all the principal curvatures with respect to ν are positive. By the positiveness of A F , all the anisotropic principal curvatures are positive at this point. Using the results of Gårding ([5] ), we have the following lemma (cf. Montiel-Ros [16] ): Lemma 2.1. Let X : M → R n+1 be a compact connected hypersurface without boundary. Suppose that there exists a point where all the principal curvatures are positive. Assume H F r > 0 holds on every point of M , then the same holds for
If k ≥ 2, the equality in the above inequalities happens only at points where all the anisotropic principal curvatures are equal.
Let {e 1 , · · · , e n } be a local orthogonal frame of X : M → R n+1 , then we have the structure equations:
where ω ij + ω ji = 0, R ijkl + R ijlk = 0, and R ijkl are the components of the Riemannian curvature tensor of M with respect to the induced metric dX · dX.
Let s ij denote the coefficient of S F with respect to {e 1 , · · · , e n }, that is
where φ is defined in (2).
We call the eigenvalues of S F to be anisotropic principal curvatures, and denote them by λ 1 , · · · , λ n . From the positive definiteness of A F , there exists a non-singular matrix C such that A F = C T C, so S F = −A F • dν is similar to the real symmetric matrix −C • dν • C T . Thus, the anisotropic principal curvatures are all real. Moreover, (4) and (5) . Thus, we have the following lemma (cf. [6] , [7] , [17] ): Lemma 2.2. Let X : M → R n+1 be a compact hypersurface without boundary. If λ 1 = λ 2 = · · · = λ n = const = 0, then up to translations, X(M ) = ρW F , where
We define s ijk by
Taking exterior differentiation of (5) and using (4), we get
Lemma 2.3. Let X : M → R n+1 be a compact hypersurface without boundary. If n ≥ 2 and
Proof. From (7) and
is a constant, then the conclusion follows from Lemma 2.2.
We define F * : R n+1 → R to be (see [2] ):
Proposition 2.1. Let x ∈ R n+1 \ {0}, y, z ∈ S n , then we have:
, and the equality holds if and only if y = z; (ii) x, y ≤ F * (x)F (y), and the equality holds if and only if x = F * (x)φ(y).
Proof. Proof of (i). It is obvious that
is smooth, so it attained its maximum at some point (y 0 , z 0 ) because S n ×S n is compact. By differentiating the function Φ(y, z) with respect to y at the point (y 0 , z 0 ), we get
Thus, from the positiveness of A F , z 0 is orthogonal to S n at the point y 0 , so, we must have
, then Φ obtains its maximum 0 at the point (y, z), by the same reason we have y = z.
Proof of (ii). It is obvious that x, y ≤ F * (x)F (y) by the definition of F * . Now we suppose that x, y = F * (x)F (y), then the function x − F * (x)φ(y), y obtains its maximum 0 at the point (x, y). So, differentiating it with respect to y, we get
Proposition 2.2. We have:
, and the equality holds if and only if
Proof. (i) and (ii) follow from the definition of F * . By the definition of F * and (ii) of Proposition 2.1, we easily get (iv). We now prove (iii). Suppose x, y = 0. Let z ∈ S n be such that F * (x + y) = x + y, z /F (z), then we have
with the equality holding if and only if F * (x) = x, z /F (z) and F * (y) = y, z /F (z). So, if the equality holds, then from (ii) of Proposition 2.1 we have
Thus, x = F * (x)/F * (y)y.
From Proposition 2.2, for any x ∈ R n+1 \ {0}, we have x/F * (x) ∈ W F , thus there exists a unique ψ(x) ∈ S n such that x = F * (x)φ(ψ(x)). From the implicit function theorem and the convexity of F , the function F * : R n+1 \ {0} → R + and ψ : R n+1 \ {0} → S n are smooth.
F -focal point and F -cut point
For every p ∈ R n+1 , let exp p be the exponential map in R n+1 at the point p, then exp p (u) = p + u. So, from the definition of d F , we have
for every Y ∈ S n and t ∈ R + . Now, let X : M → R n+1 be a compact embedded hypersurface without boundary, and ν be the unit inner normal vector field of M . For convenience, we identify each point p ∈ M with its image X(p) ∈ R n+1 .
For each y ∈ R n+1 , define
We define a function c :
For p ∈ M , let γ p be the ray γ p : [0, ∞) → R n+1 defined by:
Proof. Suppose x ∈ Γ p ∩ Γ q , then there exists 0 < t < min(c(p), c(q)) such that
by the definition of c(p), c(q) and (9). Suppose t < s < c(p), then from (iii) of Proposition 2.2, we have
Consider the map:
From (11), exp p (tφ • ν(p)) is an F -focal point of p if and only if the matrix I − tS F is degenerate. So, the first F -focal point of p along the ray γ p is exp p (1/λ max φ • ν(p)), where λ max is the greatest positive anisotropic principal curvature at p. 
The continuity of Ψ implies that lim i→∞ a i = a. From the definition of c(p), there exists points
and lim
So, we have d F (q, a) = c(p), as expected.
is not a critical point of the map Ψ, then there exists a neighborhood U of (p, c(p)) ∈ M × R such that Ψ| U : U → Ψ(U ) is a diffeomorphism. And we have lim
thus we have p = q i and ε i = ε ′ i , a contradiction.
Lemma 3.3. c(p) ≤ 1/λ max , where λ max is the greatest positive anisotropic principal curvature at p.
We prove that p is not a local minimum point, so t > c(p), thus the conclusion follows.
and we have Y (p) = ν(p).
Let γ : (−ε, ε) → M be a smooth curve such that γ(0) = p, we denote h(s) = h(γ(s)), γ(s) = X(γ(s)), Y (s) = Y (γ(s)), ν(s) = ν(γ(s)) for simplicity. Then, we have
Differentiating (14), we get
Thus, by taking inner product with Y (s) in (15), we get
From (17) and Y (0) = ν(p), we have h ′ (0) = − γ ′ (0), ν(p) /F (ν(p)) = 0, so p is a extreme point of the function h. And we have
Differentiating (15), we get
Differentiating (16), we get
Thus, by taking inner product with Y (s) in (19) and using (16), (20), we get
Evaluating (21) at s = 0, using Y (0) = ν(p) and (18) we have
Now, let γ be such a curve that satisfies
, that is, γ ′ (0) is the eigenvector corresponding to the maximum positive eigenvalue of S F = −A F • dν. Then, we have
F is positive definite. So, p is not a local minimum point of the function h. Proof. Let p i ∈ M be such that lim i→∞ p i = p, we need to prove lim i→∞ c(p i ) = c(p). For any q ∈ M , we have
so the function c is bounded. 
Taking, if necessary, a subsequence, we may suppose that lim i→∞ q i = q ∈ M . If p = q, by taking limit we see that, (q i )) ) by Lemma 3.1, so the map Ψ| V : V → Ψ(V ) can not be injective. Thus, (p,t) is a critical point of Ψ.
An integral inequality of compact hypersurfaces
In this section we derive an integral inequality of compact hypersurface without boundary embedded in Euclidean space (Theorem 4.2) which plays an important role in the proof of our main theorem. First, we recall the following integral formulas of Minkowski type for compact hypersurfaces in R n+1 . Theorem 4.1. ( [6] , [7] ) Let X : M → R n+1 be an n-dimensional compact hypersurface without boundary, F : S n → R + be a smooth function which satisfies (1), then we have the following integral formulas of Minkowski type:
Now, we let X : M → R n+1 be a compact embedded hypersurface without boundary, then M is a boundary of some compact domain D ⊂ R n+1 , let ν be the unit inner normal vector field of M . 
Proof. From the compactness of M and the continuity of the function d F , there exists
Let Z : M → S n be defined by
Then we have
Differentiating (26), we get
So, from the minimum of p, we get dp,
, so the line segment connecting p and y must intersect X(M ) at another pointp, therefore F * (y − q) can not attain its minimum at p. Thus, Z(p) = ν(p) is the unit inner normal vector.
Lemma 4.2. Let X : M → R 2 be a simple closed curve and denote its arc parameter by s. Suppose c(p) = 1/λ(p) for some point p ∈ M , then we must have λ ′ (p) = 0, where λ is the anisotropic curvature and ′ denote derivative with respect to the arc parameter.
Proof.
then there exists a function W : M → S 1 such that
From the definition of c(p), we have
Differentiating (28), we get
where T denotes the tangent vector of M , a = D 2 F + F .
By taking inner product with W (q) in (30), we obtain
Thus, we have τ ′ (p) = 0 by W (p) = ν(p). Then, from (30),
where k is the curvature of M .
Differentiating (31), we get
Evaluating (33) at q = p, we get
so τ ′′ (p) = 0. Thus, differentiating (33) and evaluating it at p, we obtain
Differentiating (30) and evaluating at p, we get
From (32), (35) and
.
As τ (q) ≥ τ (p) holds for all q ∈ M , and τ ′ (p) = τ ′′ (p) = 0, so we must have τ ′′′ (p) = 0, thus λ ′ (p) = 0 as expected.
Let f : D → R be an integrable function. From Lemma 3.1, Lemma 3.4 and Lemma 4.1, we have the following formula of integration
where E(p, t) is given by
If x denotes the position vector in R n+1 , we have△|x| 2 = 2(n + 1), where△ is the Euclidean Laplacian. From the Stokes Theorem, we have
where V the volume of D. From (11), we have
Letting f ≡ 1 in (37) and taking into account that E(p, t)
Theorem 4.2. Let X : M → R n+1 be a compact hypersurface without boundary embedded in Euclidean space. If the anisotropic mean curvature H F 1 of X with respect to the unit inner normal ν is everywhere positive on M , then we have
where V is the volume of the compact domain determined by M . Moreover, the equality holds in (41) if and only if up to translations, X(M ) = ρW F , where ρ = −1/H F 1 is a constant.
Proof. Firstly, if X(M ) = ρW F , then H F 1 = −1/ρ = constant. So, by the integral equalities of Minkowski type (24) and (39), the equality in (41) holds.
For p ∈ M , by Lemma 3.3, we have
the equality holds only at points where λ 1 = · · · = λ n . Thus, by putting (42), (43) into (40), we get Remark 4.1. By Lemma 2.2, Theorem 1.3 is true for n = 1 even without the assumption of embedding. So, in order to prove Theorem 1.3, we actually don't need to prove the case n = 1 of Theorem 4.2. We prove it here only for completeness.
If F ≡ 1 in Theorem 4.2, then we obtain Corollary 4.1. ( [16] , [21] ) Let X : M → R n+1 be a compact hypersurface without boundary embedded in Euclidean space. If the mean curvature H of X with respect to the unit inner normal ν is everywhere positive on M , then we have
where V is the volume of the compact domain determined by M . Moreover, the equality holds if and only if X(M ) is a round sphere.
Proof of Theorem 1.3
We divide into two cases: Hence, the equality in (44) holds, so up to translations, X(M ) = ρW F , where ρ = −1/H F 1 is a constant. Case 2. ν is the unit outer normal vector field. The conclusion follows as in Case 1 by considering the functionF : S n → R + defined byF (x) = F (−x) instead of F . This completes the proof of Theorem 1.3.
