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Abstract
In this paper, we consider a stochastic system described by a differential equation
admitting a spatially varying random coefficient. The differential equation has been
employed to model various static physics systems such as elastic deformation, water
flow, electric-magnetic fields, temperature distribution, etc. A random coefficient is
introduced to account for the system’s uncertainty and/or imperfect measurements.
This random coefficient is described by a Gaussian process (the input process) and
thus the solution to the differential equation (under certain boundary conditions) is
a complexed functional of the input Gaussian process. In this paper, we focus the
analysis on the one-dimensional case and derive asymptotic approximations of the tail
probabilities of the solution to the equation that has various physics interpretations
under different contexts. This analysis rests on the literature of the extreme analysis
of Gaussian processes (such as the tail approximations of the supremum) and extends
the analysis to more complexed functionals.
1 Introduction
Gaussian processes are often used to describe spatially varying uncertainties. In this paper,
we consider the tail event of a non-linear and non-convex functional of a Gaussian process
that arises naturally from the solution to a differential equation employed in various appli-
cations. Differential equation is a classic and powerful tool for the description of physics
systems. Very often, microscopic heterogeneity or uncertainty of parameters exists such
that the system cannot be completely characterized by a deterministic differential equation.
Stochastic models are usually employed, in combination with differential equations, to ac-
count for such heterogeneity and/or uncertainty. In this paper, we are interested in one
specific differential equation that has applications to several subfields of physics and also has
a close connection to stochastic differential equations. We consider the following differential
equation concerning a real-valued solution v(x) defined on a d-dimensional compact subset
S ⊂ Rd
∇ · {a(x)∇v(x)} = p(x) for x ∈ S (1)
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where a(x) and p(x) are real-valued functions. The notation ∇v(x) is the gradient of v(x)
and ∇ · {a(x)∇v(x)} is the divergence of the vector field a(x)∇v(x). Appropriate boundary
conditions will be imposed. The applications of this equation are discussed in Section 2.
Probability models may join the description of the system in multiple ways. In this
paper, we adopt the formulation that the process a(x) is a spatially varying stochastic
process and thus the corresponding solution v(x) itself (as a complexed function of a(x))
is also a stochastic process. In the applications we will discuss momentarily, the process
a(x) is physically constrained to be positive. A natural modeling approach is that a(x) is a
log-normal process, that is,
a(x) = e−σξ(x) (2)
where ξ(x) is a Gaussian process living on S, that is, for each finite subset {x1, ..., xn} ⊂
S, (ξ(x1), ..., ξ(xn)) follows a multivariate normal distribution. The scalar σ is the noise
amplitude and is a positive constant. We write log a(x) = −σξ(x) (instead of log a(x) =
σξ(x)) simply for notational convenience and it does not alter the problem. We are interested
in developing sharp asymptotic approximations of the tail probabilities associated with v(x),
in particular, P (maxx∈S |∇v(x)| > b) as b → ∞. Such tail probabilities serve as stability
measures of systems described by (1) in presence of uncertainties. Detailed discussions of the
physics interpretation of ∇v(x) in different contexts as well as the connection to stochastic
differential equations are provided in Section 2.
In this paper, we restrict the analysis to the one-dimensional differential equation
(a(x)v′(x))′ = p(x), x ∈ [0, L] (3)
where v′(x) denotes the derivative of v(x) with respect to the spatial variable x. The corre-
sponding tail probability becomes
w(b) , P (max
x
|v′(x)| > b) as b→∞. (4)
Under the Dirichlet boundary condition, u(0) = u(L) = 0, and with representation (2), equa-
tion (3) has a closed form solution v(x) =
∫ x
0
F (t)eσξ(t)dt−∫ x
0
eσξ(t)dt×∫ L
0
F (s)eσξ(s)ds/
∫ L
0
eσξ(s)ds
where F (x) ,
∫ x
0
p(t)dt and its derivative is
v′(x) = eσξ(x)
{
F (x)−
∫ L
0
F (t)eσξ(t)dt∫ L
0
eσξ(t)dt
}
. (5)
Therefore, w(b) is the tail probability of a nonlinear and non-convex function of ξ(x).
The contribution of this paper is the derivation of a closed form sharp asymptotic approx-
imations of w(b) as b→∞. In particular, we discuss two situations: p(x) is a constant and
|p(x)| admits one unique maximum in the interior of [0, L]. In addition to the asymptotic
approximations of w(b), this analysis also implies qualitative descriptions of the most likely
sample path along which maxx |v′(x)| achieves a high level. First, if p(x) is a constant, then
the maximum of |v′(x)| is likely to be obtained at either end of the interval and it is unlikely
to be obtained in the interior. Second, if |p(x)| admits one unique interior maximum at
x∗ = arg maxx |p(x)|, then the maximum of |v′(x)| is likely to be obtained at either of the
three locations, 0, L, or close to x∗, depending on the specific values of p(0), p(L), and p(x∗).
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One notable feature is that the maximizer of |v′(x)| (in the elastic deformation application
to be discussed in Section 2, v′(x) is the strain of a piece of material in presence of external
force) is not necessarily obtained at x∗ where |p(x)| (the external force) is maximized. A
more detailed discussion on the most probable sample path given the rare event is provided
in Section 3.2.
Upon considering max |v′(x)| as a functional of the input Gaussian process ξ(x), the
current analysis sits well in the literature of rare-event analysis for Gaussian processes. The
technical development employs many tools in this literature. A Gaussian process living
on a general manifold is usually called a Gaussian random field. The study of extremes
of Gaussian random fields focuses mostly on the tail probabilities of the supremum of the
field. The results contain general bounds on P (max ξ(x) > b) as well as sharp asymptotic
approximations as b→∞. A partial literature contains [13, 10, 14, 8]. Several methods have
been introduced to obtain bounds and asymptotic approximations, each of which imposes
different regularity conditions on the random fields. A short list of such methods includes
the double sum method [17], Euler–Poincare´ Characteristics approximation ([1, 19, 5, 20]),
the tube method ([18]), the Rice method ([6, 7]). Recently, the exact tail approximation of
integrals of exponential functions of Gaussian random fields is developed by [15, 16]. Efficient
computations via importance sampling has been developed by [2, 3]. Recently, [4] studied
the geometric properties of high level excursion set for infinitely divisible non-Gaussian fields
as well as the conditional distributions of such properties given the high excursion.
The analysis of high excursion of |v′(x)| forms a challenging problem. Unlike the supre-
mum norm and the integral of exponential functions, maxx∈[0,L] |v′(x)| as a function of ξ(x) is
neither sublinear nor convex and v′(x) admits a much more complexed functional form than
random variables studied in the existing literature. In this paper, the analysis combines
physics understanding, which helps with guessing the most probable sample path of ξ(x)
given the high excursion of |v′(x)|, and random field techniques to derive approximations
of w(b). More technically, the development consists of analyzing the joint behavior of eξ(x)
and two integrals:
∫
eξ(x)dx and
∫
F (x)eξ(x)dx. Approximations of the tail probabilities of
max |v′(x)| are derived via the investigation of the joint extreme behaviors of these three
quantities.
The main reason that we constrain the analysis to the one-dimensional equation is that
the solution to (3) can be written as a closed form function of ξ(x). For the high-dimensional
case, a well known fact is that the specific form of the solution to (1) typically cannot be
written as an explicit form of ξ(x), which makes the theoretical analysis almost intractable.
In the PDE literature, a popular solution to (1) is through numerical recipes [11, 12]. The
accuracy of numerical analysis is typically designed for regular analysis. Rare-event analysis
requires that the errors of the numerical methods vanish as the rarity parameter b tends
to infinity. Further adding to the difficulty, the numerical methods typically do not yield
analytic relationship between ξ(x) and ∇v(x), which is a crucial requirement for almost
every theoretical analysis. Thus, in this paper, we focus on the one-dimensional analysis for
which a closed form representation of v(x) is available. Nonetheless, the one-dimensional
analysis forms a necessary standpoint of the high-dimensional analysis. The results derived
in this paper also provide intuition and guideline of more general analysis for (1).
The rest of this paper is organized as follows. Section 2 is dedicated to the applications
and connection to other probability literatures. In Section 3, we present the main results.
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The theorems are proved in Sections 4. A supplemental material is provided to include more
technical proofs of the propositions and lemmas supporting the proof of the main theorems.
2 Connections and Applications
Connection to an exit problem of stochastic differential equations. The elliptic
PDE (1) is closely connected an exit problem of stochastic differential equations (SDE) and
has a number of physics applications. The discussions in this section are under the general
multidimensional setting. We first present its connection to SDE. Using the representation
of a(x) in (2), we rewrite equation (1) as ∇2v(x) −∇ξ>(x)∇v(x) = eξ(x)p(x) and v(x) = 0
for x ∈ ∂S, where ∇2 is the Laplace operator. Define an operator A : C2(S) → C(S) as
follows
Av(x) , ∇2v(x)−∇ξ>(x)∇v(x)
that is the generator of a continuous time process X(t) taking values in S solving the SDE
dX(t) = −∇ξ(X(t)) +√2dW (t) where W (t) is the d-dimensional standard Wiener process.
The function ξ(x) is known as the potential function or energy landscape of X(t). Define
τ = inf{t : X(t) ∈ ∂S} as the exit time out of the domain S. According to Dynkin’s formula,
the solution to (1) has the following representation v(x) = −E{∫ τ
0
eξ(X(t))p(X(t))dt|X(0) =
x}. Thus, the solution v(x) is the expected integral from time 0 up to τ of the process X(t)
that admits a random potential function. The realizations of ξ(x) are usually of irregular
shapes, which is an important feature for practical modeling. SDE’s with irregular or rugged
landscapes (in the current context, modeled as realizations of process ξ(x)) are considered
in applications in chemical physics and biology. An incomplete list of references includes
[?, ?, ?, ?]. The large deviations study of such processes are studied by [?]. Therefore, the
current study naturally connects to the study of SDE’s, though the main techniques are
those in the Gaussian process literature.
Physics Applications. Equation (1) is notably known in many disciplines to describe
time-independent physics problems. Under different contexts, the solution v(x) and the
coefficient a(x) have their specific physics meanings. We list several such applications that
admit precisely equation (1) to describe their systems.
In material science, the PDE (1) is known as the generalized Hook’s law. Consider a piece
of material whose physical location is described by S with elasticity coefficient a(x). Let
p(x) be the external force applied to the material at location x ∈ S. Then, the deformation
of the material (due to external force) at x is given by the solution v(x) to equation (1). The
elasticity coefficient a(x) is determined mostly by the physical composition of the material.
Its randomness is interpreted as follows. Consider that multiple pieces of material are made
by the same manufacturer. Due to system noise and other sources of errors, those pieces
cannot be completely identical. This variation is described by the randomness of a(x). In
other words, a(x) is a random sample from a population of materials whose distribution
is governed by the manufacturer. The gradient ∇v(x) is interpreted as the strain of the
material that breaks if |∇v(x)| exceeds a certain threshold. Thus P (maxx∈S |∇v(x)| > b)
is the breakdown probability of the material in presence of external force p(x) and it is an
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important risk measure in engineering. In the following discussions, we will often refer to
the material displacement application for the physics interpretations and intuitions.
In the study of electrostatics, a piece of insulator, the shape of which is given by S,
has electrical resistance a(x). Then, the potential (or voltage) v(x) solves equation (1)
and ∇v(x) is the electric field. This is known as the Gauss’s law. The electrical resistance
coefficient a(x) may contain randomness based on a similar argument for the elasticity tensor.
The high excursion of the electric field ∇v(x) induces insulation breakdown. Therefore,
P (maxx∈S |∇v(x)| > b) forms a risk measure of the system. In groundwater hydraulics,
the meaning of v(x) is the hydraulic head (water level elevation), a(x) is the hydraulic
conductivity (or permeability), and ∇v indicates the water flow. This is known as the
Darcy’s law. The elliptic PDE (1) is also used to describe the steady-state distribution of
heat where v(x) carries the meaning of temperature at spatial location x and the coefficient
a(x) is the heat conductivity of a thermal conductor whose physical location is given by S.
This is known as the Fourier’s law.
3 Main results
3.1 The theorems
We consider the differential equation (3) with the Dirichlet condition. The gradient of the
solution is given by (5). The random coefficient a(x) takes the form (2), where ξ(x) is a
Gaussian process living on [0, L]. To derive closed form approximations of w(b), we list a set
of technical conditions concerning the input process ξ(x) and p(x).
A1 The process ξ(x) is strongly stationary and furthemore Eξ(x) = 0 and Eξ2(x) = 1.
A2 The process ξ(x) is almost surely three-time differentiable. The covariance function
admits the following expansion Cov(ξ(0), ξ(x)) = C(x) = 1− ∆
2
x2 + A
24
x4−Bx6 +o(x6),
as x→ 0.
A3 For each x, C(λx) is a non-increasing function of λ ∈ R+.
A4 The function p(x) is at least twice continuously differentiable. In addition, it falls into
either of the two cases.
Case 1. |p(x)| admits its unique interior global maximum x∗ = arg max |p(x)| and x∗ ∈
(0, L). Furthermore, |p(x)| is strongly concave (meaning that the second derivative
is strictly negative) in a sufficiently small neighborhood around x∗.
Case 2. p(x) is constant.
Assumption A2 is an important assumption for the entire analysis. In particular, three-
time differentiability implies that the covariance function is at least six-time differentiable
and the first, the third, and the fifth derivatives evaluated at the origin are all zero. The
coefficients ∆ and A are known as the spectral moments that will be further discussed in the
later analysis. Assumption A3 is imposed for technical purpose and it requires that C(x)
is decreasing on R+ and increasing on R−. Assumption A4 requires the uniqueness of the
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global maximum of |p(x)|. In case when |p(x)| has more than one (interior) global maximum
or the global maximum is at the boundary, the analysis can be adapted easily. This will be
discussed in later remarks after the presentation of the asymptotic approximations.
Throughout our discussion we use the following notations for the asymptotic behaviors.
We say that 0 ≤ g(b) = O(h(b)) if g(b) ≤ ch(b) for some constant c ∈ (0,∞) and all b ≥ b0 >
0. Similarly, g(b) = Ω(h(b)) if g(b) ≥ ch(b) for all b ≥ b0 > 0. We also write g(b) = Θ(h(b))
if g(b) = O(h(b)) and g(b) = Ω(h(b)); g(b) = o(h(b)) as b → ∞ if g(b)/h(b) → 0 as b → ∞;
finally, g(b) ∼ h(b) if g(b)/h(b)→ 1 as b→∞.
We present the asymptotic approximations of w(b) under the two cases in Assumption
A4 respectively. We first consider the situation when |p(x)| admits one unique maximum.
Let x∗ , arg maxx∈[0,L] |p(x)| be the unique interior maximum in (0, L). Without loss of
generality, we assume that p(x∗), p(0), and p(L) are all positive. For the case that some or
all of them are negative, the analysis is completely analogous. This will be mentioned in
later remarks.
The statement of the theorem needs the following notation. We define three variables u,
u0 and uL that depend on the excursion level b. They are all approximately on the scale of
log b
σ
. For each b > 0, let u be the solution to
p(x∗)H(γ∗(u), u)eσu = b, (6)
where
H(x, u) , |x|e− 12 ∆σux2 (7)
and γ∗(u) , arg supx>0H(x, u) = u−1/2∆−1/2σ−1/2. The identity (6) can be simplified to
p(x∗)√
σ∆u
eσu−
1
2 = b. (8)
We introduce the notation γ∗(u) and H because they arise naturally in the derivation and
have geometric and probabilistic interpretations that will be given in the proof of our main
theorems.
For each b > 0, let u0 be the solution to
eσu0√
∆σu0
× sup
{(x,ζ):x≤ζ}
H0(x, ζ;u0) = b. (9)
where
H0(x, ζ;u) , e−
x2
2 × E
[
p(0)(x− Z) + p
′(0)
2
√
∆σu
(x− Z)2
∣∣∣ Z ≤ ζ]. (10)
Z is a standard Gaussian random variable independent of any other random variables in the
system; E(·|Z ≤ ζ) denotes the conditional expectation with respect to Z given Z ≤ ζ. We
provide further explanations of H0. The second term inside the expectation (10) is o(1). If
we ignore it for the time being, then H0(x, ζ;u) ≈ p(0)e−x2/2[x−E(Z|Z ≤ ζ)]. The last term
in the definition of H0 is important to obtain a sharp approximation of the tail probabilities.
More properties of H0 are included in Remark 3 after the presentation of the theorem.
Similarly, we define uL by
eσuL√
∆σuL
× sup
{(x,ζ):x≤ζ}
HL(x, ζ;uL) = b. (11)
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where
HL(x, ζ;u) , e−
x2
2 × E
[
p(L)(x− Z)− p
′(L)
2
√
∆σu
(x− Z)2
∣∣∣ Z ≤ ζ]. (12)
Note that the signs for the p′ terms in the definitions of H0 and HL are different.
Remark 1 We now provide a remark on u, u0, and uL. Note that F (x) =
∫ x
0
p(t)dt is a
bounded function and furthermore the factor, F (x)−∫ L
0
F (t)eξ(t)dt/
∫ L
0
eξ(t)dt, is also bounded.
In fact, this factor converges to zero under the conditional distribution given the high excur-
sion of |v′(x)|. Thus, if |v′(x)| exhibits a high excursion, then ξ(x) must also achieve a high
level. The variable u is interpreted as the level which ξ(x) needs to achieve so that |v′(x)|
achieves the level b around x∗. The choice of u also takes into account of this factor that
eventually vanishes. A heuristic calculation of u will be provided in Section 3.2. Similarly,
u0 and uL correspond to the high excursion levels of ξ(x) at the two ends.
We next introduce a number of constants/variables defined through the functions H0
and HL. They appear in the statement of the theorem. For each ζ, u0, and uL, maximizing
log(|H0|) and log(|HL|) over x ∈ (−∞, ζ] gives the definitions of the following functions
G0(ζ;u0) , sup
x≤ζ
log |H0(x, ζ;u0)|, GL(ζ;uL) , sup
x≤ζ
log |HL(x, ζ;uL)|.
Define the maximizers of the G-function
ζ0 , arg max
ζ
G0(ζ;u0), ζL , arg max
ζ
GL(ζ;uL).
Note that ζ0 depends on u0 and ζL depends on uL. To simplify the notation, we omit the
indices u0 and uL in the notation ζ0 and ζL when there is no ambiguity. The second derivative
of the G-functions evaluated at their maximizers are
Ξ0 , − lim
u0→∞
∂2ζG0|ζ=ζ0,u=u0 , ΞL , − lim
uL→∞
∂2ζGL|ζ=ζL,u=uL .
Lastly, we define two constants
κ0 ,
Aζ0
24∆2σ
− A× E (Z
4|Z ≤ ζ0)
24∆2σ
+
E[p
′′(0)
6σ∆
(ζ0 − Z)3 + Ap(0)24∆2σ2Z4(ζ0 − Z) |Z ≤ ζ0 ]
p(0)E(ζ0 − Z |Z ≤ ζ0 ) ,
κL ,
AζL
24∆2σ
− A× E (Z
4|Z ≤ ζL)
24∆2σ
+
E[p
′′(L)
6σ∆
(ζL − Z)3 + Ap(L)24∆2σ2Z4(ζL − Z) |Z ≤ ζL ]
p(L)E(ζL − Z |Z ≤ ζL ) ,
(13)
where Z is a standard Gaussian random variable and the constants A and ∆ are defined
as in the expansion in Assumption A2. The main results are summarized in the following
theorems.
Theorem 1 Suppose that ξ(x) is a Gaussian process satisfying conditions A1 - A3 and case
1 of A4. For all x ∈ [0, L], let v′(x) be given as in (5). Let u, u0, and uL be defined as in
(8), (9), and (11). If p(x) is nonnegative at x = 0, x∗, and L, then
P ( sup
x∈[0,L]
|v′(x)| > b) ∼ D × u−1/2e−u2/2 +D0 × u−10 e−u
2
0/2 +DL × u−1L e−u
2
L/2
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Figure 1: Function GL(ζ, uL =∞).
where D, D0, and DL are constants defined as
D =
√
∆e
A
24σ2∆2
+
p′′(x∗)
6p(x∗)σ2∆
(2pi)3/2
√
A−∆2 ×∫
exp
{
−1
2
[
∆2z2
A−∆2 −
z
σ
− y
2z
∆
+
A
4∆4
y4 + y2
(
A
2σ∆3
− p
′′(x∗)
p(x∗)σ∆2
)]}
dydz.
D0 =
√
∆eκ0/σ
(2pi)3/2
√
A−∆2 ×
∫
exp
{
− 1
2
[ ∆2z2
A−∆2 −
z
σ
+
Ξ0
∆
y2
]}
dydz
DL =
√
∆eκL/σ
(2pi)3/2
√
A−∆2 ×
∫
exp
{
− 1
2
[ ∆2z2
A−∆2 −
z
σ
+
ΞL
∆
y2
]}
dydz.
Remark 2 If p(x) attains its maximum at multiple interior points x1, · · · , xk, then the
approximation becomes P (supx∈[0,L] |v′(x)| > b) ∼
∑k
j=1D(j)u
−1/2e−u
2/2 + D0u
−1
0 e
−u20/2 +
DLu
−1
L e
−u2L/2, where D(j)’s are defined similarly as D by replacing x∗ with xk. If the max-
imizer x∗ is attained on the boundary, i.e. x∗ = 0 or L, then the term Du−1/2e−u
2/2 should
be removed from the approximation.
Remark 3 There are several features of the functions H0 and HL that are important in the
analysis. As uL →∞, we have that
HL(x, ζ;uL)→ p(L)e−x2/2[x− E(Z|Z ≤ ζ)] > 0 for all x > 0
and ζL ≈ 0.48. In addition, for ζ ≤ 0.84, we have ∂|HL|∂x |(x,ζ)=(ζ,ζ) > 0, and thus maxx∈(−∞,ζ] log |HL(x, ζ)|
is solved at x = ζ, that is, GL(ζ;uL) = log |HL(ζ, ζ;uL)|. This calculation is important in
the technical derivations and it ensures that the maximum of |v′(x)| is attained precisely at
x = L if maxL−ε<x≤L |v′(x)| > b. To assist understanding, we numerically computed the
function GL for ζ > 0 by setting uL =∞ and plot it in Figure 1 for p(L) = 1.
Remark 4 The theorem assumes that p(x) is positive at the important locations. In the
case when p(x∗) < 0, we simply define u through |p(x∗)|eσu+H(γ∗(u),u) = b. The definitions
of other variables remain. Similarly, if p(0) is negative we should generally define that
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H0(x, ζ;u) , sign(p(0))e−
x2
2 ×E
[
p(0)(x−Z) + p′(0)
2
√
∆σu
(x−Z)2
∣∣∣ Z ≤ ζ], where “sign” is the
sign function. The same treatment can be applied to HL when p(L) is negative. The rest of
the definitions remains. To simplify the notation, we assume that p(0) and p(L) are positive
and do not include the sign term.
Now, we proceed to the approximation of w(b) when p(x) ≡ p0 > 0. The approximation
is very similar to Theorem 1, except that we do not have the term D × u−1/2e−u2/2 and
all the derivatives of p(x) vanish. To state the theorem, we need the following notation.
We define a similar H-function and G-function as Hh(x, ζ) = p0e
−x2
2 E(x − Z|Z ≤ ζ), and
Gh(ζ) = supx≤ζ log |Hh(x, ζ)| where the subscript “h” stands for this constant force case
p(x) ≡ p0. Furthermore, we define constants ζh = arg supζ Gh(ζ), Ξh = −∂2ζGh(ζh),
Dh =
∆eκh/σ
(2pi)3/2
√
A−∆2 ×
∫
exp
{
− 1
2
[ ∆2z2
A−∆2 −
z
σ
+
Ξh
∆
y2
]}
dydz
κh =
Aζ4h
24∆2σ
− AE (Z
4|Z ≤ ζh))
24∆2σ
+
AE{Z4(ζh − Z) |Z ≤ ζh}
24∆2σ2E(ζh − Z |Z ≤ ζh ) .
Theorem 2 Suppose that the random field ξ(x) satisfies the Conditions A1-A3 and case 2
of A4. In addition, the external force p(x) ≡ p0 is a positive constant. For each b > 0, let
uh solve
eσuh√
∆σuh
× sup
{(x,ζ):x≤ζ}
Hh(x, ζ) = b.
Then, we have the closed form approximation P (supx∈[0,L] |v′(x)| > b) ∼ 2Dhe−u2h/2.
The proof of Theorem 2 is very similar to that of Theorem 1. We present it in the
supplemental material.
3.2 The intuitions behind the theorems and heuristic calculations
In this subsection, we provide intuitive interpretations of the previous asymptotic approx-
imations and further heuristic and non-rigorous calculations that help to understand the
main proof. In particular, we focus mostly on the case when p(x) is not a constant.
The most probable high excursion location. The approximation in Theorem 1 con-
sists of three pieces. The first term Du−1/2e−u
2/2 corresponds to the probability that the
maximum of |v′(x)| is attained close to the interior point x∗ = arg maxx∈[0,L] |p(x)|; the terms
D0u
−1
0 e
−u20/2 and DLu−1L e
−u2L/2 correspond to the probabilities that the excursion of |v′(x)| oc-
curs at the two boundary points x = 0 and x = L, respectively. Thus, this three-term decom-
position of w(b) suggests that P (maxx∈[ε,x∗−ε]∪[x∗+ε,L−ε] |v′(x)| > b | max[0,L] |v′(x)| > b)→ 0
as b → ∞ for any ε > 0. It is unlikely that the maximum is attained at a location other
than the two ends or x∗. In the context of the material failure problem, it suggests that,
conditional on a failure, it is likely that the material breaks at the two ends or close to the
place where the external force is maximized. As for which of the three locations is most
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likely to exhibit a high excursion, it depends on the specific functional forms of p(x). Nu-
merically, for each specific b, we can compute the three approximation terms in Theorem 1
and then compare among them. This provides the asymptotic probabilities of each of the
high excursion locations.
We can further perform analytic calculations of the most likely high excursion location of
v′(x). Note that all the three terms decay exponentially fast with u2, u20, or u
2
L. Therefore,
the smallest among u, u0, and uL corresponds to the most likely location. Note that u0
and uL take the same form. Thus, we only need to compare |p(0)| and |p(L)|. The larger
one corresponds to a smaller u-value and therefore yields a more likely high excursion. To
compare the boundary case and the interior case, we need to compare u and u0 (or uL). We
take u0 as an example. Note that both u and u0 are defined by b implicitly through the
equations in similar forms. Therefore, it is sufficient to compare among the two terms
|p(x∗)eH(γ∗,u)| = |p(x∗)| e
−1/2
√
σ∆u
, and
supx≤ζ H0(x, ζ, u0)√
σ∆u0
∼ |p(0)| supx≤ζ e
−x2/2E(x− Z|Z ≤ ζ)√
σ∆u
.
Furthermore, we consider the ratio
r ,
supx≤ζ e
−x2/2E(x− Z|Z ≤ ζ)√
σ∆u
/ e−1/2√
σ∆u
= sup
(ζ,x),s.t. x≤ζ
e
1−x2
2 E(x− Z|Z ≤ ζ).
Note that r is a universal constant strictly greater than 1. If |p(x∗)| > r|p(0)|, then x∗ is a
more probable location to observe a high excursion; if |p(x∗)| < r|p(0)|, then zero is a more
probable location. If p(x) is a constant, then u > u0 = uh. This is why the maximum of
v′(x) is not attained in the interior for this case.
Heuristic calculations. In what follows, we provide a heuristic argument for (6) that
defines u. Note that a high level of |v′(x)| implies a high level of ξ(x). Suppose that
ξ(x) attains its maximum at τ ∈ [0, L] that is very close to x∗. Then, the process ξ(x)
is approximately quadratic near τ . In particular, conditional on ξ(τ) = u, ξ(x) admits
the representation that ξ(x) = E(ξ(x)|ξ(τ) = u) + g(x − τ), where g(x) is a mean-zero
Gaussian process. If we ignore the variation of g(x), then according to Assumption A2 we
have that ξ(x) ≈ E(ξ(x)|ξ(τ) = u) = uC(x− τ) ≈ u− ∆u
2
(x− τ)2. Thus, eσξ(t)/ ∫ L
0
eσξ(s)ds
is approximately a Gaussian density with mean τ and variance ∆−1σ−1u−1 and the Laplace
approximation can be followed. We then have the following approximation
F (x)−
∫ L
0
F (t)eσξ(t)∫ L
0
eσξ(s)ds
dt ≈ F (x)− F (τ) ≈ p(τ)(x− τ),
where F (x) =
∫ x
0
p(s)ds. Therefore, the strain is approximately
v′(x) = eσξ(x)
(
F (x)−
∫ L
0
F (s)eσξ(s)∫ L
0
eσξ(t)dt
ds
)
≈ eσu−σ∆u2 (x−τ)2 × p(τ)(x− τ)
that is maximized when x− τ = γ∗(u) = (u∆σ)−1/2. If τ is close to x∗, we can replace p(τ)
by p(x∗) and further approximate maxx |v′(x)| by
max
x
|v′(x)| ≈ p(x∗)γ∗(u)eσu−σ∆u2 γ2∗(u) = p(x∗)eσuH(γ∗(u), u).
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If we let the above approximation equal b then this is precisely how u is defined in (6).
Therefore, u is the minimum level that the process needs to exceed so that max |v′(x)| could
exceed the level b. It is easier for |v′(x)| to exceed a high level when τ is very closed to x∗.
If τ is distant from x∗, say |τ − x∗| > ε, then the approximation would be max |v′(x)| ≈
p(τ)γ∗(u)eσu−
σ∆u
2
γ2∗(u). Since p(x) is strongly concave around x∗, then p(τ) ≈ p(x∗)+ p′′(x∗)2 (τ−
x∗)2 < p(x∗) − λε2 for some λ > 0. Thus, it is necessary for ξ(τ) to achieve a higher level
than u when τ is distant from x∗.
The above heuristic calculation outlines our analysis strategy for an interior point x ∈
(0, L). For the boundary case, i.e., τ is O(u−1/2) distance from 0 or L, the calculations
are different. Basically, if we write E(F (S)) =
∫ L
0
F (s)eσξ(s)ds/
∫ L
0
eσξ(v)dv, then S follows
approximately a normal distribution when τ ∈ [ε, L− ε] is in the interior. For the boundary
case, e.g., τ = L − ζ/√u, the support of the random variable S is truncated beyond the
region [0, L] and thus all the calculations consists of conditional normal distributions. This
is how we define the functions H0(x, ζ, u) and HL(x, ζ, u) that consist of expectations of
conditional Gaussian distributions.
When the external force p(x) is a constant, the asymptotic approximation only consists
of two terms that correspond to the probabilities that the high excursion of |v′(x)| occurs at
either end of the interval.
4 Proof of Theorem 1
The proof in Theorem 1 is based on the following inclusion-exclusion formula
3∑
i=1
P (Ei)−
2∑
i=1
3∑
j=i+1
P (Ei ∩ Ej) ≤ P (max
[0,L]
v′(x) > b) = P (∪3i=1Ei) ≤
3∑
i=1
P (Ei). (14)
where the events E1, E2, E3 are defined as follows
E1 =
{
max
x∈[u−1/2+δ,L−u−1/2+δ]
|v′(x)| > b
}
, E2 =
{
max
x∈[0,u−1/2+δ]
|v′(x)| > b
}
,
E3 =
{
max
x∈[L−u−1/2+δ,L]
|v′(x)| > b
}
, (15)
where δ > 0 is sufficiently small but independent of b.
The main body is to derive the approximations for P (Ei) and P (Ei ∩ Ej). Section 4.1
includes the derivations for P (E1) and Section 4.2 includes the derivations for P (E2) and
P (E3). In addition, from the following detailed derivation of P (E1) and P (E3), it is straight
forward to have that
P (E1 ∩ E2) + P (E1 ∩ E3) + P (E2 ∩ E3) = o(P (E1) + P (E2) + P (E3)). (16)
Thus, we with complete the proof of Theorem 1 by the inequality in (14)
In the following analysis, we use both x and t to denote the spatial index. In particular,
we use t for the index when doing integration and use x when taking the supremum. We
first present the Borel-TIS lemma, which was proved independently by [9, 21].
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Lemma 1 (Borel-TIS) Let ξ(x), x ∈ U , U is a parameter set, be mean zero Gaussian
random field and ξ is almost surely bounded on U . Then, E(maxU ξ(x)) < ∞, and for any
real number b
P
(
max
x∈U
ξ(x)− E[max
x∈U
ξ (x)] ≥ b
)
≤ e−
b2
2σ2U , where σ2U = maxx∈U V ar[ξ(x)].
4.1 Approximation for P (E1)
Consider the following change of variables from (ξ(x∗), ξ′(x∗), ξ′′(x∗)) to (w, y, z) that depends
on the variable u
w , ξ(x∗)− u, y , ξ′(x∗), z , u+ ξ′′(x∗)/∆.
We further write P (·|ξ(x∗) = u + w, ξ′(x∗) = y, ξ′′(x∗) = −∆(u − z)) = P (·|w, y, z) and
obtain
P (E1) = ∆
∫
P (E1|w, y, z)h(w, y, z)dwdydz. (17)
where h(w, y, z) is the density function of (ξ(x∗), ξ′(x∗), ξ′′(x∗)) evaluated at (u+w, y,−∆(u−
z)). The following proposition localizes the event to a region convenient for Taylor expansion
on ξ(x).
Proposition 1 Under the conditions in Theorem 1, consider
Lu = {|w| < u3δ} ∩ {|y| < u1/2+4δ} ∩ {|z| < u1/2+4δ}.
Then, for any δ > 0, we have that P (Lcu;E1) = o(u−1e−u2/2).
The proof of this proposition is presented in the supplemental material. This proposition
localizes the event E1 to a region where the maximum of v
′(x) is achieved around x∗. The
above proposition suggests that we only need to consider the event on the set Lu, that is,
∆
∫
Lu P (E1|w, y, z)h(w, y, z)dwdydz.
Conditional on (ξ(x∗), ξ′(x∗), ξ′′(x∗)), we write the process in the following representation
ξ(x) = E(ξ(x)|w, y, z)+g(x−x∗). The process g(x−x∗) represents the variation of ξ(x) when
ξ(x∗) and its first two derivatives have been fixed. Thus, g(x− x∗) is a mean-zero Gaussian
process almost surely three-time differentiable. Using conditional Gaussian calculations and
Taylor expansion, we have that V ar(g(x−x∗)) = O(|x−x∗|6), that is, g(x−x∗) = Op(|x−x∗|3)
as g is the remainder term after conditioning on ξ(x∗) and the first two derivatives. Note
that the distribution of g(x) is free of (w, y, z). Let E¯(x;w, y, z) , E(ξ(x)|w, y, z). By means
of the conditional Gaussian calculations (Chapter 5.5 [5]), we have that
∂E¯(x∗;w, y, z) = y, ∂2E¯(x∗;w, y, z) = −∆(u− z),
∂3E¯(x∗;w, y, z) = −A
∆
y, ∂4E¯(x∗;w, y, z) = Au+O(z),
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where “∂” is the partial derivative with respect to x. We perform Taylor expansion on
E¯(x;w, y, z). Using the notation ϑ(x) = O(u1/2+4δx4 + ux6), we obtain that on the set Lu
ξ(x) =u+ w + y(x− x∗)− ∆(u− z)
2
(x− x∗)2
− A
6∆
y(x− x∗)3 + Au
24
(x− x∗)4 + g(x− x∗) + ϑ(x− x∗)
=u+ w +
y2
2∆(u− z) −
∆(u− z)
2
(
x− x∗ − y
∆(u− z)
)2
− A
6∆
y(x− x∗)3 + Au
24
(x− x∗)4 + g(x− x∗) + ϑ(x− x∗).
(18)
For δ > 0, we further localize the event by the following proposition, the proof of which is
provided in the supplemental material.
Proposition 2 For each δ, δ′ > 0 chosen small enough and δ′ > 24δ, we have that
P
(
sup
|x|>u−1/2+8δ
(|g(x)| − δ′ux2) > 0, Lu
)
= o(u−1e−u
2/2),
P
(
sup
|x|≤u−1/2+8δ
|g(x)| > u−1/2+δ′ , Lu
)
= o(u−1e−u
2/2).
With this proposition, let
L′u = Lu ∩
{
sup
|x|>u−1/2+8δ
[|g(x)| − δ′ux2] < 0
}
∩
{
sup
|x|≤u−1/2+8δ
|g(x)| < u−1/2+δ′
}
.
We further reduce the event to ∆
∫
Lu P (E1,L′u|w, y, z)h(w, y, z)dwdydz. The analysis of
P (E1) consists of three steps.
Step 1 We continue the calculation in (18) and write v′(x) in an analytic form of (w, y, z) with
a small correction term.
Step 2 We write the event E1 in an analytic form of (w, y, z) with a small correction term.
Step 3 We evaluate the integral in (17) using the results from Step 2 and the analytic form of
h(w, y, z).
4.1.1 Step 1: v′(x)
It is necessary to keep in mind that all the following derivations are on the set L′u. Consider
the change of variable that
s = s(x) : x→
√
∆(u− z)
(
x− x∗ − y
∆(u− z)
)
. (19)
We insert s to the expansion in (18) and obtain that (after some elementary calculations)
ξ(x) = u+ w +
y2
2∆(u− z) −
Ay4
8∆4(u− z)3 −
s2
2
− Ay
3
3∆7/2(u− z)5/2 s (20)
− Ay
2
4∆3(u− z)2 s
2 +
A
24∆2(u− z)s
4 + g(x− x∗) + ϑ(x− x∗) + o(s4u−5/4).
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To begin with, we are interested in approximating
F (x)−
∫ L
0
F (t)eσξ(t)dt∫ L
0
eσξ(t)dt
=
∫ L
0
(F (x)− F (t))eσξ(t)dt∫ L
0
eσξ(t)dt
. (21)
To compute the integration, it is convenient to write the terms in the above expansion formula
for ξ(x) that do not include x (or equivalently s) as c∗ , σ
[
u+ w + y
2
2∆(u−z) − Ay
4
8∆4(u−z)3
]
.
We first consider the denominator∫ L
0
eσξ(x)dx = ec∗
∫ L
0
exp
{
σ
[− s2
2
− Ay
3
3∆7/2(u− z)5/2 s−
Ay2
4∆3(u− z)2 s
2
+
A
24∆2(u− z)s
4 + g(x− x∗) + ϑ(x− x∗)
]}
dx,
and separate it into two parts∫ L
0
eσξ(x)dx =
∫
|x−x∗|<u−1/2+8δ
eσξ(x)dx+
∫
|x−x∗|≥u−1/2+8δ
eσξ(x)dx. (22)
= J1 + J2.
According to Assumption A3 and on the set {sup|x|>u−1/2+8δ [|g(x)| − δ′ux2] ≤ 0} (δ′ can be
chosen arbitrarily small), there exists some ε0 > 0 so that the minor term
J2 =
∫
|x−x∗|≥u−1/2+8δ
eσξ(x)dx ≤
∫
|x−x∗|≥u−1/2+8δ
ec∗−2ε0u(x−x∗)
2 ≤ ec∗−ε0u16δ .
We now proceed to the dominating term J1. Note that, on the set |x − x∗| < u−1/2+8δ,
ϑ(x− x∗) = o(u−1). Then, we obtain that
J1 =
ec∗+o(u
−1)√
∆(u− z)e
ω(u)×∫
|x−x∗|<u−1/2+8δ
exp
{
σ
[
−s
2
2
− Ay
3
3∆7/2(u− z)5/2 s−
Ay2
4∆3(u− z)2 s
2 +
A
24∆2(u− z)s
4
]}
ds,
where ω(u) = O(sup|x|≤u−1/2+8δ |g(x)|). Since V ar(g(x)) = O(|x|6), it is helpful to keep in
mind that ω(u) = Op(u
−3/2+24δ).
Lemma 2 On the set L′u, we have that∫
|x−x∗|<u−1/2+8δ
e
σ[− s2
2
− Ay3
3∆7/2(u−z)5/2 s−
Ay2
4∆3(u−z)2 s
2+ A
24∆2(u−z) s
4]
ds
=
√
2pi
σ
exp
{
− Ay
2
4∆3(u− z)2 +
A
8∆2σu
+ o(u−1)
}
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The proof of this lemma is elementary and is provided in the supplemental material. We
insert the result of the above lemma into the expression of J1 term, put J1 and J2 terms
together, and obtain that on the set L′u∫ L
0
eσξ(x)dx =
√
2pi
σ∆(u− z) exp
{
c∗ − Ay
2
4∆3(u− z)2 +
A
8∆2σ(u− z) + ω(u) + o(u
−1)
}
.
(23)
We now proceed to the analysis of (21). Let
τ∗ = x∗ + γ∗,
where γ∗ = u−1/2∆−1/2σ−1/2. For each x − τ∗ = O(u−1/2+16δ), we define change of variable
for x
γ = x− x∗ − y
∆(u− z) . (24)
Note that ξ(x) is approximately a quadratic function with maximum at x∗ +
y
∆(u−z) . Thus,
γ is approximately the distance to the mode of ξ(x). Similar to the derivations of Lemma 2
and using the results in (23), the following lemma provides an approximation of (21). The
proof is provided in the supplemental material.
Lemma 3 On the set L′u, we have that
F (x)−
∫ L
0
F (t)eσξ(t)dt∫ L
0
eσξ(t)dt
= p(x)γ exp
[
− p
′(x)
2p(x)γ
(γ2 +
1
σ∆(u− z)) +
p′′(x)
6p(x)
(γ2 +
3
σ∆(u− z))
+
Ay3
3∆4(u− z)3γ + o(u
−1) + ω(u)
]
. (25)
We apply the change of variable in (24) to the representation of ξ(x) in (18) and obtain that
ξ(x) = u+ w +
y2
2∆(u− z) −
∆(u− z)
2
γ2 − A
6∆
y(γ +
y
∆(u− z))
3 +
Au
24
(γ +
y
∆(u− z))
4
+g(x− x∗) + ϑ(x− x∗). (26)
We now put together (25) and (26) and obtain that for |x− x∗| ≤ u−1/2+8δ
v′(x) = eσu+σw+
σy2
2∆(u−z) × p(x)γ × e−σ∆u2 γ2 (27)
× exp
{σ∆z
2
γ2 − σA
6∆
y(γ +
y
∆(u− z))
3 +
σAu
24
(γ +
y
∆(u− z))
4
− p
′(x)
2p(x)γ
(γ2 +
1
σ∆(u− z)) +
p′′(x)
6p(x)
(γ2 +
3
σ∆(u− z)) +
Ay3
3∆4(u− z)3γ + o(u
−1) + ω(u)
}
.
15
4.1.2 Step 2: the event E1 = {maxx∈[u−1/2+δ,L−u−1/2+δ] |v′(x)| > b}
By the definition of u and the analytic form of (27), we have that v′(x) ≥ b = p(x∗)γ∗eσu−∆σu2 γ2∗ .
if and only if γ > 0 and
σw +
σy2
2∆(u− z) +
σ∆z
2
γ2 − σA
6∆
y(γ +
y
∆(u− z))
3 +
σAu
24
(γ +
y
∆(u− z))
4
− p
′(x)
2p(x)γ
(γ2 +
1
σ∆(u− z)) +
p′′(x)
6p(x)
(γ2 +
3
σ∆(u− z))
+
Ay3
3∆4(u− z)3γ + logH(γ, u)− logH(γ∗, u) + log
p(x)
p(x∗)
≥o(u−1)− ω(u),
(28)
where H is defined as in (7) and γ∗ = 1√σ∆u . We write the left-hand side of the above display
as R(γ)+logH(γ, u)−logH(γ∗, u). Note that ∂2γ logH(γ∗, u) = −2∆σu and the derivative of
the remainder term is ∂γR(γ∗) = o(1) + O(zγ∗). Thus, logH(γ, u) dominates the variation.
In particular, the left-hand side of (28) is maximized at γ = γ∗ + o(u−1) + O(zγ∗/u) =
u−1/2∆−1/2σ−1/2 + o(u−1) +O(zγ∗/u), equivalently, at x = x∗ + γ∗ + y/∆(u− z) + o(u−1) +
O(zγ∗/u). Therefore, max|γ|≤u−1/2+8δ R(γ) + logH(γ, u) − logH(γ∗, u) = R(γ∗) + o(u−1) +
O(z2/u2). This is interpreted as
max
|x−x∗|≤u−1/2+8δ
v′(x) ≥ b
if and only if
A ,σw + σy
2
2∆(u− z) +
σ∆z
2
γ2∗ −
σA
6∆
y(γ∗ +
y
∆(u− z))
3 +
σAu
24
(γ∗ +
y
∆(u− z))
4
− p
′(x)
2p(x)γ∗
(γ2∗ +
1
σ∆(u− z)) +
p′′(x)
6p(x)
(γ2∗ +
3
σ∆(u− z))
+
Ay3
3∆4(u− z)3γ∗ + log
p(x∗ + γ∗ + ∆−1(u− z)−1y)
p(x∗)
+O(z2/u2)
≥o(u−1)− ω(u).
(29)
Note that on the region |x−x∗| > u−1/2+8δ we need to consider the variation of g(x−x∗).
On the set L′u, the variation of v′(x) is dominated by logH(γ, u). In particular, on the set
|x− x∗| > u−1/2+8δ,
logH(γ, u)− logH(γ∗, u) ≤ −ε0u(γ − γ∗)2.
Furthermore, on the set L′u, we have that sup|x|>u−1/2+8δ(|g(x)| − δ′ux2) < 0. We can choose
δ′ < ε0/2, then 2|g(x)| < logH(γ∗, u)− logH(γ, u) for all |x− x∗| > u−1/2+8δ. Thus, on the
set L′u, the maximum of v′(x) is attained on |x− x∗| ≤ u−1/2+8δ, i.e.
max
[u−1/2+δ,L−u−1/2+δ]
v′(x) > b if and only if A > o(u−1)− ω(u).
The following lemma simplifies the analytic form of A. The proof is provided in the supple-
mental material.
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Lemma 4 The expression A can be simplified to
A = σw + σy
2
2∆u
+
σ
2∆u2
y2z +
z
2u
+
A
24σ∆2u
+
p′′(x∗)
6p(x∗)σ∆u
−σAy
4
8∆u3
+
y2
u2
(− A
4∆3
+
p′′(x∗)
2p(x∗)∆2
) + o(u−1 + y2u−2) +O(z2/u2).
With exactly the same development, we have
max
x∈[u−1/2+δ,L−u−1/2+δ]
[−v′(x)] ≥ b if and only if A ≥ o(u−1) + ω(u).
In fact, from the technical proof of Lemma 4, we basically choose γ = −γ∗+o(u−1)+O(zγ∗/u)
and all the other derivations are the same. We omit the repetitive details. Thus, the event
E1 occurs if and only if A ≥ o(u−1) + ω(u).
4.1.3 Step 3: evaluation of the integral in (17)
Lemma 5 The random vector (ξ(x), ξ′(x), ξ′′(x)) is a multivariate Gaussian random vector
with mean zero and covariance matrix 1 0 −∆0 ∆ 0
−∆ 0 A

The density of (ξ(x), ξ′(x), ξ′′(x)) evaluated at (u+ w, y,−∆(u− z)) is
h(w, y, z) =
1
(2pi)3/2
√
∆(A−∆2) exp
{
−1
2
S(w, y, z)
}
,
where S(w, y, z) = u2 + w2 + ∆
2(w+z)2
A−∆2 + 2u(w +
y2
2∆u
).
The proof of the above lemma is elementary and therefore is omitted; see also Chapter 5.5
in [5]. We insert the expression of A in Lemma 4 to the exponent of the density function
S(w, y, z) = u2 + w2 +
∆2(w + z)2
A−∆2 + 2u
(
w +
y2
2∆u
)
(30)
= u2 + w2 +
∆2(w + z)2
A−∆2 + 2u
[A
σ
− y
2z
2∆u2
− z
2σu
− A
24σ2∆2u
− p
′′(x∗)
6p(x∗)σ2∆u
+
Ay4
8∆4u3
− y
2
u2
(
− A
4σ∆3
+
p′′(x∗)
2p(x∗)σ∆2
)
+ o(u−1 + y2u−2) +O(z2/u2)
]
.
Furhtermore, we construct a dominating function preparing for the application of the dom-
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inated convergence theorem
S(w, y, z) = u2 + 2uA/σ + (
√
Aw + ∆2A−1/2z)2
A−∆2 +
∆2
A
z2
−y
2z
∆u
− z
σ
+
A
4∆4u2
y4 − y
2
u
(− A
2σ∆3
+
p′′(x∗)
p(x∗)σ∆2
) + o(y2/u) +O(z2/u) +O(1)
= u2 + 2uA/σ + (
√
Aw + ∆2A−1/2z)2
A−∆2 +
∆2
A
( A
2∆3
y2
u
− z
)2
+
1
σ
( A
2∆3
y2
u
− z
)
− p
′′(x∗)
p(x∗)σ∆2
y2
u
+ o(y2/u) +O(z2/u) +O(1).
Note that, on the set L′u, o(y2/u) +O(z2/u) = o(y2/u+ z) and thus,
S(w, y, z) ≥ u2 + 2uA/σ+ ∆
2
A
( A
2∆3
y2
u
− z
)2
+
1 + o(1)
σ
( A
2∆3
y2
u
− z
)
− p
′′(x∗)
p(x∗)σ∆2
y2
u
+O(1).
It is useful to keep in mind that p′′(x∗) < 0. Let Au = uA. Note that for each fixed (Au, y, z),
w → 0 as u→∞. Furthermore, notice that ω(u) = O(sup|x|≤u−1/2+8δ |g(x)|) = Op(u−3/2+24δ).
We consider change of variable from (w, y, z) to (Au, y, z). By the dominated convergence
theorem and (30), we obtain that
∆
∫
Lu
P (E1,L′u|w, y, z)h(w, y, z)dwdydz
=
√
∆
(2pi)3/2
√
A−∆2 ×
∫
Lu
P (A > ω(u),L′u|w, y, z) e−
1
2
S(w,y,z)dwdydz
∼
√
∆
(2pi)3/2
√
A−∆2 ×
∫
Lu
I (Au > 0) e− 12S(w,y,z)dAu
σu
dydz
For the last step, we use the fact that P (L′u|w, y, z) → 1 and P (A > ω(u),L′u|w, y, z) →
I(Au > 0) as u → ∞. We insert the expression S(w, y, z) as in (30) and set w = 0 (by the
dominated convergence theorem and the fact that for fixed Au, y, and z, we have w → 0 as
u→∞). The above the display is
∼
√
∆
(2pi)3/2
√
A−∆2u
−1e−u
2/2+ A
24σ2∆2
+
p′′(x∗)
6p(x∗)σ2∆ ×
∫ ∞
0
1
σ
e−Au/σdAu
×
∫
exp
(
−1
2
[
∆2z2
A−∆2 −
z
σ
− y
2z
∆u
+
A
4∆4
y4
u2
− y
2
u
(
− A
2σ∆3
+
p′′(x∗)
p(x∗)σ∆2
)])
dydz.
We use the change of variable that yu = u
−1/2y
∼
√
∆
(2pi)3/2
√
A−∆2 e
A
24σ2∆2
+
p′′(x∗)
6p(x∗)σ2∆u−1/2e−u
2/2 (31)
×
∫
exp
(
−1
2
[
∆2z2
A−∆2 −
z
σ
− y
2
uz
∆
+
A
4∆4
y4u − y2u
(
− A
2σ∆3
+
p′′(x∗)
p(x∗)σ∆2
)])
dyudz
= D × u−1/2e−u2/2.
This corresponds to the first term of the approximation in the statement of the theorem.
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4.2 The approximation of P (E3)
The analysis of P (E2) and P (E3) are completely analogous. Therefore, we only provide
the derivation for P (E3). The difference between the analyses of P (E3) and P (E1) is that
the integrals in the factor (21) are truncated by the boundary and therefore most of the
calculations are related to conditional Gaussian distributions. We redefine some notation.
Let uL and ζL be defined as in Section 3.1 prior to the statement of the theorem. We first
define tL = L− ζL√∆σuL that is the location where ξ(x) is likely to have a high excursion given
that v′(x) has a high excursion at the right boundary L. We will perform Taylor expansion
by conditioning on the field at tL. We redefine the notation (w, y, z) as ξ(tL) = uL + w,
ξ′(tL) = y, and ξ′′(tL) = −∆(uL − z). Furthermore, we consider the following change of
variables “γ” and “s”
x = γ + tL +
y
∆(uL − z) , t = tL +
y
∆(uL − z) +
s√
∆(uL − z)
. (32)
With simple calculations, we have that
t ≤ L⇐⇒ s ≤
√
(1− z/uL)
σ
ζL − y√
∆(uL − z)
. (33)
Furthermore, it is useful to keep in mind that v′(x) is maximized when γ is of order u−1/2L .
Let g(x) be the remainder process such that ξ(x) = E(ξ(x)|w, y, z) + g(x − tL). Similar to
the analysis of P (E1), we first localize the event via the following proposition.
Proposition 3 Using the notations in Theorem 1, under conditions A1 - A3, consider
CuL = {|w| > u3δL }
⋃
{|y| > u1/2+4δL }
⋃
{|z| > u1/2+4δL }⋃{
sup
|x|>u−1/2+8δL
[|g(x)| − δ′uLx2] > 0
}⋃{
sup
|x|≤u−1/2+8δL
|g(x)| > u−1/2+δ′L
}
Then, for any δ > 0 and δ′ > 24δ, we have that P (CuL ;E3) = o(u−1L e−u
2
L/2).
Let L∗uL = CcuL and we only need to consider P (L∗uL , E3). With a similar derivation as that
for P (E1), the following lemma provides an estimate of
∫ L
0
(F (x)− F (t))eσξ(t)dt/∫ L
0
eσξ(t)dt.
The proof is provided in the supplemental material.
Lemma 6 On the set L∗uL, we have that∫ L
0
(F (x)− F (t))eσξ(t)dt∫ L
0
eσξ(t)dt
=
1√
∆σuL
× exp
(
z
2uL
− A
24∆2σuL
E
(
Z4|Z ≤ ζL
)
+ λ(uL) + ω(uL)
)
×{
E
[
p(x)(γ
√
σ∆(uL − z)− Z)− p
′(x)
2
√
σ∆uL
(γ
√
σ∆(uL − z)− Z)2
∣∣∣∣ Z ≤√1− zuL ζL −
√
σ
∆(uL − z)y
]
+ E
[
p′′(x)
6σ∆uL
(γ
√
σ∆uL − Z)3 + Ap(x)
24∆2σ2uL
Z4(γ
√
σ∆uL − Z)
∣∣∣∣ Z ≤√1− zuL ζL −
√
σ
∆(uL − z)y
]}
(34)
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where λ(uL) = O(y
3/u
5/2
L +y
2/u2L +y/u
3/2) + o(u−1L +u
−1
L z), ω(u) = O(sup|x|≤u−1/2+8δ |g(x)|),
and Z is a standard Gaussian random variable.
Inside the “{ }” of the above approximation, the first expectation term is the dominating
term and the second term is of order O(u−1). The next lemma presents an approximation
of v′(x).
Lemma 7 On the set L∗uL, we have that
v′(x) = exp
(
λ(uL) + o(yu
−1
L ) +O(y
2zu−2L ) + ω(uL) + σuL + σw +
σy2
2∆uL
+
AσuL
24
γ4
)
× 1√
∆σuL
exp
(
z
2uL
− A
24∆2σuL
E(Z4|Z ≤ ζL)
)
×HL,x
(
γ
√
σ∆(uL − z),
√
1− z
uL
ζL −
√
σ
∆(uL − z)y;uL
)
× exp
E
[
p′′(x)
6σ∆uL
(γ
√
σ∆uL − Z)3 + Ap(x)24∆2σ2uLZ4(γ
√
σ∆uL − Z) |Z ≤ ζL
]
p(x)E(γ
√
σ∆uL − Z|Z ≤ ζL)
 ,
(35)
where HL,y(x, ζ;u) , e−
x2
2 × E
[
p(y)(x− Z)− p′(y)
2
√
∆σu
(x− Z)2
∣∣∣ Z ≤ ζ].
Note that the definition of HL,y(x, ζ;u) is slightly different from HL(x, ζ, u) defined as in
(12). In particular, if we let y = L, then HL,y(x, ζ;u) = HL(x, ζ;u). Furthermore, according
to the change of variable in (32), x ≤ L if and only if
γ
√
σ∆(uL − z) ≤
√
1− z
uL
ζL −
√
σ
∆(uL − z)y. (36)
Thus, the maximization of v′(x) (in choosing the variable γ) is subject to the above con-
straint. According the definition of uL in (11) and the notationGL(ζ;uL) = supx≤ζ log |HL(x, ζ, uL)|,
we have that maxx∈[L−u−1/2+δ,L] |v′(x)| > b if and only if
max
x∈[L−u−1/2+δL ,L]
λ(uL) + ω(uL) + o(yu
−1
L ) +O(y
2zu−2L ) (37)
+σw +
σy2
2∆uL
+
AσuL
24
γ4 +
z
2uL
− AE (Z
4|Z ≤ ζL)
24∆2σuL
+ log
∣∣∣∣HL,x(γ√σ∆(uL − z),√1− zuL ζL −
√
σ
∆(uL − z)y; uL
)∣∣∣∣−GL(ζL;uL)
+
E[ p
′′
6σ∆uL
(γ
√
σ∆uL − Z)3 + Ap24∆2σ2uLZ4(γ
√
σ∆uL − Z) | Z ≤ ζL]
p(x)E(γ
√
σ∆uL − Z|Z ≤ ζL)
> 0.
We now proceed to the evaluation of P (E3) that consists of two cases.
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We first consider the case that |
√
1− z
uL
ζL −
√
σ
∆(uL−z)y− ζL| ≤ ε. Note that the major
variation of the left-hand-side of (37) is dominated by
log
∣∣∣∣HL,x(γ√σ∆(uL − z),√1− zuL ζL −
√
σ
∆(uL − z)y;uL
)∣∣∣∣ . (38)
Thanks to the discussion in Remark 3, the above expression is maximized at (subject to the
constraint (36)) γ
√
σ∆(uL − z) =
√
1− z
uL
ζL −
√
σ
∆(uL−z)y, that is,
γ =
ζL√
∆σuL
− y
∆(uL − z) . (39)
Recall the change of variable in (32), this corresponds to x = L. That is, the maximum is
attained on the boundary x = L. Then, we can replace HL,x in (37) by HL,L = HL. Let
γL =
ζL√
σ∆uL
. For the particular choice of γ in (39), we have that γ4 = γ4L + o(y
2/u2L). We
have that max
x∈[L−u−1/2+δL ,L]
|v′L(x)| > b if and only if A ≥ ω(uL) where
A ,λ(uL) + o(yu−1L ) +O(y2zu−2L ) + σw +
σy2
2∆uL
+
AσuL
24
γ4L +
z
2uL
− AE (Z
4|Z ≤ ζL)
24∆2σuL
+GL
(√
1− z
uL
ζL −
√
σ
∆(uL − z)y;uL
)
−GL(ζL;uL)
+
E[ p
′′(L)
6σ∆uL
(γL
√
σ∆uL − Z)3 + Ap(L)24∆2σ2uLZ4(γL
√
σ∆uL − Z) |Z ≤ ζL ]
p(L)E(ζL − Z|Z ≤ ζL) .
(40)
Lemma 8 The expression A can be simplified to
A = λ(uL) + o(yu−1L ) +O(y2zu−2L ) + σw +
σy2
2∆uL
+
z
2uL
+
κL
uL
− ΞL + o(1)
2
( ζLz
2uL
+
√
σ
∆(uL − z)y
)2
,
where κL is given as in (13).
With the above lemma, we rewrite S(w, y, z) as
S(w, y, z) = u2L + w
2 +
∆2(w + z)2
A−∆2 + o(1) + o(y
2)
+2uL
[
A/σ − z
2σuL
− κL
σuL
+
ΞL + o(1)
2σ
( ζLz
2uL
+
√
σ
∆(uL − z)y
)2
+ λ(uL) + o(yu
−1
L ) +O(y
2zu−2L )
]
.
Similar to the derivation of (31), by the dominated convergence theorem, we have that
P
(
max
x∈[L−u−1/2+δL ,L]
|v′(x)| > b ; L∗uL ;
∣∣∣∣√1− zuL ζL −
√
σ
∆(uL − z)y − ζL
∣∣∣∣ ≤ ε
)
∼
√
∆
(2pi)3/2
√
A−∆2u
−1
L e
−u2L/2+
κL
σ ×
∫
exp
(
−1
2
(
∆2z2
A−∆2 −
z
σ
+
ΞL
∆
y2
))
dydz
=DL × u−1L × e−u
2
L/2.
(41)
21
The following lemma presents the case that
∣∣∣∣√1− zuL ζL −√ σ∆(uL−z)y − ζL
∣∣∣∣ ≥ ε.
Lemma 9 Under the conditions in Theorem 1, we have that
P
(
max
x∈[L−u−1/2+δL ,L]
|v′(x)| > b;L∗uL ;
∣∣∣∣√1− zuL ζL −
√
σ
∆(uL − z)y − ζL
∣∣∣∣ ≥ ε
)
= o(1)u−1L e
−u2L/2.
Combining (41), Lemma 9, and the localization result in Proposition 3, we have that
P
(
max
x∈[L−u−1/2+δL ,L]
|v′(x)| > b
)
∼ DL × u−1L e−u
2
L/2.
Approximation of P (E2). The analysis of P (E2) is completely analogous. In particular,
we let t0 =
ζ0√
∆σu0
, ξ(t0) = u0 + w, ξ
′(t0) = y, and ξ′′(t0) = −∆(u − z) and further adopt
change of variables x = t0 +
y
∆(u0−z)−γ and t = t0 +
y
∆(u0−z)− s√∆(u0−z) . Then the calculations
are exactly the same as those of P (E3). Therefore, we omit the repetitive derivations and
provide the result that P (max
x∈[0,u−1/2+δL ]
|v′(x)| > b) ∼ D0×u−10 ×e−u20/2. With the inequality
(14) and (16), we conclude the proof.
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Supplemental Material
A Proof of Theorem 2
Similar to the proof of Theorem 1, we consider the event E1, E2, and E3 separately. By
homogeneity and symmetry, P (E2) = P (E3). The approximations of P (E2) and P (E3) are
identical to those obtained in Section 4.2 by setting p(x) ≡ p0. Therefore,
P (E2) = P (E3) ∼ Dhu−1h e−u
−2
h /2.
From the derivation of P (E2) in the previous proof, we obtain that P (E2 ∩E3) = o(P (E2)).
For the rest of the proof, we show that P (E1) = o(P (E2)) and thus P (E1 ∩E2) = o(P (E2)).
Approximation of P (E1). Let H(x, u) be as defined for Theorem 1 and u solve
p0H(γ∗(u), u)eσu = b,
where γ∗(u) = u−1/2∆−1/2σ−1/2. For the rest of the proof, we will show that
P (E1) = O(1)e
−u2
2
+O(uε). (42)
for any ε > 0. According to the discussion in Section 3.2, there exists an ε0 > 0 such
that u > uh + ε0 and thus e
−u2
2
+O(uε) = o(1)u−1h e
−u−2h /2. If the above bound in (42) can be
established, then we can conclude the proof.
First, we derive an approximation for
α(u, ε) = P
(
max
x∈[L
2
−u−1/2+ε,L
2
+u−1/2+ε]
|v′(x)| > b
)
,
where ε > 0 is chosen small enough. Then, we split the region [0, L] into N = L
2u−1/2+ε many
intervals each of which is a location shift of [0, 2u−1/2+ε], i.e. [2ku−1/2+ε, 2ku−1/2+ε+2u−1/2+ε].
Thanks to the homogeneity of ξ(x), the approximations for
P
(
max
x∈[2ku−1/2+ε,2ku−1/2+ε+2u−1/2+ε]
|v′(x)| > b
)
are the same for all 1 ≤ k ≤ N − 2. Then, we have
P
(
∪N−2k=1 { max
x∈[2ku−1/2+ε,2ku−1/2+ε+2u−1/2+ε]
|v′(x)| > b}
)
≤ (1 + o(1)) L
2u−1/2+ε
α(u, ε).
In what follows, we derive an approximation for α(u, ε). The derivation is similar to
the proof of the Theorem 1. Therefore, we omit the details and only lay out the key steps
and the major differences. We expand ξ(x) around x = L
2
conditional on (by redefining the
notations)
ξ(
L
2
) = u+ w, ξ′(
L
2
) = y, ξ′′(
L
2
) = −∆(u− z)
24
and obtain that
ξ(x) = u+ w +
y2
2∆(u− z) −
∆(u− z)
2
(
x− y
∆(u− z)
)2
− Ay
6∆
x3 +
Au
24
x4 + g(x− L
2
) + ζ(x− L
2
).
Similarly, we have the following proposition for localization.
Proposition 4 For δ′ > 3ε, let
Gu = {|w| > u3ε} ∪ {|y| > u1/2+4ε} ∪ {|z| > u1/2+4ε}
∪
{
sup
x/∈[−u−1/2+ε,u−1/2+ε]
|g(x)| − δ′ux2 > 0
}
∪
{
sup
x∈[−u−1/2+ε,u−1/2+ε]
|g(x)| > u−1/2+δ′
}
Under the conditions of Theorem 2, we have
P (Gu; max
x∈[L
2
−u−1/2+ε,L
2
+u−1/2+ε]
|v′(x)| > b) = o(1)e−u2/2.
Let
Lu = Gcu.
We now proceed to the factor
F (x)−
∫ L
0
F (t)eσξ(t)dt∫ L
0
eσξ(t)dt
.
Following exactly the same derivation as Lemma 3 in Section 4.1 and noting that p(x) ≡ p0,
we have that
F (x)−
∫ L
0
F (t)eσξ(t)dt∫ L
0
eσξ(t)dt
= p0γ exp
{
Ay3
3∆4(u− z)3γ + o(u
−1) + ω(u)
}
,
where we redefine a change of variable similar to (24) as
γ = x− L
2
− y
∆(u− z) .
Thus, similar to (27), we obtain that
v′(x) = eσξ(x)
[
F (t)−
∫ L
0
F (t)eσξ(t)dt∫ L
0
eσξ(t)dt
]
= eσu+σw+
σy2
2∆(u−z) × p0γe−σ∆u2 γ2
× exp
{σ∆z
2
γ2 − σA
6∆
y(γ +
y
∆(u− z))
3 +
σAu
24
(γ +
y
∆(u− z))
4
+
Ay3
3∆4(u− z)3γ + o(u
−1) + ω(u)
}
.
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We further simplify the above display and obain that
v′(x) = eσu+σw+
σy2
2∆(u−z) × p0γe−σ∆u2 γ2
× exp
{σ∆z
2
γ2 − σAγ
2
4∆2u
y2 − σA
8∆4u3
y4 + y3
[ σAγ
3∆3u2
− A
3∆4u3γ
]
+O(u−1) + ω(u)
}
.
For all |y| ≤ (1 + ε′)∆u1/2+ε, we have that
max
x∈[L
2
−u−1/2+ε,L
2
+u−1/2+ε]
v′(x) ≤ max
x∈[L
2
−(1+2ε′)u−1/2+ε,L
2
+(1+2ε′)u−1/2+ε]
v′(x)
= eσu+σw+
σy2
2∆(u−z) × p0γ∗e−σ∆u2 γ2∗
× exp
{σ∆z
2
γ2∗ −
σAγ2∗
4∆2u
y2 − σA
8∆4u3
y4 + y3
[ σAγ∗
3∆3u2
− A
3∆4u3γ∗
]
+O(u−1 + z2u−2) + ω(u)
}
. (43)
That is, v′(x) is maximized when x = L
2
+ γ∗ +
y
∆(u−z) + o(u
−1) + O(zγ∗/u). Since γ∗ =
∆−1/2σ−1/2u−1/2, then
σAγ∗
3∆3u2
− A
3∆4u3γ∗
= 0.
Thus, we have that
max
x∈[L
2
−u−1/2+ε,L
2
+u−1/2+ε]
v′(x) > b
implies that
A , σw + σy
2
2∆(u− z) +
z
2u
− A
4∆3u2
y2 − σA
8∆4u3
y4 +O(z2u−2) +O(u−1)
≥ ω(u).
Corresponding to the analysis in Section 4.1.3, the next step is to insert A to S(w, y, z) and
26
obtain that
S(w, y, z) = u2 + w2 +
∆2(w + z)2
A−∆2 + 2u(w +
y2
2∆u
)
= u2 +
(
√
Aw + ∆2A−1/2z)2
A−∆2 +
∆2
A
z2
+ 2u
A
σ
− y
2z
∆u
− z
σ
+
A
2∆3σ
y2
u
+
A
4∆4
y4
u2
+O(z2/u) +O(1)
= u2 +
(
√
Aw + ∆2A−1/2z)2
A−∆2 +
2uA
σ
+
∆2
A
z2 − z
( y2
∆u
+
1
σ
)
+
A
4∆2
( y2
∆u
+
1
σ
)2
− A
4∆2σ2
+O(z2/u) +O(1)
= u2 +
(
√
Aw + ∆2A−1/2z)2
A−∆2 +
2uA
σ
+
[∆z√
A
−
√
A
2∆
( y2
∆u
+
1
σ
)]2
− A
4∆2σ2
+O(u8ε).
For the last step in the above derivation, we use the fact that, on the set Lu, O(z2/u) =
O(u8ε). Thus,
P
(
max
x∈[−u−1/2+ε,u−1/2+ε]
|v′(x)| > b
)
= ∆
∫
Lu
h(w, y, z)P ( max
x∈[−u−1/2+ε,u−1/2+ε]
|v′(x)| > b|w, y, z)dwdydz
= O(1)e−
u2
2
+O(u8ε)+ A
8∆2σ2
∫
Lu
P (A > ω(u))
× exp
{
− uA
σ
− 1
2
(
√
Aw + ∆2A−1/2z)2
A−∆2 −
1
2
[∆z√
A
−
√
A
2∆
( y2
∆u
+
1
σ
)]2}
dwdydz.
We introduce a change of variable
B =
∆z√
A
−
√
A
2∆
(
y2
∆u
+
1
σ
).
Then,
√
Aw + ∆2A−1/2z = ∆B +
√
Aw +
√
A
2
(
y2
∆u
+
1
σ
)
=
√
A
2σ
+ ∆B +
√
AA+ o(1).
Thus, by dominated convergence theorem and applying the change of variable from (w, z, y)
to (A, B, y), we have that
P
(
max
x∈[L
2
−u−1/2+ε,L
2
+u−1/2+ε]
|v′(x)| > b; |y| ≤ (1 + ε′)∆u1/2+ε;Lu
)
= O(1)e−
u2
2
+O(u8ε).(44)
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For |y| > (1+ε′)∆u1/2+ε, note that the function |v′(x)| is maximized at x = L
2
+γ∗+
y
∆(u−z) ,
that is outside the interval [L
2
−u−1/2+ε, L
2
+u−1/2+ε]. Therefore, maxx∈[L
2
−u−1/2+ε,L
2
+u−1/2+ε] |v′(x)|
is less than the estimate in (43) by at least a factor of e−λu
2ε
(by considering the dominating
term γe−
σ∆u
2
γ2). Therefore,
max
x∈[L
2
−u−1/2+ε,L
2
+u−1/2+ε]
|v′(x)| > b
if
A = σw + σy
2
2∆(u− z) +
z
2u
− A
4∆3u2
y2 − σA
8∆4u3
y4 +O(z2/u2) +O(u−1) > λu2ε + ω(u).
Thus,
P
(
max
x∈[L
2
−u−1/2+ε,L
2
+u−1/2+ε]
|v′(x)| > b; (1− ε′)∆u1/2+ε ≤ |y| ≤ u1/2+4ε;Lu
)
(45)
= O(1)e−
u2
2
+O(u8ε).
We combine the solution of (44), (45), Lemma 4 and obtain that
α(u, ε) = P
(
max
x∈[L
2
−u−1/2+ε,L
2
+u−1/2+ε]
|v′(x)| > b
)
= O(1)e−
u2
2
+O(u8ε).
Thus
P (E1) = O(1)u
1/2−εα(u, ε) = O(1)e−
u2
2
+O(u8ε).
As ε can be chosen arbitrarily small, we obtain (42) by redefining ε.
B Proofs of Propositions
Proof of Proposition 1. The proof needs a change of measure described as follows. For
ζ ∈ R, let
Aζ = {x : ξ(x) > ζ} ∩ [x∗ + u−1/2+δ/2, L− u−1/2+δ]
be the excursion set (on the interval [x∗ + u−1/2+δ/2, L− u−1/2+δ]) over level ζ and let P be
the underlying nominal (original) probability measure. Define Qζ (·) via
dQζ =
mes(Aζ)
E(mes(Aζ))
dP =
mes(Aζ)∫ L−u−1/2+δ
x∗+u−1/2+δ/2 P (ξ(x) > ζ)dx
dP, (46)
where E(·) is the expectation under P and mes(Aζ) is the Lebesgue measure of the ex-
cursion set above level ζ. Note that under Qζ , almost surely supL ξ(x) > ζ. In or-
der to generate sample paths according Qζ , one first simulates τ with density function{
h (τ) : τ ∈ [x∗ + u−1/2+δ/2, L− u−1/2+δ]
}
h(τ) =
P (ξ(τ) > b)
E(mes(Aζ))
(47)
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that is a uniform distribution over the interval [x∗ + u−1/2+δ/2, L − u−1/2+δ]; then simulate
ξ(τ) conditional distribution (under the original law) given that ξ(τ) > ζ; lastly simulate
{ξ(x) : x 6= τ} given (τ, ξ(τ)) according to the original distribution. If ζ is suitably cho-
sen, Qζ serves as a good approximation of the conditional distribution of ξ(x) given that
supx∈[x∗+u−1/2+δ/2,L−u−1/2+δ] ξ(x) > b.
Lemma 10 Under conditions in Theorem 1, we have that
P
(
sup
x∈[x∗+u−1/2+δ/2,L−u−1/2+δ]
ξ(x) > u− (log u)2, E1
)
= o(u−1e−u
2/2).
Proof of Lemma 10. Let
Fb = { sup
x∈[x∗+u−1/2+δ/2,L−u−1/2+δ]
ξ(x) > u− (log u)2}.
Let ζ = u− (log u)2 − 1/u. Then, the probability can be written as
P (Fb, E1) ≤ O(1)EQ
[
P (Z > u− (log u)2)
mes(Aζ)
;Fb, E1
]
= O(1)
∫ L−u−1/2+δ
x∗+u−1/2+δ/2
EQτ
[
P (Z > u− (log u)2)
mes(Aζ)
;Fb, Eb
]
dτ,
where we use EQτ to denote the conditional expectation E
Q(·|τ) under the measure Qζ . Given
a particular τ ∈ [x∗ + u−1/2+δ/2, L− u−1/2+δ], we redefine the change of variables
ξ(τ) = u+ w, ξ′(τ) = y, ξ′′(τ) = −∆(u− z).
Note that the current definition of (w, y, z) is different from that in the proposition and
Theorem 1. As the previous definition of (w, y, z) will not be used in this lemma, to simplify
the notation, we do not create another notation and use (w, y, z) differently. Conditional on
(w, y, z) the process g(x) is a mean zero Gaussian process such that
ξ(x) = E(ξ(x)|w, y, z) + g(x− τ).
We have the bound of the excursion set that EQ(1/mes(Aζ)) = O(u), the detailed develop-
ment of which is omitted. With this in mind, we first have that that
EQ
[
P (Z > u− (log u)2)
mes(Aζ)
; |z| ≥ u1/2+δ/16, Fb, Eb
]
= o(u−1e−u
2/2).
and similarly
EQ
[
P (Z > u− (log u)2)
mes(Aζ)
; |y| ≥ u1/2+δ/16, Fb, Eb
]
= o(u−1e−u
2/2).
In addition, for some λ0 sufficiently large and δ0 small, we have that
E
(
P (Z > u− (log u)2)
mes(Aζ)
; sup
|x|≤u−1/2+δ
|g(x)| > λ0u−1+4δ, or sup
|x|>u−1/2+δ
|g(x)| − δ0ux2 > 0
)
= o(u−1e−u
2/2).
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Then, we only need to consider the situation that |y| < u1/2+δ/16 and |z| < u1/2+δ/16.
Furthermore, using Taylor expansion on ξ(x) as we had done several times previously,
the process ξ(x) is a approximately a quadratic function with mode being τ + y
∆σ(u−z)
for τ ∈ [x∗ + u−1/2+δ/2, L − u−1/2+δ]. Thus, when considering the integral
∫ L
0
eξ(t)dt and∫ L
0
(F (x)− F (t))eξ(t)dt, we do not have to consider the boundary issue as in the analysis of
P (E2). With the same calculations for (29) by expanding ξ at τ instead of x∗, we obtain
that
sup
x∈[u−1/2+δ,L−u−1/2+δ]
|v′(x)| ≥ b
if and only if
A = σw + σy
2
2∆(u− z) +
σ∆z
2
γ2∗
−σA
6∆
y(γ∗ +
y
∆(u− z))
3 +
σAu
24
(γ∗ +
y
∆(u− z))
4
− p
′(x)
2p(x)γ∗
(γ2∗ +
1
σ∆(u− z)) +
p′′(x)
6p(x)
(γ2∗ +
3
σ∆(u− z))
− Ay
3
∆4(u− z)3γ∗ + log
p(x)
p(x∗)
≥ o(u−1) + ω(u),
where the x in “p(x)” is x = τ + γ∗ +
y
∆(u−z) + o(u
−1) +O(zγ∗/u). Similar to the derivation
for (48), we expand the second row in the definition of A and obtain that
A = σw + σy
2
2∆u
+
σ
2∆u2
y2z − σAy
4
8∆4(u− z)3 +
σ∆z
2
γ2∗ −
σAy2
4∆2(u− z)γ
2
∗ +
σA(u− z)
24
γ4∗
− p
′(x)
2p(x)γ∗
(γ2∗ +
1
σ∆(u− z)) +
p′′(x∗)
6p(x∗)
(γ2∗ +
3
σ∆(u− z)) + log
p(x)
p(x∗)
.
Notice that
p′′(x)
6p(x)
(γ2∗ +
3
σ∆(u− z)) = O(u
−1).
When |x− x∗| < ε, by Taylor expansion
| p
′(x)
2p(x)γ∗
(γ2∗ +
1
σ∆(u− z))| = O((x− x∗)/
√
u) = o(log p(x)− log p(x∗));
when |x− x∗| > ε
| p
′(x)
2p(x)γ∗
(γ2∗ +
1
σ∆(u− z))| = O(u
−1/2) = o(1) = o(log p(x)− log p(x∗)).
Therefore | p′(x)
2p(x)γ∗ (γ
2
∗ +
1
σ∆(u−z))| is always of a smaller order than log p(x) − log p(x∗). On
the region |x− x∗| > u−1/2+δ/22 , there exists a positive λ such that
log
p(x)
p(x∗)
≤ −2λu−1+δ.
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Thus, A is bounded by
A < A′ = σw + σy
2
2∆u
+
σ
2∆u2
y2z − σAy
4
8∆4(u− z)3 +
σ∆z
2
γ2∗ −
σAy2
4∆2(u− z)γ
2
∗ +
σA(u− z)
24
γ4∗
−λu−1+δ
Furthermore, notice that
EQτ
[
P (Z > u− (log u)2)
mes(Aζ)
; |y|, |z| ≤ u1/2+δ/16, Fb, E1
]
≤ O(1)
∫
w≥−(log u)2
e−
1
2
S(w,y,z)P (A′ ≥ ω(u), Fb)
mes(Aζ)
dwdydz.
Similar to the previous development, we write
S(w, y, z) = u2 + w2 +
∆2(w − z)2
A−∆2 + 2u(w +
y2
2∆u
)
= u2 + w2 +
∆2(w − z)2
A−∆2
+2u
[A′
σ
− y
2z
2∆u2
+
Ay4
8∆4(u− z)3 −
∆z
2
γ2∗ +
Ay2
4∆2(u− z)γ
2
∗ −
A(u− z)
24
γ4∗ + λu
−1+δ/σ
]
.
Thus, by dominated convergence theorem and the fact that mes(Aζ)
−1 = O(u), we have
that
EQτ
[
P (Z > u− (log u)2)
mes(Aζ)
; |y|, |z| ≤ u1/2+δ/16, Fb, E1
]
≤ O(1)
∫
|y|,|z|≤u−1/2+ε/4
E(mes(Aζ)
−1;A′ ≥ ω(u))e− 12S(w,y,z)dwdydz
≤ O(1)e−u
2
2
−λuδ/σ
×
∫
|y|,|z|≤u−1/2+ε/4
E(mes(Aζ)
−1;A′ ≥ ω(u))
× exp
[
− ∆
2
2(A−∆2)z
2 − uA
′
σ
+
y2z
2∆u
− Ay
4
8∆4u2
+
z
2σ
+
Ay2
4∆3σu
]
dwdydz
= o(u−1e−u
2/2).
With a completely analogous proof as the Lemma 10, we have that
Lemma 11 Under conditions in Theorem 1, we have that
P
(
sup
x∈[u−1/2+δ,x∗−u−1/2+δ/2]
ξ(x) > u− (log u)2, E1
)
= o(u−1e−u
2/2).
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We write
Jb = { sup
x∈[u−1/2+δ,x∗−u−1/2+δ/2]
ξ(x) > u−(log u)2}∪{ sup
x∈[τ∗+u−1/2+δ/2,L−u−1/2+δ]
ξ(x) > u−(log u)2}
and thus
P (J cb , E1) = o(u
−1e−u
2/2).
We proceed to the following lemma to complete the proof of the proposition.
Lemma 12 Let (w, y, z) defined as in Section 4.1. For ε > 0, let
Lb = {|w| < u3δ, |y| < u1/2+4δ, |z| < u1/2+4δ}
Under conditions of Theorem 1, we have that
P (Lcb, J
c
b , E1) = o(u
−1e−u
2/2).
Proof. Note that |v′(x)| > b implies that ξ(x) > log b − κ0 = u − O(log u) for some
κ0 > 0. Thus, on the set J
c
b , E1 implies that sup[x∗−u−1/2+δ/2,x∗+u−1/2+δ/2] ξ(x) >
log b
σ
−(log u)2.
Therefore, we have that
P (|w| > u3δ, F cb , Eb) ≤ P (|w| > u3δ, sup
[x∗−u−1/2+δ/2,x∗+u−1/2+δ/2]
ξ(x) >
log b
σ
−(log u)2) = o(u−1e−u2/2),
where the last step is an application of Borel-TIS lemma. Furthermore, by simply bound of
Gaussian distribution, we have that
P (|w| < u3δ, |z| > u1/2+4δ, F cb , Eb) = o(u−1e−u
2/2),
and
P (|w| < u3δ, |y| > u1/2+4δ, F cb , Eb) = o(u−1e−u
2/2).
We thus conclude the proof.
The results of Lemmas 10, 11, and 12 immediately lead to the conclusion of Proposition
1.
Proof of Proposition 2. Note that g(x) is independent of (w, y, z) and Lu only depends
on (w, y, z). Therefore,
P
(
sup
|x|>u−1/2+8δ
[|g(x)| − δ′ux2] > 0, Lu
)
= P
(
sup
|x|>u−1/2+8δ
[|g(x)| − δ′ux2] > 0
)
P (Lu)
= o(u−1e−u
2/2).
The last step is a direct application of the Borel-TIS lemma (Lemma 1) and the fact that
P (Lu) = O(e−u2/2+O(u1+3δ)). With a similar argument, we obtain the second bound.
Proof of Propositions 3 and 4. The proofs of these two propositions are completely
analogous to that of Proposition 1, that is, basically a repeated application of Borel-TIS
lemma and the change of measure Qζ . Therefore, we omit the details.
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C Proof of the Lemmas
Proof of Lemma 2. On the set |x− x∗| < u−1/2+8δ and L′u, we have s = O(u8δ) and thus
y3s
(u− z)5/2 = O(u
−1+20δ),
y2s2
(u− z)2 = O(u
−1+24δ),
s4
(u− z) = O(u
−1+32δ).
Let X be a standard Gaussian random variable. We conclude the proof by the following
calcuation∫
|x−x∗|<u−1/2+8δ
e
σ[− s2
2
− Ay3
∆7/2(u−z)5/2 s−
Ay2
4∆3(u−z)2 s
2+ A
24∆2(u−z) s
4]
ds
= eo(u
−1)
∫
|x−x∗|<u−1/2+8δ
e−
σs2
2 ×
(
1− σAy
3
∆7/2(u− z)5/2 s−
σAy2
4∆3(u− z)2 s
2 +
σA
24∆2(u− z)s
4
)
ds
= eo(u
−1)
√
2pi
σ
E
[
1− Aσ
1/2y3X
∆7/2(u− z)5/2 −
Ay2X2
4∆3(u− z)2 +
AX4
24∆2σ(u− z)
]
=
√
2pi
σ
exp
{
− Ay
2
4∆3(u− z)2 +
A
8∆2σ(u− z) + o(u
−1)
}
=
√
2pi
σ
exp
{
− Ay
2
4∆3(u− z)2 +
A
8∆2σu
+ o(u−1)
}
.
Proof of Lemma 3. We use the result of Lemma 2 and the Taylor expansion
F (x)− F (t) = p(x)(x− t)− 1
2
p′(x)(x− t)2 + 1
6
p′′(x)(x− t)3 + o(x− t)4.
Recall the change of variable
s(t) =
√
∆(u− z)
(
t− x∗ − y
∆(u− z)
)
as in (19). We apply it to the spatial index t. Note that t − x∗ − s(t)/
√
∆(u− z) =
y/(∆(u − z)) and x − t = γ − s(t)/√∆(u− z). We perform the same splitting as in (22),
insert the result in (23), use the expansion of ξ in (20), and obtain that(∫ L
0
eσξ(t)dt
)−1 ∫ L
0
(F (x)− F (t))eσξ(t)dt
= exp
{
Ay2
4∆3(u− z)2 −
A
8∆2σ(u− z) + ω(u) + o(u
−1)
}
×
∫
|s|≤u8δ
[
p(x)
(
γ − s√
∆(u− z)
)
− 1
2
p′(x)
(
γ − s√
∆(u− z)
)2
+
1
6
p′′(x)
(
γ − s√
∆(u− z)
)3
+ o(u−3/2)
]
×
√
σ
2pi
e
σ[− s2
2
− Ay3
3∆7/2(u−z)5/2 s−
Ay2
4∆3(u−z)2 s
2+ A
24∆2(u−z) s
4]
ds
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We rewrite the above integral by pulling out the Gaussian density and expanding the expo-
nential term in the last row
= exp
{
Ay2
4∆3(u− z)2 −
A
8∆2σ(u− z) + ω(u) + o(u
−1)
}
×
∫
|s|≤u8δ|
√
σ
2pi
e−
σs2
2
×
[
p(x)
(
γ − s√
∆(u− z)
)
− 1
2
p′(x)
(
γ − s√
∆(u− z)
)2
+
1
6
p′′(x)
(
γ − s√
∆(u− z)
)3]
×
[
1− σAy
3
3∆7/2(u− z)5/2 s−
σAy2
4∆3(u− z)2 s
2 +
σA
24∆2(u− z)s
4
]
ds.
Similar to Lemma 2, we further evaluate the above integral by computing moments of
N(0, σ−1/2) and obtain that (we omit several cross terms that can be absorbed by o(u−1))
F (x)−
∫ L
0
F (t)eσξ(t)dt∫ L
0
eσξ(t)dt
= exp
{
Ay2
4∆3(u− z)2 −
A
8∆2σ(u− z) + ω(u) + o(u
−1)
}
×
[
p(x)γ − p
′(x)
2
(
γ2 +
1
σ∆(u− z)
)
+
p′′(x)
6
(
γ3 +
3γ
σ∆(u− z)
)
+ p(x)
Ay3
3∆4(u− z)3 − p(x)γ
Ay2
4∆3(u− z)2 + p(x)γ
A
8σ∆2(u− z)
]
.
We take out the factor “p(x)γ” from the bracket and continue the calculation
= exp
{
Ay2
4∆3(u− z)2 −
A
8∆2σ(u− z) + ω(u) + o(u
−1)
}
×p(x)γ exp
[
− p
′(x)
2p(x)γ
(γ2 +
1
σ∆(u− z)) +
p′′(x)
6p(x)
(γ2 +
3
σ∆(u− z))
+
Ay3
3∆4(u− z)3γ −
Ay2
4∆3(u− z)2 +
A
8σ∆2(u− z)
]
.
We further simplify the above display and obtain that
= p(x)γ exp
[
− p
′(x)
2p(x)γ
(γ2 +
1
σ∆(u− z)) +
p′′(x)
6p(x)
(γ2 +
3
σ∆(u− z))
+
Ay3
3∆4(u− z)3γ + o(u
−1) + ω(u)
]
.
Proof of Lemma 4. Let A be defined as in (29). Note that p′(x∗) = 0 and p′(x) ∼
p′′(x∗)(γ + y/∆(u − z)). We apply Taylor expansion of the term log p(x∗+γ∗+∆−1(u−z)−1y)p(x∗) in
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(29) and expand the second row of (29). Thus, A can be further simplified to
A = σw + σy
2
2∆u
+
σ
2∆u2
y2z − σAy
4
8∆4(u− z)3 +
σ∆z
2
γ2∗
− σAy
3
3∆3(u− z)2γ∗ −
σAy2
4∆2(u− z)γ
2
∗ +
σAu
24
γ4∗
−p
′′(x∗)
2p(x∗)
(γ∗ +
y
∆(u− z))(γ∗ +
1
σ∆(u− z)γ∗ )
+
p′′(x∗)
6p(x∗)
(γ2∗ +
3
σ∆(u− z)) +
Ay3
3∆4(u− z)3γ∗
+
p′′(x∗)
2p(x∗)
(γ∗ +
y
∆(u− z))
2 + o(y2u−2) +O(z2/u2).
Note that γ∗ = u−1/2∆−1/2σ−1/2. The term
−p
′′(x∗)
2p(x∗)
y
∆(u− z)(γ∗ +
1
σ∆(u− z)γ∗ )
expanded from the third row cancels the cross term
γ∗p′′(x∗)
p(x∗)
y
∆(u− z)
expanded from the quadratic term in the last row. Then, A is further simplified to
A = σw + σy
2
2∆u
+
σ
2∆u2
y2z − σAy
4
8∆4(u− z)3 +
σ∆z
2
γ2∗ (48)
− σAy
3
3∆3(u− z)2γ∗ −
σAy2
4∆2(u− z)γ
2
∗ +
σA(u− z)
24
γ4∗
−p
′′(x∗)
2p(x∗)
(γ2∗ +
1
σ∆(u− z))
+
p′′(x∗)
6p(x∗)
(γ2∗ +
3
σ∆(u− z)) +
Ay3
3∆4(u− z)3γ∗
+
p′′(x∗)
2p(x∗)
(γ2∗ +
y2
∆2(u− z)2 ) + o(y
2u−2) +O(z2/u2).
Furthermore, the term − σAy3
3∆3(u−z)2γ∗ in the second row cancels
Ay3
3∆4(u−z)3γ∗ in the fourth row.
We now plug in γ2∗ = ∆
−1σ−1u−1 and obtain that
A = σw + σy
2
2∆u
+
σ
2∆u2
y2z − σAy
4
8∆4u3
+
z
2u
− Ay
2
4∆3u2
+
A
24σ∆2u
− p
′′(x∗)
3p(x∗)σ∆u
+
p′′(x∗)
2p(x∗)
(
1
σ∆u
+
y2
∆2u2
) + o(u−1) +O(z2/u)
= σw +
σy2
2∆u
+
σ
2∆u2
y2z +
z
2u
+
A
24σ∆2u
+
p′′(x∗)
6p(x∗)σ∆u
−σAy
4
8∆u3
+
y2
u2
(− A
4∆3
+
p′′(x∗)
2p(x∗)∆2
) + o(u−1 + y2u−2) +O(z2/u2).
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Proof of Lemma 6. Using the second change of variable in (32), the denominator in (34)
is ∫ L
0
eσξ(t)dt = ec∗
∫ L
0
exp
{
σ
[
− s
2
2
− Ay
3
3∆7/2u
5/2
L
s− Ay
2
4∆3u2L
s2 +
A
24∆2uL
s4
]}
dt.
Let Z be a standard Gaussian random variable following N(0, 1). With a similar splitting
in (22) and the derivation in Lemma 2 and noticing the boundary constraint that (33), we
apply Taylor expansion on the integrand and have that
=
√
2piec∗+o(u
−1
L )√
∆σ(uL − z)
eω(uL)
×E
[
1− σ
1/2Ay3
3∆7/2u
5/2
L
Z − Ay
2
4∆3u2L
Z2 +
A
24∆2σuL
Z4;Z ≤
√
1− z
uL
ζL −
√
σ
∆(uL − z)y
]
=
√
2piec∗+o(u
−1
L )√
∆σ(uL − z)
eω(uL)+O(y
3/u
5/2
L +y
2/u2L)
×E
[
1 +
A
24∆2σuL
Z4;Z ≤
√
1− z
uL
ζL −
√
σ
∆(uL − z)y
]
,
where c∗ = σ(uL + w +
y2
2∆(uL−z) −
Ay4
8∆4(uL−z)3 ) and ω(u) = O(sup|x|≤u−1/2+8δ |g(x)|). The
expectation in the previous display can be written as
E
[
1 +
A
24∆2σuL
Z4;Z ≤
√
1− z
uL
ζL −
√
σ
∆(uL − z)y
]
= P
[
Z ≤
√
1− z
uL
ζL −
√
σ
∆(uL − z)y
]
× exp
{
A
24∆2σuL
E(Z4|Z ≤ ζL) + ω(uL) +O(y3/u5/2L + y2/u2L + y/u3/2)
}
We use the fact that E(Z4|Z ≤ ζL) = E(Z4|Z ≤
√
1− z
uL
ζL −
√
σ
∆(uL−z)y) + o(1 + yu
−1/2).
We continue the calculations and obtain that∫ L
0
eσξ(t)dt =
√
2piec∗+o(u
−1
L )√
∆σ(uL − z)
P
[
Z ≤
√
1− z
uL
ζL −
√
σ
∆(uL − z)y
]
× exp
{
A
24∆2σuL
E(Z4|Z ≤ ζL) + ω(uL) +O(y3/u5/2L + y2/u2L + y/u3/2)
}
.
We now proceed to the numerator of (34). Using Taylor expansion
F (x)− F (t) = p(x)(x− t)− 1
2
p′(x)(x− t)2 + 1
6
p′′(x)(x− t)3 + o(x− t)3,
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the numerator of (34) is (with the splitting as in (22))∫ L
0
(F (x)− F (t))eσξ(t)dt
=
ec∗+ω(uL)+o(u
−1
L )√
∆(uL − z)
×
∫ √ (1−z/u)
σ
ζL− y√
∆(u−z)
−u8δ[
p(x)(γ − s√
∆(uL − z)
)− 1
2
p′(x)(γ − s√
∆(uL − z)
)2 +
1
6
p′′(x)(γ − s√
∆(uL − z)
)3 + o(u
−3/2
L )
]
×eσ
{
− s2
2
− Ay3
3∆7/2(uL−z)5/2
s− Ay2
4∆3(uL−z)2
s2+ A
24∆2(uL−z)
s4
}
ds
=
√
2pi
∆σ(uL − z)e
c∗+ω(uL)+o(u−1L )
×E
{
p(x)(γ − Z√
∆σ(uL − z)
)− p
′(x)
2
(γ − Z√
∆σ(uL − z)
)2 +
p′′(x)
6
(γ − Z√
∆σ(uL − z)
)3
+
Ap(x)
24∆2σ2uL
Z4(γ − Z√
∆σ(uL − z)
)
+O(y3/u
5/2
L + y
2/u2L + u
−2
L ) ; Z ≤
√
1− z
uL
ζL −
√
σ
∆(uL − z)y
}
.
Thus, the factor in (34) is∫ L
0
(F (x)− F (t)) e
σξ(t)∫ L
0
eσξ(s)ds
dt
= exp
{
− A
24∆2σuL
E
(
Z4|Z ≤ ζL
)
+ λ(uL) + ω(uL)
}
×E
{
p(x)(γ − Z√
∆σ(uL − z)
)− p
′(x)
2
(γ − Z√
∆σ(uL − z)
)2 +
p′′(x)
6
(γ − Z√
∆σ(uL − z)
)3
+
Ap(x)
24∆2σ2uL
Z4(γ − Z√
∆σ(uL − z)
)
∣∣∣ Z ≤√1− z
uL
ζL −
√
σ
∆(uL − z)y
}
where λ(uL) = O(y
3/u
5/2
L +y
2/u2L+y/u
3/2)+o(u−1L +u
−1
L z). We take out a factor
√
∆σ(uL − z)
from the above expectation and obtain that
= exp
{
− A
24∆2σuL
E
(
Z4|Z ≤ ζL
)
+ λ(uL) + ω(uL)
}
1√
∆σuL(1− z/uL)
E
{
p(x)(γ
√
σ∆(uL − z)− Z)− p
′(x)
2
√
σ∆uL
(γ
√
σ∆(uL − z)− Z)2
+
p′′(x)
6σ∆uL
(γ
√
σ∆uL − Z)3 + Ap(x)
24∆2σ2uL
Z4(γ
√
σ∆uL − Z)
∣∣∣ Z ≤√1− z
uL
ζL −
√
σ
∆(uL − z)y
}
.
Notice that in the last two terms of the above display and for the denominator of the second
term in the second low, “uL − z” is replaced by uL. The error caused by this change can be
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absorbed into λ(uL). Notice that
1√
∆σuL(1− z/uL)
=
e
z
2uL
+o(z/uL)
√
∆σuL
.
We further separate the expectation into two parts and obtain that
= exp
{
− A
24∆2σuL
E
(
Z4|Z ≤ ζL
)
+ λ(uL) + ω(uL)
}
× e
z
2uL√
∆σuL
×
{
E
[
p(x)(γ
√
σ∆(uL − z)− Z)
− p
′(x)
2
√
σ∆uL
(γ
√
σ∆(uL − z)− Z)2
∣∣∣ Z ≤√1− z
uL
ζL −
√
σ
∆(uL − z)y
]
+ E
[ p′′(x)
6σ∆uL
(γ
√
σ∆uL − Z)3
+
Ap(x)
24∆2σ2uL
Z4(γ
√
σ∆uL − Z)
∣∣∣ Z ≤√1− z
uL
ζL −
√
σ
∆(uL − z)y
]}
.
Thus, we conclude the proof.
Proof of Lemma 7. Similar to the calculations resulting (26), we obtain that
ξ(x) = uL + w +
y2
2∆(uL − z) −
∆(uL − z)
2
γ2 − A
6∆
y(γ +
y
∆(uL − z))
3 +
AuL
24
(γ +
y
∆(uL − z))
4
+g(x− tL) + ϑ(x− tL)
= uL + w +
y2
2∆uL
− ∆(uL − z)
2
γ2 +
AuL
24
γ4 + o(u−1y2) + g(x− tL) + ϑ(x− tL),
where ϑ(x) = O(u1/2+4δx5 +ux6). Combining the above expression and Lemma 6, we obtain
that
v′(x) = eσξ(x)
∫ L
0
(F (x)− F (t)) e
σξ(t)∫
eσξ(s)ds
dt
= exp
{
λ(uL) +O(y
2zu−2L ) + ω(uL) + σuL + σw +
σy2
2∆uL
+
AσuL
24
γ4
}
× 1√
∆σuL
exp
{
− σ∆(uL − z)
2
γ2 +
z
2uL
− A
24∆2σuL
E
(
Z4|Z ≤ ζL
)}
{
E
[
p(x)(γ
√
σ∆(uL − z)− Z)
− p
′(x)
2
√
σ∆uL
(γ
√
σ∆(uL − z)− Z)2
∣∣∣ Z ≤√1− z
uL
ζL −
√
σ
∆(uL − z)y
]
+ E
[ p′′(x)
6σ∆uL
(γ
√
σ∆uL − Z)3
+
Ap(x)
24∆2σ2uL
Z4(γ
√
σ∆uL − Z)
∣∣∣ Z ≤√1− z
uL
ζL −
√
σ
∆(uL − z)y
]}
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Using Taylor expansion on the two expectation terms, we obtain that
E
[
p(x)(γ
√
σ∆(uL − z)− Z)
− p
′(x)
2
√
σ∆uL
(γ
√
σ∆(uL − z)− Z)2
∣∣∣ Z ≤√1− z
uL
ζL −
√
σ
∆(uL − z)y
]
+ E
[ p′′(x)
6σ∆uL
(γ
√
σ∆uL − Z)3
+
Ap(x)
24∆2σ2uL
Z4(γ
√
σ∆uL − Z)
∣∣∣ Z ≤√1− z
uL
ζL −
√
σ
∆(uL − z)y
]
= E
[
p(x)(γ
√
σ∆(uL − z)− Z)
− p
′(x)
2
√
σ∆uL
(γ
√
σ∆(uL − z)− Z)2
∣∣∣ Z ≤√1− z
uL
ζL −
√
σ
∆(uL − z)y
]
× exp
E
[
p′′(x)
6σ∆uL
(γ
√
σ∆uL − Z)3 + Ap(x)24∆2σ2uLZ4(γ
√
σ∆uL − Z) |Z ≤ ζL
]
p(x)E(γ
√
σ∆uL − Z|Z ≤ ζL)
+ o(u−1L + yu
−1
L )
 .
We insert the above identity back to the expression of v′(x) and obtain that
v′(x) = exp
{
λ(uL) + o(yu
−1
L ) +O(y
2zu−2L ) + ω(uL) + σuL + σw +
σy2
2∆uL
+
AσuL
24
γ4
}
× 1√
∆σuL
exp
{ z
2uL
− A
24∆2σuL
E(Z4|Z ≤ ζL)
}
×HL,x
(
γ
√
σ∆(uL − z),
√
1− z
uL
ζL −
√
σ
∆(uL − z)y;uL
)
× exp
E
[
p′′(x)
6σ∆uL
(γ
√
σ∆uL − Z)3 + Ap(x)24∆2σ2uLZ4(γ
√
σ∆uL − Z) |Z ≤ ζL
]
p(x)E(γ
√
σ∆uL − Z|Z ≤ ζL)
 ,
where
HL,y(x, ζ;u) , e−
x2
2 × E
[
p(y)(x− Z)− p
′(y)
2
√
∆σu
(x− Z)2
∣∣∣ Z ≤ ζ].
Proof of Lemma 8. We insert γL =
ζL√
σ∆uL
to the expression of A in (40) and obtain that
A = λ(uL) + o(yu−1L ) +O(y2zu−2L ) + σw +
σy2
2∆uL
+
Aζ4L
24∆2σuL
+
z
2uL
− AE (Z
4|Z ≤ ζL)
24∆2σuL
+GL
(√
1− z
uL
ζL −
√
σ
∆(uL − z)y;uL
)
−GL(ζL;uL)
+
E[ p
′′(L)
6σ∆uL
(ζL − Z)3 + Ap(L)24∆2σ2uLZ4(ζL − Z) |Z ≤ ζL ]
p(L)E(ζL − Z |Z ≤ ζL ) .
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Note that ΞL = − limuL→∞ ∂2ζGL(ζL, uL). Then,
A = λ(uL) + o(yu−1L ) +O(y2zu−2L ) + σw +
σy2
2∆uL
+
Aζ4L
24∆2σuL
+
z
2uL
− AE (Z
4|Z ≤ ζL)
24∆2σuL
+
E[ p
′′(L)
6σ∆uL
(ζL − Z)3 + Ap(L)24∆2σ2uLZ4(ζL − Z) |Z ≤ ζL ]
p(L)E(ζL − Z|Z ≤ ζL)
−ΞL + o(1)
2
( ζLz
2uL
+
√
σ
∆(uL − z)y
)2
.
= λ(uL) + o(yu
−1
L ) +O(y
2zu−2L ) + σw +
σy2
2∆uL
+
z
2uL
+
κL
uL
− ΞL + o(1)
2
( ζLz
2uL
+
√
σ
∆(uL − z)y
)2
.
where κL is given as in (13).
Proof of Lemma 9. In this case that |
√
1− z
uL
ζL −
√
σ
∆(uL−z)y − ζL| > ε, the maximum
of |v′(x)| is not necessarily attained at x = L. Note that this does not change the calculation
very much except that the terms p(x) and p′(x) inHx,L may not be evaluated on the boundary
x = L, but still in the region [L− u−1/2+δ, L]. Therefore, maximizing (38), we have that
sup
x∈[L−u−1/2+δ,L]
log
∣∣∣HL,x(γ√σ∆(uL − z),√1− z
uL
ζL −
√
σ
∆(uL − z)y;uL)
∣∣∣
= GL
(√
1− z
uL
ζL −
√
σ
∆(uL − z)y;uL
)
+O(u−1/2+δ).
Therefore, we only need to add an O(u−1/2+δ) to the definition of A in (40). Furthermore,
the term in (40) is bounded by
GL
(√
1− z
uL
ζL −
√
σ
∆(uL − z)y, uL
)
−GL(ζL, uL) ≤ −δ0ε2
for some δ0 > 0. Furthermore, on the set L∗u we have that λ(uL)+o(yu−1L )+O(y2zu−2L ) = o(1).
Therefore, we have the bound S(w, y, z) ≥ u2L+w2 + ∆
2(w+z)2
A−∆2 +2uLA/σ+δ0ε2uL and further
P
(
max
x∈[L−u−1/2+δL ,L]
|v′(x)| > b;L∗uL ;
∣∣∣∣√1− zuL ζL −
√
σ
∆(uL − z)y − ζL
∣∣∣∣ ≥ ε
)
= o(1)u−1L e
−u2L/2.
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